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Abstract--The mathematical background necessary to rigorously
define white noise is detailed. It is shown that it is necessary to
accept an arbitrarily small correlation time, and a flat power
spectral density approximation over a finite, but arbitrarily
large, frequency range, to adequately define a white noise ran-
dom process consistent with the Wiener-Khintchine relation-
ships. Dichotomous random processes are used to illustrate
appropriate principles and problems. The results are general-
ized to Gaussian white noise. 
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I.    INTRODUCTION
The history of random phenomena is diverse and involves
many famous physicists and mathematicians; an excellent
overview is detailed in [1]. In electrical engineering the term
‘noise’ is widely associated with the random fluctuations that
arise in electronic components and devices due to the random
nature of electron movement. Due to the extremely fast nature
of electron movement a large class of noise phenomenon are
characterized as being ‘white’. White noise is ubiquitious and
limits the performance of many electronic/photonic based
systems including most communication systems. 
Mathematicians and Physicists usually define white noise
in terms of the properties of one dimensional Brownian
motion, usually called the Wiener process, and a useful intro-
duction is given in [2]. Ito and Stratonovich stochastic calcu-
lus have been developed to rigorously underpin this approach
e.g. [3]. A Wiener process can be defined as the limit of a
sequence of random walk processes where, for the ith random
walk and as illustrated in Fig. 1, the time step is scaled down
by a factor  and the amplitude change is scaled down by a
factor of . The rate of change increases according to .
White noise is defined as the rate of change of the Wiener
process and in the limit becomes uncorrelated between pairs
of time instants and is of infinite magnitude.    
In contrast, in Engineering disciplines it is usual to define
a white noise random process mathematically in terms of a
specified autocorrelation and/or power spectral density func-
tion with the underlying physical random process being left
undefined. Specifically, white noise is usually defined, e.g.
[4] [5], as one which is uncorrelated at all arbitrarily chosen




which is an impulse and a constant power spectral density,
, i.e.
. (1)
Here  is the Dirac delta. The autocorrelation function and
power spectral density functions are assumed to satisfy the
Wiener-Khintchine theorem, e.g. [6]. Further, in communica-
tion theory it is usual, e.g. [6], to define white noise by its
power spectral density according to . 
With the Engineering approach, and definitions, for white
noise an infinite power random process, i.e. a random process
which physically does not exist, is implied. The issue, is to
establish clearly, and rigorously, finite power random proc-
esses which exhibit characteristics consistent with the above
definitions and which have a clear physical form. This is
important pedagogically. Section II details the necessary
mathematical background. In section III, dichotomous ran-
dom processes are used to illustrate the problems with defin-
ing white noise random processes. In section IV the results
are generalized to Gaussian white noise. 
II.     BACKGROUND THEORY
A.  Mathematical Results
First, Lebesgue integration, [7] and [8], provides an ele-
gant theoretical framework for integration theory. A function
 is said to be (Lebesgue) integrable on a set  if
 is finite. A bounded function, which is Riemann inte-
grable on an interval, is Lebesgue integrable and the two inte-
grals are equal. Lebesgue integration handles the integral of a





Figure 1.  Illustration of the change in scaling of one step in a
random walk between the  and the  random walks used
to define a Wiener random process.
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Here  is the measure operator (measure can be understood
here as ‘length’) and this equation states: ‘zero length implies
zero area’. 
Second, two important results, which give sufficient con-
ditions for the interchange of limit and integral operations, are
the monotone and dominated convergence theorems, e.g. [7].
The dominated convergence theorem is more powerful and
for reference is stated as follows:
If  is a sequence of integrable functions
such that , and there exists an integrable
function  such that  for all  and
over the region of integration, then 
. (3)
Consistent with these results it is not possible, in general, to
interchange the order of the limit and integral operations for a
sequence of functions which, in the limit, become impulsive.
Consider a sequence of functions  which is such that
. (4)
With the definition  it is the case, consistent
with (2), that
. (5)
Importantly, the Dirac delta is associated with the limit of the
sequence of functions  and not with the function
definition . For notational convenience
 is written as . However,
it is very common for this notation to be overlooked and for
 to be used as a mathematical relationship
(and sometimes with erroneous outcomes [9]).
Third, infinity is notation for the limit of an unbounded
sequence and, in general, must be considered as such.
Accordingly, the formulation that follows is based on the
finite interval .
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B.  Power Spectral Density Theory [8]
Consider a basis set  for the interval . Any
signal , which is square integrable, i.e.  (see
[10]), can be decomposed according to
. (6)
The power spectral density of , with respect to the basis set
, defines the power of the individual basis signals
, . By far the most general basis set used is
a sinusoidal basis set. For such a basis set, and for the interval
, Parseval’s theorem leads to
(7)
and, hence, the definition of the power spectral density
according to
. (8)
Here  is the Fourier transform of  on the interval
. The time averaged autocorrelation function of  is
defined according to
(9)
where  is the conjugation operator and . 
For a random process defined by an ensemble (set) of sig-
nals the autocorrelation and power spectral density are
defined as a weighted average according to
(10)
where the subscript  denotes the  waveform of the ran-
dom process and  is the probability of occurrence of the
 waveform.
It can then be shown that the power spectral density-auto-
correlation function relationships, for either an individual sig-
nal or a random process, are:
(11)
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The relationships defined by (11) are the Wiener-Khintchine
relationships for a signal or a random process. It is common
to assume that stationarity is necessary for the Wiener-
Khintchine relationships (11). This is not the case as these
relations, as specified by (11), follow from (8) and (9).
Finally, consistent with (7) and (9), the average power on the
interval  is 
 (12)
i.e. the sum of the power in the constituent signals equals the
total power.
C.  Power Spectral Density Theory - Infinite Interval
For the infinite interval the autocorrelation function is
defined according to
. (13)
Subtleties exist, in general, for the infinite interval case for
defining the power spectral density and these are detailed in
ch. 3 of [8]. For the following discussion, however, the results
stated above for the finite interval case will suffice.            
III.    DICHOTOMOUS WHITE NOISE
To illustrate appropriate principles, consider a dichoto-
mous random process; a random process defined by associat-
ing one of two possible values, e.g.  or , with each
signalling interval of a set duration . One waveform from a
dichotomous random process is illustrated in Fig. 2. For the
case of equally probable amplitudes, and with the amplitudes
being independent from one signalling interval to the next, it
is the case that the autocorrelation and power spectral density
functions for the dichotomous random process are as defined
in Fig. 3.         
First, consider an infinite sequence of dichotomous ran-
dom processes where the  random process is defined by a
signalling period of  seconds and with amplitudes
from the set . For the  random process the auto-
correlation and power spectral density functions are defined
in Fig. 3 for the case of ,  and . For
all random processes in the sequence the Wiener-Khintchine
relationships (11) hold. Consider the limit of the sequence of
random processes and the definitions
0 T,[ ]












Figure 2.  One waveform from a dichotomous random process with
amplitudes from the set  and with  being the signalling
interval duration.
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Here  is the Kronecker delta. The limiting autocorrela-
tion function has the required property of white noise,
namely, uncorrelatedness for all pairs of points. However,
 and  do not satisfy the Wiener-Khintchine
relationships as stated by (11). Further,
(15)
i.e. the order of limit and integral cannot be interchanged as,
for example, the conditions specified in the dominated con-
vergence theorem cannot be satisfied. The power is not equal
to the integral of the power spectral density as required by a
power spectral density function and consistent with (12).
Second, consider an infinite sequence of dichotomous
random process where the  random process is defined by a
signalling period of  seconds and with amplitudes
from the set . For the  random process the
autocorrelation and power spectral density functions are
defined in Fig. 3 for the case of ,  and
. Again all random processes in the sequence satisfy
the Wiener-Khintchine relationships (11). In the limit:
(16)
(17)
and uncorrelatedness at all pairs of points, consistent with
white noise, results. However, 
Ao
















Figure 3.   Autocorrelation and power spectral density function of the
dichotomous random process defined in Fig. 2.
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and the limiting random process has infinite power for all
finite values of . It is the case that 
 (19)
as required by the Wiener-Khintchine relationship. However,
consistent with (2)
(20)
which is inconsistent with the Wiener-Khintchine relation-
ship. 
Note, for both cases, all random processes in the
sequences exhibit finite power and a finite specified correla-
tion time. The problem arises by taking the limit and attempt-
ing to define a random process which is uncorrelated for all
pairs of time instants. For the first case a random process with
zero power spectral density results; for the second a random
process with infinite power results. For both cases the limit-
ing autocorrelation functions and power spectral densities do
not satisfy the Wiener-Khintchine relationships. 
The unsolved problem is: Is there a limiting random proc-
ess corresponding to the limit autocorrelation and power
spectral density functions? This problem ultimately raises
issues about the transition from the discrete to the continuum
and the definition of the real line [11]. The following is a par-
tial solution and is illustrated for the first case noted above:
First, the sequence of random processes is a sequence without
end. Accordingly, and consistent with a sequence, and limit
operation, the following can be stated: ,
,  such that for all  it is the case that
. (21)
That is, for a specified maximum correlation time , and
level , it follows that all random processes in the
sequence, after the  random process, exhibit autocorrela-
tions within  of zero for all . Hence, excluding
an arbitrarily chosen small correlation time  ‘white noise’
can be defined consistent with a physical process and such
that the Wiener-Khintchine relationships hold.
To further illustrate, consider the common communication
context where noise, with a set power spectral density level of
, is hypothesized to exist over a fixed and finite frequency
range of . Such a power spectral density can
be approximated, arbitrarily accurately, by a finite power
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dichotomous random process with amplitudes from the set
, and a signalling period , provided
. The autocorrelation and power spectral density
functions are defined in Fig. 3 for the case of 
and . The following approximations then hold: 
(22)
where  is chosen, arbitrarily large, such that a set accuracy
level in the approximations is attained. The power in the ran-
dom process is given by 
. (23)
For all finite values of , and , the Wiener-Khintchine rela-
tionships, given by (11), hold. 
Thus, with the acceptance of an arbitrarily small non-zero
correlation time, and a flat power spectral density approxima-
tion over a finite, but arbitrarily large, frequency range, white
noise can be rigorously defined consistent with the Wiener-
Khintchine relationships and a physical random process.
IV.    GENERALIZATION
A.  From Dichotomous White Noise to Gaussian White Noise
By far the most common noise encountered in electronic,
and photonic, systems is Gaussian white noise. The term
‘Gaussian’ refers to the probability density function, at a set
time, of the random process. In many instances the Gaussian
probability density function is accurately approximated, and
the approximation, in general, arises from the sum of inde-
pendent random processes according to the central limit theo-
rem. For a summation of independent dichotomous random
processes the De-Moivre Laplace theorem specifies the
approximation to a Gaussian form, e.g. p. 259 of [8] and [12].
Such a sum can arise as an on/off approximation to the ran-
dom movement of a large number of entities. 
B.  Non-Dichotomous Based White Noise Random Processes
Many random processes are defined by signals based on
the association of a waveform, chosen from a defined signal
set , with a set time interval, or a randomly
chosen time, as illustrated in Fig. 4, and defined according to








G T f,( ) η≈ f fo«
R T τ,( ) ηfoΛ τ to⁄( ) 0 τ 1 fo⁄>= =
fo
P T( ) R T 0,( ) G T f,( ) fd∞–
∞∫ ηfo= = =
T fo
S φ1 …,{ }=
x1 t( ) φi t ito–( )
i 1=
N
∑= φi S t 0 T,[ ] T,∈,∈ Nto=
x2 t( ) φ t ti–( )
i 1=
N
∑= S φ t( ){ }= t ti, 0 T,[ ]∈,
. (26)
The first form is a signalling waveform and is consistent with
many communication signals. The second form, for the case
where each of the times  are chosen at random from
the interval  with a uniform distribution, is one wave-
form from a shot noise process. The final form defines a sig-
nal which is a generalization of the shot and signalling
waveforms. For the case of independence between signal
waveforms, and where the mean of the signals in the signal-
ling set is zero, the power spectral density of these forms is
given by
(27)
where  is the mean waveform rate,  is the Fourier
transform of the  signal in the signal set (the assumption
here is that signals in the signal set have negligible energy
outside the interval ), and  is the probability of
occurrence of the  signal in the signal set. 
For the case where each signal in the signal set has finite
energy, and a power spectral density which is approximately
constant over the interval , it follows that each of
the random processes defined by (24) to (26) are consistent
with white noise with a correlation time of less than 
seconds. Thus, for example, shot noise processes generally
lead to random processes which are white (but not necessarily
Gaussian).
A new random process defined by an independent sum of
such processes will lead (approximately) to Gaussian white
noise when the sum is sufficiently large. Thus, for example,
noise arising from the sum of many individual shot noise
processes associated with the rapid transit of electrons across
a PN junction yields Gaussian white noise.
Figure 4.   Illustration of the three signalling forms, defined by (24)
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C.  Infinite Interval
Results have been presented for the finite interval .
Results can be extended to the infinite interval  by tak-
ing the limit of . For the random processes discussed
above this is unproblematic as  and  are inde-
pendent of . In general, however, and in particular for the
case of random processes containing periodic components the
approach detailed in [8] is appropriate.
D.    Noise
The approach of defining the power spectral density for
the finite interval, and treating the infinite interval as a limit
of the interval , has been successfully applied to mod-
els for  noise [13]. It is through such an approach that the
infinite power problem associated with the  spectral form
can be clarified. Importantly, the approach leads to physical
models for  noise.
V.    CONCLUSION
This paper has carefully detailed the necessary mathemat-
ical background to provide, consistent with the Engineering
approach, a rigorous definition for white noise. It is was
shown that it is necessary to accept an arbitrarily small corre-
lation time, and a flat power spectral density approximation
over a finite, but arbitrarily large, frequency range, to ade-
quately define a physically realizable white noise random
process consistent with the Wiener-Khintchine relationships.
Dichotomous random processes were used to illustrate appro-
priate principles and problems. The generalization to Gaus-
sian white noise was detailed. 
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