The Boltzmann equation with the Bhatnagar-Gross-Krook collision operator is considered for the Bose-Einstein and Fermi-Dirac equilibrium distribution functions. We show that the expansion of the microscopic velocity in terms of Hermite polynomials must be carried until the fourth order to correctly describe the energy equation. The viscosity and thermal coefficients, previously obtained by J.Y. Yang et al 1,2 through the Uehling-Uhlenbeck approach, are also derived here. Thus the construction of a lattice Boltzmann method for the quantum fluid is possible provided that the Bose-Einstein and Fermi-Dirac equilibrium distribution functions are expanded until fourth order in the Hermite polynomials.
I. INTRODUCTION
One of the greatest achievements of the Boltzmann equation 3 is to determine the macroscopic hydrodynamical equations of a fluid from a phase space distribution function, f (χ, x, t), which describes the probability to find particles with microscopic velocity χ in position x at time t. Nearly eighty years have passed since E. A. Uehling and G. E. Uhlenbeck 4 solved the Boltzmann equation for the quantum fluid approximately by determining the small correction to the distribution function of non-interacting particles in case of a weak interaction. From this solution they derived the macroscopic hydrodynamical equations through the so-called ChapmanEnskog analysis and obtained the viscosity, η, and the thermal conductivity, κ, coefficients of the quantum fluid. The Uehling-Uhlenbeck approach was later revisited by T. Nikuni and A. Griffin 5 who derived the macroscopic hydrodynamic equations, and the corresponding η and κ coefficients, of a trapped Bose gas above the BoseEinstein condensation with damping. C. H. Lepienski and G. M. Kremer ? also determined these coefficients in case of specific two-body potentials, namely, LennardJones and hard spheres. Recently the Boltzmann equation was found applicable to describe the collective oscillations of the two-dimensional Fermi gas 7 . All the above studies of the quantum fluid take the assumption of a two-body collision operator, as in the original Bolztmann equation. A simplifying assumption for the collision operator was introduced in the fifties by BhatnagarGross-Krook (BGK) 8 , who considered it just as a simple drive to an equilibrium distribution function under a single relaxation time τ . Nevertheless only recently the Uehling-Uhlenbeck approach was applied to solve the BGK-Boltzman equation for the quantum fluid 1,2 by J.Y. Yang et al., who derived its η and κ coefficients.
In the late eighties a numerical scheme was formulated to solve the Boltzmann equation with the BGK collision term [9] [10] [11] [12] under the assumption of a discrete phase space where both the microscopic velocity and the position are restricted to a discrete set of values defined by a lattice. This method became widely known as the lattice Boltzmann method (LBM) and is used to simulate fluids with numerous advantages, such as easy implementation, inherent parallelization, and flexible treatment of the boundary conditions. The position space falls on a regular lattice where each point has a discrete set of microscopic velocity vectors that points towards a selected set of nearest nodes. To this discrete set of directions we associate the index α, such that the microscopic velocities become χ α . The neighbor points are reached after a time ∆t. The discreteness and rigidity of the microscopic velocity in the LBM makes the distribution function also become a discrete set, and instead of f (χ, x, t), one has f α (x, t), fact that is of great numerical advantage. Then the lattice BGK-Boltzmann equation is derived from the continuous Boltzmann equation under a discretization procedure ? ,
which constantly drives the non-equilibrium distribution f α (x, t) to the equilibrium distribution function f
α (x, t). Despite the tremendous success of the LBM method to describe the mass and momentum (NavierStokes) equations, the inclusion of a energy equation remained a challenge for sometime. The energy equation is needed to describe, for instance, the conversion of friction due to motion into heat, that increases the fluid temperature. This means that the transport of matter by particle diffusion is intertwined with the advected transport of enthalpy in such a way that the total energy is conserved for a closed system. The macroscopic hydrodynamical equations of the classical thermal compressible fluid are well-known, and can be derived from general macroscopic principles, as shown in the book of Landau & Lifshitz 14 , for instance.
Many years after the development of the UehlingUhlenbeck approach, H. Grad 15, 16 devised another method to solve the continuous Boltzmann equation based on a sequence of approximations, obtained through the expansion of the distribution function in terms of the microscopic velocity space, expressed as a gaussian times a linear expansion in Hermite polynomials. Grad's approach turned to be of paramount importance for the understanding of the properties of the LBM. For this reason the Hermite polynomial expansion method found a renewal of interest, such as in Refs. 17 and 18. Despite the understanding brought by these references, the ingredients to describe the thermal compressible classical fluid were still missing, since the Hermite polynomial expansion was only carried there until third order (N = 3), which is just insufficient. It was not until recently that the LBM for the thermal compressible fluid with a single BGK relaxation time, as described in Eq. (1) In this paper we apply the N = 4 order Hermite polynomial expansion procedure to the quantum fluid and obtain its macroscopic hydrodynamical equations from a Chapman-Enskog analysis of the BGK-Boltzmann equation. We conclude that the construction of an LBM for the quantum fluid, similarly to the classical fluid, requires the Hermite polynomial expansion be carried until N = 4 order to reach the correct energy equation, which besides the mass and momentum equations, is also needed for a full description of friction-heating processes. The coefficients η and κ of the BGK-Boltzmann quantum fluid, obtained through the Uehling-Uhlenbeck approach 1,2 , can only be retrieved in the N = 4 order, and not in lowest order, as shown here. Therefore the halt of the Hermite polynomial expansion in N = 3 order, as done in Ref. 2 , impairs the derivation of the correct energy equation of the quantum fluid. Similarly the macroscopic hydrodynamical equations of Ref. 22 do not correctly describe the energy balance equation because they are limited to N = 3 order. Ref. 2 provides the general form of the macroscopic hydrodynamical equations for the BGK-Boltzmann quantum fluid, but not the formulation of these equations in terms of the local macroscopic fields, namely, the chemical potential µ(x) (or the fugacity z(x)), the local temperature θ(x), and the local velocity u(x). In this paper we obtain the macroscopic hydrodynamical equation in terms of the above macroscopic variables.
We summarize the main achievements of this paper as follows. We obtain the equilibrium distribution function of the Bose-Einstein (BE) and We show in Section VI that the N = 3 Hermite expansion yields an incorrect energy equation and therefore this order is not suitable to describe either the classical or the quantum fluid. The N = 4 order quantum fluid equations cannot be generally mapped into the classical ones for arbitrary fugacity, and only at the classical limit. However this mapping, as found in this paper, is always possible for the N = 3. This shows, once again, that the N = 3 order can not give a correct description of the quantum fluid. We find here an interesting property of the macroscopic hydrodynamical equations of the quantum fluid. To better understand this property we introduce the notation of pseudo variables, represented by a bar on the top of the corresponding variable. The property corresponds to the mapping of the pseudo variables into their counterparts, which leads the quantum into the classical equations. This mapping of the quantum into the classical equations is not complete though, as a single term in the heat flow term of the energy equation spoils it, as seen in Eq.(23). Finally we explicitly construct a LBM for the quantum fluids using the corresponding N = 4 order LBM scheme and obtain some numerical results in the limit of dilute quantum fluids. In this dilute limit the BE and FD are small corrections to the MB statistics. Our numerical analysis is based on some two-dimensional lattices 18, 23 , the so-called d2q17 and d2q37 lattices. Thus we are able to check that indeed quantum fluid motion generates friction and the heat created results into a temperature change such that the total energy remains conserved during a time evolution process. Our numerical study is restricted to an adiabatic process as there is no external contact or force. We treat a two-dimensional system under periodic boundary conditions, thus without external borders and with no external applied force, just an initial displacement from equilibrium set by the initial conditions. The paper is organized as follows. In section II we review the classical macroscopic hydrodynamical equations as described by Landau & Lifshitz's 14 and also those obtained from a Chapman-Enskog analysis of the N = 4 order Hermite polynomial expansion [19] [20] [21] . We also present in section II the macroscopic hydrodynamical equations of the quantum fluids and discuss several of their aspects, such as the introduction of the pseudo variables and the viscosity and thermal coefficients. The dimensionless units are also introduced in section II. In the next section III the Hermite polynomial decomposition is performed on the BE and FD equilibrium distribution functions. The derivation of the MB equilibrium distribution function by Taylor expansion is left for the appendix B. Some properties of the Hermite polynomials are discussed in appendix A. The passage from the continuum to the discrete through the Gauss-Hermite quadrature is the subject of section IV. The ChapmanEnskog analysis is performed in section V and the relations required to determine several tensors are listed in the appendix D. To obtain the macroscopic hydrodynamical equations one needs some position and time cross derivative terms derived in appendix C. In section VI we obtain a no go theorem for the Hermite polynomial expansion to order N = 3. The dilute quantum fluid is treated in section VII and numerical results in this limit are studied in section VIII. There has been in the past years attempts to construct a LBM for the classical thermal compressible fluid starting from ad hoc assumptions of the equilibrium distribution function 11, [24] [25] [26] [27] . This approach was never attempted for the quantum fluid.
II. MACROSCOPIC EQUATIONS FOR CLASSICAL AND QUANTUM FLUIDS
In this section we present the macroscopic hydrodynamical equations of the quantum fluid obtained in this paper through the N = 4 Hermite polynomial expansion of the BE and FD equilibrium distribution functions. We express them almost entirely in terms of the pseudo variables, with the exception of a single term in the heat flow. From these equations we obtain the thermal coefficients, and the classical MB limit. The actual derivation of these equations is done in sections III and V, with the help of appendices D and C. In order to best convey our results we review the derivation of the macroscopic hydrodynamical equations for the classical fluid, both from the point of view of the macroscopic principles and of the N=4 Hermite polynomial expansion of the MaxwellBoltzmann equilibrium distribution function [19] [20] [21] . Thus the first two subsections are reviews while the last one contains our original results. For the ideal fluid (no viscosity) the equations describing the conservation of mass, momentum and energy follow straightforwardly from general macroscopic principles of thermodynamics and newtonian mechanics, as well described, for instance, in the book of Landau & Lifshitz 14 . For the conservation of mass one obtains that
For the conservation of momentum one obtains Euler's equation,
and the law of conservation of energy is
where p, ε and ̟ describe the pressure, the internal energy and the enthalpy of the fluid, ̟ ≡ ε + p/ρ. These equations describe the time evolution of the density, ρ, the macroscopic velocity, u i , and the local temperature, θ, in some reduced units, which are explained in this paper. The presence of viscosity and thermal conduction in a fluid changes the equations for momentum and energy, which become
and
respectively. The momentum flux tensor becomes pδ ij + ρu i u j − σ ij , thus is changed by the presence of the viscosity stress tensor,
where η and ζ being the dynamic and volumetric viscosities, respectively, and D the number of space dimensions. Similarly, the total energy flux becomes
where
is the heat flux flow due to thermal conduction, and κ is the thermal conductivity. The presence of viscosity introduces irreversible transfer of momentum within the fluid and Eq. (5) is essentially the Navier-Stokes equation. From the other side notice that Eq. (6) shows that in a viscous fluid the friction that stems from the loss of momentum results into an increase of temperature thus conserving the total energy in the process.
For the sake of completeness we express the equations for momentum and energy in a different fashion. obtained by simple manipulation of Eqs. (2), (5) and (6) . The resulting equations are expressed in terms of the stress tensor
The momentum conservation equation becomes,
The energy conservation equation becomes,
B. Macroscopic equations from the Maxwell-Boltzmann distribution function
The Hermite polynomial expansion of the MaxwellBoltzmann equilibrium distribution function carried until N = 4 order [19] [20] [21] , and the subsequent Chapman-Enskog analysis applied to the BGK-Boltzmann equation, exactly reproduce the above equations obtained by general macroscopic principles. Thus the equations for the density, Eq.(2), the macroscopic velocity, Eq. (5), and the temperature, Eq.(6) also hold here, and so do Eq(10) and Eq. (11) . However thermodynamic functions and coefficients acquire special features. The viscosity stress tensor has a null volumetric viscosity (ζ = 0), and the dynamic viscosity is given by,
and the thermal conductivity by,
such that κ/η = (D + 2)/2. Notice that these coefficients are local because of their θ and ρ dependence. The pressure is p = ρ θ, the internal energy is, ε ≡ Dθ/2, such that the enthalpy becomes , ̟ ≡ (D + 2)θ/2.
C. Macroscopic equations from the Bose-Einstein and Fermi-Dirac distribution functions
The N = 4 Hermite polynomial expansion of the BE and FD equilibrium distribution functions, followed by the Chapman-Enskog analysis done in the BGKBoltzmann equation, leads to the macroscopic hydrodynamical equations for the quantum fluid in terms of the temperature θ, the velocity u i , and the chemical potential µ. The fugacity can be used instead of the chemical potential, and is defined as,
We find that the quantum equations are very similar to the classical ones, provided that some auxiliary variables are introduced, starting with the pseudo-temperature defined below.θ
where,
The + and − signs in the denominator correspond to FD and BE statistics, respectively. Indeed the MB limit is retrieved from the FD and MB statistics in the limit that z −1 e x ± 1 ≈ z −1 e x , thus the term ±1 becomes irrelevant in the denominator. Since Γ(ν) = ∞ 0 e −x x ν−1 dx, one obtains that g ν (z) = z for the MB limit. Thus we conclude that in the classical limit the pseudo-temperature is the temperature itself. The BE-FD density is not an independent parameter, as in the MB case, but a function of the the temperature θ and the fugacity z,
Based on the above definitions of ρ andθ we introduce the pseudo viscosity stress tensor
which depends on the pseudo dynamic viscosity defined as,η
We also define the pseudo thermal conductivity,
Their ratio is constant,κ/η = (D + 2)/2, meaning that, like in the MB case, thermal and mechanical transfers are done by the same distribution and at the same rate, as there is only one BGK time relaxation parameter. The conservation of mass is given by Eq.(2) and the momentum balance equation for quantum fluids is described by,
Comparison between Eq. (5) and Eq. (21) shows that the classical and the quantum equations are the same provided that the true temperature θ is mapped into the pseudo temperature,θ. The same does not hold for the energy equations, namely, Eq.(6) and Eq. (22), as the dependence of the quantum case in the true temperature cannot collapse into the pseudo temperature. The fugacity z explicitly appears there through the function g(z), as seen below. ∂ ∂t
where the true heat flux vector is given by,
Thus the writing of the energy equation solely in terms of pseudo variables is spoiled just by the extra term, that must be added to the pseudo heat flux vector,Q j , to obtain the true one,Q j . The function g(z) is defined as,
In conclusion we find remarkable that the replacement of Q j byQ j in Eq. (22) renders the mass, momentum and energy equations for the quantum and classical fluids formally identical, provided that the density and the temperature are replaced by Eqs. (17) and (15), respectively. Another way to see this connection is by noticing that for the quantum problem all the explicit and linear dependence in the temperature appears through the pseudo temperature. This is the reason why the mass and momentum equations of quantum and classical cases are formally equivalent, but not the energy equation. The quantum energy equation has an extra quadratic dependence on the temperature brought by the function g(z) − 1, as discussed in the coming sections. There is a link between this quadratic behavior in the temperature and the g(z) function, as shown by the identity below.
The quantum counterparts of the classical momentum and energy equations, namely, Eqs. (10) and (11), are given by
and,
respectively. We also define the pseudo stress tensor,
We obtain the true thermal conductivity coefficient, κ θ , and the chemical potential coefficient, κ µ , through their definition:
To derive the above coefficients, we write the pseudo heat flux vector as,Q
Firstly derive the function g µ (z) of Eq. (16):
which leads to,
The last two equations are introduced in Eq.(30) to obtain the coefficients κ θ and κ µ :
where κ is the MB (classical) thermal conductivity, given by Eq. (13) . These are the coefficients obtained in Ref. 1 for the BGK-Boltzmann equation using the UehlingUhlenbeck approach.
III. EXPANSION OF THE QUANTUM EQUILIBRIUM DISTRIBUTION FUNCTIONS BY HERMITE POLYNOMIALS TO N = 4 ORDER
Here we expand the quantum equilibrium distribution functions until N = 4 order of Hermite polynomials. Consider the BE and FD distribution functions, given by,
which depend on the microscopic velocity χ and other three locally defined quantities, namely, the temperature T (x), the macroscopic velocity v(x) and the chemical potential µ ′ (x). We define the following dimensionless quantities, based on a reference temperature T r , and a reference velocity:
both not present in the original BE-FD equilibrium distribution functions. Then the dimensionless temperature is
and the microscopic and macroscopic dimensionless velocities are defined as ξ ≡ χ c r , and (39)
The dimensionless chemical potential is,
and the fugacity can be expressed in two ways,
The BE-FD function expressed in terms of dimensionless parameters becomes,
The first three moments of the BE-FD function, obtained by integrating over the microscopic velocity χ, give that,
We define the pseudo temperatureT because the third moment is the internal energy, ε = Dk BT /2, and in the classical case we know thatT = T . Notice that the density n has the dimension of a D dimensional space density, as expected, namely, of mass/(length) D , because mv/2πh has the dimension of length −1 . Thus through the following constant, which has the dimension of density,
By taking averages over the quantum equilibrium distribution function we obtain the dimensionless density ρ of Eq. (17), the macroscopic velocity u, and the pseudotemperatureθ of Eq. (15):
The explicit calculation of these moments are done below. The N th order Hermite polynomial is defined by the Rodrigues' formula,
is the gaussian function. The orthonormality of the Hermite polynomials, H i1i2...iN (ξ), is given by,
We seek the decomposition of the BE-FD function f
of Eq.(43) in powers of Hermite polynomials.
Notice that this decomposition splits the dependence on the dimensionless microscopic velocity, which falls in the Hermite polynomials, from the other variables, since the coefficients of this expansion carry all the information about the local macroscopic fields. For this reason the following notation is employed,
. Applying the orthonormality of the Hermite polynomials one obtains an expression for the coefficients:
More details about properties of the Hermite polynomials are given in Appendix A. Notice that the BE-FD function is even in the difference between the macroscopic and the microscopic velocities,
, a helpful property to compute the coefficients of Eq.(55).
Then the coefficient associated to any odd Hermite polynomial vanishes since
A discussion of such properties is done in the appendix A. We introduce the variable η = ξ − u and write the BE-FD distribu-
2θ ± 1 to express the coefficients as,
Coefficient N=0 -The integration over a spherical shell
Hermite coefficient becomes,
since H = 1. Defining x = η 2 /2θ, one obtains that,
where in the last line we have introduced the function g ν (z) of Eq. (16) . This coefficient is the density itself,
as given by Eq.(17).
Coefficient N=1 -To obtain this coefficient take Eq.(A20) such that,
as the first integral vanishes because it is odd. Using analogous arguments, we find the next coefficients.
Coefficient N=2 -One gets from Eq.(A21) that,
The terms proportional to u j vanish because of the odd integrals and it remains to calculate the integrals below.
The other integral to compute is,
Introducing the pseudo temperature of Eq. (15), the second order coefficient becomes,
Hereafter we directly use Eq.(15) to shorten the notation. Coefficient N=3 -One gets from Eq.(A22) that,
Terms proportional to u i u j vanish because they are proportional to integrals over a Hermite polynomial of odd order.
Coefficient N=4 -One gets from Eq.(A23) that,
Because of the odd integrals the terms proportional to u j and u i u j u k do not contribute, and so,
Defining the first integral as,
where the last symbol is defined in Eq.(A13). Then use Eq.(61) and call the first integral as I 2 ,
We stress that only the N = 4 coefficient contains contributions proportional to θ 2 . Thus an expansion of the BE-FD function limited to the N = 3 coefficient has the temperature only inside the pseudo temperature. At this point we introduce the notation defined in Eq.(25) which brings the function g(z) of Eq. (24) into the N = 4 coefficient,
Finally, we obtain that the fourth coefficient,
In power of the four Hermite coefficients we write their contractions to the Hermite polynomials themselves,
From Eqs. (54) and (52), one obtains that,
Therefore the BE-FD function expanded in Hermite polynomials until the fourth order is,
where the definition of ρ,θ, and g(z), are given in Eqs. (17), (15) and (24), respectively. In the appendix B we Taylor expand the MB distribution function thus providing an independent check that BE-FD and MB coincide in the limit that g ν (z) → z.
IV. GAUSS-HERMITE QUADRATURE
We review the Gauss-Hermite quadrature, which is a way to obtain the values of integrals through discrete sums. In this way we transform our equilibrium distribution functions obtained in the previous section in a LBM scheme to numerically solve the BGK-Boltzmann 20 . Then the gaussian integrals can be performed in a D-dimensional discrete space where the microscopic velocity only takes the fixed set of values, ξ α , α = 0, 1, · · · , M α − 1, provided that we introduce the set of weights w α . Essentially this means that the gaussian integral over an arbitrary function G (ξ) can be performed as a sum over a set of M α velocities:
Thus the orthonormality condition of the Hermite polynomials, shown in Eq.(53), also holds in this discrete space:
Notice the two distinct integers, the truncation order of the Hermite expansion of the equilibrium distribution, N , and also M , the number of relations that the discrete set of velocities and weights w α must satisfy 20 . For instance, we show below the M = 8 relations that replace the continuum Eqs. (A6)-(A12).
where the tensors δ i1···iN have been previously defined. In this case the equilibrium distribution function of Eq. (78) becomes
Thus the continuum and discrete distribution functions basically differ by the replacement of the gaussian function ω(ξ) by the weights w α .
V. MULTI-SCALE EXPANSION
In this section we perform the Chapman-Enskog analysis of the N = 4 order BGK-Boltzmann theory and obtain the macroscopic hydrodynamical equations. The local density, macroscopic velocity and energy are obtained at any time and at any grid point through the definitions:
The last expression truly definesθ and can be expressed as,
The so-called Chapman-Enskog relations must hold to assure the macroscopic thermodynamic equations 9,11 :
These equations imply that ρ = α , which, by its turn, sets the evolution to a new f α (x, t), according to Eq.(1). Next we seek a formal solution of the distribution f α in terms of f (0) α . To obtain this solution two key ingredients must be considered. Firstly we Taylor expand f α until second order in the time step:
Then the discrete Boltzmann equation, Eq.(1), becomes in this approximation,
Secondly we introduce the Chapman-Enskog expansion, which means to expand the distribution function in terms of a parameter ǫ that represents the Knudsen's number.
Notice that because of the Chapman-Enskog relations, Eqs. (93), (94) and (95), the ǫ dependent terms must satisfy the following relations:
The parameter ǫ also sets the scale for the derivatives of time and space that are expanded in Eq.(98):
We stress for later purposes that the cross time and position derivative is given by,
to the studied order ǫ 2 . Applying (98), (102) and (103) in (97),
Next we collect the terms of same order, and the first order terms give that,
For second order one obtains that,
We derive Eq.(106) with respect to t 1 and x i 1 to find that Eq.(107) becomes,
(108) In summary we found a solution for the discrete Boltzmann (Eq. (97)), which is the distribution f α , given by Eq. (98), as a function of f (102) and (103). This will be done separately for the mass, momentum and energy.
A. Conservation of mass
To obtain the continuity equation, one must sum over all directions α in Eq.(106),
Recall the definitions of ρ, u, Eqs. (89) and (90), and the Chapman-Enskog relations of Eqs. (93) and (94):
This is not yet the continuity equation as the time derivative is over t 1 instead of t. To fix it, sum over α in Eq. (108):
The above equation is no more than,
To reconstruct the time and space derivative, take Eqs. (102) and (103) applied to the density, respectively,
Then the continuity equation, Eq. (2) is obtained.
B. Conservation of momentum
The derivation of the conservation of momentum equation follows similar steps, which means that Eqs. (106) and (108) are multiplied by ξ i α and next summed over α.
(115) Using the Chapman-Enskog relation of Eq.(94), it follows that,
Next from Eq.(108) one obtains that,
We apply Eq.(100) twice in the above equation to obtain that,
Next consider the construction ǫ times Eq.(116) plus ǫ 2 times Eq.(118):
We use Eqs. (90), (94) α :
The true time and position derivatives are given by Eqs. (102), (103) and (104), and the above equation acquires the form,
by definition of π
α . We call it the master equation for the conservation of momentum. To determine the tensors π ij and π ijk in terms of the macroscopic quantities one must introduce f (0) α given by Eq.(88). To accomplish such task one must invoke some relations calculated in appendix D. These are Eqs.(D1), (D2), (D3), (D4) and (D5) to calculate π ij and Eqs.(D6), (D7) and (D8) to derive π ijk . After some algebra we find that,
Substituting these results in equation (122), we find that the equation for the momentum conservation is,
Notice that in the above equation the temperature is only present through the pseudo temperature. The last step is to replace the cross derivative term ∂ 2 /∂t∂x k by a positional derivative term, ∂ 2 /∂x i ∂x j . This task is carried in the appendix C and leads to the momentum equation of Eq.(21).
C. Conservation of energy
The derivation of the conservation of energy equation also follows from Eqs. (106) and (108), but in this case multiplied by ξ 2 α instead, and summed over α.
The Chapman-Enskog relation of Eq.(95) renders the left side of the above equation equal to zero, and so,
Similarly Eq.(108) leads to the following equation.
The Chapman-Enskog relation of Eq.(95) renders two terms null, including the left side.
To get the time and the position derivatives consider Eqs. (102) and (103), and so, take Eq.(126) times ǫ plus Eq. (128) times ǫ 2 .
Introduce Eq. (92) and Eq.(106) to obtain that,
Then one gets,
This is the master equation for the conservation of energy.
α /2 and use Eq.(104). It is straightforward to calculate φ, φ j and φ jk from the expressions developed in the appendix. Then one determines these tensors in terms of the macroscopic quantities contained in f (0) α , given by Eq.(88).
Notice that among the above three tensors only φ jk contains an explicit quadratic term in the temperature, which leads to the presence of the g(z) function in Eq. (24) . Thus the energy equation cannot be purely expressed in terms of ρ, u andθ. We write it with a g(z)−1 term intentionally in its right side. The left side corresponds to the classical (MB) case, replacingθ by θ,
Similarly to the momentum case, the cross derivative term ∂ 2 /∂t∂x k is replaced by a positional derivative term, ∂ 2 /∂x i ∂x j , in the appendix C, and this leads to Eq. (22) .
VI. THE HERMITE POLYNOMIAL EXPANSION TO ORDER N=3
Here we show that the Hermite polynomial expansion of the BE-FD equilibrium distribution function must be carried until N = 4 order to obtain meaningful results. The N = 3 order simply does not correctly describe the energy equation. The BE-FD function equilibrium distribution function expanded until order N = 3 is given by,f
Notice that for the above equilibrium distribution function the fugacity z is only present through the pseudo temperatureθ of Eq.(15), but this is not so for the equilibrium distribution function of Eq.(78). This shows that the quantum and the classical macroscopic hydrodynamical equations are identical until N = 3 order by mapping the pseudo variables into their counterparts. In order N = 4 this mapping holds for the mass and momentum but not for the energy equation. This conclusion can be reached by analysing the N = 3 order construction of the momentum and energy tensors, given by Eqs. (123), (132), (133) and (134). Interestingly, the momentum tensors of Eq.(123) are the same in order N = 3 and N = 4, as seen below.
Thus we conclude that to obtain Eq.(122) and Eq. (124) it is just enough to go in the expansion to order N = 3. Consequently the quantum Navier Stokes equation, namely, Eq. (21), is obtained in order N = 3 and higher order terms, such as N = 4 terms, do not contribute to it. Thus concerning the momentum equation, classical and quantum fluids have formally the same macroscopic description. However the same does not hold for the energy equation, as we learn by the expressions of the energy tensors in N = 3 order. They are given by,
The last tensor, α ξ α 2 ξ 
. Firstly drop the fourth power terms in the velocity. Notice thatθ − 1 is of the order of velocity square, as shown in appendix B, and so, terms multiplied by the second power in the velocity are of maximum order, and therefore, also dropped. Apply g(z) = 1, as we know that such function does not exist in N = 3 order because it is not contained inf order. This can only be done in order N = 4, as shown in this paper.
VII. THE DILUTE QUANTUM FLUID
We develop here the approximation of the dilute quantum (BE-FD) system, which is very near to the classical (MB) limit. This is the limit of small fugacity, z ≪ 1 taken in the function of Eq. (16) 28 :
where the assignment is (+) BE and (-) FD, respectively. We intend to carry here just the first order corrections to the classical (MB) fluid which are linear in the fugacity. Then we Taylor expand the function g(z) to obtain that,
In this order the density and the pseudo temperature are given by,
Within this order we can write the fugacity and so the function g(z) in terms of the density and of the pseudo temperature,
under the assumption that
Under this approximation the function g can be brought back to the BE-FD equilibrium distribution function of Eq.(88) that becomes a function of ρ,θ and u.
Thus the LBM for the dilute quantum fluid can be developed through the variables density ρ, macroscopic velocity u and pseudo temperatureθ. The latter is related to the true temperature θ through the relation,
where the + and − signs applies to fermions and bosons, respectively. 4 . The Kinetic energy of the FD, MB and BE distributions using the d2q17 and d2q37 lattices is shown here for the first 1000 time steps. The initial condition used is of the circle of density. The inset shows in a particular time step window the splitting of the kinetic energy among the three distributions for both d2q17 and d2q37 lattices.
VIII. NUMERICAL RESULTS
In this section we use the LBM based on the present N = 4 order theory to numerically solve the dilute quantum fluid. We find that the energy is indeed conserved in D = 2 under periodic boundary conditions and some initial conditions that trigger a time evolution where motion and heat occur simultaneously. The initial conditions are associated to a circle of radius R located at the center of the cell, where one of the variables, among the temperature θ, velocity u, and the density ρ, assumes a special value, whereas the other two are taken constant throughout the cell. A pictorial view of such initial conditions is shown in Fig. 1 . We work with a grid of A cell = 256 2 points, and in these units R = 10. We take for the time step of Eq.(1) τ /∆t = 0.58. We use in this section the concept of a real temperature T connected to the reduced one by T ≡ c 2 s θ, where c s is a distinct numerical parameter for each of the lattices d2q17 and d2q37, This parameter makes equal to one the smallest non-zero microscopic velocity along the axis 23 . In dimensionless units c s plays the role of the speed c r , defined by Eq.(37). The time evolution of the system is a multiple of the computer steps performed in our numerical procedure. Since our goal is to verify that the total energy remains constant in the cell at any time step, we define the following sums over all cell points, which are the average values of the kinetic and the thermal energies in the cell.
ρθ, and (152)
In our numerical study we assume identical initial conditions for the BE, FD and MB cases, which means that they start with the same density, temperature and velocity. Thus the initial kinetic energy of Eq. (151) is the same for the three cases, but not the thermal energy of Eq.(152) since the initial pseudo temperature is not the same for the three cases, according to Eq.(150), being greater for fermions and smaller for bosons, as compared to the classical case.
To perform numerical calculations we must employ a concrete realization of the weights and microscopic velocities that satisfy the algebra of Eqs.(81) to (87). This assures that the Gauss-Hermite quadrature is being correctly performed. We choose the so-called d2q17
18 and d2q37 23 microscopic velocity lattices. It is important to make a few considerations about these lattices regarding their ability to give the expected answers. This ability relies on the order of the maximum power of the microscopic velocity polynomial contained in the equilibrium distribution function and also the calculated moments. The equilibrium distribution function has maximum order f 18 and cannot be used N = 4. For such purpose N = 4 demands a higher order lattice, such as d2q37 23 .
A. Velocity initial conditions
Under this initial condition u is non-zero inside a circle of radius R, where the outward component is equal to 0.02 in reduced units, being zero outside the circle. Thus at the beginning radial motion is set for a dilute quantum fluid of constant density, ρ = 0.1, and temperature, T = 0.5, in the unit cell. This initial motion immediately generates friction and subsequent heating that raises the temperature. Fig. 2 shows the time step evolution of E kin and E therm and the most important aspect found in these two plots is that their sum is a constant which is E total , as given by Eq.(153). E kin follows the trend of decrease in time, and eventually must vanish, while E therm increases and tends to stabilize, though such behaviours are just suggested in the first 200 steps of Fig. 2 . This figure only intends to display the evolution immediately after the initial condition. To reach a nearly steady state of zero velocity and stable temperature simulations up to 20.000 steps must be carried. The two employed lattices, namely d2q17 and d2q37, give the same qualitative results for the time evolution of the system, but their numerical difference hinders the splitting among the BE, FD and MB curves for each lattice as they fall very close to each other. Notice the non-zero initial value of E kin , due to the initial velocity condition. After a few steps E kin drops to a local minimum, which is a local maximum for E therm , meaning that friction caused by motion raises the temperature but in such a way that E total is conserved. After 118 steps the front wave raised by the initial condition reaches the side of the unit cell. Notice that this number coincides with the number of grid points between the circle and the unit cell side, namely, (256-20)/2. In the numerical algorithm the speed of propagation is one, thus the number of steps required for the signal reach the border is the number of grid points itself. Indeed Fig. 2 shows a hilly behaviour starting nearly at 120 steps, a consequence of the interference of incoming waves from the neighbour cells. Fig. 3 shows the evolution of the temperature deviation from its initial value of T = 0.5. After 5000 steps the d2q17 and the d2q37 converge basically to the same final temperature which is just 6.0 10 −6 above the initial one. Interestingly there is also oscillatory behaviour in the deviated temperature though much less perceptible than in Fig. 2 . The inset of Fig. 3 shows the splitting between the BE, FD and MB cases in a particular time step window. Indeed one observes that this splitting between the three statistics is of order 10 −9 whereas the differences between d2q17 and d2q37 is of order 10 −6 .
B. Density initial conditions
Under this initial condition the density is ρ = 0.12 inside and ρ = 0.1 outside the circle of radius R. The initial temperature is T = 0.5 and the macroscopic velocity u is zero everywhere. Though there is no initial motion, the non homogeneous density distribution sets a pressure front. The higher density at the center means higher pressure that forces motion outward the circle, and so, generates friction, heating and raise of the temperature in the cell. The first 1000 steps of E kin are shown in Fig. 2 . Notice that it starts from zero and the oscillatory behavior set by the entrance of wave fronts from neighbor cells is well described by the d2q17 and d2q37 lattices since their numerical differences are in the range of 10 −7 . In this case too the difference among the three distributions is hidden by the lattice difference, shown in the inset for a chosen window of time steps for both lattices. The trend towards kinetic energy decay is seen in this figure though the convergence towards a steady state is only suggested by this figure. To really see it a larger window must be taken. The time step evolution of E therm is shown in Fig.(5) . E therm experiments a sudden drop to allow for the increase of E kin as the system starts motion due to pressure unbalance. As in the previously case, E total is absolutely conserved to machine precision, in our case tested to order 10 −10 . The inset of this plot shows the splitting of the three distributions within the first 1000 steps. Notice that such values are distinct because we chose the same initial θ for the three distributions, which means differentθ in the three cases. Finally we address the evolution of the temperature deviation from its initial value T = 0.5 in Fig.(6) within the full time step window studied, namely 20000 steps. The very first 20 steps, shown in the inset, indicate that the initial temperature is the same in all cases. However the final ones are different. The d2q17 reaches a final temperature deviation at a value slightly lower that the d2q37 case by an order of magnitude of 10 −7 . The final deviation is higher for the FD distribution and lower for the BE. We notice during evolution a drop to a minimum of temperature required to accommodate the kinetic expansion caused by the pressure unbalance in an energy conserving scenario.
IX. CONCLUSION
We have conclusively shown that the Hermite polynomial expansion of the equilibrium distribution functions must be carried to fourth order for quantum fluids. Only in this order it is possible to obtain meaningful macroscopic hydrodynamical equations that lead to the correct viscosity and thermal coefficients. We have also demonstrated the feasibility of the fourth order lattice Boltzmann method scheme by showing that it numerically describes motion and heating in an energy conserving way.
which must be treated separately according to ǫ. 
