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Abstract
This paper deals with a class of linear equations with boundary degeneracy. According to the degenerate
ratio, the equations are divided into weakly degenerate ones and strongly degenerate ones, which should
be supplemented by different Dirichlet boundary value conditions. After establishing some necessary ex-
istence, nonexistence and comparison principles, we investigate the optimal Hölder continuity of weak
solutions in these two cases utilizing the Harnack inequality and the Morrey theorem, respectively.
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1. Introduction
In this paper, we mainly consider the linear equation with divergence form
Lu(x, y) = div(yλ∇u(x, y))= f (x, y), (x, y) ∈ Ω = B1 × (0,1), (1.1)
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100 C. Wang et al. / J. Differential Equations 239 (2007) 99–131where λ > 0, B1 = B1(0) is the unit ball in Rn, and div :Rn+1 → R and ∇ :R → Rn+1 are
the divergence and gradient operators. After formulating the well-posed Dirichlet problem, we
investigate the optimal Hölder continuity of its solutions. Furthermore, based on this study, the
similar theory is established for more general linear equations with boundary degeneracy.
Due to λ > 0, Eq. (1.1) is degenerate on the set B1 × {0}, a portion of the boundary ∂Ω , and
the exponent λ can be regarded as the degenerate ratio near the degenerate part of the boundary.
Since λ is just assumed to be a positive real number, the coefficient yλ could not be thought of
as sufficiently smooth. For this reason and violation of some structural condition, the classical
theory on second order linear elliptic equations with nonnegative characteristic form (e.g., [21])
and the theory on equations with boundary degeneracy and with divergence form (e.g., [16–18])
cannot be applied directly to formulate the well-posedness of the boundary value condition, see
more details later. Just as shown below, λ, the exponent characterizing degenerate ratio of the
equation, does determine the formulation of the well-posed problem. Exactly speaking, the well-
posed problem of Eq. (1.1) is distinguished into the following two cases:
(I) If 0 < λ< 1, the boundary value condition should be prescribed on the whole boundary ∂Ω
although the equation is degenerate on B1 ×{0}. Namely, the Dirichlet problem is formulated
with the boundary value condition
u(x, y) = φ(x, y), (x, y) ∈ ∂Ω. (1.2)
(II) If λ  1, the boundary value condition should be prescribed only on the portion of the
boundary where the equation is not degenerate, i.e. Γ = ∂Ω \ (B1 × {0}). That is to say the
Dirichlet boundary value condition is as follows
u(x, y) = φ(x, y), (x, y) ∈ Γ. (1.3)
We call (I) to be the weakly degenerate case, while (II) the strongly degenerate case. Further-
more, after formulating the well-posed problem, it is much interesting to study the behavior and
the regularity of solutions of Eq. (1.1) near the set B1 ×{0} where the equation is degenerate. Our
interest lies in the Hölder continuity, and in particular the optimal Hölder continuity of solutions.
It is shown that it is also λ, the exponent characterizing the degenerate ratio of the equation,
does determine the best continuity. Moreover, the continuity is essentially different for the two
degenerate cases.
The investigation of linear equations with boundary degeneracy began in the last century. The
1951 paper of M.V. Keldys˘ [11], initiating a long series of papers, played a significant role in
the development of the theory. It was this paper that first brought to light the fact that in the case
of elliptic equations degenerating on the boundary, under definite assumptions a portion of the
boundary may be free from the prescription of boundary value conditions. Later, G. Fichera [7,8]
and O.A. Ole˘inik [19,20] established general theory on second order linear elliptic equations
with nonnegative characteristic form, which particularly includes general results for second order
linear elliptic equations degenerating on the boundary. Many related researches are done based on
this theory, see, e.g., [12,22] and the book [21] and the references therein. As a typical example,
such theory may be applied to the following equation of the form
div
(
yλ∇u(x, y))+ c(x, y)u(x, y) = f (x, y), (x, y) ∈ Ω = B1 × (0,1), (1.4)
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c(x, y)−c0 < 0, (x, y) ∈ Ω.
In their theory, only for the cases of λ  2 and λ = 1 owing to the restriction of smoothness
assumptions on the coefficients, the Dirichlet problem of Eq. (1.4) was proposed and investi-
gated, see [21]. They proved the existence and uniqueness theorems for weak solutions of the
proposed problem, and showed that the weak solution even with the homogeneous boundary
value condition is just Lipschitz continuous provided that c, f ∈ W 1,∞(Ω). Such regularity is
much different from the Schauder theory on uniformly elliptic equations. After these, some au-
thors investigated the second order linear elliptic equations with boundary degeneracy and with
divergence form, similar to the L2 theory on uniformly elliptic equations, see [16–18] and [2–
6,15,24]. They defined weak solutions in some weighted Hilbert space and the boundary value
condition is prescribed on the whole boundary ∂Ω , which is defined in the same weighted Hilbert
space. The regularity of solutions in the corresponding weighted Hilbert space was also studied.
We note that there is almost no information of solutions near the portion of the boundary where
the equation is degenerate since the weight is zero here. For example, the results by A. Nakaoka
[16–18] implied the existence and uniqueness theorems for weak solutions of Eq. (1.4) with the
boundary value condition u|∂Ω = φ in the weighted Hilbert space provided that c0 is sufficiently
large. However, we do not know the substantial relation between u and φ on the set B1 ×{0} since
the weight yλ is zero here. Nowadays, nonlinear elliptic equations with boundary degeneracy are
also studied, see e.g., [1,10,14,23].
If f (x, y) = yλg(x, y), then Eq. (1.1) may be rewritten as the following singular equation
with the non-divergence form
xu(x, y)+ λuy(x, y)
y
= g(x, y), (x, y) ∈ Ω. (1.5)
In [13], Lin and Wang studied the Hölder continuity of viscous solutions of a class of fully nonlin-
ear elliptic equations with singularity at the boundary, which, in particular, contain Eq. (1.5) with
λ < 0 as a typical example. In this case, it is shown that u ∈ C2,α near B1 ×{0} for any 0 < α < 1,
provided that g ∈ Cα(Ω) and u ∈ C2,α(B1 × {0}). But the results of this paper demonstrate that
the case of λ > 0 is completely different. For example, in the case 0 < λ < 1, u just belongs to
C1−λ near B1 ×{0} even if g|Ω = 0 and u|B1×{0} = 0 (see Remark 4.1). While in the case λ 1,
the boundary value conditions for well-posed problems are even different from the usual ones,
as shown above. In fact, Eq. (1.1) is degenerate if λ > 0, while singular if λ < 0.
In this paper, we mainly investigate Eq. (1.1) and we are much interested in the description of
the behavior of solutions near B1 ×{0}, the portion of the boundary where the equation is degen-
erate. Therefore, we define and describe solutions on the set B1 × {0} not in the corresponding
weighted Hilbert space but in the common trace sense. After establishing some necessary ex-
istence, nonexistence and comparison principles of weak solutions, our main efforts center on
the regularity of solutions. The C1−λ Hölder continuity is proved for the case (I) by the a pri-
ori boundary estimate and the Harnack inequality for uniformly elliptic equations. While for the
case (II), it seems impossible to get the similar a priori boundary estimate near the set B1 × {0}
since the boundary value on this portion is not prescribed beforehand. By utilizing the Mor-
rey theory and the Campanato space, we establish the Cα , C1,α and C2,α Hölder continuity for
any 0 < α < 2 − λ for the case (II) with 1  λ < 2. It is worth pointing out that based on this
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the well-posedness and the regularity of solutions, for the more general equation with boundary
degeneracy
div
(
ω(x)∇u(x))= f (x), x ∈ D, (1.6)
where D ⊂ Rn is a bounded domain, ω(x) ∈ C(D), ω(x) > 0 for any x ∈ D and ω(x) may
vanish on whole ∂D or a portion of ∂D.
The paper is arranged as follows. In Section 2 we introduce the definition of weak solutions,
and as a preliminary, prove the existence and nonexistence theorems. In Section 3, comparison
principles and a priori boundedness estimates of weak solutions are established. The regularity
of solutions for weakly degenerate case and strongly degenerate case will be subsequently inves-
tigated in Sections 4 and 5, respectively. The similar theory for Eq. (1.6) is introduced in the last
section.
2. Definition of weak solutions and existence theorems
We first introduce the function class of solutions and study its some basic properties. Denote
Hλ(Ω) =
{
u ∈ H 1loc(Ω):
1∫
0
∫
B1
yλ
(
u2(x, y)+ ∣∣∇u(x, y)∣∣2)dx dy < +∞
}
.
It is easy to verify that Hλ(Ω) is a Hilbert space with the following inner product
〈u,v〉Hλ(Ω) =
1∫
0
∫
B1
yλ
(
u(x, y)v(x, y)+ ∇u(x, y) · ∇v(x, y))dx dy, u, v ∈Hλ(Ω).
And the normal of the space is denoted by ‖ · ‖Hλ(Ω).
Similar to the Poincaré inequality for H 1(Ω), there exists the following lemma for the Hilbert
space Hλ(Ω).
Lemma 2.1. Assume λ > 0, u ∈ H 1loc(Ω) with
1∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy < +∞
and u(·,1)|B1 = 0 in the trace sense.
(i) For any τ > λ− 2,
1∫
0
∫
B1
yτu2(x, y) dx dy  C
1∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
with C > 0 depending only on λ and τ .
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δ∫
δ/2
∫
B1
yλ−2u2(x, y) dx dy  C
1∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
with C > 0 depending only on λ.
Proof. We just prove (i) with λ > 1 and the others are similar. Without loss of generality, we
may assume u ∈ C1(B1 × (0,1]). For any 0 < y < 1, we have
yτu2(x, y) = yτ
( 1∫
y
uy(x, s) ds
)2
 yτ
1∫
y
s−λ ds
1∫
y
sλ
∣∣uy(x, s)∣∣2 ds
 Cyτ+1−λ
1∫
0
sλ
∣∣∇u(x, s)∣∣2 ds
with C > 0 depending only on λ, due to λ > 1. Therefore, owing to τ + 1 − λ > −1,
1∫
0
∫
B1
yτu2(x, y) dx dy  C
1∫
0
∫
B1
yτ+1−λ
1∫
0
sλ
∣∣∇u(x, s)∣∣2 ds dx dy
= C
1∫
0
yτ+1−λ dy
1∫
0
∫
B1
sλ
∣∣∇u(x, s)∣∣2 dx ds
 C
1∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy,
where C > 0 depends only on λ and τ . 
For any u ∈Hλ(Ω), it is natural that u has trace on Γ . Furthermore, if 0 < λ< 1, then u also
has trace on ∂Ω \ Γ . In fact, we have
Lemma 2.2. Assume 0 < λ< 1, h ∈ L2loc(Ω) with
1∫ ∫
yλh2(x, y) dx dy < +∞.
0 B1
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1∫
0
∫
B1
∣∣h(x, y)∣∣p dx dy C
( 1∫
0
∫
B1
yλh2(x, y) dx dy
)p/2
(2.1)
with C > 0 depending only on λ and p.
Proof. From the Hölder inequality, we have
1∫
0
∫
B1
∣∣h(x, y)∣∣p dx dy 
( 1∫
0
∫
B1
y−λp/(2−p) dx dy
)(2−p)/2( 1∫
0
∫
B1
yλh2(x, y) dx dy
)p/2
,
which implies (2.1) due to 0 < λp/(2 − p) < 1. 
Corollary 2.1. Assume 0 < λ < 1. For any u ∈Hλ(Ω), u has the trace γ u on ∂Ω , and γ u ∈
Lp(∂Ω) for any 1 p < 2/(λ+ 1).
Now, we give the definition of weak solutions in the space Hλ(Ω).
Definition 2.1. A function u ∈Hλ(Ω) is said to be a weak solution of Eq. (1.1), if
1∫
0
∫
B1
(
yλ∇u(x, y) · ∇ϕ(x, y)+ f (x, y)ϕ(x, y))dx dy = 0
for any ϕ ∈ C∞0 (Ω). Furthermore, a weak solution of Eq. (1.1) is said to be a weak solution of
the problem (1.1), (1.2) (or (1.3)), if (1.2) (or (1.3)) holds in the trace sense.
At the rest of this section, we establish the existence and nonexistence theorems. More gen-
eral, we consider the equation
Lu(x, y) = div(yλ∇u(x, y))= yβf (x, y), (x, y) ∈ Ω. (2.2)
Theorem 2.1. Assume λ > 0, β > (λ− 3)/2 and f ∈ L∞(Ω).
(i) If 0 < λ < 1, then for any φ ∈Hλ(Ω), there exists at least one weak solution of Eq. (2.2)
with the boundary value condition
u(x, y) = φ(x, y), (x, y) ∈ ∂Ω. (2.3)
(ii) If λ  1, then for any φ ∈Hλ(Ω), there exists at least one weak solution of Eq. (2.2) with
the boundary value condition
u(x, y) = φ(x, y), (x, y) ∈ Γ. (2.4)
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1∫
0
∫
B1
yλε
(
φ2ε (x, y)+
∣∣∇φε(x, y)∣∣2)dx dy  ‖φ‖Hλ(Ω) + 1
and
lim
ε→0+
‖φε − φ‖Hλ(Ω) = 0,
where
yε = y + ε, y > 0.
From the L2 theory (see [9]), the problem
div
(
yλε ∇uε(x, y)
)= yβε f (x, y), (x, y) ∈ Ω, (2.5)
uε(x, y) = φε(x, y), (x, y) ∈ ∂Ω, (2.6)
admits a unique weak solution uε ∈ H 1(Ω) in the sense that
1∫
0
∫
B1
(
yλε ∇uε(x, y) · ∇ϕ(x, y)+ yβε f (x, y)ϕ(x, y)
)
dx dy = 0, ∀ϕ ∈ H 10 (Ω), (2.7)
and
uε − φε ∈ H 10 (Ω).
Choosing ϕ = ϕε = uε − φε in (2.7), we get that
1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy
= −
1∫
0
∫
B1
yλε ∇φε(x, y) · ∇ϕε(x, y) dx dy −
1∫
0
∫
B1
yβε f (x, y)ϕε(x, y) dx dy.
By the Hölder inequality and the Young inequality,
106 C. Wang et al. / J. Differential Equations 239 (2007) 99–131∣∣∣∣∣
1∫
0
∫
B1
yλε ∇φε(x, y) · ∇ϕε(x, y) dx dy
∣∣∣∣∣

( 1∫
0
∫
B1
yλε
∣∣∇φε(x, y)∣∣2 dx dy
)1/2( 1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2
 1
2
1∫
0
∫
B1
yλε
∣∣∇φε(x, y)∣∣2 dx dy + 12
1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy.
Therefore
1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy

1∫
0
∫
B1
yλε
∣∣∇φε(x, y)∣∣2 dx dy + 2
∣∣∣∣∣
1∫
0
∫
B1
yβε f (x, y)ϕε(x, y) dx dy
∣∣∣∣∣.
Let τ = (λ− 1)/2 − β , then τ < 1 and 2β + τ > λ− 2. Using the Hölder inequality, Lemma 2.1
and the Young inequality, we have
∣∣∣∣∣
1∫
0
∫
B1
yβε f (x, y)ϕε(x, y) dx dy
∣∣∣∣∣
 ‖f ‖L∞(Ω)
( 1∫
0
∫
B1
y−τε dx dy
)1/2( 1∫
0
∫
B1
y2β+τε ϕ2ε (x, y) dx dy
)1/2
 C
( 1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2
 C + 1
4
1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy
with C > 0 independent of ε. Therefore
1∫ ∫
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy  C.
0 B1
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‖ϕε‖Hλ(Ω)  C,
which implies uε is bounded in Hλ(Ω). Thus there exist a subsequence of uε , denoted by itself
for convenience, and a function u ∈Hλ(Ω) such that uε weakly converges to u in Hλ(Ω). For
any ϕ ∈ C∞0 (Ω), from (2.7), we have
1∫
0
∫
B1
(
yλε ∇uε(x, y) · ∇ϕ(x, y)+ yβε f (x, y)ϕ(x, y)
)
dx dy = 0.
Letting ε → 0+ yields
1∫
0
∫
B1
(
yλ∇u(x, y) · ∇ϕ(x, y)+ yβf (x, y)ϕ(x, y))dx dy = 0, ∀ϕ ∈ C∞0 (Ω).
It is obvious that
γ u|Γ = lim
ε→0+
γ uε|Γ = lim
ε→0+
γφε|Γ = γφ|Γ .
Therefore, u is a weak solution of the problem (2.2), (2.4) in the case λ  1. In the other case
0 < λ < 1, Lemma 2.2 implies uε is bounded in W 1,p(Ω) for fixed 1 < p < 2/(λ + 1). So we
may assume uε weakly converges to u in W 1,p(Ω), which leads to
γ u|∂Ω\Γ = lim
ε→0+
γ uε|∂Ω\Γ = lim
ε→0+
γφε|∂Ω\Γ = γφ|∂Ω\Γ .
Thus u is a weak solution of the problem (2.2), (2.3) in the case 0 < λ< 1. 
Remark 2.1. Since there is no boundary condition on B1 ×{0} for the problem (2.2), (2.4) in the
case λ 1, we can replace the regularized problem (2.5), (2.6) by the problem
⎧⎪⎪⎨
⎪⎪⎩
div
(
yλε ∇uε(x, y)
)= yβε f (x, y), (x, y) ∈ Ω ,
uε(x, y) = φε(x, y), (x, y) ∈ Γ ,
∂uε
∂y
(x, y) = 0, (x, y) ∈ B1 × {0},
in the proof of Theorem 2.1(ii).
The condition β > (λ− 3)/2 is almost necessary in Theorem 2.1. In fact, we have
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1 − |x0|, there exists a = 0 such that
lim
ε→0+
ε−1
ε∫
0
∫
Bδ(x0)
∣∣f (x, y)− a∣∣dx dy = 0, (2.8)
then there is not any weak solution of Eq. (2.2), where Bδ(x0) is the ball in Rn centered at x0
with radius δ.
Proof. We complete the proof with contradiction. Assume u ∈Hλ(Ω) were a weak solution of
Eq. (2.2). Then
1∫
0
∫
B1
yλ∇u(x, y) · ∇ϕ(x, y) dx dy = −
1∫
0
∫
B1
yβf (x, y)ϕ(x, y) dx dy (2.9)
for any ϕ ∈ C∞0 (Ω). For any 0 < ε < 1, take ξε ∈ C∞0 (Bδ(x0) × (0, ε)) such that ξε ≡ 1 in
Bδ/2(x0)× (ε/4, ε/2) and
0 ξε(x, y) 1,
∣∣∇ξε(x, y)∣∣ C
ε
, (x, y) ∈ Bδ
(
x0
)× (0, ε)
with C > 0 independent of ε. Take ϕ = ξε in (2.9) to get
1∫
0
∫
B1
yλ∇u(x, y) · ∇ξε(x, y) dx dy = −
1∫
0
∫
B1
yβf (x, y)ξε(x, y) dx dy. (2.10)
On one hand, (2.8) gives
lim
ε→0+
ε−(β+1)
∣∣∣∣∣
1∫
0
∫
B1
yβf (x, y)ξε(x, y) dx dy
∣∣∣∣∣> 0. (2.11)
On the other hand, the Hölder inequality leads to
∣∣∣∣∣
1∫
0
∫
B1
yλ∇u(x, y) · ∇ξε(x, y) dx dy
∣∣∣∣∣

( ε∫
0
∫
Bδ(x0)
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2( ε∫
0
∫
Bδ(x0)
yλ
∣∣∇ξε(x, y)∣∣2 dx dy
)1/2
 Cε(λ−1)/2
( ε∫
0
∫
0
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2
,Bδ(x )
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lim
ε→0+
ε−(λ−1)/2
∣∣∣∣∣
1∫
0
∫
B1
yλ∇u(x, y) · ∇ξε(x, y) dx dy
∣∣∣∣∣= 0.
This contradicts (2.10) and (2.11) due to (λ− 1)/2 β + 1. 
As corollaries of Theorem 2.1, we have
Theorem 2.3. Assume 0 < λ< 1. Then for any f ∈ L∞(Ω) and φ ∈Hλ(Ω), the problem (1.1),
(1.2) admits at least one weak solution.
Theorem 2.4. Assume 1 λ < 3. Then for any f ∈ L∞(Ω) and φ ∈Hλ(Ω), the problem (1.1),
(1.3) admits at least one weak solution.
3. Comparison principle and boundedness estimates of solutions
In this section, we establish the comparison principles and boundedness estimates of solutions.
Firstly, consider the weak degeneracy case.
Theorem 3.1. Assume 0 < λ < 1, and ui ∈ Hλ(Ω) (i = 1,2) are two weak solutions of the
equations
Lui = div
(
yλ∇ui(x, y)
)= fi(x, y), (x, y) ∈ Ω,
with
f1|Ω  f2|Ω, u1|∂Ω  u2|∂Ω.
Then
u1(x, y) u2(x, y), (x, y) ∈ Ω.
Proof. Fix 0  h ∈ C∞0 (Ω). According to the classical theory on linear elliptic equations
(see [9]), for any 0 < ε < 1, the problem
{−div(yλε ∇ϕε(x, y))= h(x, y), (x, y) ∈ Ω ,
ϕε(x, y) = 0, (x, y) ∈ ∂Ω ,
admits a unique classical solution ϕε , where
yε = y + ε, y > 0.
Then
ϕε(x, y) 0, (x, y) ∈ Ω,
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1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy  C, ∥∥∇ϕε(x, y)∥∥L∞(Ω)  Cε−λ (3.1)
with C > 0 independent of ε. From the definition of weak solutions,
1∫
0
∫
B1
(
yλ∇ui(x, y) · ∇ϕε(x, y)+ fi(x, y)ϕε(x, y)
)
dx dy = 0, i = 1,2.
Thus
1∫
0
∫
B1
yλ∇u(x, y) · ∇ϕε(x, y) dx dy =
1∫
0
∫
B1
(
f2(x, y)− f1(x, y)
)
ϕε(x, y) dx dy  0, (3.2)
where
u(x, y) = u1(x, y)− u2(x, y), (x, y) ∈ Ω.
On the other hand, integrating by parts yields
1∫
0
∫
B1
yλε ∇u(x, y) · ∇ϕε(x, y) dx dy
=
∫
∂Ω
yλε u(x, y)
∂ϕε(x, y)
∂ν
dσ −
1∫
0
∫
B1
u(x, y)div
(
yλε ∇ϕε(x, y)
)
dx dy
−
1∫
0
∫
B1
u(x, y)div
(
yλε ∇ϕε(x, y)
)
dx dy
=
1∫
0
∫
B1
u(x, y)h(x, y) dx dy, (3.3)
where ν denotes the unit outer normal to ∂Ω . From (3.2) and (3.3),
0
1∫ ∫
yλ∇u(x, y) · ∇ϕε(x, y) dx dy
0 B1
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1∫
0
∫
B1
yλε ∇u(x, y) · ∇ϕε(x, y) dx dy −
1∫
0
∫
B1
(
yλε − yλ
)∇u(x, y) · ∇ϕε(x, y) dx dy

1∫
0
∫
B1
u(x, y)h(x, y) dx dy −
1∫
0
∫
B1
(
yλε − yλ
)∇u(x, y) · ∇ϕε(x, y) dx dy. (3.4)
For any 0 < δ < 1, we get from (3.1) that
∣∣∣∣∣
1∫
0
∫
B1
(
yλε − yλ
)∇u(x, y) · ∇ϕε(x, y) dx dy
∣∣∣∣∣

∣∣∣∣∣
δ∫
0
∫
B1
(
yλε − yλ
)∇u(x, y) · ∇ϕε(x, y) dx dy
∣∣∣∣∣+
∣∣∣∣∣
1∫
δ
∫
B1
(
yλε − yλ
)∇u(x, y) · ∇ϕε(x, y) dx dy
∣∣∣∣∣
 sup
0<y<δ
(
yλε − yλ
)( δ∫
0
∫
B1
y−λ
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2( δ∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2
+ sup
δ<y<1
(
yλε −yλ
)(
δ−λ
1∫
δ
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2(
δ−λ
1∫
δ
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2
 C sup
0<y<δ
yλε − yλ
ελ
δ(1−λ)/2
( δ∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2
+ sup
δ<y<1
(
yλε − yλ
)
δ−λ
( 1∫
δ
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2( 1∫
δ
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2
 Cδ(1−λ)/2
( 1∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2
+ sup
δ<y<1
(
yλε − yλ
)
δ−λ
( 1∫
0
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2( 1∫
0
∫
B1
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2
.
Take superlimit by letting ε → 0+ to get
lim
ε→0+
∣∣∣∣∣
1∫ ∫ (
yλε − yλ
)∇u(x, y) · ∇ϕε(x, y) dx dy
∣∣∣∣∣ Cδ(1−λ)/2,
0 B1
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lim
ε→0+
∣∣∣∣∣
1∫
0
∫
B1
(
yλε − yλ
)∇u(x, y) · ∇ϕε(x, y) dx dy
∣∣∣∣∣= 0.
Therefore, by letting ε → 0+ in (3.4), we get that
1∫
0
∫
B1
u(x, y)h(x, y) dx dy =
1∫
0
∫
B1
(
u1(x, y)− u2(x, y)
)
h(x, y) dx dy  0,
which leads to
u1(x, y) u2(x, y), (x, y) ∈ Ω,
owing to the arbitrariness of 0 h ∈ C∞0 (Ω). 
Now we turn to the strong degeneracy case. In this case, the method of the proof is the same,
but we have to do more complicated estimates.
Theorem 3.2. Assume λ 1, and ui ∈Hλ(Ω) (i = 1,2) are two weak solutions of the equations
Lui = div
(
yλ∇ui(x, y)
)= fi(x, y), (x, y) ∈ Ω,
with
f1|Ω  f2|Ω, u1|Γ  u2|Γ .
Then
u1(x, y) u2(x, y), (x, y) ∈ Ω.
Proof. Fix 0  h ∈ C∞0 (Ω). According to the classical theory on linear elliptic equations
(see [9]), for any 0 < ε < 1, the problem
{−div(yλε ∇ϕε(x, y))= h(x, y), (x, y) ∈ Ω ,
ϕε(x, y) = 0, (x, y) ∈ ∂Ω ,
admits a unique classical solution ϕε , where
yε = y + ε, y > 0.
Then
1∫ ∫
yλε
∣∣∇ϕε(x, y)∣∣2 dx dy  C (3.5)
0 B1
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0 ϕε(x, y) C, (x, y) ∈ Ω, (3.6)
with C > 0 independent of ε. So there exist a subsequence of ϕε inHλ(Ω), denoted by itself for
convenience, and a function ϕ ∈Hλ(Ω) such that ϕε weakly converges to ϕ in Hλ(Ω). For any
0 < δ < 1, let ηδ(y) ∈ C∞0 (0,+∞) satisfying ηδ ≡ 1 in (δ,1), ηδ ≡ 0 in (0, δ/2) and
0 ηδ(y) 1,
∣∣η′δ(y)∣∣ Cδ , 0 < y < 1,
with C > 0 independent of δ. From the definition of weak solutions,
1∫
0
∫
B1
(
yλ∇ui(x, y) · ∇
(
ηδ(y)ϕε(x, y)
)+ fi(x, y)ηδ(y)ϕε(x, y))dx dy = 0, i = 1,2.
Thus
1∫
0
∫
B1
yληδ(y)∇u(x, y) · ∇ϕε(x, y) dx dy +
1∫
0
∫
B1
yλϕε(x, y)uy(x, y)η
′
δ(y) dx dy
=
1∫
0
∫
B1
yλ∇u(x, y) · ∇(ηδ(y)ϕε(x, y))dx dy
=
1∫
0
∫
B1
(
f2(x, y)− f1(x, y)
)
ηδ(y)ϕε(x, y) dx dy  0, (3.7)
where
u(x, y) = u1(x, y)− u2(x, y), (x, y) ∈ Ω¯.
On the other hand, integrating by parts yields
1∫
0
∫
B1
yλε ηδ(y)∇u(x, y) · ∇ϕε(x, y) dx dy
=
∫
∂Ω
yλε ηδ(y)u(x, y)
∂ϕε(x, y)
∂ν
dσ −
1∫
0
∫
B1
ηδ(y)u(x, y)div
(
yλε ∇ϕε(x, y)
)
dx dy
−
1∫ ∫
yλε u(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy0 B1
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1∫
0
∫
B1
ηδ(y)u(x, y)h(x, y) dx dy
−
1∫
0
∫
B1
yλε u(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy, (3.8)
where ν denotes the unit outer normal to ∂Ω and C > 0 is independent of ε and δ. From
(3.6)–(3.8), and by using the Hölder inequality, we get
0
1∫
0
∫
B1
yληδ(y)∇u(x, y) · ∇ϕε(x, y) dx dy
+
1∫
0
∫
B1
yλϕε(x, y)uy(x, y)η
′
δ(y) dx dy
=
1∫
0
∫
B1
yλε ηδ(y)∇u(x, y) · ∇ϕε(x, y) dx dy
−
1∫
0
∫
B1
(
yλε − yλ
)
ηδ(y)∇u(x, y) · ∇ϕε(x, y) dx dy
+
1∫
0
∫
B1
yλϕε(x, y)uy(x, y)η
′
δ(y) dx dy

1∫
0
∫
B1
ηδ(y)u(x, y)h(x, y) dx dy −
1∫
0
∫
B1
yλε u(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy
− sup
δ/2<y<1
(
yλε − yλ
)( 1∫
δ/2
∫
B1
∣∣∇u(x, y)∣∣2 dx dy
)1/2( 1∫
δ/2
∫
B1
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2
−Cδ−1
( δ∫
δ/2
∫
B1
yλ dx dy
)1/2( δ∫
δ/2
∫
B1
yλ
∣∣uy(x, y)∣∣2 dx dy
)1/2
.
That is to say
1∫ ∫
ηδ(y)u(x, y)h(x, y) dx dy0 B1
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∣∣∣∣∣
1∫
0
∫
B1
yλε u(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy
∣∣∣∣∣
+ sup
δ/2<y<1
(
yλε − yλ
)( 1∫
δ/2
∫
B1
∣∣∇u(x, y)∣∣2 dx dy
)1/2( 1∫
δ/2
∫
B1
∣∣∇ϕε(x, y)∣∣2 dx dy
)1/2
+Cδ−1
( δ∫
δ/2
∫
B1
yλ dx dy
)1/2( δ∫
δ/2
∫
B1
yλ
∣∣uy(x, y)∣∣2 dx dy
)1/2
≡ I1 + I2 + I3. (3.9)
It is obvious that
lim
ε→0+
I2 = 0
and
I3 Cδ(λ−1)/2
( δ∫
δ/2
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2
→ 0, as δ → 0+.
For I1, from the Hölder inequality and Lemma 2.1,
lim
ε→0+
I1  lim
ε→0+
∣∣∣∣∣
δ∫
δ/2
∫
B1
yλu(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy
∣∣∣∣∣
+ lim
ε→0+
∣∣∣∣∣
δ∫
δ/2
∫
B1
(
yλε − yλ
)
u(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy
∣∣∣∣∣
 lim
ε→0+
∣∣∣∣∣
δ∫
δ/2
∫
B1
yλu(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy
∣∣∣∣∣
+ lim
ε→0+
∣∣∣∣∣ supδ/2<y<δ
(
yλε − yλ
) δ∫
δ/2
∫
B1
u(x, y)
∂ϕε(x, y)
∂y
η′δ(y) dx dy
∣∣∣∣∣
=
∣∣∣∣∣
δ∫
δ/2
∫
B1
yλu(x, y)
∂ϕ(x, y)
∂y
η′δ(y) dx dy
∣∣∣∣∣

( δ∫ ∫
yλu2(x, y)
∣∣η′δ(y)∣∣2 dx dy
)1/2( δ∫ ∫
yλ
∣∣∇ϕ(x, y)∣∣2 dx dy
)1/2
δ/2 B1 δ/2 B1
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( δ∫
δ/2
∫
B1
yλ−2u2(x, y) dx dy
)1/2( δ∫
δ/2
∫
B1
yλ
∣∣∇ϕ(x, y)∣∣2 dx dy
)1/2
 C
( δ∫
δ/2
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2( δ∫
δ/2
∫
B1
yλ
∣∣∇ϕ(x, y)∣∣2 dx dy
)1/2
 C
( δ∫
δ/2
∫
B1
yλ
∣∣∇ϕ(x, y)∣∣2 dx dy
)1/2
,
where C > 0 is independent of δ. This yields
lim
δ→0+
lim
ε→0+
I1 = 0,
since (3.5) implies
1∫
0
∫
B1
yλ
∣∣∇ϕ(x, y)∣∣2 dx dy < +∞.
Therefore, by letting ε → 0+ to take superlimit and letting δ → 0+ to take limit in (3.9) in turn,
we get that
1∫
0
∫
B1
u(x, y)h(x, y) dx dy =
1∫
0
∫
B1
(
u1(x, y)− u2(x, y)
)
h(x, y) dx dy  0,
which leads to
u1(x, y) u2(x, y), (x, y) ∈ Ω,
due to the arbitrariness of 0 h ∈ C∞0 (Ω). 
Based on the comparison principle, we may establish the following theorem on boundedness
estimates of solutions.
Theorem 3.3. Assume λ > 0, β > (λ− 3)/2, and β > λ− 2. Let u ∈Hλ(Ω) be a weak solution
of the problem (2.2), (2.3) (if 0 < λ < 1) or the problem (2.2), (2.4) (if λ 1) with f ∈ L∞(Ω)
and φ ∈ L∞(Σ), where Σ = ∂Ω if 0 < λ< 1 and Σ = Γ if λ 1. Then
∣∣u(x, y)∣∣C‖f ‖L∞(Ω) + ‖φ‖L∞(Σ), (x, y) ∈ Ω,
where C > 0 depends only on λ and β .
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w(x,y) =
⎧⎪⎪⎨
⎪⎪⎩
1
(β+2−λ)(β+1)‖f ‖L∞(Ω)(1 − yβ+2−λ)+ ‖φ‖L∞(Σ), if β > −1,
− 11−λ‖f ‖L∞(Ω)y1−λ lny + ‖φ‖L∞(Σ), if β = −1, (x, y) ∈ Ω ,
− 1
(β+2−λ)(β+1)‖f ‖L∞(Ω)yβ+2−λ + ‖φ‖L∞(Σ), if β < −1.
Then w ∈ Hλ(Ω),
Lw(x,y) = −yβ‖f ‖L∞(Ω), (x, y) ∈ Ω,
and
w(x,y) ‖φ‖L∞(Σ), (x, y) ∈ Σ.
Therefore
Lw(x,y) Lu(x, y) L
(−w(x,y)), (x, y) ∈ Ω,
−w(x,y) u(x, y)w(x,y), (x, y) ∈ Σ.
The comparison principle (Theorem 3.1 if 0 < λ< 1, while Theorem 3.2 if λ 1) implies∣∣u(x, y)∣∣w(x,y) C‖f ‖L∞(Ω) + ‖φ‖L∞(Σ), (x, y) ∈ Ω,
with C > 0 depending only on λ and β . 
Remark 3.1. The restriction β > λ− 2 is necessary in Theorem 3.3. For example, for λ > 1, the
unbounded function
u(x, y) = (|x|2 − 1) lny, (x, y) ∈ Ω,
is just a weak solution of the problem
{
div
(
yλ∇u(x, y))= 2nyλ lny + (λ− 1)(|x|2 − 1)yλ−2, (x, y) ∈ Ω ,
u(x, y) = 0, (x, y) ∈ Γ .
4. Hölder continuity of solutions in the weak degeneracy case
In this section, we investigate Hölder continuity of solutions of Eq. (1.1) in the weak degen-
eracy case. We first establish the estimate near the portion of the boundary where the equation is
degenerate.
Theorem 4.1. Assume 0 < λ < 1. Let u ∈Hλ(Ω) be a weak solution of the problem (1.1), (1.2)
with f ∈ L∞(Ω) and φ ∈ C1−λ′(∂Ω), where 0 < λ′ < λ. Then for any x0 ∈ B1,
∣∣u(x, y)− u(x0,0)∣∣ C(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(∣∣x − x0∣∣2 + |y|2)(1−λ)/2, (x, y) ∈ Ω,
(4.1)
where C > 0 depends only on λ, λ′ and n.
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v(x, y) = (‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(Cy1−λ(2 − yλ−λ′)+ (|x|2 + y2)(1−λ′)/2), (x, y) ∈ Ω,
where
C = n+ 1 + λ
λ− λ′ +
1
(1 − λ′)(λ− λ′) .
A direct calculation shows
Lv(x, y)
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(−C(1 − λ′)(λ− λ′)y−1+λ−λ′
+ (1 − λ′)(n+ 1 + λ)yλ(|x|2 + y2)−(1+λ′)/2)

(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(−C(1 − λ′)(λ− λ′)y−1+λ−λ′
+ (1 − λ′)(n+ 1 + λ)y−1+λ−λ′)
−‖f ‖L∞(Ω), (x, y) ∈ Ω.
Additionally,
v(x, y) [φ]1−λ′;∂Ω
(|x|2 + y2)(1−λ′)/2  ∣∣φ(x, y)− φ(0,0)∣∣
= ∣∣u(x, y)− u(0,0)∣∣, (x, y) ∈ ∂Ω.
Therefore
Lv(x, y) L
(
u(x, y)− u(0,0)) L(−v(x, y)), (x, y) ∈ Ω,
−v(x, y) u(x, y)− u(0,0) v(x, y), (x, y) ∈ ∂Ω.
The comparison principle gives
−v(x, y) u(x, y)− u(0,0) v(x, y), (x, y) ∈ Ω.
Thus∣∣u(x, y)− u(0,0)∣∣ (‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(Cy1−λ(2 − yλ−λ′)+ (|x|2 + y2)(1−λ′)/2),
which implies (4.1). 
Based on the estimate near the portion of the boundary where the equation is degenerate and
the classical Harnack inequality (see [9]), we have
Theorem 4.2. Assume 0 < λ < 1. Let u ∈Hλ(Ω) be a weak solution of the problem (1.1), (1.2)
with f ∈ L∞(Ω) and φ ∈ C1−λ′(∂Ω), where 0 < λ′ < λ. Then u ∈ C1−λ(Ω) and
[u]1−λ,Ω  C
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω) (4.2)
with C > 0 depending only on λ, λ′ and n.
C. Wang et al. / J. Differential Equations 239 (2007) 99–131 119Proof. For fixed two different points (x1, y1), (x2, y2) ∈ Ω with 0 < y1  y2 < 1 and y1  1/2,
denote
d = (∣∣x1 − x2∣∣2 + |y1 − y2|2)1/2.
We have the following two cases.
(i) If y1 > 2d , then 2d < y1  y2  y1 + d  3y1/2. Let ε = y1+1/λ1 and
u˜(x, y) = u(εx, εy), f˜ (x, y) = f (εx, εy), x ∈ B1/ε, 1 < y < 1/ε.
Then u˜ is a weak solution of the equation
u˜(x, y)+ λy−1u˜y(x, y) = ε2−λy−λf˜ (x, y), (x, y) ∈ B1/ε × (1,1/ε).
From the Harnack inequality for the uniform elliptic equations (see [9]), for any 0 < α < 1,
osc
BˆR(x
1/ε,y1/ε)
u˜
C
(
R
R0
)α(
osc
BˆR0 (x
1/ε,y1/ε)
u˜+R0
∥∥ε2−λy−λf˜ (x, y)∥∥
Ln+1(BˆR0 (x1/ε,y1/ε))
)
C
(
R
R0
)α(
osc
BˆR0 (x
1/ε,y1/ε)
u˜+ ε2−λR02‖f ‖L∞(Ω)
)
, 0 <R <R0 
1
2
ε−1y1,
where Bˆ is the ball in Rn+1 and C > 0 depends only on n and α. Take
R0 = 12ε
−1/(1+λ) = 1
2
ε−1y1.
From Theorems 4.1 and 3.3,
osc
BˆR0 (x
1/ε,y1/ε)
u˜ = osc
Bˆy1/2(x
1,y1)
u osc
Bˆ3y1/2(x
1,0) u
 C
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)y1−λ1
with C > 0 depending only on λ, λ′ and n. Therefore, by choosing R = ε−1d and α = 1 − λ, we
get
∣∣u(x1, y1)− u(x2, y2)∣∣ oscBˆR(x1/ε,y1/ε) u˜
 C
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)
(
d
y1
)1−λ(
y1−λ1 + ε2−λR02
)
= C(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)d1−λ.
(ii) If y1  2d , then y2  y1 + d  3d . Thus (4.1) leads to
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
∣∣u(x1, y1)− u(x1,0)∣∣+ ∣∣u(x2, y2)− u(x1,0)∣∣
 C
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(y1−λ1 + (∣∣x1 − x2∣∣2 + y22)(1−λ)/2)
 C
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(d1−λ + (d2 + (3d)2)(1−λ)/2)
 C
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)d1−λ
with C > 0 depending only on λ, λ′ and n.
From (i) and (ii), we see that
∣∣u(x1, y1)− u(x2, y2)∣∣ C(‖f ‖L∞(Ω) + |φ|1−λ′;∂Ω)(∣∣x1 − x2∣∣2 + |y1 − y2|2)(1−λ)/2,(
x1, y1
)
,
(
x2, y2
) ∈ Ω with 0 < y1  y2 < 1 and y1  1/2,
where C > 0 depends only on λ, λ′ and n. This together with the classical Schauder estimate for
uniformly elliptic equations (see [9]) leads to (4.2). 
Remark 4.1. For the weak solution of the problem (1.1), (1.2), C1−λ is the optimal regularity
near B1 × {0}. In fact,
u(x, y) = y1−λ, (x, y) ∈ Ω,
is the bounded weak solution of the problem{
Lu(x, y) = div(yλ∇u(x, y))= 0, (x, y) ∈ Ω ,
u(x, y) = y1−λ, (x, y) ∈ ∂Ω .
That is to say, u just belongs to C1−λ near B1 × {0}, even if Lu|Ω = 0 and u|B1×{0} = 0. This
example also show that in the case 0 < λ < 1, the solution u of Eq. (1.5) just belongs to C1−λ
near B1 × {0} even if g|Ω = 0 and u|B1×{0} = 0, as mentioned in the introduction.
Similarly, for the more general equation (2.2), we may prove
Theorem 4.3. Assume 0 < λ< 1 and β > −1. Let u ∈Hλ(Ω) be a weak solution of the problem
(2.2), (2.3) with f ∈ L∞(Ω) and φ ∈ C1−λ′(∂Ω), where 0 < λ′ < λ. Then for any x0 ∈ B1,
∣∣u(x, y)− u(x0,0)∣∣ C(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)(∣∣x − x0∣∣2 + |y|2)(1−λ)/2, (x, y) ∈ Ω,
where C > 0 depends only on λ, λ′, β and n.
Theorem 4.4. Assume 0 < λ< 1 and β > −1. Let u ∈Hλ(Ω) be a weak solution of the problem
(2.2), (2.3) with f ∈ L∞(Ω) and φ ∈ C1−λ′(∂Ω), where 0 < λ′ < λ. Then u ∈ C1−λ(Ω) and
[u]1−λ,Ω  C
(‖f ‖L∞(Ω) + [φ]1−λ′;∂Ω)
with C > 0 depending only on λ, λ′, β and n.
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In this section, we investigate Hölder continuity of solutions of Eqs. (1.1) and (2.2) in the
strong degeneracy case. We first prove two lemmas.
Lemma 5.1. Assume λ  1 and u ∈Hλ(Ω) is a weak solution of Eq. (1.1) with f ∈ L∞(Ω).
Then for any ϕ ∈Hλ(Ω) with ϕ|Γ = 0,
1∫
0
∫
B1
(
yλ∇u(x, y) · ∇ϕ(x, y)+ f (x, y)ϕ(x, y))dx dy = 0. (5.1)
Proof. For any 0 < δ < 1, let ηδ(y) ∈ C∞0 (0,+∞) satisfying ηδ ≡ 1 in (δ,1), ηδ ≡ 0 in (0, δ/2)
and
0 ηδ(y) 1,
∣∣η′δ(y)∣∣ Cδ , 0 < y < 1.
From the definition of weak solutions,
1∫
0
∫
B1
(
yληδ(y)∇u(x, y) · ∇ϕ(x, y)+ yλϕ(x, y)∂u
∂y
(x, y)η′δ(y)
+ f (x, y)ηδ(y)ϕ(x, y)
)
dx dy = 0. (5.2)
Additionally, it follows from the Hölder inequality and Lemma 2.1 that
∣∣∣∣∣
1∫
0
∫
B1
yλϕ(x, y)
∂u
∂y
(x, y)η′δ(y) dx dy
∣∣∣∣∣
C
( δ∫
δ/2
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2( δ∫
δ/2
∫
B1
yλ−2ϕ2(x, y) dx dy
)1/2
C
( δ∫
δ/2
∫
B1
yλ
∣∣∇u(x, y)∣∣2 dx dy
)1/2( 1∫
0
∫
B1
yλ
∣∣∇ϕ(x, y)∣∣2 dx dy
)1/2
with C > 0 independent of δ, which implies
lim
δ→0+
1∫
0
∫
B1
yλϕ(x, y)
∂u
∂y
(x, y)η′δ(y) dx dy = 0.
Thus (5.1) follows by letting δ → 0+ in (5.2). 
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Lu(x, y) = div(yλ∇u(x, y))= 0, (x, y) ∈ Ω. (5.3)
Then, for any 0 < α < 1 and any 0 <R < 1/4, u ∈ C1,α(BR × [0,R]) and
[∇u]α;BR×(0,R)  CR1−α−(n+3+λ)/2
( 4R∫
0
∫
B4R
yλ
(
∂u
∂y
(x, y)
)2
dx dy
)1/2
with C > 0 depending only on λ, n and α.
Proof. For any 0 < ε < 1, choose φε ∈ C∞(Ω) with ∂φε∂y |∂B1×{0} such that
1∫
0
∫
B1
yλε
(
φ2ε (x, y)+
∣∣∇φε(x, y)∣∣2)dx dy  ‖φ‖Hλ(Ω) + 1
and
lim
ε→0+
‖φε − u‖Hλ(Ω) = 0,
where
yε = y + ε, y > 0.
From the classical theory on uniformly elliptic equations (see [9]), the problem
div
(
yλε ∇uε(x, y)
)= 0, (x, y) ∈ Ω, (5.4)
uε(x, y) = φε(x, y), (x, y) ∈ Γ,
∂uε
∂y
(x, y) = 0, (x, y) ∈ B1 × {0}, (5.5)
admits a unique classical solution uε ∈ C(Ω)∩C∞(B1 ×[0,1)). Similar to the proof of existence
theorem and the comparison principle (Theorem 2.1 with Remark 2.1 and Theorem 3.2), there
exists a subsequence of uε , denoted by itself for convenience, which converges to u in some
sense. Let
vε(x, y) = ∂uε
∂y
(x, y), (x, y) ∈ Ω.
Then, vε is the solution of the equation
div
(
yλε ∇vε(x, y)
)− λyλ−2ε vε(x, y) = 0, (x, y) ∈ Ω, (5.6)
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vε(x, y) = 0, (x, y) ∈ B1 × {0}. (5.7)
We do some estimates like the Caccioppoli inequalities. For fixed x0 ∈ B1, denote
ER = BR
(
x0
)× (0,R).
For any 0 < ρ R R0 = 1 − |x0|, let ξ(x, y) ∈ C∞0 (ER) satisfying ξ ≡ 1 in Eρ and
0 ξ(x, y) 1, ∂ξ
∂y
(x, y) 0,
∣∣∇ξ(x, y)∣∣ C
R − ρ , (x, y) ∈ ER.
Assume
−1 l  λ. (5.8)
Multiplying (5.6) on both sides by y−lε ξ2vε , then integrating by parts over ER and using (5.7),
we get
∫
ER
(
yλ−lε ξ2|∇vε|2 + 2yλ−lε ξvε∇vε · ∇ξ − lyλ−l−1ε ξ2vε
∂vε
∂y
+ λyλ−l−2ε ξ2v2ε
)
dx dy = 0.
Additionally, integrating by parts yields
−
∫
ER
yλ−l−1ε ξ2vε
∂vε
∂y
dx dy = −1
2
∫
ER
yλ−l−1ε ξ2
∂v2ε
∂y
dx dy
=
∫
ER
yλ−l−1ε ξv2ε
∂ξ
∂y
dx dy + λ− l − 1
2
∫
ER
yλ−l−2ε ξ2v2ε dx dy.
Combining these two equalities and using the Hölder inequality, we get
∫
ER
yλ−lε ξ2|∇vε|2 dx dy +
(
λ+ l(λ− l − 1)
2
)∫
ER
yλ−l−2ε ξ2v2ε dx dy
= −2
∫
ER
yλ−lε ξvε∇vε · ∇ξ dx dy − l
∫
ER
yλ−l−1ε ξv2ε
∂ξ
∂y
dx dy
 1
2
∫
ER
yλ−lε ξ2|∇vε|2 dx dy + 2
∫
ER
yλ−lε v2ε |∇ξ |2 dx dy − l
∫
ER
yλ−l−1ε ξv2ε
∂ξ
∂y
dx dy
 1
2
∫
yλ−lε ξ2|∇vε|2 dx dy +
C
(R − ρ)2
∫
yλ−l−1ε v2ε dx dy,
ER ER
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there is no other comment, while C(·) also on the data in the parentheses. Hence
∫
ER
yλ−lε ξ2|∇vε|2 dx dy +
(
2λ+ l(λ− l − 1)) ∫
ER
yλ−l−2ε ξ2v2ε dx dy
 C
(R − ρ)2
∫
ER
yλ−l−1ε v2ε dx dy.
Additionally, it follows from (5.8) that l(λ − l − 1)  −λ. Therefore, for any 0 < ρ  R  R0
and any −1 l  λ, we have
∫
Eρ
yλ−lε |∇vε|2 dx dy +
∫
Eρ
yλ−l−2ε v2ε dx dy 
C
(R − ρ)2
∫
ER
yλ−l−1ε v2ε dx dy. (5.9)
Take l = λ, l = λ − 1, . . . , l = λ − [λ] − 1 and l = −1 in (5.9) respectively and combine these
estimates to get that for any 0 < ρ R R0,
∫
Eρ
|∇vε|2 dx dy +
∫
Eρ
y−2ε v2ε dx dy 
C
(R − ρ)2
∫
ER
yλε v
2
ε dx dy. (5.10)
Now, since Dθxvε(x, y) satisfies the same equation (5.6) and the boundary value condition
(5.7) as vε(x, y), it follows from (5.10) that
∫
Eρ
∣∣∇Dθxvε∣∣2 dx dy +
∫
Eρ
y−2ε
∣∣Dθxvε∣∣2 dx dy  C(ρ,R, θ)
∫
ER
yλε v
2
ε dx dy, (5.11)
where θ = (θ1, . . . , θn) is a nonnegative multi-index and
Dθx = Dθ1x1 · · ·Dθnxn .
On the other hand, Eq. (5.6) gives
Dy
(
DyD
θ
xvε + λ
Dθxvε
yε
)
= −xDθxvε, (x, y) ∈ ER0 . (5.12)
By the Sobolev embedding theorem (see [9]), (5.11) and (5.12), for any 0 <R R0, we have
sup
ER/2
∣∣∣∣Dyvε + λvεyε
∣∣∣∣
2
 C(R)
∑
0|θ |N
∫
E
(∣∣∣∣DyDθxvε + λDθxvεyε
∣∣∣∣
2
+
∣∣∣∣Dy
(
DyD
θ
xvε + λ
Dθxvε
yε
)∣∣∣∣
2)
dx dyR/2
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∫
ER
yλε v
2
ε dx dy,
where N is a positive integer depending only on n. That is to say
sup
ER/2
∣∣∣∣Dy(yλε vε)yλε
∣∣∣∣C(R)
( ∫
ER
yλε v
2
ε dx dy
)1/2
,
which implies
Dy
(
yλε vε(x, y)
)
 C(R)
( ∫
ER
yλε v
2
ε dx dy
)1/2
yλε , (x, y) ∈ ER/2.
From this and the boundary value condition (5.7), we get
vε(x, y) C(R)
( ∫
ER
yλε v
2
ε dx dy
)1/2
y, (x, y) ∈ ER/2,
i.e.
sup
ER/2
|vε|
yε
 C(R)
( ∫
ER
yλε v
2
ε dx dy
)1/2
.
A standard rescaling technique gives
sup
ER/2
|vε|
yε
 CR−(n+3+λ)/2
( ∫
ER
yλε v
2
ε dx dy
)1/2
. (5.13)
Rewrite Eq. (5.4) into
uε(x, y) = −λvε(x, y)
yε
, (x, y) ∈ Ω.
Then, it follows from the standard Schauder theory, (5.5) and (5.13) that uε ∈ C1,α(BR ×[0,R])
for any 0 < α < 1 and any 0 <R < 1/4, and
[∇uε]α;BR×(0,R)  CR1−α
∥∥∥∥vε(x, y)yε
∥∥∥∥
L∞(B2R×(0,2R))
 CR1−α−(n+3+λ)/2
( 4R∫
0
∫
B4R
yλε v
2
ε dx dy
)1/2
with C > 0 depending only on λ, n and α. Let ε → 0+ to get the conclusion of the lemma. 
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Ωr = Br × (0, r), 0 < r < 1.
Theorem 5.1. Assume λ 1, λ − 2 < β  λ − 1 and 0 < r < 1. Let u ∈Hλ(Ω) ∩ L∞(Ω) be a
weak solution of Eq. (2.2) with f ∈ L∞(Ω). Then u ∈ Cα(Ωr) for any 0 < α < 2 − (λ− β) and
‖u‖α;Ωr  C
(‖f ‖L∞(Ω) + ‖u‖L∞(Ω)),
where C > 0 depends only on λ, n, β , α and r .
Proof. For any (x0, y0) ∈ B1 × [0,1), denote
ER
(
x0, y0
)= Ω ∩ (BR(x0)× (y0 −R,y0 +R)).
First consider the estimates near y = 0. Take x0 ∈ Br and define R0 = min{1 − r,1 − |x0|}.
For any 0 <R R0, let u = v +w with{
Lv(x, y) = 0, (x, y) ∈ ER
(
x0,0
)
,
v(x, y) = u(x, y), (x, y) ∈ ∂ER
(
x0,0
)∩Ω ,
and {
Lw(x,y) = yβf (x, y), (x, y) ∈ ER
(
x0,0
)
,
w(x,y) = 0, (x, y) ∈ ∂ER
(
x0,0
)∩Ω .
From Lemma 5.2, we get v ∈ C1,1/2(ER/4(x0,0)) and
[∇v]1/2;ER/4(x0,0)  CR−(n+2+λ)/2
( ∫
ER(x
0,0)
yλ
(
∂v
∂y
(x, y)
)2
dx dy
)1/2
with C > 0 depending only on λ and n. Therefore, for any 0 < ρ R/4,∫
Eρ(x0,0)
yλ
∣∣∇v(x, y)∣∣2 dx dy
 C
( ∫
ER/4(x0,0)
yλ
∣∣∇v(x, y)∣∣2 dx dy( ∫
ER/4(x0,0)
yλ dx dy
)−1
+R2[∇v]21/2;ER/4(x0,0)
)
×
∫
Eρ(x0,0)
yλ dx dy
 C
(
ρ
R
)n+1+λ ∫
E (x0,0)
yλ
∣∣∇v(x, y)∣∣2 dx dy, (5.14)R/4
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C  4n+1+λ. From Lemmas 5.1 and 2.1, for τ = 2 − (λ− β)− α ∈ (0,1),
∫
ER(x
0,0)
yλ
∣∣∇w(x,y)∣∣2 dx dy
= −
∫
ER(x
0,0)
yβf (x, y)w(x, y) dx dy

( ∫
ER(x
0,0)
yλ−2+2τw2(x, y) dx dy
)1/2( ∫
ER(x
0,0)
y2+2β−λ−2τ f 2(x, y) dx dy
)1/2
 C
( ∫
ER(x
0,0)
yλ
∣∣∇w(x,y)∣∣2 dx dy)1/2( ∫
ER(x
0,0)
y−2+λ+2αf 2(x, y) dx dy
)1/2
 1
2
∫
ER(x
0,0)
yλ
∣∣∇w(x,y)∣∣2 dx dy +C ∫
ER(x
0,0)
y−2+λ+2αf 2(x, y) dx dy
with C > 0 depending only on λ, n, β and α, which implies
∫
ER(x
0,0)
yλ
∣∣∇w(x,y)∣∣2 dx dy  C ∫
ER(x
0,0)
y−2+λ+2αf 2(x, y) dx dy
 CRn−1+λ+2α‖f ‖2L∞(Ω). (5.15)
Therefore, for any 0 < ρ R R0, it follows from (5.14) and (5.15) that
∫
Eρ(x0,0)
yλ
∣∣∇u(x, y)∣∣2 dx dy
 2
∫
Eρ(x0,0)
yλ
∣∣∇v(x, y)∣∣2 dx dy + 2 ∫
Eρ(x0,0)
yλ
∣∣∇w(x,y)∣∣2 dx dy
 C
(
ρ
R
)n+1+λ ∫
ER(x
0,0)
yλ
∣∣∇v(x, y)∣∣2 dx dy + 2 ∫
Eρ(x0,0)
yλ
∣∣∇w(x,y)∣∣2 dx dy
 C
(
ρ
R
)n+1+λ ∫
ER(x
0,0)
yλ
∣∣∇u(x, y)∣∣2 dx dy +C ∫
ER(x
0,0)
yλ
∣∣∇w(x,y)∣∣2 dx dy
 C
(
ρ
R
)n+1+λ ∫
0
yλ
∣∣∇u(x, y)∣∣2 dx dy +CRn−1+λ+2α‖f ‖2L∞(Ω).ER(x ,0)
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ρ−(n−1+λ+2α)
∫
Eρ(x0,0)
yλ
∣∣∇u(x, y)∣∣2 dx dy
 CR−(n−1+λ+2α)
∫
ER(x
0,0)
yλ
∣∣∇u(x, y)∣∣2 dx dy +C‖f ‖2L∞(Ω).
Similar to the proof of (5.15), by Lemma 5.1,
∫
ER0 (x
0,0)
yλ
∣∣∇u(x, y)∣∣2 dx dy
 C
(1 −R0)2
∫
Ω
yλu2(x, y) dx dy +C
∫
Ω
y−2+λ+2αf 2(x, y) dx dy
 C
(‖f ‖2L∞(Ω) + ‖u‖2L∞(Ω))
with C > 0 depending on λ, n, β , α and R0. Therefore, for any 0 <R R0,
R−(n−1+λ+2α)
∫
ER(x
0,0)
yλ
∣∣∇u(x, y)∣∣2 dx dy  C(‖f ‖2L∞(Ω) + ‖u‖2L∞(Ω)). (5.16)
Now, for any (x0, y0) ∈ Ωr with y0  R0/4, by the standard Schauder theory and repeating
the above argument, we get that for any 0 < ρ R  y0/2,
ρ−(n−1+2α)
∫
Eρ(x0,y0)
∣∣∇u(x, y)∣∣2 dx dy
 CR−(n−1+2α)
∫
ER(x
0,y0)
∣∣∇u(x, y)∣∣2 dx dy +C‖f ‖2L∞(Ω),
where C > 0 depends only on λ, n, β , α and R0. This inequality and (5.16) lead to that for any
0 < ρ  y0/2,
∫
Eρ(x0,y0)
∣∣∇u(x, y)∣∣2 dx dy
 Cρn−1+2α
((
y0
2
)−(n−1+2α) ∫
Ey /2(x0,y0)
∣∣∇u(x, y)∣∣2 dx dy + ‖f ‖2L∞(Ω)
)0
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((
y0
2
)−(n−1+λ+2α) ∫
E3y0/2(x
0,0)
yλ
∣∣∇u(x, y)∣∣2 dx dy + ‖f ‖2L∞(Ω)
)
 Cρn−1+2α
((
y0
2
)−(n−1+λ+2α)(3y0
2
)n−1+λ+2α(‖f ‖2L∞(Ω) + ‖u‖2L∞(Ω))+ ‖f ‖2L∞(Ω)
)
 Cρn−1+2α
(‖f ‖2L∞(Ω) + ‖u‖2L∞(Ω)).
From the Morrey theorem (see [9]), u ∈ Cα(Ωr) and
[u]α;Ωr  C
(‖f ‖L∞(Ω) + ‖u‖L∞(Ω))
with C > 0 depending only on λ, n, β , α and r . 
Similarly, we may prove
Theorem 5.2. Assume λ 1, λ− 1 < β  λ and 0 < r < 1. Let u ∈Hλ(Ω)∩L∞(Ω) be a weak
solution of Eq. (2.2) with f ∈ L∞(Ω). Then u ∈ C1,α(Ωr) for any 0 < α < 1 − (λ− β) and
‖u‖1,α;Ωr  C
(‖f ‖L∞(Ω) + ‖u‖L∞(Ω)),
where C > 0 depends only on α, n and r .
Furthermore, it may be proved that the solution may belong to C2,α if f ∈ Cα by the similar
method, namely
Theorem 5.3. Assume λ  1, λ < β  λ + 1, 0 < α < 1 − (λ − β) and 0 < r < 1. Let u ∈
Hλ(Ω)∩L∞(Ω) be a weak solution of Eq. (2.2) with f ∈ Cα(Ω). Then u ∈ C2,α(Ωr) and
‖u‖2,α;Ωr C
(|f |α;Ω + ‖u‖L∞(Ω)),
where C > 0 depends only on α, n and r .
Remark 5.1. We may verify that the Hölder continuity in Theorems 5.1–5.3 is almost optimal.
6. More general equations with boundary degeneracy
Based on the study of Eq. (1.1) in Sections 2–5, we can establish the similar theory for
Eq. (1.6), i.e.
div
(
ω(x)∇u(x))= f (x), x ∈ D, (6.1)
where D ⊂ Rn is a bounded domain with appropriately smooth boundary ∂D, ω(x) ∈ C(D),
ω(x) > 0 for any x ∈ D and ω(x) may vanish on whole ∂D or a portion of ∂D. We assume
additionally that for almost every x0 ∈ ∂D in the sense of (n − 1)-dimensional Hausdorff mea-
sure, there exist two exponents 0 λ1  λ2 satisfying 1 /∈ (λ1, λ2] and three constants r > 0 and
0 < c C such that
c
(
dist
(
x, ∂D ∩Br
(
x0
)))λ2  ω(x) C(dist(x, ∂D ∩Br(x0)))λ1, x ∈ D ∩Br(x0),
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exponents λ1 and λ2 may be not unique. But the sign of λ2 − 1 = 0 is determined only by x0 and
we denote this sign by sign(x0).
Let
Σ = {x ∈ ∂D: sign(x) is negative}.
Then the Dirichlet problem of Eq. (6.1) is formulated with the boundary value condition
u(x) = φ(x), x ∈ Σ. (6.2)
The function class of solutions should be chosen as
Hω(D) =
{
u ∈ H 1loc(D):
∫
D
ω(x)
(
u2(x)+ ∣∣∇u(x)∣∣2)dx < +∞}.
It is also a Hilbert space with the inner product
〈u,v〉Hω(D) =
∫
D
ω(x)
(
u(x)v(x)+ ∇u(x) · ∇v(x))dx, u, v ∈Hω(D).
And we give out
Definition 6.1. A function u ∈Hω(D) is said to be a weak solution of Eq. (6.1), if∫
D
(
ω(x)∇u(x) · ∇ϕ(x)+ f (x)ϕ(x))dx = 0
for any ϕ ∈ C∞0 (D). Furthermore, a weak solution of Eq. (6.1) is said to be a weak solution of
the problem (6.1), (6.2), if (6.2) holds in the trace sense.
For the problem (6.1), (6.2), the existence, nonexistence and comparison principles of weak
solutions may be proved similarly. Furthermore, using the technique of flatting boundary locally
and the method of fixing coefficient, and using the regularity study in Sections 4 and 5, we may
investigate the regularity of weak solutions. We omit the details.
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