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ABSTRACT 
We study the extent to which certain theorems on linear operators on field-valued 
matrices carry over to linear operators on Boolean matrices. We obtain analogues and 
near analogues of several such theorems. One of these leads us to consider linear 
spaces of m x n Boolean matrices whose nonzero members all have Boolean rank 1. 
We obtain a structure theorem for such spaces that enables us to determine the 
maximum Boolean dimension of such spaces and their maximum cardinality. 
1. INTRODUCTION 
Partly because of their association with nonnegative real matrices, Boolean 
matrices [(0, 1)-matrices with the usual arithmetic except 1-t 1 = l] have been 
the subject of research by many authors. Recently Kim [5] has published a 
compendium of results on the theory and applications of Boolean matrices. 
Often, parallels are sought for results known for field-valued matrices or 
other rings. See e.g. de Caen and Gregory [3], Rao and Rao [ll, 121,. and 
Richman and Schneider [13]. 
We first study the extent to which known properties of linear operators 
preserving the ranks of field-valued matrices carry over to operators on 
Boolean matrices. 
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Suppose T is a linear operator on J/Y, the m x n matrices over an 
algebraically closed field F. Say that ?’ is a 
(i) (U, V)-operutor if there exist invertible matrices U and V such that 
T(A) = UAV for all A in JK, or m = n and T(A) = UAtV for all A in &‘. 
(ii) rank preserver if rank( T( A)) = rank(A) for all A in A. 
(iii) rank 1 preserver if rank(T(A)) = 1 whenever rank(A) = 1 for all A 
in JZ?. 
The fact that (i), (ii), and (iii) are equivalent was established in the work of 
Marcus and Moyls [7, 81, Westwick [15], and Lautemann [6]. 
We obtain nearly analogous results for “linear” operators on Boolean 
matrices (operators that fix 0 and preserve sums), employing a particular 
definition of Boolean rank. Section 2 contains all definitions and other 
preliminaries. 
Boolean-rank-l preservers are discussed in Section 3. Marcus and Moyls 
[B] and Westwick [15] have shown that 
(1.1) Over F, T preserves rank 1 if and only if T is a (U,V)-operator. 
We show that over B, although all (U,V)-operators are rank-l preservers, the 
converse is false. In analogy with terminology introduced in [B], we call a 
family of Boolean matrices consisting of 0 and some Boolean-rank-l matrices a 
“ Boolean-rank-l space” if it is closed under addition. Using a particular 
definition of Boolean dimension, we characterize Boolean (U, V)-operators in 
a partial analogue of (1.1). 
THEOREM 3.1. T is a Boolean (U,V)-operator if and only if T is an 
invertible rank-l preserver if and only if T is a rank-l and rank-2 preserver 
which preserves the dimension of every Boolean-rank-l space. 
Section 4 concerns Boolean-rank preservers. Marcus and Moyls [7] and 
Lautemann [6] have shown that 
(1.2) Over F, T is a runk preserver if and only if T is (I (U,V )-operator. 
We obtain an exact analogue for m x n Boolean matrix operators: 
THEOREM 4.1. Zf min(m, n) > 1, then T is a Boolean-rank preserver if 
and only if T is a Boolean (U, V)-vperator. 
It follows from (1.1) that 
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(1.3) Over F, T is a rank preserver if T is a rank-l preserver. 
We obtain a near analogue: 
THEOREM 4.2. T is a Boolean-rank preserver if T preserves Boolean ranks 
1 and 2. 
We present a structure theorem (Theorem 5.1) for Boolean-rank-l spaces 
in Section 5. This is used in Section 6 to determine the maximum cardinality 
c(m, n) and maximum dimension d(m, n) of Boolean-rank-l spaces of m X n 
Boolean matrices: 
THEOREM 6.1. For every 1~ m < n, c(m, n)= 2” +2”-l- 1 and 
d(m, n) = d(1, n)+ d(1, m - 1). 
The definition of Boolean dimension chosen for this paper, while provid- 
ing most of the analogues sought, has some amusing consequences. For 
example, a k-dimensional (Boolean) space can have a subspace of dimension 
exceeding k; it is known that d(1, k) is asymptotically equal to 2”4-. In 
Section 2 we discuss this and other ways that consequences of such Boolean 
concepts differ from (or imitate) their field counterparts. 
2. NOTATION, DEFINITIONS, AND OTHER PRELIMINARIES 
We let A,,,,.(B) denote the set of all m X n matrices with entries in 
B = (0, l}, the two-element Boolean algebra. Arithmetic in B follows the 
usual rules except that 1+ 1 = 1. The usual definitions for adding and 
multiplying matrices apply to Boolean matrices as well. Throughout this 
paper we shall adopt the convention that m < n, unless otherwise specified. 
Also lowercase, boldface letters will represent vectors, all vectors u are 
column vectors (u’ is a row vector), and In,, ,, denotes the matrix in A,,,,,(B) 
all of whose entries are 1. 
2.1. Rank 
There are several notions of rank for Boolean matrices. We have found the 
following definition useful for our purposes. It appears in [5], where it is 
ascribed to B. M. Schein [14]. It also appears in graph-theoretic form in 
J. Orlin’s paper [9], and in [4]. 
If A is a nonzero m X n Boolean matrix, its Boolean rank, b(A), is the 
least integer k for which there exist m X k and k X n Boolean matrices B and 
C with A = BC. The Boolean rank of 0 is 0. 
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It is well known (see e.g. [S] or [5]) that b(A) is the least k such that A is 
the sum of k matrices of Boolean rank 1. 
Although Boolean rank enjoys many properties of the rank of field-valued 
matrices [e.g. b(A) = h( A’), b( AB) < min( b( A), b(B)], there are others which 
it fails to enjoy. For example, even though b(A) = r, A may contain no r X T 
submatrix of Boolean rank r (see [4]). 
2.2. Singularity and Invertibility of Matrices 
We say that a Boolean matrix A is singular if Ax = 0 for some vector x # 0 
Note’that having full Boolean rank [i.e. b(A) = m] is a sufficient, but not a 
necessary condition for nonsingularity when A is m x m, and that the 
nonsingularity of a square matrix does not guarantee the nonsingularity of its 
transpose, A’. For any A in JKrn, ,,(B), A is nonsingular if and only if A has no 
zero column. 
An n X n Boolean matrix A is said to be invertible if for some X, 
AX = XA = I,, where I, is the n X n identity matrix. This matrix X is 
necessarily unique when it exists. It is then denoted A-‘. It is well known that 
the permutation matrices are the only invertible Boolean matrices (see e.g. 
[13] or [3] or Lemma 2.5.1(d) below), and therefore A- ’ = A’ when A is 
invertible. The characterization of nonsingularity given above shows that 
nonsingularity does not imply invertibility. Of course, invertible matrices are 
nonsingular. 
2.3. Subspaces, Bases, and Dimension 
For our purposes, we can define a Boolean vector space to be any subset 
of B”’ [ = M,,,,(B)] containing 0 which is closed under addition. 
If x and y are in B”‘, we say x absorbs y, written x 2 y, if xi = 0 only when 
y,=O,forall l<igm. 
If V, W are vector spaces with V c W, then V is called a subspace of W. 
We identify 4,,,“(B) with B n’n in the usual way when we discuss it as a 
Boolean vector space and consider its subspaces. 
Let V be a Boolean vector space. If S is a subset of V, then (S) denotes 
the intersection of all subspaces of V containing S. This is a subspace of V too, 
called the subspace generated by S. If S= {s1,s2,...,sP}, then (S) = 
{Cf)=ixisi: xi E B}, the set of linear combinations of S. Note that (aa> = (0). 
Define the dimension of V, written dim(V), to be the minimum of the 
cardinalities of all subsets S of V generating V. We call a generating set of 
cardinality equal to dim(V) a basis of V. It is a curious fact that every Boolean 
vector space has only one basis. This was noted at least as far back as 1967 in 
[lo], where it was stated without proof. 
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A subset of V is called independent if none of its members is a linear 
combination of the others. Evidently every basis is independent. The follow- 
ing proves the uniqueness of the basis and establishes the fact that every 
independent set is the basis for the space it generates. 
LEMMA 2.3.1. Zf S is an independent subset of the Boolean vector space 
V, then S is contained in every subset of V generating (S). 
Proof. We may assume that S f 0. Suppose (T) = (S) and T c V. Let 
c E S; then c is a linear combination of members of T, each of which is a 
linear combination of members of S. But S is independent, so c > b 2 c for 
some b E T. Therefore c E T. n 
In contrast with vector spaces over fields, a Boolean vector space V may 
have several subspaces with the same dimension as V. For example, let 
x= [O,l,l], v= [l,l,O], andz= [l,l,l]. Let V= (x,y); then (x,z) and (y,z) 
are two-dimensional subspaces of V, neither of which equals V. 
Even more disconcerting, V can have subspaces whose dimensions exceed 
dim(V). For example, let V be the subspace of B4 generated by the set S of six 
vectors x having exactly two entries equal to 0. Then dim(V) = 6 because S is 
independent, even though V is subspace of a 4dimensional space. 
Just how big can the dimension of a subspace of B” be? For all n > 1, let 
/3(n) denote the maximum dimension of all subspaces of B”. It is shown in [5, 
51.41 that 
(l++)( (n;2])qCi(“)“(1+~)~lnl;21) 
for all n 2 1. (2.3.1) 
Therefore 
Using Wallis’s product representation of 7~ (see e.g. [2, p. 2251) it can be 
shown that lim 
2”\/2/nm. 
n +,&n)/2”J~ = 1. That is, P(n) is asymptotic to 
As with vector spaces over a field, the intersection of two subspaces U, W 
of a Boolean vector space is always a subspace, but their union seldom is. 
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However, if W absorbs U-that is, w > u for all nonzero w in W and all u in 
U-then it’s easy to verify that UU W is a Boolean vector space. 
In Section 6 we shall need the following lemma. 
LEMMA 23.2. If U, W are subspaces of the same Boolean vector space, 
W&U, andUnW= {0}, then 
dim(U~W) = dim(U)+dim(W). 
Proof. Let %‘, 9 be the bases of U and W respectively, and 9? = $? U 9. 
Then .98 is independent and generates UU W, so G? is a basis for U U W by 
Lemma 2.3.1. n 
2.4. Linear Transform&ions, Operators, and Matrix Representation 
If V, W are Boolean vector spaces, a mapping T: V + W which preserves 
sums and 0 is said to be a (Boolean) linear transformation. If V = W, the word 
operator is used instead of “transformation.” Evidently, when T is linear its 
behavior on V’s basis determines its behavior completely. As with transforma- 
tions of vector spaces over fields, by ordering the bases of V and W we can 
represent T by an m X n matrix [ ti j] in an analogous way. But the t, j are not 
usually uniquely defined by Boolean T, so T may have several matrix 
representations for the same bases orderings. 
A matrix A E A,,,.(B) d e ermines t a linear transformation TA of B” into 
B”’ by 
T,(x) = Ax for all x E B”. (2.4.1) 
The image of V in W, T(V), is generated by the image, T(g), of the basis 
97 of V. This proves: 
LEMMA 2.4.1. For every linear Boolean transformation T, 
dim( T(V)) < dim(V). 
LEMMA 2.4.2. Zf the Boolean linear transformation T: V + W is injective, 
then dim(T(V)) = dim(V) and T maps the basis of V onto the basis of T(V). 
Proof. Follows from Lemma 2.4.1. n 
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2.5. Invertibility of Transformations 
A transformation T:V + W is invertible if and only if T is injective and 
T(V) = W. 
As with vector spaces over fields, the inverse, T _ ‘, of a Boolean linear 
transformation T is also linear. Here is another familiar-sounding proposition: 
LEMMA 2.5.1. lf T: V -+ W is a surjective Boolean linear transformation, 
then T is invertible if and only if T preserves the dimension of every subspace 
of v. 
Proof. If T is not injective, then, for some x # y, T reduces the dimension 
of (x, y). Conversely, if T is invertible, then the conclusion follows by Lemma 
2.4.2. n 
The finiteness of JV( and the previous lemma give us: 
COROLLARY 2.5.1. Zf T is a linear Boolean operator on V, then the 
following statements are equivalent: 
(a) T is invertible; 
(b) T is injective; 
(c) T is surjective; 
(d) T permutes the basis of V; 
(e) T preserves the dimension of every subspace of V. 
We note that TA is invertible if and only if A is invertible, so that Corollary 
2.5.1(d) is equivalent to the fact mentioned in Section 2.2, that the invertible 
Boolean matrices are the permutation matrices. 
The main application of the ideas in Section 2.5 in this paper is to the 
linear operators on the space JZ ,,,,.(B) of all m x n Boolean matrices. Let 
n ,,1,,) = {(i,j):l<i<m, 1 <j< n}, Er;. be them X n matrixwhose (i,j)th 
entry is 1 and whose other entries are all 0, and g,,,, n = { Er;” : (i, j) E A ,)I, ~ }. 
Fix m and n, and suppress them as sub- and superscripts. It follows 
directly from Corollary 2.51 that 
COROLLARY 2.5.2. The linear operator T on J?(B) is invertible if and 
only if T permutes & if and only if T preserves the dimension of every 
subspace of A(B). 
We can describe any operator T on M(B) by expressing (T( X)),j as a 
scalar-valued function of X for all (i, j) E A. The operator T will be linear if 
and only if each component function tij: X * (T( X))i j is a linear transforma- 
tion of J?(B) into B. 
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Applying Corollary 2.5.2, we see that the operator T on &‘(B) is invertible 
if and only if there exists a permutation r of A such that T([ xij]) = [ xTci, j,] for 
all X in d(B). 
2.6 Boolean Rank-l Matrices and Rank-l Spaces 
It is easy to verify that (just as with field-valued matrices) the Boolean 
rank of A is 1 if and only if there exist nonzero (Boolean) vectors x and y 
[x E A,,, r(B) and Y E A, LB)1 such that A = xyf. Unlike the corresponding 
situation’for field-valued matrices, these vectors x and y are uniquely de- 
termined by A. Therefore there are exactly (2”’ - 1)(2” - 1) rank-l m x n 
Boolean matrices. 
We use the notation A < B to mean b, j = 0 only if a i j = 0. Equivalently, 
A < B if and only if A + B = B. 
For any vector x, let (x] be the number of nonzero entries in x, and when 
A = ab’ is not zero, define the perimeter ofA, p(A), as ]a]+ lb]. 
The following is a useful lemma whose straightforward proof we omit. 
LEMMA 2.6.1. If A < B and b(A) = b(B) = 1, then p(A) < p(B) unless 
A = B. 
Analogously with [8, 151, we define a subspace of M”,, ,,(B) whose nonzero 
members have Boolean rank 1 as a rank-l space. 
If A = axt is a rank-l matrix, then a and x are uniquely determined by A. 
We call a the left factor, and x the right fuctor of A. 
LEMMA 2.6.2. If A, B, and A + B are rank-l matrices and neither A < B 
rwr B < A, then A, B, and A + B have a common factor. 
Proof. Let A = ax’, B = byt, and C = A + B =cz’ be the “factoriza- 
tions” of A, B, and C. We have for all i, j 
a,x+ b,y = ciz and xja+ yjb = xjc. 
If a fi b and b $ a, then for some i, j, x = ciz and y = ciz. But x # 0 and 
y f 0, so x = y = z. Thus A, B, C have a common right factor. If a < b, then 
x & y (as A 6 B). Therefore a = b and A, B, and C have a common left 
factor. A parallel argument holds if b < a. n 
CONVENTION. Since we can write 0 as Ox’ or aOt for all a and x, let us 
agree to say that 0 and A have a common left factor and a common right 
factor for any rank-l matrix A. 
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3. RANK-l-PRESERVING OPERATORS 
As was mentioned in Section 1, Marcus, Moyls [8], and Westwick [15] 
showed that if T is a linear operator on &Y *, .(F) (F algebraically closed) and 
T maps rank-l matrices to rank-l matrices (i.e., T preserves rank-l matrices) 
then (and only then) T is a (U,V)-operator. This result does not hold in the 
Boolean case. 
The following example shows that not all rank-l-preserving operators Tare 
of the form T(X) = UXV for some nonsingular U,V1, contrary to the situation 
for algebraically closed fields. Since invertible Boolean matrices are nonsingu- 
lar, it also shows that not all rank-l-preserving operators T are (U,V)-opera- 
tors. 
EXAMPLE 3.1. Let 
Here, T is a linear operator and b(T(X)) = 1 whenever b(X) = 1 (in fact 
whenever X # 0). If there existed nonsingular U and V’ such that T( X ) = UXV 
for all X E Ass(B), then for j = 1,2,3, we have T(E, j) = uvj” where u is the 
first column of U and vi is the jth column of V. But 
T(E,,)= [;][~,o,o] and T(E,,)= [ :][l,l,ll, 
and hence 
[;]=u=[$ 
a contradiction. 
Suppose U and Vt are nonsingular members of A’,,,,,,(B) and &Y,,“(B) 
respectively, and T is the operator on & nl, ,,(B) defined by T(X) = UXV for all 
X. Clearly T is linear. Moreover T(X) has rank 1 whenever X has rank 1: 
Suppose X has rank 1, so that X = abt where a # 0, b + 0. Then, T(X) = 
Uabt V = (Ua)( V’ b)t, and since U and V ’ are nonsingular, neither Ua or V t b 
is 0, so T(X) has rank 1. It follows that all Boolean (U,V)-operators are rank-l 
preservers. 
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EXAMPLE 3.2. Suppose C is a fixed rank-l member of&,,,.(B), and T is 
the operator defined by T(X) = C if X # 0 and T(0) = 0. 
Example 3.2 shows that for each k (1~ k < n) there is a linear operator Tk 
that preserves the Boolean rank of every rank-k m X n matrix but is not a 
(U, V )-operator when k > 1. [Just take C to be a fixed rank-k matrix; recall 
that (U,V)-operators preserve rank 1.1 
Beasley [l] showed that for most k < n, each operator on field-valued 
matrices preserves the rank of rank-k matrices if and only if it is a (U, V)-op- 
erator. 
We were unable to find a condition necessary and sufficient for a Boolean 
operator to preserve the rank of all rank-l matrices, so the Boolean analogue 
of the work of Marcus, Moyls, and Westwick mentioned in Section 1, 
characterizing the rank-l preservers, remains to be discovered. We have, 
however, found two conditions, one necessary (but not sufficient), and the 
other sufficient (but not necessary), which are of some help in constructing 
examples. These are described in the next few paragraphs. 
Suppose T is a linear operator on A,,,,,,(B). Let .!Zi = { T( Eik): 1~ k < n } 
and qj= {T(Ekj): l<k<m} for l<i<mand l< j<n. 
LEMMA 3.1. T preserves the rank of all rank-l matrices only if there exist 
rank-l spaces R i and C j such that gi G R i and FZj c C j for all 1~ i < ‘rn and 
1< j&n. 
Proof. Suppose T preserves the rank of all m X n Boolean rank-l matrices. 
Then as { Eii 1~ j< n } is in the rank-l space Vi of all A E d,,,, .(B) whose 
nonzero entries all lie in its ith row, it follows that 9Zi c T(V,). But T(V,) is 
also a rank-l space. Therefore, T(V, ) will serve for Ri of the conclusion. 
Similarly for C j n 
Although useful for constructing examples, Lemma 3.1’s condition is not 
sufficient: 
EXAMPLE 3.3. Let 
T([; fEI)=[a+~+c ;f]: 
then T is a linear transformation on &ss(B), and 59r = 9, c { a[ 1, 0] : a E B2 }, 
which is a rank-l space. Also ??s = W, G { [ LO] t b’ : b E B2 }, which is another 
rank-l space. But 
T([: I)= [: ;I. 
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LEMMA 3.2. T preserves the rank of all rank-l matrices if there is a 
rank-l space V such that 
(i) U~=l.T2i C V or 
(ii) U~=i’&i 2 V. 
Proof. (i): If b(X) = 1, then T(X) = C:!lC~=I~iyjT(EiI) = 
c:=,x,[c~==,~~T(E,~)l=C~~~x,M~, where Mi is in gi. Therefore T(X) is a 
sum of members of V and hence has rank 1. The proof of (ii) is similar. n 
The identity operator Z on A,,, “(B) p rovides an example of a rank-l-pre- 
serving operator for which neither (i) or (ii) of Lemma 3.2 holds. Thus those 
conditions are sufficient, but not necessary. 
If we add the hypothesis that T preserves the dimension of any rank-l 
space (unlike matrices over fields, for which this is always true of rank-l 
preservers), then the conclusion is much more restrictive, as we shall see in 
Theorem 3.1. 
LEMMA 3.3. Zf T is a linear operator on A,,,“(B) that preserves the 
dimension of all rank-l spaces, then the restriction of T to the rank-l matrices 
is injective or T reduces the rank of some rank-2 matrix to 1. 
Proof. Let ~4“’ = {A EJ?, JB): b(A)= l} and W = {O}U{X E 
A’: T(X)= T(B)} f or each B E &‘. If W is a rank-l space then dim(W) = 
dim(T(W)) = 1, so W = (B). Thus T is injective. Otherwise there are X, Y in 
W such that b(X+Y)=2. n 
COROLLARY 3.3. Zf T is a linear operator on d,,“(B) that 
(i) preserves the ranks of all rank-l and rank-2 matrices and 
(ii) preserves the dimension of all rank-l spaces, 
then 
(a) T is invertible and 
(b) T ~’ satisfies (i) and (ii). 
Proof. Part (a): Let d be the basis of M,,,,(B), as in Section 2.5. 
According to Corollary 2.5.1(d), T is invertible if it permutes 6. Lemma 3.3 
implies that T permutes A’. But .M’ 2 8, so it suffices to show that 
T(B) c 8. Let E E 8; then E = T(C) for some C E A’. Since C # 0, we 
have C 3 F for some F in the basis 8. Therefore E > T(F). Then E = T(F) 
by Lemma 2.6.1, completing the proof of part (a). Part (b) follows directly. n 
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The idea of a permutation of A = {(i, j) : 1~ i < m, 1 < j< n } represent- 
ing an invertible operator was introduced in Section 2.5. 
LEMMA 3.4. If T is an invertible linear operator on d,,,,.(B) that 
preserves the rank of every rank-l matrix and r is the permutation of A 
representing T, then there exist permutations a, p of { 1,2,. . . , m } and 
{1,2,..., n } respectively such that 
(a) r(i, j) = (o(i), p(j)) for all (4 j) E A or 
(b) m = n and $4 j) = (fl( j), a(i)) for all (i, j) E A. 
Proof. We’ll denote the abscissa of r(i, j) by uii and its ordinate by vIj 
So T(i, j) = (u, j, uij). Let [T] be the m X n array whose (i, j)th entry is 
(“ijZ ‘ii)’ 
Any two entries in the same row (or column) of [T] have a common 
abscissa or ordinate. This is because T(( Ej j, Eik)) and T(( Eji, Eki )) are 
rank-l spaces. It follows that if uil = ui2 (respectively vii = viz), then u,i 
(respectively vii) is the abscissa (respectively ordinate) of each entry in the 
ith row of [T]. Let pi(j) = vii (respectively uij). Then for all i, p, permutes 
{I, 2,. . .1 n }. If x were a common abscissa for one row and y a common 
ordinate for another, then (x, y) would belong to both rows (because m < n 
and each fl, is a permutation), contradicting the injectivity of 7. Therefore 
either 
(1) for all (i, j)E A, uij= uil, or 
(2) for all (i, j) E A, vii = vii. 
Suppose (1) holds. Define a(i) = uil for all i, 1~ i < m. For some j, vii= uil 
because pi is a permutation. It follows that (uil, uil) occurs in the ith row of 
[T] and in no other. Thus LY permutes { 1,2,. . . , m }. If i # 1, then T(( E,, Ei j)) 
= (E,,, E”,,) is a rank-l space with u = a(l), v = a(i), x = P1( j), and y = 
Pi(j). But CY(~)# a(i), so x = y. Therefore /3, = /3i for all i < m. Let p = pi; 
then T(i, j)=(a(i),/?(j)) f or all (i, j) E A. If (2) holds, then m = n. Let 
T’(i, j) = (vii’ uij) for all (i, j) E A, and apply (1) to T’ to complete the proof 
of the lemma. n 
LEMMA 3.5. If -r satisfies the conclusion of Lemma 3.4, then T is a 
( U, V )-operator. 
Proof. Let r be any permutation of { 1,2,. . . , k }. Let E,:;.” denote an 
m X n matrix of the form Eij defined in Section 2. Let Pk(vr) = ~~z=lE[~?I;I,. 
Then P,(a) is a permutation matrix. But E:f;“E,“;: = 6,. jE:‘;’ (where a,,, j is 
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the Kronecker delta). Thus E~Y,‘~“P,,(~) = En!y;;j,, and hence 
P,,,(a -‘)E:I’;“P,,(/?)= E,“;,&(j). 
If (a) holds in Lemma 3.4, then we define U = P,,( CI ‘) and V = P,(p). If 
A is any m X n Boolean matrix, we have A = X{ Ei, j: aij = l} and hence 
T(A)=X{E,,i j,:aij=l}=~{UE,jV:aij=l}=UAV.If(b)holdsinLemma 
3.4, define U L P,,(j3 ‘) and V = P,,(a). Let 2” be the operator on d,?,,,,,(B) 
defined by T’(A) = [T(A)] ’ for all A in 1,,,,,,,(B). Then T’( E, j) = E,, I ), pc j,, 
so T’(A)= P,(a ‘)AP,,(P) by the result for conclusion (a). Hence T(A) = 
UA’ V. n 
THEOREM 3.1. If T is a linear operator on M,,,,,,(B), then the following 
statements are equivalent: 
(a) T is invertible and preserves the rank of all rank-l matrices. 
(b) T preserves the ranks of all rank-l matrices and rank-2 matrices and 
preserves the dimension of all rank-l spaces. 
(c) T is a (U, V)-operator. 
Proof. Lemmas 3.4 and 3.5 show that (a) implies (c). Statement (b) 
implies (a) by Corollary 3.3. So it suffices to show that (c) implies (b). Any 
operator T that satisfies (c) is invertible; in fact T ~ ‘( A) = U - ‘AV ’ or 
2’-~‘(A)=U-‘A’V’. S UC operators are clearly rank-l preservers. The rest h 
is implied by Lemma 2.4.2. n 
4. BOOLEAN RANK PRESERVERS 
The following is true for operators T on m x n matrices over an algebra- 
ically closed field F. It characterizes the rank-preserving operators (see 
Marcus and Moyls [7] or Lautemann [6]). 
(4.1) The rank of T(A) equals the rank of A for all A if and only if T is 
a ( U, V )-operator. 
In this case, the characterization carries over completely to Boolean 
operators (Theorem 4.1). The theorem quoted at the outset of Section 3 
implies that: 
(4.2) Over F, T is rank-preserving if and only if T preserves the rank of 
each rank-l matrix. 
Theorem 4.2 below gives a nearly exact analogue. 
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LEMMA 4.1. ZfA, B are in d,,,,(B), A f B, p(A)> p(B), m > 1, and 
b(A) = b(B) = 1, then there exists C in A,,,,.(B) such thut b( A + C) = 1 and 
b(B+C)=2. 
Proof. If b( A + B) = 2, then the conclusion is obtained by letting C = A. 
So we may assume that b(A + B) = 1. Define EPY as in Section 2.5. 
Factoring A, B, and E,,, we have A = ax’, B = by’, and E,, = e,fi. By 
our hypotheses and Lemma 2.6.1, A & B. Therefore, Lemma 2.6.2 implies 
that (i) a = b and x # y, or (ii) x = y and a f b, or (iii) b < a, b # a, y < x, and 
y # x. 
In any case, there exist k, I such that b, = y, = 1, because B # 0. 
Case (i): We have x fi y because a = b and A fi B. So we can select j d n 
so that xi = 1 and yj = 0. Since m > 1, we can choose i < m so that i Z k. 
Now b(Eij + E,,) = 2, because k # i and I f j. Let C = (a+ ei)xt. Then 
B + C & Ei j + E,,. Thus b( B + C) = 2. On the other hand, A d C, so b( A + 
C) = b(C) = 1. The other cases are treated similarly. n 
LEMMA 4.2. Zf 2’ is a linear operator on A,,,,,,(B) with m > 1, and T is 
not invertible but preserves the rank of rank-l matrices, then T decreases the 
rank of some rank-2 matrix. 
Proof. By the proof of Corollary 3.3, T is not injective on J%” so 
T(X) = T(Y) for some X, Y in A1 with X # Y. Without loss of generality we 
may suppose that p(X) > p(Y). By Lemma 4.1, there is some matrix D such 
that b(X+D)=2 while b(Y+D)=l. However, T(X+D)=T(X)+T(D) 
= T( Y + 0). W 
THEOREM 4.1. Suppose T is a linear operator on JH,,~(B) with m > 1. 
Then T is a rank preserver if and only if T is a (U, V )operutor. 
Proof Theorem 3.1 and Lemma 4.2 prove the necessity of the condition 
given for rank preservation. To prove the sufficiency, we invoke the char- 
acterization of b(A) quoted in Section 2.1: b(A) is the least integer k for 
which k rank-l matrices whose sum is A exist. Therefore b(L(A)) < b(A) 
whenever L is a linear rank-l preserver. Now each (U, V )-operator and its 
inverse are rank-l preservers, so such operators preserve all ranks. n 
THEOREM 4.2. Suppose T is a linear operator on A,,,,,(B). Then T is a 
rank preserver if (and only if) T preserves the ranks of all rank-l and rank-2 
matrices. 
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Proof. We may assume m > 1. If T preserves ranks 1 and 2, then T is 
invertible (by Lemma 4.2) and hence a rank preserver by Theorems 3.1 and 
3.4. n 
Thinking of a Boolean matrix M as a zero-one matrix over a field, the 
(field) rank of M is 1 if and only if b(M) = 1, and the field rank of M is 2 only 
if b(M) = 2. This proves the following. 
COROLLARY 4.1. Suppose T is a linear operator on A,,,“(B). Then 1 
preserves the Boolean rank of all matrices if it preserves the field rank of 
rank-l and field rank-2 zero-one m x n matrices. 
5. THE STRUCTURE OF BOOLEAN-RANK-l SPACES 
In analogy with Marcus and Moyls [8] and Westwick [15], define a 
subspace of A?,,,.(B) h w ose nonzero members have Boolean rank-l as a 
(Boolean-) rank-l space. 
It can be shown that there are only two kinds of rank-l spaces in 
d,,,,,,(F). They are of the form {ax’:x E S} for some subspace S of F” or of 
the form {yb’: y E T} for some subspace T of F’“. We call the former “left 
factor spaces” and the latter “right factor spaces.” Therefore, rank-l spaces of 
matrices over a field are just the factor spaces. 
The structure of Boolean rank-l matrices turns out to be only slightly 
more complicated. We show that every rank-l space V contains a unique set 
of d > 1 factor spaces {W,,W,,..., W,} whose union is V, whose pairwise 
intersections are {0}, and which are sequentially absorbed, each by the next: 
w,<w,<... < W,. (Recall that U < W means that u < w for all u in U and 
all nonzero w in W.) 
Suppose V is a Boolean rank-l space and A = ax’ is any nonzero member 
of V. Let L(A) [respectively, R(A)] be the set of members of V having the 
same left factor a [respectively, right factor x] as A. (Factor was defined in 
Section 2.6.) Now, L(A) and R(A) are subspaces of V [0 E R(A)nL(A) by 
the convention mentioned in Section 2.61. 
We call L(A) and R(A) the left and right factor spaces of A. Evidently 
L(A)nR(A)= (0, A} = (A). 
LEMMA 5.1. lf A is in a rank-l space V, then A > B for all B E L(A) or 
A > C for all C E R(A). 
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Proof. If the contrary holds, then it can be shown that b(B + C) > 1 for 
some B E L(A) and C E R(A). w 
Applying Lemma 2.6.1, we can obtain the following corollary. 
COROLLARY 5.1. Zf A has the least perimeter of all X in L( A)uR(A), 
then L(A)= (A) or R(A)= (A). 
COROLLARY 5.2. Zf A has the least perimeter of all X in L(A)UR(A) 
thenL(A)uR(A)=L(A)orL(A)uR(A)=R(A). n 
Proof Immediate from Corollary 5.1. n 
If B > A but A and B have no common factors, we write B > A (or 
A < B). In other words, bw’ > axL if and only if b > a, w > x, b f a, and 
w # x. 
LEMMA 5.2. Zf A and B are in a rank-l space V and B > A, then B 2 X 
for all X in L(A)uR(A). 
Proof. Suppose A = ax’, B = bw’. S uppose X = ayt is in L(A). Without 
loss of generality we may assume X E (A) and y 6 x. Choose j so that yj = 1 
and x j = 0. For some i, bi = 1 and a i = 0 because B > A. For some p and 9, 
9P =landx,=l.Butx<w,sothatwq=l.LetD=B+X;thend,j=l= 
di, and dij=wi. But b(D)=l, p#i, and q#j.Therefore d,,=dij=l, so 
wj = 1. Thus wj = 1 whenever yi = 1 and xi = 0. Hence w > y. Therefore, 
B > X. If X were in R(A), a symmetric argument could have been used. n 
THEOREM 5.1. Zf V is a rank-l space, then there exist nonzero matrices 
A,, A,,..., A,, in V and factor spaces W, of the A, such thut 
andforall l<i< j<d: 
(b) W, “Wj = {0}, 
(c) wi < wjt 
(d) p(A,) 6 p(X) for all nonzero X in Wi, and 
(e) p(X) < p(Y) for all X in W, and all nonzero Y in Wi. 
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Proof. (By induction on IV].) If IV] = 2, then V = (0, A } and the proposi- 
tion is true. Suppose it is true for all rank-l spaces of cardinality at most c and 
that V is a rank-l space with IV] = c + 1 >, 3. Let A, be a member of V of least 
perimeter and W, = L(A,)UR(A,). By Corollary 5.2, W, = L(A,) or W, = 
R(A,). Possibly W, = (A,). Let U = V\(W,\O). If Y E U\O, then Y has no 
common factor with A,. Also p(Y)> p(A,) by the choice of A,. Therefore, 
Y & A, by Lemma 2.6.1. Thus Y >, A, by Lemma 2.6.2, so Y > A,. Conse- 
quently, by Lemma 5.2, 
w,<u. (5.1) 
SoifM=C{A:AEWI),thenY~MandY#M.Therefore,ifY,,Y,EU\O, 
their sum S >, M and S f M. Thus S & M and hence S 4 W,. This shows that 
U is a rank-l subspace of V and ]U) < IV ) - 1~ c. By the induction hypothesis, 
there exist matrices A,, A,,. . . ,A, with factor spaces W,, W,,. . . , W, respec- 
tively, all in U, satisfying conclusions (a) through (e). Now we verify these 
conclusions for A,, A,, . . . ,A, and W,, W,,. . . , W,. 
The definition of U implies V = W, U U and W, n U = (0). By the induc- 
tion hypothesis, U = U fsZWi and Wi n Wj = (0) for 2 < i < j< d. Therefore, 
V = U y=iW, and W, n Wj= (0) for all 1~ i < jr d. [(a) and (b) are estab- 
lished.] 
Suppose X E W, and Y E Wj\O for some j> i. We have Y E U\O and 
hence X < Y by (5.1) if i = 1. If i > 1 then X < Y by the induction hypothesis 
[(c) is established]. 
We have &A,) 6 p(X) for all nonzero X E W, by the definition of A, if 
i = 1, or by the induction hypothesis if i > 1. We have p(X) < p(Y) for all X 
in W, and all nonzero Y in Wj when j> i by the induction hypothesis when 
i > 1. If i = 1 then Y > X for all Y in U\O, as we noted in (5.1). But 
p(Y) > p(X) by Lemma 2.6.1 and conclusion (b) of this theorem. [(d) and (e) 
are established.] n 
Note that the union of any family of factor subspaces W,, W,, . . . , W, that 
satisfies (b) and (c) is a rank-l space. 
The proof of Theorem 5.1 suggests the following algorithm for determin- 
ing the factor subspaces W,, W,, . . . , W,, of any rank-l space V. 
(1) Leti=OandV,=V. 
(2) Let Ai be a member of V,\O of least perimeter, W, = L( Ai) uR( A i ), 
and U = Vi\(Wi\O). 
(3) If U = {0}, stop. Otherwise, let i = i + 1; then let Vi = U and go to 
step (2). 
THEOREM 5.2. The factor spaces W,, W,, . . . , W, of Theorem 5.1 are 
uniquely determined by V. 
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Proof. Suppose {ZlrZ2,...,Ze} is another set of factor spaces satisfying 
the conclusion of Theorem 5.1, and Z j is the factor space of Bj for j = 1,2,. . . , e 
just as W, is the factor space of Ai for i = 1,2,. . . , d. Part (d) of Theorem 5.1 
implies that A, and B, both have the least perimeter of all nonzero members 
of V. Therefore p(B,)= p(A,). Part (e) implies that p(A,) < p(X) for all 
nonzero X in V\W,. Therefore B, E W, and A, E Z,. Corollary 5.2 implies 
that Z, = L(B,)UR(B,). Now W, must be either L(A,) or R(A,). If W, = 
L(A,), then L(B,)= L(A,) as B, E W,. If W, = R(A,), then R(B,)= R(A,) 
similarly. Therefore Z, = W, U R( B, ) or Z, = L( B, )U W,. Consequently W, 
c Z,. By a symmetric argument, Z, _C W, and hence W, = Z,. Let V, =V\ 
W,\O; then we can show that W, = Z, in a similar way. Continuing induc- 
tively, we see that Wi = Z, for i = 1,2,. . . , d. Therefore (0) = V\U, 4 (!Z j 
Consequently d = e and Zi = Wj for 1~ j< d. n 
6. THE MAXIMUM CARDINALITY AND DIMENSION OF BOOLEAN 
RANK-l SPACES 
Let c(m, n) and d(m, n) denote the maximum cardinality and dimension 
respectively of rank-l spaces of m x n Boolean matrices. We shall show that 
forall l<m<n, 
c(m, n) = 2” +2”‘-i -1 and d(m,n)=/3(n)+P(m-l), 
where p(k) is (as in Section 2.3) the maximum dimension of all subspaces of 
Bk if k > 1. We define p(O) = 0 for convenience. 
In our previous discussion of p, we pointed out that P(k)/2kdm 
tends to 1 as k + oo. 
We’ll prove our results inductively using the structure theorem of Section 
5. First, some notation. 
If V is a rank-l space, let M(V) be the sum of its members. Let l(V) and 
r(V) denote the left and right factors respectively of M(V). Let Z(V) = 11(V)/ 
and r(V) = (r(V)I. 
LEMMA 6.1. 
(a) If V is a left factor space, then IV1 < 2’(v) and dim(V) < &r(V)). 
(b) If V is a right factor space, then [VI < 21cv) and dim(V) =G @l(V)). 
Proof. Part (a): Let 3 = {y E B”: l(V)y’ E V}; then V is a subspace of B” 
isomorphic to V. Let r = r(V). Now y Q r(V) for all y in V, so V is isomorphic 
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to a subspace of B’. Therefore IV1 < 2’ and dim(V) < fl( r). This establishes (a). 
Part (b) is proven symmetrically. m 
LEMMA 6.2. Suppose V=UUW, UfJW= {0}, and U=GW. Zf U and 
W are rank-l subspaces of M,, ,,(B), W is a left factor space, and 6 = T(V)- 
r(U), then 
(i) IW(<l+2’and dim(W)<l+P(6), and 
(ii) (W 1 G 2” and dim(W) d p( 6) when Z(V) = l(U). 
Proof. Let ab’ = M(U), cd’ = M(W), and W = {y E B”: cyf E W}. Then 
b < y <d for all nonzero y in W. Therefore W\b is a subspace of B”, 
isomorphic to a subspace of B”. Thus 
(W\bj G 2’ and dim(W\b) <P(S). (6.1) 
Note that Z(V) = Z(W), r(V) = r(W), and 8 = r(W)- r(U) because M(V) = 
M(W). If Z(V) = Z(U), then a = c because M(U) < M(V). Therefore cb’ E U\O, 
so b P W. Consequently W = W\b and (“) n is implied by (6.1). If b E W, then 
(b) fnd W\b satisfy the hypotheses of Lemma 2.3.2. Therefore whether 
b E W or not, dim(W) = dim((b))+ dim(W\b). But (W( = 1 + IW\bI, so (i) 
follows from (6.1). n 
LEMMA 6.3. Suppose V is any rank-l space. Zf g and h denote the 
maximum and minimum of { r(V), Z(V)} respectively, then 
1V1<29+2”-~-1 and dim(V)<P(g)+P(h-1). (6.2) 
Proof. By induction on p(V), the perimeter of M(V). Lemma 6.1 implies 
that (6.2) holds for all factor spaces. In particular, if p(V) < 3, then (6.2) holds 
for V. Suppose that (6.2) holds for all rank-l spaces Y with 3 < p(Y) < p(V). 
Without loss of generality, we may assume that V is not a factor space. 
Therefore d > 1 in the factor-space decomposition of V given in Section 5: 
v=u t < dY' 
Let U = Ui ~ ,,Wi and W = W,,. Parts (c) and (d) of Theorem 5.1 imply that 
p(U) < p(W). But M(V) = M(W) because W > U. Therefore p(U) < p(V). Let 
j= max( r(U), Z(U)) and k = min( r(U), Z(U)). Then 
IUIG2i+2kp1-l and dim(U)<P(j)+P(k-1) 
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by the inductive hypotheses. But U n W = (0) by Theorem 5.1(b). Also 
p(V) = &U)+dim(W) by Lemma 2.3.2. Therefore 
IVI,<2i+2kPi+(WI-2 
dim(V) G ,8(j) + P(k - 1) +dim(W). 
(6.3) 
We note for future reference that 
Z(V) > Z(U) and r(V) > r(U), (6.4) 
with equality holding in at most one of these expressions. This is because 
M(V) > M(U) but p(V)’ p(U). 
Case 1: g = r(V). Suppose that W is a left factor space. If j= r(U), then 
by (6.3) and Lemma (6.2) 
IVJ G2j+2g-j+2k-1+c-2, 
dim(V)<P(j)+P(k-l)+P(g- j>+e9 
(6.5) 
where e = 1 if Z(V) > Z(U) and e = 0 if Z(V) = Z(U). If g > j, then JVI < 2” + 
2h -’ - 1 by (6.4) and (6.5). If g = j, then h > k by (6.4), so [VI d 2g +2” ~’ 
by (6.5). Thus IV/ satisfies (6.2). If h > k, then e = 1 and dim(V) < /3( j>+ 
fi( g - j) + /3( k - 1) + 1. It follows easily from the definition of P that 
P(x)+P(Y)6p(x+Y) (6.6) 
for all nonnegative integers x and y. Therefore fi( j) + p( g - j) < p(g) and 
/3(k - l)+ 1~ /3(k) < P(h - 1). Thus dim(V) satisfies (6.2) when h > k. If 
h = k then g > j by (6.4) and e = 0, so (6.5) and (6.6) imply that dim(V) 
satisfies (6.2). Thus (6.2) is satisfied when j= r(U). If j= Z(U), then by (6.3) 
and Lemma 6.2, 
lvI~2j+2g-k+2k-1+~-2, 
dim(V)<P(j)+P(g-k)+P(k-l)+e, 
(6.7) 
where e = 1 if h > j and E = 0 if h = j. Now g > k. Otherwise we would have 
g = k, contradicting (6.4). Thus 
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Also 
Since the sequences { 29 - 29 ’ } and { p( 4) - /?( o - 1)} are monotonically 
increasing, it follows that (6.2) is satisfied when j= Z(U). 
Suppose W is a right factor space and j= r(U); then [WI < 2h ~ k + e and 
dim(W)~P(h-k)+E,where~=lifg>jand~=Oifg=j(byasymmetric 
version of Lemma 6.2 for right factor spaces). We have IV 1 < (2j + 2k 1 - 1) + 
(2’*pk+~)-1. If h=k, then g>j, so IVI<2g+2”p1-1. If h>k, then 
IvIG2j+2hp1- 1<2”+2”-l-l. Wealsohavedim(V)<P(j)+/3(k-l)+ 
/3(h-k)+c<p(j)+/3(h-l)+c<p(g)+P(h-1). If j=Z(U), then IWI< 
2”--j+ e and dim(W)< /3(h - j)+ c where e=l if g>k and E=O if g=k. 
But we’ve seen that g z k. Therefore 
IvI~(2j+2"~j)+2k~1-i, 
dim(V)<P(j)+P(h- j)+P(k-l)+l. 
Consequently 
IVI<2”+2k-i-l+e, 
dim(V)<P(h)+P(k-l)+l, 
where c = 1 if h = j and c = 0 otherwise (i.e. when h > j). But g > k, as 
we’ve seen, so 2k - ’ $ 2g ~ ’ - 1 and P(k - 1) d p(g)- 1. Therefore IV1 < 2h 
+29-i - 1 and dim(V) < /3(h)+ &g - 1). We noted above that these in- 
equalities imply (6.2). 
Case 2: g = Z(V). Let X’ = {X’: X E X}; then X’ is isomorphic to X, 
Z(X)= r(X’), and r(X)= Z(Xt). We have r(V’) > Z(U’) in this case, so by 
case 1, 
IV’1 < 2 r(V’) + 2W’) 1 - 1 
dim(V’)</?(r(V’))+P(Z(Vt)-1). 
Thus 
1V1<2g+2~~~--1 and dim(V)<P(g)+P(h-1). n 
THEOREM 6.1. For every 1~ m < n, c( m, n) = 2” + 2”’ ’ - 1 and 
d(m,n)=p(n>+P(m-1). 
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Proof. In view of Lemma 6.1 it is sufficient to exhibit rank-l spaces of 
m x n matrices achieving the bounds. 
Let e be the first column of the m X m identity matrix and X = {y E 
B”‘\e:y > e}U{O}. 
Let U= {ez’:zEB”}, W= {xJln: x=X}, and G=UUW. Then G is a 
rank-l space because U < W, and JG) = 2” + 2”’ ’ - 1 because U f’ W = (0). 
Let P be a subspace of B” of dimension p(n), and Y a subspace of X of 
dimension R(m - 1). Let R = {ez’:z E P}, S = {yJ1,:y E Y}, and H = RUS. 
Then H is a rank-l space because R < S and dim(H) = /3(n)+ /3( m - 1) by 
Lemma 2.3.2 because R n S = (0). n 
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