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Abstract: 
 
The phase diagram associated with high Tc superconductors is complicated by an array of 
different ground states.  The parent material represents an antiferromagnetic insulator but with 
doping superconductivity becomes possible with transition temperatures previously thought 
unattainable.  The underdoped region of the phase diagram is dominated by the so-called 
pseudogap phenomena whereby in the normal state the system mimics superconductivity in its 
spectral response but does not show the complete loss of resistivity associated with the 
superconducting state.  An understanding of this regime presents one of the great challenges for 
the field.  In the present study we revisit the structure of the phase diagram as determined in 
photoemission studies.  By careful analysis of the role of nanoscale inhomogeneities in the 
overdoped region, we are able to more carefully separate out the gaps due to the pseudogap 
phenomena from the gaps due to the superconducting transition.  Within a mean-field 
description, we are thus able to link the magnitude of the doping dependent pseudogap directly to 
the Heisenberg exchange interaction term, ܬ ∑ ݏ௜. ݏ௝	,  contained in the ݐ െ ܬ	model.  This 
approach provides a clear indication that the pseudogap is associated with spin singlet formation. 
  
2 
 
 
Introduction: 
 
The strongly correlated high-temperature cuprate superconductors continue to present challenges 
for the research community.  It is well established that the ground state of the parent materials 
are antiferromagnetic insulators.  Upon doping, long range magnetic order is lost and replaced by 
superconductivity with transition temperatures previously thought unattainable.  However, the 
phase diagram is also dominated by the so-called pseudogap regime where at high temperatures, 
the system mimics superconductivity in its spectral properties but only enters the 
superconducting state at lower temperatures.  It is therefore generally thought that a 
determination of the source of the pseudogap and the subsequent unraveling of the complexities 
of the cuprate phase diagram will ultimately provide a pathway to a final understanding of the 
physics of high Tc superconductivity and from that, a possible pathway to even higher 
superconducting transition temperatures.   However questions continue to arise as to whether the 
pseudogap region reflects preformed pairing of electrons or a competition between different 
orders inhibiting the development of the superconducting state.  An example of the latter is given 
by charge ordering and superconductivity as found, for instance, in the dichalcogenides.1  X-ray 
scattering studies have identified short range charge ordering in the cuprates2,3 but it appears 
confined to the region corresponding approximately to the underdoped side of the 
superconducting dome and certainly at temperatures lower than those associated with the 
pseudogap at the same doping levels.  Long range ordering does appear to compete with the 
superconductivity as evidenced by the dip in Tc in the vicinity of 1/8 doping, a doping level at 
which certainly the La0.875Ba0.125CuO4 system is known to exhibit static “stripe order”.4  Before 
attempting to resolve such issues it is important to first establish the correct form for the phase 
diagram.   Figure 1 shows two frequently presented formats.  In (a) the pseudogap line touches 
the superconducting dome tangentially; in (b) the line penetrates the dome to strike the doping 
axis at some critical point, which may or may not be quantum critical.  Photoemission represents 
one of the key probes of the low lying excitations and associated gaps in these materials.5   In 
presenting the cuprate phase diagram, photoemission-based studies almost universally propose 
that the temperature-dependent “pseudogap line” does in fact brush the superconducting dome 
tangentially on the overdoped side, as indicated in figure 1(a).5,6  However, such a picture is 
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difficult to reconcile with other experiments and models that point to the possibility of a critical 
point inside the superconducting dome, as in fig. 1(b).   
Early angle-resolved photoelectron spectroscopy (ARPES) studies of the pseudogap 
regime in Bi2Sr2CaCuO2+δ (Bi2212) identified disconnected Fermi arcs in the nodal region 
reflecting the presence of a spectral gap, the “pseudogap”, in the anti-nodal direction, the latter 
corresponding to the copper-oxygen bond directions.7,8  Photoemission studies of highly 
overdoped materials on the other hand found evidence of a full Fermi surface consistent with a 
more metallic phase.9  Closed Fermi surfaces are certainly expected for condensed matter 
systems in general and as such, the Fermi arcs in the underdoped materials have been the subject 
of considerable investigation.   Several studies have been interpreted as indicating a temperature 
dependent arc length,10 others a doping dependent length.11,12  More detailed studies have 
suggested that the arcs do, in fact, represent one side of an asymmetric hole-pocket13 consistent 
with several models of the doped Mott insulator at low doping.14,15,16  As a function of increased 
doping, the hole pockets grow with an area proportional to x, the doping level, until at some 
critical doping level the pseudogap disappears15; at this level, the pockets switch to the full Fermi 
surface associated with a more metallic state.  The full Fermi surface encloses a hole area equal 
to (1 + x).  These observations have indeed also been made recently using Spectroscopic Imaging 
Scanning Tunneling Microscopy (SISTM) studies on the Bi2212 system which showed the 
disconnected Fermi arcs  switching to a full Fermi surface at a doping level of approximately x = 
0.19.17   Furthermore recent high magnetic field studies of the Hall coefficient in a related 
cuprate, YBa2Cu3Oy (YBCO), also point to a crossover from hole-pockets with area proportional 
to x in the underdoped phase to the full Fermi surface with area proportional to (1+x) at the same 
critical doping level.18  Such a reconstruction of the Fermi surface would imply that there is no 
pseudogap at doping levels higher than the critical doping level, as suggested in the phase 
diagram presented in figure 1(b).  Other observations including Raman studies pf Bi221219 and 
neutron scattering studies of YBCO20 indicate a break in behavior in the vicinity of optimal 
doping or slightly higher.  Further, tunneling spectroscopy studies of break junctions on highly 
overdoped Bi2212 indicate a lack of pseudogap.21  How then do we reconcile these latter 
observations with the observation of a gap above Tc in photoemission studies of overdoped 
Bi2212?  
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Examination of figure 1(b)  indicates an opportunity for studying two particularly 
interesting regions:(i) lower doping at higher temperatures providing access to the pseudogap 
interactions without the complications of superconductivity and/or short range charge ordering 
(lattice disorder), and (ii) higher doping levels above the critical doping level providing access to 
the superconducting properties alone.  Thus in the present study we bring new insights into the 
discussion by considering the properties of these two distinct regions. 
In the overdoped region, consideration of the nanoscale inhomogeneities observed in this 
system22 leads to a picture whereby the gap observed above the superconducting transition 
temperature, Tc, appears to be associated entirely with superconductivity in the inhomogeneities.  
We do not provide any insight into the origin of these inhomogeneities but note that they may 
reflect either chemical doping or electronic phase separation or indeed both.  In the underdoped 
region, examination of the pseudogap line as a function of doping, x, confirms a picture of the 
phase diagram such that the pseudogap onset T*(x) line penetrates the superconducting dome 
and points to a critical doping level, xc, at approximately 0.19.  We associate this pseudogap line 
with the crossover from doped Mott insulator to marginal Fermi liquid or strange metal and the 
pseudogap itself with the singlets associated with an RVB type of spin liquid.23   
    
Experimental Results: 
 
a) The Overdoped Regime: 
 
We first examine the properties of the electronic structure in the anti-nodal region in 
Bi2212 at doping levels of 0.2 and above using the technique of angle-resolved photoemission 
spectroscopy.  Fig. 2(a) shows the temperature dependence of the measured photoemission 
spectra recorded at the antinodal point, indicated in the inset 2(b).  To gain a more accurate 
determination of gap size we show in figure 2(c) the (normalized) spectra symmetrized around 
the chemical potential, a technique frequently used in a number of earlier studies.  Our 
justification for doing this is shown in the supplementary information where we compare the 
symmetrized spectrum with that obtained by normalizing the raw data with the appropriate 
temperature dependent Fermi-Dirac function.  There is almost perfect agreement between the 
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two methods for this part of the Fermi surface.  We have made a similar observation in the 
past.11,13   
We now turn to a slightly different analysis from that used in earlier studies.  For each 
spectrum in fig. 2(c), we fit the structure with two Lorentzian peaks and determine the full width 
at half maximum (FWHM) across both peaks.  With increasing temperature as the gap between 
the two peaks disappears we eventually obtain the FWHM associated with a single peak.  The 
FWHM determined in this fashion is shown in figure 3(a), where it will be seen that the FWHM 
initially shows an increase as the gap starts to close and then decreases again before resuming the 
normal linear temperature dependence that we associate with strange metal or marginal Fermi 
liquid behavior.24,25   Figure 3(b) shows the disappearance of the gap between the two fitting 
Lorenztians.  Similar data from other doping levels is presented in the supplementary 
information.   How do we interpret these observations?   
Firstly, in the absence of the pseudogap at overdoping, we associate the two peaked 
structure with the superconducting state and hence Cooper paired electrons.  At temperatures 
close to the gap closing, indicative of the breakup of the Cooper pair, we anticipate an initial 
broadening of the peak associated with the reduced lifetime of the electron in the paired state.  
Several earlier studies have indicated that this lifetime is effectively a step function around the 
transition temperature.26,27  However, after the gap has closed as indicated in fig 3(b), we note 
that the width continues to decrease over a finite temperature range, behavior that seems 
inconsistent simply with the gap closing and a step function associated with lifetime.  The 
solution to this issue comes from SISTM studies of the very same system showing the presence 
of inhomogenities in the local gap structure.22  Indeed these same SISTM studies indicate the gap 
distribution is broader in the underdoped region and slowly reduces as the doping increases.  The 
photoemission spectra must reflect this gap distribution.   The emitted photoelectrons are not an 
“average” of the distribution.  Rather, photoelectrons ejected from the different local regions will 
all be represented by a weighted superposition in the measured spectra. 
In figure 4 we show the results of a simulation of the photoemission spectra that 
recognizes the gap distribution measured in the spatially resolved SISTM studies.22  Figure 4(a) 
shows the gap distributions used in the simulation as a function of doping.  As indicated in the 
supplementary information, comparison to magnetization measurements indicates that the mean 
field description of the superconducting gap finds a gap pairing strength for these samples at 0K 
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of 2 = 5.84Tc.   Here Tc is clearly defined by the temperature at which overall phase coherence 
is identified across the entire crystal.  The relationship 2∆ = 5.84 kTc, is larger than the standard 
BCS value of 3.5 kTc,28 but appropriate we believe for a more strongly coupled gap maximum in 
a d-wave superconductor.  We note that fitting the gap closure in the vicinity of the nodal region 
also yielded a value of 2∆ = 6.0kTc29 for the optimally doped material and a similar result was 
found in Raman studies of the Bi2212 system across the phase diagram.30 
Figure 4(c) shows the simulation of the measured spectra.   In each nano-region the gap is 
allowed to evolve according to the gap equation given by 
∆ሺܶሻ ൌ 	∆ሺ0ሻtanh	ሾߙ ቀ ೎்் െ 1ቁ
భ
మሿ              (1) 
where  is such that (0) = kTc.29  The emission from each region is represented by two 
Lorenztians separated by the temperature dependent gap.  On passing through the Tc for that 
region the width of each Lorenztian increases by an order of magnitude from 5 meV to 
approximately 50 meV.26,27  Note that the simulation shows the overall gap persisting to 
temperatures above the average Tc, measured in the magnetization studies.  In figure 4(c) we also 
show the simulation assuming a single average gap (gray curve) corresponding to the bulk Tc.  
Clearly the gap in the simulation now closes at Tc as would be expected.  In figure 4(b) we show 
the total width of the simulated spectra as a function of temperature for different doping levels.  
Again the simulations reproduce the measured FWHM of 3(a) in detail.  That a gap exists 
seemingly above Tc in the overdoped regime has often been interpreted as evidence for the 
continued presence of a pseudogap.  However, we believe that the present explanation of local 
doping or gap variations is more consistent with the results of the SISTM studies of Bi2212 and 
the Hall coefficient studies of YBCO, referenced earlier, showing no pseudogap for doping 
levels beyond approximately 0.19.   
 
b) The Underdoped Regime: 
 
Having clearly demonstrated that the gap observed above Tc in the overdoped region, 
beyond the critical doping level, reflects the superconductivity associated with nanoscale 
inhomogeneities, we now re-examine the pseudogap observed in the underdoped region.   We 
ask the question: is there any relationship between the pseudogap measured in this doping region 
7 
 
and the measured superconducting gap, particularly if the former reflects in some way pre-
formed pairs?  Indeed several early theoretical studies based on the Resonating Valence Bond 
(RVB) spin liquid model of the cuprates23 proposed that the spin gap associated with local spin 
singlet pairing giving rise to a  pseudogap at low doping, evolves smoothly into the 
superconducting gap at higher doping levels.31,32  Such models combined with other doping 
dependent phenomena including the role of phase fluctuations32 and coherence33 have frequently 
been invoked to explain the “development” of the superconducting dome.  In such models the 
“pseudogap” line does indeed therefore touch the superconducting dome tangentially.  As 
already discussed, it is not clear that such a concept will hold if there is a critical doping level in 
the vicinity of 0.19.  To examine the properties of the phase diagram further we plot in figure 5 
the pseudogap transition temperatures, T*, measured only by ARPES studies on the BSCCO 
(2212) system.34,35,36,37 The reason that we make these restrictions is simply that the doping level 
at which the Fermi surface reconstruction takes place quite often appears to differ from one 
cuprate family to another.38  Further, the Bi2212 system has been the subject of the most detailed 
temperature dependent ARPES studies of the pseudogap and the associated Fermi surface 
reconstruction.  The important observation is that all of these studies provide a measurement of 
pseudogap closing, an indication of the crossover from the small pockets associated with doped 
Mott Insulator to the full Fermi surface associated with the “strange” metallic behavior at that 
particular doping level.  We plot Tc as a function of doping level because quite often in different 
studies, even for the Bi2212 system, the Tcmax associated with superconductivity has been 
reported to range from 90-96K.  We may appear to have been selective in the use of data from 
the study of Vishik et al.  That study also included data points recorded from the related Pb 
doped Bi2212 system.  However we note that the latter data points fell outside the pseudogap 
line defiuned by the authors themselves.   Whether this reflects known changes in the BiO layer, 
increased disorder or a change in the (-0) line spectra previously reported39 for the Pb doped 
system is unclear. 
Fitting the measured data points for doping levels between 0.1 and 0.2, the fit shown in 
the figure extrapolates to a pseudogap temperature T* = 0K at a doping level ݔ௖ ൌ  0.193, 
exactly the doping level at which the SISTM studies indicate a reconstruction from arcs or hole 
pockets to a full Fermi surface.17  It is well established that the gap size also shows a linear 
energy dependence with doping.40  As such, we can look for a mean-field relationship between 
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the measured temperature, T*, and the measured gap, ߂௉ீ, similar to the relationship derived for 
the superconducting gap.  However at low temperatures it is difficult to distinguish between the 
pseudogap and the superconducting gap for doping levels less than the critical doping level.  We 
therefore explore the possibility of characterizing the pseudogap by the calculated doping 
dependent energy scale associated with the formation of the pseudogap. 
We have previously shown that the phenomenological YRZ ansatz15 for the pseudogap 
regime provides an excellent description of the evolution of the hole pockets with increased 
doping.13  The same ansatz is consistent with the crossover from arcs to full Fermi surface 
observed in the SISTM studies of Bi221217 and has also recently been shown to be consistent 
with the doping dependence observed for the carrier density determined in high magnetic field 
studies of the Hall coefficient in YBCO.41  Embedded within the YRZ phenomenology is a self-
energy term associated with the doping dependent pseudogap, ߂௉ீ.  The latter takes its form 
from consideration of the exchange interaction term within the framework of a renormalized 
ݐ െ ܬ	Hamiltonian associated with the doped Mott insulator,42,43 
ܪ௘௙௙ ൌ 	݃௧ܶ ൅	݃௦ܬ ∑ ݏ௜. ݏ௝                          (2) 
Here, ݃௦ሺݔሻ ൌ ସሺଵା௫ሻమ , the Gutzwiller factor, reflects the number of pairs of sites that can 
experience spin exchange at a doping level, x.  Numerical analysis and subsequent modeling 
have resulted in the pseudogap energy scale taking the form15,44 
߂௉ீ ൌ 0.3ݐሺ1 െ ௫௫೎ሻ                (3) 
where t = 3J with J representing the Heisenberg exchange interaction given by J=4t/U2 in the t-J 
model.                    
Within this framework setting CkT* = 2߂௉ீ, the gradient obtained from the fitting in 
figure 5 will be given from equation (3) by -0.6t/ܥݔ௖.  With J = 130 meV, the value obtained 
from the fit of the YRZ model to arcs/pockets in ref. 13, fits to inelastic scattering of the spin 
wave spectrum45, and from Raman spectra46, we obtain a value of C = 4.27 or 2߂௉ீ ൌ 4.27݇ܶ*.  
This is almost identical to the value of 2߂௉ீ ൌ 4.3݇ܶ* found in earlier tunneling spectroscopy 
studies of a range of cuprates47 and from Raman studies of the same systems.30  To turn this 
statement around, we can note that the mean field description of the pseudogap temperature 
relationship found in the earlier tunneling spectroscopy studies and the Raman studies requires 
the same doping dependent energy scale that drives the observed Fermi surface reconstruction.44  
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Further, we note that this pseudogap energy scale is derived from short range spin correlations 
with no reference to long range order in either the spin or charge degrees of freedom. 
 
Discussion: 
 
 By examining the temperature dependence of the antinodal gap as a function of doping in 
two distinct regions of the phase diagram we are able to distinguish the pseudogap and the 
superconducting gap associated with the nanoscale inhomogenities.  This analysis leads to a 
picture in which the pseudogap is associated with singlet formation in the doped Mott insulator. 
The energy scale associated with the pseudogap is derived from the short range spin correlations 
but the  mean field description indicates a pairing strength smaller than the pairing strength in the 
superconducting state.  It seems very unlikely that the pairing mechanism changes on entering 
the superconducting phase and as such we assume that the superconducting pairing mechanism 
also involves spin interactions.  Interestingly a recent study of the t – J model48 found that pairing 
interaction involving spin excitations increases as the temperature is lowered reflecting a 
rearrangement in the density of states.  The authors of that study note that this would not be the 
case for interactions involving the lattice.     
We further note that the present analysis indicates that the pseudogap line associated with 
singlet formation penetrates the superconducting dome and intersects the axis at a critical doping 
level associated with the Fermi surface reconstruction as shown in figure 5.   It is important to 
note that the energy scale which is directly related to 3J takes the same form for both the singlet 
pairing strength and for the Fermi surface reconstruction.   We can ask the question whether or 
not the singlets should be considered as pre-formed pairs that ultimately condense into the 
superconducting state or whether their presence actually competes with the superconductivity, 
which is believed to develop in the nodal region.  The observation that with reduced doping the 
size of the Fermi surface in the nodal region decreases and Tc decreases suggests that it is in fact 
the former, i.e. the presence of the singlets or pseudogap does compete with the superconducting 
state.    
The data points in figure 5 indicated as references 27 and 34 are recorded in the nodal 
region in laser based photoemission studies.  This is a difficult region of the phase diagram as the 
gaps associated with true superconductivity are almost identical in magnitude to the gaps 
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associated with the pseudogap.  Thus we suggest that laser based photoemission studies are in 
fact exploring the superconducting state.   Several recent photoemission studies have suggested 
another region in the phase diagram associated with pre-formed pairing and defined a 
temperature Tpair, a distinct boundary from the pseudogap line T*12,27  Indeed we further note that 
the Tpair line or the region defined in one of the latter studies27 closely parallels the region defined 
in earlier studies of the Nernst effect.49  In fact the measured T*2 as represented in figure 3 tracks 
this Tpair line quite closely.  Rather than pre-formed pairing we associate this boundary with the 
onset of phase coherence or superconducting fluctuations within the larger nano-regions 
assuming that Tc increases with the length scale associated with those regions.50  Support for this 
is given by the observation in one of the studies27 that on that boundary 2 = 6kTc, identical to 
that reported for the superconducting state here and elsewhere.29,30  If the latter is true, the 
pathway to higher transition temperatures in such strongly correlated systems would then be 
finding methods of engineering these materials in a way that maximizes the size of the nano-
regions, associated with disorder or phase separation. 
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Figures: 
 
 
 
 
 
Fig. 1.  Two scenarios for the hole-doped HTS phase diagram showing the Antiferromagnetic region (AF), 
the Pseudogap region (PG) and the Superconducting region (SC). a) T* merges with Tc on the overdoped 
side. b) T* crosses the superconducting dome and falls to zero at a quantum critical point (QCP).  TN is the 
Néel temperature for the antiferromagnetic state. 
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Fig. 2.  Photoemission spectra recorded from an overdoped sample with Tc = 80K.  a) Temperature 
dependence of the spectra recorded at the antinodal point indicated in the schematic of the Fermi surface 
shown in (b).  In the latter we indicate both the nodal and antinodal directions.  In a) the measured 
transition temperature Tc  is indicated by the transition from black to red curves.  (c)  The same spectra as in 
a) symmetrized around the chemical potential.  Now the color coding indicates that the gap loses a 
minimum in the center at approximately 90K but does not finally disappear until approximately 120K. 
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Fig. 3.  (a) The FWHM of the two peak structure indicated in figure 2(c).  The open circles indicate where 
two Lorenztians are used to fit the structure, the filled circles indicate a single Lorenztian.  (b) The 
separation of the two Lorenztians used in the fitting procedure.  T*1 indicates the temperature at which 
there is no longer a dip between the two peaks and T*2 indicates the temperature at which there is no longer 
a decrease in the overall width which then simply increases linearly with temperature. 
 
 
 
 
 
 
 
 
 
 
(a) 
(b) 
14 
 
 
 
 
 
 
Fig. 4.  Simulation of the photoemission spectra in the antinodal region. (a)  The gap distributions used in 
the simulation as a function of doping.  The transition temperature Tc and region in the phase diagram is 
indicated.  The distribution peaks at the overall Tc measured for the sample as in magnetization studies.  (b) 
The simulated overall width of the peak structure in the overdoped region as a function of doping to be 
compared with the experimental measurements as shown in fig. 3(a) for example.  (c) Simulation of the 
measured two peak structure.  The gray curve represents a simple two peaked structure associated with the 
average Tc, the green curve reflects the gap structure associated with the nanoscale inhomogeneities and 
FWHM indicated in (b). 
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Fig. 5.  The pseudogap temperature T* determined in different studies of the Bi2212 system as a 
function of doping x.  The different sources are indicated.  The red line indicates a fit to the data 
recorded for doping levels below x = 0.2.  The references associated with different data points are 
indicated. 
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Supplementary Information: The cuprate phase diagram and the 
influence of nanoscale inhomogeneities. 
 
1.  Crystal synthesis and characterization: 
All of the cuprate overdoped crystals used in the present study were grown using the floating-
zone method, and their Tc values were adjusted by both oxygen annealing and cat-ion doping. 
The midpoint of the superconducting transition in the magnetic susceptibility curve was defined 
as the Tc value. Typical magnetization curves are shown in Fig. S1. 
Fig. S1.  Typical magnetization curves obtained from the crystals used in the present study.  The 
indicated doping levels are derived via the standard equation from the measured Tc’s. 
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Figure S2 shows the gap measured in the anti-nodal direction at low temperatures as a function 
of Tc measured in the magnetization studies. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S2.  Plot of the gap measured in the antinodal direction at low temperatures as a function of 
Tc determined in magnetization measurements. 
2. ARPES spectrum analysis: 
Figure S3 shows the raw data as measured at the anti-nodal point indicated in figure 2(b) in the 
main text and the same data after both symmetrizing and normalizing by the Fermi-Dirac 
Distribution.  It can be seen that the latter two analyses provide nearly identical information.  
Figure S4 shows Lorentzian fits to the normalized raw data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S3.  A comparison of the fitted spectrum (black line) showing the complete gap obtained by 
symmetrizing the raw data (red circles) and normalizing to the Fermi-Dirac distribution, with the 
spectrum (blue line) obtained solely by normalizing the raw data to the Fermi-Dirac distribution.  
Fig. S4.  Representative Lorentzian fits to the symmetrized raw data normalized to the Fermi-
Dirac distribution function. 
 
Data obtained from fitting the temperature dependent gap distributions in the anti-nodal direction 
for different doping levels is shown in figure S5.  The figure also indicates the magnitude of the 
gap as a function of temperature. 
 
 
 
 
 
 
 
 
 
 
 Fig. S5.  The FWHM of the two peak fitting to the gap structure for different doping levels.  The open 
circles indicate where two Lorentzians are used to fit the structure, the filled circles indicate a single 
Lorentzian.  The separation of the two Lorentzians used in the fitting procedure is also indicated (in blue).  
T*1 indicates the temperature at which there is no longer a dip between the two peaks and T*2 indicates the 
temperature at which there is no longer a decrease in the overall width which then simply increases linearly 
with temperature.  (a) Presents data from a Tc = 65K sample and (b) presents data from a Tc = 70K sample. 
 
 
3. Gap simulation: 
The photoemission gap spectrum at the anti-nodal region was simulated using a sum of 
Lorentzian pairs. The peak-to-peak separation of each Lorentzian pair is equal to their respective 
gap size (Δ), and evolves with temperature using the BCS gap equation: 
 
Δ(T) = Δ(0) tanh [α (Tc/T – 1)1/2] for 0 ≤ T ≤ Tc , and 
Δ(T) = 0 for T > Tc 
 
where Δ(0) = αkTc, and α = 2.93. The linewidth (ω) of the Lorentzian pairs was also allowed to 
evolve with temperature using a similar equation: 
 
ω(T) = (Δ(T)/ Δ(0)) ω(0) + (1- (Δ(T)/ Δ(0))) ω(Tc)  for 0 ≤ T ≤ Tc , and 
ω(T) = ω(Tc)  for T > Tc 
 
where ω(0) = 5 meV and ω(Tc) = 46 meV. To account for the Marginal Fermi liquid behavior in 
the normal state a linearly increasing temperature dependent broadening was added to the 
linewidth of the Lorentzian pairs. The peak-to-peak separation and relative amplitudes of each 
Lorentzian pair was based on the STM derived gap distribution for the particular doping of 
interest [S1]. For the purpose of the simulation of the STM derived gap distributions [S1] it was 
found that a generalized Planck distribution, also known as a Davis distribution [S2] was a 
perfectly reasonable starting point.  
 
References: 
 
[S1]   Gomes et al, Nature 447, 569 (2007) 
[S2]  Christian Kleiber, Samuel Kotz, Statistical Size Distributions in Economics and Actuarial 
Sciences, Wiley (2003) 
 
 
