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摘 要 : 文章在对多维交叉分类数据进行粗糙集描述的基础上 , 提出了用关联信息系数矩阵测
度多维定性变量关联性的方法。研究表明 , 应用关联信息系数矩阵可以更有效地发现多维变量间的
关联结构。
关键词 : 交叉分类数据 ; 关联分析; 粗糙集




时 , 无论是进行最简单的分析还是建立复杂的模型 , 理解数
据都是至关重要的一步。对于多维定性变量的关联分析 , 目
前统计学领域主要是采用对数线性模型进行分析。但是 , 对
于大型数据集 , 一方面数据并非随机抽取 , 利用在随机分布
















在传统的统计学方法中 , 2 维交叉分类数据表 1 所示的
列联表来描述的。
表 1 中 , 变量 X 有 r 类 : X1,X2,⋯,Xr; 变量 Y 有 c 类; 变量
X 与 Y 则形成了 r×c类 : {XiXj|i=1,2,⋯,r,
j=1,2,⋯,c}。2 维表提供了以下的分布信息:
X:
X1 X2 ⋯ Xr
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表示[1]。U={u1,u2,⋯,un}为对象集 , 对应 n 个观测个体 ; A={x1,x2,
⋯ ,xp}为 属 性 集 , 对 应 高 维 列 联 表 中 的 变 量 集 , 如 x1 表 示 性
别 , x2 表示职业 ; V= U
x∈A
Vx, Vx 是变量 x 的值域 , 如对应高维列
联表中变量 xi 的取值集合 Ti; f:U×A→V 是一个信息函数 , 为
每个对象的每个属性赋予一个信息值 , 即)x∈A, u∈U,f(u,x)
∈Vx, 即每个观测对象与每个变量取值的映射关系。
在信息系统 S 中 , 如果 B*A 是任一子集 , 对于 ui,uj∈U
(i≠j), 如果每个属性 x∈B, 有
f(ui, x)=f(uj, x)
则称在 S 中 , ui 与 uj 关于属性子集 B 是等价的 , 用 RB 表
示对象集 U 由属性子集 B 导出的一个等价关系。U 上的等价
关系 RB 必然产生 U 上的一个划分 U/B={U1,U2,⋯,Uk}, 即等价
关系将研究对象分成 k 个不同的类 , 这些类之间互不相交
(Ui∩Uj=!|i≠j), 且任何对象只包含于某一类中。
多维交叉分类数据可用信息表的形式加以表示 , 信息表
的行对应变量集 A 的等价关系 RA 产生的分类 , 列对应对象
的属性及各分类的频数或频率 , 对象的信息是通过映射关系
f 来表达。
表 2 中 , 一个变量对应一个等价
关 系 , 一 个 表 对 应 一 族 等 价 关 系 分
类。对于任意的变量子集 B*A, B 包
含的变量越多划分越细 , 即当




从信息表, 我们可以得到任意变量子集 B*A 等价关系 RB
的频率分布:
RB=
x1 x2 ⋯ xk
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我们知道 , 熵是反映不确定性的测度 , 熵值越大表示不





测度 [2]。对于任意一个 m(1≤m≤p)维变量子集 B "A, 根据









关联信息量 I(B,C)反映了变量子集 B 与 C 的关联程度 ,
且可推出:
I(B,C)=H(B)+H(C)- H(BC) ( 3)
如果变量子集 B 与 C 独立 , 则有
H(D)=H(B)+H(C)=H(BC)
即 I(B,C)=0。变量间的关联性越强 , 关联信息量 I(B,C)越大。为
了可比 , 我们定义[2]关联信息系数测度变量间的关联程度 :
IR(B,C)=I(B,C)/ H(B)H(C)& ( 4)
显然有 0≤IR(B,C)≤1, 且有 IR(B,C)=IR(C,B)。当变量间
完全独立时 , IR(B,C)=0; 当变量间具有函数关系时 , IR( B, C)
=1; 关联信息系数越接近于 1, 变量间的关联性愈强。
2 多维定性变量的关联性分析
多维变量间关联性的分析涉及
不 同 维 度 变 量 间 的 关 联 结 构 分 析 。
对于 p 维变量而言 , 需要分析的首
先是 1 维变量间的关联结构 , 在此
基础上 , 进一步分析 2 维变量子集
直至维变量集与各维变量子集的关
联结构。根据层次模型分析结果可
知 , 当变量 xi 与 xj 相互独立时 , 变量
子集 B1=(xi,xj)与变量 xk 也独立 , 据此
可借鉴聚类分析思想 , 首先计算一
维 变 量 子 集 间 的 关 联 信 息 系 数 矩





量子集进行并类 ; 重复上述步骤 , 直
到合并为一类或关联信息系数太小
无法并类为止。下面以表 3 所示的
Ries 和 Smith 于 1963 年 收 集 的
1008 人关于洗涤剂爱好的调查数据为例 , 给出多维定性变
量的关联分析方法。
表 3 中 , U 为 1008 被调查者的集合 , A={x1,x2,x3,x4} 为变
量集 , 由变量集 A 形成的等价关系将 1008 名调查者分成了
24 个类别。其中 : x1 表示水的软度 , Vx1={1,2,3}, 1 表示软 , 2 表
示中 , 3 表示硬 ; x2 表示以前是否用商标 , Vx1 ={1,2}, 1 表示是 ,
2 表示否 ; x3 表示水的温度 , Vx1 ={1,2}, 1 表示高 , 2 表 示 低 ; x4
表示喜欢的商标 , Vx1 ={1,2}, 1 表示 X, 2 表示 M; f 表示各个类
别的频数。
根据表 3, 可以得到等价关系 Rxi 形成的频率分布 , 在此
基 础 上 根 据 式 ( 4) 计 算 1 维 变 量 子 集 间 的 IR(xi,xj)(i,j=1,2,3,
4), 当 i=j 时 , IR(xi,xj)=1, 结果如表 4 所示。
表 4 中 , 各变量间的关联信息系数与 0 较为接近 , 表明
变量间的关联性较小。maxIR(xi,xj)=IR(x2,x4)=0.015, 在临界值
0.01 下 , 表明 x2 与 x4 间具有一定的关联性 , 其他变量间不具
有关联性。将其并类形成子集 B1=
(x2,x4)。接下来 , 再计算子集 B1 与
剩 余 子 集 间 的 关 联 信 息 系 数 IR
(xi,xj)(i=1,3) 矩阵。结果如表 5 所
示。
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