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Abstract
Problems of inserting lattice-valued functions are investigated. We provide an analogue of the clas-
sical insertion theorem of Lane [Proc. Amer. Math. Soc. 49 (1975) 90–94] for L-valued functions
where L is a -separable completely distributive lattice (i.e. L admits a countable join-dense subset
which is free of completely join-irreducible elements). As a corollary we get an L-version of the
Kateˇtov–Tong insertion theorem due to Liu and Luo [Topology Appl. 45 (1992) 173–188] (our proof
is different and much simpler). We show that -separable completely distributive lattices are closed
under the formation of countable products. In particular, the Hilbert cube is a-separable completely
distributive lattice and some join-dense subset is shown to be both order and topologically isomor-
phic to the hedgehog J (ω) with appropriately defined topology. This done, we deduce an insertion
theorem for J (ω)-valued functions which is independent of that of Blair and Swardson [Indian J.
Math. 29 (1987) 229–250]. Also, we provide an iff criterion for inserting a pair of semicontinuous
function which yields, among others, a characterization of hereditarily normal spaces.
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1. Introduction
There is an extensive literature devoted to the possibility of inserting, for a given pair of
comparable real-valued functions f and g on a topological space X, a continuous function
h such that f  h  g. The prototype of such a situation was first investigated by Hahn
[12] with f an upper semicontinuous and g a lower semicontinuous function on a metric
space. The possibility of inserting such an h characterizes a normal space X. This is the
well-known insertion theorem of Kateˇtov [15] and Tong [31]. Different assumptions on
f and g lead to characterizations of other topological properties (for a survey we refer to
Lane [23]).
Every insertion theorem necessitates that the range space be endowed with a partial or-
der. The Kateˇtov–Tong theorem for the situation in which the range space is the hedgehog
was, in 1987, proved by Blair and Swardson [2]. At the same time, it has been extended in
[17] to the case when the range space is the L-fuzzy real line. In 1992, Liu and Luo [25]
extended the Kateˇtov–Tong theorem to functions with values in a completely distributive
lattice with a countable strictly ∨-generating subset (in the standard terminology: a count-
able join-dense subset which is free of completely coprimes = supercompact elements). In
1992 too, van Gool [11] obtained a Kateˇtov–Tong-type result for functions with values in a
metrizable arcwise connected linked bicontinuous lattice. In 1997, the fairly sophisticated
proof of Liu and Luo was simplified by Zhang [33] who has also made a comparative study
of the results by Liu–Luo and van Gool. More recently, Yang [32] has discussed the prob-
lem of which spaces have the Kateˇtov–Tong-type insertion property for arbitrary connected
complete chains with their interval topologies.
The present paper continues the development of insertion-type theorems for lattice-
valued functions. To do this one first has to choose appropriate definitions of semicontinu-
ity for functions with values in a complete lattice. The most flexible versions of semicon-
tinuity for lattice-valued functions on a topological space seem to be the continuities with
respect to the upper topology ν(L) and the lower topology ν˜(L) (cf. [25,32]) and [8] for
notation). As in [25], we shall assume that the range space is a completely distributive lat-
tice L with a countable join-dense subset consisting of non-supercompact elements. Such
an L will be called a -separable lattice (here  denotes the relation of Raney [27] which
will play the role of the strictly less than relation <).
We shall prove an analogue of the classical insertion theorem of Lane [22] for L-valued
functions, where L is a -separable completely distributive lattice. The proof uses appro-
priately modified Kateˇtov’s relation inspired by [19] (for another refinement of the Kateˇtov
relation, see [24]).
Several results are established as corollaries. Among them are the L-version (with a
considerably simpler proof) of the Kateˇtov–Tong-type theorem of Liu and Luo [25], and
the L-valued version of the insertion theorem of Stone [30].
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It is shown that they are closed under the formation of countable products. In particular,
the Hilbert cube is shown to be -separable completely distributive lattice, and to con-
tain a join-dense subset which is proved to be both order and topologically isomorphic
to the hedgehog J (ω) with appropriately defined topologies. Our insertion theorem for
hedgehog-valued functions is independent of that of Blair and Swardson [2].
Then, we provide an iff criterion for a double insertion theorem and obtain, as corol-
laries, characterizations of hereditarily normal spaces, extremally disconnected ones, as
well as of those that are both hereditarily normal and extremally disconnected, in terms of
inserting a pair of semicontinuous L-valued functions (cf. [18] for the real-valued case).
2. Preliminaries in lattices: the Raney extra order 
Throughout this paper L denotes a (complete) completely distributive lattice. This as-
sumption may occasionally be repeated.
In this section we collect the specific notions which will be used later on. Our reference
for general concepts regarding lattices and complete distributivity is [9,6,27] (see also [7]).
We shall not use the equational definition of complete distributivity and we, therefore,
start with Raney’s [27] characterization of complete distributivity in terms of an extra or-
der  with the approximation property. More specifically, given a complete lattice L and
a, b ∈ L, we write
a  b
if and only if a ∈ A for every lower set A ⊂ L with b ∨A (note that Raney has the
notation a  b; the notation a  b comes from [9]). Equivalently,
a  b if and only if, when A ⊂ L and b
∨
A, there is c ∈ A with a  c.
Then the lattice L is completely distributive if and only if  has the approximation prop-
erty, i.e.
a =
∨
{b ∈ L: b a}
for each a ∈ L. The extra order has the following properties (cf. [9,27]). If a, b, c, d ∈ L,
then:
( 1) a  b implies a  b,
( 2) c a  b d implies c d ,
( 3) a  b implies a  c b for some c ∈ L. (Interpolation Property)
More terminology: a subset D ⊂ L is called join-dense (or a basis of L) if each element of
L is a join of elements from D. In other words, D is a basis if a =∨{d ∈ D: d  a} for
each a ∈ L. We shall need the following obvious fact.
Fact 2.1. For L a completely distributive lattice and D ⊂ L the following statements are
equivalent:
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(2) Given a  b in L, there is a d ∈ D such that a  d  b. (We shall occasionally say
that D is -dense.)
Proof. (1) ⇒ (2): Let a  b. Since D is join-dense, by the interpolation property there
exist c ∈ L and C ⊂ D with a  c ∨C  b. But then there exists a d in C such that
a  c d . By ( 2) we get a  d  b where d belongs to B .
(2) ⇒ (1): Since  has the approximation property and D is -dense, for an arbitrary
a ∈ L we have a =∨{b ∈ L: b d  a for some d ∈ D}∨{d ∈ D: d  a} a. 
Remark 2.2. It is well known that complete distributivity is a selfdual property, i.e. L is
completely distributive if and only if Lop is (see [7, p. 63], for a nice proof of this fact).
Let op correspond to the order op in Lop . We shall need yet another extra order in L
defined as follows: if a, b ∈ L, then
a  b ⇐⇒ bop a.
So, a  b if and only if, whenever
∧
A  a for some A ⊂ L, there exists a c ∈ A with
c b.
Clearly enough, the extra order  has the properties ( 1), ( 2) and ( 3).
Also, for future reference we note the following.
Fact 2.3. A lattice L is completely distributive if and only if a =∧{b ∈ L: a  b} for every
a ∈ L.
3. -separable completely distributive lattices
We recall briefly the definition and some properties of Galois connections, see [9] for
more details. Let K and M be two partially ordered sets (posets). A pair (g, d) of functions
g :K → M and d :M → K is called a Galois connection (or an adjunction) between K and
M provided that both g and d are monotone (order-preserving) and the relations d(s) t
and s  g(t) are equivalent for all t ∈ K and s ∈ M . The function g is called the upper
adjoint and d the lower adjoint. Any upper adjoint preserves the existing meets; any lower
adjoint preserves the existing joins. Also d ◦ g  idK and idM  g ◦ d .
In what follows, we shall primarily be concerned with those join-dense subsets of a
completely distributive lattice L, which are free of supercompact elements. Recall that an
element a ∈ L is called supercompact (completely coprime or completely join irreducible,
cf. [7,1]) if a  a. (In [25], a join-dense subset without supercompact elements is called
strictly ∨-generating.) We introduce the following:
Definition 3.1. A completely distributive lattice will be called-separable if it has a count-
able join-dense subset consisting of non-supercompact elements.
One example of a -separable completely distributive lattice is, of course, L = [0,1] in
which [0,1] ∩Q forms a countable basis without supercompact elements (the extra order
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we shall show in what follows—the class of -separable completely distributive lattices is
closed under countable products with componentwise ordering.
Let I = ∅ be an arbitrary index set and let Li be a completely distributive lattice for
each i ∈ I . Since complete distributivity is closed under the formation of arbitrary products
with componentwise ordering (a  b ⇐⇒ a(i)  b(i) for every i ∈ I ), the product L =∏
i∈I Li is completely distributive. We will denote by 0 and 1 the bottom and top elements
in the product L, byi the Raney relation in Li , and byI the Raney relation in L. Dually,
we write i and I .
For any a ∈ L, there is a standard order-embedding of the ith factor Li into the product
L via the mapping eai :Li → L defined for each t ∈ Li , as:
eai (t)(j) =
{
t, if j = i,
a(j), if j = i.
For the ith projection pi :L → Li , we clearly have pi ◦eai = idLi . Observe that pi :L → Li
is an upper adjoint of e0i and a lower adjoint of e1i . Clearly, all the mappings pi , e0i and e1i
preserve arbitrary joins and meets.
The previous observations are key ingredients for the following facts.
Fact 3.2. For every i ∈ I , s, t ∈ Li and a, b ∈ L, the following statements hold:
(1) a I b implies pi(a)i pi(b);
(2) s i t implies e0i (s)I e0i (t);
(3) If D ⊂ L is I -dense, then pi(D) is i -dense;
(4) ∨i∈I e0i ◦ pi = idL.
Proof. (1) Let a I b and A ⊂ Li such that pi(b)∨A, or equivalently (by adjunction)
b  e1i (
∨
A) =∨ e1i (A). Then there exists some c ∈ A such that a  e1i (c), equivalently
pi(a) c, which means pi(a)i pi(b).
(2) Similar to (1), using the adjunction (pi, e0i ).
(3) Follows from (1) and (2).
(4) This is obvious. 
Fact 3.3. For a, b ∈ L \ {0} we have: a I b if and only if there exists i0 ∈ I such that
a ∈ e0i0(Li0) and a(i0)i0 b(i0).
Proof. ⇒: This implication follows directly from Facts 3.2(4) and 3.2(1).
⇐: Let A ⊂ L be such that b∨A. Then b(i0) (∨A)(i0), and since a(i0)i0 b(i0),
there exists a c ∈ A such that a(i0) c(i0). Consequently a  c and we are done. 
It is now easy to check the following:
Fact 3.4. Let Di be a join-dense subset of Li for each i ∈ I . Then
D =
⋃
e0i (Di)i∈I
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then so is D.
Proof. The density of D in L follows immediately from the density of Di in Li and
Fact 3.2(4). The second statement is a consequence of Fact 3.3. 
For convenience we use the following notation: L∗ =⋃i∈I e0i (Li). As a consequence
we have the following result:
Proposition 3.5. A countable product of -separable completely distributive lattices is
-separable.
In particular, the Hilbert cube L(ω) = [0,1]ω with the componentwise order is a -
separable completely distributive lattice. Later on we shall show that its -dense subset
L(ω)∗ =⋃{e0i ([0,1]): i ∈ I }, with |I | = ω, is both order and topologically isomorphic to
the compact hedgehog J (ω) with ω spines with appropriately defined topology.
4. Generating lattice-valued functions
Even if a number of generalities which follow hold true for arbitrary complete lattices,
our standing assumption on L is—as has already been mentioned—the complete distrib-
utivity. For X a set, LX denotes the complete lattice of all maps from X into L under
pointwise ordering:
f  g in LX if and only if f (x) g(x) in L
for each x ∈ X. Given f ∈ LX and a ∈ L, we standardly write:
[f  a] = {x ∈ X: a  f (x)},
[f  a] = {x ∈ X: a  f (x)},
[f  a] = {x ∈ X: f (x) a},
[f  a] = {x ∈ X: f (x)  a}, etc.
We now discuss in the context of lattices of what is known about generating real-valued
functions by monotone families of subsets (Stone–Urysohn’s procedure). A good reference
for the real case is [21] (see also [30,4]).
Lemma 4.1. For a subset D ⊂ L and a family F = {Fd ⊂ X: d ∈ D} the following are
equivalent:
(1) Fd1 ⊃ Fd2 whenever d1  d2. (We shall say that F is -antitone.)
(2) There exists a function f :X → L such that for every d ∈ D:
[f  d] ⊂ Fd ⊂ [f  d].
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f (x) =
∨
{d ∈ D: x ∈ Fd}.
Clearly, Fd ⊂ [f  d]. Let x ∈ [f  d]; by the interpolation property, there is an a ∈ L
such that d  a  f (x) =∨{d ∈ D: x ∈ Fd}. Thus, there is some c ∈ D with x ∈ Fc
such that a  c. Then d  c and since F is -antitone, x ∈ Fd . Thus, we have proved
[f  d] ⊂ Fd ⊂ [f  d].
(2) ⇒ (1): Let d1  d2. Then [f  d2] ⊂ Fd2 ⊂ [f  d2] ⊂ [f  d1] ⊂ Fd1 , i.e. Fd1 ⊃
Fd2 . 
Definition 4.2. Let D ⊂ L. A -antitone family F = {Fd ⊂ X: d ∈ D} is called a scale
in X. The function f ∈ LX defined by f (x) =∨{d ∈ D: x ∈ Fd} is said to be generated
by the scale F .
Note. Given an f ∈ LX , both {[f  a]: a ∈ L} and {[f  a]: a ∈ L} are scales that
generate the function f .
Lemma 4.3. Let D ⊂ L be join-dense. Let f,g ∈ LX be generated by the scales {Fd}d∈D
and {Gd}d∈D , respectively. Then f  g if and only if Fd1 ⊂ Gd2 whenever d2  d1.
Proof. For the ‘only if’ part it suffices to note that Fd1 ⊂ [f  d1] ⊂ [g  d1] ⊂ [g 
d2] ⊂ Gd2 . For the converse, let x ∈ X. Select d ∈ D with d  f (x). Further, let d  d2 
d1  f (x). Then x ∈ [f  d1] ⊂ Fd1 ⊂ Gd2 ⊂ [g  d2] ⊂ [g  d]. Therefore, f (x) =∨{d ∈ D: d  f (x)}∨{d ∈ D: d  g(x)} = g(x). 
Lemma 4.4. Let D ⊂ L be join-dense. Let {Fd}d∈D be a scale in X. There exists a unique
f ∈ LX such that
[f  d] ⊂ Fd ⊂ [f  d].
Moreover, for every a ∈ L one has the following:
(1) [f  a] =⋂da Fd ,
(2) [f  a] =⋃ad Fd .
Proof. The existence follows from Lemma 4.1, while the uniqueness is a consequence of
Lemma 4.3.
For the inclusion ⊂ in (1), we observe that [f  a] ⊂ [f  d] ⊂ Fd for any d ∈ D
with d  a. For the reverse inclusion, we have
⋂
da Fd ⊂
⋂
da[f  d] = [f 
∨{d ∈
D: d  a}] = [f  a].
For (2), we have [f  a] = {x ∈ X: a  d  f (x) for some d ∈ D} =⋃ad [f  d] ⊂⋃
ad Fd ⊂
⋃
ad [f  d] ⊂ [f  a]. 
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As has already been mentioned in the introduction, there is a number of possibilities
to define semicontinuity for L-valued functions. It is well known (see, e.g., [3,5]) that,
given a topological space X, a function f :X → R is lower [upper] semicontinuous if
and only if f = f∗ [f = f ∗] where f∗ is the lower limit function of f and is defined by
f∗(x) =∨{∧f (U): U is an open neighbourhood of X} and f ∗ the upper limit function
of f , is defined dually. We observe that no topology in the codomain is used. Therefore
the definitions of lower and upper limit functions go unchanged to the case of L-valued
functions (cf. [28,13,25]).
Definition 5.1. Let X be a topological space. Define (·)∗, (·)∗ :LX → LX as follows: for
an x ∈ X, let
f∗(x) =
∨
U∈Nx
∧
y∈U
f (y) and f ∗(x) =
∧
U∈Nx
∨
y∈U
f (y)
where Nx is the family of all open neighbourhoods of x. We shall say that f :X → L is
lower [upper] semicontinuous if and only if f = f∗ [f = f ∗]. We denote by LSC(X,L)
and USC(X,L) the collections of all lower and upper semicontinuous functions of LX .
Members of C(X,L) = LSC(X,L)∩ USC(X,L) are called continuous.
Clearly, both the operations (·)∗ and (·)∗ are monotone and f∗  f  f ∗ for each f ∈
LX . It is also evident that (1A)∗ = 1Int A and (1A)∗ = 1A, where 1A is the characteristic
function of A ⊂ X.
As will be noted below, LSC(X,L) consists of all functions which are continuous with
respect to the upper topology ν(L) (generated by the sets L \ ↓ a, where ↓ a = {b ∈ L: b
a}), while members of USC(X,L) are precisely the continuous functions with respect to
the lower topology ν˜(L) (generated by the sets L \ ↑ a, where ↑ a = {b ∈ L: a  b}).
Consequently, an f :X → L is continuous if and only if it is continuous with respect to
the interval topology. Indeed, we have the following (the equivalence (1) ⇔ (2) has earlier
been shown in [26,25]):
Proposition 5.2. Let X be a topological space. For an f ∈ LX the following are equivalent:
(1) f ∈ USC(X,L),
(2) [f  a] is closed for each a ∈ L,
(3) [f  a] is open for each a ∈ L.
Dually, the following are equivalent:
(1op) f ∈ LSC(X,L),
(2op) [f  a] is closed for each a ∈ L,
(3op) [f  a] is open for each a ∈ L.
Proof. (2) ⇒ (1): Let x ∈ X. It is enough to check that f ∗(x) f (x). Let x ∈ [f ∗  b]
with b ∈ L. This means that b∧{∨f (U): U ∈Nx}, hence for each U there is a y ∈ U
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[f ∗  b] ⊂ [f  b]. Hence f ∗(x) =∨{b: x ∈ [f ∗  b]}∨{b: x ∈ [f  b]} = f (x).
(1) ⇒ (3): Let x ∈ [f  a]. There exists b ∈ L such that ∧{∨f (U): U ∈Nx} =
f ∗(x)  f (x)  b  a. Consequently (using Remark 2.2), there exists a U ∈ Nx with∨
f (U) b a which yields x ∈ U ⊂ [f  a].
(3) ⇒ (2): Let x ∈ [f  a]. Select b ∈ L such that x ∈ [f  b] (recall that such a b
does exists on account of Fact 2.3). Thus, [f  a] ∩ [f  b] = ∅, and hence a  f (y)
b for some y ∈ X. Finally, we have f (x) = ∧{b ∈ L: f (x)  b}  a, i.e. [f  a] ⊂
[f  a]. 
Proposition 5.3. Let X be a topological space and D be a join-dense subset of L. Let
f ∈ LX be generated by the scale {Fd ⊂ X: d ∈ D}. Then:
(1) f ∗ is generated by the scale {Fd : d ∈ D};
(2) f∗ is generated by the scale {IntFd : d ∈ D}.
Proof. For (1), let d1  d2. We have Fd2 ⊂ [f  d2] ⊂ [f ∗  d1]. Since the latter is closed,
we have Fd2 ⊂ [f ∗  d1]. By Lemma 4.3, we have g  f ∗, where g is the function gen-
erated by the scale {Fd}d∈D . Clearly, f ∗  g, so that f ∗ = g is generated by {Fd}d∈D .
Similarly one proves (2). 
Corollary 5.4. For X a topological space, D a join-dense subset of L, and f ∈ LX being
generated by the scale {Fd : d ∈ D}, the following hold:
(1) f ∈ USC(X,L) if and only if Fd1 ⊂ Fd2 whenever d2  d1;
(2) f ∈ LSC(X,L) if and only if Fd1 ⊂ IntFd2 whenever d2  d1;
(3) f ∈ C(X,L) if and only if Fd1 ⊂ IntFd2 whenever d2  d1.
Proof. By Proposition 5.3, f ∗ is generated by {Fd}d∈D . By Lemma 4.3, f ∗  f if and
only if Fd1 ⊂ Fd2 whenever d2  d1. This proves (1). The same argument applies to (2),
and (3) is a consequence of (1) and (2). 
6. Kateˇtov–Tong-type insertion theorem
We begin with the following definition which provides an equivalent formulation of the
original Kateˇtov relation of [15].
Definition 6.1 ([15,16,19]). Let X be a set. A binary relation  on the powerset P(X) is a
Kateˇtov relation if and only if for all A,B,C,D ⊂ X the following hold:
(P1) A B ⇒ A ⊂ B ,
(P2) A ⊂ B C ⊂ D ⇒ AD,
(P3) A B and C  B ⇒ (A∪C) B ,
(P4) A B and AC ⇒ A (B ∩C),
(P5) A B ⇒ AD  B for some D ⊂ X. (Interpolation Property)
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can be restated as follows:
•  is an idempotent relation (transitive with interpolation property); i.e.  ◦  = ,
• a  b ⇒ a  b,
• {a ∈ L: a  b} is an ideal,
• {b ∈ L: a  b} is a filter.
In view of this fact we can now extend ([15,19]; also cf. [29]).
Lemma 6.2. Let  be a Kateˇtov relation on a complete lattice L. Let A,B ⊂ L be two
countable subsets such that(∨
A
)
 b and a 
(∧
B
)
for all a ∈ A and b ∈ B , then there is a c ∈ L such that a  c  b for all a ∈ A and b ∈ B .
Following [19,16], we generalize the original Kateˇtov Lemma as follows:
Lemma 6.3. Let  be a Kateˇtov relation on a complete lattice L. Let D be an arbitrary
countable set and let ≺ be a transitive and irreflexive relation on D. Let {ad}d∈D and
{bd}d∈D be two countable subsets of L such that
d ≺ d ′ implies ad ′  ad, bd ′  bd and ad ′  bd.
Then there is a countable subset {cd}d∈D of L such that
d ≺ d ′ implies (ad ′ ∨ cd ′)  (cd ∧ bd).
Proof. Let {dn}n∈N be an enumeration of D. We proceed to inductively define a countable
subset {cdn}n∈N such that
di ≺ dj ⇒
⎧⎨
⎩
adj  cdi if i  n,
cdj  bdi if j  n,
cdj  cdi if i, j  n.
(∗n)
For n = 1, since ≺ is irreflexive, we only need to prove
(d1 ≺ d ⇒ ad  cd1) and (d ′ ≺ d1 ⇒ cd1  bd ′).
We set
A1 = {ad : d1 ≺ d}, B1 = {bd ′ : d ′ ≺ d1}.
Then, by the assumption, ad  ad1  bd ′ and ad  bd1  bd ′ for all ad ∈ A1 and bd ′ ∈ B1.
Thus (
∨
A1)  bd ′ for each bd ′ ∈ B1 and ad  (∧B1) for each ad ∈ A1. By Lemma 6.2,
there is cd1 ∈ L such that ad  cd1  bd ′ for all ad ∈ A1 and bd ′ ∈ B1.
Suppose we have constructed cdi satisfying (∗i ) for all i  n− 1.
We set
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An = {ad : dn ≺ d} ∪Cn, Bn = {bd ′ : d ′ ≺ dn} ∪Dn.
Then we have∨
An  adn ∨
(∨
Cn
)
 b and a  bdn ∧
(∧
Dn
)

∧
Bn
for all b ∈ Bn and a ∈ An.
Indeed, if b = bd ′ with d ′ ≺ dn, then adn  bd ′ . Also, for any j  n−1 such that dn ≺ dj ,
the transitivity of the relation implies that d ′ ≺ dj and, by induction hypothesis cdj  bd ′ .
Therefore
∨
An  adn ∨ (
∨
Cn) bd ′ (since Cn is finite). Besides, if b = cdi with i  n−1
and di ≺ dn, then by induction hypothesis we obtain adn  cdi . Also, for any j  n−1 such
that dn ≺ dj we have di ≺ dj and so cdj  cdi . Therefore
∨
An  adn ∨ (
∨
Cn) cdi (since
Cn is finite). In similar manner one verifies that a  bdn ∧ (
∧
Dn)
∧
Bn.
Thus, once again, Lemma 6.2 applies, and there is a cdn such that a  cdn  b for every
a ∈ An and b ∈ Bn. This means that
adj  cdn if dn ≺ dj ,
cdn  bdi if di ≺ dn,
cdj  cdn if dn ≺ dj and j  n− 1,
cdn  cdi if di ≺ dn and i  n− 1,
which together with the induction hypothesis (∗n−1) implies (∗n) is satisfied. 
Following [22], we say that, given a topological space X, a Kateˇtov relation is strong,
if A  B implies A ⊂ B and A ⊂ IntB . In particular, the relation A  B , defined by
A ⊂ Int B , is strong if and only if X is normal.
Theorem 6.4. Let X be a topological space. Let L be a-separable completely distributive
lattice (with D ⊂ L being a countable join-dense subset without supercompact elements).
Let {Fd}d∈D and {Gd}d∈D be scales generating f,g :X → L, respectively. If there exists
a strong Kateˇtov relation  such that Fd2  Gd1 whenever d1  d2, then there exists a
continuous function h :X → L such that f  h g.
Proof. We shall use Lemma 6.3 with ≺ being the relation  in D. Since Fd Gc when-
ever c d , it follows that f  g by Lemma 4.3. By Lemma 6.3, there is a countable family
{Hd}d∈D such that
Fb Hd Hc Ga whenever a ≺ c ≺ d ≺ b.
Clearly, it is a scale. Since the relation  is strong, we have Hd ⊂ IntHc if c ≺ d . By (3)
of Corollary 5.4, the function h generated by {Hd}d∈D is continuous, and (by Lemma 4.3
again) one has f  h g. 
The equivalence of (1) and (2), which follows, has been first proved by Liu and Luo
[25] with a rather lengthy and complicated proof.
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lattice, the following are equivalent:
(1) X is normal;
(2) (Kateˇtov–Tong theorem) If f :X → L is upper semicontinuous, g : X → L is lower
semicontinuous, and f  g, then there exists a continuous function h :X → L such
that f  h g;
(3) If f :X → L is upper semicontinuous, g :X → L is lower semicontinuous, and f 
g, then there exists a lower semicontinuous function h :X → L such that f  h 
h∗  g;
(4) (Urysohn’s lemma) If K ⊂ X is closed, U ⊂ X is open, and K ⊂ U , then there exists
a continuous function h :X → L such that h(K) = {1} and h(X \U) = {0};
(5) (Tietze’s theorem) Let Y be a closed subspace of X. Then each continuous h :Y → L
has a continuous extension to the whole of X.
Proof. (1) ⇒ (2): Let {Fd}d∈D and {Gd}d∈D generate f and g. For c  d we select
d1, d2 ∈ D such that c d2  d1  d . By Corollary 5.4 and Lemma 4.3 one has
Fd ⊂ Fd1 ⊂ Gd2 ⊂ IntGc.
Since X is normal, the existence of a continuous h in-between follows from Theorem 6.4.
(2) ⇒ (3): Trivial.
(3) ⇒ (1): If K ⊂ X is closed, U ⊂ X is open, and K ⊂ U , a lower semicontinuous h
such that 1K  h h∗  1U proves normality.
(4) ⇒ (1): Select d ∈ D with 0  d  1. Then K ⊂ [h  d] ⊂ [h  d] ⊂ U , where
[h d] is open and [h d] is closed.
(1) ⇒ (5) ⇒ (4): Along familiar lines: let f,g :X → L be such that f = h = g on Y ,
let f = 0 and g = 1 on X \ Y . Then f  g do satisfy (2). The continuous function that
exists between f and g does extend h. The second implication is the standard: Tietze ⇒
Urysohn. 
Notice that there are L-analogues of the corollaries in [22] concerning characterizations
of some normality-like axioms. Also, an interesting specialization is the one with L being
the Hilbert cube. Another specialization will be discussed in the next section.
7. Insertion of hedgehog-valued functions
In [2] Blair and Swardson initiated the study of insertion properties for the case of
functions taking values in the hedgehog J (κ). They proved, among others, a Kateˇtov–
Tong-type result with appropriately defined partial order on J (κ) and semicontinuities for
J (κ)-valued functions. Monotone analogues of their results were then proved by Good
and Stares [10]. The aim of this section is to show that Theorem 6.5 yields an insertion
theorem for J (ω)-valued functions. More precisely, if L(ω) = [0,1]ω is the Hilbert cube
(a -separable completely distributive lattice), then the -dense subset L(ω)∗ (see Sec-
tion 3) can be identified with the set J (ω) both in the order and the topological sense
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nal topologies, as defined in [2], cannot be used in the context of the Hilbert cube, because
L(ω) is compact in the interval topology, and L(ω)∗ is closed in it.
We recall the definition of the hedgehog. Let κ be some cardinal and I be a set with
|I | = κ . Let ∼ be an equivalence relation on the disjoint union X =⊕i∈I ([0,1] × {i})
defined by (t, i) ∼ (s, j) if and only if t = 0 = s or (t, i) = (s, j). Let J (κ) = X/∼, the set
of equivalence classes of X under ∼. In what follows we shall identify equivalence classes
with their representatives, and we let 0 to denote the equivalence class (0, i). As in [2], we
define a partial order on J (κ) as follows:
(t, i) (s, j) if (t, i) = 0 or i = j and t  s.
It is worth to note that J (κ) is not a lattice, there exist nonempty meets, but not even finite
joins, although every directed subset has a join.
Let B(κ) = {⋃i∈I ([0, t)× {i}): t > 0} ∪ {(s,1] × {i}: s < 1 and i ∈ I }.
Then J (κ) with the topology generated by B(κ) (cf. [2]) is called the hedgehog with κ
spines. It is important to note that if κ is infinite, then this topological space is not compact.
As has already been mentioned, since the subset L(κ)∗ of the cube L(κ) is closed in
the (compact) topology of the cube, it cannot be homeomorphic to the hedgehog J (κ)
equipped with the (noncompact) topology of [2].
As we shall discuss later, since J (κ) is a poset, the natural topologies on it to work with
should be their upper and lower topologies.
Let us consider the disjoint family {[0,1] × {i} hi≡ [0,1]: i ∈ I }, with |I | = κ , and the
family of order-embedding maps {e0i : [0,1] → [0,1]κ : i ∈ I }, as defined in Section 3.
The combined map
⊕
i∈I (e0i ◦ hi) :X → [0,1]κ ≡: L(κ), defined, for any (t, j) ∈ X, as:⊕
i∈I (e0i ◦ hi)(t, j) = e0j (t), is compatible with the equivalence relation ∼, therefore de-
fines a map φ in the quotient J (κ).
From the definition of φ and the properties of the adjunctions (e1i , pi) and (pi, e0i ) one
obtains:
Fact 7.1. Let s, t = 0, then
(1) s  pj ◦ φ(t, i) ⇐⇒ e0j (s) e0i (t) ⇐⇒ j = i and s  t ;
(2) pj ◦ φ(t, i) s ⇐⇒ e0i (t) e1j (s) ⇐⇒ j = i or t  s and j = i.
It is clear that φ is injective and φ(J (κ)) =⋃i∈I e0i ([0,1]) = L(κ)∗ (cf. Section 3).
Moreover, for every (t, i), (s, j) we have (t, i) (s, j) ⇐⇒ φ(t, i) φ(s, j), i.e. φ is an
order embedding.
Consequently, if L(κ) is endowed with its lower topology ν˜(L(κ)), the map
φ : (J (κ), ν˜(J (κ))) → L(κ) will become a topological embedding since the subspace
topology ν˜(L(κ))|L(κ)∗ induced on L(κ)∗ by ν˜(L(κ)) coincides with the lower topol-
ogy ν˜(L(κ)∗).
With respect to the upper topologies, let us recall that on completely distributive lattices
the usual upper topology coincides with the Scott topology. Also, L(κ)∗ is a Scott-closed
subset in the completely distributive lattice [0,1]κ and the trace of the Scott topology gives
the original Scott topology on L(κ)∗.
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maps φ :J (κ) → (L(κ)∗, ν(L(κ))|L(κ)∗) and φ :J (κ) → (L(κ)∗, ν˜(L(κ))|L(κ)∗) into
homeomorphisms. As we have already mentioned, in the first case it is the Scott topology
σ(J (κ)), while in the second case it is exactly the lower topology ν˜(J (κ)), i.e. respective
(sub)bases are:
Bu(κ) =
{
(s,1] × {i}: s < 1, i ∈ I}∪ {J (κ)},
Sl (κ) =
{
J (κ) \ ([t,1] × {i}): t > 0, i ∈ I},
(note that Sl (κ) is only a subbase).
Remark 7.2. The properties of the adjunctions (e1i , pi) and (pi, e0i ) in Fact 7.1 provide
an alternative description of the topologies ν˜(J (κ)) and σ(J (κ)) on J (κ) as the initial
topologies for {pi ◦φ :J (κ) → ([0,1], ν([0,1]))} and {pi ◦φ :J (κ) → ([0,1], ν˜([0,1]))}.
Consequently J (κ) provided with the Lawson topology λ(J (κ)) = σ(J (κ))∨ ν˜(J (κ))
is compact. We will refer to it as the compact hedgehog with κ spines. A function with val-
ues in J (κ) is said to be lower (upper) semicontinuous if it is continuous with respect to the
Scott topology σ(J (κ)) (to the lower topology ν˜(J (κ))) on J (κ). It is called continuous
if it is both lower and upper semicontinuous.
Lemma 7.3. If f :X → J (κ) is lower [upper] semicontinuous, then φ ◦ f :X → L(κ) is
lower [upper] semicontinuous. If f :X → J (κ) is continuous, then φ ◦ f :X → L(κ) is
continuous.
Lemma 7.4. If h :X → L(κ) is lower [upper] semicontinuous and h→(X) ⊂ L(κ)∗, then
φ−1 ◦ h :X → J (κ) is lower [upper] semicontinuous. If h :X → L(κ) is continuous and
h→(X) ⊂ L(κ)∗, then φ−1 ◦ h :X → J (κ) is continuous.
We are now in a position to formulate the following insertion theorem for hedgehog-
valued functions:
Theorem 7.5. Let κ  ω. A topological space X is normal if and only if, whenever f :X →
J (κ) is upper semicontinuous, g :X → J (κ) lower semicontinuous, and f  g, there exists
a continuous function h :X → J (κ) such that f  g  h.
Proof. ⇒: Assume X is normal. First notice that φ ◦ f :X → [0,1]κ is upper semicontin-
uous, φ ◦ g :X → [0,1]κ is lower semicontinuous and φ ◦ f  φ ◦ g. It follows from The-
orem 6.5 that there exists a continuous H :X → [0,1]κ such that φ ◦f H  φ ◦ g. Now,
since (φ ◦ f )→(X) and (φ ◦ g)→(X) both are included in L(κ)∗ where L(κ) = [0,1]κ ,
hence also H→(X) ⊂ L(κ)∗. Consequently, there exists a continuous h = φ−1 ◦ H :X →
J (κ) such that f  h g.
⇐: Assuming F,G :X → [0,1]κ are, respectively, upper and lower semicontinu-
ous, such that F  G, define f,g :X → J (κ) by f (x) = (F (x)(i0), i0) and g(x) =
(G(x)(i0), i0) where i0 ∈ I is fixed. Then f is upper and g is lower semicontinuous,
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H = φ ◦ h → [0,1]κ satisfies the assumptions of Theorem 6.5. Hence X is normal. 
8. Insertion of a pair of semicontinuous functions
We first note that USC(X,L) is closed under arbitrary pointwise meets, while
LSC(X,L) is closed under arbitrary pointwise joins (cf. (2) and (2op) of Proposition 5.2).
Also, USC(X,L) is closed under finite joins, and dually for LSC(X,L). To see this, we
recall (cf. [14, p. 281]) that for each completely distributive lattice L the join and meet
operations are continuous for the interval topology. The proof in [14] shows, in fact, that∨
: (L, ν(L))× (L, ν(L)) → (L, ν(L)) is continuous and, dually,∧ is continuous for the
lower topology ν˜(L). After these explanations, we can omit the proof of the following
result. It remains the same as for the real-valued case proved in [18].
Proposition 8.1. Let X be a topological space. Let L be a completely distributive lattice
and let f,g :X → L be two arbitrary functions. If f  g and there exist two families
{ln}n∈N ⊂ LSC(X,L) and {un}n∈N ⊂ USC(X,L) such that
f 
∨
n∈N
ln 
∨
n∈N
(ln)
∗  g and f 
∧
n∈N
(un)∗ 
∧
n∈N
un  g,
then there exist a function h ∈ LSC(X,L) such that f  h h∗  g.
Theorem 8.2. Let D ⊂ L be countable join-dense in L, and let C ⊂ L be countable join-
dense in Lop . For X a topological space and f,g :X → L such that f  g, the following
are equivalent:
(1) f  h h∗  g for some h ∈ LSC(X,L);
(2) For every d ∈ D the sets [f  d] and [g  d] have disjoint open neighborhoods, and
for every c ∈ C the sets [g  c] and [f  c] have disjoint open neighborhoods.
Proof. (1) ⇒ (2): If d ∈ D, then [f  d] ⊂ [h  d], an open set. Also, [g  d] ⊂ [h∗ 
d], an open set disjoint from [h d] since [h d] ⊂ [h∗  d]. For the second disjointness
note that [g  c] ⊂ [h∗  c] ⊂ [h c] ⊂ [f  c] for all c ∈ C.
(2) ⇒ (1): Let Ud be open with [f  d] ⊂ Ud ⊂ Ud ⊂ [g  d] for d ∈ D, and let Vc be
open with [g  c] ⊂ Vc ⊂ Vc ⊂ [f  c] for c ∈ C. With gd = d ∧ 1Ud and fc = c ∨ 1X\Vc
we have
f =
∨
d∈D
d ∧ 1[fd] 
∨
d∈D
gd 
∨
d∈D
(gd)
∗ 
∨
d∈D
d ∧ 1[gd] = g,
f =
∧
c∈C
c ∨ 1[fc] 
∧
c∈C
(fc)∗ 
∧
c∈C
fc 
∧
c∈C
c ∨ 1X\[gc] = g
and Proposition 8.1 applies. 
J. Gutiérrez García et al. / Topology and its Applications 153 (2006) 1458–1475 1473Recall that a space X is hereditarily normal if and only if, whenever A ⊂ B and A ⊂
IntB in X, then A ⊂ U ⊂ U ⊂ B for some open U ⊂ X. The real-valued case of the
following two results was proved in [18].
Proposition 8.3. Let L be a lattice such that both L and Lop have countable join-dense
subsets. For X a topological space, the following are equivalent:
(1) X is hereditarily normal;
(2) If f,g :X → L with f ∗  g and f  g∗, then there exists an h ∈ LSC(L) such that
f  h h∗  g.
Proof. Let D ⊂ L be a countable join-dense in L, and let C ⊂ L be countable join-dense
in Lop . We prove:
(1) ⇒ (2): For each d ∈ D we have [f  d] ⊂ [f ∗  d] ⊂ [g  d] and [f  d] ⊂ [g∗ 
d] ⊂ [g  d], so there exists an open set Ud with [f  d] ⊂ Ud ⊂ Ud ⊂ [g  d]. Similarly,
for each c ∈ C we have [g  c] ⊂ [f ∗  c] ⊂ [f  c] and [g  c] ⊂ [g∗  c] ⊂ [f  c]
and, hence, there exists an open set Vc such that [g  c] ⊂ Vc ⊂ Vc ⊂ [f  c]. Now the
existence of the required h follows from Theorem 8.2.
(2) ⇒ (1): If A ⊂ B and A ⊂ Int B in X, then (1A)∗  1B and 1A  (1B)∗, and there
exists h ∈ LSC(L) such that 1A  h h∗  1B . With 0 a  1 we now have A = [1A 
a] ⊂ [h a] ⊂ [h∗  a] ⊂ [1B  a] = B . 
Recall that a space is extremally disconnected iff every open set has an open closure iff
each closed set has a closed interior iff every two disjoint open sets have disjoint closures.
We have the following (cf. [20]):
Proposition 8.4. Let X be a topological space and L a lattice which has a countable
join-dense subset. Then the following are equivalent:
(1) X is extremally disconnected;
(2) C(X,L) = {f ∗: f ∈ LSC(X,L)};
(3) C(X,L) = {f∗: f ∈ USC(X,L)};
(4) If f ∈ LSC(X,L), g ∈ USC(X,L), and f  g, then f ∗  g∗;
(5) (Insertion theorem) If f ∈ LSC(X,L), g ∈ USC(X,L), and f  g, then there exists
an h ∈ C(X,L) such that f  h g;
(6) If f ∈ LSC(X,L), g ∈ USC(X,L), and f  g, then there exists an h ∈ USC(X,L)
such that f  h h∗  g.
Proof. Let D ⊂ L be a countable join-dense in L. We prove:
(1) ⇒ (2): It suffices to show that if f is lower semicontinuous, then so is f ∗. Given
such f , each [f  d] is open. The family {[f  d]}d∈D consists of open sets and gener-
ates f ∗. By (2) of Lemma 4.4, for each a ∈ L we obtain [f ∗  a] =⋃ad [f  d], an
open set.
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[f∗  a] =⋂da Int[f  d], a closed set. So, f∗ is upper semicontinuous, hence continu-
ous.
(2) ⇒ (4): If f and g are as in (4), then f ∗  g∗ = g with f ∗ ∈ C(X,L) and, thus,
f ∗ = (f ∗)∗  g∗.
(3) ⇒ (4): Similarly, if f and g are as in (4), then f = f∗  g∗ ∈ C(X,L) and f ∗ 
(g∗)∗ = g∗.
(4) ⇒ (1): If U and V are disjoint open subsets, then 1U = (1U)∗  (1X\V )∗ =
1Int(X\V ), hence U and V are disjoint too.
(1) ⇔ (5) ⇔ (6): This is a consequence of the previous equivalences. 
The following gathers together Propositions 8.3 and 8.4.
Proposition 8.5. Let L be a lattice such that both L and Lop have countable join-dense
subsets. For X a topological space, the following are equivalent:
(1) X is extremally disconnected and hereditarily normal;
(2) If f,g :X → L with f ∗  g and f  g∗, then there exists an h ∈ C(X,L) such that
f  h g.
We omit formulations of hedgehog analogues of the results of this section.
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