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LATIHAN RANGKAIAN NEURAL DAN PEMILIH CIRI BERASAKAN 
METAHEURISTIK UNTUK PENGESANAN PENCEROBOHAN 
 
ABSTRAK 
Pengesanan Pencerobohan dalam konteks rangkaian komputer merupakan 
teknik penting dalam strategi pertahanan keselamatan mendalam yang moden. Sistem 
Pengesanan Pencerobohan mendapat perhatian yang luar biasa daripada penyelidik 
dan pakar keselamatan. Konsep penting dalam pengesanan pencerobohan adalah 
pengesanan anomali yang merupakan pengasingan normal dalam trafik rangkaian 
daripada peristiwa tidak normal (anomali). Pengasingan ini pada asasnya merupakan 
tugas klasifikasi, yang menyebabkan penyelidik cuba untuk menggunakan 
pengklasifikasi terkenal dalam bidang pembelajaran mesin dalam pengesanan 
pencerobohan. Rangkaian saraf (NN) adalah salah satu teknik yang paling popular 
untuk melakukan klasifikasi bukan linear, dan digunakan secara meluas dalam kajian 
lepas untuk melakukan pengesanan pencerobohan. Pertama, dataset latihan biasanya 
menghasilkan set ciri maklumat yang tidak relevan atau berlebihan, yang menjejaskan 
prestasi klasifikasi. Kedua, algoritma pembelajaran tradisional seperti 
backpropagation mengalami masalah yang belum diatasi (known issue), termasuk 
penumpuan lambat dan perangkap untuk local minimum. Masalah-masalah tersebut 
menjejaskan proses pengoptimuman. Memandangkan kaedah swarm intelligence 
menghasilkan kejayaan besar dalam hal pengoptimuman, matlamat utama tesis ini 
adalah untuk menyumbangkan peningkatan teknologi pengesanan pencerobohan 
menerusi penggunaan teknik pengoptimuman berasaskan “swarm” dalam masalah 
asas pemilihan ciri paket yang optimum, dan latihan rangkaian saraf yang optimum 
untuk mengklasifikasikan ciri-ciri tersebut sebagai hal biasa dan serangan. Untuk 
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merealisasikan matlamat ini, penyelidikan dalam tesis ini mengikuti tiga peringkat 
asas, diikuti oleh penilaian yang meluas. Pertama, kajian ini bermula dengan mencari 
algoritma metaheuristik yang sesuai dan boleh digunakan untuk melatih rangkaian 
saraf bagi tujuan Pengesanan Pencerobohan. Carian ini mengakibatkan pembangunan 
tiga algoritma metaheuristik baharu: EBAT (Enhanced Bat Algorithm), yang 
mengubah algoritma BAT klasik untuk prestasi yang lebih baik; Algoritma HAM 
(Hybrid Artificial Bee Colony and Monarch Butterfly); dan Algoritma HAD (Hybrid 
Artificial Bee Colony and Dragonfly). Kedua, tiga algoritma yang dicadangkan itu 
digunakan untuk latihan MLP. Aplikasi algoritma ini dalam tugas latihan rangkaian 
saraf untuk pengesanan pencerobohan dinilai secara meluas dan prestasinya 
dibandingkan dengan metaheuristik tradisional dan yang terkini. Ketiga, algoritma 
BAT versi binari dicadangkan sebagai kaedah pengoptimuman multiobjektif baharu 
untuk memilih set ciri yang optimum untuk mengklasifikasikan paket rangkaian. 
Komponen asas terdahulu menghasilkan sistem pengesanan pencerobohan yang 
berkesan dan cekap, yang dinilai pada dataset yang standard seperti KDD Cup 1999, 
NSL KDD, ISCX2012 dan UNSW NB15, serta dibandingkan dengan pendekatan 
alternatif yang sama daripada kajian lepas. Teknik yang dicadangkan menunjukkan 
kelebihan yang konsisten merentasi dataset yang berbeza berbanding dengan teknik 
lain. Secara khususnya, ketepatan keseluruhan purata, kadar penggera palsu dan kadar 
pengesanan masing-masing adalah 98.05, 0.0285 dan 99.59 berbanding KDD CUP'99, 
iaitu 99.16, 0.0148 dan 99.38 masing-masing, berbanding NSLKDD, iaitu 99.96, 
0.0003 dan 99.95 masing-masing, berbanding ISCX2012 dan 97.63, 0.0326 dan 98.18 
masing-masing, berbanding UNSW-NB15. 
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METAHEURISTIC-BASED NEURAL NETWORK TRAINING AND 
FEATURE SELECTOR FOR INTRUSION DETECTION 
 
ABSTRACT 
Intrusion Detection (ID) in the context of computer networks is an essential 
technique in modern defense-in-depth security strategies. As such, Intrusion Detection 
Systems (IDSs) have received tremendous attention from security researchers and 
professionals. An important concept in ID is anomaly detection, which amounts to the 
isolation of normal behavior of network traffic from abnormal (anomaly) events. This 
isolation is essentially a classification task, which led researchers to attempt the 
application of well-known classifiers from the area of machine learning to intrusion 
detection. Neural Networks (NNs) are one of the most popular techniques to perform 
non-linear classification, and have been extensively used in the literature to perform 
intrusion detection. However, the training datasets usually compose feature sets of 
irrelevant or redundant information, which impacts the performance of classification, 
and traditional learning algorithms such as backpropagation suffer from known issues, 
including slow convergence and the trap of local minimum. Those problems lend 
themselves to the realm of optimization. Considering the wide success of swarm 
intelligence methods in optimization problems, the main objective of this thesis is to 
contribute to the improvement of intrusion detection technology through the 
application of swarm-based optimization techniques to the basic problems of selecting 
optimal packet features, and optimal training of neural networks on classifying those 
features into normal and attack instances. To realize these objectives, the research in 
this thesis follows three basic stages, succeeded by extensive evaluations. First, this 
work starts by the search for suitable metaheuristic algorithms that can be used to train 
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neural networks for the purpose of ID. This search resulted in the development of three 
new metaheuristic algorithms: EBAT (Enhanced Bat Algorithm), which modifies the 
classic BAT algorithm for better performance; HAM (Hybrid Artificial Bee Colony 
and Monarch Butterfly) algorithm; and HAD (Hybrid Artificial Bee Colony and 
Dragonfly) algorithm. Second, the three proposed algorithms are adopted for MLPs 
training. The application of these algorithms to the task of training neural networks for 
intrusion detection is extensively evaluated and their performances are compared with 
other traditional as well as recent metaheuristics. Third, the binary version of the BAT 
algorithm is proposed as a new multi-objective optimization method to select the 
optimal feature set for classifying network packets. The previous basic components 
resulted in an effective and efficient intrusion detection system, which is evaluated on 
the standard KDD Cup 1999, NSL KDD, ISCX2012 and UNSW NB15 datasets, and 
compared with similar alternative approaches from the literature. The proposed 
technique showed consistent advantage across the different datasets over the other 
techniques. In particular, the average overall accuracy, false alarm rate and detection 
rate were 98.05, 0.0285 and 99.59, respectively against KDD CUP’99, 99.16, 0.0148 
and 99.38, respectively against NSLKDD, 99.96, 0.0003 and 99.95, respectively 
against ISCX2012 and 97.63, 0.0326 and 98.18, respectively against UNSW-NB15. 
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CHAPTER ONE 
INTRODUCTION 
1.1 Overview 
Protection of computer networks has been the target for a long list of network 
security technologies. This protection involves the defense against intrusions that may 
compromise the confidentiality, integrity, or availability of network resources 
(Merkow and Breithaupt, 2014; Mukhopadhyay et al., 2011; Patil et al., 2012). Despite 
their proliferation, individual technologies are still short of the full protection against 
network intrusions, and often several technologies are employed in a defense-in-depth 
setting. Among the most popular network security technologies are firewalls, Intrusion 
Prevention Systems (IPSs) and Intrusion Detection Systems (IDSs). 
Firewalls are well-known mechanisms that control the access to network 
resources based on a predefined policy. Firewalls can separate large networks into 
many different zones and implement a different security policy for each zone. 
However, firewall technology cannot handle new attacks, and as such, it acts as the 
first line of defense against potential malicious actions, before intrusion detection 
systems (Akhyari and Fahmy, 2014; Ghorbani et al., 2009; Uddin and  Hasan, 2016). 
An IDS provides the network with a level of preventive security against any 
suspicious activity, via early warnings to systems administrators. Because intrusion 
detection systems are capable of detecting various types of malicious actions, they 
form an attractive second layer of network protection, which covers for the limitations 
of security policies in traditional firewalls (Amiri et al., 2014; Chowdhary et al., 2014). 
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The operation of IDSs can be summarized in the following operations: monitor, 
analyze, detect and stir alarms. An IDS can be classified into two types: network based 
IDS (NIDS), which detects cyber threats at the network level by evaluating network 
traffic; and host based IDS (HIDS), which detects the threats on individual computers 
or hosts within the network. IDSs use two methods for the detection: (1) misuse 
detection, which detects attacks using signature databases that contain signatures of 
known attacks, and (2) anomaly detection, which is based on the assumption that the 
behavior of the attacker is different than that of the mainstream user (c and Agrawal, 
2012; Chadha and Jain, 2015). 
Unlike an intrusion prevention system, an IDS is not designed to block attacks 
(Castro et al., 2013; Kim, G. et al., 2014). An IDS is a passive technique to monitor 
and warn on suspicious activities but cannot actively intervene and stop a potential 
attack. An IPS, on the other hand, is placed in-line along the traffic path between the 
firewall and the rest of the network, and can block the traffic in addition to sending 
alerts. In this sense, IPSs are extensions to IDSs, but they are too intrusive to the 
network operation that their deployment may not be preferred under current levels of 
accuracy and performance. Therefore, IDSs are more widely accepted and deployed. 
The sole focus of this thesis is the IDS technology. 
1.2 Research Problem 
 Although IDSs are a mature technology, they still suffer from a fundamental 
problem, which is performance. Performance here refers to the rate of detecting actual 
threats while avoiding mistakes in reporting potential ones. The type of mistakes in 
which the system falsely reports an attack is known as false positives. The performance 
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of IDSs can be improved by increasing accurate detection rate and reducing the rate of 
false positives (Bahl and Sharma, 2015; Elhag et al., 2015).  
An IDS that can handle new attacks must adopt an anomaly-detection strategy. 
This strategy is based on the premise that hostile behavior is different from normal 
user behavior, and by distinguishing abnormal activities, one can detect even new 
threats. This task is essentially a classification problem, which entails the training of a 
classifier model that employs a number of features to discriminate two or more classes 
in a given set of observations. Among the successful classifiers, artificial neural 
networks (ANNs) have been extensively used for the purpose of intrusion detection. 
The problem with traditional ANN-based IDSs is twofold. On the one hand, the 
classifier’s performance relies on a set of parameters. These parameters need to be 
learned until an optimal set of values is settled. In the case of ANNs, these parameters 
are a set of weights and biases that label network edges feeding into the nodes. Setting 
these weights is achieved by a training process that is in essence an optimization 
problem in which the space of all possible weights is searched looking for the optimal 
set of values that result in the best classification of network packets. Unfortunately, 
the search space of all weights is so large that the classic learning techniques, such as 
backpropagation, can only produce suboptimal values within the feasible time and 
computational resources. On the other hand, an IDS deals with huge amounts of data 
that contain irrelevant and redundant features, which leads to slow training and testing 
processes, higher resource consumption, and poor detection rates (Aghdam and Kabiri, 
2016; Eesa et al., 2015a; Ravale et al., 2015; Zuech et al., 2015). Therefore, feature 
selection is a fundamental step in the design of an IDS. Optimized feature sets reduce 
the computational cost and time, improve the classification accuracy and decrease the 
false alarm rate.  
 4 
Because training classifiers on a set of optimal parameters and selecting an 
optimal feature set are essentially optimization problems, metaheuristics emerge as a 
natural candidate solutions. This is especially true since traditional training techniques 
are based on the gradient descent algorithm, which is limited compared to 
metaheuristics that can be directly applied to an ANN. Several metaheuristics have 
already been attempted to train neural networks and address the problem of feature 
selection for intrusion detection and other applications. These metaheuristics span 
evolutionary computations (EC) such as the genetic algorithm and swarm intelligence 
such as particle swarm optimization. However, the nature of these algorithms leaves 
the room for much improvement since the most important challenge at the heart of any 
metaheuristic optimization algorithm is the ability to balance between the exploration 
and exploitation activities in the search space to find a global optimum solution. 
Nevertheless, the search for a proper exploration and exploitation trade-off remains a 
challenging task in any algorithm and can always be improved for a new application 
such as intrusion detection. This opportunity to find better metaheuristics to optimize 
IDS classifiers is the main driver of the research in this thesis. 
This work builds on the premise that the limitations of existing feature selection 
and classification methods can be alleviated, and their performance can be improved, 
by exploiting metaheuristic-based optimization. This kind of optimization proved very 
effective in solving complex problems that involve numerous and changing variables. 
The sought optimization techniques can cover both the task of training the classifiers 
as well as the task of selecting an optimal set of features to perform classification. 
Besides, feature selection is a multi-objective problem that involves several objectives, 
leading to the need for multi-objective optimization, which is a major issue to be 
addressed in this research as well. 
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1.3 Research Motivation 
The importance of intrusion detection systems has only been increasing as a 
crucial defense mechanism in the face of the ever-growing phenomenon of cyber-
crime (Bitter et al., 2012; McGuire and Downling, 2013). Cyber-attacks are the new 
weapon used in electronic warfare around the world, and their impact extends well 
beyond personal or enterprise networks into governmental and critical national 
network. The latest Incident Statistics Report of the Malaysia Computer Emergency 
Response Team (MyCERT) shows that intrusion and intrusion attempts form the 
largest portion of reported incidents over the months from Jan-Dec 2017 (Figure 1.1). 
Figure 1.2 shows the total cyber incidents in 2017 (http://www.mycert.org.my).  
 
Figure 1.1: Reported incidents based on general incident classification  
statistics 2017 in Malaysia 
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Figure 1.2: Total cyber incidents from Jan to Dec 2017 in Malaysia 
The phenomenal growth of cyber threats pushes security researchers and 
professionals into building more reliable protection mechanisms, including accurate 
IDS models that are capable of maximizing correctly detected threats and minimizing 
falsely detected threats at the same time. However, efficiency of the intrusion detection 
system is based mainly on features that are extracted from network traffic and an 
efficient and reliable classifier of traffic into normal or abnormal. This research further 
extends the search for an effective approach in that direction. 
1.4 Research Question 
Based on the research problem, available literature, and the goal of using 
metaheuristic-based optimization to improve the performance of intrusion detection 
models, the following research questions can be postulated: 
1. How to improve the training of neural network models such that the learning 
algorithm can converge fast without trapping in local minima? 
2. Can metaheuristic algorithms be used for training neural networks to produce 
the desired high accuracy over traditional learning algorithms?  
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3. If the answer to 2 is yes, what metaheuristic algorithm(s) can be used to train 
neural networks for the purpose of intrusion detection? 
4. Does hybridization of metaheuristic algorithms produce better algorithms with 
high balance between exploration and exploitation processes? Does it improve 
the diversity and address the problems of local optima trapping? 
5. If reducing the number of features entails multiple conflicting objectives, can 
multi-objective optimization be used for the extraction of the most relevant and 
non-duplicate features in order to build the intrusion detection model? 
6. If the previous questions had been answered, how to combine a single-objective 
metaheuristic technique for training neural networks and a multi-objective 
metaheuristic for feature selection in a unified model of intrusion detection with 
the promised improved detection accuracy and reduced false alarm rate? 
1.5 Research Goals and Objectives 
The main goal of this research is to improve the performance of intrusion 
detection system on computer networks. This research proposes a detection approach 
that can address the deficit of existing intrusion detection systems. It extracts the 
important features of the network packets using a multi-objective optimization 
approach as a first step. The second step is to train a machine learning model using the 
enhanced metaheuristic algorithm, which can detect known and unknown attacks 
based on the features obtained from the previous step.  
This overall objective can be broken into the following list of detailed objectives:  
1. To design and develop a metaheuristic technique that can be used to improve the 
performance of training neural networks for the purpose of IDS. The developed 
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technique is to show better convergence and fitness accuracy for solving single 
and constrained-objective optimization problems. 
2. To adapt the developed algorithm for the supervised training of Multi-Layer 
Perceptrons (MLPs). The proposed training method would incorporate suitable 
data representation and suitable fitness measure for classification applications. 
3. To design and implement a new intrusion detection approach that utilizes the 
capabilities of the proposed multi-objective binary bat algorithm (MOBBAT) 
for wrapper-based feature selection to select an optimal set of features from 
network packets as a first stage. The second stage passes these features into the 
best MLP model from objective 2 for the detection of intrusions in the network.   
 The mapping between research questions (RQ), research objectives (RO), and 
research contributions (RC) of this research is summarized in Table 1.1 and Figure 
1.3. 
The first four questions led to the development of three new metaheuristic 
algorithms in the search for suitable metaheuristic trainer of neural networks (these 
algorithms are named EBAT, HAM and HAD).  
The adaption of these algorithm to the training of neural networks for the purpose of 
intrusion detection resulted in three corresponding training algorithms: EBATMPL, 
HAMMPL and HADMPL. These cover the first two objectives. The fifth research 
question is answered by the third objective, which introduces a binary and multi-
objective version of the BAT algorithm for feature selection (MOBBAT). Finally, the 
last research question is covered by the fourth objective. This objective combines the 
EBAT-MLP algorithm with the best features selected by MOBBAT to produce a single 
and new intrusion detection approach, called MOB-EBATMLP. 
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Table 1.1: Mapping of research questions to objectives and contributions in this thesis 
Chapter Research Question Research Objective Contribution 
4 
-What metaheuristic 
algorithm(s) can be used 
to train neural networks 
for the purpose of 
intrusion detection? 
-Does hybridization of 
metaheuristic algorithms 
produce better algorithms 
with high balance 
between exploration and 
exploitation processes?  
-To design and develop a 
metaheuristic technique that can 
be used to improve the 
performance of training neural 
networks for the purpose of 
IDS. The developed technique 
is to show better convergence 
and fitness accuracy for solving 
single and constrained-objective 
optimization problems. 
-Enhance Bat 
algorithm: Propose 
a new EBAT 
algorithm. 
-Hybridize ABC & 
MBO algorithms: 
Propose a new 
HAM algorithm. 
-Hybridize ABC & 
DA algorithms: 
Propose a new HAD 
algorithm. 
5 
-How to improve the 
training of neural network 
models such that the 
learning algorithm can 
converge fast without 
trapping in local minima? 
-Can metaheuristic 
algorithms be used for 
training neural networks 
to produce the desired 
high accuracy over 
traditional algorithms?  
-To adapt the developed 
metaheuristic algorithm for the 
supervised training of Multi-
Layer Perceptrons (MLPs). The 
proposed training method 
would incorporate suitable data 
representation and suitable 
fitness measure for 
classification applications. 
A method for 
adapting the new 
metaheuristic 
algorithms to train 
MLP:  
Propose three IDS 
models: 
1. HAMMLP 
2. HADMLP 
3. EBATMLP 
 
6 
-How to combine a 
single-objective 
metaheuristic technique 
for training neural 
networks and a multi-
objective metaheuristic 
for feature selection in a 
unified model of intrusion 
detection with the 
promised improved 
detection accuracy and 
reduced false alarm rate? 
-To propose a binary, multi-
objective version of any suitable 
metaheuristic algorithm, for 
feature selection, based on the 
wrapper approach. The 
proposed algorithm aims to 
minimize the number of 
features, thereby improving the 
task of their classification. 
-To design and implement the 
final new intrusion detection 
approach that utilizes the 
capabilities of MOBBAT 
algorithm to selects the optimal 
features from network packets 
as a first stage. The second 
stage passes these features to 
EBATMLP model for the 
detection of intrusions. 
-Develop a new 
algorithm, namely, 
Multi-Objective 
Binary Bat 
Algorithm 
(MOBBAT). 
 
- Develop the 
complete new 
approach for 
intrusion detection, 
which is called 
(MOB-
EBATMLP). 
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Figure 1.3: A Summary mapping between RQs, ROs, and RCs of this research 
1.6 Research Scope 
This study focuses on the accuracy of detecting anomalous  activities in a 
computer network caused by intruders, whether they are originating from outside the 
network (Network-based intrusion detection),or from inside the network (host-based 
intrusion detection), including what is so-called hybrid intrusion detection (Akhyari 
and Fahmy, 2014; Chowdhary et al., 2014). 
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This research relies on the use of algorithms from the field of swarm intelligence 
and artificial neural networks, which are amongst the most important and popular 
techniques in the realm of computational intelligence, to fulfill the objectives of the 
thesis. Figure 1.4 illustrates the scope of this thesis, showing the used concepts and 
their relationships.  
  
 
 
 
 
 
 
 
 
Figure 1.4: Scope of Research 
1.7 Research Contribution 
The main solution introduced in this research is a new approach for intrusion 
detection system, based on the famous concept of computational intelligence (CI). 
Computational intelligence is an umbrella for many concepts and algorithms, among 
which the most popular are swarm intelligence (SI) and Artificial Neural Networks 
(ANN) (Ahmad, 2014; Amudha and Rauf, 2012; Iftikhar and Fraz, 2013; Kolias et al., 
2011; Revathi and Malathi, 2013). This research seeks to solve the problem of 
Research Scope 
 
Network Security 
 
Computational Intelligence 
Intrusion Detection System 
 
Artificial Neural Network 
Dragonfly Algorithm 
Swarm Intelligence 
 
Artificial Bee Colony Algorithm 
Bat Algorithm 
Monarch Butterfly 
Optimization Algorithm 
Multi-Layer Perceptrons 
Anomaly-based 
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increasing detection accuracy, and reducing the false alarm rate of intrusion detection 
systems, by improving the classification process and the selection of features (Hasani 
et al., 2014; Othman et al., 2013; Rufai et al., 2014). The achieved contributions of this 
research can be summarized in the following points: 
1. Three new metaheuristic algorithms. The first algorithm, Enhanced Bat 
Algorithm (EBAT) is derived from the classic BAT algorithm, while the other 
two algorithms (Hybrid Artificial Bee Colony/Monarch Butterfly, HAM, and 
Hybrid Artificial Bee Colony/Dragonfly Algorithm, HAD) result from 
hybridizing the artificial bee colony optimization with the monarch butterfly 
algorithm and with the dragonfly algorithm, respectively. Theses hybrid 
algorithms employ the exploitation and exploration capabilities of both 
composite algorithms to optimize the search for local and global optimal 
solutions.  
2. A method for adapting the new metaheuristic algorithms above for the training 
of Multi-Layer Perceptrons. The resulting training metaheuristic algorithms 
attempt to reach optimal weights and bias values for the MLP, which in turn 
leads to high classification performance. 
3. The design and implementation of a two-phase system to improve the detection 
rate and reduce the false alarm rate of intrusion detection. The first phase uses 
the developed algorithm of an efficient feature selection based on binary and 
multi-objective BAT algorithm for wrapper-approach based feature selection, is 
called (MOBBAT), This algorithm is based on the weighted aggregation 
approach, uses a new fitness function to (minimize the number of features, 
minimize the classification error rate and minimize the false positive rate) in 
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order to improve the performance of IDS. The training of the classification 
algorithm. The second phase uses the features received from the first phase to 
classify the traffic based on the EBAT algorithm for MLP Neural Networks 
(EBAT-MLP), the new approach is called the (MOB-EBATMLP). 
1.8 Research Methodology 
The methodology of this research is divided into four main stages that aim to 
achieve the objectives of the research, as shown in figure 1.5. As shown in the diagram, 
the followed steps include: (1) reviewing related literature to identify and analyze 
existing studies, and then define the research problem, (2) the design of the two main 
components of the proposed approach, which include the feature selection technique 
and the metaheuristic algorithm for training the neural network, (3) the  
implementation of the proposed approach, integrating the two previous components in 
a coherent system, and (4) the evaluation of the new approach and assessment of the 
result by comparing it with other approaches. 
In the first phase, the research problem is identified and the literature related to 
the research is reviewed. This phase formulates exactly the research problem and 
performs a comprehensive analysis of existing studies on the problem of research.  
In the second phase, the solution for the research problem is designed and 
developed. The steps in this phase reflect clearly and directly on the objectives of the 
research, and accomplish the core of the objectives. As shown in figure 1.5, this phase 
consists of three major elements. The first element is the design of three new meta-
heuristic algorithms, EBAT, HAM and HAD, to help overcome the shortcomings of 
the traditional metaheuristic algorithms. The second element is the training of the 
neural network by the new algorithms. The aim here is to get rid of the imperfections 
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in traditional training algorithms, reducing the computational complexity and the 
problems of tripping in local minima, as well as the slow convergence rate of current 
learning algorithms.  
The last element of this phase is the selection of the important features from 
each network packet, achieved by the EBAT-based optimization as the wrapper 
classifier for the feature selector. This optimization relies on using a binary and multi-
objective variation of the bat algorithm. The output of this step is an optimal subset of 
the features, which will be sent to the EBAT-MLP algorithm. These enhancements 
would lead in turn to enhance the ability to detect intrusion packets, which is the main 
objective of this research.  
 
Figure 1.5: Research Methodology 
In the third phase, the research design is implemented, and both the optimized 
selected features and the optimized training of neural networks are integrated into a 
coherent system to classify network traffic. Finally, the proposed approached is tested 
and evaluated in the fourth phase, based on its effectiveness in increasing detection 
accuracy and decreasing the false alarm rate. To evaluate the performance of detection 
in the new approach, this phase uses four of the most popular benchmark datasets: 
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KDD CUP 1999, NLS-KDD, ISCX2012 and UNSW NB15, which are frequently used 
by the research community to evaluate intrusion detection systems. 
1.9 Thesis Outline 
This thesis is divided into seven chapters, a references section and an appendices 
section. The contents of each chapter are as follows. 
Chapter One introduces the problem statement of the thesis, specifies the scope 
of the research, the objectives expected from it, its contributions, the general 
methodology of the work, and finally summarizes the organization of the thesis. 
Chapter Two offers the literature review. It guides the reader to the algorithms, 
techniques and the resources of the research domain, especially those related to the 
components of this work. In particular, it provides the reader with a background on the 
concepts of intrusion detection, artificial neural networks, artificial bee colony, 
dragonfly algorithm, bat algorithm, monarch butterfly algorithm, multi-objective 
optimization and the corresponding related work in the literature as well as the 
approaches that are proven effective in the field. 
Chapter Three presents the flow of the research methodology in this thesis by 
introducing the components and the relationship between them in order to clarify how 
the proposed solution is designed. It explains the proposed approach and the involved 
algorithms at all stages, followed by the characteristics of the employed datasets and 
benchmarking functions. 
Chapter Four introduces three new metaheuristic optimisation algorithms. This 
chapter also presents the evaluation of the proposed algorithms’ performance using 13 
benchmark test functions and statistical analysis. 
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Chapter Five introduces the technique for adapting the optimization algorithms 
developed in Chapter 4 for the training of MLPs. The performances of the proposed 
methods, called EBATMLP, HAMMLP and HADMLP, respectively, are verified 
using four benchmarking datasets. Similar to the previous chapter, the proposed 
training techniques are validated against performance metric supported by statistical 
analysis. 
Chapter Six introduces the intrusion detection approach that uses a multi-
objective version of the Bat algorithm for feature selection, based on the wrapper 
approach. The proposed algorithm is named MOBBAT. This algorithm forms the first 
stage of the intrusion detection approach to select the appropriate features from 
network packets. EBATMLP is then used for the classification task. The whole system 
is implemented using MATLAB. This chapter covers in depth the conducted 
experiments to evaluate the implemented approach as well as the obtained results, 
including the discussion of the results. 
Chapter Seven concludes the thesis with a short summary of the work, and 
concise comments on the findings, besides a brief discussion of the direction to go 
from here.  
Each chapter except the first and last begins with an introduction and concludes 
with a summary. 
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CHAPTER TWO 
LITERATURE REVIEW 
2.1 Introduction 
This chapter provides the reader with the necessary background on the main 
concepts and components that have been used throughout this work, and the previous 
works based on these components. Figure 2.1 shows the fundamental concepts and 
components that would be covered by this chapter. The chapter starts by giving a brief 
background on network intrusion detection systems, followed by the basic concepts of 
artificial neural networks, feature selection, multi-objective optimization technique, 
and swarm intelligence, all of which constitute an essential part of the proposed 
framework in this thesis. Next, the application of swarm intelligence methods to 
optimize both feature selection and the training on neural networks is discussed in 
terms of previous works, to put the work of this research in perspective. 
2.2 Intrusion Detection Systems 
An intrusion detection is defined by (Balasubramaniyan et al., 1998; Mukherjee 
et al., 1994; Snapp et al., 2017) as: ”the problem of identifying individuals [or threat 
agents] that are using a computer system without authorization i.e. crackers and those 
who have legitimate access to the system but are exceeding their privileges i.e. insider 
threat”.  
Generally, intrusion detection methodologies are classified into three basic 
categories: signature-based detection, anomaly-based detection and hybrid detection. 
These three methods perform the essential function of monitoring the events that occur 
in a computer system or network, analyzing the events, detecting suspicious events 
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(intrusions) and raising an alarm when discovering the intrusion. The fundamental 
difference between them lies in the events analysis method, where each one has 
different approach from the other. In the following section will be discussed these 
methods with more details. 
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2.2.1 Anomaly-Based Detection Method 
An anomaly based detection method is sometimes called as behavior-based 
detection, as it is based on monitoring the behavior of the network. Anomaly is a 
deviation from the usual or normal activities to unusual activities, and these activities 
are measured by profiles that represent expected behaviors derived from monitoring 
regular activities of the host, users, and the network connections over a period of time 
(García-Teodoro et al., 2009; Liao et al., 2013; Zhang and Shen, 2004). 
According to (Scarfone and Mell, 2007; Wu and Banzhaf, 2010) the anomaly 
based detection has a main advantage that distinguishes it from the rest of methods, 
which is the high potential and effectiveness of detecting previously unknown threats 
(new intrusions without previous knowledge). However, this method creates a base 
profile depending only on the normal data; therefore, any deviation from the profile is 
considered as an anomaly, which might introduce false positives. 
Despite the many different approaches of anomaly IDSs, they all share the three 
stages of Parameterization, Training stage and Detection (Estevez-Tapiador et al.,  
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2004; García-Teodoro et al., 2009). Figure 2.2 shows these three basic stages. 
Parameterization is the stage where the IDS interacts with the external environment 
and the monitored cases of the target system are represented in a pre-established 
model. The training stage is used to create a profile of the normal behavior of the 
system. Finally, the detection stage uses the profile that was created in the training 
stage and compares it with the current (parameterized) observed traffic of the system. 
If the model detects any deviation from the normal behavior, then an alarm is raised. 
2.2.2 Signature-Based Detection Method 
Signature-based detection is also called knowledge-based detection or misuse 
detection. The method is based primarily on the possession of prior knowledge about 
the threats and attacks, called signatures. The signatures represent either patterns or 
strings that are compatible with a known attack or threat (Liao et al., 2013). The 
signature detection is based on comparing a pattern or string, which is defined and 
stored beforehand, against captured events in order to identify possible intrusions. 
In other words, the signature detection use the accumulated knowledge to detect 
the known attack or threat, but most signature detections fail to detect unknown attacks 
or threats, because it's based on only known attack patterns (signatures) and it is 
difficult to detect malformed or new signatures (Cathey et al., 2003). 
2.2.3 Hybrid Detection Method 
Hybrid detection method is based on the integration between anomaly intrusion 
detection and signature intrusion detection. The main advantage of the hybrid method 
is its ability to overcome the weaknesses of signature and anomaly detection (Kim, H. 
J. et al., 2007; Xu and Luo, 2007). In general, this type of detection has the capability 
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to achieve high detection accuracy and low false alarms by virtue of the signature 
detector component, and is capable of detecting new attacks by virtue of the anomaly 
detector component (Zhang and Zulkernine, 2006). 
2.2.4 Intrusion Detection Technology Types 
An intrusion detection technology can be categorized into two types which is 
based on the way in which they are deployed to inspect suspicious activities and what 
event types they can recognize (Modi et al., 2013; Mukherjee et al., 1994; Sabahi and 
Movaghar, 2008; Stavroulakis and Stamp, 2010): Host-Based Intrusion Detection 
System (HIDS) and Network Based Intrusion Detection System (NIDS). The 
fundamental difference between them is that, in general, the main task of the NIDS 
technology is to protect the entire network, on the other hand the HIDS responsibility 
is to protect the critical endpoints, so there is no need to analyze the traffic across the 
network like NIDS. 
2.2.4(a)  Host-based intrusion detection system (HIDS) 
The responsibility of host-based detection systems lie in monitoring resources 
only on the host machines, such as applications and system log files which are used to 
collecting all events, and then analyze records of events in order to recognize if there 
is an intrusion or not. Figure 2.3 illustrates the location of HIDS on the network. HIDS 
are most often positioned on critical hosts such as servers containing sensitive 
information and publicly accessible servers (Liao et al., 2013; Scarfone and Mell, 
2007). 
 22 
 
2.2.4(b)  Network-based intrusion detection system (NIDS) 
Network-based intrusion detection systems monitor network traffic among all 
hosts/users, through an external interface like a detection sensor (sniffer) that is placed 
at a hub or switch to capture all packets traveling through network segments. The 
NIDS could be either a device and/or program that monitors data traveling across a 
network at specific network segments and analyzes the activities of the network and 
applications and protocols, in order to decide whether these activities are normal or 
abnormal (Liao et al., 2013; Scarfone and Mell, 2007). The major advantage of NIDS 
is that a single engine can be used to monitor the complete network or segments of it, 
without the need to installing custom software on each users/hosts like the HIDS, as 
shown in figure 2.4. It usually also has highest ability and faster response. 
Furthermore, intrusions can attack directly the HIDS and its lower-level services, but 
it is difficult to attack the engine of NIDS directly. 
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2.3 Artificial Neural Network (ANN) 
Artificial neural networks are one of the most important techniques in the 
computational intelligence. It has the ability to simulate the human brain, learn, 
memorize and still generalize. Furthermore, the scope of its use is very wide in a 
variety of fields in science and industry. It has the ability to perform linear, non-linear 
and parallel modeling (Alavala, 2008; Tang et al., 2007; Zilouchian, 2001) to achieve 
such tasks as pattern recognition and time series prediction. 
First appearance of ANNs was in the 1950’s which was driven by the attempt 
both to comprehend the human brain in addition to simulate its strength. The basic 
building block in the biological neural system is called the biological neuron. Artificial 
neural networks, on the other hand, are based on a basic unit called artificial neuron. 
Figure 2.5 shows the difference between the two systems. The main difference lies in 
the input signal. Whereas the biological neural system can only receive input signal as 
discrete electrical pulses (discrete variable), the artificial neural network can receive 
input signal as continuous as well as discrete variables (Langley & Laird, 2006). 
 
Figure 2.4: Network based intrusion detection system 
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Several models for neural networks have been suggested, it is possible to say 
that one model is better than others by the high efficiency in the performance of the 
learning algorithm used in the model. Learning algorithm is a method that helps in 
calculating the error rate while training the network on a given task, and then adjusting 
the parameters of the model to memorize the training. The architecture or topology of 
the neural network refers to the method by which the neurons are connected with each 
other. The neurons are organized in layers, where each layer contains a set of specific 
and non-interconnected neurons. All neurons in the first layer connect with all the 
nodes in the layer that followed. 
There are different varieties of ANN models, which can be classified based on 
the type of feeding and the number of layers. The category of an ANN according to 
feeding is divided into two types: feed-forward and feed-back. Based on the number 
of layers there are two types: single layer and multi-layer neural networks. The Feed 
Forward Neural Network (FFNN) is popular as a special or a stranded class of 
multilayer neural networks, also called Multiple-Layer Perceptron (MLP) networks. 
Figure 2.6 illustrates a standard feed-forward neural network. The network in the 
figure consists of three layers, namely an input layer, a hidden layer and an output 
layer, each layer containing three neurons. In some research articles on neural 
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Figure 2.5: Biological neural system vs. artificial neural network 
