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An initial–boundary value problem is considered for the density-
dependent incompressible viscous magnetohydrodynamic ﬂow in
a three-dimensional bounded domain. The homogeneous Dirichlet
boundary condition is prescribed on the velocity, and the perfectly
conducting wall condition is prescribed on the magnetic ﬁeld.
For the initial density away from vacuum, the existence and
uniqueness are established for the local strong solution with large
initial data as well as for the global strong solution with small
initial data. Furthermore, the weak–strong uniqueness of solutions
is also proved, which shows that the weak solution is equal to the
strong solution with certain initial data.
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1. Introduction
Magnetohydrodynamics (MHD) is a ﬂuid theory that describes plasma physics by treating the
plasma as a ﬂuid of charged particles. Hence, the equations that describe the plasma form a non-
linear system that couples Navier–Stokes equations with Maxwell’s equations. The equations of three-
dimensional non-homogeneous (i.e. density-dependent) incompressible magnetohydrodynamic ﬂow
have the following form (see [4,5,19,21]):
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⎪⎪⎪⎩
∂tρ + ∇ · (ρu) = 0,
∂t(ρu) + ∇ · (ρu⊗ u) −μu+ ∇ P = (∇ ×H) ×H,
∂tH− ∇ × (u×H) = −∇ × (ν∇ ×H),
∇ · u= 0, ∇ ·H= 0,
(1.1)
where ρ = ρ(x, t) ∈ R+ denotes the density with x ∈ R3 and t > 0, u = u(x, t) ∈ R3 the ﬂuid ve-
locity, H = H(x, t) ∈ R3 the magnetic ﬁeld, P = P (x, t) the pressure, and ∇ P may be seen as the
Lagrange multiplier associated to the constraint ∇ · u = 0; μ > 0 is the kinematic viscosity, ν > 0
is the magnetic diffusivity acting as a magnetic diffusion coeﬃcient of the magnetic ﬁeld, and both
are independent of the magnitude and direction of the magnetic ﬁeld. The symbol ⊗ denotes the
Kronecker multiplication, e.g. (a ⊗ b)i j = aib j for a,b ∈ R3. Usually, we refer to the ﬁrst equation
in (1.1) as the continuity equation, and the second as the momentum conservation equation. It is well
known that the electromagnetic ﬁelds are governed by Maxwell’s equations. In magnetohydrodynam-
ics, the displacement currents can be neglected in the time dependent Maxwell equations (see [14,19,
21]), which transform the hyperbolic Maxwell system into a parabolic equation from a mathematical
viewpoint. As a consequence, the third equation in (1.1) is called the induction equation. As for the
constraint ∇ ·H= 0, it can be seen just as a restriction on the initial value H0 of H since (∇ ·H)t = 0.
We shall study the magnetohydrodynamic ﬂow in a connected bounded domain Ω ⊂ R3 with
boundary ∂Ω ∈ C2+ε for some ε > 0 by supplementing system (1.1) with the initial conditions:
(ρ,u,H)|t=0 = (ρ0,u0,H0), for all x ∈ Ω, (1.2)
and the boundary conditions:
u|∂Ω = 0, (1.3)
H · n|∂Ω = 0, (∇ ×H) × n|∂Ω = 0, (1.4)
where n denotes the unit outward normal on ∂Ω . The condition (1.3) is the so-called non-slip bound-
ary condition, and the condition (1.4) is known as the perfectly conducting wall condition which
describes the case where the wall of container is made of perfectly conductive materials. This bound-
ary condition (1.4) is classical in the theory of magnetohydrodynamics. Under ∇ ·u= 0 and ∇ ·H= 0,
the ﬁrst three equations of (1.1) can be reduced to
∂tρ + u · ∇ρ = 0, (1.5a)
ρ∂tu+ ρu · ∇u−μu+ ∇ P = (∇ ×H) ×H, (1.5b)
∂tH− νH= −u · ∇H+H · ∇u, (1.5c)
where the notation u ·∇u is understood to be (u ·∇)u. The aim of the present paper is to establish the
existence and uniqueness to global strong solution (ρ,u,H, P ) (up to an additive constant for P ) in
W 1,r(Ω) × W 2,q(Ω)3 × W 2,q(Ω)3 × W 1,q(Ω) with 3 < q  r ∞ satisfying (1.1) almost everywhere
with the initial–boundary conditions (1.2)–(1.4).
There have been a lot of studies on MHD in both incompressible and compressible cases by
physicists and mathematicians because of its physical importance, complexity, rich phenomena, and
mathematical challenges; see [9–11,16–19,26,29–32,34] and the references cited therein. Inspired by
the work of Lions [22] where the global existence result for the density-dependent Navier–Stokes
equations was proved, a global-in-time existence result of a weak solution for the density-dependent
magnetohydrodynamic problem in a bounded domain was obtained in [14]. For the ideal (i.e. invis-
cid and non-resistive) incompressible density-dependent magnetohydrodynamic equations, the local
unique solvability of smooth solution in a bounded domain or the whole space RN was proved in [31]
when ‖∇ρ0‖Hs−1 is small enough with s > 1+ N2 , and recently the same result on the Cauchy problem
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to the ideal incompressible density-dependent magnetohydrodynamic equations was also established
for bounded domain (see [29]) and for the whole space R3 (see [34]) with analytic initial data. The
inviscid and non-resistive limit of the viscous incompressible MHD solutions was proved in [9]. The
existence of global weak solutions to the compressible magnetohydrodynamic equations was obtained
in [11,17,18] in the spirit of [12,23] for the compressible Navier–Stokes equations. We also refer to [8,
24,25,28,33] and the references therein for more results on the compressible Navier–Stokes equations
and [13,22] for the incompressible case.
We note that, from (1.5), system (1.1) has two equations of parabolic type coupled with the trans-
port equation. At the same time, the magnetic ﬁeld evolves according to the parabolic equation (1.5c),
linear with respect to H, which provides at any time a force term on the right-hand side of (1.5b).
Our strategy to consider (1.1) in W 1,r(Ω) × W 2,q(Ω)3 × W 2,q(Ω)3 × W 1,q(Ω) (3 < q  r ∞) is to
take advantage of the following auxiliary problem:
∂tρ + v · ∇ρ = 0, (1.6a)
ρ∂tu−μu+ ∇ P = −ρv · ∇v+ (∇ × B) × B, (1.6b)
∂tH− νH= −v · ∇B+ B · ∇v, (1.6c)
∇ · u= 0, ∇ ·H= 0, (1.6d)
for some given v ∈ R3 and B ∈ R3. One of the motivations of making such a strategy is that (1.5a)
is the transport equation of ρ , (1.5b) is the evolutionary density-dependent incompressible Navier–
Stokes equation with the source term (∇ ×H)×H, while (1.5c) is the parabolic system in terms of H,
therefore we can use a result of the transport equation (cf. Proposition 3.1), the maximal regularities
of the parabolic equations (cf. Theorem 3.1) and density-dependent Stokes equations (cf. Theorem 3.2).
We ﬁrst establish the local in time existence and uniqueness of the strong solution with general initial
data via a classical iteration scheme, then we prove the global existence by establishing some global
a priori estimates under additional assumption that the initial data are small in some norm. Some idea
and techniques will be borrowed and generalized from [6] where density-dependent incompressible
ﬂuids in bounded domains were studied. To overcome the diﬃculties arising from the strong coupling
of the ﬂuid and the magnetic ﬁeld, we need to develop new estimates for the magnetic ﬁeld H.
Finally, as mentioned earlier, a global weak solution was obtained in [14] for system (1.1), but the
uniqueness is still an open problem. We will show that, by deriving the important effects from the
strong coupling of the magnetic ﬁeld and velocity ﬁeld, when the strong solution exists any weak
solution constructed in [14] must be equal to the unique strong solution, which is called the weak–
strong uniqueness. See also [6,22,26] for related results.
Our paper is organized as follows. In Section 2, we state our main results on local and global
existence of strong solution, as well as the weak–strong uniqueness. In Section 3, we recall a standard
result for the transport equation, the maximal regularities for the non-homogeneous non-stationary
Stokes operator and the parabolic operator, and also some L∞ estimates. In Section 4, we give the
proof of the local existence and uniqueness. In Section 5, we prove the global existence. Finally in
Section 6, we show the weak–strong uniqueness.
2. Main results
Throughout this paper, the standard notations for Sobolev spaces (see [1]) Ws,q(Ω) (Hilbert
spaces Hs(Ω) when q = 2) will be used, and we denote by Ws,q0 (Ω)(Hs0(Ω)) the subspace of
Ws,q(Ω)(Hs(Ω)) of functions vanishing on ∂Ω . For p ∈ [1,+∞], we denote by Lp(0, T ; X) the
set of Bochner measurable X-valued time dependent functions ϕ such that t 	→ ‖ϕ‖X belongs to
Lp(0, T ), and the corresponding Lebesgue norm is denoted by ‖ · ‖LpT (X) . Denote the Sobolev space
W 1,p(0, T ; X) := {ϕ | ϕ ∈ Lp(0, T ; X), ϕt ∈ Lp(0, T ; X)}. We use the letter C to denote a generic con-
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may therefore change from line to line in a given computation.
If A = ((aij)) and B = ((bij)) are 3× 3 matrices, then denote
A : B =
3∑
i, j=1
aijbi j and |A| = (A : A) 12 =
(
3∑
i, j=1
a2i j
) 1
2
,
|u|p = norm in the space Lp(Ω) with p  1;
‖u‖s = norm in the Sobolev space Hs(Ω) of order s on L2(Ω);
‖u‖s,p = norm in the Sobolev space Ws,p(Ω) of order s on Lp(Ω) (s is a real number).
Next, let us deﬁne the function spaces in which the existence of strong solution (ρ,u,H, P ) is
going to be established.
Deﬁnition 2.1. For T > 0 and 1 < p,q, r < ∞, we denote by Mp,q,rT the set of quadruplets (ρ,u,H, P )
such that
u ∈ C([0, T ]; D1− 1p ,pAq )∩ Lp(0, T ;W 2,q(Ω) ∩ W 1,q0 (Ω)), ∂tu ∈ Lp(0, T ; Lq(Ω)), ∇ · u= 0;
H ∈ C([0, T ]; B2(1− 1p )q,p )∩ Lp(0, T ;W 2,q(Ω)), ∂tH ∈ Lp(0, T ; Lq(Ω));
ρ ∈ C([0, T ];W 1,r(Ω)); P ∈ Lp(0, T ;W 1,q(Ω)) and ∫
Ω
P dx= 0.
If r = ∞, then ρ belongs to L∞(0, T ;W 1,∞(Ω)) ∩ C(Ω × [0, T ]) instead of C([0, T ];W 1,∞(Ω)). The
corresponding norm is denoted by ‖ · ‖Mp,q,rT .
We note that Mp,q,rT is a Banach space, and the condition
∫
Ω
P dx = 0 in Deﬁnition 2.1 holds
automatically if we replace P by P − 1|Ω|
∫
Ω
P dx in (1.1). Also, in the above deﬁnition, the space
D
1− 1p ,p
Aq
stands for non-homogeneous fractional domains of the Stokes operator in Lq(Ω) (cf. Sec-
tion 2.3 in [6]). Roughly, the vector-ﬁelds of D
1− 1p ,p
Aq
are vectors which have 2 − 2p derivatives in
Lq(Ω), are divergence-free and vanish on ∂Ω . The Besov space B
2(1− 1p )
q,p (see [3] for deﬁnition) can be
regarded as the interpolation space between Lq(Ω) and W 2,q(Ω) (cf. Theorem 6.24 in [3]),
B
2(1− 1p )
q,p =
(
Lq(Ω),W 2,q(Ω)
)
1− 1p ,p .
We note that, from Proposition 2.5 in [6],
D
1− 1p ,p
Aq
↪→ B2(1−
1
p )
q,p ∩ Xq,
where for 1< q < ∞, Xq is the completion in Lq of the set of solenoidal vector-ﬁelds with coeﬃcients
in C∞0 (Ω) and it is well known (see [6,33]) for C1 domains,
Xq = {u ∈ Lq(Ω)3 ∣∣∇ · u= 0 in Ω and u · n= 0 on ∂Ω}.
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initial data is suﬃciently small in some suitable function spaces, the solution is indeed global in time.
First our local existence result reads as follows.
Theorem2.1. LetΩ be a bounded domain inR3 with C2+ε boundary for some ε > 0. Assume that 1< p < ∞,
r ∈ (3,∞], q ∈ (3, r], and ρ0 ∈ W 1,r(Ω) with ρ0  ρˇ for some ρˇ > 0, u0 ∈ D1−
1
p ,p
Aq
, H0 ∈ B2(1−
1
p )
q,p . Then,
there exists T > 0 such that system (1.1) with the initial–boundary conditions (1.2)–(1.4) has a unique local
strong solution (ρ,u,H, P ) ∈ Mp,q,rT with 0< ρˇ  ρ on Ω × [0, T ].
Remark 2.1. (1) The time T of local existence may be bounded by below in terms of the norms of
the initial data, and of Ω , μ, ν , ρˇ , p, q, r. The reader is referred to Proposition 5.1 for more details.
(2) One can also prove a result of continuity with respect to the data (cf. Remark 4.1).
For small initial velocity u0, magnetic ﬁeld H0, but with no restriction on the size of ρ0, we
actually have the global existence and uniqueness of strong solution.
Theorem 2.2. Let Ω , p, q, r be as in Theorem 2.1 and ρ0 , u0 , H0 satisfy the assumptions of Theorem 2.1. There
exist a constant γ > 0 depending on p, q, r, ρˇ , μ, ν , Ω , and δ > 0 depending only on p, q, r, such that if
‖u0‖
D
1− 1p ,p
Aq
+ ‖H0‖
B
2(1− 1p )
q,p
 γ
(1+ ‖ρ0‖1,r)δ ,
then system (1.1) with the initial–boundary conditions (1.2)–(1.4) has a unique global strong solution
(ρ,u,H, P ) ∈ Mp,q,rT for all T > 0. Furthermore, denoting by λ1 the ﬁrst eigenvalue of the Dirichlet–Laplace
operator in Ω , Λ1 the ﬁrst eigenvalue of the operator ∇ × (∇ × ·) in Ω , and  := max{νΛ1, μλ1|ρ0|∞ },
π := min{νΛ1, μλ1|ρ0|∞ }, we have the following inequality for all t ∈R+:
∣∣(√ρu)(t)∣∣2 + ∣∣H(t)∣∣2  Ce−πt(|√ρ0u0|2 + |H0|2)(1+ (2 t) 12 ),
and for some K depending only on ‖ρ0‖1,r , p, q, r, μ, ν , ρˇ and Ω ,
∥∥(ρ,u,H, P )∥∥Mp,q,rt  K (‖u0‖D1− 1p ,pAq + ‖H0‖B2(1− 1p )q,p
)
.
We note that system (1.1) is a simpliﬁed version of the model studied in [14] which describes
the ﬂow of two immiscible ﬂuids in presence of a magnetic ﬁeld. According to [14], for the given
initial–boundary conditions (1.2)–(1.4), there exists at least a Weak Solution to (1.1) deﬁned as follows.
For T > 0, (ρ˜, u˜, H˜) is a weak solution on Ω × [0, T ] of the problem (1.1)–(1.4) with the assumptions
on initial data:
ρ0 ∈ L∞(Ω), ρ0 > 0 a.e. in Ω, u0 ∈ L2(Ω), and H0 ∈ L2(Ω),
if
ρ˜ ∈ L∞(Ω × (0, T ))∩ C(0, T ; Lp(Ω)), ∀p  1,
u˜ ∈ L2(0, T ; H10(Ω)), ρ˜|u˜|2 ∈ L∞(0, T ; L1(Ω)),
H˜ ∈ L2(0, T ; H1(Ω))∩ L∞(0, T ; L2(Ω))∩ C([0, T ]; Hw(Ω)),
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∫
Ω
ρ˜u˜ · φ dx+
∫ ∫
Ω×(0,∞)
∇u˜ : ∇φ dxdt
=
∫
Ω
ρ0u0 · φ(x,0)dx+
∫ ∫
Ω×(0,∞)
ρ˜u˜ · (∂tφ + u˜ · ∇φ)dxdt +
∫ ∫
Ω×(0,∞)
H˜ · ∇H˜ · φ dxdt, (2.1)
and ∫
Ω
H˜ · φ dx+
∫ ∫
Ω×(0,∞)
(∇ × H˜) · (∇ × φ)dxdt
=
∫
Ω
H0 · φ(x,0)dx+
∫ ∫
Ω×(0,∞)
H˜ · ∂tφ dxdt −
∫ ∫
Ω×(0,∞)
u˜ · ∇H˜ · φ dxdt
+
∫ ∫
Ω×(0,∞)
H˜ · ∇u˜ · φ dxdt, (2.2)
for all φ ∈ C∞c (Ω × [0,∞))3. Here H˜ ∈ C([0, T ]; Hw ) means t 	→
∫
Ω
H˜(t) · Cdx is a continuous scalar
function for all C ∈ L2(Ω)3 with ∇ · C= 0 and C · n|∂Ω = 0.
In addition, the weak solutions satisfy the following energy inequality in differential or integral
form:
1
2
d
dt
∫
Ω
(
ρ˜|u˜|2 + |H˜|2)dx+ ∫
Ω
(|∇u˜|2 + |∇ × H˜|2)dx 0,
1
2
∫
Ω
(
ρ˜|u˜|2 + |H˜|2)dx+
t∫
0
∫
Ω
(|∇u˜|2 + |∇ × H˜|2)dxds 1
2
∫
Ω
(
ρ0|u0|2 + |H0|2
)
dx. (2.3)
And, meas{x ∈ Ω | α  ρ˜(x, t) β} (∈ [0,+∞]) is independent of t  0 for all 0 α  β < ∞, which
yields the L∞ estimate 0 ρ˜(x, t) |ρ0|∞ a.e. (in fact |ρ˜(t)|∞ = |ρ0|∞ for all t  0!).
However, like for the standard Navier–Stokes equations, the question of uniqueness in the above
class has remained open. Now we show that the relation between its weak solution and strong solu-
tion is “weak=strong”, i.e., as long as a strong solution exists, then any weak solution is equal to it,
which we state as follows:
Theorem 2.3. Let Ω , p, q, r be as in Theorem 2.1 and ρ0 , u0 , H0 satisfy the assumptions of Theorem 2.1. Then
its corresponding weak solution to (1.1) with the initial–boundary conditions (1.2)–(1.4) is unique and indeed
is equal to its unique strong solution.
Usually, we call this kind of uniqueness Weak–Strong Uniqueness. For the similar results on the
compressible Navier–Stokes equations, we refer the readers to [8,22].
3. Maximal regularity
In this section, we recall a quite standard result for the transport equation and the maximal reg-
ularities for the parabolic operator and the non-homogeneous non-stationary Stokes operator, and
prove some L∞ estimates.
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Wq,p(0, T ) :=
(
W 1,p
(
0, T ; Lq(Ω)))3 ∩ (Lp(0, T ;W 2,q(Ω)))3.
We ﬁrst recall a result for the transport equation (cf. Proposition 3.1 in [6]):
Proposition 3.1. Let Ω be a Lipschitz domain of RN and v ∈ L1(0, T ; Lip) be a solenoidal vector-ﬁeld such
that v · n= 0 on ∂Ω . Let ρ0 ∈ W 1,r(Ω) with r ∈ [1,∞]. Then the system{
∂tρ + v · ∇ρ = 0,
ρ|t=0 = ρ0
has a unique solution in L∞(0, T ;W 1,∞(Ω)) ∩ C([0, T ];⋂q<∞ W 1,q(Ω)) if r = ∞, and in C([0, T ];
W 1,r(Ω)) if r < ∞. Moreover, the following estimate holds:
∥∥ρ(t)∥∥1,r  e∫ t0 |∇v(τ )|∞ dτ ‖ρ0‖1,r, t ∈ [0, T ].
Secondly, we recall the maximal regularity for the parabolic operator (cf. Theorem 4.10.7 and Re-
mark 4.10.9 in [2]):
Theorem 3.1. Given 1< p,q < ∞, ω0 ∈ B2(1−
1
p )
q,p and f ∈ (Lp(0, T ; Lq(R3)))3 , the Cauchy problem⎧⎨
⎩
d
dt
ω − ω = f ,
ω|t=0 = ω0
has a unique solution ω ∈ Wq,p(0, T ) and
‖ω‖Wq,p(0,T )  C
(‖ f ‖LpT (Lq) + ‖ω0‖B2(1− 1p )q,p
)
,
where C is independent of ω0 , f and T . Moreover, there exists a positive constant c0 independent of f and T
such that
‖ω‖Wq,p(0,T )  c0 sup
t∈(0,T )
∥∥ω(t)∥∥
B
2(1− 1p )
q,p
.
Remark 3.1. As the perfectly conducting wall condition on the magnetic ﬁeld H does not coincide
with the space E1 (see [2]) where the prescribed boundary condition has been incorporated in, for
the purpose of using the maximal regularity for the parabolic operator in our case, it only needs to
set
E0 =
{
H ∈ (Lq(Ω))3 ∣∣∇ ·H= 0 in Ω},
and
E1 = Xq ∩
{
H ∈ (W 2,q(Ω))3 ∣∣ (∇ ×H) × n= 0 on ∂Ω},
where E1 is the domain of the linear operator ∇ × (∇ × ·), endowed with its graph norm which is
induced by E0. We see that (E0, E1) is a densely injected Banach couple corresponding to the linear
operator ∇ × (∇ × ·).
X. Li, D. Wang / J. Differential Equations 251 (2011) 1580–1615 1587Now we recall the maximal regularity for the density-dependent Stokes equations (cf. Theorem 3.7
in [6]):
Theorem 3.2. Let Ω ⊂R3 be a bounded domain with C2+ε boundary, and 1< p,q < ∞, r ∈ (3,∞] be such
that r  q. Let u0 ∈ D1−
1
p ,p
Aq
and f ∈ (Lp(0, T ; Lq(Ω)))3 . Assume that the density ρ satisﬁes
0< ρˇ  ρ(x, t) ρˆ < ∞, (x, t) ∈ Ω × (0, T ),
and for some β ∈ (0,1],
ρ ∈ L∞(0, T ;W 1,r(Ω))∩ Cβ([0, T ]; L∞(Ω)).
Then the system ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ∂tu−μu+ ∇ P = f ,
∫
Ω
P dx= 0,
∇ · u= 0,
u|t=0 = u0, u|∂Ω = 0
has a unique solution (u, P ) such that
u ∈ C([0, T ]; D1− 1p ,pAq )∩ Lp(0, T ;W 2,q(Ω) ∩ W 1,q0 (Ω)), ∂tu ∈ Lp(0, T ; Lq(Ω)), and
P ∈ Lp(0, T ;W 1,q(Ω)).
Moreover, there exists some constant C depending on p, q, r and Ω such that for all t ∈ [0, T ], the following
inequalities hold:
ρˇ
1
p μ
1− 1p ∥∥u(t)∥∥
D
1− 1p ,p
Aq
+μ‖u‖Lpt (W 2,q) + ρˇ‖∂tu‖Lpt (Lq) + ‖P‖Lpt (W 1,q)
 Cξ3ρ B2+ς˜ρ (t)e
CμtCρ (t)
ρˇd(Ω)2 )
(
ρˇ
1
p μ
1− 1p ‖u0‖
D
1− 1p ,p
Aq
+ ‖ f ‖Lpt (Lq)
)
, (3.1)
and
ρˇ
1
p μ
1− 1p ∥∥u(t)∥∥
D
1− 1p ,p
Aq
+ ∥∥ρˇ∂tu,μ∇2u,∇ P∥∥Lpt (Lq)
 C
(
ξ4ρB2+ς˜ρ (t)
(
ρˇ
1
p μ
1− 1p ‖u0‖
D
1− 1p ,p
Aq
+ ‖ f ‖Lpt (Lq)
)+ ξρμ
d(Ω)2
Cρ(t)‖u‖Lpt (Lq)
)
, (3.2)
where d(Ω) is the diameter to Ω , ξρ := ρˆ/ρˇ .
Remark 3.2. The reader is referred to Theorem 3.7 in [6] for more details about other notations of
Theorem 3.2. We notice that (3.1) and (3.2) do not include the estimate for ‖u‖LpT (Lq) . Indeed, since
we consider only in bounded domain Ω , then there exists a constant C = C(q,d(Ω)) such that
‖u‖2,q ≡
∣∣∇2u∣∣q + d(Ω)−1|∇u|q + d(Ω)−2|u|q  C ∣∣∇2u∣∣q,
whenever u ∈ W 2,q(Ω) ∩ W 1,q0 (Ω) (cf. Proposition 2.4 in [6]).
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Lemma 3.1. Let 1< p,q, r, s < ∞ satisfy
0<
p
2
− 3p
2q
< 1,
1
s
= 1
r
+ 1
q
.
Then the following inequalities hold:
‖∇ f ‖LpT (L∞)  CT
1
2− 32q ‖ f ‖1−θ
L∞T (D
1− 1p ,p
Aq
)
‖ f ‖θ
LpT (W
2,q)
,
‖∇ f ‖LpT (Lr)  CT
1
2− 32q ‖ f ‖1−θ
L∞T (D
1− 1p ,p
As
)
‖ f ‖θ
LpT (W
2,s)
,
for some constant C depending only on Ω, p,q, r, and
1− θ
p
= 1
2
− 3
2q
.
Similarly, we have
Lemma 3.2. Let 1< p,q < ∞ satisfy
0<
p
2
− 3p
2q
< 1,
1
s
= 1
r
+ 1
q
.
Then
‖∇ f ‖LpT (L∞)  CT
1
2− 32q ‖ f ‖1−θ
L∞T (B
2(1− 1p )
q,p )
‖ f ‖θ
LpT (W
2,q)
,
‖∇ f ‖LpT (Lr)  CT
1
2− 32q ‖ f ‖1−θ
L∞T (B
2(1− 1p )
s,p )
‖ f ‖θ
LpT (W
2,s)
,
for some constant C depending only on Ω , p, q, and
1− θ
p
= 1
2
− 3
2q
.
Proof. The proof is based on the applications of embedding and interpolation results in [3]. First, we
notice that, from Theorem 6.4.5 in [3],
(
B
1− 2p − 3q∞,∞ , B
1− 3q∞,∞
)
θ,1 = B0∞,1 with
1− θ
p
= 1
2
− 3
2q
,
and also the imbedding (Theorem 6.2.4 in [3]): B0∞,1 ↪→ L∞. Hence, we get
|∇ f |∞  C‖∇ f ‖B0∞,1  C‖∇ f ‖
θ
B
1− 3q
‖∇ f ‖1−θ
B
1− 2p − 3q
. (3.3)
∞,∞ ∞,∞
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B
2(1− 1p )
q,p ↪→ B
2− 2p − 3q∞,∞ ↪→ B1−
2
p − 3q∞,∞ , W 1,q ↪→ B1q,∞ ↪→ B
1− 3q∞,∞ (3.4)
(cf. Theorem 6.5.1 and Theorem 6.2.4 in [3]). Therefore, according to (3.3), (3.4) and by Hölder’s in-
equality, we deduce that
‖∇ f ‖LpT (L∞)  C
( T∫
0
‖∇ f ‖p(1−θ)
B
1− 2p − 3q∞,∞
‖∇ f ‖pθ
B
1− 3q∞,∞
dt
) 1
p
 C
( T∫
0
‖ f ‖p(1−θ)
B
2(1− 1p )
q,p
‖ f ‖pθ2,q dt
) 1
p
 CT
1
2− 32q ‖ f ‖1−θ
L∞T (B
2(1− 1p )
q,p )
‖ f ‖θ
LpT (W
2,q)
.
The proof of the second inequality is based on the fact that
B0r,1 =
(
B
1− 2p − 3q
r,p , B
1− 3q
r,r
)
θ,1 ↪→ Lr with
1− θ
p
= 1
2
− 3
2q
(cf. Theorem 6.4.5 and Theorem 6.2.4 in [3]), and that
W 1,s ↪→ B1−
3
q
r,r , B
2(1− 1p )
s,p ↪→ B
1− 2p
s,p ↪→ B
1− 2p − 3q
r,p
(cf. Theorem 6.2.4 and Theorem 6.5.1 in [3]). In fact, by Hölder’s inequality, we have
‖∇ f ‖LpT (Lr)  C
( T∫
0
‖∇ f ‖p(1−θ)
B
1− 2p − 3q
r,p
‖∇ f ‖pθ
B
1− 3q
r,r
dt
) 1
p
 C
( T∫
0
‖∇ f ‖p(1−θ)
B
1− 2p
s,p
‖∇ f ‖pθ1,s dt
) 1
p
 CT
1
2− 32q ‖ f ‖1−θ
L∞T (B
2(1− 1p )
s,p )
‖ f ‖θ
LpT (W
2,s)
. 
4. Local existence
In this section, we prove the local existence and uniqueness of strong solution to (1.1)–(1.4). The
proof will be divided into several steps, including constructing the approximate solutions by iteration,
obtaining the uniform estimate, showing the convergence, consistency and uniqueness. For the sake of
simplicity, we assume the kinematic viscosity coeﬃcient μ = 1 and the magnetic diffusivity coeﬃcient
ν = 1 without loss of generality.
4.1. Construction of approximate solutions
We initialize the construction of approximate solutions by setting
ρ0(x, t) := ρ0(x), u0(x, t) := u0(x), H0(x, t) := H0(x).
For k = 0,1,2, . . . , the transport equation (1.6a), the non-homogeneous non-stationary Stokes equa-
tion (1.6b) and the parabolic equation (1.6c) enable us to deﬁne
(
ρk+1(x, t),uk+1(x, t),Hk+1(x, t), Pk+1(x, t)
)
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ
k+1 + uk · ∇ρk+1 = 0,
ρk+1∂tuk+1 − uk+1 + ∇ Pk+1 = −ρk+1uk · ∇uk +
(∇ ×Hk)×Hk,
∂tH
k+1 − Hk+1 = −uk · ∇Hk +Hk · ∇uk,
∇ · uk+1 = 0, ∇ ·Hk+1 = 0,
∫
Ω
Pk+1 dx= 0,
(4.1)
with the initial–boundary conditions:
ρk+1
∣∣
t=0 = ρ0, uk+1
∣∣
t=0 = u0, Hk+1
∣∣
t=0 = H0,
uk+1
∣∣
∂Ω
= 0, Hk+1 · n|∂Ω =
(∇ ×Hk+1)× n|∂Ω = 0.
According to Proposition 3.1, Theorems 3.1–3.2, it is obvious that the iteration is well deﬁned, and
the induction argument yields a sequence {(ρk,uk,Hk, Pk)} ⊂ Mp,q,rT for all T > 0.
4.2. Uniform bound for some small ﬁxed time T∗
In this subsection we aim at ﬁnding a positive time T∗ independent of k for which {(ρk,uk,
Hk, Pk)} is uniformly bounded in the space Mp,q,rT∗ .
Applying Proposition 3.1 to
{
∂tρ
k+1 + uk · ∇ρk+1 = 0,
ρk+1
∣∣
t=0 = ρ0,
(4.2)
we get
∥∥ρk+1(t)∥∥1,r  e∫ t0 |∇uk(τ )|∞ dτ ‖ρ0‖1,r . (4.3)
In addition, the existence of a unique solution ρk+1(x, t) of (4.2) follows from the method of
characteristics, and for all time t , we have
min
x∈Ω¯
ρk(x, t) = ρˇ := min
x∈Ω¯
ρ0(x) and max
x∈Ω¯
ρk(x, t) = ρˆ := max
x∈Ω¯
ρ0(x). (4.4)
Since now ∂tρk+1 = −uk · ∇ρk+1, then by Hölder’s inequality, we have
∂tρ
k+1 ∈ L∞loc
(
R
+; Ls(Ω))
with s = qrq+r (s = q if r = ∞), and for t  0,
∥∥∂tρk+1∥∥L∞(Ls)  ∥∥uk∥∥L∞(Lq)∥∥∇ρk+1∥∥L∞(Lr). (4.5)t t t
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρk+1∂tuk+1 − uk+1 + ∇ Pk+1 = −ρk+1uk · ∇uk +
(∇ ×Hk)×Hk,
∇ · uk+1 = 0,
uk+1
∣∣
t=0 = u0, uk+1
∣∣
∂Ω
= 0,
∫
Ω
Pk+1 dx= 0,
(4.6)
we need to prove that for some β ∈ (0,1], ρk+1 ∈ Cβ([0, T ]; L∞(Ω)). Actually, noticing that by in-
terpolation between L∞(0, T ;W 1,r(Ω)) and W 1,∞(0, T ; Ls(Ω)), ρk+1 belongs to Cβ(0, T ; L∞(Ω))
whenever β ∈ (0, 1− 3r
1+ 3q
) and it holds that
∥∥ρk+1∥∥
Cβt (L
∞)  C
(∥∥ρk+1∥∥L∞t (W 1,r) + ∥∥∂tρk+1∥∥L∞t (Ls)). (4.7)
Here we have used Young’s inequality. Hence, applying Theorem 3.2 to (4.6) yields
∥∥uk+1(t)∥∥
D
1− 1p ,p
Aq
+ ∥∥uk+1∥∥Lpt (W 2,q) + ∥∥∂tuk+1∥∥Lpt (Lq) + ∥∥Pk+1∥∥Lpt (W 1,q)
 CeCtψ(t)
(‖u0‖
D
1− 1p ,p
Aq
+ ∥∥−uk · ∇uk + (∇ ×Hk)×Hk∥∥Lpt (Lq)),
where
ψ(t) = (1+ ∥∥ρk+1∥∥L∞t (W 1,r))γ0(1+ ∥∥ρk+1∥∥
1
β
Cβt (L
∞)
)
for some positive exponent γ0 depending only on p, q, r, β , and the constant C depends only on p,
q, r, ρˇ , ρˆ , Ω , β . Using (4.5) and (4.7), we get
ψ(t) C
(
1+ ∥∥ρk+1∥∥L∞t (W 1,r))σ (1+ ∥∥uk∥∥L∞t (Lq))
1
β ,
where σ depends only on p, q, r and β . Therefore,
∥∥uk+1(t)∥∥
D
1− 1p ,p
Aq
+ ∥∥uk+1∥∥Lpt (W 2,q) + ∥∥∂tuk+1∥∥Lpt (Lq) + ∥∥Pk+1∥∥Lpt (W 1,q)
 CeCt(1+‖ρ
k+1‖L∞t (W 1,r ))
σ (1+‖uk‖L∞t (Lq))
1
β (‖u0‖
D
1− 1p ,p
Aq
+ ∥∥uk∥∥L∞t (Lq)∥∥∇uk∥∥Lpt (L∞)
+ ∥∥Hk∥∥L∞t (Lq)∥∥∇Hk∥∥Lpt (L∞)). (4.8)
Now applying Theorem 3.1 to
{
∂tH
k+1 − Hk+1 = −uk · ∇Hk +Hk · ∇uk,
Hk+1
∣∣ = H0, Hk+1 · n∣∣ = (∇ ×Hk+1)× n|∂Ω = 0,t=0 ∂Ω
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∥∥Hk+1(t)∥∥
B
2(1− 1p )
q,p
+ ∥∥Hk+1∥∥Wq,p(0,t)
 C
(‖H0‖
B
2(1− 1p )
q,p
+ ∥∥−uk · ∇Hk +Hk · ∇uk∥∥Lpt (Lq))
 C
(‖H0‖
B
2(1− 1p )
q,p
+ ∥∥uk∥∥L∞t (Lq)∥∥∇Hk∥∥Lpt (L∞) + ∥∥Hk∥∥L∞t (Lq)∥∥∇uk∥∥Lpt (L∞)). (4.9)
For a (large) ﬁxed reference time T0, for 0< t  T0, deﬁne
Uk(t) := ∥∥uk∥∥
L∞t (D
1− 1p ,p
Aq
)
+ ∥∥uk∥∥Lpt (W 2,q) + ∥∥∂tuk∥∥Lpt (Lq) + ∥∥Hk∥∥L∞t (B2(1− 1p )q,p ) +
∥∥Hk∥∥Wq,p(0,t),
U0 := ‖u0‖
D
1− 1p ,p
Aq
+ ‖H0‖
B
2(1− 1p )
q,p
,
k(t) := ∥∥ρk∥∥L∞t (W 1,r) and 0 := ‖ρ0‖1,r .
To simplify the presentation, assume from now on that p2 − 3p2q < 1 (if p2 − 3p2q  1, we would get
t
1
p instead of t
1
2− 32q below, see the below argument for the Uniqueness in Section 4.5 for details).
Then, from (4.3), (4.8) and (4.9), using Lemma 3.1 and Hölder’s inequality, we have
k+1(t) et
1− 1p |∇uk|
L
p
t (L
∞)‖ρ0‖1,r  0eCt
3
2 − 1p − 32q Uk(t), (4.10)
and
Uk+1(t) CeCt(1+k+1(t))σ (1+Uk(t))
1
β (
U0 + t 12− 32q (Uk(t))2). (4.11)
Inserting (4.10) in (4.11) yields
Uk+1(t) CeCt(1+Uk(t))
1
β (1+0)σ eCσ t
3
2 − 1p − 32q Uk(t)(
U0 + t 12− 32q (Uk(t))2).
Assuming that t is suﬃciently small so that
Ct
3
2− 1p − 32q Uk(t) ln2,
we get
k+1(t) 20 and Uk+1(t) Ce2
σ Ct(1+Uk(t))
1
β (1+0)σ (U0 + t 12− 32q (Uk(t))2).
Hence, if we assume that Uk(t) 4CU0 on [0, T∗] with
T∗ = min
{
T0,
(
ln2
4C2U0
) 1
3
2 − 1p − 32q ,
ln2
2σ C(1+  )σ (1+ 4CU ) 1β
,
(
1
16C2U0
) 2q
q−3}
, (4.12)
0 0
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Uk+1(t) 4CU0 on [0, T∗].
Coming back to (4.10), we conclude that the sequence {(ρk,uk,Hk, Pk)} is uniformly bounded
in Mp,q,rT∗ . More precisely, we have proved the following estimates:
Lemma 4.1. For all t ∈ [0, T∗] with T∗ satisfying (4.12),
k(t) 20 and Uk(t) 4CU0. (4.13)
4.3. Convergence of the approximate sequence
Lemma 4.2. There exists a T , 0 < T  T∗ , such that {(ρk,uk,Hk, Pk)} is a Cauchy sequence in Mp,s,rT and
thus converges in Mp,s,rT .
Proof. For k = 0,1,2, . . . , deﬁne
ρ¯k := ρk+1 − ρk, u¯k := uk+1 − uk, H¯k := Hk+1 −Hk, P¯ k := Pk+1 − Pk,
and
U¯k(t) := ∥∥u¯k∥∥
L∞t (D
1− 1p ,p
As
)
+ ∥∥u¯k∥∥Lpt (W 2,s) + ∥∥∂t u¯k∥∥Lpt (Ls)
+ ∥∥ P¯ k∥∥Lpt (W 1,s) + ∥∥H¯k∥∥L∞t (B2(1− 1p )s,p ) +
∥∥H¯k∥∥Ws,p(0,t).
Then it follows obviously that the quadruplet (ρ¯k, u¯k, H¯k, P¯ k) satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t ρ¯
k + uk · ∇ρ¯k = −u¯k−1 · ∇ρk,
ρk+1∂t u¯k − u¯k + ∇ P¯ k = −ρ¯k
(
∂tu
k + uk · ∇uk)− ρk(uk · ∇u¯k−1 + u¯k−1 · ∇uk−1)
+ (∇ × H¯k−1)×Hk + (∇ ×Hk−1)× H¯k−1,
∂tH¯
k − H¯k = −uk · ∇H¯k−1 − u¯k−1 · ∇Hk−1 +Hk · ∇u¯k−1 + H¯k−1 · ∇uk−1,
∇ · u¯k = 0, ∇ · H¯k = 0,
∫
Ω
P¯ k dx= 0,
with the initial–boundary conditions:
ρ¯k
∣∣
t=0 = u¯k
∣∣
t=0 = H¯k
∣∣
t=0 = 0,
u¯k
∣∣ = H¯k · n|∂Ω = (∇ × H¯k)× n|∂Ω = 0.∂Ω
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ρk+1∂t u¯k − u¯k + ∇ P¯ k = −ρ¯k
(
∂tu
k + uk · ∇uk)− ρk(uk · ∇u¯k−1 + u¯k−1 · ∇uk−1)
+ (∇ × H¯k−1)×Hk + (∇ ×Hk−1)× H¯k−1,
∇ · u¯k = 0,
∫
Ω
P¯ k dx= 0,
u¯k|t=0 = 0, u¯k|∂Ω = 0,
and Theorem 3.1 to{
∂tH¯
k − H¯k = −uk · ∇H¯k−1 − u¯k−1 · ∇Hk−1 +Hk · ∇u¯k−1 + H¯k−1 · ∇uk−1,
H¯k
∣∣
t=0 = 0, H¯k
∣∣
∂Ω
= (∇ × H¯k)× n|∂Ω = 0,
we have
U¯k(t) C
(∥∥ρ¯k(∂tuk + uk · ∇uk)∥∥Lpt (Ls) + ∥∥uk · ∇u¯k−1∥∥Lpt (Ls) + ∥∥u¯k−1 · ∇uk−1∥∥Lpt (Ls)
+ ∥∥Hk · ∇H¯k−1∥∥Lpt (Ls) + ∥∥H¯k−1 · ∇Hk−1∥∥Lpt (Ls) + ∥∥uk · ∇H¯k−1∥∥Lpt (Ls)
+ ∥∥u¯k−1 · ∇Hk−1∥∥Lpt (Ls) + ∥∥Hk · ∇u¯k−1∥∥Lpt (Ls) + ∥∥H¯k−1 · ∇uk−1∥∥Lpt (Ls))
 C
(∥∥ρ¯k∥∥L∞t (Lr)(∥∥∂tuk∥∥Lpt (Lq) + ∥∥uk∥∥L∞t (Lq)∥∥∇uk∥∥Lpt (L∞))
+ ∥∥uk∥∥L∞t (Lq)∥∥∇u¯k−1∥∥Lpt (Lr) + ∥∥u¯k−1∥∥L∞t (Ls)∥∥∇uk−1∥∥Lpt (L∞)
+ ∥∥Hk∥∥L∞t (Lq)∥∥∇H¯k−1∥∥Lpt (Lr) + ∥∥H¯k−1∥∥L∞t (Ls)∥∥∇Hk−1∥∥Lpt (L∞)
+ ∥∥uk∥∥L∞t (Lq)∥∥∇H¯k−1∥∥Lpt (Lr) + ∥∥u¯k−1∥∥L∞t (Ls)∥∥∇Hk−1∥∥Lpt (L∞)
+ ∥∥Hk∥∥L∞t (Lq)∥∥∇u¯k−1∥∥Lpt (Lr) + ∥∥H¯k−1∥∥L∞t (Ls)∥∥∇uk−1∥∥Lpt (L∞)).
Hence, for all t ∈ [0, T∗], taking advantage of (4.13), the embedding
W 1,q(Ω) ↪→ L∞(Ω) as q > 3 (4.14)
and Lemmas 3.1–3.2, we eventually get
U¯k(t) C
(∥∥ρ¯k∥∥L∞t (Lr) + t 12− 32q U¯ k−1(t) + t 12− 32q ∥∥u¯k−1∥∥L∞t (Ls)
+ t 12− 32q U¯ k−1(t) + t 12− 32q ∥∥H¯k−1∥∥L∞t (Ls) + t 12− 32q U¯ k−1(t)
+ t 12− 32q ∥∥u¯k−1∥∥L∞t (Ls) + t 12− 32q U¯ k−1(t) + t 12− 32q ∥∥H¯k−1∥∥L∞t (Ls))
 C
(∥∥ρ¯k∥∥L∞t (Lr) + t 12− 32q U¯ k−1(t)). (4.15)
Moreover, multiplying
∂t ρ¯
k + uk · ∇ρ¯k = −u¯k−1 · ∇ρk
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1
r
d
dt
∣∣ρ¯k∣∣rr = −1r
∫
Ω
uk · ∇(∣∣ρ¯k∣∣r)dx− ∫
Ω
∣∣ρ¯k∣∣r−2ρ¯ku¯k−1 · ∇ρ¯k dx
= −
∫
Ω
∣∣ρ¯k∣∣r−2ρ¯ku¯k−1 · ∇ρ¯k dx

∣∣ρ¯k∣∣r−1r ∣∣u¯k−1 · ∇ρ¯k∣∣r .
Taking advantage of Hölder’s inequality, (4.13) and the imbedding
W 2,s(Ω) ↪→ L∞(Ω) as 3
s
= 3
q
+ 3
r
< 2,
we eventually obtain
∣∣ρ¯k(t)∣∣r 
t∫
0
∣∣u¯k−1(τ ) · ∇ρk(τ )∣∣r dτ
 t1−
1
p
∥∥u¯k−1∥∥Lpt (L∞)∥∥∇ρk∥∥L∞t (Lr)
 Ct1−
1
p U¯k−1(t). (4.16)
Inserting (4.16) in (4.15), we get for t ∈ [0, T∗],
U¯k(t) C
(
t1−
1
p + t 12− 32q )U¯k−1(t).
If we choose a t = T ∈ (0, T∗] such that the condition
C
(
T 1−
1
p + T 12− 32q ) 1
2
(4.17)
is fulﬁlled, it is now clear that {(ρk,uk,Hk, Pk)} is a Cauchy sequence in Mp,s,rT and thus converges
in Mp,s,rT . 
We remark here that the time of existence T depends (continuously) on the norms of the data, on
the bound for the density, on the domain and on the regularity parameters.
4.4. Checking that the limit is a solution
Let (ρ,u,H, P ) ∈ Mp,s,rT be the limit of the sequence {(ρk,uk,Hk, Pk)}. Passing to the limit in (4.4)
and (4.13) yields
ρˇ  ρ(x, t) ρˆ, t ∈ [0, T ] and ρ ∈ L∞(0, T ;W 1,r(Ω)),
u ∈ L∞(0, T ; D1− 1p ,pAq )∩ Lp(0, T ;W 2,q(Ω)), ∂tu ∈ Lp(0, T ; Lq(Ω)),
H ∈ L∞(0, T ; B2(1− 1p )q,p )∩ Lp(0, T ;W 2,q(Ω)), ∂tH ∈ Lp(0, T ; Lq(Ω)),
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Combining with the properties of convergence stated in the previous part of the proof, we conclude
that (ρk,uk,Hk, Pk)k∈N converges to (ρ,u,H, P ) in Mp,q
′,r′
T for all q
′ < q and r′ < r.
We claim that all those nonlinear terms in (4.1) converge to their corresponding terms in (1.1) in
(Lp(0, T ; Lα(Ω)))3, α := rsr+s (= qr2q+r ). Indeed,
∥∥uk · ∇ρk+1 − u · ∇ρ∥∥L∞T (Lα)
= ∥∥(uk − u) · ∇ρk+1 + u · (∇ρk+1 − ∇ρ)∥∥L∞T (Lα)

∥∥uk − u∥∥L∞T (Ls)∥∥∇ρk+1∥∥L∞T (Lr) + ‖u‖L∞T (Ls)∥∥∇ρk+1 − ∇ρ∥∥L∞T (Lr)
 C
(
0
∥∥uk − u∥∥Mp,s,rT + ‖u‖L∞T (Ls)∥∥ρk+1 − ρ∥∥Mp,s,rT )
→ 0 as k → ∞,∥∥ρk+1∂tuk+1 − ρ∂tu∥∥LpT (Lα)
= ∥∥ρk+1(∂tuk+1 − ∂tu)+ (ρk+1 − ρ)∂tu∥∥LpT (Lα)

∥∥ρk+1∥∥L∞T (Lr)∥∥∂tuk+1 − ∂tu∥∥LpT (Ls) + ∥∥ρk+1 − ρ∥∥L∞T (Lr)‖∂tu‖LpT (Ls)
 C
(
0
∥∥uk − u∥∥Mp,s,rT + ‖∂tu‖LpT (Ls)∥∥ρk+1 − ρ∥∥Mp,s,rT )
→ 0 as k → ∞,
and
∥∥ρk+1uk · ∇uk − ρu · ∇u∥∥LpT (Lα)
= ∥∥(ρk+1 − ρ)uk · ∇uk + ρuk · ∇(uk − u)+ ρ(uk − u) · ∇u∥∥LpT (Lα)

∥∥ρk+1 − ρ∥∥L∞T (Lr)∥∥uk∥∥L∞T (Ls)∥∥∇uk∥∥LpT (L∞)
+ ‖ρ‖L∞T (L∞)
∥∥uk∥∥L∞T (Ls)∥∥∇uk − ∇u∥∥LpT (Lr)
+ ‖ρ‖L∞T (L∞)
∥∥uk − u∥∥L∞T (Ls)‖∇u‖LpT (Lr)
 C
∥∥ρk+1 − ρ∥∥L∞T (Lr)∥∥uk∥∥L∞T (Lq)∥∥uk∥∥LpT (W 2,q)
+ C‖ρ‖L∞T (L∞)
∥∥uk∥∥L∞T (Lq)∥∥∇uk − ∇u∥∥LpT (Lr)
+ ‖ρ‖L∞T (L∞)
∥∥uk − u∥∥L∞T (Ls)‖∇u‖LpT (Lr)
 C
((
U0
)2∥∥ρk+1 − ρ∥∥Mp,s,rT + U0T 12− 32q ‖ρ‖L∞T (L∞)∥∥uk − u∥∥Mp,s,rT
+ T 12− 32q ‖ρ‖L∞T (L∞)
∥∥uk − u∥∥Mp,s,rT ‖u‖Mp,s,rT )
→ 0 as k → ∞,
due to uk → u and ρk+1 → ρ as k → ∞ in Mp,s,rT , and hence,
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ρk+1∂tuk+1 → ρ∂tu in
(
Lp
(
0, T ; Lα(Ω)))3,
ρk+1uk · ∇uk → ρu · ∇u in (Lp(0, T ; Lα(Ω)))3.
Meanwhile,
∥∥(∇ ×Hk)×Hk − (∇ ×H) ×H∥∥LpT (Lα)
= ∥∥Hk · ∇(Hk −H)− ∇(Hk −H) ·Hk + (Hk −H) · ∇H− ∇H · (Hk −H)∥∥LpT (Lα)
 2
∥∥Hk∥∥L∞T (Ls)∥∥∇Hk − ∇H∥∥LpT (Lr) + 2∥∥Hk −H∥∥L∞T (Ls)‖∇H‖LpT (Lr)
 C
∥∥Hk∥∥L∞T (Lq)∥∥∇Hk − ∇H∥∥LpT (Lr) + 2∥∥Hk −H∥∥L∞T (Ls)‖∇H‖LpT (Lr)
 CT
1
2− 32q (U0∥∥Hk −H∥∥Mp,s,rT + ∥∥Hk −H∥∥Mp,s,rT ‖H‖Mp,s,rT )
→ 0 as k → ∞,∥∥uk · ∇Hk − u · ∇H∥∥LpT (Lα)
= ∥∥uk · ∇(Hk −H)+ (uk − u) · ∇H∥∥LpT (Lα)

∥∥uk∥∥L∞T (Ls)∥∥∇Hk − ∇H∥∥LpT (Lr) + ∥∥uk − u∥∥L∞T (Ls)‖∇H‖LpT (Lr)
 C
∥∥uk∥∥L∞T (Lq)∥∥∇Hk − ∇H∥∥LpT (Lr) + ∥∥uk − u∥∥L∞T (Ls)‖∇H‖LpT (Lr)
 CT
1
2− 32q (U0∥∥Hk −H∥∥Mp,s,rT + ∥∥uk − u∥∥Mp,s,rT ‖H‖Mp,s,rT )
→ 0 as k → ∞,
and
∥∥Hk · ∇uk −H · ∇u∥∥LpT (Lα)
= ∥∥Hk · ∇(uk − u)+ (Hk −H) · ∇u∥∥LpT (Lα)

∥∥Hk∥∥L∞T (Ls)∥∥∇uk − ∇u∥∥LpT (Lr) + ∥∥Hk −H∥∥L∞T (Ls)‖∇u‖LpT (Lr)
 C
∥∥Hk∥∥L∞T (Lq)∥∥∇uk − ∇u∥∥LpT (Lr) + ∥∥Hk −H∥∥L∞T (Ls)‖∇u‖LpT (Lr)
 CT
1
2− 32q (U0∥∥uk − u∥∥Mp,s,rT + ∥∥Hk −H∥∥Mp,s,rT ‖u‖Mp,s,rT )
→ 0 as k → ∞,
then, we have
(∇ ×Hk)×Hk → (∇ ×H) ×H in (Lp(0, T ; Lα(Ω)))3;
uk · ∇Hk → u · ∇H in (Lp(0, T ; Lα(Ω)))3;
Hk · ∇uk → H · ∇u in (Lp(0, T ; Lα(Ω)))3.
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fore almost everywhere in Ω × (0, T ).
4.5. Uniqueness and continuity
Now we proceed to prove the uniqueness of the solution by the same procedure as that used for
the proof that {(ρk,uk,Hk, Pk)} is a Cauchy sequence in Mp,s,rT in Lemma 4.2.
Let (ρ1,u1,H1, P1) and (ρ2,u2,H2, P2) be two solutions to (1.1) with the initial–boundary condi-
tions (1.2)–(1.4) and denote
ρ¯ := ρ1 − ρ2, u¯ := u1 − u2, H¯ := H1 −H2, P¯ := P1 − P2.
Then, it is easy to derive that the quadruplet (ρ¯, u¯, H¯, P¯ ) satisﬁes the following system:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂t ρ¯ + u1 · ∇ρ¯ = −u¯ · ∇ρ2,
ρ1∂t u¯− u¯+ ∇ P¯ = −ρ¯(∂tu2 + u1 · ∇u1) − ρ2(u¯ · ∇u1 + u2 · ∇u¯)
+ (∇ × H¯) ×H1 + (∇ ×H2) × H¯,
∂tH¯− H¯= −u1 · ∇H¯− u¯ · ∇H2 +H1 · ∇u¯+ H¯ · ∇u2,
∇ · u¯= 0, ∇ · H¯= 0, ∫
Ω
P¯ dx= 0,
with the initial–boundary conditions:
ρ¯|t=0 = u¯|t=0 = H¯|t=0 = 0,
u¯|∂Ω = H¯ · n|∂Ω = (∇ × H¯) × n|∂Ω = 0.
Using the same argument for ρ¯k in Section 4.3, we have, for all t ∈ [0, T ],
∣∣ρ¯(t)∣∣r 
t∫
0
∣∣∇ρ2(τ )∣∣r∣∣u¯(τ )|∞ dτ
 t1−
1
p ‖∇ρ2‖L∞t (Lr)‖u¯‖Lpt (L∞)
 Ct1−
1
p ‖ρ2‖L∞t (W 1,r)‖u¯‖Lpt (W 2,s). (4.18)
On the one hand, since ρ1,ρ2 ∈ L∞(0, T ;W 1,r(Ω)) ∩ W 1,∞(0, T ; Ls(Ω)) implies that ρ1,ρ2 ∈
Cβ([0, T ]; L∞(Ω)) whenever β ∈ (0, 1− 3r
1+ 3q
), then Theorem 3.2 yields, for some constant C depend-
ing on T , p, q, r, ρˇ , ρˆ , Ω , β and on the norm of ρ1 in L∞(0, T ;W 1,r) ∩ Cβ(0, T ; L∞), and for all
t ∈ [0, T ],
∥∥u¯(t)∥∥
D
1− 1p ,p
As
+ ‖u¯‖Lpt (W 2,s) + ‖∂t u¯‖Lpt (Ls) + ‖ P¯‖Lpt (W 1,s)
 C
(∥∥−ρ¯(∂tu2 + u1 · ∇u1)∥∥Lpt (Ls) + ‖ρ2u¯ · ∇u1‖Lpt (Ls) + ‖ρ2u2 · ∇u¯‖Lpt (Ls)
+ ∥∥(∇ × H¯) ×H1∥∥Lpt (Ls) + ∥∥(∇ ×H2) × H¯∥∥Lpt (Ls))
 C
(‖ρ¯‖L∞(Lr)(‖∂tu2‖Lp(Lq) + ‖u1‖L∞(Lq)‖∇u1‖Lp(L∞))t t t t
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+ ‖H1‖L∞t (Lq)‖∇H¯‖Lpt (Lr) + ‖H¯‖L∞t (Ls)‖∇H2‖Lpt (L∞)
)
 C
(‖ρ¯‖L∞t (Lr)(‖∂tu2‖Lpt (Lq) + ‖u1‖L∞t (Lq)‖u1‖Lpt (W 2,q))
+ ‖u¯‖L∞t (Ls)‖u1‖Lpt (W 2,q) + ‖u2‖L∞t (Lq)‖∇u¯‖Lpt (Lr)
+ ‖H1‖L∞t (Lq)‖∇H¯‖Lpt (Lr) + ‖H¯‖L∞t (Ls)‖H2‖Lpt (W 2,q)
)
. (4.19)
On the other hand, Theorem 3.1 yields, for some constant C independent of T ,
∥∥H¯(t)∥∥
B
2(1− 1p )
s,p
+ ‖H¯‖Ws,p(0,t)
 C
(‖−u1 · ∇H¯− u¯ · ∇H2 +H1 · ∇u¯+ H¯ · ∇u2‖Lpt (Ls))
 C
(‖u1‖L∞t (Lq)‖∇H¯‖Lpt (Lr) + ‖u¯‖L∞t (Ls)‖∇H2‖Lpt (L∞)
+ ‖H1‖L∞t (Lq)‖∇u¯‖Lpt (Lr) + ‖H¯‖L∞t (Ls)‖∇u2‖Lpt (L∞)
)
 C
(‖u1‖L∞t (Lq)‖∇H¯‖Lpt (Lr) + ‖u¯‖L∞t (Ls)‖H2‖Lpt (W 2,q)
+ ‖H1‖L∞t (Lq)‖∇u¯‖Lpt (Lr) + ‖H¯‖L∞t (Ls)‖u2‖Lpt (W 2,q)
)
. (4.20)
We remark here that Hölder’s inequality and the imbedding (4.14) have been employed repeatedly in
both (4.19) and (4.20).
If 12 − 32q < 1p , Lemmas 3.1–3.2 yield, by use of Young’s inequality,
‖∇u¯‖Lpt (Lr)  Ct
1
2− 32q (‖u¯‖
L∞t (D
1− 1p ,p
As
)
+ ‖u¯‖Lpt (W 2,s)
)
,
‖∇H¯‖Lpt (Lr)  Ct
1
2− 32q (‖H¯‖
L∞t (B
2(1− 1p )
s,p )
+ ‖H¯‖Lpt (W 2,s)
)
.
If 12 − 32q > 1p , we have D
1− 1p ,p
As
(or B
2(1− 1p )
s,p ) ↪→ W 1,r(Ω) and
‖∇u¯‖Lpt (Lr)  Ct
1
p ‖u¯‖
L∞t (D
1− 1p ,p
As
)
, ‖∇H¯‖Lpt (Lr)  Ct
1
p ‖H¯‖
L∞t (B
2(1− 1p )
s,p )
.
The limit case 12 − 32q = 1p may be handled by noticing that we also have
‖ρ2u2 · ∇u¯‖Lpt (Ls)  ρˆ‖u2‖L∞t (Lq+ )‖∇u¯‖Lpt (Lr− ),
‖H1 · ∇H¯‖Lpt (Ls)  ‖H1‖L∞t (Lq+ )‖∇H¯‖Lpt (Lr− ),
‖u1 · ∇H¯‖Lpt (Ls)  ‖u1‖L∞t (Lq+ )‖∇H¯‖Lpt (Lr− ),
‖H1 · ∇u¯‖Lpt (Ls)  ‖H1‖L∞t (Lq+ )‖∇u¯‖Lpt (Lr− ),
with q+ (resp. r−) slightly greater (resp. smaller) than q (resp. r), and by using the embeddings
D
1− 1p ,p
A (or B
2(1− 1p )
s,p ) ↪→ Lq+ (Ω) and D
1− 1p ,p
A (or B
2(1− 1p )
s,p ) ↪→ W 1,r− (Ω), we eventually gets s
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1
p ‖u2‖
L∞t (D
1− 1p ,p
As
)
‖u¯‖
L∞t (D
1− 1p ,p
As
)
,
‖H1 · ∇H¯‖Lpt (Ls)  t
1
p ‖H1‖
L∞t (B
2(1− 1p )
s,p )
‖H¯‖
L∞t (B
2(1− 1p )
s,p )
,
‖u1 · ∇H¯‖Lpt (Ls)  t
1
p ‖u1‖
L∞t (D
1− 1p ,p
As
)
‖H¯‖
L∞t (B
2(1− 1p )
s,p )
,
and
‖H1 · ∇u¯‖Lpt (Ls)  t
1
p ‖H1‖
L∞t (B
2(1− 1p )
s,p )
‖u¯‖
L∞t (D
1− 1p ,p
As
)
.
Deﬁne
X(t) := ‖ρ¯‖L∞t (Lr) + ‖u¯‖
L∞t (D
1− 1p ,p
As
)
+ ‖u¯‖Lpt (W 2,s) + ‖∂t u¯‖Lpt (Ls)
+ ‖ P¯‖Lpt (W 1,s) + ‖H¯‖L∞t (B2(1−
1
p )
s,p )
+ ‖H¯‖Ws,p(0,t).
Combining (4.18)–(4.20), we have
X(t) C
{
t1−
1
p ‖ρ2‖L∞t (W 1,r)
(
1+ ‖∂tu2‖Lpt (Lq) + ‖u1‖L∞t (Lq)‖u1‖Lpt (W 2,q)
)
+ tmin{ 1p , 12− 32q }(‖u1‖
L∞t (Lq∩D
1− 1p ,p
As
)
+ ‖u2‖
L∞t (Lq∩D
1− 1p ,p
As
)
+ 2‖H1‖
L∞t (Lq∩B
2(1− 1p )
s,p )
)
+ ‖u1‖Lpt (W 2,q) + ‖u2‖Lpt (W 2,q) + 2‖H2‖Lpt (W 2,q)
}
X(t) := CY (t)X(t),
where
Y (t) = t1− 1p ‖ρ2‖L∞t (W 1,r)
(
1+ ‖∂tu2‖Lpt (Lq) + ‖u1‖L∞t (Lq)‖u1‖Lpt (W 2,q)
)
+ tmin{ 1p , 12− 32q }(‖u1‖
L∞t (Lq∩D
1− 1p ,p
As
)
+ ‖u2‖
L∞t (Lq∩D
1− 1p ,p
As
)
+ 2‖H1‖
L∞t (Lq∩B
2(1− 1p )
s,p )
)
+ ‖u1‖Lpt (W 2,q) + ‖u2‖Lpt (W 2,q) + 2‖H2‖Lpt (W 2,q).
Now, choosing η so small such that
Y (t) 1
2C
for t = η
enables us to conclude that X ≡ 0 for all t ∈ [0, η]. As the constant C does not depend on η, a standard
induction argument yields the uniqueness on [0, T ].
Finally, as ρ satisﬁes a transport equation with data in W 1,r(Ω), u satisﬁes
ρ∂tu− u+ ∇ P ∈ Lp
(
0, t; Lq(Ω))3,
and H satisﬁes
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(
0, t; Lq(Ω))3,
then, Proposition 3.1, Theorems 3.1–3.2 insure that ρ ∈ C([0, T ];W 1,r(Ω)) (if r = ∞), u ∈ C([0, T ];
D
1− 1p ,p
Aq
) and H ∈ C([0, T ]; B2(1−
1
p )
q,p ).
Remark 4.1. Following the argument of uniqueness and continuity, we can also easily prove that if
(ρ1,u1,H1, P1) and (ρ2,u2,H2, P2) are solutions to (1.1)–(1.4) with different initial data (ρ10 ,u
1
0,H
1
0)
and (ρ20 ,u
2
0,H
2
0), then the following estimate holds true on [0, T ]:
∣∣ρ¯(t)∣∣r + ∥∥u¯(t)∥∥
D
1− 1p ,p
As
+ ‖u¯‖Lpt (W 2,s) + ‖∂t u¯‖Lpt (Ls) + ‖ P¯‖Lpt (W 1,s) +
∥∥H¯(t)∥∥
B
2(1− 1p )
s,p
+ ‖H¯‖Ws,p(0,t)
 C
(|ρ¯0|r + ‖u¯0‖
D
1− 1p ,p
As
+ ‖H¯0‖
B
2(1− 1p )
s,p
)
,
where ρ¯0 := ρ10 − ρ20 , u¯0 := u10 − u20, H¯0 := H10 − H20. Combining with Theorem 2.1, we conclude that
for small enough T , the map (ρ0,u0,H0) → (ρ,u,H, P ) is Lipschitz continuous from bounded sets of
W 1,r × D1−
1
p ,p
Aq
× B2(1−
1
p )
q,p to
C
([0, T ]; Lr)× (C([0, T ]; D1− 1p ,pAs )∩ (W 1,p(0, T ; Ls))3 ∩ (Lp(0, T ;W 2,s))3)
× (C([0, T ]; B2(1− 1p )s,p )∩ (W 1,p(0, T ; Ls))3 ∩ (Lp(0, T ;W 2,s))3)× Lp(0, T ;W 1,s).
5. Global existence
In this section, we prove that, if the initial data of velocity and magnetic ﬁeld is suﬃciently small,
the local strong solution (ρ,u,H, P ) of (1.1)–(1.4) established in the previous section is indeed global
in time.
5.1. Estimates for |u|2 and |H|2
Lemma 5.1. Let Ω , p, q, r be as in Theorem 2.1 and let (ρ,u,H, P ) ∈ Mp,q,rT be a solution to (1.1)–(1.4) on
Ω × [0, T ]. Then the following inequality holds true for all t ∈ [0, T ]:
∣∣(√ρu)(t)∣∣22 + ∣∣H(t)∣∣22
 e−2(Λ1+
λ1
ρˆ
)t(|√ρ0u0|22 + |H0|22)
(
1+ 2max
{
Λ1,
λ1
ρˆ
}
te
2max{Λ1, λ1ρˆ }t
)
, (5.1)
where λ1 (resp. Λ1) stands for the ﬁrst eigenvalue of the Dirichlet–Laplace operator (resp. A operator, see
Remark 5.1 for deﬁnition of the operator A) in Ω .
Proof. Due to the inhomogeneous incompressible character the ﬂows we are dealing with, the natural
framework in which we shall work is that of the solenoidal vector ﬁeld of L2(Ω)3. Note that
u ∈ C([0, T ]; D1− 1p ,pAq )∩ Lp(0, T ;W 2,q(Ω)) with q > 3,
and
1602 X. Li, D. Wang / J. Differential Equations 251 (2011) 1580–1615D
1− 1p ,p
Aq
↪→ B2(1−
1
p )
q,p ∩ Xq ↪→ B
2(1− 1p )
q,p ∩ Lq(Ω) ↪→ Lq(Ω) ↪→ L2(Ω),
then, when 1< p < 2, by the standard interpolation inequality
L∞
(
0, T ; Lq(Ω))∩ Lp(0, T ;W 2,q(Ω))⊂ L2(0, T ; H1+α(Ω)),
where
1
2
= 1− θ∞ +
θ
p
= θ
p
,
1
2
− 1+ α
3
= (1− θ)1
q
+ θ
(
1
q
− 2
3
)
,
we have
u ∈ C([0, T ]; Hα(Ω))∩ L2(0, T ; H1+α(Ω)). (5.2)
When 2 p < ∞, (5.2) holds obviously due to W 2,q(Ω) ↪→ H2(Ω) as q > 3.
Similarly,
H ∈ C([0, T ]; Hα(Ω))∩ L2(0, T ; H1+α(Ω)).
Now, ρ is continuous in (t, x), u ∈ C([0, T ]; Hα(Ω)) ∩ L2(0, T ; H1+α(Ω)) and H ∈ C([0, T ];
Hα(Ω)) ∩ L2(0, T ; H1+α(Ω)), which enables us to justify the following computations.
Taking the L2 scalar product in (1.5b) with u and performing integration by parts, using the con-
tinuity equation, bearing in mind ∇ · u= 0 and the boundary conditions, we obtain
1
2
d
dt
∫
Ω
ρ|u|2 dx+
∫
Ω
|∇u|2 dx
= −1
2
∫
Ω
|u|2∇ · (ρu)dx−
∫
Ω
ρu · ∇u · udx−
∫
Ω
H · (∇u)Hdx
=
∫
Ω
(∇u) · u · (ρu)dx−
∫
Ω
ρu · ∇u · udx−
∫
Ω
H · (∇u)Hdx
= −
∫
Ω
H · (∇u)Hdx, (5.3)
where H · (∇u)H= H(∇u)H. Similarly,
1
2
d
dt
∫
Ω
|H|2 dx+
∫
Ω
|∇ ×H|2 dx=
∫
Ω
H · (∇H)udx−
∫
Ω
u · (∇H)Hdx. (5.4)
Noticing that
∫
Ω
H · (∇H)udx= 1
2
∫
Ω
∇(|H|2) · udx= −1
2
∫
Ω
|H|2∇ · udx= 0,
∫
H · (∇u)Hdx= −
∫
u · (∇H)Hdx,
Ω Ω
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1
2
d
dt
(|√ρu|22 + |H|22)+ |∇u|22 + |∇ ×H|22 = 0.
Now, by virtue of the Poincaré inequality, we have
|∇u|22  λ1|u|22 and |∇ ×H|22 Λ1|H|22,
then,
1
2
d
dt
(|√ρu|22 + |H|22)+ λ1ρˆ |√ρu|22 + Λ1|H|22  0,
and furthermore,
e2Λ1t
d
dt
(
e
2λ1
ρˆ
t |√ρu|22
)+ e 2λ1ρˆ t d
dt
(
e2Λ1t |H|22
)
 0. (5.5)
Integrating (5.5) from 0 to t , we obtain
e
2(Λ1+ λ1ρˆ )t(∣∣(√ρu)(t)∣∣22 + ∣∣H(t)∣∣22)
 |√ρ0u0|22 + |H0|22 + 2Λ1
t∫
0
e
2(Λ1+ λ1ρˆ )τ ∣∣(√ρu)(τ )∣∣22 dτ + 2λ1ρˆ
t∫
0
e
2(Λ1+ λ1ρˆ )τ ∣∣H(τ )∣∣22 dτ
 |√ρ0u0|22 + |H0|22 + 2max
{
Λ1,
λ1
ρˆ
} t∫
0
e
2(Λ1+ λ1ρˆ )τ (∣∣(√ρu)(τ )∣∣22 + ∣∣H(τ )∣∣22)dτ ,
and (5.1) follows from Grönwall’s inequality. 
Remark 5.1. Compared to the Dirichlet–Laplace operator in Ω which is studied within H10(Ω) and
L2(Ω), we need the function spaces
H1n(Ω) =
{
H ∈ H1(Ω) ∣∣∇ ·H= 0 in Ω, H · n= 0 on ∂Ω}
and
L2n(Ω) =
{
H ∈ L2(Ω) ∣∣∇ ·H= 0 in Ω, H · n= 0 on ∂Ω}
of type H1 and L2 respectively to consider the boundary-value problem
{∇ × (∇ ×H) = ΛH in Ω,
(5.6)H · n= (∇ ×H) × n= 0 on ∂Ω.
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2
n(Ω) are
(H,B)H1n = (∇ ×H,∇ × B), ‖H‖H1n = |∇ ×H|2, for H,B ∈ H1n(Ω),
(H,B)L2n = (H,B), ‖H‖L2n = |H|2, for H,B ∈ L2n(Ω).
The bilinear form
a(H,B) = (∇ ×H,∇ × B), for any H,B ∈ H1n(Ω)
deﬁnes an isomorphism A : H1n(Ω) → (H1n(Ω))∗ such that
(AH,B) = a(H,B), for any H,B ∈ H1n(Ω).
The Rellich compactness theorem (see [15]) shows that H1n(Ω) ⊂ L2n(Ω) ⊂ (H1n(Ω))∗ and each
space is dense in the next one. Besides, the ﬁrst inclusion is compact.
According to the regularity of the Stokes operator (see [20]),
D(A) = H1n(Ω) ∩
{
H ∈ H2(Ω) ∣∣ (∇ ×H) × n= 0 on ∂Ω},
AH= ∇ × (∇ ×H).
It is known that A has the elliptic estimate, that is, there exists constant C depending only on Ω such
that ‖H‖2  C |AH|2 for H ∈ D(A) (see [27] for the proof).
On the other hand, since a(H,B) is symmetric and positive, then A is self-adjoint and positive
deﬁnite. Moreover, A−1 is compact and self-adjoint on L2n(Ω). We recall that Λ is an eigenvalue of A
provided that there exists a nontrivial solution H of (5.6). Accordingly, there exists a sequence of
eigenvalues of A, 0< Λ1 Λ2  · · ·Λi  · · · → +∞ as i → ∞, and for the ﬁrst eigenvalue Λ1, we
have
Λ1 = min
H∈H1n(Ω),H =0
|∇ ×H|22
|H|22
.
5.2. A more explicit lower bound for the existence time
We denote by T ∗ the maximal existence time for (ρ,u,H, P ) which means (ρ,u,H, P ) cannot be
continued beyond T ∗ into a strong solution of (1.1)–(1.4). Let us ﬁrst state a continuation criterion:
Lemma 5.2. Let ρ0 , u0 , H0 be as in Theorem 2.1 and assume that system (1.1) with the initial–boundary
conditions (1.2)–(1.4) has a strong solution on a ﬁnite time interval [0, T ∗) with
ρ ∈ L∞(0, T ∗;W 1,r), inf
t<T ∗,x∈Ω ρ(x, t) > 0,
u ∈ L∞(0, T ∗; D1− 1p ,pAq ) and H ∈ L∞(0, T ∗; B2(1−
1
p )
q,p
)
.
Then (ρ,u,H, P ) may be continued beyond T ∗ into a strong solution of (1.1)–(1.4).
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of Theorem 2.1 (see (4.12) and (4.17)) when (ρ0,u0,H0) remains in a bounded set of
W 1,r × D1−
1
p ,p
Aq
× B2(1−
1
p )
q,p
with in addition infx∈Ω ρ0(x) ρˇ for a ﬁxed ρˇ > 0. Hence system (1.1) with initial density ρ(T ∗ − Tˇ2 ),
initial velocity u(T ∗ − Tˇ2 ) and initial magnetic ﬁeld H(T ∗ − Tˇ2 ) has a unique strong solution on [0, Tˇ ]
which provides a continuation of the strong solution beyond T ∗ . 
Combining Lemma 5.1 and Lemma 5.2 will enable us to get the following result:
Proposition 5.1. Let ρ0 , u0 , H0 be as in Theorem 2.1 and let (ρ,u,H, P ) denote the corresponding strong
solution of (1.1)–(1.4). Then there exists some constant C depending on p, q, r, μ, ν , Ω and ρˇ , such that the
maximal existence time T ∗ for (ρ,u,H, P ) satisﬁes
T ∗  C
(1+ ‖ρ0‖1,r)κ (U0)ι
for some positive exponents κ and ι depending only on the regularity parameters.
Proof. Fix a T˜ < T ∗ . We aim at proving that if T˜  C(1 + ‖ρ0‖1,r)−κ (U0)−ι for a convenient choice
of C , κ and ι then (ρ,u,H, P ) may be bounded in Mp,q,r
T˜
by a function depending only on the data.
Then Lemma 5.2 will entail Proposition 5.1.
Let
G(t) := ‖u‖
L∞t (D
1− 1p ,p
Aq
)
+ ‖u‖Lpt (W 2,q) + ‖∂tu‖Lpt (Lq)
+ ‖P‖Lpt (W 1,q) + ‖H‖L∞t (B2(1−
1
p )
q,p )
+ ‖H‖Wq,p(0,t).
According to Theorems 3.1–3.2 and (4.7), we have
G(t) C
(B2ρ(t)(‖u0‖
D
1− 1p ,p
Aq
+ ‖u · ∇u‖Lpt (Lq) +
∥∥(∇ ×H) ×H∥∥Lpt (Lq))
+ Cρ(t)‖u‖Lpt (Lq) + ‖H0‖B2(1− 1p )q,p
+ ‖−u · ∇H+H · ∇u‖Lpt (Lq)
)
, (5.7)
where C = C(p,q, r,Ω, ρˇ, ρˆ), see Theorem 3.7 in [6] for the deﬁnitions of Bρ(t) and Cρ(t).
Combining the Gagliardo–Nirenberg–Sobolev inequality and Young’s inequality yields, for all ε > 0,
|u|q  C
(
ε‖u‖2,q + ε1− 1θ |u|2
)
with θ = 4q
7q − 6 . (5.8)
We note that Lemma 5.1 insures
‖u‖L∞t (L2)  C
(
1+ t 12 )U0,
then employing Hölder’s inequality, we have
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1
p ‖u‖L∞t (L2)  Ct
1
p
(
1+ t 12 )U0. (5.9)
For the sake of simplicity, assume from now on that p2 − 3p2q < 1 so that Lemmas 3.1–3.2 may be
applied. We then get that
‖u · ∇u‖Lpt (Lq)  ‖u‖L∞t (Lq)‖∇u‖Lpt (L∞)  Ct
1
2− 32q G2(t), (5.10)
∥∥(∇ ×H) ×H∥∥Lpt (Lq)  C‖H‖L∞t (Lq)‖∇H‖Lpt (L∞)  Ct 12− 32q G2(t), (5.11)
‖−u · ∇H+H · ∇u‖Lpt (Lq)  ‖u‖L∞t (Lq)‖∇H‖Lpt (L∞) + ‖H‖L∞t (Lq)‖∇u‖Lpt (L∞)
 Ct
1
2− 32q G2(t). (5.12)
Hence plugging (5.8)–(5.12) in (5.7) while taking ε = C−1ρ (t) with  suitably small, we get
G(t) C
(
B2ρ(t)
(
U0 + t 12− 32q G2(t))+ C 1θρ (t)t 1p (1+ t 12 )U0 + U0 + t 12− 32q G2(t)
)
. (5.13)
On the other hand, using the same argument as for ρk+1 in Section 4.2, we obtain
‖∇ρ‖L∞t (Lr)  ‖ρ0‖1,reCt
3
2 − 1p − 32q G(t), (5.14)
‖ρ‖
Cβt (L
∞)  C
(‖ρ‖L∞t (W 1,r) + ‖∂tρ‖L∞t (Ls))
 C
(‖ρ‖L∞t (W 1,r) + ‖u‖L∞t (Lq)‖∇ρ‖L∞t (Lr))
 C‖∇ρ‖L∞t (Lr)
(
1+ G(t)). (5.15)
Then, according to the deﬁnitions of Bρ(t) and Cρ(t) in Theorem 3.7 in [6], using (5.14) and (5.15),
we eventually get
Bρ(t) CeCt
3
2 − 1p − 32q G(t)(1+ ‖ρ0‖1,r) rr−3 , (5.16)
Cρ(t) CeCt
3
2 − 1p − 32q G(t)((1+ ‖ρ0‖1,r)γ1 + (1+ ‖ρ0‖1,r)γ2‖ρ0‖ 1β1,r(1+ G(t)) 1β ), (5.17)
where γ1 and γ2 depend only on p, q, r and β .
Plugging (5.16)–(5.17) in (5.13), we conclude that, for some positive exponents δ1 and δ2,
G(t) CeCt
3
2 − 1p − 32q G(t)(1+ ‖ρ0‖1,r)δ1(U0(1+ t 1p (1+ t 12 )(1+ G(t))δ2)+ t 12− 32q G2(t)).
Assume that T˜ has been chosen such that
G(T˜ ) 8C
(
1+ ‖ρ0‖1,r
)δ1U0. (5.18)
This is possible because of the continuity of the function t 	→ G(t). Noticing that G(t) is increasing
in t , then a standard induction argument shows that (5.18) is satisﬁed at time t  T˜ with a strict
inequality whenever the following three inequalities are satisﬁed:
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(
1+ ‖ρ0‖1,r
)δ1U0t 32− 1p − 32q < ln2,(
1+ 8C(1+ ‖ρ0‖1,r)δ1U0)δ2t 1p (1+ t 12 ) 1,
64C2
(
1+ ‖ρ0‖1,r
)2δ1U0t 12− 32q  2.
Hence Lemma 5.2 enables us to continue the solution (ρ,u,H, P ) beyond T˜ .
The proof of Proposition 5.1 is complete. 
5.3. The case of a small initial velocity and magnetic ﬁeld
Proposition 5.1 insures that the existence time of a strong solution for (1.1)–(1.4) goes to inﬁnity
(for ﬁxed initial density) when u0 (resp. H0) tends to 0 in D
1− 1p ,p
Aq
(resp. B
2(1− 1p )
q,p ). We now aim at
stating that the system has indeed a global strong solution if u0 and H0 are suitably small. This will
give Theorem 2.2.
Let (ρ,u,H, P ) be the strong solution given by Theorem 2.1. For any ζ  0, deﬁne
G0,2,ζ (t) :=
(|√ρ0u0|2 + |H0|2)(1+ (ζ t) 12 ) and G0,2 := G0,2,0(t).
By Lemma 5.1, for t < T ∗ (the maximal existence time for (ρ,u,H, P )), we have
‖√ρu‖Lpt (L2)  CG0,2t
1
p
(
1+ (2 t) 12 ),∣∣(√ρu)(t)∣∣2 + ∣∣H(t)∣∣2  Ce−πtG0,2,2 (t), (5.19)
with  := max{Λ1, λ1ρˆ }, π := min{Λ1, λ1ρˆ }.
Hence, starting from (5.7), using (5.8), (5.19) and the fact that
‖u · ∇u‖Lpt (Lq)  ‖u‖L∞t (Lq)‖∇u‖Lpt (L∞)
 C‖u‖
L∞t (D
1− 1p ,p
Aq
)
‖u‖Lpt (W 2,q)  CG
2(t),
∥∥(∇ ×H) ×H∥∥Lpt (Lq)  C‖H‖L∞t (Lq)‖∇H‖Lpt (L∞)
 C‖H‖
L∞t (B
2(1− 1p )
q,p )
‖H‖Lpt (W 2,q)  CG
2(t),
‖−u · ∇H+H · ∇u‖Lpt (Lq)
 ‖u‖L∞t (Lq)‖∇H‖Lpt (L∞) + ‖H‖L∞t (Lq)‖∇u‖Lpt (L∞)
 C
(‖u‖
L∞t (D
1− 1p ,p
Aq
)
‖H‖Lpt (W 2,q) + ‖H‖L∞t (B2(1−
1
p )
q,p )
‖u‖Lpt (W 2,q)
)
 CG2(t),
we end up with
G(t) C
((
1+ B2ρ(t)
)(
U0 + G2(t))+ C 1θρ (t)G0,2t 1p (1+ (2 t) 12 )),
where θ = 4q7q−6 .
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with the previous section, we are going to take advantage of Lemma 5.1 to avoid the appearance of
the factor t
3
2− 1p − 32q . Indeed, since (L2(Ω),W 2,q(Ω))ϑ ↪→ W 1,∞ with ϑ = 5q7q−6 , then
t∫
0
∣∣∇u(τ )∣∣∞ dτ  C
t∫
0
∣∣u(τ )∣∣1−ϑ2 ∥∥u(τ )∥∥ϑ2,q dτ
 C
t∫
0
(
e−πτG0,2,2(τ )
)1−ϑ∥∥u(τ )∥∥ϑ2,q dτ
 CG1−ϑ0,2,2 (t)G
ϑ(t)
follows from Hölder’s inequality.
Now, bounding Bρ(t) and Cρ(t) may be done by mimicking the proof of Proposition 5.1 and we
eventually conclude that
G(t) CeCG
1−ϑ
0,2,2 (t)G
ϑ (t)(1+ ‖ρ0‖1,r)δ3(U0(1+ t 1p (1+ t 12 )(1+ G(t))δ4)+ G2(t)) (5.20)
for some positive exponents δ3 and δ4 depending only on p, q, r.
Fix a positive T¯ and assume that
G(t) 8C
(
1+ ‖ρ0‖1,r
)δ3U0, t ∈ [0, T¯ ]. (5.21)
If the data are so small as to satisfy
CG1−ϑ0,2,2 (T¯ )
(
8C
(
1+ ‖ρ0‖1,r
)δ3U0)ϑ  ln2,
then (5.20) implies
G(t) 2C
(
1+ ‖ρ0‖1,r
)δ3(U0(1+ t 1p (1+ t 12 )(1+ G(t))δ4)+ G2(t)).
Now, if in addition
64C2
(
1+ ‖ρ0‖1,r
)2δ3U0  1
2
and T¯
1
p
(
1+ T¯ 12 )(1+ 8C(1+ ‖ρ0‖1,r)δ3U0)δ4  3
2
,
then (5.21) is satisﬁed with the constant 6C instead of 8C . A standard bootstrap argument enables us
to conclude to Theorem 2.2.
6. Weak–strong uniqueness
We here aim at showing Weak–Strong Uniqueness in Theorem 2.3. Before going into the heart of
the proof, let us ﬁrst obtain an energy estimate for the strong solution to the problem (1.1)–(1.4):
Proposition 6.1. Let p, q, r satisfy the same conditions as in Theorem 2.1 and (ρ,u,H, P ) ∈ Mp,q,rT be the
unique strong solution to (1.1)–(1.4) on Ω × [0, T ]. Then,
1
2
∫ (
ρ|u|2 + |H|2)dx+
t∫ ∫ (|∇u|2 + |∇ ×H|2)dxdτ = 1
2
∫ (
ρ0|u0|2 + |H0|2
)
dx.Ω 0 Ω Ω
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following computations meaningful.
Multiplying (1.5a) by |u|2, integrating over Ω , we get
∫
Ω
(|u|2∂tρ + (u · ∇ρ)|u|2)dx= 0. (6.1)
Taking the L2 scalar product in (1.5b) with u and performing integration by parts, bearing in mind
∇ · u= 0, ∇ ·H= 0 and the boundary conditions, we obtain
1
2
∫
Ω
ρ
(
∂t |u|2 + u · ∇|u|2
)
dx+
∫
Ω
|∇u|2 dx= −
∫
Ω
H · (∇u)Hdx, (6.2)
where H · (∇u)H= H(∇u)H. Similarly,
1
2
d
dt
∫
Ω
|H|2 dx+
∫
Ω
|∇ ×H|2 dx=
∫
Ω
H · (∇H)udx−
∫
Ω
u · (∇H)Hdx. (6.3)
Noticing that
∫
Ω
ρu · ∇|u|2 dx= −
∫
Ω
∇ · (ρu)|u|2 dx= −
∫
Ω
(u · ∇ρ)|u|2 dx
∫
Ω
H · (∇H)udx= 1
2
∫
Ω
∇(|H|2) · udx= −1
2
∫
Ω
|H|2∇ · udx= 0,
∫
Ω
H · (∇u)Hdx= −
∫
Ω
u · (∇H)Hdx,
hence, adding 12 × (6.1), (6.2) and (6.3) together, we have
1
2
d
dt
∫
Ω
(
ρ|u|2 + |H|2)dx+ ∫
Ω
(|∇u|2 + |∇ ×H|2)dx= 0.
Integrating the above equality over time interval [0, t], we obtain the energy equality of this proposi-
tion. 
Now, we proceed to prove weak–strong uniqueness. Let (ρ˜, u˜, H˜) be a global (in time) weak solu-
tion obtained in [14]. On the one hand, as the density ρ˜ satisﬁes
{
∂t ρ˜ + u˜ · ∇ρ˜ = 0,
ρ˜|t=0 = ρ0 ∈ W 1,r(Ω),
with u˜ ∈ (L2loc(R+; H10(Ω)))3, Theorem 1 in [7] insures that ρ˜ ∈ C(R+;W 1,r
−
(Ω)) for all r− < r.
On the other hand, we remark that, in view of the regularity of the strong solution (ρ,u,H, P ),
we deduce from the weak formulation (2.1) and (2.2) the following equalities:
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Ω
ρ˜u˜ · udx+
t∫
0
∫
Ω
∇u˜ : ∇udxdτ
=
∫
Ω
ρ0|u0|2 dx+
t∫
0
∫
Ω
ρ˜u˜ · (∂τu+ u˜ · ∇u)dxdτ +
t∫
0
∫
Ω
H˜ · ∇H˜ · udxdτ , (6.4)
and
∫
Ω
H˜ ·Hdx+
t∫
0
∫
Ω
(∇ × H˜) · (∇ ×H)dxdτ
=
∫
Ω
|H0|2 dx+
t∫
0
∫
Ω
H˜ · ∂τHdxdτ −
t∫
0
∫
Ω
u˜ · ∇H˜ ·Hdxdτ +
t∫
0
∫
Ω
H˜ · ∇u˜ ·Hdxdτ , (6.5)
for almost all t ∈ (0, T ).
If we write
ρ˜∂tu+ ρ˜u˜ · ∇u− u+ ∇ P = (ρ˜ − ρ)(∂tu+ u · ∇u) + ρ˜(u˜− u) · ∇u+ (∇ ×H) ×H, (6.6)
∂tH= H− u · ∇H+H · ∇u, (6.7)
then multiply (6.6) by u˜ and integrate over Ω × (0, t) to ﬁnd
t∫
0
∫
Ω
(ρ˜∂τu+ ρ˜u˜ · ∇u) · u˜dxdτ +
t∫
0
∫
Ω
∇u : ∇u˜dxdτ
=
t∫
0
∫
Ω
(
(ρ˜ − ρ)(∂τu+ u · ∇u) · u˜+ ρ˜(u˜− u) · ∇u · u˜+H · ∇H · u˜
)
dxdτ , (6.8)
and meanwhile, replace ∂τH by (6.7) in (6.5) to get
∫
Ω
H˜ ·Hdx+ 2
t∫
0
∫
Ω
(∇ × H˜) · (∇ ×H)dxdτ
=
∫
Ω
|H|20 dx−
t∫
0
∫
Ω
H˜ · ∇H · u˜dxdτ +
t∫
0
∫
Ω
u˜ · ∇H · H˜dxdτ
−
t∫
0
∫
Ω
u · ∇H · H˜dxdτ +
t∫
0
∫
Ω
H · ∇u · H˜dxdτ . (6.9)
Combining (6.4), (6.8) and (6.9), we get for almost all t ∈ (0, T ),
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Ω
(ρ˜u˜ · u+ H˜ ·H)dx+ 2
t∫
0
∫
Ω
(∇u˜ : ∇u+ (∇ × H˜) · (∇ ×H))dxdτ
=
∫
Ω
(
ρ0|u0|2 + |H0|2
)
dx
+
t∫
0
∫
Ω
(
(ρ˜ − ρ)(∂τu+ u · ∇u) · u˜+ ρ˜(u˜− u) · ∇u · u˜+H · ∇H · u˜
)
dxdτ
+
t∫
0
∫
Ω
H˜ · ∇H˜ · udxdτ −
t∫
0
∫
Ω
H˜ · ∇H · u˜dxdτ +
t∫
0
∫
Ω
u˜ · ∇H · H˜dxdτ
−
t∫
0
∫
Ω
u · ∇H · H˜dxdτ +
t∫
0
∫
Ω
H · ∇u · H˜dxdτ . (6.10)
We multiply (6.6) by u and integrate over Ω × (0, t) to ﬁnd
1
2
∫
Ω
ρ˜|u|2 dx+
t∫
0
∫
Ω
|∇u|2 dxdτ
= 1
2
∫
Ω
ρ0|u0|2 dx
+
t∫
0
∫
Ω
(
(ρ˜ − ρ)(∂τu+ u · ∇u) · u+ ρ˜(u˜− u) · ∇u · u+H · ∇H · u
)
dxdτ . (6.11)
Here we have used the fact that ∂t ρ˜ = −u˜ · ∇ρ˜ . And, we multiply (6.7) by H and integrate over
Ω × (0, t) to ﬁnd
1
2
∫
Ω
|H|2 dx+
t∫
0
∫
Ω
|∇ ×H|2 dxdτ = 1
2
∫
Ω
|H0|2 dx+
t∫
0
∫
Ω
H · ∇u ·Hdxdτ . (6.12)
Combining (6.11) and (6.12), we get for almost all t ∈ (0, T ),
1
2
∫
Ω
(
ρ˜|u|2 + |H|2)dx+
t∫
0
∫
Ω
(|∇u|2 + |∇ ×H|2)dxdτ
= 1
2
∫
Ω
(
ρ0|u0|2 + |H0|2
)
dx
+
t∫ ∫ (
(ρ˜ − ρ)(∂τu+ u · ∇u) · u+ ρ˜(u˜− u) · ∇u · u
)
dxdτ . (6.13)0 Ω
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1
2
∫
Ω
(
ρ˜|u− u˜|2 + |H− H˜|2)dx+
t∫
0
∫
Ω
(|∇u− ∇u˜|2 + |∇ ×H− ∇ × H˜|2)dxdτ

t∫
0
∫
Ω
(
(ρ˜ − ρ)(∂τu+ u · ∇u) · (u− u˜) − ρ˜(u− u˜) · ∇u · (u− u˜)
)
dxdτ
+
t∫
0
∫
Ω
(H− H˜) · ∇H · (u− u˜)dxdτ +
t∫
0
∫
Ω
(H− H˜) · ∇u · (H− H˜)dxdτ
−
t∫
0
∫
Ω
(u− u˜) · ∇H · (H− H˜)dxdτ .
Hence, we have for almost all t ∈ (0, T ) and for all ε > 0,
∫
Ω
(
ρ˜|u− u˜|2 + |H− H˜|2)dx+ 2
t∫
0
∫
Ω
(|∇u− ∇u˜|2 + |∇ ×H− ∇ × H˜|2)dxdτ
 2
t∫
0
(
Cε|∂τu+ u · ∇u|23|ρ − ρ˜|22 + ε|u− u˜|26
)
dτ + 2
t∫
0
(
|∇u|∞
∫
Ω
ρ˜|u− u˜|2 dx
)
dτ
+ 4
t∫
0
(
Cε|∇H|2∞
∫
Ω
|H− H˜|2 dx
)
dτ + 4
t∫
0
∫
Ω
ε|u− u˜|2 dxdτ
+ 2
t∫
0
(
|∇u|∞
∫
Ω
|H− H˜|2 dx
)
dτ . (6.14)
Here we have used Hölder’s inequality and Cauchy’s inequality with ε.
Now, we wish to estimate |ρ − ρ˜|2. We write
∂t(ρ − ρ˜) + ∇(ρ − ρ˜) · u˜= (u˜− u) · ∇ρ, (6.15)
then we multiply (6.15) by (ρ − ρ˜) and integrate over Ω × (0, t) to ﬁnd
1
2
∫
Ω
|ρ − ρ˜|2 dx=
t∫
0
∫
Ω
(ρ − ρ˜)(u˜− u) · ∇ρ dxdτ .
Employing the same argument as (6.14), we get
∫
|ρ − ρ˜|2 dx 2
t∫ (
Cε|∇ρ|23|ρ − ρ˜|22 + ε|u− u˜|26
)
dτ . (6.16)Ω 0
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almost all t ∈ (0, T ),
∫
Ω
(
ρ˜|u− u˜|2 + |H− H˜|2 + |ρ − ρ˜|2)dx+
t∫
0
∫
Ω
(|∇u− ∇u˜|2 + |∇ ×H− ∇ × H˜|2)dxdτ

t∫
0
∫
Ω
(
Cε(τ )
(|ρ − ρ˜|2 + |H− H˜|2)+ ε|u− u˜|2 + C(τ )(ρ˜|u− u˜|2 + |H− H˜|2))dxdτ ,
where Cε(·), C(·) denote various non-negative measurable functions in L1(0, T ). And, it is easy to
deduce that for all t ∈ [0, T ],
∫
Ω
(
ρ˜|u− u˜|2 + |H− H˜|2 + |ρ − ρ˜|2)dx+
t∫
0
∫
Ω
(|∇u− ∇u˜|2 + |∇ ×H− ∇ × H˜|2)dxdτ

t∫
0
∫
Ω
C(τ )
(
ρ˜|u− u˜|2 + |H− H˜|2 + |ρ − ρ˜|2)dxdτ + ε
t∫
0
∫
Ω
|u− u˜|2 dxdτ . (6.17)
Next, we observe that there exists ε > 0 such that we have for all v ∈ H1(Ω)3 and for all ρ ∈ L∞(Ω)
with
∫
Ω
ρ dx= ∫
Ω
ρ0 dx> 0, |ρ|∞ = |ρ0|∞
ε
∫
Ω
|v|2 dx 1
2
∫
Ω
|∇v|2 dx+ 1
2
∫
Ω
ρ|v|2 dx. (6.18)
Indeed, if this were not the case, we would ﬁnd vn,ρn satisfying
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
Ω
|∇vn|2 dx+
∫
Ω
ρn|vn|2 dx→ 0, as n → ∞,
−
∫
Ω
|vn|2 dx= 1, ρ0  0,
ρn
∗
⇀ ρ in L∞(Ω),
∫
Ω
ρ dx=
∫
Ω
ρ0 dx.
Hence, vn converges to 1 in H1(Ω), and ρn|vn|2 ⇀ ρ in L1(Ω). The contradiction proves our claim.
Taking advantage of (6.18) and inserting
ε
∫
Ω
|u− u˜|2 dx 1
2
∫
Ω
|∇u− ∇u˜|2 dx+ 1
2
∫
Ω
ρ˜|u− u˜|2 dx
in (6.17), we hence conclude that u = u˜, H = H˜ and ρ = ρ˜ a.e. in Ω × (0, T ), by applying Grönwall’s
inequality.
The proof of Theorem 2.3 is complete.
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