Rayleigh-Taylor instability in high-aspect-ratio domains has been studied experimentally and a hierarchy of modelling approaches has been used to understand the dynamics of the problem. Part I examines the simplest case of initially homogenous layers above and below the Rayleigh-Taylor unstable interface. Part II examines the more complex case where one layer is stably stratified in density. Here, in Part I, we develop models for turbulent mixing induced by Rayleigh-Taylor instability based on a diffusion equation for density. By considering the force balance in the problem, and using Prandtl's mixing length hypothesis, we compute a non-constant turbulent diffusivity, and this leads to a non-linear diffusion equation. We reiterate a h $ t 2 5 scaling and use this to develop a new similarity solution to the nonlinear diffusion equation in an infinite domain. To match experimental boundary conditions of a finite domain, we use numerical integration, and finally, we compare with implicit large eddy simulation.
I. INTRODUCTION
Rayleigh-Taylor instability has been a focus for research in turbulence in recent years, owing to its scientific importance as a fundamental fluid instability and also to its technological and geophysical significance. The main scaling parameter governing the rate of growth is the Atwood number,
calculated from the upper and lower densities q u and q l , respectively. For Boussinesq flows (i.e., those with small density variations relative to the total density), the growth rate of rising structures (bubbles) and falling structures (spikes) is equal and instability development in a non-linear, strongly turbulent regime in an infinite domain is readily shown by dimensional analysis to follow
where h is some representative height of the mixing zone. The length-scales present in Rayleigh-Taylor instability evolving in free space are observed to grow with h. Here, we examine Rayleigh-Taylor instability in a laterally confined domain, and in this configuration, the turbulent length-scales present in the Rayleigh-Taylor instability are bounded by the domain width, rendering the h $ t 2 scaling inappropriate once h exceeds the dimension of the lateral constraint.
There have been several experimental studies in such geometries [1] [2] [3] [4] in tilted tubes with application to oil recovery and recent work 5 in which the mixing efficiency of Rayleigh-Taylor instability in a vertical tube was examined. Previous theoretical work 2, 5, 6 has identified that restricting the lateral length-scale, here denoted w, changes the evolution of the flow and the quadratic growth model of Eq. (2) is inappropriate in the confined case. The modelling work of Debacq et al. 2 suggests that the growth follows h $ t 1 2 , but their work focussed primarily on Reynolds numbers Re ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi Agw 3 = 2 p < 1000, and the more recent work of Dalziel et al. 5 at significantly higher Reynolds numbers (2500 < Re < 6800) demonstrates an h $ t 2 5 scaling. In this paper, we revisit the scaling arguments presented in Dalziel et al., 5 introduce a similarity solution for the growth of the laterally confined instability in a vertically unbounded domain, derive a more complete one-dimensional model that accounts for upper and lower boundary conditions, simulate the problem using an implicit large eddy simulation (ILES) model, and compare all of these with experiment in two high-aspect-ratio configurations. One configuration we study is the overturned tank previously discussed in Dalziel et al., 5 and here, we introduce a second, new, configuration. This "bird-feeder" configuration examines the situation seen in some industrial contexts where piped effluent discharges into a reservoir, or where gas drains into a chamber. We develop the models required to understand this configuration, in preparation for studying the dynamics of Rayleigh-Taylor instability penetrating into stable stratifications, to be discussed in Part II. 13 
II. EXPERIMENTAL CONFIGURATIONS
The experiments by Dalziel et al.
5 on high-aspect-ratio Rayleigh-Taylor instability were initialised by overturning a stable saline stratification ðSc ¼ j ¼ 700Þ in a tube 2 m tall with an internal cross-section of 5 cm square. The overturning operation is sub-optimal, since the rotation distorts the density interface. Interfacial distortion can be observed without density variation; indeed, it has been shown that the inviscid response of homogenous density fluid inside a tube to its rotation is a tilting of any scalar gradients, by up to tan À1 2p % 81 in an infinite tube. 7 In a viscous Boussinesq variable density flow in a finite tube, where such scalar gradients may coincide with a density interface, we would also expect interfacial distortion, and Dalziel et al. 5 showed it is indeed close to 81
. If the interface is nominally RayleighTaylor unstable, but tilted due to tube rotation, then the flow which evolves initially may begin as an exchange flow between upper and lower layers, with less dense fluid rising up one side of the tube and more dense fluid falling down the other side, and mixing confined to a small sheared interface between them. In such a scenario, relatively little mixing takes place at very early times, unlike in a properly interpenetrating Rayleigh-Taylor flow, where mixing is known 5 to be very efficient. Over longer time-scales, vorticity generated baroclinically across the tilted interface prevents an exchange flow from persisting, and subsequently the flow returns to being fully turbulent and Rayleigh-Taylor dominated, losing any memory of the early-time exchange flow.
An alternative high-aspect-ratio configuration was selected, firstly for its industrial relevance and secondly to verify the robustness of the Rayleigh-Taylor mixing process by initialising it in a different way. Instead of overturning a tube, a large reservoir of less dense fluid was placed underneath a permanently vertical tube. A hatch at the bottom of the tube was used to support the baroclinic head while filling the tank, and this was rotated out of the way to initiate the Rayleigh-Taylor instability. There is a small interfacial velocity perturbation associated with rotating the hatch, but the interface remains close to horizontal, and the Rayleigh-Taylor instability grows sufficiently rapidly that the height of the instability h is of the order of the tube width in a negligibly short time-scale. Used in this manner, the same 2 m tall tube can be considered to have double the aspect-ratio of the previous work by Dalziel et al.
5
A dye attenuation technique was used to make optical measurements; here, the 165 litre reservoir was doped with 3 ml fiesta red food colouring, which is purely absorbative and non-fluorescent. A diffuse fluorescent strip-light mounted behind an optical diffuser provided an approximately homogenous background light field. As the less dense reservoir fluid migrated upwards in the tall tube, the attenuation of the background field due to absorption by the dye was measured using a Atmel-Grenoble Camelia 8 M 12-bit digital video camera. The camera had a green colour filter in front of the lens and an LCD timing shutter between the lens and the CCD sensor. The camera was positioned 10 m away from the tube to minimise image-processing errors due to parallax. The entire height of the tall tube was captured with a resolution of 90 Â 3600 pixels and frame rate of 1.5 frames per sec. A calibration similar to that given in Dalziel et al. 5 was used to relate the intensity of light measured by the camera to the dye concentration, and hence, to the mean volume fraction of reservoir fluid along any light ray. The green colour filter on the camera ensures that the dye attenuation (which is predominantly in the green and blue parts of the spectrum for a red dye) results in an approximately exponential recorded intensity variation with dye concentration.
III. MODEL HIERARCHY

A. Scaling argument
We begin our hierarchy of modelling approaches by reexamining the work of Dalziel et al. 5 There, it was demonstrated with particle image velocimetry that the turbulent eddies arising from the Rayleigh-Taylor instability remain approximately isotropic, despite only being confined laterally and not vertically. Therefore, in a high-aspect-ratio domain, individual mixing events take place on a vertical length-scale very much smaller than the height of the tube. Additionally, the time-scale of instability growth was shown to be well-separated from the eddy overturning time-scale. In these circumstances, it is appropriate to consider the development of the instability as a process regulated by onedimensional turbulent diffusion of the form
where 0 / 1 is a passive scalar we use as a proxy for relative density (initially, / ¼ 1 in the upper layer and / ¼ 0 in the lower layer) and j is the turbulent diffusivity. Under Boussinesq conditions, and after a suitable initial period, we expect the density profile to be self-similar, and therefore, we write
where n ¼ 2 hðtÞ is similarity variable (representing a nondimensional height). In the overturned tank experiment, the total quantity of / that has migrated across the plane of the initial interface z ¼ 0 after some time t is proportional to the height h(t) of the instability. The flux of / is driven by turbulent diffusion, and it is reasonable that this could be modelled as a linear function of the scalar gradient at z ¼ 0 as follows, ð
for a square tube of width w. This step invokes an assumption of global self-similarity and reduces the problem to determining the time-evolution of flux at a single point, z ¼ 0. Substituting the separated variables for / and rearranging, we have
By self-similarity, we can write the compact description
since all other terms are constant. Using Prandtl's mixing length hypothesis, we can replace the turbulent diffusion coefficient j with a product of length and velocity scales which are characteristic of the turbulence. We might say j ¼ cu turb l turb . It is argued in Dalziel et al. (2008) that it is appropriate to choose the tank width w as the representative length-scale and that in a high Reynolds number regime, the turbulent velocity scale is given by a dynamic balance between buoyancy and inertia, where Dq Dz can be taken either as a global density gradient or the typical local gradient over a structure with a size comparable with the tube width. If the density gradient scales as q u Àq l h and we restrict ourselves to the Boussinesq regime with reference density q ¼ 1 2 ðq u þ q l Þ, the scalar diffusion problem now can be written as
where A is the Atwood number. This integrates to give the functional form
B. Similarity solution
In this paper, we use the above scaling argument of Inogamov et al. 6 and Dalziel et al. 5 (though not the separable form of Eq. (3) directly) to produce a similarity solution for an equation of the form of Eq. (3) for a horizontally averaged density q(z, t), with j chosen as indicated above. Taking the limit of Eq. (8) as Dz ! 0 and restricting ourselves to the Boussinesq regime, we have
The density gradient here is raised to a rational power because it appears both independently, and incorporated in the velocity scale (8) . The scaling given in Eq. (10) suggests a form for the similarity transformation we seek, and here, we choose to define f ¼ z t 2=5 . We find an equation in f,
where v ¼ cl
after some manipulation, we have
For convenience, we interpret the constant of integration c as c ¼ À 
Integrating, we get a quintic polynomial for q containing only odd powers of f,
As required by our Boussinesq assumption, the density profile is symmetric about the position of the initial density discontinuity if we take the integration constant q 0 ¼ q u þq l 2 . Since the polynomial is expressed as q(f), at large jfj, the density is diverging. In practice, we know that the density is a constant (either q u or q l ) outside the mixing zone, so we are not interested in values beyond the finite non-dimensional height 6f 0 , which marks the stationary points of the polynomial. Moreover, we cannot accept negative values of @q @z , since this violates the physical assumptions built into Eq. (8) . Furthermore, our physical problem yields
from which we can calculate,
We defer comparing this solution with the experiments until Sec. IV, and in the meantime present our other models.
C. Numerical integration
The similarity solution does not provide useful information when the instability is significantly influenced by the top and bottom boundaries of a finite-height domain. To include this level of generality, we recourse to finite-volume discretisation. The required boundary conditions can then be implemented either by assigning values to "ghost" cells just outside the domain or by constraining the fluxes at the boundary. We will use a zero-flux condition to match the top and bottom boundaries in the overturned tank experiments, and for the bottom boundary in the static-reservoir case, we will impose a fixed reservoir density.
We use a simple time-explicit scheme
where superscript n indexes time (Dt ¼ t nþ1 -t n ) and subscript i indexes cell centres, w 2 is the flux face area, and V is the cell volume. Maintaining the same physical assumptions as in preceding sections, the discrete flux function F is defined on the cell face i þ 
The local finite-difference approximation to the density gradient is used both explicitly and in the velocity scaling, which uses the form given in Eq. (8) . The proportionality constant c remains a free parameter. In Prandtl's 8 original paper, he used arguments drawn from molecular gas dynamics to assign a value of c ¼ 1 3 , but more recent use in Reynolds-averaged numerical modelling of turbulence has shown that the value is highly problem dependent. We anticipate an O(1) value, and in the absence of any a priori estimate for our problem, we take c ¼ 1. Again, we defer presentation of the results of this model until Sec. IV.
D. Implicit large eddy simulation
Comparison of direct numerical simulation (DNS) and flows at experimental Reynolds and Schmidt numbers 2011) remains difficult or impossible to attain with present computing power, so it is common to formulate the problem in a computationally affordable way by making judicious modelling assumptions about the small scale details of the flow. In this work, ILES has been used, where the dissipation of energy at small scales in the physical system is replaced with a numerical proxy that operates at scales of the order of the grid spacing. This technique is a far from ideal treatment of the turbulent processes, particularly since removal of momentum (and thus kinetic energy) from the computational system is linearly related to gradients parallel to the flow direction, whereas the equivalent mechanism in reality is related to shear gradients normal to the flow direction. Additionally, density within computational cells is effectively homogenised at the same scale as momentum, even though at high (experimental) Schmidt numbers mass diffusion should occur at much smaller scales. However, there are certain classes of turbulent flow for which these local errors have little effect on quantities of interest. In turbulence which is approximately isotropic over a sufficiently large region of the flow, the precise orientation of velocity gradients which remove kinetic energy becomes unimportant. If isotropy exists over length-scales of perhaps O(10) eddydiameters, the power lost from the system per unit volume, Ð dE k dt dV, has a similar rate to that obtained by dissipation in the physical system. Much work has been done in recent years on ILES to provide precise bounds on such errors in the ILES method, 9 and Aspden et al. 10 explore some of the physical consequences of ILES and re-interpret energy spectra, definitions of Re, and Kolmogorov length-scales in terms of their ILES equivalents. In cases where we seek descriptions of flow features significantly larger than those associated with turbulence itself, ILES has been found to be successful, and it is in such a context that we use it here.
Through using ILES, we were able to reduce the computational expense from that of a well-resolved DNS to something tractable on a desktop personal computer (PC) for the long-time-evolution simulations we present in this paper. The maximum domain size we worked with was 64 Â 64 Â 2560 (see Figure 1 ) to represent the tall tube with cubic cells, though our grid convergence studies (see Figure 2 and earlier work 11 ) indicated that half this resolution was more than acceptable. The simulations for our detailed experimental comparison were conducted with 32 Â 32 cells in each cross-section of the tube. For simulations matching the static-reservoir experiments, the computational cost of modelling the full 165 litre reservoir volume at this resolution was prohibitive, so we chose instead to provide our boundary condition for the tube by simulating a smaller reservoir with a similar geometry. The simulated reservoir had domain size 160 Â 160 Â 96 cubic cells and a volume just 5.7% of the experimental reservoir (see Figure 3 for comparative dimensions). To justify this, we verified that the fluid behaviour inside the simulated reservoir does not change the effective boundary condition at the mouth of the tube over time (see Sec. IV for more detail).
The ILES software we have developed is called "MOBILE," 11 following ideas of Andrews, 12 and is a parallel implementation of the 3rd order MUSCL=Van-Leer advection scheme using a velocity-staggered grid discretisation. To efficiently enforce incompressibility, the elliptic solve for the pressure poisson equation is accelerated with multigrid. The non-cuboidal domain encountered in the static-reservoir is broken into cuboidal components and "ghost" cells outside each sub-domain are filled appropriately. An arbitrary number of passive scalars c k can be advected around. The equation set being integrated is 
subject to the constraint @u i @x i ¼ 0 enforced through a pressure re-distribution at each timestep.
For the problems considered here, the domain boundaries on the tube were stress-free, which is consistent with the ILES methodology.
IV. DISCUSSION OF RESULTS
A. Overturned configuration
The purpose of this work is to verify the applicability of the above modelling approaches for the growth of the mixing region in the high-aspect-ratio Rayleigh-Taylor problem. As a bridge between the existing experiments 5 and the new configuration introduced here, the models were first compared with the data from the previous study.
Attenuation of the background light field by dye was integrated along each ray path (approximately horizontal), and by taking the mean value in each horizontal slice across the width of the tank, after suitable dye calibration, the mean vertical scalar concentration was obtained. By concantenating a time-sequence of such one-dimensional vertical profiles, we obtain contour plots of the form seen in Fig. 4 . Superimposed upon the background images (experiment in case (a) and MOBILE simulation in case (b)) are contours plotting the similarity solution given in Fig. 4(c) . as a function of time. Each contour has a functional form z=t used a virtual time origin, we have not found this necessary here. In their paper, the h $ t 2 5 form was plotted to match the / ¼ 0.98 scalar concentration contour using scaling coefficients predicted from their model. Dye gradients @/ @z in these extreme regions are very small so it is difficult to be precise about the error bounds on the contour location in the experimental data, or indeed how accurately the coefficients can be calculated. In our case, we show that the similarity solution performs well over the range of scalar concentrations 0.1 < / < 0.9, and we include as a reference the contours / ¼ 0.0 and / ¼ 1.0 which mark the full extent of the mixing zone z 0 ¼ 6f 0 t 2 5 . The same analytical contours are superimposed on the simulation in Figure 4 (b), and once again the agreement is excellent, particularly in the early phase 0 < t < 400 s.
Having demonstrated that the time-evolution of the analytical model and the simulation correlate very well with the experiment, at least until the mixing zone approaches the top and bottom of the tube, we test that the collapse of the vertical density profile is a collapse of scalar profiles based on a normalisation height h either side of the mixing zone. In Dalziel et al., 5 the normalisation height used was based on the calculated contour / ¼ 0.98. Here, we have solved for the constant f 0 using Eq. (17) and can normalise vertical scalar profiles on this basis. The collapse of both simulation and experiment is shown in Figure 5 . Profiles taken at early time are shown with darker lines and it is clear that the form of the profile converges as the mixing zone grows. We have superimposed two curves onto these profiles, the polynomial 
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Turbulent diffusion in tall tubes. I Phys. Fluids 23, 085109 (2011) solution from Sec. III B and an error function as previously proposed. 1,2 Our normalisation is based on the stationary points of the polynomial, rather than the / ¼ 0.98 contour utilised by Dalziel et al.,
5 so we plot a suitably modified error function. In the experimental Figure 5(a) , the polynomial is a good fit for the data, but the error function is slightly closer; in both cases, the differences are modest. However, for the same curves overlying the simulation data, the opposite is true. The ILES simulation is more likely to conform to the similarity solution than the experiment because the action of overturning the tank induces an internal flow, and the velocity associated with this will modify the subsequent turbulent diffusion, so it is unsurprising that the simulation performs more closely to expectations than the experiment.
B. Reservoir configuration
Having demonstrated that the high-aspect-ratio Rayleigh-Taylor problem can be accurately predicted (a) with a model based on one-dimensional scalar diffusion and ratecontrolled solely by a buoyancy-inertia balance and (b) with ILES that also depends on the buoyancy-inertia balance, the next step is to test these models in the reservoir configuration of the tall tube.
With our new experimental configuration, we have a method of initialising the instability that is less likely to influence the long-term development of the flow, and by doubling the effective length of the tube, the instability evolution can continue for more than twice as long before being influenced by the upper boundary. This increases the separation of scales and improves the robustness of our experiments. However, we also have a less well controlled bottom boundary condition for the tube. We would like to assume that the mean density at the tube mouth is invariant with time since this simplifies the application of the analytical model, but since optical constraints prevent us from experimentally verifying this, we resort to simulation to recover such details. Our simulation of the overturned configuration compared well with the experiment, and as will be seen later in this section, so too does our simulation of the tube=reservoir combination. We, therefore, believe that the simulated flow conditions at the tube-end will be representative of those in the experiment. Figure 6 shows the mean normalised density recorded by the simulation at the horizontal plane of the tube mouth. After initial transient behaviour decays, the density is indeed approximately constant over a long period, rising very slightly over time as the reservoir stratifies. This feature is a convenient consequence of the change in cross-sectional area between tube and reservoir. The dense fluid initially sitting in the tube falls down to the bottom of the reservoir as a dense plume and the exchange flow driven by volume conservation draws reservoir fluid from all directions in the manner of a potential sink. There remains a supply of less dense fluid that will be preferentially ingested until the dense fluid has almost completely filled the reservoir. Recognising that the simulated reservoir's volume and horizontal cross-sectional area is only a small fraction of that used in the experiment (see Figure 3) , the simulations represent a much more severe test of the assumption of a time-invariant boundary condition than the experiment, hence, we allow ourselves this approximation when comparing our analytical model with the experiment.
Taking advantage of this justification for a constant bottom boundary condition, we can trivially adapt our analytical model for the overturned configuration to our reservoir configuration. Symmetry of the similarity solution about f ¼ 0 implies that the dye concentration /(0) ¼ const. at all times, and we simply define our vertical reference for the reservoir case accordingly.
Selecting an appropriate value for /(0) is not quite as straightforward, since despite there being an exchange flow to conserve volume, the simulation suggests / = 0.5. This is not self-contradictory; it merely indicates that the fall velocity of dense fluid exceeds the uptake velocity fluid drawn 
085109-7
Turbulent diffusion in tall tubes. I Phys. Fluids 23, 085109 (2011) into the tube from the reservoir, so that some of the dense fluid leaving the tube is entrained into the light fluid entering the tube. The sharp fall in mean density at the start of simulation occurs simply because the initial interface condition has a horizontal mean of / ¼ 0.5, or equivalently, q ¼ q. However, the available buoyancy cannot support the acceleration of reservoir fluid around the lip to the same upward velocity as baroclinic processes generate directly in a downward sense, so the exchange flow reaches equilibrium with unequal velocities, and the volume flux is balanced by crosssectional area.
In the simulation, there is sufficient mixing within the reservoir that by s ¼ 90, as shown in the final inset figure, the fluid ingested into the tube is contaminated with low concentrations of dense fluid. At this point, the boundary condition ends its initial transient phase and becomes approximately constant. We believe that in the experiment, where the reservoir volume is many times larger, the transition from transient to constant will be delayed and so the boundary condition will be a lower constant value, closer to q l .
In Figure 7 (a), we plot as incremental contours the upper half of the similarity solution, normalising the concentration contours with the reservoir density q l . However, the similarity solution takes no account of the physical domain size afforded by the tall tube, and we require a no-flux condition at the upper boundary if we seek a good comparison with experiment once the instability has reached the top at
2 (where z top is the tube height). We resort at this point to explicit numerical integration of the nonlinear diffusion equation (see Sec. III C), preserving the same relationships in determining mixing length and velocity scales, but easily incorporating the physical upper and lower boundary conditions. The comparison between the analytical and onedimensional numerical models is shown in Figure 7 (a), illustrating that the two are almost equivalent until after the / ¼ 1.0 contour has reached the upper boundary. Even though we have a nonlinear diffusion process, the nonlinearities are relatively weak at late time, and we postulate that the reflected signal from the boundary will behave approximately as t 2 5 , as illustrated by the dotted curve in Figure 7 (a), which correlates well with the points beyond which the scalar contours cease to follow the similarity solution.
The experimental time-series is shown in Figure 7 (b), with the one-dimensional numerical integration superimposed. The comparison is particularly good in regions away from the bottom boundary, suggesting that the approximation q(0, t) ¼ q l may need refinement. While we could not obtain experimental measurement of the boundary condition, it is trivial to extract this information from the ILES simulation and incorporate it into the one-dimensional model, so the equivalent plots in Figure 8 for the ILES simulations compared against the one-dimensional numerical integration show excellent agreement. This strongly suggests that boundary uncertainties are responsible for the small discrepancies seen in Figure 7 (b).
V. CONCLUSIONS
We have developed from its exposition in Dalziel et al., 5 a model for high-aspect-ratio Rayleigh-Taylor instability based on turbulent diffusion, setting the rate parameter with length and velocity scales according to Prandtl's mixing hypothesis and calculating the velocity scale by assuming that buoyancy and inertia are the dominant forces in the problem. A t 2 5 scaling emerges easily, and this was found 5 to correlate well with experiment. A new class of similarity solution to the non-linear diffusion equation has been found here using a similarity variable f ¼ z t 2=5 and shown using the same experimental data to be a more complete description of the problem. While we have selected constants of integration in the similarity solution to be relevant for our experiment, the solution can be applied to other scenarios. For example, a stratification that is everywhere unstable with q(z, 0) ¼ q 0 (1 þ (z=H) 5 ) will maintain the same quintic form as it develops an increasingly strong density gradient at z ¼ 0.
The overturned configuration previously examined 5 has been extended with a new static configuration with an underlying reservoir. In this new configuration, the instability has twice as far to evolve before being influenced by the upper boundary and, therefore, length-and time-scales are better separated than the previous work. We have also introduced this configuration here in preparation for the study of Rayleigh-Taylor instability penetrating into a stratified upper layer, to be discussed in Part II. 13 Experiments in the new configuration are initialised in a less intrusive manner, with a small hatch rotated away from the Rayleigh-Taylor unstable interface, rather than overturning the entire stratification. Memory of the initial conditions can be regarded as having been lost after a few eddy turnover time-scales. However, optical measurement of the boundary condition between the reservoir and tube was not possible so there remain some minor uncertainties with the modelling. Some of the missing information was reconstructed from MO-BILE ILES simulations, and a reliable approximation to the tube-end boundary condition was established for use in the simple models. The reservoir volume used in the simulations was very much smaller than in experiment, but we argue that the influence this approximation has on the behaviour of flow in the tube is acceptably small.
The ILES simulations paved the way for a trivial extension of the analytical model from the overturned configuration to the reservoir configuration. As the diffusion front approaches the upper boundary of the tall tube, however, the similarity solution ceases to be valid, and a numerical integration was necessary to correctly model later time evolution. This simple numerical model after accounting for boundary conditions proves to be a remarkably accurate predictor of the experimental measurements.
Thus, we have presented a complete hierarchy of modelling approaches to understand Rayleigh-Taylor instability in a laterally confined domain, starting with simple scaling arguments, refined by developing a similarity solution to the one-dimensional diffusion equation, generalised to finite domains by using numerical integration, and finally using full three-dimensional ILES simulation. In Part II, these shall be used and extended to the case where the tall tube has a stratified upper layer.
