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Abstract
We study compressible turbulent flow in a circular pipe, at computationally high
Reynolds number. Classical related issues are addressed and discussed in light of the
DNS data, including validity of compressibility transformations, velocity/temperature
relations, passive scalar statistics, and size of turbulent eddies. Regarding velocity
statistics, we find that Huang’s transformation yields excellent universality of the scaled
Reynolds stresses distributions, whereas the transformation proposed by Trettel and
Larsson [38] yields better representation of the effects of strong variation of density and
viscosity occurring in the buffer layer on the mean velocity distribution. A clear loga-
rithmic layer is recovered in terms of transformed velocity and wall distance coordinates
at the higher Reynolds number under scrutiny (Reτ ≈ 1000), whereas the core part of
the flow is found to be characterized by a universal parabolic velocity profile. Based
on formal similarity between the streamwise velocity and the passive scalar transport
equations, we further propose an extension of the above compressibility transformations
to also achieve universality of passive scalar statistics. Analysis of the velocity/tem-
perature relationship provides evidence for quadratic dependence which is very well
approximated by the thermal analogy proposed by Zhang et al. [46]. The azimuthal ve-
locity and scalar spectra show an organization very similar to canonical incompressible
flow, with a bump-shaped distribution across the flow scales, whose peak increases with
the wall distance. We find that the size growth effect is well accounted for through an
effective length scale accounting for the local friction velocity and for the local mean
shear.
Keywords: Pipe flow, Compressible flows, Wall turbulence, Direct Numerical
Simulation
1. Introduction
Turbulent flow in circular pipes is common in many engineering applications, which
cover both the incompressible and the compressible regime. Typical incompressible
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applications include transport of oil, potable, waste or irrigation water, whereas com-
pressible pipe flow serves as prototype for the design of air intakes used in the aircraft
industry. Several studies of incompressible pipe flow are available in the literature,
which have highlighted similarities and differences with flow in planar channels. Eggels
et al. [9] carried out experiments and direct numerical simulation (DNS) of incompress-
ible pipe flow at Reb = 2ubR/νw = 5300 (where ub is the bulk flow velocity, R is the
pipe radius and νw is the kinematic viscosity at the wall, respectively), and, in agree-
ment with early experiments at low Reynolds number [27], found that the mean velocity
profile deviates from plane channel flow in the logarithmic and wake regions. Orlandi
and Fatica [26] carried out DNS of rotating and non-rotating pipe flow, and found
good agreement with the experiments and numerical simulations by Eggels et al. [9],
in the non-rotating case. More recently, higher Reynolds numbers have been reached
both in DNS [44, 6, 20, 1], up to friction Reynolds number Reτ = uτR/νw ≈ 3000
(where uτ =
√
τw/ρw is the friction velocity, τw the mean wall shear stress and ρw the
mean density at the wall), and experiments [45, 17, 21, 12], which are typically in
the Reynolds number range Reτ ∼ 103 − 105. These studies generally agree that the
near-wall region of turbulent pipe flow is the same as in plane channel flow, whereas
differences are found in the logarithmic and core regions. In particular, Kim and Adrian
[17] carried out experiments of pipe flow and observed that the pre-multiplied stream-
wise velocity spectra in the logarithmic layer are characterized by a peak at wavelengths
corresponding to 24–28R, and referred to these structures as very-large-scale motions
(VLSM). Wu et al. [44] carried out DNS of incompressible pipe flow at friction Reynolds
number Reτ ≈ 700, and found a smaller spectral peak than in experiments, attributing
the disagreement to use of Taylor’s hypothesis [2]. Lee et al. [20], Ahn et al. [1] showed
that the population density of VLSM is lower in pipe than in channel flow, and that
they survive for shorter time in pipes owing to wall confinement, which is the likely
explanation for differences of the mean velocity profile in the outer layer.
Compressible pipe flow has received comparatively much less attention than the
incompressible counterpart. Kjellstro¨m and Hedberg [18] carried out experiments of
compressible pipe flow at bulk Mach number Mb = ub/cw = 0.1−0.3 (based on the wall
speed of sound, cw). At Mb = 0.3 they noted compressibility effects on the wall shear
stress, and claimed that accounting for compressibility corrections might be necessary
for accurate measurements, even at low Mach number. Sandberg et al. [35] carried out
DNS of a fully developed compressible pipe flow exiting in a co-flow, and found good
agreement of the pipe flow statistics with incompressible data up to a jet Mach number
of 0.84. Ghosh et al. [13, 14] carried out the first DNS of supersonic turbulent flow in
circular pipe and planar channel, and compared the flow statistics of the two geometries
at matching Mach number and friction Reynolds number (Mb = 1.3, Reτ = 245), and
found that, as in incompressible flow, the mean flow statistics are affected by wall
curvature effects.
The effect of fluid compressibility on mean velocity and Reynolds stresses is a long-
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standing issue in wall turbulence. Morkovin [25] first postulated that genuine compress-
ibility effects should be negligible if density fluctuations are smaller than mean density
variations (ρ′ << ρ), which became known as “Morkovin’s hypothesis”. This hypothesis
led to several compressibility transformations for velocity and Reynolds stresses aimed
at mapping compressible flow statistics onto equivalent incompressible ones through the
mean density and viscosity profiles [39, 7, 38]. In their DNS study of pipe flow, Ghosh
et al. [14] pointed out that the classical van Driest transformation [39] is rather inac-
curate, whereas good universality of the density-scaled Reynolds stresses was obtained
using the semi-local scaling introduced by Huang et al. [15]. An extensive assessment of
existing compressibility transformations was carried out by the present authors using
DNS data of plane channel flow [22]. The results supported effectiveness of Huang’s
transformation in achieving universality of the Reynolds stress distributions. However,
better universality of the mean velocity profile, with respect to classical van Driest
transformation [39], was obtained using the transformation proposed by Trettel and
Larsson [38] (hereafter referred to as TL transformation), based on the enforcement in-
variance of the logarithmic law in the overlap layer. The effect of compressibility on the
velocity spectra, and therefore on the size of the turbulent eddies populating the wall
layer, has also been studied for long time, with contradictory conclusions [37, 36, 29].
Recent channel flow DNS [22] and boundary layer experiments [42] have indeed shown
that genuine compressibility effects on the typical flow scales are small, if any, and
may be conveniently accounted for through variable-property extension of incompress-
ible scaling formulas. Another subject of great interest in compressible flows is the
transport of passive scalars, an essential building block in the understanding of mix-
ing processes and combustion. Passive scalars in compressible wall-bounded flows have
received little attention so far, mainly limited to the case of planar channels [10]. As
in incompressible flow, similarity between passive scalars and the streamwise velocity
field is also generally taken for granted in compressible flow, based on similarity of the
governing equations.
In this work we develop a DNS database for compressible flow in a circular pipe
which greatly extends the Reynolds number envelope of previous numerical studies.
Our goal is to shed light on several facets of this flow which in our opinion have not
been adequately addressed, so far. First, we aim at verifying the predictive power of
compressibility transformations for mean velocity and Reynolds stresses, by also com-
paring with available incompressible DNS data at matching Reynolds number. Second,
we aim at establishing scaling laws for the streamwise velocity spectra in the outer part
of the wall layer, to quantify compressibility effects on the turbulent eddies. Third, we
study the statistics and spectra of scalar fields passively advected by the fluid, with
special emphasis on identifying similarities and differences with respect to the veloc-
ity field, and tracing possible compressibility effects. For that purpose, we carry out
DNS in the range of bulk Mach numbers Mb = 0.3–3, and of bulk Reynolds numbers
Reb = 5000–30000, corresponding to friction Reynolds numbers Reτ = 180–1000.
3
2. Methodology
We solve the compressible Navier–Stokes equations for a perfect shock-free heat-
conducting gas in cylindrical coordinates, augmented with the transport equation for a
passive scalar φ,
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where R = rρ, P = rp, with ρ the fluid density, p the thermodynamic pressure, and
s = cv ln (pρ
−γ) the entropy per unit mass, (γ = cp/cv = 1.4). In Eqn. (2), Se and Sv
are the Eulerian and the viscous source terms, and F contains the driving terms needed
to keep the mass and scalar flow rate constant in time
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Θ is the dilatation,
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and qj, Ji are the heat flux and scalar diffusion fluxes, respectively,
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The dependence of the viscosity coefficient on temperature is accounted for through
Sutherland’s law, the thermal conductivity is defined as λ = cpµ/Pr , with Prandtl
number Pr = 0.71, and the scalar diffusivity is expressed in nondimensional form
in terms of the Schmidt number, Sc = α/ν. Hereafter, the velocity components in
coordinate directions will be denoted as u, ur, uθ, and the variable y = R − r will be
used to denote the distance from the wall.
The equations are numerically solved using a fourth-order co-located finite-difference
solver which guarantees discrete preservation of total kinetic energy from convection in
the inviscid limit. For that purpose, the convective terms in Eqn. (1) are first expanded
to a quasi-skew-symmetric form, and then discretized using standard central difference
formulas [28, 29]. The viscous terms are expanded to Laplacian form and similarly
discretized with central difference formulas. The use of the entropy equation in place
of the total energy equation is instrumental to semi-implicit time advancement, needed
to discard the severe acoustic time step limitation in the azimuthal and wall-normal
directions. As explained in Modesti et al. [23], this is realized through definition of
a partial flux Jacobian matrix whereby only the effects of acoustic wave propagation
are retained. Implicit treatment of the viscous terms in the azimuthal direction is also
implemented to remove the viscous time step limitation at the pipe axis. The convective
time step limitation in the azimuthal direction must also be alleviated in practical pipe
flow calculations. For that purpose, the azimuthal convective derivatives are evaluated
at progressively coarsened θ resolution as the axis is approached in such a way that the
effective resolution in physical space is retained [4].
The governing equations are solved in a cylindrical domain with size Lx×R× 2piR.
Periodicity is imposed in the streamwise and azimuthal directions, and no-slip isother-
mal boundary conditions are imposed at the wall, where we also set φ = 0. Regarding
the singularity at the symmetry axis, we follow Mohseni and Colonius [24], and stagger
the first collocation point at a distance ∆r/2 from the axis. Hence no special treatment
of the axis is required, provided the flow variables in the ghost points are suitably defined
accounting for symmetry/antisymmetry conditions. The velocity and the passive scalar
fields are initialized with the incompressible laminar solution, with superposed pertur-
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Figure 1: Laminar supersonic flow in isothermal pipe at Mb = ub/cw = 1.5: radial profiles of velocity
(a) and temperature (b). The DNS solution (circles) is compared with the reference one (solid lines),
obtained using a standard ODE solver.
bations synthesized through the digital filtering technique [19], with initially uniform
density and temperature. The flow statistics averaged in the streamwise and azimuthal
directions have been collected at equally spaced time intervals, and convergence of the
flow statistics has been checked a-posteriori. In the following we will use both Reynolds
(φ = φ + φ′) and Favre (φ = φ˜ + φ′′, φ˜ = ρφ/ρ) averages, where the overline symbol
denotes averaging in the streamwise and spanwise directions and in time. Accordingly,
the Reynolds stress components are denoted as τij = ρu˜′′i u
′′
j . Quantities normalized in
wall-units uτ , δv (where δv = νw/uτ is the viscous length scale) are denoted with the +
superscript.
The solver was preliminarily validated for the case of supersonic laminar flow. Fig-
ure 1 shows the velocity and temperature profiles compared with a reference solution of
the axisymmetric Navier-Stokes equations obtained using a standard ODE solver. The
mean velocity profile is nearly (but not exactly) parabolic, whereas the temperature in
the bulk flow is higher than at the wall temperature, as a result of aerodynamic heating.
Overall, excellent agreement with the reference data is observed.
A list of the computed flow cases is reported in Tab. 1. Three DNS have been
carried out at bulk Mach number Mb = 1.5 by changing the Reynolds number up
to Reτ ≈ 1000, and one DNS has been carried out at Mb = 3, Reτ = 500. Two
additional DNS have been carried out, one at subsonic conditions to match reference
incompressible DNS data by Wu and Moin [43], and one at Mb = 1.3, to match the
conditions considered by Ghosh et al. [14]. Figure 2 shows a comparison of the mean
velocity profile and of the Reynolds stresses distributions. Agreement of the P02 flow
case with reference data is excellent, and no compressibility effects are found at this
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Figure 2: Comparison of mean velocity profiles (left column) and turbulent stresses (right column)
with reference literature data. (a), (b) comparison of P02 flow case with incompressible pipe DNS
data by [43]; (c), (d) comparison of P13 flow case with compressible pipe DNS data by [14], where uD
is the van Driest transformed velocity profile, defined in Eqn. (11). Solid lines denote the present DNS
results, and symbols the reference data. The thick gray lines in panels (a), (c) indicate the standard
wall law, u+ = y+, u+ = 1/k log (y+) +B, k = 0.41, B = 5.2.
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Case Reb Mb Reτ Reτ T Nx Nr Nθ ∆x
+ ∆r+w R
+∆θ Mτ ∆tavuτ/R
P02 5300 0.2 184 180 256 64 256 11 4.5 0.014 0.0011 21.4
P13 6362 1.3 235 164 320 96 320 7.3 4.6 0.075 0.040 13.2
P15A 6000 1.5 223 143 512 128 320 8.2 4.4 0.082 0.051 17.8
P15B 14600 1.5 521 334 1024 128 640 9.6 5.1 0.077 0.048 19.0
P15C 31500 1.5 1030 667 2048 256 1280 9.5 5.0 0.070 0.044 9.6
P3 10300 3.0 524 147 1024 128 640 9.6 5.1 0.12 0.15 15.7
Table 1: Compressible pipe flow dataset. Mb = ub/cw and Reb = 2ubR/νw, are the bulk Mach
and Reynolds number, respectively; Reτ = R
+ = R/δv and ReτT = yT (h)/δv are the standard and
transformed friction Reynolds number, as defined in Eqn. (16). Nx, Nr, Nθ are the number of mesh
points in the streamwise, radial and azimuthal direction, and ∆x+, ∆r+w , R
+∆θ are the respective
inner-scaled mesh spacings at the wall. Mτ = uτ/cw is the friction Mach number. The computational
domain length is Lx = 6piR for all cases, with the exception of flow case P13 having Lx = 10R, for
consistency with Ghosh et al. [14]. ∆tav is the time averaging interval.
low Mach number, as expected. Agreement is also good in general terms with the
compressible pipe DNS by Ghosh et al. [14]. Significant offset with respect to the
standard wall law is observed in this case, mainly because of poor effectiveness of van
Driest transformation in accounting for density and viscosity variations in the near-
wall layer, as discussed later on. Some differences with respect to the reference data
are found as regards the peak of τ11. This is likely an effect of grid resolution, as Ghosh
et al. [14] used ∆x+ = 9.5, R+∆θ ≈ 12, jointly with upwind-biased discretization.
Inaccurate prediction of the wall shear stress is also the likely cause for the slight shift
between the two velocity profiles in panel (c). Indeed, for the same bulk Reynolds
number we find Reτ = 235, whereas Ghosh et al. [14] report Reτ = 245. Hence, lower
logarithmic intercept is expected in our case.
3. Results
3.1. Velocity statistics
Several attempts have been made in the past to remove compressibility effects from
statistics of wall-bounded flows, starting from the classical analysis of van Driest [39].
Mean momentum balance in turbulent pipe flow requires
µ
du˜
dy
− ρ¯u˜′′v′′ = ρwu2τ (1− η) , (7)
where η = y/R is the outer-scaled wall-normal coordinate. Away from the wall, molec-
ular viscosity is negligible, and further assuming η << 1, constancy of the turbulent
stress follows, hence
−u˜′′v′′ ≈
(
ρw
ρ
)
u2τ , (8)
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which shows that ‘compressible’ stresses should be scaled by the local mean density to
recover the incompressible behavior, hence universality of the transformed stress tensor
is expected
τijD =
ρ
ρw
τij. (9)
Mixing length modeling of the turbulent shear stress further leads to the classical
overlap-layer equation
duD
dy
=
uτ
ky
, (10)
where k is the von Ka´rma´n constant and uD the van Driest transformed velocity, defined
as
uD =
∫ u¯
0
(
ρ¯
ρ¯w
)1/2
du˜. (11)
Integration of (10) directly yields a logarithmic layer for the transformed velocity field
with the same slope as in the incompressible case, however with an additive constant
which may in general vary with both Reynolds and Mach number. It should be noted
that Eqn. (10) is obtained by neglecting viscous transport effects and mean viscosity
variations which are dominant in the viscous sublayer, hence the van Driest transfor-
mation cannot be expected to yield universality in the entire wall layer. Since the error
is mainly concentrated in the near-wall region, it may be expected that the van Driest
transformation recovers its accuracy at sufficiently high Reynolds number, as the thick-
ness of the viscous sublayer becomes negligible with respect to the wall layer thickness.
It is also clear that in the case of adiabatic walls, since ρ/ρw ≈ 1 in the near-wall region,
van Driest transformation yields accurate results throughout the wall layer [29].
Failure of van Driest transformation was highlighted in previous studies, in which
alternative transformations were proposed to map the whole wall layer. Empirical
evidence [15] suggested scaling the wall-normal coordinate based on semi-local wall
units, defined as
u∗τ =
√
τw/ρ, δ
∗
v = ν/u
∗
τ , (12)
yields better collapse of the flow statistics across the Mach number range. As it can be
readily shown, this is equivalent to mapping the wall-normal coordinate according to
yH =
(
ρw
ρ
)1/2
νw
ν
y. (13)
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Trettel and Larsson [38] further investigated failure of the van Driest transformation
in the case of cold walls, showing that Huang’s semi-local scaling is actually rooted in
arguments of mean momentum balance, and derived a novel velocity transformation
which by construction satisfies universality of the turbulent stresses. The TL transfor-
mation can be expressed in terms of stretched space and velocity coordinates, defined
as
yT (y) =
∫ y
0
fT (η) dη, uT (y) =
∫ y
0
gT (η)
d u˜
dη
dη, (14)
where
fT (y) =
d
dy
( y
P 1/2N
)
, gT (y) = PN
d
dy
( y
P 1/2N
)
, (15)
with N(y) = ν/νw, P (y) = ρ/ρw. It is important to note that the viscous-scaled wall
normal coordinate defined in the first of Eqn. (14) coincides with Huang’s semi-local
scaling given in Eqn. (13).
Figure 3 shows the mean transformed velocity profiles obtained from DNS upon
TL transformation, compared with reference compressible channel flow data [22], and
incompressible pipe flow data [40, 43]. For the sake of comparison, data are taken at
similar values of the friction Reynolds number based on the transformed outer length
scale, namely
Reτ T = yT (R)/δv. (16)
Figure 3 shows general success of the TL transformation in mapping compressible DNS
results back to incompressible ones across the Reynolds number range, with minor
deviations at low Re. This is not the case of the van Driest transformation (the results
are not shown, but one may refer to figure 2(c)), yielding large deviations in the buffer
layer which persist into the outer layer. As in incompressible flows, large upward
excursions from the standard log-law are found at low Reynolds number, whereas near
logarithmic behavior is recovered starting from the P15C simulation. Comparison with
channel flow data shows very similar distributions in the inner layer, with a slightly
stronger wake region, again as in incompressible flow.
Similar conclusions can be drawn from scrutiny of the Reynolds stresses transformed
according to Eqn. (9), and shown in Fig. 4. All the Reynolds stress components actu-
ally collapse on the incompressible pipe distributions, with the exception of the buffer
peak of τ11, whose offset however decreases with the Reynolds number. The peak over-
shoot of τ11 in compressible flow calculations is a well known feature also in boundary
layers [33] and channels [22], and it is likely due to genuine compressibility effects, not
fully explained so far. Close similarity with the stresses distributions in compressible
channel is also observed, with differences again limited to the peak of τ11, and vanish-
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Figure 3: Mean velocity profiles for flow cases P15A (a), P15B (b), P15C (c), P3 (d), upon TL
transformation. The present DNS data (solid lines) are compared with compressible channel data
[22, squares] at Reτ T = 141 (a)-(d), 333 (b), 677 (c), and incompressible pipe data (dotted lines) at
Reτ = 140 [40, (a), (d)], and at Reτ = 680 [43, (c)]. The thick gray lines indicate the standard wall,
u+ = y+, u+ = 1/0.41 log (y+) + 5.2.
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Figure 4: Distributions of transformed turbulent stresses for flow cases P15A (a), P15B (b), P15C (c),
P3 (d). The present DNS data (solid lines) are compared with compressible channel data [22, squares]
at Reτ T = 141 (a)-(d), 333 (b), 677 (c), and incompressible pipe data (dotted lines) at Reτ = 140 [40,
(a), (d)], and at Reτ = 680 [43, (c)].
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ing at higher Reynolds number. This is consistent with observations made regarding
Reynolds number effects in the incompressible regime [5].
Closer scrutiny of the core part of the flow can be gained by inspecting the mean
velocity profiles in defect form, as given in Fig. 5. A parabolic law for the core velocity
profile of incompressible pipe flow was derived by Pirozzoli [31]. The derivation stems
from the idea that the outer-layer turbulent eddies are not directly affected by the
presence of the wall, and their size should hence scale with the pipe radius and with
the typical eddy velocity scale (namely the friction velocity), hence it follows that the
relevant eddy viscosity is
νt = cµuτR, (17)
where cµ is a suitable constant. This argument may be extended to compressible flow
based on the assumption that in the presence of mean density variations the effective
velocity scale is u∗τ (as defined in Eqn. (12)) rather than uτ , which yields the eddy
viscosity
νt = cµu
∗
τR. (18)
From Eqn. (7), neglecting the viscous term and using the eddy viscosity (18), one
readily obtains
du˜+
dη
=
1
cµ
(
ρw
ρ¯
)1/2
(1− η) , (19)
from which it follows that the van-Driest-transformed velocity should follow a universal
parabolic law in the core part of the pipe
u+D − u+De = −
1
2cµ
(1− η)2 , (20)
where uDe is the transformed centerline velocity. Outer defect profiles obtained with
van Driest transformation are given in Fig. 5. Comparison with incompressible DNS
(dotted lines) shows very good agreement throughout the outer layer, irrespective of
the Reynolds and Mach number. The DNS data are consistent with the prediction of
Eqn. (20) around the pipe centerline, the range of validity of the parabolic fit extend-
ing to more than half pipe radius at sufficiently high Reynolds number. No evident
compressibility effects are observed on the parabolic law constant, which in fact coin-
cides with its incompressible value, namely cµ ≈ 0.0625 [31]. Similar results would be
obtained with the TL transformation, as density and viscosity variations in the outer
wall layer are but moderate.
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Figure 5: Mean streamwise velocity profiles in defect form, as a function of η = y/R for flow cases
P15A (a), P15B (b), P15C (c) and P3 (d). Untransformed velocity profile (dashed lines), van Driest
velocity profile (solid lines) and incompressible pipe data (dotted lines) at Reτ = 140 [40, (a), (d)],
and at Reτ = 680 [43, (c)]. The gray lines denote the parabolic velocity profile given in Eqn. (20),
with cµ = 0.0625. The subscript ’e’ denotes properties at the pipe centerline.
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Figure 6: Mean temperature as a function of mean streamwise velocity for flow cases P15A (a),P15B
(b), P15C (c), P3 (d). Solid lines denote DNS data, and the thick grey lines the predictions of Eqn. (21).
3.2. Temperature/velocity relationship
An important subject in the study of compressible wall-bounded turbulence is that of
temperature/velocity relations. Successful definition of a relation between temperature
and velocity in fact allows to use inverse compressibility transformations (i.e. mapping
incompressible velocity distributions to compressible ones), to derive explicit formulas
for the friction coefficient [36]. The classical temperature/velocity relation by Walz
[41] has proven its accuracy in the case of adiabatic walls [8], but it is found to fail
in the case of isothermal walls [22]. Recently, Zhang et al. [46] derived the following
generalized temperature/velocity relation,
T˜
Tw
= 1 +
Trg − Tw
Tw
u˜
u˜e
+
T˜e − Trg
Tw
(
u˜
u˜e
)2
, (21)
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where Trg = T˜e + rgu˜
2
e/(2cp) is a generalized recovery temperature, rg = 2cp(Tw −
T˜e)/u˜
2
e − 2Prqw/(u˜eτw) is a generalized recovery factor, and ue and Te are the exter-
nal values of velocity and temperature, here interpreted as the pipe centerline values.
Equation (21) explicitly takes into account the wall heat flux qw, and it reduces to the
Walz relation in the case of adiabatic walls. Figure 6 shows mean temperature as a
function of mean velocity for all points along the pipe radial direction. Nearly per-
fect superposition of the supersonic DNS data with the predictions of equation (21) is
observed, especially at the highest Re. Integration of the inverse compressibility trans-
formations (14) together with relationship (21) can then be exploited to reconstruct
the mean velocity profile for assigned values of the bulk Reynolds and Mach number.
3.3. Passive scalars
The statistics of passive scalar fields at Schmidt number Sc = 0.71, 1, are herein
presented, with the main goal of comparing with the behavior of the streamwise velocity
and temperature fields. The mean passive scalar balance equation reads
ρα
dφ˜
dy
− ρ¯φ˜′′v′′ = ρwφ2τ (1− η) , (22)
where φτ = αw/uτ (∂φ˜/∂y)w is the reference friction value. It is clear that for Sc =
1, Eqn. (22) is identical to the mean momentum balance equation, Eqn. (7), upon
replacement of φ with u. This observation leads to expect that the TL transformation
for velocity also applies to Eqn. (22), thus allowing to map passive scalar distributions
to their incompressible counterparts. Hence, by analogy with Eqn. (14) we propose a
transformation for φ
φT (y) =
∫ y
0
gT (η)
d φ˜
dη
dη, (23)
where gT is the same mapping function used for u, as defined in Eqn. (15). Figure 7
shows the inner-scaled transformed passive scalar profiles, compared with the correla-
tions developed by Kader [16] for incompressible pipe flow, which include a logarithmic
layer with von Ka´rma´n constant kφ = 0.47, and an additive constant varying with
the Schmidt number. Very good agreement is indeed recovered at the higher Reynolds
number, which is not surprising as Kader’s correlation was based on data fitting of high-
Reynolds-number experiments. Hence, good performance of the TL transformation is
also confirmed for passive scalar fields. Comparison with the mean velocity profiles
given in Fig. 3 shows similar behavior of mean velocity and mean passive scalar at
Sc = 1, with the small but important difference that the log-law constant is k ≈ 0.41
for u, and k ≈ 0.47 for φ. Figure 7(c) also reports passive scalar distributions in incom-
pressible channel flow at matching ReτT [34]. As for the velocity field, the agreement
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Figure 7: Inner-scaled passive scalar mean profiles transformed according to Eqn. (23), at Sc = 1
(solid lines) and Sc = 0.71 (dashed lines), for flow cases P15A (a), P15B (b), P15C (c), P3 (d).
Experimental data fit for incompressible flow Kader [16] at corresponding values of Reτ T are shown
with blue squares. Dotted lines in panel (c) indicate DNS data in incompressible channel flow [34] at
Reτ = 548. The thick gray lines denote inner-scaled temperature profiles, T
+ = (T − Tw)/Tτ .
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Figure 8: Passive scalars fluctuations and velocity/scalar correlations transformed according to
Eqn. (24), for case P15C, at Sc = 1 (solid lines) and Sc = 0.71 (dashed lines). The dotted lines
denote the corresponding values in incompressible channel flow, at Reτ = 548 [34].
is excellent, with the exception of the wake region, where pipe flow exhibits a stronger
wake component.
Temperature profiles in wall units are also shown in Fig. 7 to highlight differences
with passive scalar profiles. It should be noted that temperature here is scaled with
respect to its reference friction value, Tτ = λw/(ρwcpuτ )(∂T˜ /∂y)w, where λw is the fluid
thermal conductivity at the wall. As expected, the inner-scaled temperature profiles
well agree with the passive scalar profiles corresponding to Sc = 0.71 in the viscous
sublayer, but they exhibit strong deviations thereof further away from the wall. Reasons
for this difference may be explained by comparing the mean passive scalar and the
mean temperature equations. The current flow case, with isothermal walls, shows
perfect similarity of the equations with the exception of the forcing term, which is by
construction spatially uniform in the equation for φ, whereas the viscous dissipation
term in the temperature equation is mainly concentrated in the vicinity of the wall.
Analogy of the mean momentum balance equation and the mean passive scalar
equation further suggests that van Driest transformation may be used to map passive
scalar variances and velocity/scalar correlations. From similarity with Eqn. (9), we
then consider the following mappings(
φ˜′′2
)
D
=
ρ
ρw
φ˜′′2,
(
φ˜′′u′′
)
D
=
ρ
ρw
(
φ˜′′u′′
)
,
(
φ˜′′v′′
)
D
=
ρ
ρw
(
φ˜′′v′′
)
. (24)
Figure 8 shows passive scalar fluctuations and scalar/velocity correlations for flow case
P15C, transformed as in Eqn. (24). The statistics are compared with passive scalar
statistics in incompressible channel flow [34] at approximately matching ReτT . Very
good coincidence with the incompressible distributions is observed for the vertical scalar
flux, see panel (c), whereas differences are observed for the near-peak of the scalar
variance and of the streamwise scalar flux, which are consistently higher in the scaled
compressible data. Again, this in similarity with the observations made regarding the
buffer layer peak of the streamwise velocity variance when commenting Fig. 4. This
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Figure 9: Transformed mean scalar profiles in defect form, as a function of η = y/R for flow cases
P15A (a), P15B (b), P15C (c) and P3 (d) at Sc = 1 (solid) and Sc = 0.71 (dashed). The gray lines
denote the parabolic velocity profile given in Eqn. (25), with cφ = 0.0693. The subscript ’e’ denotes
properties at the pipe centerline.
is also an important clue that pressure, which is absent in passive scalar transport,
does not play an important role in the breakdown of density scaling for the streamwise
velocity variance peak, and reasons should be traced elsewhere.
As done for the mean velocity we now focus our attention on the mean passive scalar
distributions in the core part of the pipe. Pirozzoli et al. [34] showed that a universal
parabolic profile holds for passive scalar fields in the core part of incompressible chan-
nels. The same reasoning that led us to Eqn. (20) can then be applied to the mean
passive scalar balance equation (22), to obtain
φ+D − φ+De = −
1
2cφ
(1− η)2 , (25)
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where
φD =
∫ φ¯
0
(
ρ¯
ρ¯w
)1/2
dφ˜. (26)
is the mean passive scalar distribution transformed according to van Driest, and the
subscript e again denotes properties at the pipe axis. Outer defect profiles obtained with
van Driest transformation are given in Fig. 9 at Sc = 1, 0.71. The DNS data are very
close to the prediction of Eqn. (25) around the pipe centerline, the range of validity of the
parabolic fit extending down to η ≈ 0.3 at sufficiently high Reynolds number. No clear
effects of compressibility and Schmidt number variation on the parabolic law constant
are observed, and the latter very nearly coincides with the established incompressible
value cφ ≈ 0.0693 [31].
3.4. Instantaneous flow field
The general flow organization is scrutinized through visualization of the velocity and
passive scalar fluctuations in the wall-parallel and cross-stream planes. Figure 10 shows
the instantaneous streamwise velocity fluctuations on wall-parallel planes at y+T = 15,
for flow cases P15A and P15C. The velocity fluctuations in the buffer layer are orga-
nized in alternating low/high velocity streaky structures, elongated in the streamwise
direction. The figure shows that the azimuthal spacing of the streaks decreases with
the Reynolds number and in particular we find that the typical spacing is of order
100δ∗v , the same observed in incompressible flows, thus further supporting the use of
the semi-local scaling (12) as effective wall-units in compressible flows.
A complementary picture of the flow field may be gained by inspecting instantaneous
flow snapshots in cross-stream planes, shown in Fig. 11. Whereas at low Reynolds num-
ber only eddies with O(R) size are found, scale separation emerges at higher Reynolds
number, with small-scale structures in the near-wall region and O(R) eddies in the core
region. As in incompressible wall-bounded flows, the passive scalar field shows sub-
stantial correlation with the streamwise velocity field, but it is characterized by sharper
interfaces between regions with positive and negative fluctuations, owing to the ab-
sence of the pressure strain term which tends to smoothen the velocity field [34]. The
picture thus emerges that the qualitative structure of turbulence in compressible pipe
flow is unaltered by compressibility, and the main features typical of all incompressible
wall-bounded flows are retained.
3.5. Length scales
Based on the available DNS data we now turn to evaluating the typical length
scales of turbulent eddies in the outer part of the wall layer. In a previous study of
compressible channel flow [22], no compressibility effect on the integral length scales was
found. In that study we adapted to compressible flow the idea that in the outer layer
20
(a)
(b)
Figure 10: Instantaneous streamwise velocity fluctuations for flow cases P15A (a) and P15C (b) at
y+T = 15. Contours are shown in the range −4 ≤ u′′/
√
τ11D ≤ 4, from dark to light shades.
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Figure 11: Instantaneous streamwise velocity fluctuations in cross stream plane for flow cases P15A
(a), P15B (c), P15C (e) and passive scalar fluctuations P15A (b), P15B (d), P15C (f).Contours are
shown in the range −4 ≤ u′′/√τ11D ≤ 4 for velocity and −4 ≤ φ′′/
√(
φ˜′′2
)
D
≤ 4 for passive scalar at
Sc = 1, from dark to light shades.
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the typical eddy length scale should depend on the friction velocity and the local mean
shear [30]. From dimensional analysis it directly follows, both for velocity and passive
scalar, that in compressible flow the relevant length scales for streamwise velocity and
passive scalar should be
`∗12(y) ∼ (uτR)1/2
(
du˜D
dy
)−1/2
, `12
∗
φ(y) ∼ (φτR)1/2
(
dφD
dy
)−1/2
. (27)
where uD and φD are defined in Eqns. (11)-(26), respectively. It should be noted
that in the presence of a logarithmic layer, Eqn. (27) would yield the classical scaling
`∗12, `12
∗
φ ∝ y predicted by the attached eddy hypothesis. In order to evaluate the
accuracy of the scaling given in Eqn. (27), we consider the spanwise spectral densities
of u and φ, defined such that
u˜′′2 =
∫ ∞
0
Eu(kθ) dkθ, φ˜′′2 =
∫ ∞
0
Eφ(kθ) dkθ, (28)
where kθ is the Fourier wavenumber in the azimuthal direction. To eliminate effects due
to variation of the turbulence intensity along the radial direction we actually consider
the normalized spectral densities, defined as
Eˆu(kθ) = Eu(kθ)/u˜′′2, Eˆφ(kθ) = Eφ(kθ)/φ˜′′2. (29)
For the sake of the analysis, in the following we consider pre-multiplied, normalized
energy spectra as a function of the azimuthal wavelength (λθ = 2pi/kθ), in semi-log
scale. This kind of representation provides hints about the distribution of energy across
the flow scales with the illustrative advantage that equal areas underneath the graphs
correspond to equal energies.
Figure 12(a)-(b) shows pre-multiplied normalized velocity spectra at various wall
distances across the wall layer, from y+ = 50 to η = 0.7. Standard outer scaling as a
function of λθ/R is used in panel (a). It should be noted that that all spectra have a
distinct bump shape, with energy concentrated at larger and larger scales moving away
from the wall. In particular, in the outer layer, the energy peak corresponds to eddies
with azimuthal size λθ ≈ R, closely resembling the spectral organization observed in
incompressible flow [17, 3], and consistent with the flow visualizations of Fig. 11. In
panel (b) the same spectral densities are shown as a function of the scaled wavelengths
λθ/`
∗
12, `12
∗
φ. This type of representation does in fact yield significant improvement in
the universality of the spectral densities, especially as far as the near-wall positions
are concerned. The energy peak now is found to reside at λθ = 2 − 3`∗12, as also
found in many incompressible flows [32]. Based on the established similarity between
streamwise velocity and passive scalars, we expect that the spectra of u and φ are
highly correlated. Indeed, Fig. 12(c) shows the same type of organization holds as for
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Figure 12: Flow case P15C: pre-multiplied azimuthal power spectral densities (29) of u (top row) and
φ (bottom row) as a function of λθ/R (left column), and of λθ/`12 (right column). Symbols denote
different distances from the wall, namely y+ = 50 (crosses), y+ = 100 (stars). η = 0.1 (left triangles),
η = 0.2 (circles), η = 0.4 (gradients), η = 0.6 (deltas), η = 0.7 (squares).
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the streamwise velocity spectra, however the scalar spectra contain more energy at the
smallest scales, owing to the absence of the pressure transfer term in the equation for
φ [31], as also observed in Fig. 11. Similar to what found for the velocity field, we
observe that the length scale `12
∗
φ yields improved collapse of the spectra across the
wall layer (see panel (d)).
4. Conclusions
A DNS database for compressible turbulent flow in a straight circular pipe with
isothermal walls has been developed, achieving Reynolds number significantly higher
than previous studies, thus allowing to observe typical features of developed wall tur-
bulence as a genuine logarithmic layer in the mean velocity distribution. The flow
solver relies on a baseline central discretization of the convective derivatives expanded
to quasi-skew-symmetric form, in such a way that discrete preservation of the total
kinetic energy from convection is guaranteed. Efficient time stepping is guaranteed
through semi-implicit treatment of acoustic waves in the convective terms, and local
azimuthal coarsening near the pipe symmetry axis. Preliminary validation studies sup-
port good predictive capabilities of the solver.
Analysis of the velocity field generally supports findings of previous studies carried
out in planar channel flow [22]. In particular, we find that Huang’s transformation for
the wall-normal coordinate coupled with standard density scaling yields near universal-
ity of the Reynolds stress components, the only exception being the peak streamwise
velocity variance. Partial failure of Morkovin’s hypothesis in this case is traditionally
recognized as one of the few genuine compressibility effects, and sometimes traced to
modifications of the pressure-strain term in the streamwise momentum equation [11].
However, we find that the same effect is also present in the passive scalar variance
distributions also upon density scaling (see Fig. 8), in which the pressure term is no
present. Hence, reasons for this (limited) lack of similarity may be even more sub-
tle than previously thought. Van Driest transformation is found to be inaccurate in
yielding universality of the mean velocity distributions, whereas the Trettel-Larsson
transformation better accounts for mean density and viscosity variations taking place
within the buffer layer. Excellent collapse with incompressible pipe data and compress-
ible channel data is then achieved, and a sizeable canonical logarithmic layer is found
to form at Reτ ≈ 1000. The core part of the pipe is found to have a relatively simple
structure, whereby the van Driest transformed velocity follows a universal parabolic
law in a wide region, and it is controlled by a single universal constant, here found to
be identical to that of incompressible pipe flow. As in other compressible wall-bounded
flows, the mean temperature distribution is found to quadratically depend on the mean
streamwise velocity, and we find that the generalized Reynolds analogy of Zhang et al.
[46] yields very good prediction of its variation. Together with TL transformation, use
of the temperature/velocity relation yields a closed system of equations, which in prin-
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ciple lends itself to closed formulas for the prediction of the friction and heat transfer
coefficients, which might be the subject of further investigations.
The analysis of passive scalars in turbulent flow is interesting in its own sake, and
because it allows to establish similarities/differences with respect to the streamwise ve-
locity and temperature fields, which are governed by formally similar equations. Simi-
larity with the velocity field are in fact strong, and we show that the TL transformation
can be adapted to predict the mean incompressible passive scalar distributions. Tem-
perature has on the other hand a very different behavior than a passive scalar, owing
to strong spatial inhomogeneity of the viscous heating term. Finally, we have analyzed
velocity and passive scalar spectra with the goal of establishing a parametrization for
the growth of the typical eddy size along the wall-normal direction. In this respect we
find that good universality of the spectral distributions is achieved when wavelengths
are scaled with a length scale constructed with the local friction velocity defined in
Eqn. (12), and the local mean shear based on the van Driest transformed mean velocity
profile. The same conclusion also applies to passive scalars.
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