We determine the cut locus of arbitrary non-simply connected, compact and irreducible Riemannian symmetric space explicitly, and compute injectivity radius and diameter for every type of them.
( K), which is completely determined by Σ. In Section 6, we introduce two new qualities, i.e., i(P Γ ) and d(P Γ ) and express them in the form of (ψ, ψ), where ψ is the highest restricted root ; later in Section 7, we compute (ψ, ψ) for every type of reduced, compact and irreducible orthogonal involutive Lie algebra (the work is first done by X.S. Liu in [13] , and our method is similar to [20] , so we omit the details of computation); then combining the results of Section 6 and Section 7, i(P Γ ) and d(P Γ ) are determined explicitly. In Section 8, we give the geometric meaning of a parameter ǫ > 0, which only depend on the metric of M , and then we list i(M ) and d(M ) for every type of non-simply connected, compact and irreducible Riemannian symmetric space when ǫ = 1, Ric = 1/2 in Table 8.1 and Table 8 .2 on the basis of what we have done in Section 5-7. However, when M = SU (n)/SO(n), SU (2n)/Sp(n) or SU (n), Γ = Z p such that 2 < p < n, the author temporarily have no idea to compute d( M /Γ). Our computation is on the basis of the Dynkin diagram of every reduced root system and the Satake diagram of every type of reduced, compact and irreducible orthogonal involutive Lie algebra given by Araki in [1] .
Some results about the cut locus
Let Ù be a compact semisimple Lie algebra and θ an involutive automorphism of Ù, then θ extends uniquely to a complex involutive automorphism of , the complexification of Ù. We have then the direct decompositions
where 0 = {X ∈ Ù : θ(X) = X}, Ô * = {X ∈ Ù : θ(X) = −X}. (2.1)
Let , be an inner product on Ô * invariant under Ad 0 , then (Ù, θ, , ) is an orthogonal involutive Lie algebra; without loss of generality we can assume it is reduced (cf. [2] pp. [20] [21] . Let M = U/K with U -invariant metric g is a compact Riemannian symmetric space which associates with (Ù, θ, , ), then there is a natural correspondence between (T o M, g) and (Ô * , , ), where o = eK; in the following text we identify T o M and Ô * .
It is well known that the geodesic emanating from o with tangent vector X ∈ Ô * is given by γ(t) = exp(tX)K, where t → exp(tX) is a one-parameter subgroup of U (see [8] p.208); i.e., if we denote by Exp : Ô * → (M, g) the exponential mapping, then Exp(X) = exp(X)K; and
where τ (a) denotes the mapping bK → abK of U/K onto itself for arbitrary a ∈ U , T X denotes the restriction of (ad X) 2 to Ô * (see [8] p. 215). By the properties of compact Lie algebra, ad X is anti-symmetric with respect to , , thus T X is symmetric with respect to , Ô * ; which yields that the eigenvalues of T X are all real; denote by (Ô * ) λ (T X ) the eigenspace associated to the eigenvalue λ of T X , then obviously ⊕ Ô 0 is the real linear space generated by ∆, which is denoted by R . Denote by ∆ + the subset of ∆ formed by the positive roots with respect to a lexicographic ordering of ∆; for every α ∈ ∆, denote by α θ = θ(α), bȳ α = 1/2(α − α θ ) the orthogonal projection of α into Ô 0 . Denote by ∆ 0 = {α ∈ ∆ :ᾱ = 0}, ∆ Ô = {α ∈ ∆ :ᾱ = 0}, P + = ∆ + ∩ ∆ Ô ; by Σ = {ᾱ : α ∈ ∆ Ô } the restricted root system. Σ has a compatible ordering with ∆, and Σ + = {ᾱ : α ∈ P + }. Denote by 6) and by m γ = dim C γ the multiplicity of γ, then
and
(cf. [8] pp.283-293).
For every X ∈ Ô * , there exists k ∈ K and H ∈ Ô * , such that X = Ad(k)H (cf. [2] p. 31).
For arbitrary u ∈ Ô γ , (ad H)
; which yields the eigenvalues of T X coincide with the eigenvalues of T H and for every eigenvalue λ, (Ô * ) λ (T X ) = Ad(k) (Ô * ) λ (T H ) . By (2.4), (2.7), (2.9), we have Theorem 2.1. Let M = U/K be a compact Riemannian symmetric space such that U is a semi-simple and compact Lie group, and the denotation of Ô * , 0 , p * , Σ, Exp is similar to above, then for every X = Ad(k)H ∈ Ô * , where k ∈ K, H ∈ p * , X is a conjugate point in T o M if and only if there exists at least one γ ∈ Σ, such that
Denote by C(p) the cut locus of p ∈ M in T p M , by
then X ∈ S(p) if and only if there exists X 0 ∈ C(p) and t ∈ [0, 1] such that X = tX 0 , and moreover C(p) = ∂S(p) (cf. [3] pp. 94-95). In 1962, Richard Crittenden proved the following proposition in [5] :
Lemma 2.1. Let M be a simply connected complete symmetric space, for every p ∈ M , the cut locus of p coincides with the first conjugate locus of p.
Then by Lemma 2.1 and Theorem 2.1, X = Ad(k)H ∈ S(o) if and only if (tH, γ) / ∈ π √ −1(Z − 0) for every t ∈ [0, 1) and γ ∈ Σ, where k ∈ K and H ∈ Ô * ; which implies
Now we denote by C the Weyl chamber with respect the ordering of Σ, i.e., C = {x ∈ Ô 0
: (x, γ) > 0 for every γ ∈ Σ + }, by Π the set of simple roots. Recall that the planes (x, γ) ∈ Z(γ ∈ Σ) in Ô 0 constitute the diagram D(Σ) of Σ, and the closure of a connected component of Ô 0 − D(Σ) will be called a Cartan polyhedron. Especially, let A be the set of maximal roots, then the inequalities (x, γ) ≥ 0(γ ∈ Π), (x, β) ≤ 1(β ∈ A) define a Cartan polyhedron, which is denoted by △ (See [2] p. 10). Obviously △ ⊂ C, where C denotes the closure of C in Ô 0 . Since Weyl group W permutes Weyl chamber in a simply transitive manner and every element of Weyl group can be extended to Ad Ù ( 0 ) (See [8] pp. 288-290), for every X ∈ Ô * , there exist k ∈ K and H ∈ √ −1 C such that X = Ad(k)H. By (2.12), X ∈ S(o) if and only if H ∈ π √ −1△. 
3 Some properties of Z M ( K)
In this section, we assume (Ù, θ, , ) be a reduced, compact and irreducible orthogonal involutive Lie algebra, U be the simply connected Lie group associated with Ù, and M = U / K with Uinvariant metric g be a simply connected Riemannian symmetric space associated with (Ù, θ, , ). Denote by σ the involutive automorphism of U induced by θ, then the fixed point set of σ (denoted by U e σ ) is connected (see [15] , [4] , [3] pp.102-103); which yields that K = U e σ is the connected Lie subgroup of U generated by 0 . Denote by exp the exponential mapping of Ù onto U , by Exp :
, , Σ, Π, △ is similar to Section 2; since (Ù, θ, , ) is irreducible, Σ is also irreducible and △ is a simplex; let ψ be the highest restricted root,
we have the following proposition:
is a finite abelian group, and for every p = a K ∈ M − { o}, the following conditions are equivalence:
, where Z( U) denotes the center of U and a * = σ(a) [2] pp. 74-76), so a = b 1 expXb 2 for some X ∈ Ô * and b 1 , b 2 ∈ K. a ∈ N e U ( K) yields expX ∈ N e U ( K); by the easily-seen facts that (bc) * = c * b * and k * = k −1 for arbitrary b, c ∈ U and k ∈ K, we have
so aa * ∈ Z( U ) ∩ exp( Ô * ) if and only if expX( expX) * does; without loss of generality we can assume a = expX. For every k ∈ K, there exists k ′ ∈ K, such that ka = ak ′ , thus
, then for arbitrary Y ∈ 0 and t ∈ R,
Differentiate both sides of (3.2) and then let t = 0, we have
Notice that x ∈ △; applying Theorem 2.1, we obtain
yields (x, γ j ) = 1; since x ∈ △, we have (x, ψ) = 1 and moreover
which yields d j = 1 and (x, γ i ) = δ ij ; i.e., x = e j .
Ad aa
N e U ( K) is a Lie subgroup of U , and the Lie algebra associated to
From the proceed of proving Proposition 3.1, we have x = e r for some 1 ≤ r ≤ l such that d r = 1.
It tells us that the group structure of Z f M ( K) can be uniquely determined by the type of Σ, and using the technology stated above, we can write Exp(π
precisely. We shall give the results for every type of Σ in Section 5 after concrete computation.
( K) has a close relationship with the fundamental group of Riemannian symmetric spaces. Let M = U/K with U -invariant metric be a non-simply connected Riemannian symmetric space associated with (Ù, θ, , ), then the universal covering group of U is U ; denote by χ : U → U the covering homomorphism and by π :
then π is obviously a covering map, and the pullback metric π −1 g coincides with g. In this case, M is called a Clifford-Klein form of M ; M is isomorphic to the quotient of M by a properly discontinuous group of isometries L, which is isomorphic to π
Conversely, let Γ be an arbitrary subgroup of Z f
i.e., σ keeps Ψ(Γ) invariant; so σ induces a involutive automorphism of U , which is denoted by σ. Let K = U σ , and the definition of π is similar to (3.13), then for every
so the fundamental group of M is isomorphic to Γ. We can express M as M /Γ.
Therefore, all of the subgroups of Z f M ( K), which is uniquely determined by the type of Σ, could completely determine every compact and irreducible Riemannian symmetric space which is locally isometric to M , i.e., every Clifford-Klein form of M . 4 The cut locus of non-simply connected, compact and irreducible Riemannian symmetric spaces
Our assumption and the denotation of (Ù, θ, ,
and denote by π : M → M the covering mapping. We will discuss the cut locus of M ; and our denotation of C(p) and S(p) is similar to Section 2.
Obviously π Exp(X) = Exp(X) for arbitrary X ∈ Ô * . By the properties of covering maps, we have
Then by (4.1),
i.e., x ∈ △ and
is a necessary and sufficient condition for X ∈ S(o).
The condition (4.3) can be simplified further. Since (Ù, θ, , ) is irreducible, there exists a positive constant ǫ, such that 
As a matter of convenience, we bring in new denotation:
(4.6)
For any x ∈ P Γ , if tx / ∈ P Γ for every t > 1, then x ∈ P ′ Γ ; and vice versa. So we have the following Theorem: 
Some computation on e i and several corollaries
The section is preparation for the next section. One of our purposes is to compute (e i , e j ), after which, we will give the group structure of Z f
When computing (e i , e j ), we assume Z f .7)). If Σ is a classical root system ( l , l , l or l ), then Σ can be imbedded into Euclidean space in a natural manner (see [8] pp.461-465); so we can express e i explicitly according to (3.1) and then compute (e i , e j ). Otherwise, when Σ is an exceptional one, the following Lemma takes effect.
Lemma 5.1. The denotation of Σ, Π, γ i , e i is similar to Section 3, if we denote
Proof. Since {γ 1 , · · · , γ l } is a basis of Ô 0 , we can write e j = γ k A k j ; then (3.1) yields
Now we give the detail of computation of (e i , e j ) for every type of Σ.
, we obtain
i=2 γ i and therefore (x i , x j ) = 1/2(ψ, ψ)δ ij ; by (3.1), we obtain
i=2 γ i + γ l−1 + γ l and therefore (x i , x j ) = 1/2(ψ, ψ)δ ij ; by (3.1), we obtain
(e l−1 , e l−1 ) = (e l , e l ) = l 2(ψ, ψ)
, (e l−1 , e l ) = l − 2 2(ψ, ψ) . Then ψ = γ 1 + 2γ 2 + 3γ 3 + 2γ 4 + γ 5 + 2γ 6 ; since all the roots have the same length,
then by Lemma 5.1,
(5.10)
The corresponding Dynkin diagram is e e e e e e γ 1 γ 2 γ 3 γ 4 γ 5 γ 6 e γ 7
Then ψ = γ 1 + 2γ 2 + 3γ 3 + 4γ 4 + 3γ 5 + 2γ 6 + 2γ 7 ; since all the roots have the same length,
then by Lemma 5.1, 
From (5.2), (5.8), using the technology given in Section 3, we can give the group structure of Z e K ( M ), which only depend on the type of Σ.
even, it is isomorphic to Z 2 ⊕Z 2 ; when l is odd, it is isomorphic to Z 4 and Exp(π
Proof. By Proposition 3.1 and (3.7), from the fact that a group of prime order is a cyclic group, (i),(iii)-(iv), (vi)-(vii) is easily seen.
When Σ = l , by (5.2),
(5.12)
Where s γ (γ ∈ Σ) the reflection with respect to γ = 0, which belongs to the Weyl group.
and furthermore we have (ii).
When Σ = l , by (5.8),
is easily obtained.
The computation of i(P Γ ) and d(P Γ )
Our assumption and denotation keep invariant. At the beginning of the section, we define two new quantities. DENOTATION 6.1. Define
where (, ) is an inner product on Ô 0 induced by the Killing form on .
In the following we shall compute i(P Γ ) and d(P Γ ).
By the definition of P ′ Γ , for every x ∈ P ′ Γ , (x, ψ) = 1 or (x, e j ) = 1/2(e j , e j ) for some j such that Exp(π √ −1e j ) ∈ Γ, which implies
if (x, e j ) = 1/2(e j , e j ), then 1/2(e j , e j ) = (x, e j ) ≤ (x, x) 1/2 (e j , e j ) 1/2 , which implies (x, x) 1/2 ≥ 1/2(e j , e j ) 1/2 . Thus
If the right side of (6.2) is equal to 1/2(e k , e k ) 1/2 for some k, let x = 1/2e k , then (x, γ i ) = 1/2δ ik ≥ 0 for every 1 ≤ i ≤ l, (x, ψ) = 1/2 ≤ 1, (x, e j ) = 1/2(e k , e j ) ≤ 1/2(e k , e k ) 1/2 (e j , e j ) 1/2 ≤ 1/2(e j , e j ) for every j such that Exp(π √ −1e j ) ∈ Γ; which yields x ∈ P ′ Γ and hence i(P Γ ) = 1/2(e k , e k ) 1/2 . Otherwise, the right side of (6.2) is equal to (ψ, ψ) −1/2 , let x = ψ/(ψ, ψ), then (x, γ i ) ≥ 0, (x, ψ) = 1, (x, e j ) = (ψ, ψ) −1 ≤ 1/4(e j , e j ) ≤ 1/2(e j , e j ) for every j such that Exp(π √ −1e j ) ∈ Γ; which yields x ∈ P ′ Γ and then i(P Γ ) = (ψ, ψ) −1/2 . Therefore
By (6.3) and the results of (e i , e j ) in Section 5, we can compute i(P Γ ) for any given Σ and Γ. We list the results as follows.
Exp(π √ −1e 1 ) ∈ Γ; min 1,
What about d(P Γ )? Notice that P Γ is a convex polyhedron, and for any x 1 , x 2 ∈ P Γ and t ∈ [0, 1],
which yields that x ∈ P Γ → (x, x) 1/2 takes its maximum at the vertices of P Γ . It is an elementary idea to determine all the vertices of P Γ explicitly and then compute d(P Γ ). Sometimes the method takes effect, but when the vertices are too many it doesn't; so we need peculiar tricks for concrete examples. Now we give two lemmas which will play an important role later. 
We claim {µ i : 1 ≤ i ≤ m} ∩ (a, b) has at most one element. If not, we assume a < µ 1 ≤ µ 2 < b without loss of generality, then there exists sufficiently small ε > 0 such that
; which causes a contradiction. Using the same trick, we can prove m i=1 µ i = s. Then we can easily obtain (6.11).
In the following we give the detail of computing d(P Γ ) for any given Σ and Γ.
i.e.,
Then by (6.12), we have
(6.13)
On the other hand, from (6.12) we have
Where
(6.14) (6.13) and (6.14) yield
and the equal sign holds if and only if
so we have
At first, notice that the linear automorphism ϕ of Ô 0 satisfying ϕ(γ i ) = γ l+1−i keeps (, ) invariant, which also satisfies ϕ(e i ) = e l+1−i .
The vertices of △ are 0, e 1 , · · · , e l ; by (5.2)-(5.3), for every 1 ≤ i < 
By computing, we obtain
2 is even;
2 is odd.
(6.19) CASE III. Σ = l and Γ = Z 2 , i.e., Γ = { o, Exp(π √ −1e 1 )}. The vertices of △ are 0, e 1 , · · · , e l ; by (5.5), (e 1 , e j ) = 1/2(e 1 , e 1 ) for every 2 ≤ j ≤ l, so the vertices of P Γ include 0, 1 2 e 1 , e 2 , · · · , e l .
CASE VI. Σ = l and Γ = { o, Exp(π √ −1e 1 )}. By (5.9), (e 1 , e j ) = 1/2(e 1 , e 1 ) for every 2 ≤ j ≤ l, so the vertices of P Γ include 0, 1 2 e 1 , e 2 , · · · , e l .
and (e l−1 , e l−1 ) = (e l , e l ) = l/2(ψ, ψ) −1 (by (5.10)), we have REMARK 6.1. If Σ = l , Γ = Z r such that 2 < r < l + 1, the author temporarily has no idea to overcome the difficulty of computing d(P Γ ).
The squared length of the highest restricted root
Results of this section about (ψ, ψ) compensate Section 6; after computing (ψ, ψ), we can obtain i(P Γ ) and d(P Γ ) explicitly.
In this section, we assume (Ù, θ, , ) be irreducible; the denotation of (, ), ∆, Σ, , , R , Ô 0 , ∆ 0 , m γ (γ ∈ Σ) is same as Section 2; and denote by n and l respectively the rank of ∆ and Σ. Then (Ù, θ, , ) belongs to one of the two following types: (I) Ù is compact and simple, θ is an involution; (II) Ù is a product of two compact simple algebras exchanged by θ (See [2] p.28). TYPE I. In the case, ∆ and Σ are both irreducible; denote by δ the highest root of ∆; since the orderings of ∆ and Σ are compatible, (i.e., α ≥ β yieldsᾱ ≥β for arbitrary α, β ∈ ∆),δ is the highest root of Σ, i.e., ψ =δ.
Denote by δ ⊥ = {x ∈ R : (x, δ) = 0}, then ∆ ∩ δ ⊥ is obviously a subsystem of ∆ with an induced ordering; let B = {α 1 , · · · , α n } be the set of simple roots in ∆, then B ∩ δ ⊥ is the simple root system of ∆ ∩ δ ⊥ , and α i ∈ B ∩ δ ⊥ if and only if δ − α i / ∈ ∆ ∪ {0}; then according to the Dynkin diagram of ∆, we can clarify B ∩ δ ⊥ and ∆ ∩ δ ⊥ (for details see [20] ).
On ∆ ∩ δ ⊥ , we have the following lemmas:
, and the following conditions are equivalent: (a) (δ,δ) = (δ, δ);
For details of the proof of the two Lemmas, see [20] .
According to Lemma 7.1, from those well known facts of |∆| for every irreducible and reduced root system (see [8] pp. 461-474), we can obtain (δ, δ) as follows:
By Lemma 7.2, from the Satake diagram given by Araki in [1], we can justify whether (δ,δ) = (δ, δ) or (δ,δ) = 1/2(δ, δ) for every type of irreducible, simple and compact orthogonal involutive Lie algebras. The ultimate results are: (δ,δ) = 1/2(δ, δ) when (Ù, θ) belongs to A II, C II, E IV, F II or (Ù, θ) belongs to BD I and l = 1; otherwise (δ,δ) = (δ, δ) (for details see [20] ). Combining the results with (7.1), we can compute (δ,δ), i.e., (ψ, ψ).
TYPE II. In this case, we denote Ù = Ú ⊕ Ú, where Ú is a compact and simple Lie algebra; then θ(X, Y ) = (Y, X) for arbitrary X, Y ∈ Ú, 0 = {(X, X) : X ∈ Ú}, Ô * = {(X, −X) : X ∈ Ú}. Let Ø be a maximal abelian subalgebra of Ú, Ø 0 = √ −1Ø, ∆ * ⊂ Ø 0 be the root system of Ú ⊗ C with respect to Ø ⊗ C with an ordering; then Ô * = {(X, −X) : X ∈ Ø} is a maximal abelian space of Ô * and we can assume
∆ has an lexicographic ordering induced by the ordering of ∆ * , and we can define an ordering on Σ: (1/2α, −1/2α) > 0 if and only if α > 0; obviously ∆ and Σ have compatible orderings. Denote by δ the highest root of ∆ * , then ψ = (1/2δ, −1/2δ) and
i.e., the squared length of the highest restricted root is a half of the squared length of the highest root of ∆ * .
Computation of injectivity radius and diameter
From the definition of injectivity radius and diameter of an arbitrary Riemannian manifold, by Theorem 4.1, Denotation 6.1 and (4.4), we have the following Theorem. 
, where ǫ is a positive constant such that , = −ǫ(, ). REMARK 8.1. ǫ has geometric meaning. Let ∇ and R be respectively Levi-Civita connection and curvature tensor on M with respect to the metric g (where [12] p.231, notice the different sign convention for the curvature tensor); moreover, by choosing an adapted base we have 
Z n π(n − 1) , o} are isometric to each other; if n is even and n ≥ 6, Spin(2n)/{ Exp(π √ −1e n−1 ), o} and Spin(2n)/{ Exp(π √ −1e n ), o} are isometric to each other, but both of them aren't isometric to Spin(2n)/{ Exp(π √ −1e 1 ), o} (i.e., SO(2n)).
REMARK 8.5. In Table 8.1 and Table 8 .2, we assume ǫ = 1, i.e., the K-invariant metric on M = U/K is induced by −(, ) on Ù, and Ric = 1/2. For general cases such that ǫ = 1, we should multiply the corresponding results in For example, let M = RP q = S q /Z 2 with canonical metric g such that K = 1, then Ric = q − 1 and Remark 8.1 yields ǫ = 1/ 2(q − 1) ; according to Table 8 .1,
3)
The result is well-known.
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