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Abstract
Does the human brain elicit patterns of activity associated with the meaning of words
in the absence of conscious awareness? Do such non-conscious semantic representations
generalize across languages? This study aimed to address these questions using fMRI-
based multivariate pattern analysis (MVPA) in a masked word paradigm. Animal and
non-animal words were visually presented in two different languages (i.e. Spanish and
Basque). Words were presented very briefly and were masked. On each trial, participants
identified the semantic category and provided a visibility rating of the word. A support
vector machine (SVM) was used to decode word category from multivoxel patterns of
BOLD responses in seven canonical semantic regions of a left-lateralized network that
were prespecified based on a previous meta-analysis. We show that the semantic cate-
gory of non-conscious words (i.e. associated with null visual experience and chance-level
discrimination performance) can be significantly decoded from BOLD response patterns.
For Spanish, such discriminative patterns of BOLD responses were consistently found in
inferior parietal lobe, dorsomedial prefrontal cortex, inferior frontal gyrus and posterior
cingulate gyrus. While for Basque, these were found in ventromedial temporal lobe and
posterior cingulate gyrus. All of the areas identified have previously been associated with
semantic processing in studies involving animals-tools and animals-artifacts contrasts. In
conscious trials, such patterns were found to be distributed over all seven regions of the
semantic network in both Spanish and Basque. However, we found no evidence of across-
language generalization. These results demonstrate that even in the absence of conscious
awareness and lack of behavioural sensitivity to the words, putative semantic brain areas
carry information related to the meanings of the words. The generalization of semantic
representations across languages, however, may require deeper conscious semantic access.
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1. Introduction
Visual word processing entails activation of a number of different processes, these range
from orthographic operations in low-level visual areas (posterior areas including left oc-
cipitotemporal region and superior temporal gyrus; Shaywitz et al. (2002), McCandliss
et al. (2003), Dehaene and Cohen (2011), Booth et al. (2001), Lerma-Usabiaga et al.
(2018)) to semantic processes in mainly high-level association areas (a left-lateralized
network of 7 regions including dorsomedial prefrontal cortex, inferior frontal gyrus and
ventromedial prefrontal cortex; see a meta-analysis Binder et al. (2009)) of the brain. An
important question in the domain of non-conscious processing is: to what extent can the
high-level cognitive processes unfold in the absence of conscious awareness [Dehaene and
Changeux (2011), Sklar et al. (2012), van Gaal and Lamme (2012), Soto and Silvanto
(2014)]. Whereas studies demonstrating non-conscious processing at relatively low levels
of analysis (e.g. orthographic) are widely replicable and well-established now [Eriksen
(1960), Johnston and Dark (1986), Greenwald (1992), Forster (1998)], most of the evi-
dence implying non-conscious processing at higher levels (e.g. semantic) has been subject
to many criticisms for reasons we discuss below (see also Kouider and Dupoux (2004),
Kouider and Dehaene (2007)).
Ever since the seminal work by Marcel in 1980, non-conscious semantic processing has
been investigated using visual masked priming paradigm. In a typical such experiment,
participants engage in a lexical decision task, and non-conscious access to semantics is said
to occur if they respond faster to targets preceded by a semantically-related unconscious
prime (e.g. cat-dog) as compared to targets preceded by a semantically-unrelated uncon-
scious prime (e.g. bag-dog). Initial studies using this paradigm were criticised on several
grounds [Purcell et al. (1983), Holender (1986), Naccache et al. (2005), Dehaene (2014),
Kouider et al. (2010)], the most prominent being the methodological shortcomings in how
the threshold of prime awareness was established. In studies like Marcel (1983) and Devlin
et al. (2004) for example, this threshold was established "offline", using separate blocks of
detection trials prior to the semantic judgement trials, while in those including Abrams
and Greenwald (2000), Abrams et al. (2002), Greenwald et al. (2003) and Nakamura
et al. (2005), it was assessed after the semantic categorization task. These approaches
do not assess sensitivity to the primes in an "online" manner at the time of prime-target
presentation (see Dixon (1971); p. 18) and therefore are prone to either overestimation
of awareness due to perceptual learning throughout the whole experiment [Schlaghecken
et al. (2008)] or underestimation due to post-experiment fatigue and loss of motivation
(Pratte and Rouder (2009); for a detailed review of such issues, see Lutz and Thompson
(2003), Van den Bussche et al. (2013), and Haase and Fisk (2015)). Another important
objection raised by Abrams and Greenwald (2000) and Damian (2001) regarding other
semantic priming studies including Greenwald et al. (1996), Draine (1997), Dehaene et al.
(1998b) and Draine and Greenwald (1998) is that the non-conscious semantic effects in
such studies are explainable by a direct association mapping between the stimulus and the
motor response (S-R mapping). Abrams and Greenwald argued that these experiments
used the same set of words as primes and targets, and often with a strict response deadline,
this enabled the brain to develop a shallow stimulus-response association that bypassed
semantic analysis (but see Naccache and Dehaene (2001) for a study that circumvents this
issue using a masked priming paradigm with number words). Another study by Gaillard
2
et al. (2006) presented masked emotional words with target-mask delay varied between
the range of 33 milliseconds (ms) and 100ms. They presented emotionally negative (e.g.
"pain") and neutral words (e.g. "color"), and collected response to the word naming task
and a visibility rating (on a quasi-continuous visual scale) after each word presentation.
They showed that emotional words enjoy a better access to consciousness as compared
to neutral words which was intepreted as reflecting preferential non-conscious processing
of emotional words. Although this study provided evidence for non-conscious semantic
processing, emotional words were used which are known to be processed extraordinar-
ily quickly and automatically [Ohman and Mineka (2001), Mineka and Öhman (2002),
Whalen et al. (2004), Carretié et al. (2005)].
The goal of this study is to provide evidence of non-conscious semantic processing that
circumvents the key issues noted above, most notably, the known difficulties in demon-
strating the lack of awareness. First, we used a combination of moment-to-moment sub-
jective reports of (un)awareness with signal detection measures and then analyzed the
patterns of brain activity for words that observers rated as unaware and which critically
were associated with null behavioural discrimination performance. This approach miti-
gates the concerns associated with the "offline" assessment of awareness which is standard
in subliminal priming studies, even when objective measures of awareness based on signal
detection theory are used. As noted above signal detection thresholds can vary across
different testing sessions and thus any assessment of awareness must ideally occur con-
currently with trials that will be used to demonstrate behavioral or neural evidence of
unconscious information processing. In particular, here we sought to find out brain-based
evidence that the semantic category of words was processed even though participants
lack sensitivity to the relevant information. Accordingly, we used multivariate pattern
analysis (MVPA) of functional MRI signals to decode the semantic category of the items.
A similar approach has recently been taken by Axelrod et al. (2014), however, this study
only involved the distinction between non-words and words embedded in sentences.
Thus, the first question we ask is whether the brain can encode the meaning of neutral
words of animal and non-animal categories in the absence of conscious awareness. Ad-
ditionally, we also aim to investigate the extent to which these non-conscious semantic
representations of words are common or shared between different languages. Two recent
fMRI studies Buchweitz et al. (2012) and Correia et al. (2014) showed that a decoder
trained to classify the meaning of words in one language can predict with above-chance
performance the meaning of words in the other language. Since they found shared pat-
terns in well-known semantic areas of the brain, both studies claim to have pinned down
language-independent semantic representations. This is an important line of research as it
explores the existence of conceptual representations that are supposed to be more general
and associated with language-free perceptual experience [Hauk et al. (2004)]. We argue
that the key limitation of these studies is that the words were fully visible and partici-
pants were required to consciously think about the properties of the words. Therefore, it
still remains to be seen whether such language-independent semantic representations can
also emerge in the patterns of brain activity in the absence of conscious awareness and
null behavioral sensitivity.
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2. Materials and Methods
2.1. Participants
Twenty four early and proficient Spanish-Basque bilinguals (mean age 22.3±3.0 years;
17 female) including fourteen with Spanish as L1 were scanned using MRI. All of them
had a normal or corrected to normal vision, gave written informed consent prior to the
experiment and were financially compensated with 20 euros for their participation. The
experiment lasted for about one and a half hour. Three of the participants were excluded
before fMRI-based MVPA analysis. Two for failure to submit the category response in
more than 50% of the trials, and one for failure to use the visibility ratings properly.
The experiment was approved by the BCBL Ethics Review Board and complied with the
guidelines of the Helsinki Declaration.
The online platform used for the recruitment (www.bcbl.eu/participa) also required
participants to fill different questionnaires aimed at gathering information related to lan-
guage proficiency of both languages. The collected data showed that all participants had
acquired both languages before the age of 6. The mean age of acquisition was found
to be 0.52 for Spanish and 1.05 for Basque with no statistically significant difference
(t(21) = −1.07, p = 0.30). When considering their reported performance in the two well-
known tests of language proficiency i.e. LexTALE (was available for only 20 out of 21 par-
ticipants) [Lemhöfer and Broersma (2012)] and BEST [De Bruin et al. (2017)], statistically
significant differences (LexTALE: t(20) = 2.94; p < 0.05, BEST: t(21) = 5.15; p < 0.05)
were found between Spanish (LexTALE: 93.75 ± 4.62, BEST: 99.54 ± 1.13) and Basque
(LexTALE: 87.22 ± 7.23, BEST: 86.46 ± 10.86). These scores thus show participants to
be more proficient in Spanish than in Basque. Basque and Spanish are two very different
languages with different roots. While Spanish is a romance language, Basque has un-
known linguistic roots. It is an isolated pre-indo-european language. In addition, Basque
holds many prominent linguistic differences with Spanish in the canonical word order in
sentences regarding subject, verb and object, morphology (Basque: agglutinative), syntax
(Basque: ergative), and lexicon (many different vocabulary and non-cognates).
2.2. MRI Acquisition
SIEMENS’s Magnetom Prisma-fit scanner, with 3 Tesla magnet and 64-channel head
coil, was used to collect, for each participant, one high-resolution T1-weighted structural
image and eight functional images (corresponding to eight sessions). In each fMRI session,
a multiband gradient-echo echo-planar imaging sequence with acceleration factor of 6,
resolution of 2.4×2.4×2.4mm3, TR of 850ms, TE of 35ms and bandwidth of 2582Hz/Px
was used to obtain 585 3D volumes of the whole brain (66 slices; FOV=210mm). The
visual stimuli was projected on an MRI-compatible out-of-bore screen using a projector
placed in the room adjacent to the MRI-room. A small mirror, mounted on the head coil,
reflected the screen for presentation to the participants. The head coil was also equipped
with a microphone that enabled the participants to communicate with the experimenters
in between the sessions.
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2.3. Experimental Procedure
Each trial began with a fixation period of 500ms followed by a blank screen of another
500ms (see Figure 1). The target word, sandwiched between two 66ms circular white
noise masks, was presented for 66ms and was followed by a response period of 3s. During
this period, the participants were asked two questions, one after another, and were sup-
posed to respond to each within the respective time window of 1.5s each. First, which
semantic category does the word belong to, animals (A) or non-animals (nA)? To elim-
inate the effect of motor response difference on the choice of a semantic category, the
mapping between choice and response button was randomly assigned on each trial. So,
for some trials, A was on the right with nA on the left of the response screen, while for
others, A was on the left with nA on the right. Participants were instructed to make their
choice between left (i.e. button 1) and right (i.e. button 2) buttons based on the text
displayed ("A nA" or "nA A") during the response period. Participants also provided
an awareness rating of their visual experience of the word (1, 2 or 3); 1: I didn’t see
anything, 2: I think I saw a letter but not the word, or 3: I think I saw the word clearly
or almost clearly. During training sessions, participants were given clear instructions that
they were supposed to provide a forced-choice response to the category of the words in all
the trials even for those in which they did not see the word at all (i.e. visibility rating of 1).
To ensure sufficient number of examples across the different states of visual awareness
and to compensate for the changes in perceptual threshold across sessions [Gaillard et al.
(2006)], the luminance of the words was varied based on an adaptive staircase procedure.
Specifically, this procedure increased the value of luminance by 0.02 if the participant
pressed 1, decreased it by 0.01 if he/she pressed 2, and decreased it by 0.02 if the he/she
pressed 3 for the awareness rating in the previous trial. The starting point of the first ses-
sion’s staircase was based on a pre-experiment calibration session; for subsequent sessions,
the final luminance from the previous session was used. The pre-experiment calibration
involved running two staircases, first with a luminance step size of 0.1 and then with 0.02
(just like the experiment), and were used to determine a threshold of luminance that con-
sistently coincided with the detection failure rate of 40% (or 40% of trials being labeled
as 1-rating: "I did not see anything").
A total of 8 words were used in the whole experiment. In all of the blocks of all of
the sessions of the experiment, the same 8 words were presented either in Spanish or in
Basque. These were 4 animal words including wolf, rooster, fox, sheep, and 4 non-animal
words including candle, key, tube and mirror (for Spanish and Basque translations, see
Figure 2). All these words were non-cognates and were balanced with respect to length
and frequency (per million words; a standard measure independent of the corpus size)
across categories (animals and non-animals) and across languages (see Table 1 for de-
tails) based on the statistics provided by Espal (for Spanish; Duchon et al. (2013)) and
E-Hitz databases (for Basque; Perea et al. (2006)). The requirement of length and fre-
quency balancing across categories and languages put some constraints on the number of
words, nevertheless the number finally selected was in keeping with previous studies of
semantic decoding [Shinkareva et al. (2011), Buchweitz et al. (2012), Correia et al. (2014)].
Both instructions and stimuli were presented at the center of the screen, in white against
gray background and in all uppercase Arial font. The same stimuli was used for both the
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The participant had to choose from:
1: I did not see anything, 
2: I think I saw a letter but not the word,
3: I saw the word clearly or almost clearly
Awareness Rating





Figure 1: The figure summarizes the experimental design. A word was presented in the center of the
screen for 66ms. This was both preceded and followed by circular white noise masks with each lasting
for 66ms. Next, after a jittered interval of 1.5-3.5s, participants responded to two questions: 1. Which
category from among animals and non-animals does the word belong to? and 2. Which awareness rating
from among 1, 2, and 3 does best describe his/her perceptual awareness of the word? The inter-trial






















8 words = 8 trials

















Figure 2: The figure summarizes the organization of sessions, blocks and trials in the experiment. Each
experiment comprised of 8 sessions where each session was further subdivided into 4 language blocks (2
Spanish and 2 Basque). Each of these blocks was made up of 8 trials corresponding to single presentation
of each of 4 animal and 4 non-animal Spanish/Basque words.
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Spanish Basque
Animal Non-animals Animals Non-animals
Length 4.5±0.58 4.75±0.96 4.5±0.58 5.25±0.96
Frequency 28.73±19.90 19.90±6.12 23.53±17.90 24.55±8.01
Table 1: The table shows mean word length and frequency of stimuli i.e. 8 animal and non-animal words
with respect to both languages and semantic categories. These statistics were gathered using Espal for
Spanish and E-Hitz for Basque. It can be seen that they were balanced across languages and categories.
The experiment was programmed and presented using Psychopy [Peirce (2007)] and is
summarized in Figure 2. Each fMRI session was subdivided into four language blocks
(see Figure 1) with two Spanish (S) and two Basque (B) blocks, the order of these blocks
was counterbalanced across sessions (SBSB, BSBS, and so on). In each of these blocks,
eight words were presented (without repetition) in a random arrangement resulting in a
total of thirty two trials per session.
To maximize the separation between the brain activity corresponding to stimuli and that
related to response, the interval between post-mask and response was jittered between 1.5s
and 3.5s. Similarly, to further facilitate the estimation of HRF, the inter-trial interval
(ITI) was also jittered between 6 and 8s. Both of these jitters were based on pseudo-
exponential distributions resulting in 50% of trials with the ITI of 6s, 25% with 6.5s,
12.5% with 7s and so on.
2.4. MRI Data Preprocessing
The preprocessing of fMRI data was performed using FEAT (fMRI Expert Analysis Tool),
a tool in FSL suite (FMRIB Software Library; v5.0). After converting all data from
DICOM to NIfTI format using MRIConvert (http://lcni.uoregon.edu/downloads/
mriconvert), the following steps were performed on each session’s fMRI. To ensure steady
state magnetisation, the first 9 volumes corresponding to the task instruction period were
discarded; to remove non-brain tissue, FSL’s brain extraction tool (BET) [Smith (2002)]
was used; head-motion was accounted for using MCFLIRT [Jenkinson et al. (2002)]; min-
imal spatial smoothing was performed using a gaussian kernel with FWHM of 3mm and
a high-pass filter with a cutoff of 90s (calculated by FEAT’s "Estimate High Pass Filter
Tool" based on the analysis of the frequency content of the design). The sessions were
coaligned by aligning each session to a reference volume of the already preprocessed first
session. Further analysis was performed in native BOLD space. However, to be able
to transform the anatomical region of interest (ROI) masks generated using Freesurfer
(see below for details), transformation matrices were obtained using linear registration
of BOLD scans to the structural space (and vice versa) based on 7 DoF global rescale
transformation.
A set of 7 left-lateralized ROIs were pre-specified (see Figure 3) based on a meta-analysis
of the semantic system carried out by Binder et al. (2009). This meta-analysis is most
relevant because it identifies the most critical semantic areas using only fMRI studies that
used words as stimuli. These identified ROIs include: inferior parietal lobe (IPL), lat-
eral temporal lobe (LTL), ventromedial temporal lobe (VTL) including fusiform gyrus
and parahippocampal gyrus, dorsomedial prefrontal cortex (dmPFC), inferior frontal
gyrus (IFG), ventromedial prefrontal cortex (vmPFC), and posterior cingulate gyrus
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(PCG) along with precuneus. First, automatic segmentation of the high-resolution struc-
tural image was obtained using FreeSurfer’s automated algorithm recon-all. Next,
mri_binarize was used to extract individual gray matter masks from aparc+aseg volume
using corresponding label indices in FreeSurferColorLUT text file (https://surfer.nmr.
mgh.harvard.edu/fswiki/FsTutorial/AnatomicalROI). And finally, after visually in-
specting these in FSLView, they were transformed to each session’s functional space using







  1      Inferior Parietal Lobe
  2      Lateral Temporal Lobe
  3      Fusiform and Parahippocampal Gyrus
  4      Dorsomedial Prefrontal Cortex
  5      Inferior Frontal Gyrus
  6      Ventromedial Prefrontal Cortex
  7      Posterior Cingulate Gyrus and Precuneus
1
3
Figure 3: The figure shows the selected regions of interest projected on an MNI standard template
image. These left-lateralized areas were pre-specified based on a meta-analysis by Binder et al. (2009)
and included inferior parietal lobe (IPL), lateral temporal lobe (LTL), ventromedial temporal lobe (VTL)
including fusiform gyrus and parahippocampal gyrus, dorsomedial prefrontal cortex (dmPFC), inferior
frontal gyrus (IFG), ventromedial prefrontal cortex (vmPFC), and posterior cingulate gyrus (PCG) along
with precuneus.
2.5. Multivariate Pattern Analysis
Multivariate pattern analysis were conducted using scikit-learn [Pedregosa et al. (2011)]
and PyMVPA [Hanke et al. (2009)] libraries. Specifically, classification based on a super-
vised machine learning algorithm i.e. linear support vector machine [Fan et al. (2008)],
was used to evaluate whether multi-voxel patterns in each of the seven ROIs carry infor-
mation related to the semantic category (animal, non-animal) of the word in each state
of awareness. Within-language (or language-specific) decoding involved restricting the
analysis to trials of a specific language (either Spanish or Basque) while across-language
decoding entailed training the classifier on trials from one language and testing it on
trials from another language. Both of these analysis were done separately for each of the
awareness conditions. Additional details related to the data preparation, feature selection,
classification and statistics are presented in the following subsections.
2.5.1. Data Preparation
For each subject, the relevant time points or scans of the preprocessed fMRI data of each
session were labeled with attributes such as category and language using a Python script
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with corresponding Psychopy generated data files as input. The trial-by-trial awareness
reports were used to separate the trials into 1-rating, 2-rating, and 3-rating trials. In-
variant features were removed. These were the voxels/features whose value did not vary
throughout the length of one session. If not removed, such features can cause numerical
difficulties with procedures like z-scoring of features. Next, data from all eight sessions
was stacked and each voxel’s data points were session-wise z-score normalized and linear
detrended. Finally, to account for the hemodynamic lag, one example was created per
trial by averaging the 4 volumes between the interval of 3.4s and 6.8s after the word
onset. Since the visibility rating of 1 represented the awareness report "I didn’t see any-
thing" and the mean behavioral performance in the corresponding 1-rating trials was also
found to be at chance-level, these trials were considered as non-conscious trials. Similarly,
trials with rating of 3 ("I think I saw the word clearly or almost clearly") were labeled
as conscious trials. However, due to some participants having only a small number of
2-rating and others having a small number of 3-rating trials (see § 3.2), both 2-rating
and 3-rating trials were collapsed and were considered to represent one condition. It is
worth noting however that the rating of 2 ("I think I saw a letter but not the word") does
not represent a conscious state. Hence, the resulting combination of both 2-rating and
3-rating conditions were labeled as partially conscious.
2.5.2. Pattern Classification
Linear support vector machine (SVM) classifier, with all parameters set to default values
as provided by the scikit-learn package (l2 regularization, C = 1.0, tolerance = 0.0001),
was used for both within-language decoding and across-language decoding in both par-
tially conscious and non-conscious. The following procedure was repeated for each ROI
separately. To obtain an unbiased generalization estimate, following Varoquaux et al.
(2016), the data was randomly shuffled and resampled multiple times to create 300 sets
of balanced train-test (80%-20%) splits. Since each example was represented by a sin-
gle feature vector with each feature a mean of voxel intensities across the sub-interval
of 3.4s and 6.8s (see § 2.5.1), the length of a vector was equal to the number of vox-
els in the ROI. To further reduce the dimensionality of the data and thus reduce the
chances of overfitting [Pereira et al. (2009), Mitchell et al. (2004)], Principal Compo-
nent Analysis (PCA) with all parameters set to default values as provided by the scikit-
learn package (see https://scikit-learn.org/stable/modules/generated/sklearn.
decomposition.PCA.html) was used. The number of components was equal to the num-
ber of examples thus resulting in all ROIs having equal number of components. These
components were linear combinations of the preprocessed voxel data and since none of the
components was excluded, it was an information loss-less change of the coordinate system
to a subspace spanned by the examples [Mourão Miranda et al. (2005)]. Features thus
created were used to train the decoder, and the classification performance on the test set
was recorded. This procedure was repeated separately for each of the 300 sets, and the
mean of corresponding accuracies was collected and averaged for each of the participants.
2.5.3. Statistics
To determine whether the observed decoding accuracy in an ROI is statistically signifi-
cantly different from the chance-level of 0.5 (or 50%), a two-tailed t-test was performed
with p-values corresponding to each of the ROIs corrected for multiple comparisons us-
ing a false discovery rate (FDR) method. To get the empirical estimate of chance-level,
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we ran the classification tests while randomly permuting over the category labels. The
chance-level was computed across participants, ROIs, classification problems (within and
across-language) and states of awareness. For each case, 300 permutations were performed
and the mean and standard deviation of the collected permutation scores was calculated
across participants. For all ROIs, and classification problems, the chance-level was con-
sistently found to be centered around 0.5. All effect sizes are reported as mean effect
size±standard error ; t(degrees of freedom)=t-value; p-value across all participants.
3. Results
3.1. Behavioral Results
3.1.1. Awareness ratings were used properly
To establish whether the word in each trial was consciously perceived or not, participants
were asked to submit both the objective categorization response (animal or non-animal)
and the subjective visibility response (on the scale of 1 to 3; see § 2.3 for corresponding
definitions) after each word presentation. Based on these responses, more than 40% of
trials were found to be non-conscious (1-rating) in both Spanish (41 ± 4%) and Basque
(45 ± 3%). Importantly, considering the objective performance in the animal vs. non-
animal discrimination on these non-conscious trials, it was found to be at chance-level
in both Spanish (mean = 51 ± 9%; t(21) = 0.73; p = 0.47) and Basque (mean = 53 ±
10%; t(21) = 1.36; p = 0.18; see Figure 4). Figure 4 also shows the objective performance
for partially conscious trials. Specifically, it was found to be above chance for both 2-
rating (78 ± 13%; t(21) = 9.30; p < 0.05 for Spanish and 74 ± 14%; t(21) = 7.67; p <
0.05 for Basque), and 3-rating trials (97 ± 3%; t(21) = 66.61; p < 0.05 for Spanish and
97 ± 4%; t(21) = 49.99; p < 0.05 for Basque). Taken together, this suggests that the
participants used the awareness ratings correctly and the trials judged as not visible were




















Behavioral Performance as a function of Visual Awareness
Figure 4: In trials with visibility rating of 1, the objective categorization performance was found to be at
chance-level in both Spanish (left) and Basque (right). In those with visibility rating of 2, and 3, it was
found to be clearly above chance in both the languages. The three dotted lines inside each violin are the
quartiles. The black horizontal line in the background indicates the chance-level performance and the
blue line shows the trend followed by the mean performance.
3.1.2. Stimulus strength was identical in all conditions
To compensate for variation in perceptual threshold across the experimental sessions,
we decided to keep the adaptive luminance staircase (for details, see § 2.3) running
throughout the whole experiment. The average luminance of the words however was
found to be similar across the different visibility conditions (see Figure 5). One way
ANOVA with three levels showed no statistically significant difference between conditions
(F (21) = 0.50; p = 0.61 for Spanish, and F (21) = 0.50; p = 0.66 for Basque) and therefore




























Word Luminance associated with Visibility Ratings
Figure 5: The figure shows the distribution of luminance values corresponding to each of the visibility
ratings for both Spanish (left) and Basque (right). One way ANOVA with three levels showed no statisti-
cally significant difference between conditions. The three dotted lines inside each violin are the quartiles.
The blue line passes through the means of the three distributions.
3.2. Brain Imaging Results
The primary goal of this study was to investigate whether the semantic category of non-
conscious words can be predicted from BOLD response patterns, and which brain areas
of the semantic network were involved. This classification problem was conducted sepa-
rately for each language (henceforth within-language decoding). The second goal of the
study was concerned with across-language generalization, namely, whether it is possible
to decode the meaning of the non-conscious words in one language using a decoder trained
to do the same in another language? [Buchweitz et al. (2012), Correia et al. (2014)].
Decoding was conducted separately for each of the awareness states. The average number
of trials per subject was 82 for 3-rating (44 for Spanish, 38 for Basque), 65 for 2-rating (32
for Spanish, 33 for Basque), and 113 for 1-rating (54 for Spanish, 59 for Basque). Recall
that since participants reported having no conscious awareness whatsoever in 1-rating
trials and corresponding discrimination performance was also found to be at chance-level,
these trials were considered as non-conscious trials. On the same lines, 3-rating trials
(defined as "I saw a word clearly or almost clearly") reasonably qualified to be considered
as conscious trials. However, since some participants had a small number of 3-rating
trials ("I saw a word clearly or almost clearly"; mean = 34%;SD = 7% in Spanish and
29%±7% in Basque) and the others had a small number of 2-rating trials ("I think I saw
a letter but not the word"; mean = 25%;SD = 10% in Spanish and 26%±9% in Basque),
it was decided to combine both 2-rating and 3-rating trials and consider them as partially
conscious trials (see § 2.5.1). The high variability in 2-rating and 3-rating trials was likely
due to constraints imposed by our paradigm, namely the adaptive staircase procedure
biased the luminance of the words to maximize the number of non-conscious trials. So,
it is only after combining both 2-rating, and 3-rating trials that the mean and variability
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became comparable to that of 1-rating trials and we obtained a more reasonable number
for decoding.
3.2.1. Within-language Decoding
Within-language decoding involved restricting the SVM-based classification analysis to
one language at a time, Figures 6 and 7 therefore present summary statistics of the
ROIs for partially conscious and non-conscious conditions in both Spanish and Basque
respectively. It can be seen that in non-conscious trials, considering Spanish results,
the classification of the semantic category (animal/non-animal) was found to be statisti-
cally significantly above-chance in four out of seven ROIs including IPL (mean = 54.7±
7.0%; t(21) = 2.97; corrected p = 0.02; all p-values hereafter are FDR corrected), LTL
(53.0± 7.4%; t(21) = 1.82; p = 0.10), VTL (52.7± 7.7%; t(21) = 1.55; p = 0.14), dmPFC
(56.1± 6.4%; t(21) = 4.25; p = 0.003), IFG (53.7± 5.6%; t(21) = 3.02; p = 0.02), vmPFC
(53.9 ± 7.6%; t(21) = 2.27; p = 0.05), and PCG (54.0 ± 7.5%; t(21) = 2.42; p = 0.04).
In Basque, it was found to be above-chance in two of the seven ROIs including IPL
(mean = 52.8 ± 6.5%; t(21) = 1.94; p = 0.12), LTL (51.4 ± 6.3%; t(21) = 1.00; p = 0.38),
VTL (54.4± 6.5%; t(21) = 3.04; p = 0.02), dmPFC (53.0± 6.2%; t(21) = 2.19; p = 0.09),
IFG (51.8 ± 6.0%; t(21) = 1.34; p = 0.27), vmPFC (50.8 ± 7.2%; t(21) = 0.50; p = 0.07),
and PCG (54.7± 6.0%; t(21) = 3.51; p = 0.02).
In partially conscious trials, the classification of the semantic category was found to be
statistically significantly above chance in all ROIs in both Spanish and Basque. No-
tably, while the decoding accuracies were similar in magnitude to that in non-conscious
condition, above-chance accuracies were found to be distributed across all ROIs. For
Spanish, these were: IPL (mean = 54.1 ± 4.5%; t(21) = 4.08; p = 0.001), LTL (52.6 ±
4.9%; t(21) = 2.37; p = 0.03), VTL (52.9 ± 4.4%; t(21) = 2.93; p = 0.01), dmPFC
(53.5 ± 5.7%; t(21) = 2.71; p = 0.02), IFG (55.9 ± 4.8%; t(21) = 5.51; p = 0.0002),
vmPFC (52.3 ± 4.7%; t(21) = 2.24; p = 0.037), and PCG (55.7 ± 5.7%; t(21) = 4.51; p =
0.0008). And for Basque, these were: IPL (52.7 ± 5.8%; t(21) = 2.10; p = 0.049), LTL
(54.8±4.7%; t(21) = 4.59; p = 0.001), VTL (54.4±5.0%; t(21) = 4.00; p = 0.002), dmPFC
(52.8± 5.4%; t(21) = 2.28; p = 0.039), IFG (54.1± 6.8%; t(21) = 2.75; p = 0.02), vmPFC
(52.9± 4.7%; t(21) = 2.66; p = 0.02), and PCG (53.9± 6.3%; t(21) = 2.80; p = 0.02).
13
* * * ********
Figure 6: The figure shows the summary statistics of the ROIs for both partially conscious and non-
conscious within-language decoding in Spanish. It can be seen that the decoding was above chance in
four ROIs in non-conscious but all seven ROIs in partially conscious condition. The three dotted lines
inside each violin are the quartiles. Orange and green asterisks signify statistically significantly above
chance decoding in partially conscious and non-conscious conditions respectively. The black horizontal
line in the background indicates the chance-level performance.
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Figure 7: The figure shows the summary statistics of the ROIs for both partially conscious and non-
conscious within-language decoding in Basque. It can be seen that the decoding was above chance in two
ROIs in non-conscious but all seven ROIs in partially conscious condition. The three dotted lines inside
each violin are the quartiles. Orange and green asterisks signify statistically significantly above chance
decoding in partially conscious and non-conscious conditions respectively. The black horizontal line in
the background indicates the chance-level performance.
It is noteworthy that there was one subject in Spanish and another in Basque whose behav-
ioral discrimination performance was found to be around 80% in non-conscious condition.
This is reminiscent of a "blindsight" effect or perception without awareness [Weiskrantz
(1997), Sahraie et al. (1997)]. These represented outliers because their behavioral perfor-
mance was 3 standard deviations higher than the mean. Although this was related to the
behavioural performance, we wanted to ensure that these participants were not driving the
above-chance decoding in non-conscious (see Figures 6 and 7). Therefore, within-language
decoding procedure was re-run without including these outlier participants. Notably, it
was found that that the pattern of results in the non-conscious remains intact in both
Spanish (see Figure 8a) and Basque (Figure 8b). Specifically, in Spanish (see Figure 8a),
the decoding of the semantic category (animal/non-animal) was again found to be sta-
tistically significantly above-chance in IPL (mean = 55.0± 7.0%; t(21) = 3.08; p = 0.01),
dmPFC (56.0± 6.6%; t(21) = 3.98; p = 0.006), IFG (54.0± 5.6%; t(21) = 3.08; p = 0.01),
and PCG (54.7 ± 7.1%; t(21) = 2.86; p = 0.02). Similarly in Basque (see Figure 8b), it
was found to be above-chance in two of the seven ROIs i.e. VTL (54.7 ± 6.5%; t(21) =
3.13; p = 0.02) and PCG (54.6± 6.1%; t(21) = 3.51; p = 0.02).
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Figure 8: There was one subject in Spanish and another in Basque whose behavioral discrimination
performance was found to be around 80% in non-conscious condition. The figures show that the pattern
of results in non-conscious decoding remained intact even after the removal of these outlier participants.
Specifically, the same ROIs were found to be critical for the decoding of meaning in both Spanish (Figure
8a) and Basque (Figure 8b). The black asterisk signifies statistically significantly above chance decoding.
3.2.2. Across-language Decoding
Across-language decoding involved training the decoder on the examples of one language
(train language) and testing it on the examples of the other language (test language).
So, with Spanish as test language, Basque was the train language and vice versa. Figure
9 presents summary statistics of the ROIs for both partially conscious (for generaliza-
tion from Spanish to Basque: IPL (mean = 49.1 ± 3.4%; t(21) = −1.18; p = 0.49), LTL
(49.4 ± 3.8%; t(21) = −0.69; p = 0.58), VTL (48.9 ± 3.0%; t(21) = −1.66; p = 0.49),
dmPFC (51.0 ± 4.8%; t(21) = 0.96; p = 0.49), IFG (51.1 ± 3.9%; t(21) = 1.22; p =
0.49), vmPFC (50.3 ± 4.6%; t(21) = 0.30; p = 0.77), and PCG (49.1 ± 4.1%; t(21) =
−1.04; p = 0.49); for generalization from Basque to Spanish: IPL (mean = 48.5 ±
4.2%; t(21) = −1.53; p = 0.51), LTL (48.6 ± 4.5%; t(21) = −1.43; p = 0.51), VTL
(50.0 ± 3.6%; t(21) = −0.03; p = 0.98), dmPFC (49.5 ± 4.1%; t(21) = −0.57; p = 0.67),
IFG (51.1± 5.2%; t(21) = 0.97; p = 0.51), vmPFC (48.8± 5.6%; t(21) = −0.93; p = 0.51),
and PCG (48.8± 4.6%; t(21) = −1.13; p = 0.51)) and non-conscious conditions (for gen-
eralization from Basque to Spanish: IPL (mean = 48.3± 4.4%; t(21) = −1.76; p = 0.65),
LTL (48.7± 4.3%; t(21) = −1.35; p = 0.67), VTL (49.8± 3.8%; t(21) = −0.22; p = 0.92),
dmPFC (48.9 ± 4.6%; t(21) = −1.02; p = 0.75), IFG (49.4 ± 4.0%; t(21) = −0.70; p =
0.86), vmPFC (50.1 ± 4.4%; t(21) = 0.11; p = 0.92), and PCG (49.7 ± 3.7%; t(21) =
−0.41; p = 0.92); for generalization from Basque to Spanish: IPL (mean = 47.4 ±
4.6%; t(21) = −2.53; p = 0.14), LTL (48.6 ± 5.0%; t(21) = −1.23; p = 0.54), VTL
(50.4± 4.1%; t(21) = 0.40; p = 0.81), dmPFC (47.8± 4.9%; t(21) = −2.01; p = 0.20), IFG
(49.2±5.4%; t(21) = −0.70; p = 0.81), vmPFC (49.8±5.6%; t(21) = −0.16; p = 0.88), and
PCG (49.4± 4.7%; t(21) = −0.56; p = 0.81)) and it can be seen that in both conditions,
the across-language generalization was at chance-level in all ROIs.
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Figure 9: The figures show the summary statistics of the ROIs for both partially conscious and non-
conscious across-language decoding. Specifically, the Figure 9a corresponds to when the decoder was
trained on Basque and tested on Spanish, and the Figure 9b is for when the decoder was trained on Spanish
and tested on Basque. From both of these figures, it is clear that the across-language generalization was
at chance-level in both partially conscious and non-conscious conditions. The three dotted lines inside
each violin are the quartiles. The black horizontal line in the background indicates the chance-level
performance.
In a further test of across-language generalization, we combined the data from all ROIs
in order to potentially increase the chances of decoding. However we found chance-level
across-language generalization in both partially conscious (mean = 49.7 ± 3.5%; p =
0.69 for Spanish and 49.5 ± 4.2%; p = 0.57 for Basque) and non-conscious conditions
(48.8 ± 5.6%; p = 0.36 for Spanish and mean = 49.0 ± 4.5%; p = 0.34 for Basque).
Within-language decoding was however statistically above chance-level in both partially
conscious (54.4 ± 5.4%; p = 0.001 for Spanish and mean = 55.2 ± 5.5%; p = 0.0004 for
Basque) and non-conscious conditions (53.2 ± 6.6%; p = 0.04 for Spanish and mean =
55.0± 6.9%; p = 0.004 for Basque) similar to the results found before.
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Figure 10: The figure shows the summary statistics of the ROIs for across-language generalization from
Spanish to Basque. Only participants with relatively high within-language decoding performance were
included. It can be seen that one ROI showed statistically significantly above-chance generalization from
Spanish to Basque. The three dotted lines inside each violin are the quartiles. The black horizontal line
in the background indicates the chance-level performance.
It could be argued that the absence of across-language decoding could be due to a floor
effect, namely, given that classification accuracy was just above chance in the within-
language decoding, it could only drop to chance level in the across-language generalization.
To mitigate the presence of floor effects that could affect the ability to find across-language
generalization, we ran an analysis including only those participants that had relatively
high within-language classification performance (i.e. greater than or equal to 60% in the
unconscious condition). There were 12 participants that satisfied this criteria for Spanish,
and 7 that did it for Basque. Notably, in fully conscious condition, we found that there
were two ROIs that showed statistically significantly above-chance across-language gener-
alization from Spanish to Basque i.e. LTL (54.0± 3.9%; p = 0.006; t(12) = 3.44) and IFG
(53.1± 4.1%, p = 0.028, t(12) = 2.52), with the LTL surviving the correction for multiple
comparisons (see Figure 10). The generalization from Basque to Spanish (N = 7) was
found to be at chance-level in all ROIs. We did not find any evidence of across-language
generalization in partially conscious and non-conscious trials.
Finally, we also addressed decoding accuracy on fully conscious 3-rating trials. Because of
the constraints in the number of 3-rating trials across participants (see § 3.2), we looked
for those that had at least 20 animal and 20 non-animal examples with the visibility rating
of 3. There were 11 participants that satisfied this criteria for Spanish and 5 that did it
for Basque. In within-language, we did not find significant gain in performance as com-
pared to corresponding partially conscious and non-conscious results. Across-language
generalization was again found to be at chance-level in all ROIs.
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4. Discussion
Our study investigated the brain basis of non-conscious semantic processing using masked
word paradigm. Using multivariate pattern analysis of BOLD responses, we provide new
insight into the brain substrates that support semantic representations across distinct
states of visual awareness. Specifically, we showed that BOLD activity patterns associated
with non-conscious words contain information that allows for decoding of the category
of words both in Spanish and Basque (i.e. within language decoding). Notably, in the
present study the words were non-conscious according to both subjective (i.e. rated as
fully unaware on trial-by-trial basis [Overgaard et al. (2010)] as well as objective measures
given that behavioural discrimination of the word category was found to be at chance level.
ROI analysis (see § 2.5.2) showed that such discriminative patterns for non-conscious
items were found in canonical areas [Binder et al. (2009), Chen et al. (2017)] of the se-
mantic network. Specifically, above-chance classification accuracies were found in a rather
distributed set of brain regions including IPL, dmPFC, IFG and PCG for Spanish, and
VTL and PCG for Basque. All of these areas have previously been associated with se-
mantic processing of visible words in studies involving animals-tools and animals-artifacts
contrasts [Cappa et al. (1998), Grossman et al. (2002), Kounios et al. (2003), Wheatley
et al. (2005)]. We also showed that for partially conscious trials of both Spanish and
Basque, such discriminative BOLD patterns were even more distributed, namely, signif-
icant decoding was found in all pre-specified left-lateralized seven ROIs of the semantic
network. On the other hand, addressing the second question i.e. across-language gener-
alization of semantic representations, we found little evidence for semantic generalization
across languages, even on conscious trials.
All seven canonical areas of the semantic network were found to be implicated in the
representation of word category under conditions where participants showed some aware-
ness of the words in both Spanish and Basque. These results go in line with previous
decoding studies of word meaning including Mitchell et al. (2008), Just et al. (2010) and
Shinkareva et al. (2011). In the non-conscious condition, only one ROI was found to be
common between Spanish and Basque i.e. PCG. Furthermore, while four ROIs (IPL,
dmPFC, IFG, and PCG) were implicated in non-conscious semantic processing in Span-
ish, only two ROIs (VTL, PCG) were found for Basque. However, this pattern of results
should not be taken to suggest that there are language-specific semantic representations.
Different factors may have contributed to this pattern of results. For instance, our group
of participants was mixed with most having Spanish as L1. Also, whereas no statistically
significant difference was found between the age of acquisition of Spanish and Basque, the
performance at both LexTALE and BEST tests of language proficiency was found to be
statistically significantly superior in Spanish as compared to Basque (see § 2.1). Finally,
we compared the decoding accuracy in those ROIs that did not overlap between Spanish
and Basque but no difference between languages was found. Taken together, it is possible
that inter-individual variability may have promoted the absence of a complete overlap
between the informative ROIs between Spanish and Basque.
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In the non-conscious trials of Spanish (see Figure 6), besides in IPL, and PCG, we also
found significant decoding of meaning in dmPFC and IFG. What is interesting with the
involvement of these frontal areas in non-conscious semantic representations is that it has
implications for theoretical models of conscious and non-conscious processing i.e., Global
Workspace theory [Dehaene et al. (1998a)]. According to this model, conscious repre-
sentations result from widely distributed activity patterns involving both anterior (e.g.
PFC) and posterior areas (e.g. object-selective brain areas), and information is broad-
casted in these areas by means of top-down recurrent processing. Neuroimaging studies
using masked priming paradigms indicate that non-conscious orthographic processing of
words can occur in the left fusiform gyrus (i.e. the visual word form area; Dehaene et al.
(2001), Kouider et al. (2006)). Priming experiments indicate that the non-conscious
semantic priming implicates the left superior temporal areas [Devlin et al. (2004)]. Ad-
ditional results from event related potentials indicate non-conscious semantic processing
indexed by the N400 [Van Gaal et al. (2014), Eo et al. (2016), Heyman and Moors (2012)]
but see Kang et al. (2011). Although these studies can be criticized based on the issues
highlighted in the introduction (i.e. the absence of trial-by-trial measures of awareness,
see § 1), the pattern of results suggests a relatively localized regional activity in non-
conscious word processing that does not implicate higher-level prefrontal areas typically
associated with conscious semantic processing (i.e. the left inferior frontal cortex) [Binder
et al. (2009)]. The present results, on the other hand, indicate that the non-conscious
semantic representations can be encoded in relatively distributed brain substrates involv-
ing the prefrontal cortex. A key difference between our paradigm and masked priming
paradigm is that here the words were task-relevant and in masked priming, the primes
are task-irrelevant. There is a limited data that supports the involvement of frontal areas
during non-conscious word processing. One prior masked priming study Diaz and Mc-
Carthy (2007) showed regional BOLD response changes in a left-lateralized set of brain
regions including the inferior frontal gyrus, inferior parietal and lateral temporal lobes
during non-conscious processing of masked words. Another Axelrod et al. (2014) recently
showed that the meaningful sentences rendered non-conscious by continuous flash sup-
pression could be discriminated from non-words by using fMRI-based MVPA, specifically
in left-lateralized brain areas including superior temporal sulcus and the middle frontal
gyrus. However, our study goes beyond this finding, and shows that not only lower-level
structural representations can be isolated [Axelrod et al. (2014)], but the semantic cate-
gory of non-conscious words can also be classified. The present results also align with the
prior research in visual working memory and executive control, which also indicates that
dorsolateral prefrontal regions can be implicated in processing and brief maintenance of
non-conscious visual stimuli ([Soto and Silvanto (2014), Bergström and Eriksson (2014,
2017), Dutta et al. (2014)]; though prefrontal activity in this later study occurred for sub-
jectively unaware items unlike for items associated with null behavioral discrimination as
demonstrated here). However, it is likely that non-conscious representations in prefrontal
cortex are weak and hence unlikely to ignite sustained and strong feedback processing
loops in distributed brain networks, which can be a requirement for information to be-
come conscious [Van Vugt et al. (2018)]. Further research is needed to understand the
limits and the functional scope of non-conscious semantic representations in the human
brain, for instance, by testing its durability and the temporal dynamics of distributed
semantic networks.
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We now turn to the across-language generalization results. All of the ROIs showed chance-
level decoding accuracy for semantic generalization from Spanish to Basque and vice versa.
This happened not just for non-conscious words but also for partially conscious trials. We
only found some evidence of across language generalization from Spanish to Basque in
the conscious trials when we restricted our analysis to those participants with within-
language decoding accuracies well exceeding chance level (i.e. 0.6), in order to avoid the
presence of floor effects in across-language generalization.
This is the first time that MVPA-based across-language generalization has been used
to investigate the scope of non-conscious semantic representations. However, the same
approach has already been used with positive results in a number of different fMRI stud-
ies where words were available to conscious awareness [Buchweitz et al. (2012), Correia
et al. (2014), Zinszer et al. (2015), Dehghani et al. (2017)]. The factors leading to across-
language generalization are not well understood. There are a number of reasons that can
explain why we did not find strong evidence for it. Firstly, the experiment was designed
to maximize the number of non-conscious trials. The stimuli was briefly presented and
masked, and luminance varied based on a staircase procedure that was biased towards
decreasing luminance in response to ratings of partial or full awareness. Therefore, even
though the participants reported partial and full visibility of the items, this does not
mean that the stimuli strength was comparable to that of previous studies that reported
across-language generalization [Buchweitz et al. (2012), Correia et al. (2014)], where stim-
uli were presented for much longer durations, were fully conscious and even observers were
asked to think about the items to ensure that deep semantic analysis is taking place. Ac-
cordingly, our task may only have promoted shallow encoding of the words. Given the
relatively small number of words used, it is also possible that the observers learned a map-
ping between the properties of the word stimuli and the semantic categorization response,
which did not involve the level of processing required for across language generalization.
We suggest that our task may have promoted a level of processing that is sufficient for
within-language decoding but insufficient for across-language generalization.
It is also worth noting here that a significant amount of behavioural studies have ad-
dressed language-independent semantic representations by using translation and associa-
tive masked priming. Notably, while some of these studies have succeeded at showing
cross-language semantic priming, most of them suffer from a number of methodological
issues [Williams (1996), Basnight-Brown and Altarriba (2007)]. For instance, the reliance
on post-hoc assessment of the visibility of prime words (and the absence of trial-by-trial
measures of awareness) make it hard to establish that priming effects are not contaminated
by some trials with prime awareness [Lutz and Thompson (2003), Van den Bussche et al.
(2013), Haase and Fisk (2015)]. Further, the use of long SOAs (stimulus onset asynchrony
i.e. the time for which the prime gets displayed before it gets replaced by a target) do not
rule out the operation of conscious strategic processes. Notably, non-replicable findings
have been observed with most studies reporting absence of effect [Basnight-Brown and
Altarriba (2007), Schoonbaert et al. (2009)] to a few reporting statistically significant
cross-language facilitation [Perea et al. (2008)], yet trial-by-trial awareness assessment
was not used in this study either. It is probably in the light of these issues that Basnight-
Brown and Altarriba (2007) go so far as to conclude that all the cross-language priming
effect seems to be the result of an improper control of additional conscious strategic fac-
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tors that result in significant cross-language facilitation.
The current study demonstrated that the meaning of non-conscious words can be encoded
in multi-voxel patterns of activity in putative semantic regions, including frontal areas.
Whereas within-language classification of word meaning is possible in non-conscious con-
texts, across-language generalization (or evidence for language-independent semantic rep-
resentations) seems harder to isolate; the latter may require not just conscious perception
but a deeper semantic analysis too. Additional work is needed to make this determination.
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say potato, i say tŭdòu: How speakers of different languages share the same concept.
In CogSci.
28
