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Abstract
The Piecewise Polynomial Interpolation (PPI) function approach is aimed at solving nonlinear programming problems
with disjoint feasible regions. In such problems, disjointedness is generally associated with prohibited operating zones,
which correspond to bands of values that a variable is not allowed to assume. An analytical implication of such prohibited
operating zones is to make the objective function, as well as its domain, discontinuous. The PPI function approach
consists in replacing the constraints associated with prohibited operating zones by an equivalent set of equality and
inequality constraints, thereby allowing the application of any efficient gradient-based optimization method for solving
the equivalent problem. In this paper, we present the definition of the PPI function and provide the mathematical proofs
for its properties.
Keywords: Piecewise Polynomial Interpolation (PPI) Function Approach, Nonlinear Programming Problems with
Disjoint Feasible Regions, Economic Dispatch Problems with Prohibited Operating Zones.
1. Introduction
A general Nonlinear Programming Problem with Disjoint Feasible Regions (NLPDFR) [1] is formulated as:
Min
x∈Rn1 ,p∈Rn2
f (x,p) (1a)
s.t :g (x,p) = 0 (1b)
h (x,p) ≤ 0 (1c)
pk ∈ ∪
NPk+1
i=1
[
pmink,i , p
max
k,i
]
, ∀k = 1, ..., n2, (1d)
where f : Rn1 × Rn2 → R; g : Rn1 × Rn2 → Rm and h : Rn1 × Rn2 → Rr are continuously differentiable linear
or nonlinear functions, NPk is the number of Prohibited Operating Zones (POZ) of the variable pk. We assume that
pmink = p
min
k,1 < p
max
k,1 < ... < p
min
k,i < p
max
k,i < ... < p
min
k,NPk+1 < p
max
k,NPk+1 = p
max
k .
The constraints associated with the POZ are given in (1d). Such constraints state that the variable pk must stay inside
the set composed by the union of the NPk + 1 allowed operating zones.
A practical example of a NLPDFR is the Economic Dispatch problem with Prohibited Operating Zones (EDPOZ)
[2]. In the EDPOZ, the objective is to calculate the generation dispatch for thermal units which minimize the fuel costs,
while meeting the system demand and losses, enforcing the generation limits and avoiding the prohibited operating
∗Corresponding Author
∗∗Colaborator
Supervisor
Email addresses: ribenopi@hotmail.com (Ricardo B. N. M. Pinheiro), antonio.balbo@unesp.br (Antonio R. Balbo),
leonardo.nepomuceno@unesp.br (Leonardo Nepomuceno)
Preprint submitted to Journal of LATEX Templates July 24, 2020
zones. In EDPOZ the POZ are associated with the operating zones where the thermal units are not allowed to operate
due to mechanical operational problems, such as shaft bearing vibration.
2. The Piecewise Polynomial Interpolation Approach
We start this section by considering the POZ constraints (1d). Since pmink = p
min
k,1 < p
max
k,1 < ... < p
min
k,i < p
max
k,i <
... < pmink,NPk+1 < p
max
k,NPk+1 = p
max
k , it follows trivially that
[
pmink,u , p
max
k,u
]
∩
[
pmink,v , p
max
k,v
]
is the empty set, for any two
distinct indexes u and v. Moreover, for each index i = 1, ...,NPk + 1 and k = 1, ..., n2, we have that all the elements in[
pmink,i , p
max
k,i
]
can be mapped by the one-to-one function (line segment) dk,i : [0, 1]→
[
pmink,i , p
max
k,i
]
, given by:
dk,i (αk,i) = αk,ip
max
k,i + (1− αk,i) p
min
k,i . (2)
Based on (2), we establish at the Proposition 2.1 an equivalent form of expressing POZ constraints (1d) in terms of
dk,i.
Proposition 2.1. Let k ∈ GPOZ and Dk = ∪
NPk+1
i=1 {dk,i} be a discrete set of functions dk,i given in (2). We say that
pk ∈ ∪
NPk+1
i=1
[
pmink,i , p
max
k,i
]
if, and only if, dk,i (α¯k,i) = pk for some index i and α¯k,i ∈ [0, 1]. —
We present the Piecewise Polynomial Interpolation (PPI) function at Definition (2.1).
Definition 2.1 (PPI function). Let k ∈ GPOZ and αk = (αk,1, ..., αk,i, ..., αk,NPk+1) be a vector in I = ×
NPk+1
i=1 [0, 1] ⊂
R
NPk+1 and the function dk,i = dk,i (αk,i) presented in (2). The Piecewise Polynomial Interpolation (PPI) is the function
m : R× I→ R given by:
m
(
pk, α
k
)
= −
(pk − dk,2) (pk − dk,1)
dk,2 − dk,1
+
NPk∑
i=2
(−1)
i
[
(pk − dk,i) (pk − dk,i−1)
dk,i − dk,i−1
+
(pk − dk,i+1) (pk − dk,i)
dk,i+1 − dk,i
]
u (pk, dk,i)
(3)
where:
u (pk, dk,i) =

 1 if pk − dk,i ≥ 00 otherwise (4)
is the Heaviside function. 
The main properties of the PPI function are presented at Theorem 2.1. The proofs for such theorem are provided
in section 3.
Theorem 2.1. The PPI function m
(
pk, α
k
)
(3) has the following properties:
1. m
(
pk, α
k
)
= 0⇔ pk ∈ Dk and m
(
pk, α
k
)
6= 0, otherwise.
2.
∣∣∇pkm (pk, αk)∣∣ = 1⇔ pk ∈ Dk (Normalization).
3. m
(
pk, α
k
)
is of class C1 (i.e., differentiable with continuous partial derivatives). —
Using the properties described at the Theorem 2.1, the proposed PPI approach consists in replacing the POZ con-
straints (1d) by the equivalent set of equality and inequality constraints given by:
m
(
pk, α
k
)
= 0, ∀k = 1, ..., n2 (5a)
0 ≤ αk,i ≤ 1, ∀k = 1, ..., n2, i = 1, ...,NPk + 1. (5b)
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Thus, by means of the PPI approach, the equivalent nonlinear programming problem to the NLPDFR (1) is given
by:
Min
x∈Rn1 ,p∈Rn2
f (x,p) (6a)
s.t :g (x,p) = 0 (6b)
h (x,p) ≤ 0 (6c)
m
(
pk, α
k
)
= 0, ∀k = 1, ..., n2 (6d)
0 ≤ αk,i ≤ 1, ∀k = 1, ..., n2, i = 1, ...,NPk + 1. (6e)
The PPI approach has the following characteristics: (i) it does not require a reformulation by means of a MINLP
problem for solving the original NLPDFR; (ii) it eliminates the combinatorial nature and the disjoint feasible regions
associated with POZ of the original NLPDFR problem and (iii) it allows for obtaining the solution of problem (1) by
solving the equivalent problem (6), by means of any efficient gradient-based method.
3. Proofs for Theorem 2.1
Proof. Statement 1.
(→) Assume thatm
(
pk, α
k
)
= 0.
Given a value for pk, we have that both the functions u (pk, dk,i) andm
(
pk, α
k
)
assure that only one of the quadratic
terms (pk−dk,i)(pk−dk,i−1)
dk,i−dk,i−1
or (pk−dk,i+1)(pk−dk,i)
dk,i+1−dk,i
will be null for some index i = 1, ...,NPk. Suppose that this is verified
for index j. Since dk,j − dk,j−1 6= 0 and dk,j+1 − dk,j 6= 0 for all αk,j−1, αk,j , αk,j+1 ∈ [0, 1], it is necessary that
either pk − dk,j−1 = 0 or pk − dk,j = 0 or pk − dk,j+1 = 0. If pk − dk,j = 0 (an analogous reasoning is used for
the cases pk − dk,j−1 = 0 and pk − dk,j+1 = 0), so, it follows from (2) that there is only one α¯k,j ∈ [0, 1] such that
pk − dk,j (α¯k,j) = 0. Therefore pk ∈ Dk.
(←) Assume that pk ∈ Dk.
So, for some index i = 1, ...,NPk+1, say j, there is only one α¯k,j ∈ [0, 1] such that pk = dk,j (α¯k,j) and pk−dk,i 6= 0
for all i 6= j and αk,i ∈ [0, 1]. Hence, it follows from (4) that the PPI function (3) becomes:
m
(
pk, α
k
)
=


(−1)
j (pk − dk,j+1) (pk − dk,j (α¯k,j))
dk,j+1 − dk,j (α¯k,j)
, if 1 ≤ j ≤ NPk
(−1)
j−1 (pk − dk,j (α¯k,j)) (pk − dk,j−1)
dk,j (α¯k,j)− dk,j−1
, if j = NPk + 1
Thus, it is immediate thatm
(
pk, α
k
)
= 0.
Statement 2
It follows from PPI function (3) that:
∇pkm
(
pk, α
k
)
= −
2pk − dk,1 − dk,2
dk,2 − dk,1
+
NPk∑
i=2
(−1)
i
[
2pk − dk,i − dk,i−1
dk,i − dk,i−1
+
2pk − dk,i − dk,i+1
dk,i+1 − dk,i
]
u (pk, dk,i).
It follows from Statement 1 that m
(
pk, α
k
)
= 0 ⇔ pk ∈ Dk. Thus, if pk ∈ Dk for some index i = 1, ...,NPk + 1,
say j, there is only one α¯k,j ∈ [0, 1] such that pk = dk,j (α¯k,j) and pk − dk,i 6= 0 for all i 6= j and αk,i ∈ [0, 1]. Hence, it
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follows from (4) that the function ∇pkm
(
pk, α
k
)
becomes:
∇pkm
(
pk, α
k
)
=


(−1)j
2pk − dk,j (α¯k,j)− dk,j+1
dk,j+1 − dk,j (α¯k,j)
, if 1 ≤ j ≤ NPk
(−1)
j−1 2pk − dk,j−1 − dk,j (α¯k,j)
dk,j (α¯k,j)− dk,j−1
, if j = NPk + 1
Since pk = dk,j (α¯k,j), it follows that
∣∣∇pkm (pk, αk)∣∣ = 1.
Statement 3
The PPI function m
(
pk, α
k
)
has partial derivatives at all points
(
pk, α
k
)
∈ R×NPk+1i=1 [0, 1]. They are given by:
∇pkm
(
pk, α
k
)
= −
2pk − dk,1 − dk,2
dk,2 − dk,1
+
NPk∑
i=2
(−1)
i
[
2pk − dk,i − dk,i−1
dk,i − dk,i−1
+
2pk − dk,i − dk,i+1
dk,i+1 − dk,i
]
u (pk, dk,i), (7)
∇αk,1m
(
pk, α
k
)
= −
[
pk − dk,2
dk,2 − dk,1
]2
∆k,1 +
[
pk − dk,2
dk,2 − dk,1
]2
∆k,1u (pk, dk,2) , (8)
∇αk,im
(
pk, α
k
)
= −(−1)
i−1
[
pk − dk,i−1
dk,i − dk,i−1
]2
∆k,iu (pk, dk,i−1)+[
−(−1)
i
[
pk − dk,i−1
dk,i − dk,i−1
]2
+ (−1)
i
[
pk − dk,i+1
dk,i+1 − dk,i
]2]
∆k,iu (pk, dk,i)+
(−1)
i+1
[
pk − dk,i+1
dk,i+1 − dk,i
]2
∆k,iu (pk, dk,i+1) , if 1 < i ≤ NPk
(9)
and
∇αk,NPk+1m
(
pk, α
k
)
= −(−1)
NPk
[
pk − dk,NPk
dk,NPk+1 − dk,NPk
]2
∆k,NPk+1u (pk, dk,NPk) , (10)
where
∆k,i = p
max
k,i − p
min
k,i , (11)
with i = 1, ...,NPk + 1.
A sufficient condition for the PPI function (3) to be of class C1 is to show that the partial derivatives ∇pkm
(
pk, α
k
)
and ∇αk,im
(
pk, α
k
)
are continuous in R ×NPk+1i=1 [0, 1]. For this, we consider the continuity analysis of these partial
derivatives at the following points:
• P =
(
p¯k, α¯
k
)
such that p¯k − dk,j (α¯k,j) 6= 0, for all j = 1, ...,NPk + 1 and α¯k,j ∈ [0, 1] and;
• Q =
(
p¯k, α¯
k
)
such that p¯k − dk,j (α¯k,j) = 0 for some j = 1, ...,NPk + 1 and α¯k,j ∈ [0, 1].
Whenwe consider the point P , it follows from Heaviside funcion (4), dk,j+1−dk,j 6= 0 and/or dk,j−dk,j−1 6= 0 that
both the functions ∇pkm
(
pk, α
k
)
and ∇αk,im
(
pk, α
k
)
are rationals (polynomial quotient) and, therefore, continuous
at P .
In order to analyze the continuity of the functions ∇pkm
(
pk, α
k
)
and∇αk,im
(
pk, α
k
)
at the point Q, we will con-
sider the cases j = 1, 1 < j ≤ NPk and j = NPk + 1 separately.
Continuity of the function ∇pkm
(
pk, α
k
)
Suppose j = 1.
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In an open ball
∥∥(pk, αk)−Q∥∥ < δ0 with δ0 > 0 small enough, we have that the function ∇pkm (pk, αk) is given
by:
∇pkm
(
pk, α
k
)
= −
2pk − dk,1 − dk,2
dk,2 − dk,1
.
It follows immediately that ∇pkm (Q) = 1. Moreover, we have:
lim
(pk,αk)→Q
∇pkm
(
pk, α
k
)
= lim
(pk,αk)→Q
−
2pk − dk,1 − dk,2
dk,2 − dk,1
=
dk,2−dk,1 6=0
lim
(pk,αk)→Q
(2pk − dk,1 − dk,2)
lim
(pk,αk)→Q
(dk,2 − dk,1)
=
2p¯k − dk,1 (α¯k,1)− d (αk,2)
dk,2 (α¯k,2)− d (α¯k,1)
=
p¯k=dk,1(α¯k,1)
1.
Since lim
(pk,αk)→Q
∇pkm
(
pk, α
k
)
= 1 = ∇pkm (Q), we conclude that ∇pkm
(
pk, α
k
)
is continuous at Q for j = 1.
Suppose 1 < j ≤ NPk.
In a open ball
∥∥(pk, αk)−Q∥∥ < δ1 with δ1 > 0 small enough, we have that the function ∇pkm (pk, αk) is given
by:
∇pkm
(
pk, α
k
)
= (−1)
j−1 2pk − dk,j − dk,j−1
dk,j − dk,j−1
+ (−1)
j
[
2pk − dk,j − dk,j−1
dk,j − dk,j−1
+
2pk − dk,j − dk,j+1
dk,j+1 − dk,j
]
u (pk, dk,j) .
It follows immediately that ∇pkm (Q) = −(−1)
j . Let us verify the behavior of function ∇pkm
(
pk, α
k
)
around Q
when pk tends to the right and left of dk,j (α¯k,j).
Suppose pk < dk,j . Thus, it follows that u (pk, dk,j) = 0 and
lim
(pk,αk)→Q
∇pkm
(
pk, α
k
)
= lim
(pk,αk)→Q
(−1)
j−1 2pk − dk,j − dk,j−1
dk,j − dk,j−1
=
dk,j 6=dk,j−1
(−1)
j−1
lim
(pk,αk)→Q
[2pk − dk,j − dk,j−1]
lim
(pk,αk)→Q
[dk,j − dk,j−1]
= (−1)
j−1 2p¯k − dk,j (α¯k,j)− dk,j−1 (α¯k,j−1)
dk,j (α¯k,j)− dk,j−1 (α¯k,j−1)
=
p¯k=dk,j(α¯k,j)
− (−1)j .
Suppose pk > dk,j . Thus, it follows that u (pk, dk,j) = 1 and
lim
(pk,αk)→Q
∇pkm
(
pk, α
k
)
= lim
(pk,αk)→Q
(−1)
j 2pk − dk,j − dk,j+1
dk,j+1 − dk,j
=
dk,j+1 6=dk,j
(−1)
j
lim
(pk,αk)→Q
[2pk − dk,j − dk,j+1]
lim
(pk,αk)→Q
[dk,j+1 − dk,j ]
= (−1)
j 2p¯k − dk,j (α¯k,j)− dk,j+1 (α¯k,j+1)
dk,j+1 (α¯k,j+1)− dk,j (α¯k,j)
=
p¯k=dk,j(α¯k,j)
− (−1)j .
Since lim
(pk,αk)→Q
∇pkm
(
pk, α
k
)
= −(−1)
j
= ∇pkm (Q), we conclude that ∇pkm
(
pk, α
k
)
is continuous at Q for
1 < j ≤ NPk.
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Suppose j = NPk + 1.
In an open ball
∥∥(pk, αk)−Q∥∥ < δ2 with δ2 > 0 small enough, we have that the function ∇pkm (pk, αk) is given
by:
∇pkm
(
pk, α
k
)
= (−1)
NPk 2pk − dk,NPk − dk,NPk+1
dk,NPk+1 − dk,NPk
.
It follows immediately that ∇pkm
(
pk, α
k
)
= (−1)
NPk . Moreover, we have:
lim
(pk,αk)→Q
∇pkm
(
pk, α
k
)
= lim
(pk,αk)→Q
(−1)NPk
2pk − dk,NPk − dk,NPk+1
dk,NPk+1 − dk,NPk
= (−1)
NPk 2p¯k − dk,NPk (α¯k,NPk)− dk,NPk+1 (α¯k,NPk+1)
dk,NPk+1 (α¯k,NPk+1)− dk,NPk (α¯k,NPk)
=
p¯k=dk,NPk+1(α¯k,NPk+1)
(−1)
NPk .
Since lim
(pk,αk)→Q
∇pkm
(
pk, α
k
)
= (−1)j−1 = ∇pkm (Q), we conclude that ∇pkm
(
pk, α
k
)
is continuous at Q for j =
NPk + 1.
Therefore, the function ∇pkm
(
pk, α
k
)
is continuous in R×NPk+1i=1 [0, 1].
Continuity of the function ∇αk,im
(
pk, α
k
)
Suppose j = 1.
In an open ball
∥∥(pk, αk)−Q∥∥ < δ3 with δ3 > 0 small enough, we have that the function ∇αk,im (pk, αk) is given by:
∇αk,im
(
pk, α
k
)
=


(−1)
i
[
pk − dk,i+1
dk,i+1 − dk,i
]2
∆k,i , if i = 1
−(−1)
i−1
[
pk − dk,i−1
dk,i − dk,i−1
]2
∆k,iu (pk, dk,i−1) , if i = 2
0 , if 2 < i ≤ NPk + 1
It follows immediately that ∇αk,1m (Q) = −∆k,1 and ∇αk,2m (Q) = 0. For i = 1, we have:
lim
(pk,αk)→Q
∇αk,1m
(
pk, α
k
)
= lim
(pk,αk)→Q
−
[
pk − dk,2
dk,2 − dk,1
]2
∆k,1
=
dk,2 6=dk,1
−

 lim(pk,αk)→Q (pk − dk,2)
lim
(pk,αk)→Q
(dk,2 − dk,1)


2
∆k,1
= −
[
p¯k − dk,2 (α¯k,2)
dk,2 (α¯k,2)− dk,1 (α¯k,1)
]2
∆k,1
=
p¯k=dk,1(α¯k,1)
−∆k,1.
Since lim
(pk,αk)→Q
∇αk,1m
(
pk, α
k
)
= ∇αk,1m (Q) = −∆k,1, we conclude that∇αk,1m
(
pk, α
k
)
is continuous at Q for
j = 1.
For i = 2, let us verify the behavior of function ∇αk,2m
(
pk, α
k
)
around Q when pk tends to the right and left of
dk,1 (α¯k,1). Suppose that pk < dk,1. Thus, it follows that u (pk, dk,j) = 0 and lim
(pk,αk)→Q
∇αk,2m
(
pk, α
k
)
= 0. Suppose
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that pk > dk,1. Thus, it follows that u (pk, dk,j) = 1 and
lim
(pk,αk)→Q
∇αk,2m
(
pk, α
k
)
= lim
(pk,αk)→Q
[
pk − dk,1
dk,2 − dk,1
]2
∆k,2
=
dk,2 6=dk,1
lim
(pk,αk)→Q
[pk − dk,1]
2
lim
(pk,αk)→Q
[dk,2 − dk,1]
2∆k,2
=
[
p¯k − dk,1 (α¯k,1)
dk,2 (α¯k,2)− dk,1 (α¯k,1)
]2
∆k,2
=
p¯k=dk,1(α¯k,1)
0.
Since lim
(pk,αk)→Q
∇αk,2m
(
pk, α
k
)
= ∇αk,2m (Q) = 0, we conclude that∇αk,2m
(
pk, α
k
)
is continuous atQ for j = 1.
Suppose 1 < j ≤ NPk.
In an open ball
∥∥(pk, αk)−Q∥∥ < δ3 with δ3 > 0 small enough, we have that the function ∇αk,im (pk, αk) is given by:
∇αk,1m
(
pk, α
k
)
=


−
[
pk − dk,2
dk,2 − dk,1
]2
∆k,1 +
[
pk − dk,2
dk,2 − dk,1
]2
∆k,1u (pk, dk,2) , if j = 2
0 , if j > 2
∇αk,im
(
pk, α
k
)
=


0 , if j < i− 1
−(−1)
i−1
[
pk − dk,i−1
dk,i − dk,i−1
]2
∆k,iu (pk, dk,i−1) , if j = i− 1
− (−1)
i−1
[
pk − dk,i−1
dk,i − dk,i−1
]2
∆k,i−[
(−1)
i
[
pk − dk,i−1
dk,i − dk,i−1
]2
− (−1)
i
[
pk − dk,i+1
dk,i+1 − dk,i
]2]
∆k,iu (pk, dk,i)
, if j = i
(−1)
i
[
pk − dk,i+1
dk,i+1 − dk,i
]2
∆k,i + (−1)
i+1
[
pk − dk,i+1
dk,i+1 − dk,i
]2
∆k,iu (pk, dk,i+1) , if j = i+ 1
0 , if j > i+ 1
if 1 < i ≤ NPk and
∇αk,NPk+1m
(
pk, α
k
)
=


0 , if j < NPk
−(−1)
NPk
[
pk − dk,NPk
dk,NPk+1 − dk,NPk
]2
∆k,NPk+1u (pk, dk,NPk) , if j = NPk.
It follows immediately that
∇αk,1m (Q) = 0
∇αk,im (Q) =


0 , if j < i− 1
0 , if j = i− 1
(−1)
i
∆k,i , if j = i , if 1 < i ≤ NPk
0 , if j = i+ 1
0 , if j > i+ 1
∇αk,NPk+1m (Q) = 0.
For i = 1, let us to verify the behavior of the function ∇αk,1m
(
pk, α
k
)
around Q when pk tends to the right and
7
left of dk,2 (α¯k,2). Suppose that pk < dk,2. Thus, it follows that u (pk, dk,j) = 0 and
lim
(pk,αk)→Q
∇αk,1m
(
pk, α
k
)
= lim
(pk,αk)→Q
−
[
pk − dk,2
dk,2 − dk,1
]2
∆k,1
=
dk,2 6=dk,1
−
lim
(pk,αk)→Q
[pk − dk,2]
2
lim
(pk,αk)→Q
[dk,2 − dk,1]
2∆k,1
= −
[
p¯k − dk,2 (α¯k,2)
dk,2 (α¯k,2)− dk,1 (α¯k,1)
]2
∆k,1
=
p¯k=dk,2(α¯k,2)
0.
.
Suppose that pk > dk,2. Thus, it follows that u (pk, dk,j) = 1 and lim
(pk,αk)→Q
∇αk,1m
(
pk, α
k
)
= 0.
Since lim
(pk,αk)→Q
∇αk,1m
(
pk, α
k
)
= ∇αk,1m (Q) = 0, we conclude that ∇αk,1m
(
pk, α
k
)
is continuous at Q for
1 < j ≤ NPk.
For 1 < i ≤ NPk, let us to verify the behavior of the function∇αk,im
(
pk, α
k
)
around Qwhen pk tends to the right
and left of dk,j−1 (α¯k,j−1), dk,j (α¯k,j) and dk,j+1 (α¯k,j+1).
Suppose that pk < dk,j−1. Thus, it follows that u (pk, dk,j−1) = 0 and lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= 0.
Suppose pk > dk,j−1. Thus, it follows that u (pk, dk,j−1) = 1 and
lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= lim
(pk,αk)→Q
− (−1)
i−1
[
pk − dk,i−1
dk,i − dk,i−1
]2
∆k,i
=
dk,i 6=dk,i−1
− (−1)i−1
lim
(pk,αk)→Q
[pk − dk,i−1]
2
lim
(pk,αk)→Q
[dk,i − dk,i−1]
2∆k,i
= −(−1)
i−1
[
p¯k − dk,i−1 (α¯k,i−1)
dk,i (α¯k,i)− dk,i−1 (α¯k,i−1)
]2
∆k,i
=
p¯k=dk,i−1(α¯k,i−1)
0.
Since lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= ∇αk,im (Q) = 0, we conclude that ∇αk,im
(
pk, α
k
)
is continuous at Q for
j = i− 1.
Suppose that pk < dk,j . Thus, it follows that u (pk, dk,j) = 0 and
lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= lim
(pk,αk)→Q
− (−1)
i−1
[
pk − dk,i−1
dk,i − dk,i−1
]2
∆k,i
=
dk,i 6=dk,i−1
− (−1)
i−1
lim
(pk,αk)→Q
[pk − dk,i−1]
2
lim
(pk,αk)→Q
[dk,i − dk,i−1]
2∆k,i
= −(−1)i−1
[
p¯k − dk,i−1 (α¯k,i−1)
dk,i (α¯k,i)− dk,i−1 (α¯k,i−1)
]2
∆k,i
=
p¯k=dk,i(α¯k,i)
(−1)
i
∆k,i.
Suppose that pk > dk,j . Thus, it follows that u (pk, dk,j) = 1 and
lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= lim
(pk,αk)→Q
(−1)
i
[
pk − dk,i+1
dk,i+1 − dk,i
]2
∆k,i
=
dk,i+1 6=dk,i
(−1)
i
lim
(pk,αk)→Q
[pk − dk,i+1]
2
lim
(pk,αk)→Q
[dk,i+1 − dk,i]
2∆k,i
= (−1)
i
[
p¯k − dk,i+1 (α¯k,i+1)
dk,i+1 (α¯k,i+1)− dk,i (α¯k,i)
]2
∆k,i
=
p¯k=dk,i(α¯k,i)
(−1)i∆k,i.
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Since lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= ∇αk,im (Q) = (−1)
i∆k,i, we conclude that ∇αk,im
(
pk, α
k
)
is continuous at Q
for j = i.
Suppose that pk < dk,j+1. Thus, it follows that u (pk, dk,j+1) = 0 and
lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= lim
(pk,αk)→Q
(−1)
i
[
pk − dk,i+1
dk,i+1 − dk,i
]2
∆k,i
=
dk,i+1 6=dk,i
(−1)
i
lim
(pk,αk)→Q
[pk − dk,i+1]
2
lim
(pk,αk)→Q
[dk,i+1 − dk,i]
2∆k,i
= (−1)
i
[
p¯k − dk,i+1 (α¯k,i+1)
dk,i+1 (α¯k,i+1)− dk,i (α¯k,i)
]2
∆k,i
=
p¯k=dk,i+1(α¯k,i+1)
0.
Suppose that pk > dk,j+1. Thus, it follows that u (pk, dk,j+1) = 1 and lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= 0.
Since lim
(pk,αk)→Q
∇αk,im
(
pk, α
k
)
= ∇αk,im (Q) = 0, we conclude that ∇αk,im
(
pk, α
k
)
is continuous at Q for
j = i+ 1.
For i = NPk + 1, let us verify the behavior of the function ∇αk,NPk+1m
(
pk, α
k
)
around Q when pk tends to the
right and left of dk,NPk (α¯k,NPk).
Suppose that pk < dk,NPk . Thus, it follows that u (pk, dk,NPk) = 0 and lim
(pk,αk)→Q
∇αk,NPk+1m
(
pk, α
k
)
= 0.
Suppose that pk > dk,NPk . Thus, it follows that u (pk, dk,NPk) = 1 and
lim
(pk,αk)→Q
∇αk,NPk+1m
(
pk, α
k
)
= lim
(pk,αk)→Q
− (−1)
NPk
[
pk − dk,NPk
dk,NPk+1 − dk,NPk
]2
∆k,NPk+1
=
dk,i 6=dk,i−1
− (−1)
NPk
lim
(pk,αk)→Q
[pk − dk,NPk ]
2
lim
(pk,αk)→Q
[dk,NPk+1 − dk,NPk ]
2∆k,NPk+1
= −(−1)NPk
[
p¯k − dk,NPk (α¯k,NPk)
dk,NPk+1 (α¯k,NPk+1)− dk,NPk (α¯k,NPk)
]2
∆k,i
=
p¯k=dk,NPk(α¯k,NPk)
0.
Since lim
(pk,αk)→Q
∇αk,NPk+1m
(
pk, α
k
)
= ∇αk,NPk+1m (Q) = 0, we conclude that ∇αk,im
(
pk, α
k
)
is continuous at Q
for j = NPk.
Finally, suppose j = NPk + 1.
In an open ball
∥∥(pk, αk)−Q∥∥ < δ4 with δ4 > 0 small enough, we have that the function ∇αk,im (pk, αk) is given by:
∇αk,im
(
pk, α
k
)
=


0 , if i = 1, ...,NPk
−(−1)
i−1
[
pk − dk,i−1
dk,i − dk,i−1
]2
∆k,i , if i = NPk + 1
It follows immediately that
∇αk,im (Q) =

 0 , if 1 ≤ i ≤ NPk−(−1)i−1∆k,i , if i = NPk + 1
For 1 ≤ i ≤ NPk, the continuity of∇αk,im
(
pk, α
k
)
atQwhen j = NPk+1 is verified immediately. For i = NPk+1,
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we have:
lim
(pk,αk)→Q
∇αk,NPk+1m
(
pk, α
k
)
= lim
(pk,αk)→Q
− (−1)
NPk
[
pk − dk,NPk
dk,NPk+1 − dk,NPk
]2
∆k,NPk+1
=
dk,NPk+ 6=dk,NPk
− (−1)
NPk

 lim(pk,αk)→Q (pk − dk,NPk)
lim
(pk,αk)→Q
(dk,NPk+1 − dk,NPk)


2
∆k,NPk+1
= −(−1)NPk
[
p¯k − dk,NPk (α¯k,NPk)
dk,NPk+1 (α¯k,NPk+1)− dk,NPk (α¯k,NPk)
]2
∆k,NPk+1
=
p¯k=dk,NPk+1(α¯k,NPk+1)
− (−1)
NPk∆k,NPk+1.
Since lim
(pk,αk)→Q
∇αk,NPk+1m
(
pk, α
k
)
= ∇αk,NPk+1m (Q) = −(−1)
NPk∆k,NPk+1, we conclude that∇αk,NPk+1m
(
pk, α
k
)
is continuous Q for j = NPk + 1.
Therefore, the function ∇αim
(
pk, α
k
)
é is continuous in R×NPk+1i=1 [0, 1].
We conclude that the function m
(
pk, α
k
)
is of class C1 (differentiable with partial derivatives ∇pkm
(
pk, α
k
)
and
∇αim
(
pk, α
k
)
continuous). The proof is complete.
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