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RANK ONE MATRICES DO NOT CONTRIBUTE TO THE
FAILURE OF THE FINITENESS PROPERTY
IAN D. MORRIS
Abstract. The joint spectral radius of a bounded set of d×d real or complex
matrices is defined to be the maximum exponential rate of growth of products
of matrices drawn from that set. A set of matrices is said to satisfy the
finiteness property if this maximum rate of growth occurs along a periodic
infinite sequence. In this note we give some sufficient conditions for a finite set
of matrices to satisfy the finiteness property in terms of its rank one elements.
We show in particular that if a finite set of matrices does not satisfy the
finiteness property, then the subset consisting of all matrices of rank at least
two is nonempty, does not satisfy the finiteness property, and has the same
joint spectral radius as the original set. We also obtain an exact formula for
the joint spectral radii of sets of matrices which contain at most one element
not of rank one, generalising a recent result of X. Dai.
1. Introduction and statement of results
Given a bounded set A of d × d matrices over R or C, the joint spectral radius
of A is defined to be the quantity
̺(A) = lim
n→∞
sup
{
‖Ain · · ·Ai1‖
1
n : Ai ∈ A
}
,
a definition introduced by G.-C. Rota and G. Strang in 1960 ([22], subsequently
reprinted in [21]). This limit always exists and is independent of the norm used (for
a proof see e.g. [15]). The joint spectral radius arises naturally in a range of math-
ematical contexts including control and optimisation, wavelet regularity, coding
theory, and combinatorics; for references see [5, 14, 15, 20]. As such the proper-
ties of the joint spectral radius are the subject of ongoing research investigation
[1, 5, 11, 14, 18].
Given a bounded set of matrices A, let us define An := {Ai1 · · ·Ain : Aj ∈ A} for
every integer n ≥ 1, and let ρ(A) denote the ordinary spectral radius of a square
matrix A. The joint spectral radius satisfies the identity
̺(A) = lim sup
n→∞
sup
A∈An
ρ(A)1/n
established by M. A. Berger and Y. Wang in [2], and I. Daubechies and J. Lagarias
noted in [9] that the inequalities
sup
A∈An
ρ(A)1/n ≤ ̺(A) ≤ sup
A∈An
‖A‖1/n
1
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apply for every n ≥ 1, where ‖ · ‖ is any operator norm on the space of d × d
matrices. The joint spectral radius therefore admits the characterisation
̺(A) = lim
n→∞
sup
A∈An
‖A‖1/n = inf
n≥1
sup
A∈An
‖A‖1/n(1.1)
= lim sup
n→∞
sup
A∈An
ρ(A)1/n = sup
n≥1
sup
A∈An
ρ(A)1/n.
for every operator norm ‖·‖. Motivated by these identities, J. Lagarias and Y. Wang
asked in [19] whether every finite set of d×d matrices A has the property that there
exists an integer N depending on A such that ̺(A) = max{ρ(A)1/N : A ∈ AN}. If
such an integer exists then A is said to have the finiteness property. Various authors
have since shown that there exist pairs of invertible 2×2 real matrices which do not
have the finiteness property [3, 4, 14, 17]. Conversely, some sufficient conditions
for the finiteness property to hold have been given in [7, 8, 12, 13, 19], and the
finiteness property for rational matrices has been studied in detail in [6, 16]. In
this note we investigate the relationship between the finiteness property of a set A
and the presence of rank one matrices in that set. We will show in particular that
the known examples of pairs of matrices which lack the finiteness property are in
some sense the simplest possible: if a finite set of d × d matrices fails to have the
finiteness property, then it must be the case that at least two of its elements have
rank greater than or equal to two.
The main result of this note is the following theorem:
Theorem 1.1. Let A = {A1, . . . , Aℓ} be a finite set of d× d matrices over C, and
let R ⊆ A be the set of all elements of A which have rank greater than or equal to
two. If ̺(R) < ̺(A) or R is empty, then there exists a finite sequence (Aij )
n
j=1 of
elements of A, in which each rank-one element of A appears at most once, such that
̺(A) = ρ(Ai1 · · ·Ain)
1/n.
The following corollary motivates the title of this article. (Note that a singleton
set trivially satisfies the finiteness property by Gelfand’s formula.)
Corollary 1.2. Let A be a finite set of d×d matrices over C, and let R ⊆ A be the
set of all elements of A which have rank greater than or equal to two. If A does not
satisfy the finiteness property then ̺(A) = ̺(R), R contains at least two elements,
and R does not satisfy the finiteness property.
Note that the converse of Corollary 1.2 is false: if B := {B1, B2} is a pair of
invertible 2× 2 real matrices which fails to satisfy the finiteness property, then the
set of 3× 3 matrices defined by
A :=
{(
B1 0
0 0
)
,
(
B2 0
0 0
)
,
(
0 0
0 ̺(B)
)}
clearly satisfies the finiteness property even though ̺(A) = ̺(R) and R does not
satisfy the finiteness property.
In the special case where R contains at most one element, Theorem 1.1 reduces
to the following:
Corollary 1.3. Let A = {A1, . . . , Aℓ} be a finite set of d × d matrices over C,
and suppose that A contains at most one element with rank greater than or equal to
two. Then there exists a finite sequence (Aij )
n
j=1 of elements of A, in which each
rank-one element of A appears at most once, such that ̺(A) = ρ(Ai1 · · ·Ain)
1/n.
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In the special case ℓ = 2 this further reduces to the following result, which
strengthens a recent theorem of X. Dai [7].
Corollary 1.4. If A = {A,B} where A has rank one, then either ̺(A) = ρ(B) or
̺(A) = ρ(ABn)1/(n+1) for some integer n ≥ 0.
It should be noted that the stipulation in Theorem 1.1 that A should be finite
rather than compact is deliberate, since the proof of Theorem 1.1 makes use of
the pigeonhole principle applied to the elements of A. In particular it remains
unclear whether an analogue of Corollary 1.2 holds when A is compact and infinite.
Motivated by this observation we ask the following question:
Question 1.5. Does there exist a compact infinite set of rank one matrices which
does not have the finiteness property?
2. Proof of Theorem 1.1
If ̺(A) = 0 then the theorem holds trivially, since it follows from (1.1) that
ρ(A) = 0 = ̺(A) for every A ∈ A. We may therefore freely assume that ̺(A) is
positive. By multiplying every element of A by the nonzero real scalar ̺(A)−1, we
may further reduce to the case in which ̺(A) = 1. For the rest of the proof we shall
assume without loss of generality that ̺(A) = 1.
Given a finite set of d×d complex matrices B = {B1, . . . , Bk} with nonzero joint
spectral radius, we shall say that a norm ‖ · ‖ on Cd is an extremal norm for B if
the induced operator norm on the space of d× d matrices satisfies ‖B‖ ≤ ̺(B) for
all B ∈ B. We will begin the proof by showing that Theorem 1.1 holds subject to
the additional assumption that A admits an extremal norm.
We will prove the theorem in the case where R is nonempty: the case where this
set is empty may be dealt with by a simple modification of the following argument.
Let us then write A = {A1, A2, . . . , Aℓ} with R = {A1, . . . , Ar} ⊂ A. Using (1.1)
we note that there exists N ≥ 1 such that
sup
k≥N
sup{‖B‖ : B ∈ Rk} < 1.
Let n ≥ N(1 + ℓ − r) and, using (1.1) together with the fact that ‖ · ‖ is extremal
for A, choose i1, . . . , in such that ‖Ai1 · · ·Ain‖ = 1. If m, k ≥ 1 are integers such
that im, im+1, . . . , im+k−1 all belong to the set {1, . . . , r}, then we necessarily have
k < N since
1 = ‖Ai1 · · ·Ain‖ ≤
∥∥Ai1 · · ·Aim−1∥∥ . ∥∥Aim · · ·Aim+k−1∥∥ . ∥∥Aim+k · · ·Ain∥∥
≤
∥∥Aim · · ·Aim+k−1∥∥ ≤ sup
B∈Rk
‖B‖
and this last term is greater than or equal to 1 only when k < N . In particular,
each block of N successive symbols ij , . . . , ij+N−1 must include at least one entry
in the range {r+ 1, . . . , ℓ}. Since n ≥ N(1 + ℓ− r) the sequence i1, . . . , in includes
at least 1 + ℓ − r pairwise non-overlapping blocks of length N , and it follows by
the pigeonhole principle that there exist integers k1, k2 such that 1 ≤ k1 < k2 ≤ n
and Aik1 = Aik2 /∈ R. Choose integers k1, k2 with these properties such that the
difference k2 − k1 is minimised. If Aiℓ1 = Aiℓ2 /∈ R and k1 ≤ ℓ1 < ℓ2 ≤ k2 then
necessarily ℓ1 = k1 and ℓ2 = k2 by minimality, and it follows that those elements
of the sequence (Aij )
k2−1
j=k1
which belong to A \ R are necessarily all distinct.
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We claim that ρ(Aik1 · · ·Aik2−1) = 1, which proves the theorem in the case of
the matrix set A. Since
1 = ‖Ai1 · · ·Ain‖ ≤ ‖Ai1 · · ·Aik1−1‖.‖Aik1 · · ·Aik2 ‖.‖Ai1+k2 · · ·An‖
≤
∥∥Aik1 · · ·Aik2
∥∥ ≤ 1
we have
∥∥Aik1 · · ·Aik2
∥∥ = 1. Choose a vector v such that ∥∥Aik1 · · ·Aik2 v
∥∥ = 1 and
‖v‖ = 1 . Since
1 =
∥∥Aik1 · · ·Aik2 v
∥∥ ≤ ∥∥Aik1 · · ·Aik2−1
∥∥ . ∥∥Aik2 v
∥∥ ≤ ∥∥Aik2 v
∥∥ ≤ 1
we have
∥∥Aik2 v
∥∥ = 1. The vector Aik2 v thus has unit length and belongs to the
image of the matrix Aik2 . The product Aik1 · · ·Aik2−1 maps this vector to a vector
which also has unit length and also belongs to the image of Aik2 = Aik1 . Since Aik2
has rank one its image is one-dimensional, and it follows that v is an eigenvector
of Aik1 · · ·Aik2−1 whose corresponding eigenvalue has unit modulus. We therefore
have ρ(Aik1 · · ·Aik2−1) = 1 as claimed, completing the proof of the theorem in this
case.
It remains to show that this result implies the validity of Theorem 1.1 in general.
To achieve this we use a reduction argument which is by now somewhat standard.
We require the following lemma, the proof of which may be found in e.g. [10].
Lemma 2.1. Suppose that the set of d× d matrices A = {A1, . . . , Aℓ} has nonzero
joint spectral radius and does not admit an extremal norm. Then there exist positive
integers d1, d2 such that d1+d2 = d, a family of d1×d1 matrices B = {B1, . . . , Bℓ},
a family of d1 × d2 matrices C = {C1, . . . , Cℓ}, a family of d2 × d2 matrices D =
{D1, . . . , Dℓ} and an invertible d× d matrix U such that
(2.1) U−1AiU =
(
Bi Ci
0 Di
)
for i = 1, . . . , ℓ.
Note that the matrices Bi are not necessarily pairwise distinct, and similarly for
the families of matrices Ci and Di.
We will prove the full statement of Theorem 1.1 by induction on the dimension
d of the matrices which comprise the set A. Since 1 × 1 matrix multiplication is
commutative, it is not difficult to see that the joint spectral radius of a finite set of
1× 1 matrices is just the maximum of the spectral radii of the individual matrices,
and in particular Theorem 1.1 holds trivially in this case. Let us now suppose
that Theorem 1.1 has been shown to hold for all finite sets of square matrices of
dimension at most d, and use this fact to establish that it is also valid for sets of
square matrices of dimension d+ 1.
Let A = {A1, . . . , Aℓ} be a finite set of (d + 1) × (d + 1) matrices which meets
the hypotheses of Theorem 1.1. If A admits an extremal norm then Theorem 1.1 is
valid for A by the argument given previously. Otherwise, let d1, d2,B,C,D and U be
as in Lemma 2.1. An easy consequence of (2.1) is that ρ(Ai) = max{ρ(Bi), ρ(Di)}
for each i = 1, . . . , ℓ, and in the same manner one may show that ρ(Ai1 · · ·Ain) =
max{ρ(Bi1 · · ·Bin), ρ(Di1 · · ·Din)} for any finite sequence i1, . . . , in of elements of
{1, . . . , ℓ}. Using (1.1) we deduce that ̺(A) = max{̺(B), ̺(D)}. We suppose that
̺(A) = ̺(B), the proof in the complementary case ̺(A) = ̺(D) being similar.
Let RB be the set of all elements of B which have rank greater than or equal
to two. If RB is empty, then the hypotheses of Theorem 1.1 apply to B. If RB is
RANK ONE MATRICES AND THE FINITENESS PROPERTY 5
not empty, then since each matrix Bi is obtained from the corresponding matrix
Ai by composition with an invertible matrix and a projection we necessarily have
rankBi ≤ rankAi. In particular if Bi has rank at least two, then Ai does also. We
deduce that
max
{
ρ(Bi1 · · ·Bin)
1/n : Bj ∈ RB
}
≤ max
{
ρ(Ai1 · · ·Ain)
1/n : Aj ∈ R
}
for every n ≥ 1, and using (1.1) we may derive the inequality ̺(RB) ≤ ̺(R) <
̺(A) = ̺(B). The hypotheses of Theorem 1.1 therefore also apply to B in the
case where RB is not empty. Since the matrices comprising B have dimension
d1 = d + 1 − d2 ≤ d it follows by the induction hypothesis that Theorem 1.1 is
valid for B, and hence there exists a finite sequence (ij)
n
j=1 of integers in the range
1, . . . , ℓ such that ̺(B) = ρ(Bi1 · · ·Bin)
1/n and such that no rank-one matrix Bi
occurs twice in the sequence (Bij )
n
j=1. Since ̺(A) = ̺(B) and rankBi ≤ rankAi for
each i, we deduce that ̺(A) = ρ(Ai1 · · ·Ain)
1/n and no rank-one matrix Ai occurs
twice in the sequence (Aij )
n
j=1. We conclude that Theorem 1.1 is valid for A, which
completes the proof of the induction step. This completes the proof of Theorem
1.1 in full generality.
3. Acknowledgment
This research was conducted as part of the ERC grant MALADY (246953).
References
[1] A. A. Ahmadi, R. Jungers, P. A. Parrilo, and M. Roozbehani, Analysis of the joint
spectral radius via Lyapunov functions on path-complete graphs, in Proceedings of the 14th
International Conference on Hybrid Systems: Computation and Control, HSCC ’11, New
York, NY, USA, 2011, ACM, pp. 13–22.
[2] M. A. Berger and Y. Wang, Bounded semigroups of matrices, Linear Algebra Appl., 166
(1992), pp. 21–27.
[3] V. D. Blondel, J. Theys, and A. A. Vladimirov, An elementary counterexample to the
finiteness conjecture, SIAM J. Matrix Anal. Appl., 24 (2003), pp. 963–970 (electronic).
[4] T. Bousch and J. Mairesse, Asymptotic height optimization for topical IFS, Tetris heaps,
and the finiteness conjecture, J. Amer. Math. Soc., 15 (2002), pp. 77–111 (electronic).
[5] C.-T. Chang and V. D. Blondel, Approximating the joint spectral radius using a genetic
algorithm framework, in 18th IFAC World Congress IFAC WC2011, no. 1, 2011, pp. 1–6.
[6] A. Cicone, N. Guglielmi, S. Serra-Capizzano, and M. Zennaro, Finiteness property of
pairs of 2 × 2 sign-matrices via real extremal polytope norms, Linear Algebra Appl., 432
(2010), pp. 796–816.
[7] X. Dai, The finite-step realizability of the joint spectral radius of a pair of d × d matrices
one of which being rank-one. Preprint, arXiv:1106.0870v1, 2011.
[8] X. Dai and V. S. Kozyakin, Finiteness property of a bounded set of matrices with uniformly
sub-peripheral spectrum, Information Processes, 11 (2011), pp. 253–261.
[9] I. Daubechies and J. C. Lagarias, Sets of matrices all infinite products of which converge,
Linear Algebra Appl., 161 (1992), pp. 227–263.
[10] L. Elsner, The generalized spectral-radius theorem: an analytic-geometric proof, in Pro-
ceedings of the Workshop “Nonnegative Matrices, Applications and Generalizations” and the
Eighth Haifa Matrix Theory Conference (Haifa, 1993), vol. 220, 1995, pp. 151–159.
[11] N. Guglielmi and V. Protasov, Exact computation of joint spectral characteristics of linear
operators. Preprint, arXiv:1106.3755v1, 2011.
[12] L. Gurvits, Stability of discrete linear inclusion, Linear Algebra Appl., 231 (1995), pp. 47–85.
[13] L. Gurvits, Stability of linear inclusions - part 2. NECI research report TR96-173, 1996.
[14] K. G. Hare, I. D. Morris, N. Sidorov, and J. Theys, An explicit counterexample to the
Lagarias-Wang finiteness conjecture, Adv. Math., 226 (2011), pp. 4667–4701.
6 IAN D. MORRIS
[15] R. Jungers, The joint spectral radius, vol. 385 of Lecture Notes in Control and Information
Sciences, Springer-Verlag, Berlin, 2009. Theory and applications.
[16] R. M. Jungers and V. D. Blondel, On the finiteness property for rational matrices, Linear
Algebra Appl., 428 (2008), pp. 2283–2295.
[17] V. S. Kozyakin, A dynamical systems construction of a counterexample to the finiteness
conjecture, in Proceedings of the 44th IEEE Conference on Decision and Control, and the
European Control Conference 2005, Seville, Spain, December 2005, pp. 2338–2343.
[18] , A relaxation scheme for computation of the joint spectral radius of matrix sets, J.
Differ. Equations Appl, 17 (2011), pp. 185–201.
[19] J. C. Lagarias and Y. Wang, The finiteness conjecture for the generalized spectral radius
of a set of matrices, Linear Algebra Appl., 214 (1995), pp. 17–42.
[20] V. Y. Protasov, R. M. Jungers, and V. D. Blondel, Joint spectral characteristics of ma-
trices: a conic programming approach, SIAM J. Matrix Anal. Appl., 31 (2009/10), pp. 2146–
2162.
[21] G.-C. Rota, Gian-Carlo Rota on analysis and probability, Contemporary Mathematicians,
Birkha¨user Boston Inc., Boston, MA, 2003. Selected papers and commentaries, Edited by
Jean Dhombres, Joseph P. S. Kung and Norton Starr.
[22] G.-C. Rota and G. Strang, A note on the joint spectral radius, Nederl. Akad. Wetensch.
Proc. Ser. A 63 = Indag. Math., 22 (1960), pp. 379–381.
Dipartimento di Matematica, Universita´ degli Studi di Roma Tor Vergata, Via della
Ricerca Scientifica, Rome 00133, Italy.
E-mail address: ian.morris.ergodic@gmail.com
