Global and zonal monthly means of cloud cover fraction for total cloudiness (CF) from the ISCCP D2 dataset are compared to same quantities produced by the 20th century simulations of 21 climate models from the World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 3 (CMIP3). The comparison spans the time frame from January 1984 to December 1999 and the global and zonal averages of CF are studied. It is shown that the global mean of CF for the PCMDI-CMIP3 models, averaged over the whole period, exhibits a considerable variance and generally underestimates the ISCCP value. Large differences among models, and between models and observations, are found in the polar areas, where both models and satellite observations are less reliable, and especially near Antarctica. For this reason the zonal analysis is focused over the 60°S-60°N latitudinal belt, which includes the tropical area and midlatitudes. The two hemispheres are analysed separately to show the variation of the amplitude of the seasonal cycle. Most models underestimate the yearly averaged values of CF over all the analysed areas, whilst they capture, in a qualitatively correct way, the magnitude and the sign of the seasonal cycle over the whole geographical domain, but overestimate the amplitude of the seasonal cycle in the tropical areas and at mid-latitudes, when taken separately. The interannual variability of the yearly averages is underestimated by all models in each area analysed, and also the interannual variability of the amplitude of the seasonal cycle is underestimated, but to a lesser extent. This work shows that the climate models have a heterogeneous behaviour in simulating the CF over different areas of the Globe, with a very wide span both with observed CF and among themselves. Some models agree quite well with the observations in one or more of the metrics employed in this analysis, but not a single model has a statistically significant agreement with the observational datasets on yearly averaged values of CF and on the amplitude of the seasonal cycle over all analysed areas.
Introduction
Clouds constitute one of the major factors in determining the Earth radiation budget. They profoundly influence the general circulation of the atmosphere, the hydrological cycle and the atmospheric and surface energy budget. Many studies show the crucial role of clouds in modulating the climate (e.g., Stephens et al., 1990; Poetzsch-Heffter et al., 1995; Senior, 1999; Yao and Del Genio, 1999; Liou, 2002; Cess and Udelhofen, 2003; Williams et al., 2006; Solomon et al., 2007) . Small changes in the location or frequency of clouds can impact the climate in a very substantial way. Moreover, improvements in the representation of clouds constitute a crucial goal for climate modellers, since the uncertainty about the intensity of the clouds feedback on climate is considered as the major obstacle to improving the climate change predictions (Solomon et al., 2007) . The scientific debate concerning the strategies to achieve efficient and accurate parameterizations for clouds in climate models is very intense (Arking, 1991; Ridout and Rosmond, 1996; Webb et al., 2001; Weare, 2004; Schmidt et al., 2006; Stowasser and Hamilton, 2006; Su et al., 2006; Tsushima et al., 2006; Reichler and Kim, 2008; Vavrus et al., 2009; Wilkinson et al., 2008; Woods et al., 2008; Waliser et al., 2009) . In particular Arking (1991) shows how ice and liquid clouds are often poorly represented in general circulation models, and Waliser et al. (2009) shows that the accurate representation of tropospheric ice clouds is a difficult goal for the model development community. Vavrus et al. (2009) compares simulations of late 20th (and also 21st) century Arctic cloud amount from 20 global climate models in the Coupled Model Intercomparison Project phase 3 (CMIP3) against products from the Arctic Climatology Project (2000) . They find that the 20th century simulations realistically simulate the spatial distribution of Arctic clouds, the magnitude of cloudiness during the warmest seasons (summer-autumn), and the prevalence of low clouds as the predominant type. The greatest inter-model spread and most pronounced model error of excessive cloudiness coincides with the coldest seasons (winter-spring) and locations (perennial ice pack, Greenland, and the Canadian Archipelago). Zhang et al. (2005) compares the basic cloud climatologies from ten atmospheric general circulation models with satellite measurements from the International Satellite Cloud Climatology Project (ISCCP) and the Clouds and Earths Radiant Energy System (CERES) programme, in an effort to assess the status of state-of-the-art of these models in simulating cloud-related processes and to reveal deficiencies in order to improve them. An ISCCP simulator is employed in all models to facilitate the comparison. The results reveal several model imperfections: a four-fold difference in high clouds among the models, with the majority of the models simulating only 30-40% of the observed middle clouds and half of the models underestimating the low clouds. Stratifying in optical thickness ranges, they find that the majority of the models simulate optically thick clouds more than twice the satellite observations, however most models underestimate optically intermediate and thin clouds. Moreover the latitudinal distributions of seasonal variations has a correlation with satellite measurements greater than 0.9 for high clouds, between 0.6 and 0.9 for middle clouds and between 0.2 and 0.7 for low clouds. Pincus et al. (2008) describes a methodology to evaluate the performance of CMIP3 climate models, by comparing the simulation of the present-day distribution of cloud fraction, radiation (top-of-atmosphere long-wave, short-wave and net radiative fluxes and top-of-atmosphere long-wave, short-wave and net cloud forcing) and surface precipitation rate, to global observations (primary and secondary datasets selected for each product being compared). A range of statistical parameters are defined in the text (RMS error, mean bias, centred RMS error, the ratio of the standard deviations and the correlation), however only two statistical parameters, namely the standard deviation and the correlation, are discussed at depth. It is stated that no individual model excels in all scores though "the IPCC mean model", constructed by averaging the fields produced by all the CMIP models, performs particularly well. Williams and Webb (2009) assign model data to observed cloud regimes obtained from clustering histograms of cloud amount in joint cloud optical depth (tau)-cloud top pressure (CTP) classes, with the aim to evaluate how well the cloud regimes are simulated in the global circulation models (GCMs).
They use data from ten models submitted to the Cloud Feedback Model Intercomparison Project (CFMIP, http://www. cfmip.net) and the 3-hourly ISCCP D1 product to obtain the daily mean joint tau-CTP histograms of cloud amount. They state that detailed analysis of the cloud regimes provides model developers with considerable information on the weaknesses of the cloud simulation in their model. The results show that most of the global variance in the cloud radiative response between GCMs is due to low clouds with 47% due to the stratocumulus regime and 18% due to the regime characterised by clouds undergoing transition from stratocumulus to cumulus. Marchand and Ackerman (2010) presents recent simulations using the multiscale modelling framework (MMF), in which a two-dimensional or small three-dimensional cloud resolving model is embedded into each grid cell of a climate model, against products from the ISCCP and from the Multiangle Imaging Spectroradiometer (MISR). The products that are compared are joint histograms of cloud top height and optical depth from the MMF with same produced by the ISCCP and from the MISR. The paper points out that the two satellite dataset differ in both the satellite sensors and the algorithms used, with the result that the joint histograms can differ quite significantly even when viewing exactly the same clouds. The analysis shows that the MMF reproduces the broad pattern of tropical convergence zones, subtropical belts, and mid-latitudes storm tracks as observed by ISCCP and MISR. However, the model has several shortcomings as it significantly underpredicts the amount of low level cloud in most regions.
The present work considers one of the datasets of the ISCCP, the D2 dataset (Rossow et al., 1987) , described in next section, which provides monthly values of several variables. The D2 dataset is used to evaluate the performance of 21 CMIP3 climate models, presented in next Section. Since the cloud vertical structure is not available in the output files for most CMIP3 models, our analysis is confined to the cloud cover fraction of total cloudiness (CF), and compares the CF monthly mean from the ISCCP D2 dataset with same quantity from the models for the common time frame from January 1984 to December 1999. We build upon the previous work of Pincus et al. (2008) but take a different perspective, focusing on the comparison of yearly averages as well as the seasonal cycle on a global scale and on selected latitudinal bands, in order to investigate to what extent the climate models are able to capture the large scale and low-frequency features of the clouds distribution in the present climate.
In Section 2 a brief description of observational and model data used in this analysis is presented. The results stemming from the comparison are discussed in Section 3, where the first order statistics for global, zonal and seasonal averages is presented. The paper does not discuss the second order statistics, already shown by Pincus et al. (2008) . The concluding remarks are drawn in Section 4.
Observational and model data
ISCCP is the first project of the World Climate Research Programme (WCRP) to study the role of clouds in the Earth radiation budget and in the hydrological cycle. Since July 1983 the visible (0.6 μm) and infrared (11 μm) radiances, measured by imaging radiometers carried on polar and geostationary satellites, have been collected and processed into a cloud climatology. A detailed description of the methodology is given in Rossow and Garder (1993a) . In this study we consider the CF monthly means on an Equal-Area Grid (280 × 280 km 2 ), which are part of the D2 dataset. More information can be found in Rossow et al. (1987) , Rossow and Schiffer (1991) , Rossow and Garder (1993b) , Rossow et al. (1993 Rossow et al. ( , 1996 , Rossow and Schiffer (1999) , Rossow and Duenas (2004) , and ISCCP web site (2010) .
The ISCCP cloud analysis consists of three main modules:
• The results of the first two tests are combined to label image pixels as clear only when they exhibit low variability in both space and time.
• cumulation of space/time statistics (applied to both images), to collect statistics on the variations of the infrared and visible radiances over larger spatial and temporal domains; The Radiative Model Analysis module compares measured radiances to radiative transfer calculations to retrieve the cloud-top temperature and visible optical thickness (for the cloudy pixels), and the surface reflectance and surface temperature (for the clear pixels). The radiative transfer calculations require knowledge of the profiles of atmospheric temperature, layer amounts of precipitable water vapour and total column ozone abundance, derived by TOVS (Tiros Operational Vertical Sounder) data products; the surface temperatures is retrieved assuming a surface emissivity of unity, underestimating the true physical temperature of the surface, and the surface is treated as an isotropic reflector; the clouds are represented in the radiative model as a single, thin layer, uniformly covering the image pixel with a specified average particle size and size distribution. Two cloud microphysical models are used: an ice crystal model for clouds colder than 260 K, otherwise a liquid water model. The fractional areal cloud cover (from 0 to 1) is determined only by combining products over larger areas (280 km across) because of the assumption that each cloudy pixel is assumed completely covered.
Although the ISCCP D2 Data Set is the best known and most widely used cloud dataset, it must be used with great care. The accuracy of the ISCCP CF depends on three factors: the validity of the cloud detection, the sensitivity of the cloud detection and the accuracy of the areal cover fraction estimated by counting cloudy pixel with a finite resolution. The ISCCP cloud detection algorithms presents the extreme errors in the polar region (Rossow and Garder, 1993a,b) . Rossow and Schiffer (1999) examine this problem and show the changes introduced into the cloud detection method to reduce this error. They show also that the ISCCP method has some problems to detect the very thin cloud, underestimating the upper-level cloudiness. Same problem is shown in Wylie et al. (2005) and in Bender et al. (2011) .
Another common limitation when using the satellite observations is the drift in the Equatorial Crossing Time (ECT) over the life span of a polar satellite and the possibly correlated trend of cloud cover. The shift in ECT has limited impact on the calibration of the satellite instruments over time and on the combined use of data from different satellites for operational meteorological analysis. It is very important instead in the derivation of a climatologically-relevant dataset (Stowe et al., 2002; Wylie et al., 2005) .
A number of studies have also shown that some CF trends can be explained by factors other than physical changes occurring in the atmosphere. The number of geostationary satellites available varies in time and consequently the average view angle changes as the dataset is being accumulated thus creating a viewing geometry artefact (Campbell, 2004 (Campbell, , 2006 Evan et al., 2007; Bender et al., 2011) . The switch to the new generation of Advanced Very High Resolution Radiometer (AVHRR), when the NOAA-16 replaced NOAA-14, has introduced a shift, during the 2001-2002 period (Evan et al., 2007) and the definition of an agreed procedure for taking care of this last issue is still not conclusive. Bender et al. (2011) show several spurious changes related to the satellite viewing zenith angle (VZA). The CF at a given point is seen larger if the VZA is larger. This is a problem particularly for the thin clouds since optically thin clouds that are not detected at low VZA, may be detected at high VZA.
The products of the climate models used in the present study were collected and stored by the Programme for Climate Model Diagnosis and Intercomparison (PCMDI) in the World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 3 (CMIP3) multi-model dataset, a project of the US Lawrence Livermore National Laboratory. Henceforth the considered climate models are denoted as PCMDI-CMIP3 models. It is important to highlight that the PCMDI-CMIP3 dataset has played a vital role for the scientific research which has led to the preparation of IPCC AR4 (Solomon et al., 2007) . The project was designed to simulate the climate variability and the climate response to forcings, such as changes in solar irradiance and in atmospheric CO 2 concentration. The third phase of this experiment (CMIP3) included the "realistic" scenarios for both past and present climate forcing, therefore the CMIP3 multi-model dataset contains several simulations, including the reconstruction of the past and present climate and the future climate projections (see on PCMDI web site, 2010 the complete experiments list).
The experiment considered in this work was aimed at representing the 20th Century Climate. It describes the evolution of climate from the industrial revolution (1850) to 2000, by specifying the observed concentrations of greenhouse gas (e.g. CO 2 , CH 4 , N 2 O, CFCs) and, for some models, by including also natural and anthropogenic sulphate aerosols, volcanic activity and solar irradiance variations as forcing agents. In Table 1 only the latter forcing is shown, whilst a synthesis of the forcings for each model can be found in the AR4 (2011). For each model, the 20th Century simulation starts from the initial conditions provided by the pre-industrial control run, where an (approximate) steady state is obtained as a result of a long integration performed with fixed atmospheric composition (most notably, the CO 2 concentration is set to 280 ppm). See PCMDI web site (2010) and Meehl et al. (2007) for more information.
Finally one must consider that same name and acronym (CF) are used to represent the variable extracted from the CMIP3 models (cloud cover fraction) and the ISCCP product (cloud amount). The ISCCP definitions for the two quantities are the following:
• cloud amount represents the frequency of occurrence of cloudy conditions in individual satellite image pixels, each of which covers an area of about 4 to 49 km 2 . Comparisons to other measurements confirm that this quantity also represents the fractional area coverage at any one time for the larger 280 km grid cell areas.
• cloud cover fraction represents the fractional area covered by clouds as observed from above by satellites. It is estimated by counting the number of satellite fields-of-view (about 5 km across for ISCCP) that are determined to be cloudy and dividing by the total number of fields-of-view in a region about 280 km across.
More information and discussion can be found in Rossow et al. (1993) and Rossow and Schiffer (1999) .
In the present work the CF monthly averages for the period January 1984-December 1999 are considered as the metric for auditing the PCMDI-CMIP3 models, although we are aware of the limitations of the D2 dataset discussed above. Zhang et al. (2005) , Pincus et al. (2008) and Marchand and Ackerman (2010) point out that more than one database is generally available, for each parameter under study. We have compared the ISCCP and PCMDI-CMIP3 products against products obtained with a technique that employs the Highresolution Infrared Radiation Sounder (HIRS) radiance data (Wylie et al., 2005) . There are important differences in the ISCCP and HIRS processing chains that lead to the estimate of CF and we have not attempted to produce a continuous HIRS dataset covering the complete time period of our study from the data of different NOAA spacecrafts that were received from the authors, uncorrected for the effect of change in ECT. Therefore we are not presenting the results based on the HIRS dataset in our comparison, but instead quote results from Wylie et al. (2005) .
Results
In Fig. 1 the CF global monthly mean values, averaged over the whole period under study (Jan 1984 -Dec 1999 , are shown for all the models. CF is expressed ranging from Table 1 List of PCMDI-CMIP3 models used in this study. The third column represents their horizontal and vertical resolution: the former is expressed as degrees latitude by longitude or as a triangular spectral truncation (T), and the latter is the number of vertical levels (L). The fourth column specifies models with a 3D cloud output. The last column provides an indication of the type of forcings used by each model. Since CF enters a number of fundamental physical processes that impact, among others, the energy available at the surface and the energy balance at the top of the atmosphere, we cannot consider these mean differences as unimportant. The CF zonal mean, averaged over the whole period, of the ISCCP D2 dataset and of the PCMDI-CMIP3 models is shown versus latitude in Fig. 2 . The models' ensemble mean of the CF zonal profile (a mean model computed assuming equal weights for all models) is portrayed in Fig. 3 with one standard deviation of the models' mean. The figure has been constructed by remapping the models' zonal profiles to a common resolution (see Table 1 for the horizontal resolution of the individual models). In same figure also the ISCCP D2 zonal mean is shown. We remark that, as discussed in Lucarini (2008) , the ensemble mean and ensemble spread must be interpreted only as a qualitative representation of the typical output given by models and of their typical degree of agreement. In fact, ensemble mean and spread cannot be given any quantitative probabilistic meaning, since they are not produced as observables of a well-defined probability space.
Both figures show that nearly all models, whilst providing a qualitatively correct picture of the latitudinal dependence of cloud cover, underestimate the average CF for a large portion of the latitudinal belt between 60°S and 60°N, to such an extent that the ISCCP values is, in most latitudes, higher than the ensemble mean by over one standard deviation. Note that this is the latitudinal belt where observational data are most reliable. The models show a relatively better agreement with the satellite observations in the tropical area, possibly because the convective parametrization schemes are tuned to work better in this area. The largest biases are found at mid-latitudes, which points at deficiencies in the representation of mid-latitudes cyclones. This problem is also widely examined in Lucarini et al. (2007) and Lucarini and Ragone (2011) that found large differences among the CMIP3 models representation of the mid-latitudes variability and in the description of the meridional heat transport. In terms of consistency among the models outputs (Fig. 2) , we observe a relative spread (defined as the ratio of largest difference for the ensemble of the 21 models to multi-model mean) of about 0.4 in the equatorial region, and consistently above 0.3 poleward of 50°in both hemispheres. In the polar regions the relative spread is of the order of 0.6 in the Arctic region, in agreement with the observed difficulties in the representation of Polar clouds (Vavrus et al., 2009) , whereas over Antarctica it reaches a staggering 0.9.
In order to show more precisely the degree of realism and self-consistency of the models, the yearly time average CF (spatially averaged) and the amplitude of seasonal cycle, are analysed for the 60°S-60°N latitudinal belt, where observations are more reliable and models are expected to perform better. The two hemispheres (denoted by NH and SH) are also analysed separately to show the variation of the amplitude of the seasonal cycle. Moreover, the shape of the zonal mean (see Fig. 3 ) suggests to analyse separately the tropical areas (0-30°N and 30-0°S) and the mid-latitudes (30-60°N and 60-30°S). Results of this concise comparison are presented in Fig. 4 for the area 60°S-60°N, in Fig. 5a and b for the two hemispheres, in Fig. 6a and b for the tropical areas and in Fig. 7a and b for the mid-latitudes.
Consistently with what observed in Figs. 1-3, Fig. 4 shows that all models, except CNRM-CM3, underestimate the yearly average CF, shown in abscissa, with differences up to 20%, and reduced consistency within the ensemble. Since we are integrating over a symmetric latitudinal belt, we expect a weak seasonal signal, representing the asymmetry of climate in the two hemispheres. D2 data feature a weak seasonal cycle signal (about 1.5%) with a positive value, meaning that the December, January and February (DJF) cloud coverage is larger than the June, July and August (JJA) one. For all models the CF features a weak seasonal cycle with amplitude smaller than 5%, and most models have the same sign as the observations. Only two models -CSIRO-Mk3.0 and FGOALSg1.0 -feature statistical properties consistent with those of the D2 dataset. Interestingly, all models underestimate the interannual variability of the yearly average (measured by the length of the horizontal bars) and many underestimate the variability of the amplitude of the seasonal cycle (measured by the length of the vertical bars).
When separating the two hemispheres -see Fig. 5 -all models, except CNRM-CM3 and FGOALS-g1.0 (only in NH), underestimate the yearly average CF. The amplitude of the seasonal cycle both for the observations and for most models has opposite sign in the two hemispheres, negative in the NH and positive in the SH. Note that, whereas most models feature a reasonably good agreement with observations on the Averaged from 60°South to 60°North Fig. 4 . CF comparison between the ISCCP D2 data (blue) and the PCMDI-CMIP3 models runs (red), both averaged from 60°South to 60°North. On the x-axis is the yearly average (bCF>), averaged over the whole time period, and the horizontal half-bar is twice the standard deviation with respect to bCF>; the y-axis is the average differences of CF for December, January and February (DJF) and June, July and August (JJA), and the vertical half-bar is twice the standard deviation of the amplitude bCF DJF − CF JJA >. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) amplitude of the seasonal cycle in the SH, the situation is less clear in the NH, where the model spread is larger, with few models even featuring a sign opposite to that of observations. In both areas the interannual variability of the yearly average is underestimated in all cases. The variability of the amplitude of the seasonal cycle is also underestimated, but to a lesser extent. The only model in agreement with the observation in both hemispheres is CSIRO-Mk3.0.
In order to gain a better understanding of such issues in the performance of the models, it is crucial to separate the CF in the tropical area and at mid-latitudes, since different dominant mechanisms lead to the formation of clouds in the two areas, tropical convection and baroclinic instability, respectively. Fig. 6a and b suggests that, when yearly averages are considered, each model features similar average values of CF on the two sides of the equator, in agreement with the observations. All models except CNRM-CM3, CSIRO-Mk3.0, and FGOALSg1.0 consistently underestimate the average CF. Since the Intertropical Convergence Zone (ITCZ) shifts latitudinally toward the summer regions, thus moving towards north in JJA and towards south in DJF, a strong seasonal cycle of opposite sign is expected when the tropical regions of the two hemispheres are considered separately. This is a clear feature that all models capture at least in qualitative terms, even if the absolute value of the seasonal signal ranges, among models, between about 3% to about 19% in both hemispheres. Most models feature a seasonal cycle similar in absolute value in both hemispheres, a feature present also in the D2 dataset. In both areas the interannual variability of the yearly average is underestimated in all cases. Overall, three models -CSIRO-Mk3.0, CSIRO-Mk3.5 and GFDL2.0 -feature statistical properties compatible with those of the ISCCP dataset in both tropical regions.
Considering the mid-latitudes (Fig. 7) , the yearly averaged CF is higher in the SH by 5-10% for nearly all models and for the observations. A likely reason is that the land surface fraction is much lower in the SH, so that the processes of exchange of water vapour between the atmosphere and the underlying surface are more efficient, considering that surface winds are also stronger. In both hemispheres, most models underestimate the D2 yearly averaged CF by a large amount, up to about 20%, with larger differences in the SH. For both observations and models in the NH the seasonal cycle has opposite sign (and comparable size) to the nearby tropical region. In fact, mid-latitudes clouds are more abundant in the cold season since the main mechanism leading to their formation, baroclinic cyclogenesis, is stronger in the winter. This physical argument holds also in the SH, where nevertheless the seasonal cycle is much weaker than its NH counterpart for all models, whereas no seasonal cycle at all is found in the observations. The weaker seasonal signal of the southern temperature difference between high and low latitudes surely plays a role in explaining this. Analogously to what observed in the tropical regions, most models slightly underestimate the variability of the seasonal cycle of the mid-latitudes CF in both hemispheres by a value of the order of 5-10%. Overall, for no models the statistical properties of the mid-latitudes CF are compatible with those of observations, and the degree of mutual consistency among the models is rather low. The CNRM-CM3 model is the closest to ISCCP data.
Conclusions
In this paper the monthly mean of total cloud cover fraction (CF) is chosen as benchmark for intercomparing and validating climate models included in the PCMDI-CMIP3 project, which have contributed decisively to the preparation of IPCC AR4 (Solomon et al., 2007) . As observational counterpart, the satellite observations of clouds constituting the ISCCP D2 dataset for the 1984-1999 time frame, are considered. These data are compared to the corresponding period of the standard 20th century simulations of 21 climate models.
Whilst some models agree quite well with the observations in one or more of the metrics employed in this analysis, not a single model shows a statistically significant agreement with the observational dataset of yearly averaged values of CF and on the amplitude of the seasonal cycle on both tropical and extratropical regions. Our results highlight that the representation of the basic statistical properties of clouds in state-of-the-art climate models is still incomplete, as relevant systematic errors are present for most models in both tropical and extratropical regions. Typically, the climate models underestimate both the global CF and the zonal averaged CF over almost all zonal bands.
The range of model results is very wide since the annual and global averaged CF ranges from about 47% to 73%, with a mean difference with D2 observations of about 7%. The largest differences among models in the zonal averages are found in the tropical region and in the two polar regions, where the relative spread of models' outputs reaches 0.4 (Tropics), 0.6 (Arctic region) and 0.9 (Antarctica). One must however also consider that it is likely that the error in the CF properties in the observational dataset is largest in the polar regions.
Looking at higher order statistics, it is shown that the interrannual variability of global averaged CF are quite strongly underestimated in all models with respect to observations, whilst the interannual variability of the seasonal signal is only slightly underestimated.
The documented differences between the observational dataset and the models constitute a problem since the statistical properties of clouds play a decisive role in the earth climate, by providing a first order contribution to the energy budget at the top of the atmosphere (Solomon et al., 2007) and at the surface. It is therefore a feature that influences many physical processes inside the real atmosphere and inside models. Since most models are tuned to provide a TOA energy balance as close as possible to the measured record, the systematic deviations between a model and the CF observational dataset imply compensating deviations in a range of physical processes occurring almost everywhere in the system. The documented systematic inter-model discrepancies provide an indication of the effect of diverse mix of physical processes on CF. The authors believe that this is not an healthy situation.
The results presented in this paper provide a natural complement to the analyses shown in Pincus et al. (2008) , who discussed the second moments of the statistics of the CF but did not show the results of the mean climatology. Often, the results obtained from different climate models are averaged under the assumption that the model biases will partially compensate, so that a more realistic estimate of the climate properties are achieved by the so-constructed "mean model". As discussed in, e.g., Lucarini (2008) such a procedure, even if commonly used, is not really well defined in a probabilistic sense, and should be interpreted only in a qualitative sense. Since in our case most of the models have biases of the same sign with respect to observations, the ensemble mean (constructed in our case with a simple un-weighted averaging) does not provide good agreement with observations for the considered statistical estimators, with discrepancies in most case larger than one standard deviation of the single model outputs.
A comparison of CF obtained from the ISCCP project and from the HIRS processing can be obtained from Wylie et al. (2005) . It is shown that the HIRS monthly average CF (for all clouds) is larger than the ISCCP one in the extratropical belts from 20°N to 60°N and from 20°S to 60°S over land and in the tropical belt from 20°N to 20°S over both land and ocean. The comparison of the 20th century simulations' CF values against the HIRS dataset would therefore show larger differences over most of the globe with respect to the figures we have shown.
This work is an attempt to discuss some results that may or may not indicate basic modelling problems, in order to stimulate further research in the field as a support to models' development. It cannot provide insight on the reasons behind particular results obtained by some models. In order to address this problem one would need to apply more accurate diagnostics and specific simulation strategies. Obviously, the comparison of only a single parameter is merely the first step of our analysis which aims to clarify the accuracy of climate models in simulating clouds. Further investigation will be directed at understanding the properties of clouds in the next generation of climate models, whose data will soon be released by the PCMDI/CMIP5 project and will contribute to the next IPCC report.
