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Zusammenfassung
Sei M eine kompakte Riemannsche Mannigfaltigkeit, so dass die uni-
verselle Überlagerung X von M Gromov-hyperbolisch ist. Seien G ein
endlicher, zusammenhängender metrischer Graph und u, v : G −→M
stetig und homotop. Dann gibt es eine Homotopie zwischen u und v,
deren Länge beschränkt ist durch eine lineare Funktion in L(u)+L(v)
mit Koeffizienten, welche nur von der Dimension, dem Durchmesser,
dem Injektivitätsradius und den Krümmungsschranken von M sowie
der Hyperbolizitätskonstante von X abhängen.
Abstract
Let M be a compact Riemannian manifold such that its universal
cover X is Gromov hyperbolic, G a finite, connected metric graph,
and u, v : G −→ M continuous and homotopic. Then there exists a
homotopy between u and v with length bounded by a linear map in
L(u)+L(v), where the coefficients depend only on the dimension, the
diameter, the injectivity radius, and the curvature bounds of M , as
well as the hyperbolicity constant of X.
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2 0 EINLEITUNG
0 Einleitung
Seien G ein endlicher, zusammenhängender metrischer Graph undM = X/Γ
eine vollständige Riemannsche Mannigfaltigkeit mit universeller Überlage-
rung X und Decktransformationsgruppe Γ. Ist u : G −→ M stetig, so ist
L(u|e) für jede Kante e von G die Länge von u eingeschränkt auf e. Man
definiert die Länge L(u) als Summe über alle diese Längen. u : G −→ M
heisst C1-differenzierbar, wenn die Einschränkung von u auf jede Kante C1-
differenzierbar ist.
Kappeler, Kuksin, Schroeder zeigen in [KKS, Theorem 0.1]: Seien κ, ̺ > 0.
M habe Krümmung KM ≤ −κ und Injektivitätsradius inj(M) ≥ ̺. Seien
u, v : G −→ M homotope C1-Abbildungen, welche nicht in der trivialen
Homotopieklasse sind. Dann gibt es eine C1-Homotopie A : G× [0, 1] −→ M
von u nach v mit
sup
t∈G
L(s 7→ A(t, s)) ≤ 3 · [L(u) + L(v)]+ C(κ, ̺/20),
wobei C(κ, ε) := 8 shκ
−1(1) + 8 shκ
−1(1/ shκ(ε)) und shκ(ε) := sinh(
√
κ ε).
Das Ergebnis der vorliegenden Dissertation ist eine Verallgemeinerung dieses
Resultats auf kompakte Mannigfaltigkeiten mit Gromov-hyperbolischer uni-
verseller Überlagerung. Dabei werden beliebige stetige, nicht notwendigerwei-
se C1-differenzierbare Abbildungen zugelassen. Man erhält keine konkreten
Konstanten wie in [KKS], die Abschätzung ist aber linear in L(u) + L(v).
Satz 0.1. Seien N ∈ N∗, D, ̺, δ > 0, κ1 ≤ κ2 ∈ R. Sei M eine kompakte N-
dimensionale Riemannsche Mannigfaltigkeit mit Durchmesser diam(M)≤D,
Injektivitätsradius inj(M) ≥ ̺ und Krümmung κ1 ≤ KM ≤ κ2, so dass die
universelle Überlagerung X von M δ-hyperbolisch ist. Seien G ein endlicher,
zusammenhängender metrischer Graph und u, v : G −→ M stetig und ho-
motop. Dann gibt es eine Homotopie A : G × [0, 1] −→ M von u nach v
mit
sup
t∈G
L(s 7→ A(t, s)) ≤ B · [L(u) + L(v)]+ B,
wobei die Konstante B = B(N,D, ̺, κ1, κ2, δ) ∈ R+ nur von N , D, ̺, κ1, κ2
und δ abhängt.
3Um Satz 0.1 zu beweisen, untersucht man die Decktransformationsgruppe Γ
von X. Sind Isometrien γ1, . . . , γn ∈ Γ gegeben, benötigt man eine Abschät-
zung des Durchmessers von Mengen mit kleiner Verschiebung unter γ1, . . . , γn
modulo deren Zentralisator. Dies entspricht Proposition 1.5 in [KKS]. Wir
beweisen diese Abschätzung für eine grössere Klasse von Räumen, welche
nicht notwendig mit einer Mannigfaltigkeitsstruktur versehen sind.
Satz 0.2. Seien D, δ > 0, X ein eigentlicher, geodätischer, δ-hyperbolischer
Raum und Γ eine Gruppe, welche frei, total diskontinuierlich, durch Isome-
trien und kokompakt auf X operiert mit diam(X/Γ) ≤ D. Sei Ω : R+ −→ N∗
eine Abbildung mit #
(
Γy∩Br(z)
) ≤ Ω(r) für alle r ≥ 0 und y, z ∈ X. Seien
n ∈ N, γ1, . . . , γn ∈ Γ und x, y ∈ X. Dann gibt es σ ∈ Z(γ1, . . . , γn) mit
d(x, σy) ≤ B · max
i=1,...,n
d(x, γix) + B · max
i=1,...,n
d(y, γiy) + B,
wobei B = B(Ω, D, δ) ∈ R+.
Satz 0.1 wird mit Hilfe von Satz 0.2 ähnlich wie in [KKS] bewiesen. Man
konstruiert allerdings nicht direkt eine Homotopie aus kürzesten Geodäten,
sondern setzt geeignete kleinere Homotopien zusammen, deren Abschätzung
langwierig ist.
Für den Beweis von Satz 0.2 unterscheidet man, ob die Isometrien γ1, . . . , γn
hyperbolisch oder elliptisch sind und wie sie sich gegenseitig verhalten. Im
Beweis der entsprechenden Proposition 1.5 in [KKS] spielen die Achsen von
hyperbolischen Isometrien in Mannigfaltigkeiten negativer Krümmung eine
wichtige Rolle. In einem Gromov-hyperbolischen Raum ist a priori nicht klar,
ob Achsen oder achsenähnliche Objekte existieren. Ich werde zeigen, dass es
in der Situation von Satz 0.2 Objekte gibt, welche sich bis auf eine Konstante
wie Achsen in Mannigfaltigkeiten negativer Krümmung verhalten.
Satz 0.3. Sei δ > 0. Seien X ein eigentlicher, geodätischer, δ-hyperbolischer
Raum und Γ eine Gruppe, welche frei, total diskontinuierlich, durch Isome-
trien und kokompakt auf X operiert. Sei Ω : R+ −→ N∗ eine Abbildung mit
#
(
Γy∩Br(z)
) ≤ Ω(r) für alle r ≥ 0 und y, z ∈ X. Seien γ ∈ Γ hyperbolisch,
γ+, γ− die eindeutigen Fixpunkte von γ auf dem Rand und e : R −→ X eine
kürzeste Geodäte von γ− nach γ+. Sei dγ∞ := limn→∞ 1n ·min dγn. Dann gilt
für alle z ∈ Z und t ∈ R :
d
(
γze(t), e(t+ z · dγ∞)
) ≤ B,
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wobei B = B(Ω, δ) ∈ R+.
Der Beweis von Satz 0.3 erfordert etwas Aufwand. Wir werden zuerst eine
andere Art von achsenähnlichen Objekten untersuchen, welche wir Quasi-
Achsen nennen, und mit ihrer Hilfe die gesuchte Abschätzung zeigen.
Diese Arbeit ist folgendermassen strukturiert: Kapitel 1 enthält die benötig-
ten Definitionen und Aussagen im Zusammenhang mit Gromov-hyperboli-
schen Räumen. Die meisten Ergebnisse sind bekannt und werden nur zitiert.
In Kapitel 2 untersuchen wir Achsen und Quasi-Achsen von hyperbolischen
Isometrien und beweisen Satz 0.3. Die gefundenen Abschätzungen werden in
den folgenden Kapiteln gebraucht, speziell im Beweis von Satz 0.2.
Weitere Vorbereitungen für den Beweis von Satz 0.2 finden sich in Kapitel 3.
Wir betrachten in erster Linie Projektionen auf Mengen mit kleiner Verschie-
bung unter gegebenen Isometrien. Dies ermöglicht uns später, Satz 0.2 linear
in maxi=1,...,n d(x, γix) + maxi=1,...,n d(y, γiy) zu erhalten. Kapitel 4 enthält
den Beweis von Satz 0.2.
In Kapitel 5 wird schliesslich Satz 0.1 bewiesen. Anschliessend schätzen wir
mit Hilfe von Satz 0.2 noch den „Abstand“ kürzester Repräsentanten von
freien Homotopieklassen von Abbildungen S1 −→ M ab.
Anhang A enthält zwei Kompaktheitsargumente für Mannigfaltigkeiten, wel-
che in keinem Zusammenhang mit Gromov-Hyperbolizität stehen, aber für
die Beweise von Kapitel 5 gebraucht werden: eine Aussage über endliche
Geometrie (Satz A.3) und eine Beschränkung der Länge von kleineren Ho-
motopien (Satz A.4).
Die vorliegende Arbeit gehört in den Kontext der metrischen und Riemann-
schen Geometrie. M. Bridson und J. Howie beweisen in [BHo] eine Aussage,
die im Rahmen von hyperbolischen Gruppen äquivalent zu Satz 0.2 ist. Die
beiden Arbeiten sind unabhängig voneinander entstanden.
5Notationen und Konventionen
N := {0, 1, 2, 3, . . .} und Z bezeichnen die natürlichen und die ganzen Zahlen,
N
∗ := N\{0}, Z∗ := Z\{0}. R sei die Menge der reellen Zahlen, R+ := [0,∞)
die positive Halbachse. Für t ∈ R seien ⌊t⌋ := max{z ∈ Z | z ≤ t} und
⌈t⌉ := min{z ∈ Z | z ≥ t}.
∪˙ bezeichne die Vereinigung von disjunkten Mengen, # die Kardinalität einer
Menge.
Ist Γ eine Gruppe und sind γ1, . . . , γn ∈ Γ, so sei Z(γ1, . . . , γn) der Zentrali-
sator von γ1, . . . , γn in Γ.
Ist X ein topologischer Raum und Y ⊂ X, so bezeichne ◦Y das Innere, Y den
Abschluss von Y in X. In einem metrischen Raum seien Br(x) bzw. Br(x)
der offene bzw. abgeschlossene Ball mit Radius r um x.
Ist M eine Riemannsche Mannigfaltigkeit, so bezeichnen wir mit diam(M)
ihren Durchmesser, mit inj(M) ihren Injektivitätsradius und mit KM ihre
Schnittkrümmung. M2κ sei die 2-dimensionale vollständige, einfach zusam-
menhängende Riemannsche Mannigfaltigkeit mit konstanter Krümmung κ.
Ist nichts anderes angegeben, sind alle Mannigfaltigkeiten C∞-differenzierbar
und ohne Rand.
Weiter seien dL der Lipschitz-Abstand und dH der Hausdorff-Abstand.
Für die Kapitel 2 bis 4 gelte immer folgende Generalvoraussetzung: Seien
D, δ > 0. Seien X ein eigentlicher, geodätischer, δ-hyperbolischer Raum und
Γ eine Gruppe, welche frei, total diskontinuierlich, durch Isometrien und ko-
kompakt auf X operiert mit diam(X/Γ) ≤ D. Sei Ω : R+ −→ N∗ eine
Abbildung mit #
(
Γy ∩ Br(z)
) ≤ Ω(r) für alle r ≥ 0 und y, z ∈ X.
In Kapitel 5 gelte immer folgende Generalvoraussetzung: Seien N ∈ N∗,
D > 0, ̺ ∈ (0, D], κ1 ≤ κ2 ∈ R und δ > 0. M sei eine kompakte N-
dimensionale Riemannsche Mannigfaltigkeit mit diam(M) ≤ D, inj(M) ≥ ̺
und κ1 ≤ KM ≤ κ2. Seien π : X −→ M die universelle Überlagerung
von M und Γ die Decktransformationsgruppe. X sei δ-hyperbolisch. (Die
Voraussetzung δ > 0 ist keine Einschränkung, da jeder 0-hyperbolische Raum
δ-hyperbolisch ist für alle δ > 0.)
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71 Gromov-hyperbolische Räume
Dieses Kapitel fasst die benötigten grundlegenden Definitionen und Ergebnis-
se im Zusammenhang mit Gromov-hyperbolischen Räumen zusammen. Die
meisten Aussagen sind bekannt, man findet sie in [CDP], [GH] und zum Teil
in [A], [BBI] und [BHa]. Eine Ausnahme bildet Abschnitt 1.7, dort formuliere
ich einige später oft gebrauchte Abschätzungen über das Auseinanderlaufen
von Geodäten in hyperbolischen Räumen.
1.1 δ-Hyperbolizität
Definition 1.1. Sei (X, d) ein metrischer Raum.
• Seien x, y, z ∈ X. (x|y)z := 12 ·
[
d(x, z) + d(y, z)− d(x, y)] heisst Gromov-
Produkt von x, y mit Basispunkt z.
• Sei δ ≥ 0. X heisst δ-hyperbolisch, wenn (x|z)w ≥min
{
(x|y)w, (y|z)w
}−δ
gilt für alle x, y, z, w ∈ X.
• X heisst Gromov-hyperbolisch oder hyperbolisch, wenn X δ-hyperbolisch
ist für ein δ ≥ 0.
Definition 1.2. Sei (X, d) ein metrischer Raum.
• Sei I ⊂ R ein Intervall. Eine Kurve g : I −→ X heisst kürzeste Geodäte
oder minimierend, wenn d
(
g(t), g(s)
)
= L(g|[t,s]) ist für alle t ≤ s ∈ I.
(Die Bezeichnung Geodäte bleibt den Geodäten im Riemannschen Sinn
vorbehalten, die global nicht notwendig minimierend sind.)
• Eine kürzeste Geodäte g : R+ −→ X heisst Strahl.
• X heisst geodätisch, wenn es für alle x, y ∈ X eine kürzeste Geodäte von
x nach y gibt.
Konvention. • Ist nichts anderes erwähnt, sind kürzeste Geodäten immer
nach Bogenlänge oder, falls dies nicht möglich ist, proportional zur Bo-
genlänge parametrisiert.
• Sind x, y ∈ X, so bezeichne [x, y] eine kürzeste Geodäte bzw. das Bild
einer kürzesten Geodäten von x nach y. Diese Bezeichnung wird auch
verwendet, wenn es mehrere kürzeste Geodäten von x nach y geben kann.
In diesem Fall ist entweder aus dem Zusammenhang klar, welche gemeint
ist, oder es kann eine beliebige gewählt werden.
• Ist g : [a, b] −→ X eine kürzeste Geodäte und sind z = g(u), w = g(v) mit
u ≤ v ∈ [a, b], so ist mit [z, w] jeweils g|[u,v] bzw. das Bild davon gemeint,
ausser es sei etwas anderes angegeben.
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Definition 1.3. Sei (X, d) ein metrischer Raum. Ein (geodätisches) Dreieck
in X besteht aus drei kürzesten Geodäten gi : [ai, bi] −→ X mit gi(bi) =
gi+1(ai+1) für i = 1, 2, 3 (Indizes mod 3) und wird mit△(g1, g2, g3) bezeichnet.
Konvention. • Alle Dreiecke sind geodätisch, auch wenn dies nicht speziell
erwähnt wird.
• Ein Dreieck kann auch durch drei Punkte x, y, z ∈ X angegeben und mit
△(x, y, z) bezeichnet werden. In diesem Fall ist entweder aus dem Zusam-
menhang klar, welche kürzesten Geodäten [x, y], [y, z], [z, x] gemeint sind,
oder diese können beliebig gewählt werden (sind dann aber fest).
Definition 1.4. Seien δ ≥ 0, (X, d) ein geodätischer metrischer Raum,
x1, x2, x3 ∈ X und △(x1, x2, x3) = [x1, x2] ∪ [x2, x3] ∪ [x3, x1] ein geodäti-
sches Dreieck. Das Dreieck △(x1, x2, x3) erfüllt die Bedingung von Rips mit
δ, wenn d
(
z, [xi+2, xi] ∪ [xi+2, xi+1]
) ≤ δ ist für alle z ∈ [xi, xi+1], i = 1, 2, 3
(Indizes mod 3).
Definition 1.5. Ein metrischer Baum, bestehend aus drei Kanten, welche
von einer gemeinsamen Ecke ausgehen, heisst Tripod. Ein Tripod ist bis auf
Isometrie eindeutig bestimmt durch die Länge seiner Kanten. Degenerierte
Fälle, bei denen eine oder mehrere Kanten Länge 0 haben, werden nicht
ausgeschlossen.
Bemerkung 1.6. Seien (X, d) ein geodätischer metrischer Raum, △(x, y, z)
ein Dreieck in X.
• Dann existieren bis auf Isometrie genau ein Tripod T△ und eine Abbildung
f△ : △(x, y, z) −→ T△, welche eingeschränkt auf jede der Seiten [x, y],
[y, z], [z, x] isometrisch ist, so dass f△(x), f△(y), f△(z) die Endpunkte von
T△ sind. f△ heisst Tripod-Abbildung.
• Sei w das Zentrum des Tripods, f−1
△
(w) =: {w1, w2, w3} (Abbildung 1).
Die Punkte w1, w2, w3 heissen die Tripel-Punkte von △(x, y, z). Es gilt
d(x, w1) = d(x, w2) = (y|z)x = dT△(f△(x), w).
Definition 1.7. Seien (X, d) ein geodätischer metrischer Raum und δ ≥ 0,
△(x, y, z) = [x, y]∪ [y, z]∪ [z, x] ein geodätisches Dreieck in X, T△ der zugehö-
rige Tripod und f△ : △(x, y, z) −→ T△ die Tripod-Abbildung.△(x, y, z) heisst
δ-dünn, wenn d(u, v) ≤ δ ist für alle u, v ∈ △(x, y, z) mit f△(u) = f△(v).
Satz 1.8. Seien (X, d) ein geodätischer metrischer Raum, δ ≥ 0. Betrachte
folgende Eigenschaften:
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△(x, y, z)
x
y
z
w1
w2
w3
T△
f△(x)
f△(y)
f△(z)
w
Abbildung 1: Dreieck, Tripel-Punkte und Tripod
(a) X ist δ-hyperbolisch.
(b) Alle geodätischen Dreiecke in X erfüllen die Bedingung von Rips mit δ.
(c) Alle geodätischen Dreiecke in X sind δ-dünn.
Diese sind äquivalent bis auf Modifikation der Konstante. Genauer: Aus (a)
mit δ folgen (b) und (c) mit 4δ. Aus (b) mit δ folgen (a) mit 3δ und (c) mit
4δ. Aus (c) mit δ folgen (a) und (b) mit δ.
Beweis. [CDP, Chap. 1, §3], [GH, Chap. 2, Prop. 21], [A, Prop. 2.1], [BBI,
Chap. 8.4.1], [BHa, Chap. III.H.1].
Im Verlauf dieser Arbeit werden wir ohne Verweis auf obigen Satz oft verwen-
den, dass in einem geodätischen, δ-hyperbolischen Raum alle geodätischen
Dreiecke 4δ-dünn und alle geodätischen Vierecke 8δ-dünn sind. Auch das
folgende Lemma werden wir oft benützen, ohne darauf hinzuweisen.
Lemma 1.9. Seien δ ≥ 0 und X ein geodätischer, δ-hyperbolischer Raum.
Seien g1, g2 : [0, 1] −→ X zwei proportional zur Bogenlänge parametrisierte
kürzeste Geodäten. Dann gilt für alle t ∈ [0, 1] :
d
(
g1(t), g2(t)
) ≤ (1− t) · d(g1(0), g2(0))+ t · d(g1(1), g2(1))+ 8δ.
Beweis. [GH], Chap. 2, Prop. 25.
Definition 1.10. Ein metrischer Raum X heisst eigentlich, wenn alle abge-
schlossenen Bälle in X kompakt sind. (Äquivalent dazu ist die Bedingung:
Alle abgeschlossenen, beschränkten Teilmengen von X sind kompakt.)
Bemerkung 1.11. Seien (X, d) ein eigentlicher, geodätischer metrischer
Raum und Y ⊂ X abgeschlossen. Dann existiert eine Projektion von X
auf Y , i. e. eine Abbildung P : X −→ Y mit d(x, P (x)) = d(x, Y ) für alle
x ∈ X.
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Konvention. Für den Rest von Kapitel 1 seien δ ≥ 0 und (X, d) ein eigentli-
cher, geodätischer, δ-hyperbolischer Raum.
1.2 Quasi-Geodäten und Quasi-Isometrien
Definition 1.12. Sei I ein Intervall.
• Seien λ ≥ 1, µ ≥ 0. Eine stetige Abbildung g : I −→ X heisst (λ, µ)-
Quasi-Geodäte, wenn 1
λ
·L(g|[s,t])−µ ≤ d
(
g(s), g(t)
)
ist für alle s ≤ t ∈ I.
• Eine (λ, µ)-Quasi-Geodäte g : R+ −→ X heisst (λ, µ)-Quasi-Strahl.
• Seien λ ≥ 1, µ ≥ 0, H > 0. Eine stetige Abbildung g : I −→ X heisst
(λ, µ,H)-lokal-Quasi-Geodäte, wenn 1
λ
·L(g|[s,t])−µ ≤ d
(
g(s), g(t)
)
ist für
alle s ≤ t ∈ I mit L(g|[s,t]) ≤ H .
• g : I −→ X heisst Quasi-Geodäte bzw. Quasi-Strahl, wenn es λ ≥ 1 und
µ ≥ 0 gibt, so dass g eine (λ, µ)-Quasi-Geodäte bzw. ein (λ, µ)-Quasi-
Strahl ist.
• g : I −→ X heisst lokal-Quasi-Geodäte, wenn es λ ≥ 1, µ ≥ 0 und H > 0
gibt, so dass g eine (λ, µ,H)-lokal-Quasi-Geodäte ist.
Konvention. Quasi-Geodäten, Quasi-Strahlen und lokal-Quasi-Geodäten sind
immer nach Bogenlänge oder, falls dies nicht möglich ist, proportional zur
Bogenlänge parametrisiert, wenn nichts anderes angegeben ist.
Satz 1.13. Für λ ≥ 1, µ ≥ 0 gibt es H = H(δ, λ, µ) > 0, λ′ = λ′(δ, λ, µ) ≥ 1,
µ′ = µ′(δ, λ, µ) ≥ 0, so dass jede (λ, µ,H)-lokal-Quasi-Geodäte eine (globale)
(λ′, µ′)-Quasi-Geodäte ist.
Beweis. [CDP], Chap. 3, Theorem 1.4.
Satz 1.14. Für λ ≥ 1, µ ≥ 0 gibt es ε = ε(δ, λ, µ) ≥ 0, so dass gilt: Seien
g : [a, b] −→ X eine (λ, µ)-Quasi-Geodäte und f : [0, 1] −→ X eine kürzeste
Geodäte von g(a) nach g(b). Dann ist dH
(
Im(f), Im(g)
) ≤ ε, wobei dH den
Hausdorff-Abstand bezeichne.
Beweis. [CDP], Chap. 3, Theorem 1.3 und Lemma 1.11 oder [GH], Chap. 5,
Theorem 11.
Definition 1.15. Seien (X1, d1), (X2, d2) metrische Räume, f : X1 −→ X2
eine Abbildung.
1.3 Rand eines hyperbolischen Raumes 11
• Seien λ > 0 und µ ≥ 0. f heisst (λ, µ)-quasi-isometrisch, wenn für alle
x, y ∈ X1 gilt:
1
λ
· d1(x, y)− µ ≤ d2
(
f(x), f(y)
) ≤ λ · d1(x, y) + µ.
• f heisst quasi-isometrisch, wenn es λ > 0 und µ ≥ 0 gibt, so dass f
(λ, µ)-quasi-isometrisch ist.
• Ist f quasi-isometrisch mit supx∈X2 d2
(
x, Im(f)
)
<∞, so heisst f Quasi-
Isometrie.
Satz 1.16. Seien (X1, d1), (X2, d2) geodätische metrische Räume.
(a) Sei f : X1 −→ X2 quasi-isometrisch. Ist X2 hyperbolisch, so auch X1.
(b) Sei f : X1 −→ X2 eine Quasi-Isometrie. X1 ist genau dann hyperbolisch,
wenn X2 hyperbolisch ist.
Beweis. [CDP], Chap. 3, Theorem 2.2 oder [GH], Chap. 1, Theorem 29 und
Chap. 5, Remark 3(ii) sowie Theorem 12.
1.3 Rand eines hyperbolischen Raumes
Definition 1.17. Sei x0 ∈ X ein Basispunkt.
• Sei (ai)i∈N ein Folge in X. (ai)i∈N konvergiert im Unendlichen, wenn gilt
limi,j→∞(ai|aj)x0 =∞.
• Seien (ai)i∈N, (bi)i∈N zwei Folgen in X, die im Unendlichen konvergieren.
(ai)i∈N ∼ (bi)i∈N :⇐⇒ limi→∞(ai|bi)x0 =∞.
Bemerkung 1.18. • Diese Definition ist unabhängig vom Punkt x0 ∈ X.
• Konvergiert (ai)i∈N im Unendlichen, so gilt d(ai, x0) i→∞−−−→ ∞.
• Konvergieren (ai)i∈N und (bi)i∈N im Unendlichen, so gilt (ai)i∈N ∼ (bi)i∈N
genau dann, wenn limi,j→∞(ai|bj)x0 =∞ ist.
Definition 1.19. • Bezeichne S∞X die Menge aller Folgen in X, welche
im Unendlichen konvergieren. ∼ ist eine Äquivalenzrelation auf S∞X, und
∂∞X := S∞X/∼ heisst der Rand von X.
• Ist ξ ∈ ∂∞X die Äquivalenzklasse der Folge (ai)i∈N ∈ S∞X, so sagt man,
ai konvergiere gegen ξ, und schreibt ai −→ ξ.
Lemma 1.20. Seien C ≥ 0, (ai)i∈N ∈ S∞X und (bi)i∈N eine Folge in X mit
d(ai, bi) ≤ C für alle i ∈ N. Dann ist (bi)i∈N ∈ S∞X mit (ai)i∈N ∼ (bi)i∈N.
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Beweis. [CDP], Chap. 2, Cor. 1.3.
Bemerkung 1.21. • Ein Strahl oder Quasi-Strahl g : R+ −→ X definiert
einen eindeutigen Punkt g(∞) ∈ ∂∞X, so dass g(i) i→∞−−−→ g(∞). g heisst
Strahl bzw. Quasi-Strahl von g(0) nach g(∞).
• Eine kürzeste Geodäte oder Quasi-Geodäte g : R −→ X definiert zwei
eindeutige Punkte g(∞), g(−∞) ∈ ∂∞X, so dass g(i) i→∞−−−→ g(∞) und
g(−i) i→∞−−−→ g(−∞). g heisst kürzeste Geodäte bzw. Quasi-Geodäte von
g(−∞) nach g(∞).
Bemerkung 1.22. Seien x ∈ X und ξ1 6= ξ2 ∈ ∂∞X. Dann existieren ein
Strahl von x nach ξ2 und eine kürzeste Geodäte von ξ1 nach ξ2. Diese sind
nicht notwendigerweise eindeutig. (Wir werden sie trotzdem mit [x, ξ2] bzw.
[ξ1, ξ2] bezeichnen.)
Beweis. [CDP], Chap. 2, Prop. 2.1 oder [GH], Chap. 7, Prop. 4 und Prop. 6.
Satz 1.23. Seien g, f : R+ −→ X Strahlen. Dann sind äquivalent:
(a) g(∞) = f(∞)
(b) dH
(
Im(g), Im(f)
)
<∞
(c) supt≥0 d
(
g(t), f(t)
)
<∞
Beweis. [GH], Chap. 7, Prop. 2.
Satz 1.24. (a) Seien g, f : R+ −→ X zwei Strahlen mit g(0) = f(0) und
g(∞) = f(∞). Dann ist supt≥0 d
(
g(t), f(t)
) ≤ 8δ.
(b) Seien g, f : R −→ X zwei kürzeste Geodäten mit g(−∞) = f(−∞) und
g(∞) = f(∞). Dann ist dH
(
Im(f), Im(g)
) ≤ 8δ, und es gibt u ∈ R mit
supt∈R d
(
g(t), f(t− u)) ≤ 40δ.
(c) Seien x1, x2, x3 ∈X∪∂∞X und [xi, xi+1] kürzeste Geodäten bzw. Strahlen
für i = 1, 2, 3 (Indizes mod 3). Dann erfüllt das Dreieck △(x1, x2, x3) die
Bedingung von Rips mit 24δ.
Beweis. [CDP], Chap. 2, Prop. 2.2 und [GH], Chap. 7, Cor. 3.
Satz 1.14 lässt sich für unendlich lange Quasi-Geodäten verallgemeinern:
Satz 1.25. Für λ ≥ 1, µ ≥ 0 gibt es ε = ε(δ, λ, µ) ≥ 0, so dass gilt:
(a) Sind g : R+ −→ X ein (λ, µ)-Quasi-Strahl und f : R+ −→ X ein Strahl
mit g(0) = f(0) und g(∞) = f(∞), so gilt dH
(
Im(f), Im(g)
) ≤ ε.
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(b) Sind g : R −→ X eine (λ, µ)-Quasi-Geodäte und f : R −→ X ei-
ne kürzeste Geodäte mit g(−∞) = f(−∞) und g(∞) = f(∞), so gilt
dH
(
Im(f), Im(g)
) ≤ ε.
Beweis. [CDP], Chap. 3, Theorem 3.1 oder [GH], Chap. 5, Theorem 25.
Satz 1.26. Seien (X1, d1), (X2, d2) eigentliche, geodätische, δ-hyperbolische
Räume und f : X1 −→ X2 eine Quasi-Isometrie. f induziert eine Bijektion
∂∞X1 −→ ∂∞X2 (wieder f genannt), gegeben durch: Für (ai)i∈N ∈ S∞X1 sei
f
([
(ai)i∈N
])
:=
[(
f(ai)
)
i∈N
]
, wobei [·] Äquivalenzklassen bezeichne.
Beweis. [CDP], Chap. 3, Theorem 2.2 oder [GH], Chap. 7, Prop. 14 (für diese
Arbeit ist es nicht nötig, ∂∞X mit einer Topologie zu versehen).
1.4 Center
Der Begriff des Centers einer beschränkten Menge stammt von Brady [B],
hier wird eine verallgemeinerte Definition verwendet.
Definition 1.27. Seien S ⊂ X beschränkt und a ≥ 0.
• rad(S) := inf{0 < r < ∞ | ∃x ∈ X mit S ⊂ Br(x)} ∈ R+ ist der Radius
von S.
• Centa(S) := {x ∈ X | S ⊂ Brad(S)+a(x)} heisst a-Center von S.
Analog zu [B, Lemma 2.1] zeigt man:
Lemma 1.28. Seien a ≥ 0 und S ⊂ X beschränkt. Dann ist Centa(S) 6= ∅
und diam
(
Centa(S)
) ≤ 8δ + 2a.
1.5 Hyperbolische Gruppen
Definition 1.29. Sei Γ eine endlich erzeugte Gruppe mit endlichem Er-
zeugendensystem Σ und Einheitselement e. Sei s ein Wort im Alphabet
Σ ∪ Σ−1 \ {e}, d. h. s = γ1 γ2 . . . γn mit n ∈ N, γi ∈ Σ ∪ Σ−1 \ {e} für
alle i = 1, . . . , n. Setze LΣ(s) := n. Für γ ∈ Γ \ {e} sei | γ |Σ := inf{n ∈ N |
s repräsentiert γ und LΣ(s) = n}, sei ausserdem | e |Σ := 0. Schliesslich defi-
niert man dΣ(γ1, γ2) :=
∣∣ γ−12 γ1 ∣∣Σ für alle γ1, γ2 ∈ Γ. dΣ heisst Wortmetrik
bezüglich Σ.
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Bemerkung 1.30. dΣ definiert in der Tat eine Metrik auf Γ, welche invariant
ist unter der Operation von Γ auf sich selbst durch Linkstranslation.
Definition 1.31. Eine endlich erzeugte Gruppe Γ mit endlichem Erzeugen-
densystem Σ heisst δ-hyperbolisch bezüglich Σ, wenn Γ mit der Wortmetrik
dΣ δ-hyperbolisch ist.
Satz 1.32. Sei Γ eine endlich erzeugte Gruppe mit endlichen Erzeugenden-
systemen Σ1,Σ2. Seien d1, d2 die Wortmetriken bezüglich Σ1,Σ2.
(a) Es gibt C > 0 mit 1
C
· d2 ≤ d1 ≤ C · d2.
(b) Γ ist hyperbolisch bezüglich Σ1 ⇐⇒ Γ ist hyperbolisch bezüglich Σ2.
Beweis. [CDP], Chap. 4, Theorem 3.1 und Lemma 3.2 oder [GH], Chap. 1,
§2 und Chap. 5, Cor. 14.
Definition 1.33. Sei Γ eine endlich erzeugte Gruppe mit endlichem Erzeu-
gendensystem Σ. Der Cayley-Graph G(Γ,Σ) ist der eindimensionale simpli-
ziale Komplex, dessen Ecken die Elemente von Γ sind und bei dem zwei Ecken
γ1, γ2 durch eine Kante verbunden sind genau dann, wenn es σ ∈ Σ∪Σ−1\{e}
gibt mit γ2 = γ1σ. G(Γ,Σ) wird mit folgender Metrik versehen: Jede Kante
ist isometrisch zum Intervall [0, 1], dG sei die dazugehörige Längenmetrik.
Bemerkung 1.34. • (G(Γ,Σ), dG) ist ein eigentlicher, geodätischer, weg-
zusammenhängender metrischer Raum, so dass die natürliche Inklusion
(Γ, dΣ) −→
(
G(Γ,Σ), dG
)
isometrisch und eine Quasi-Isometrie ist.
• Γ ist hyperbolisch bezüglich Σ ⇐⇒ (G(Γ,Σ), dG) ist hyperbolisch.
Beweis. [CDP], Chap. 4, §2.
Definition 1.35. Seien Y ein topologischer Raum und Γ eine Gruppe, welche
auf Y operiert.
• Γ operiert frei, wenn γy 6= y ist für alle y ∈ Y , γ ∈ Γ \ {id}.
• Γ operiert kokompakt, wenn Y/Γ kompakt ist.
• Γ operiert total diskontinuierlich, wenn für jedes kompakte K ⊂ Y die
Menge {γ ∈ Γ | γK ∩K 6= ∅} endlich ist.
Satz 1.36. Seien Y ein eigentlicher, geodätischer metrischer Raum und Γ
eine Gruppe, welche total diskontinuierlich, kokompakt und durch Isometrien
auf Y operiert.
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(a) Γ ist endlich erzeugbar, und es gibt eine Quasi-Isometrie Γ −→ Y , wobei
Γ mit einer beliebigen Wortmetrik versehen ist.
Genauer: Wähle y ∈ Y fest, sei ϕ : Γ −→ Y , ϕ(γ) := γ(y). Dann gibt es
C > 0 und ein endliches Erzeugendensystem Σ von Γ mit
1
C
· dΣ(γ1, γ2) ≤ d
(
ϕ(γ1), ϕ(γ2)
) ≤ C · dΣ(γ1, γ2)
für alle γ1, γ2 ∈ Γ und d
(
z, Im(ϕ)
) ≤ C für alle z ∈ Y .
(b) Y ist hyperbolisch ⇐⇒ Γ ist hyperbolisch.
Beweis. [CDP], Chap. 4, Theorem 4.1, Lemma 4.2 und Prop. 4.4 oder [GH],
Chap. 3, Prop. 19.
1.6 Isometrien
Definition 1.37. Mit Iso(X) bezeichnen wir die Isometriegruppe von X. Sei
γ ∈ Iso(X).
• γ heisst elliptisch :⇐⇒ ∃x ∈ X, so dass {γzx | z ∈ Z} beschränkt ist.
• γ heisst hyperbolisch :⇐⇒ ∃x ∈ X, so dass die Abbildung g : Z −→ X,
g(z) := γzx quasi-isometrisch ist.
• γ heisst parabolisch :⇐⇒ γ ist weder elliptisch noch hyperbolisch.
Bemerkung 1.38. • γ ist elliptisch ⇐⇒ ∀x ∈ X ist {γzx | z ∈ Z}
beschränkt.
• γ ist hyperbolisch ⇐⇒ ∀x ∈X ist die Abbildung g :Z−→X, g(z) := γzx
quasi-isometrisch.
• Sei z ∈ Z∗. Dann sind γ und γz vom selben Typ.
• In der später untersuchten Situation wird es keine parabolischen Isometri-
en geben (Korollar 1.50), deshalb werden diese hier nicht weiter betrachtet.
Definition 1.39. Sei γ ∈ Iso(X).
• Die Abbildung dγ : X −→ R+, dγ(x) := d(x, γx) heisst Verschiebungs-
funktion von γ.
• min dγ := inf{dγ(x) | x ∈ X} heisst minimale Verschiebung von γ. Die
Bezeichnung min dγ anstelle von inf dγ in dieser Arbeit wird in Satz 1.51
gerechtfertigt.
• Sei x ∈ X beliebig. dγ∞ := limn→∞ 1n · d(x, γnx).
Bemerkung 1.40. dγ∞ ist wohldefiniert und unabhängig von x ∈ X.
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Lemma 1.41. Sei γ ∈ Iso(X). Es gelten:
(a) dγ∞ ≤ min dγ ≤ dγ∞ + 16δ.
(b) dγ∞ = limn→∞ 1n ·min dγn.
(c) γ ist hyperbolisch ⇐⇒ dγ∞ > 0.
Beweis. Beweise für (a) und (c) finden sich bei [CDP], Chap. 10, Prop. 6.3
und Prop. 6.4. Offensichtlich ist d(γn)∞ = n · dγ∞ für alle n ∈ N∗. Damit folgt
(b) aus (a), angewendet auf γn.
Lemma 1.42. Seien γ ∈ Iso(X) elliptisch, x ∈ X, [x, γx] eine kürzeste
Geodäte und m der Mittelpunkt von [x, γx]. Dann ist d(m, γm) ≤ 6δ.
Beweis. [CDP], Chap. 9, Lemma 3.1.
Bemerkung 1.43. Die Operation von Iso(X) auf X lässt sich kanonisch
auf ∂∞X ausdehnen: Seien γ ∈ Iso(X), ξ ∈ ∂∞X und (ai)i∈N ∈ S∞X mit
ai −→ ξ. Sei η ∈ ∂∞X mit
(
γ(ai)
)
i∈N −→ η, setze γ(ξ) := η. Dann ist γ|∂∞X
eine Bijektion von ∂∞X.
Lemma 1.44. Sei γ ∈ Iso(X) hyperbolisch.
(a) γ hat auf ∂∞X genau zwei Fixpunkte. Seien diese ξ1, ξ2.
(b)
(
γi(x)
)
i∈N,
(
γ−i(x)
)
i∈N ∈ S∞X für alle x ∈ X, und es gilt entweder
γi(x) i→∞−−−→ ξ1, γ−i(x) i→∞−−−→ ξ2 für alle x ∈ X oder γi(x) i→∞−−−→ ξ2,
γ−i(x) i→∞−−−→ ξ1 für alle x ∈ X.
Beweis. [GH], Chap. 8, Theorem 16.
Konvention. Wähle γ+, γ− ∈ {ξ1, ξ2} so, dass γi(x) i→∞−−−→ γ+, γ−i(x) i→∞−−−→ γ−
für alle x ∈ X. γ+, γ− sind also die eindeutigen Fixpunkte von γ auf ∂∞X.
Bemerkung 1.45. Sind γ ∈ Γ hyperbolisch und z ∈ Z∗, so haben γ und γz
(mengenmässig) dieselben Fixpunkte auf ∂∞X.
Lemma 1.46. Seien γ ∈ Iso(X) hyperbolisch und σ ∈ Iso(X) mit γσ = σγ.
Dann gelten σ(γ+) = γ+, σ(γ−) = γ−.
Beweis. Sei x ∈ X. Nach Lemma 1.44 sind (γi(x))
i∈N,
(
γi(σx)
)
i∈N ∈ S∞X
mit γi(x) i→∞−−−→ γ+, γi(σx) i→∞−−−→ γ+. Wegen γi(σx) = σ(γix) für alle i ∈ N
folgt aus der Definition von σ|∂∞X (Bemerkung 1.43): σ(γ+) = γ+. Analog
zeigt man σ(γ−) = γ−.
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Für zwei hyperbolische Isometrien folgt aus Lemma 1.46 insbesondere:
Lemma 1.47. Seien γ1, γ2 ∈ Iso(X) hyperbolisch mit γ1γ2 = γ2γ1. Dann gilt
{γ+1 , γ−1 } = {γ+2 , γ−2 }.
Bemerkung 1.48. Seien Γ eine hyperbolische Gruppe mit endlichem Erzeu-
gendensystem Σ und G(Γ,Σ) der dazugehörige Cayley-Graph. Sei δ ≥ 0 die
Hyperbolizitätskonstante von G(Γ,Σ). Die Operation von Γ auf sich selbst
durch Linkstranslation kann kanonisch auf G(Γ,Σ) ausgedehnt werden, so
dass Γ ⊂ Iso(G(Γ,Σ)). Somit kann jedes γ ∈ Γ als Isometrie von (G(Γ,Σ))
als elliptisch, hyperbolisch oder parabolisch klassifiziert werden. Diese Klas-
sifikation hängt nicht vom Erzeugendensystem Σ ab.
Satz 1.49. Sei Γ eine hyperbolische Gruppe.
(a) Γ enthält keine parabolischen Elemente.
(b) γ ∈ Γ ist elliptisch ⇐⇒ γ hat endliche Ordnung.
γ ∈ Γ ist hyperbolisch ⇐⇒ γ hat unendliche Ordnung.
Beweis. [CDP], Chap. 9, Theorem 3.3 und Theorem 3.4 oder [GH], Chap. 8,
Prop. 28 und Theorem 29.
Sei nun Γ ⊂ Iso(X) eine Gruppe, welche total diskontinuierlich, durch Isome-
trien und kokompakt auf X operiert. Nach Satz 1.36 ist Γ endlich erzeugbar
und hyperbolisch. Sei Σ ein endliches Erzeugendensystem von Γ. Dann kann
jedes γ ∈ Γ als Isometrie von G(Γ,Σ) klassifiziert werden, wie oben beschrie-
ben. Gleichzeitig kann γ auch als Isometrie von X klassifiziert werden. Mit
Satz 1.36 zeigt man, dass diese beiden Klassifikationen übereinstimmen. Aus
Satz 1.49 folgt somit:
Korollar 1.50. Sei Γ ⊂ Iso(X) eine Gruppe, die total diskontinuierlich,
durch Isometrien und kokompakt auf X operiert. Dann gilt:
(a) γ ∈ Γ als Isometrie von X kann nur elliptisch oder hyperbolisch sein.
(b) γ ist elliptisch ⇐⇒ γ hat endliche Ordnung.
γ ist hyperbolisch ⇐⇒ γ hat unendliche Ordnung.
Schliesslich wollen wir noch die Bezeichnung min dγ anstelle von inf dγ recht-
fertigen. Mit Hilfe der Kompaktheit von X/Γ zeigt man:
Satz 1.51. Sei Γ ⊂ Iso(X) eine Gruppe, welche total diskontinuierlich, durch
Isometrien und kokompakt auf X operiert. Sei γ ∈ Γ. Dann gibt es x ∈ X
mit dγ(x) = min dγ = inf{d(y, γy) | y ∈ X}.
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1.7 Auseinanderlaufen von Geodäten
In einer Mannigfaltigkeit negativer Krümmung laufen Geodäten mit verschie-
denen Endpunkten auf dem Rand linear auseinander. Die folgenden Lemmata
zeigen ein ähnliches Verhalten in hyperbolischen Räumen.
In Abschnitt 1.7 seien wie bisher δ ≥ 0 und X ein eigentlicher, geodätischer,
δ-hyperbolischer Raum. Weiter seien e1, e2 : R −→ X nach Bogenlänge para-
metrisierte kürzeste Geodäten mit {e1(∞), e1(−∞)}∩{e2(∞), e2(−∞)} = ∅
und k > 8. Man sieht leicht:
Lemma 1.52. Gelte mins,t∈R d(e1(s), e2(t)) ≤ kδ. Dann existieren
a1 := min{r ∈ R | d(e1(r), Im(e2)) ≤ kδ},
b1 := max{r ∈ R | d(e1(r), Im(e2)) ≤ kδ},
a2 := min{r ∈ R | d(e2(r), Im(e1)) ≤ kδ},
b2 := max{r ∈ R | d(e2(r), Im(e1)) ≤ kδ}
in R, und es gelten:
d(e1(a1), Im(e2)) = d(e1(b1), Im(e2)) = kδ,
d(e2(a2), Im(e1)) = d(e2(b2), Im(e1)) = kδ.
Mit einer Fallunterscheidung zeigt man:
Lemma 1.53. Gelte mins,t∈R d(e1(s), e2(t)) ≤ kδ. Seien a1, b1, a2, b2 die Zah-
len aus Lemma 1.52. Dann gilt eine der folgenden Möglichkeiten:
(a) b1− a1 = d(e1(b1), e1(a1)) ≤ 10kδ und b2− a2 = d(e2(b2), e2(a2)) ≤ 10kδ.
(b) d(e1(a1), e2(a2)) ≤ 5kδ und d(e1(b1), e2(b2)) ≤ 5kδ.
(c) d(e1(a1), e2(b2)) ≤ 5kδ und d(e1(b1), e2(a2)) ≤ 5kδ.
Lemma 1.54. Gelte mins,t∈R d(e1(s), e2(t)) ≤ kδ. Seien a1, b1 die Zahlen
aus Lemma 1.52. Seien l ≥ k und a˜, b˜ ∈ R so, dass d(e1(a1), e2(a˜)) ≤ lδ,
d(e1(b1), e2(b˜)) ≤ lδ. Dann gelten:
d(e1(r), e2(q)) ≥ | r − b1 |+ | b˜− q | − lδ ∀r ≥ b1, q ∈ R,
d(e1(r), e2(q)) ≥ | r − a1 |+ | a˜− q | − lδ ∀r ≤ a1, q ∈ R.
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e1(b1)
e1(r)
e2(b˜) e2(q)
ϕ1
ϕ2
ϕ3
ψ1
ψ2
ψ3
χBeweis. Seien r ≥ b1, q ∈ R. Seien ϕ1, ϕ2, ϕ3 die
Tripel-Punkte des Dreiecks △(e1(b1), e1(r), e2(b˜)) und
ψ1, ψ2, ψ3 diejenigen des Dreiecks△(e1(r), e2(b˜), e2(q))
(siehe Abbildung rechts).
Nehmen wir an, es gelte d(e2(b˜), ϕ3) < d(e2(b˜), ψ3).
Sei χ ∈ [ϕ1, e1(r)] mit d(e1(r), χ) = d(e1(r), ψ3). Dann
folgt:
d(χ, Im(e2)) ≤ d(χ, ψ1) ≤ d(χ, ψ3) + d(ψ3, ψ1) ≤ 8δ < kδ
und χ ∈ [e1(b1), e1(r)] mit r ≥ b1. Dies ist ein Widerspruch zur Definition
von b1.
e1(b1)
e1(r)
e2(b˜) e2(q)
ϕ1
ϕ2 ϕ3
ψ1
ψ2
ψ3ω
Somit ist d(e2(b˜), ϕ3) ≥ d(e2(b˜), ψ3). Sei ω ∈ [e2(b˜), ϕ2]
der Punkt mit d(e2(b˜), ω) = d(e2(b˜), ψ3). Dann ist
d(e1(r), e2(q)) = d(e1(r), ψ2) + d(ψ2, e2(q))
= d(e1(r), ϕ1) + d(ϕ2, ω) + d(ψ1, e2(q))
≥ d(e1(r), e1(b1))− d(e1(b1), ϕ2)
+ d(e2(b˜), e2(q))− d(e2(b˜), ω)
≥ | r − b1 |+ | b˜− q | − d(e1(b1), e2(b˜))
≥ | r − b1 |+ | b˜− q | − lδ.
Die zweite Ungleichung zeigt man analog.
Oft genügt eine einfachere Version dieses Lemmas.
Lemma 1.55. Gelte mins,t∈R d(e1(s), e2(t)) ≤ kδ. Seien a1, b1, a2, b2 die Zah-
len aus Lemma 1.52. Dann gilt für alle u ≥ 0:
d(e1(b1 + u), Im(e2)) ≥ u− kδ, d(e1(a1 − u), Im(e2)) ≥ u− kδ,
d(e2(b2 + u), Im(e1)) ≥ u− kδ, d(e2(a2 − u), Im(e1)) ≥ u− kδ.
Beweis. Seien u ≥ 0 und b˜, q ∈ R so, dass e2(b˜) bzw. e2(q) Projektionen von
e1(b1) bzw. e1(b1 + u) auf Im(e2) sind. Aus Lemma 1.54 mit l := k folgt:
d(e1(b1 + u), Im(e2)) ≥ u+ | b˜− q | − kδ ≥ u− kδ.
Die zweite Aussage folgt analog, die anderen durch Symmetrie.
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Lemma 1.56. Gelte mins,t∈R d(e1(s), e2(t)) ≤ kδ. Seien a1, b1, a2, b2 die Zah-
len aus Lemma 1.52. Dann gilt für alle v1, w1, v2, w2 ∈ R :
| v1 − w1 | = d(e1(v1), e1(w1))
≤ (b1 − a1) + d(e1(v1), e2(v2)) + d(e1(w1), e2(w2)) + 2kδ,
| v2 − w2 | = d(e2(v2), e2(w2))
≤ (b2 − a2) + d(e1(v1), e2(v2)) + d(e1(w1), e2(w2)) + 2kδ.
Beweis. Man unterscheidet die Fälle v1 > b1, v1 ∈ [a1, b1], v1 < a1 sowie
w1 > b1, w1 ∈ [a1, b1], w1 < a1 und benutzt Lemma 1.55, um die erste
Ungleichung zu erhalten, die zweite zeigt man analog.
Dies ist die gewünschte Abschätzung für das Auseinanderlaufen von Geodä-
ten im Fall mins,t∈R d(e1(s), e2(t)) ≤ kδ. Der Fall mins,t∈R d(e1(s), e2(t)) > kδ
wird im folgenden Lemma behandelt.
Lemma 1.57. Gelte mins,t∈R d(e1(s), e2(t)) > kδ. Dann folgt für alle v1, w1,
v2, w2 ∈ R :
d(e1(v1), e1(w1)) ≤ 2 · d(e1(v1), e2(v2)) + 2 · d(e1(w1), e2(w2)),
d(e2(v2), e2(w2)) ≤ 2 · d(e1(v1), e2(v2)) + 2 · d(e1(w1), e2(w2)).
Beweis. Wir zeigen die erste Ungleichung, die zweite folgt analog. Seien dazu
s, t ∈ R so, dass d(e1(s), e2(t)) = mins˜,t˜∈R d(e1(s˜), e2(t˜)) =: L.
Sei r ≥ s. Wie bei Lemma 1.54 folgt: d(e1(r), Im(e2)) ≥ | r − s | − L. Somit
ist | r − s | ≤ d(e1(r), Im(e2)) + L für alle r ≥ s, für r < s zeigt man dies
analog. Es folgt:
d(e1(v1), e1(w1)) = | v1 − w1 | ≤ | v1 − s |+ |w1 − s |
≤ d(e1(v1), Im(e2)) + d(e1(w1), Im(e2)) + 2L
≤ 2 · d(e1(v1), e2(v2)) + 2 · d(e1(w1), e2(w2)).
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2 Achsen von hyperbolischen Isometrien
Eine hyperbolische Isometrie einer Mannigfaltigkeit negativer Krümmung hat
eine (bis auf Parametrisierung) eindeutige Achse, i. e. eine kürzeste Geodäte,
die durch die gegebene Isometrie translatiert wird. Das Verhalten von zwei
hyperbolischen Isometrien relativ zueinander (z. B. ob sie kommutieren) kann
man erkennen, indem man ihre Achsen oder ihre Fixpunkte auf dem Rand
untersucht.
Hyperbolische Isometrien von Gromov-hyperbolischen Räumen haben ähn-
liche Eigenschaften, allerdings in einer „quasifizierten“ Form. Eine (noch zu
definierende) Achse wird durch die entsprechende Isometrie nur bis auf eine
Konstante translatiert. Achsen müssen ausserdem nicht eindeutig sein, zwei
verschiedene Achsen derselben Isometrie können aber nicht beliebig weit von-
einander entfernt sein.
In diesem Kapitel definieren wir zwei Arten von achsenähnlichen Objekten,
welche wir Achsen und Quasi-Achsen nennen, geben einige später benötig-
te Eigenschaften an und beweisen Satz 0.3. Zuerst zeigen wir ein einfaches
Lemma über endliche Geometrie in der betrachteten Klasse von Räumen.
Lemma 2.1. Seien D > 0, X ein eigentlicher, geodätischer metrischer Raum
und Γ eine Gruppe, die frei, total diskontinuierlich, durch Isometrien und
kokompakt auf X operiert mit diam(X/Γ)≤D. Dann gibt es eine Abbildung
Ω : R+ −→ N∗ mit #
(
Γy ∩Br(z)
) ≤ Ω(r) für alle r ≥ 0 und y, z ∈ X, wobei
Γy := {γy | γ ∈ Γ} den Orbit von y bezeichne.
Beweis. Sei x ∈ X fest. Sei r ≥ 0. Setze
Φr := {γ ∈ Γ | γ(Br+3D(x)) ∩Br+3D(x) 6= ∅}.
DaX eigentlich ist und Γ total diskontinuierlich aufX operiert, ist#Φr <∞.
Setze Ω(r) := #Φr.
Seien nun y ∈ BD(x), z ∈ BD(y). Für jedes u ∈
(
Γy ∩ Br(z)
)
gibt es genau
ein γu ∈ Γ mit u = γuy.
d(x, γux) ≤ d(x, y) + d(y, z) + d(z, u) + d(γuy, γux) ≤ r + 3D,
also ist x ∈ γu(Br+3D(x))∩Br+3D(x), d. h. γu ∈ Φr. Somit ist die Abbildung
h : Γy ∩Br(z) −→ Γ, u 7−→ γu injektiv mit Im(h) ⊂ Φr. Es folgt:
#
(
Γy ∩ Br(z)
)≤ #Φr = Ω(r).
22 2 ACHSEN VON HYPERBOLISCHEN ISOMETRIEN
Dies gilt für alle y ∈ BD(x), z ∈ BD(y). Wegen diam(X/Γ) ≤ D folgt die
Aussage für alle y, z ∈ X.
In den Kapiteln 2 bis 4 seien nun immer D, δ > 0, X ein eigentlicher, geodä-
tischer, δ-hyperbolischer Raum und Γ eine Gruppe, die frei, total diskontinu-
ierlich, durch Isometrien und kokompakt aufX operiert mit diam(X/Γ) ≤ D.
Weiter sei Ω : R+ −→ N∗ eine Abbildung mit #
(
Γy ∩Br(z)
) ≤ Ω(r) für alle
r ≥ 0 und y, z ∈ X.
Mit den kalligraphischen Buchstaben B, E , F , G, Q, R, S bezeichnen wir
Konstanten, die nur von Ω, D, δ abhängen. (Der Parameter D wird erst in
die Abschätzungen des nächsten Kapitels eingehen. Der Einfachheit halber
ist er hier schon erwähnt.)
2.1 Quasi-Achsen
In Satz 1.51 haben wir bereits gesehen, dass es für jedes γ ∈ Γ ein x ∈ X
gibt mit dγ(x) = min dγ.
Lemma 2.2. Seien γ ∈ Γ, x ∈X mit dγ(x) = min dγ und c : [0, dγ(x)] −→X
eine kürzeste Geodäte von x nach γx. Wir setzen c folgendermassen zu einer
stetigen, nach Bogenlänge parametrisierten Abbildung R −→ X fort: Für
t ∈ R gibt es eindeutige z ∈ Z und s ∈ [0, d(x, γx)) mit t = z · d(x, γx) + s,
setze c(t) := γzc(s). Dann gelten:
• c(z · d(x, γx) + t) = γzc(t) für alle z ∈ Z, t ∈ R.
• dγ
(
c(t)
)
= min dγ für alle t ∈ R.
• Eingeschränkt auf jedes Intervall der Länge min dγ ist c minimierend.
• Ist γ hyperbolisch, so ist c eine Quasi-Geodäte von γ− nach γ+, wobei
γ+, γ− die eindeutigen Fixpunkte von γ in ∂∞X gemäss Lemma 1.44 sind.
• Ist γ elliptisch, so ist c periodisch mit c(t + ord(γ) · d(x, γx)) = c(t) für
alle t ∈ R.
Beweis. Die erste Eigenschaft gilt nach Definition von c. Seien nun t ∈ R
und z ∈ Z, s ∈ [0, d(x, γx)) mit t = z ·min d(x, γx) + s. Dann ist
d
(
c(t), γc(t)
)
= d
(
c(t), c(t+min dγ)
)
= d
(
γzc(s), γz+1c(s)
)
= d
(
c(s), γc(s)
) ≤ d(c(s), γx)+ d(γx, γc(s))
= d
(
c(s), γx
)
+ d
(
x, c(s)
)
= d(x, γx) = min dγ.
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Mit der Definition von min dγ folgt: d
(
c(t), γc(t)
)
= d
(
c(t), c(t+min dγ)
)
=
min dγ. Also ist dγ
(
c(t)
)
= min dγ für alle t ∈ R, und eingeschränkt auf jedes
Intervall der Länge min dγ ist c minimierend. Den Rest der Aussage zeigt
man mit der Definition einer hyperbolischen Isometrie, mit Lemma 1.44 und
Korollar 1.50.
Definition 2.3. Seien γ ∈ Γ hyperbolisch, x ∈ X mit dγ(x) = min dγ,
c : [0, dγ(x)] −→ X eine kürzeste Geodäte von x nach γx und c : R −→ X
die in obigem Lemma beschriebene Fortsetzung. Dann heisst c eine Quasi-
Achse von γ.
Bemerkung 2.4. • Für jede hyperbolische Isometrie existiert mindestens
eine Quasi-Achse, und jede Quasi-Achse ist eine stetige, nach Bogenlänge
parametrisierte Abbildung R −→ X mit den in obigem Lemma beschrie-
benen Eigenschaften.
• Ist X eine Riemannsche Mannigfaltigkeit, so ist jede Quasi-Achse eine
Geodäte im Riemannschen Sinn.
Definition 2.5. Sei γ ∈ Γ hyperbolisch. Eine nach Bogenlänge parametri-
sierte kürzeste Geodäte e : R −→ X von γ− nach γ+ heisst Achse von γ.
Bemerkung 2.6. Für jedes hyperbolische γ ∈ Γ existiert mindestens eine
Achse. Sind e1, e2 zwei Achsen von γ, so gilt dH
(
Im(e1), Im(e2)
) ≤ 8δ nach
Satz 1.24.
Somit haben wir zwei Arten von achsenähnlichen Objekten, so genannte Ach-
sen und Quasi-Achsen. Quasi-Achsen werden translatiert durch die entspre-
chende Isometrie, müssen global aber nicht minimierend sein. Achsen sind
global minimierend, müssen aber durch die entsprechende Isometrie nicht
translatiert werden. Unser nächstes Ziel ist, den Abstand zwischen Achsen
und Quasi-Achsen einer Isometrie abzuschätzen.
Satz 2.7. Für alle γ ∈ Γ hyperbolisch, x ∈ X, n ∈ N∗ ist d(x, γnx) ≥ En,
wobei E = E(Ω, δ) > 0.
Beweis. Setze r := 12δ und E := δ
2·Ω(r) . Dann ist E > 0 (wir haben δ > 0
und Im(Ω) ⊂ N∗ vorausgesetzt) und E = E(Ω, δ).
Nehmen wir an, es gebe γ ∈Γ hyperbolisch, x∈X, n∈N∗ mit d(x, γnx)< En.
Gemäss Bemerkung 1.40 existiert limp→∞ 1p · d(x, γpx). Für alle k ∈ N∗ gilt:
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d(x, γknx) ≤ ∑ki=1 d(γ(i−1)nx, γinx) = k · d(x, γnx) < knE nach Annahme.
Somit ist d(x,γ
knx)
kn
< E für alle k ∈ N∗, also limp→∞ 1p · d(x, γpx) ≤ E . Es gibt
P1 ∈ N∗ mit 1p · d(x, γpx) ≤ 2E für alle p ≥ P1. (1)
Für alle p ∈ N seien Sp := {x, γx, γ2x, . . . , γpx} und rp := rad(Sp). Setze
b := d(x, γx) > 0, P2 :=
⌈
P1·b
E
⌉
und P := max{P1, P2} ∈ N∗. Seien p ≥ P
und q 6= m ∈ {0, 1, . . . , p} beliebig. Ist | q −m | ≤ P1, folgt aus
d(x, γ| q−m |x) ≤
| q−m |∑
i=1
d(γi−1x, γix) = | q −m | · b ≤ P1 · b
und der Definition von P2:
d(γqx, γmx)
p
=
d(γ| q−m |x, x)
p
≤ P1 · b
p
≤ P1 · b
P2
≤ E .
Ist | q −m | > P1, folgt mit (1):
d(γqx, γmx)
p
=
d(γ| q−m |x, x)
p
≤ d(γ
| q−m |x, x)
| q −m | ≤ 2E .
In jedem Fall ist d(γ
qx,γmx)
p
≤ 2E für alle q 6= m ∈ {0, 1, . . . , p}. Also ist
diam(Sp)
p
≤ 2E und somit auch rp
p
≤ 2E für alle p ≥ P ∈ N∗. (2)
Als nächstes wollen wir zeigen: Es gibt p, q ∈ N mit p − q ≥ Ω(r) und
0 ≤ rp − rq ≤ δ. Nehmen wir an, dies gelte nicht. Für alle p, q ∈ N mit
p− q ≥ Ω(r) > 0 ist offensichtlich rp ≥ rq . Somit muss rp − rq > δ sein für
alle p, q ∈ N mit p− q ≥ Ω(r). Wegen r0 = 0 folgt für alle k ∈ N∗:
rk·Ω(r) =
k∑
i=1
(ri·Ω(r) − r(i−1)·Ω(r)) > k · δ,
also
rk·Ω(r)
k · Ω(r) >
δ
Ω(r)
.
Setze L :=
⌈
P
Ω(r)
⌉ ∈ N∗. Dann ist L · Ω(r) ≥ P , also rL·Ω(r)
L·Ω(r) ≤ 2E nach (2).
Zusammen folgt:
2E = δ
Ω(r)
<
rL·Ω(r)
L · Ω(r) ≤ 2E .
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Dies ist ein Widerspruch, somit gibt es p, q ∈ N mit p − q ≥ Ω(r) und
0 ≤ rp − rq ≤ δ.
Es war Sp = {x, γx, . . . , γpx}. Gemäss Lemma 1.28 gelten Cent0(Sp) 6= ∅,
Centδ(Sp) 6= ∅. Seien g ∈ Cent0(Sp), f ∈ Centδ(Sp) und l ∈ {0, 1, . . . ,Ω(r)}.
Wegen g ∈ Cent0(Sp) ist Sq ⊂ Sp ⊂ Brp(g) = Brp−rq+rq(g) ⊂ Bδ+rq(g), also
g ∈ Centδ(Sq). Somit ist γlg ∈ Centδ
(
γl(Sq)
) ⊂ Cent2δ(γl(Sq)). (3)
Sei v ∈ {0, 1, . . . , q}. Dann ist l + v ≤ Ω(r) + q ≤ p, also γl+vx ∈ Sp. Wegen
f ∈ Centδ(Sp) folgt: γl+vx ∈ Brp+δ(f) = Brp−rq+rq+δ(f) ⊂ B2δ+rq(f) für alle
v ∈ {0, 1, . . . , q}, also γl(Sq) ⊂ B2δ+rq (f). Ausserdem ist rad
(
γl(Sq)
)
= rq
und somit f ∈ Cent2δ
(
γl(Sq)
)
. (4)
Aus (3) und (4) sowie Lemma 1.28 folgt: d(γlg, f) ≤ 12δ = r. Also ist
γlg ∈ Br(f) für alle l ∈ {0, . . . ,Ω(r)}. Mit der Definition von Ω erhält
man: #{g, γg, . . . , γΩ(r)g} ≤ Ω(r). Somit gibt es u 6= v ∈ {0, . . . ,Ω(r)} mit
γug = γvg, also γ| u−v |g = g. Da Γ frei auf X operiert, folgt γ|u−v | = id
mit |u− v | > 0. Dies ist ein Widerspruch, da γ als hyperbolische Isometrie
unendliche Ordnung hat.
Konvention. Für den Rest dieser Arbeit sei E die Konstante aus obigem Satz.
Mit der Dreiecksungleichung folgt sofort:
Korollar 2.8. Für alle γ ∈ Γ hyperbolisch, x ∈ X und n,m ∈ Z gilt:
|m− n | · E ≤ d(γnx, γmx) ≤ |n−m | · d(x, γx).
Korollar 2.9. Sei γ ∈ Γ hyperbolisch. Dann ist jede Quasi-Achse von γ eine
(mindγE , E +min dγ)-Quasi-Geodäte.
Die Parameter min dγE und E +min dγ sind abhängig von γ. Dank Hyperboli-
zität von X kann man aber Quasi-Geodäten-Parameter finden, die nicht von
γ abhängen.
Satz 2.10. Sei γ ∈ Γ hyperbolisch. Dann ist jede Quasi-Achse von γ eine
(F ,G)-Quasi-Geodäte, wobei F = F(Ω, δ) ≥ 1 und G = G(Ω, δ) ≥ 0.
Beweis. Gemäss Satz 1.13 existieren H = H(δ) > 0, λ′ = λ′(δ) ≥ 1 und
µ′ = µ′(δ) ≥ 0, so dass jede (1, 0, H)-lokal-Quasi-Geodäte eine (λ′, µ′)-Quasi-
Geodäte ist. Setze F := max{HE , λ′}, G := max{E +H, µ′}.
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Seien nun γ ∈ Γ hyperbolisch und c : R −→ X eine Quasi-Achse von γ.
Gemäss obigem Korollar ist c eine (mindγE , E +min dγ)-Quasi-Geodäte. Falls
min dγ < H ist, ist c eine (HE , E + H)-Quasi-Geodäte und damit auch eine
(F ,G)-Quasi-Geodäte.
Gleichzeitig ist c eingeschränkt auf jedes Teilintervall der Länge min dγ mini-
mierend, d. h. c ist eine (1, 0,min dγ)-lokal-Quasi-Geodäte. Falls min dγ ≥ H
ist, ist c also eine (λ′, µ′)-Quasi-Geodäte und damit auch eine (F ,G)-Quasi-
Geodäte.
Zusammen mit Satz 1.14 und Satz 1.25 folgt:
Korollar 2.11. Es gibt Q = Q(Ω, δ), R = R(Ω, δ) ∈ R+, so dass gilt: Seien
γ ∈ Γ hyperbolisch und c : R −→ X eine Quasi-Achse von γ.
(a) Seien a ≤ b ∈ R und g : [0, 1] −→ X eine kürzeste Geodäte von c(a)
nach c(b). Dann ist dH
(
Im(c|[a,b]), Im(g)
) ≤ Q.
(b) Sei g : R+ −→ X ein Strahl mit g(0) = c(0) und g(∞) = γ+. Dann ist
dH
(
Im(c|R+), Im(g)
) ≤ R.
(c) Sei e : R −→ X eine Achse von γ. Dann ist dH
(
Im(c), Im(e)
) ≤ R.
Bemerkung 2.12. Seien γ ∈ Γ hyperbolisch und n,m ∈ N∗. Seien cn eine
Quasi-Achse von γn und cm eine Quasi-Achse von γm. Sei e eine Achse von
γ. Dann ist e auch eine Achse von γn und γm. Nach obigem Korollar gelten:
dH
(
Im(e), Im(cn)
)
, dH
(
Im(e), Im(cm)
) ≤ R und dH(Im(cn), Im(cm)) ≤ 2R.
Konvention. Für den Rest dieser Arbeit seien F , G, Q, R die Konstanten aus
Satz 2.10 und Korollar 2.11. Satz 2.10 und Korollar 2.11 werden im Folgenden
oft gebraucht, ohne dass explizit darauf hingewiesen wird.
2.2 Achsen
In diesem Abschnitt beweisen wir Satz 0.3, dafür brauchen wir aber einige
technische Lemmata.
Lemma 2.13. Seien n ∈ N∗ und L > F · (2Q + G + 16δ) + 6Q + 16δ.
Seien f : [0, nL] −→ X eine nach Bogenlänge parametrisierte (F ,G)-Quasi-
Geodäte, so dass f eingeschränkt auf jedes Intervall der Länge L minimierend
ist, und xi := f(iL) für alle i = 0, . . . , n. Weiter sei [x0, xn] eine kürzeste
Geodäte von x0 = f(0) nach xn = f(nL). Sei pi eine Projektion von xi auf
[x0, xn] für i = 0, . . . , n. Dann ist d(xi, pi) ≤ Q für alle i = 0, . . . , n und
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f
x0 = p0
xi−1
y
xi
zxi+1
xn = pn
pi−1 pipi+1 p
Abbildung 2: Zum Beweis von Lemma 2.13
d(x0, pi) ≤ d(x0, pi+1) für alle i = 0, . . . , n− 1. (Sprechweise: Auf [x0, xn] gilt
die Reihenfolge [x0 = p0, p1, p2, . . ., pn−1, pn = xn].)
Beweis (nach [CDP], Chap. 3, Beweis von Lemma 1.12). Nach Wahl von Q
in Korollar 2.11 ist d(xi,pi)≤Q für i= 0, . . . ,n. Nehmen wir an, die Behaup-
tung des Lemmas gelte nicht. Dann gibt es ein kleinstes i ∈ {0, . . . , n − 1}
mit d(x0, pi) > d(x0, pi+1). Wegen p0 = x0 ist i ≥ 1, und für alle j < i ist
d(x0, pj) ≤ d(x0, pj+1) (Abbildung 2).
Nach Voraussetzung ist d(xj , xj+1) = L = L(f |[jL,(j+1)L]), also
d(pj, pj+1) ≥ d(xj , xj+1)− d(xj , pj)− d(xj+1, pj+1) ≥ L− 2Q
für alle j = 0, . . . , n−1. Nach Wahl von i ist d(x0, pi) ≥ d(pi−1, pi) ≥ L−2Q.
Somit existiert p ∈ [x0, pi] mit d(p, pi) = L2 −Q > 0.
xi−1 y xi
pi−1 p piEs sind pi−1, p ∈ [x0, pi] mit d(pi−1, pi) ≥ L− 2Q und
d(p, pi) =
L
2
− Q. Somit ist p ∈ [pi−1, pi]. Weiter sind
[pi−1, pi] und [xi−1, xi] = Im(f |[(j−1)L,jL]) minimierend.
Somit gibt es y ∈ [xi−1, xi] mit
d(p, y) ≤ max{d(pi−1, xi−1), d(pi, xi)} + 8δ
≤ Q+ 8δ.
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xi+1 z xi
pi+1 p piEs sind pi+1, p ∈ [x0, pi] mit d(pi+1, pi) ≥ L− 2Q und
d(p, pi) =
L
2
− Q. Somit ist p ∈ [pi+1, pi], und man
findet analog z ∈ [xi, xi+1] mit
d(p, z) ≤ max{d(pi+1, xi+1), d(pi, xi)}+ 8δ
≤ Q+ 8δ.
Zusammen folgt:
d(z, y) ≤ d(z, p) + d(p, y) ≤ 2Q+ 16δ.
Seien v ≤ w ∈ [0, nL] so, dass y = f(v), z = f(w) (Abbildung 2). Dann ist
L(f |[v,w]) = L(f |[v,iL]) + L(f |[iL,w]) = d(y, xi) + d(xi, z)
≥ d(p, pi)− d(p, y)− d(xi, pi) + d(p, pi)− d(xi, pi)− d(z, p)
≥ L− 6Q− 16δ.
Da f eine (F ,G)-Quasi-Geodäte ist, folgt:
2Q+ 16δ ≥ d(z, y) ≥ 1F · L(f |[v,w])− G ≥
1
F · (L− 6Q− 16δ)− G,
also F · (2Q + G + 16δ) + 6Q + 16δ ≥ L, und dies ist ein Widerspruch zur
Voraussetzung.
Lemma 2.14. Seien γ ∈ Γ hyperbolisch, x ∈ X mit dγ(x) = min dγ, n ∈ N∗
und h : [0, n ·min dγ] −→ X eine kürzeste Geodäte von x nach γnx. Es gelte
min dγ > F · (2Q+ G+16δ)+ 6Q+16δ. Dann ist d
(
γix, h(i ·min dγ)
) ≤ 8Q
für alle i = 0, . . . , n.
Beweis. Sei c : R −→ X eine Quasi-Achse von γ mit c(0) = x. Sei pi eine
Projektion von γix = c(i ·min dγ) auf Im(h) für i = 0, . . . , n. Dann gilt nach
obigem Lemma: d(γix, pi) ≤ Q für alle i = 0, . . . , n und d(x, pi) ≤ d(x, pi+1)
für alle i = 0, . . . , n− 1.
Nehmen wir an, es gebe i ∈ {0, . . . , n} mit d(x, pi) > in · d(x, γnx) + 5Q. Sei
i die kleinste Zahl mit dieser Eigenschaft, d. h.
d(x, pi) >
i
n
· d(x, γnx) + 5Q,
d(x, pj) ≤ j
n
· d(x, γnx) + 5Q ∀j < i.
(5)
Wegen p0 = x, pn = γnx ist i ∈ {1, . . . , n− 1}. Speziell muss n ≥ 2 sein.
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Behauptung. Dann gilt für alle r = 1, . . . , n− 1:
(a) n− ri ∈ {0, . . . , n} und d(x, pn−ri) < n−rin · d(x, γnx)− 3Q
(b) i < n
r+1
Beweis der Behauptung (Induktion nach r). Induktionsverankerung r = 1:
(a) n− i ∈ {0, . . . , n} ist klar, somit ist pn−i definiert. Wegen (5) gilt:
d(γnx, pn−i) ≥ d(γnx, γn−ix)−Q = d(γix, x)−Q
≥ d(pi, x)− 2Q > i
n
· d(x, γnx) + 3Q,
also
d(x, pn−i) = d(x, γnx)− d(γnx, pn−i)
< d(x, γnx)− i
n
· d(x, γnx)− 3Q
=
n− i
n
· d(x, γnx)− 3Q.
(b) Nehmen wir an, es sei i ≥ n
2
. Dann ist 0 ≤ n − i ≤ n
2
≤ i ≤ n, also gilt
auf h die Reihenfolge [x, pn−i, pi, γnx]. Aus (5) und (a) folgt:
d(pi, pn−i) = d(x, pi)− d(x, pn−i)
>
i
n
· d(x, γnx)− n− i
n
· d(x, γnx) + 8Q
=
2i− n
n
· d(x, γnx) + 8Q.
Setze j := 2i − n. Wegen 1 ≤ n
2
≤ i ≤ n − 1 < n ist j ∈ {0, . . . , n} mit
j < i und
d(x, pj) = d(x, p2i−n) ≥ d(x, γ2i−nx)−Q
= d(γn−ix, γix)−Q ≥ d(pn−i, pi)− 3Q
>
2i− n
n
· d(x, γnx) + 5Q = j
n
· d(x, γnx) + 5Q.
Dies ist ein Widerspruch zu (5), somit muss i < n
2
sein.
Induktionsschritt r−1−→ r (2 ≤ r ≤ n−1). Nach Induktionsvoraussetzung
für r − 1 gelten:
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(a’) n− (r − 1)i ∈ {0, . . . , n} und d(x, pn−(r−1)i) < n−(r−1)in · d(x, γnx)− 3Q
(b’) i < n
r
Wir zeigen nun (a), (b) für r.
(a) Nach (b’) ist n−ri ∈ {0, . . . , n}, also pn−ri definiert und n− (r−1)i > i.
Auf h gilt somit die Reihenfolge [x, pi, pn−(r−1)i, γnx]. Aus (a’) und (5)
folgt:
d(pi, pn−(r−1)i) = d(x, pn−(r−1)i)− d(x, pi)
<
n− (r − 1)i
n
· d(x, γnx)− i
n
· d(x, γnx)− 8Q
=
n− ri
n
· d(x, γnx)− 8Q,
also
d(x, pn−ri) ≤ d(x, γn−rix) +Q = d(γix, γn−(r−1)ix) +Q
≤ d(pi, pn−(r−1)i) + 3Q < n− ri
n
· d(x, γnx)− 5Q
≤ n− ri
n
· d(x, γnx)− 3Q.
(b) Nehmen wir an, es gelte i ≥ n
r+1
. Dann ist n− ri ≤ i, also gilt auf h die
Reihenfolge [x, pn−ri, pi, γnx]. Aus (5) und (a) folgt:
d(pi, pn−ri) = d(x, pi)− d(x, pn−ri)
>
i
n
· d(x, γnx)− n− ri
n
· d(x, γnx) + 8Q
=
(r + 1)i− n
n
· d(x, γnx) + 8Q.
Setze j := (r + 1)i − n. Nach (b’) und Annahme ist n
r+1
≤ i < n
r
, also
j ∈ {0, . . . , n} mit j < i und
d(x, pj) = d(x, p(r+1)i−n) ≥ d(x, γ(r+1)i−nx)−Q
= d(γn−rix, γix)−Q ≥ d(pn−ri, pi)− 3Q
>
(r + 1)i− n
n
· d(x, γnx) + 5Q = j
n
· d(x, γnx) + 5Q.
Dies ist ein Widerspruch zu (5), somit muss i < n
r+1
gelten.  Beh.
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Insbesondere folgt nun aus (b) für r = n − 1: i < 1. Wir haben aber schon
gesehen, dass i ≥ 1 sein muss. Somit war die Annahme falsch, und für alle
j ∈ {0, . . . , n} gilt:
d(x, pj) ≤ j
n
· d(x, γnx) + 5Q.
Wendet man dies auf n− j an, folgt:
d(x, pj) = d(x, γ
nx)− d(γnx, pj) ≥ d(x, γnx)− d(γnx, γjx)−Q
= d(x, γnx)− d(γn−jx, x)−Q ≥ d(x, γnx)− d(pn−j, x)− 2Q
≥ d(x, γnx)− n− j
n
· d(x, γnx)− 7Q = j
n
· d(x, γnx)− 7Q
für alle j ∈ {0, . . . , n}. Zusammen erhält man:
∣∣ d(x, pj)− j
n
· d(x, γnx) ∣∣ ≤ 7Q,
also
d
(
pj , h(j ·min dγ)
)
=
∣∣ d(x, pj)− d(x, h(j ·min dγ)) ∣∣
=
∣∣ d(x, pj)− j
n
· d(x, γnx) ∣∣
≤ 7Q
und
d
(
γjx, h(j ·min dγ)
) ≤ d(γjx, pj) + d(pj, h(j ·min dγ)) ≤ 8Q
für alle j = 0, . . . , n.
Zur Abkürzung setzen wir für den Rest dieses Abschnitts
J := F · (2Q+ G + 16δ) + 6Q+ 16δ,
L :=
1
E · (J + 1).
Lemma 2.15. Seien γ ∈ Γ hyperbolisch, x ∈ X mit d(x, γx) = min dγ und
n ∈ N∗. Es gelte min dγ > J . Sei cn : R −→ X eine Quasi-Achse von γn,
y := cn(0). Dann gilt für alle i ∈ Z:
d
(
γix, cn(
i
n
·min dγn)
) ≤ d(x, y) + 8Q+ 8δ.
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Beweis. Sei h : [0, n ·min dγ] −→ X eine kürzeste Geodäte von x nach γnx.
Nach obigem Lemma ist d
(
γix, h(i ·min dγ)
) ≤ 8Q für i = 0, . . . , n.
Setze nun c˜n : R −→ X, c˜n(t) := cn(t · mindγnn·mindγ ). Dann ist c˜n(0) = y und
c˜n(n · min dγ) = γny. Da c˜n auf [0, n ·min dγ] minimierend ist, gilt für alle
t ∈ [0, n ·min dγ]:
d
(
h(t), c˜n(t)
) ≤ max{d(x, y), d(γnx, γny)}+ 8δ = d(x, y) + 8δ.
Für alle i = 0, . . . , n folgt:
d
(
γix, cn(
i
n
·min dγn)
)
≤ d(γix, h(i ·min dγ))+ d(h(i ·min dγ), c˜n(i ·min dγ))
≤ d(x, y) + 8Q+ 8δ.
Da cn durch γn um min dγn translatiert wird, gilt dies für alle i ∈ Z.
Lemma 2.16. Seien γ ∈ Γ hyperbolisch und x ∈ X mit d(x, γx) = min dγ.
Es gelte min dγ ≤ J . Seien v ∈ N mit 1 ≤ v ≤ ⌈L⌉ und cv : R −→ X eine
Quasi-Achse von γv, y := cv(0). Dann gilt für alle i ∈ Z:
d
(
γix, cv(
i
v
·min dγv)
) ≤ 2J(L+ 1) + d(x, y).
Beweis. Für i = 0, . . . ,v folgt die Behauptung aus der Dreiecksungleichung.
Da cv durch γv um min dγv translatiert wird, gilt sie für alle i ∈ Z.
Satz 2.17. Seien γ ∈ Γ hyperbolisch und x ∈X mit d(x, γx) = min dγ. Seien
m ∈ N∗ und cm : R −→ X eine Quasi-Achse von γm, y := cm(0). Dann gilt
für alle i ∈ Z:
d
(
γix, cm(
i
m
·min dγm)
) ≤ (4L+ 2)J + 14R+ 8Q+ 24δ
+ F · [6R+ G + d(x, y)].
Beweis. Ist min dγ > J , folgt die Behauptung aus Lemma 2.15. Sei also
min dγ ≤ J . Setze λ := ⌈L⌉ ∈ N∗. Es gibt eindeutige p, v ∈ N mit m = pλ+v
und 0 ≤ v < λ. Ist p = 0, also m = v, folgt die Behauptung aus Lemma 2.16.
Sei also p ≥ 1.
Seien c : R −→ X eine Quasi-Achse von γ mit c(0) = x und cλ : R −→ X
eine Quasi-Achse von γλ. Wegen dH
(
Im(c), Im(cλ)
) ≤ 2R gibt es z ∈ Im(cλ)
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mit d(x, z) ≤ 2R. Sei OE cλ so parametrisiert, dass cλ(0) = z ist. Gemäss
Lemma 2.16 gilt für alle i ∈ Z:
d
(
γix, cλ(
i
λ
·min dγλ)
) ≤ 2J(L+ 1) + d(x, z) ≤ 2J(L+ 1) + 2R. (6)
Sei cpλ eine Quasi-Achse von γpλ. Wegen dH
(
Im(cλ), Im(cpλ)
) ≤ 2R gibt es
u ∈ Im(cpλ) mit d(z, u) ≤ 2R. Sei OE cpλ so parametrisiert, dass cpλ(0) = u
ist. Nach Satz 2.7 und Definition von L, λ ist min dγλ = d(z, γλz) > J . Somit
folgt aus Lemma 2.15 (auf γλ und p angewendet) für alle i ∈ Z:
d
(
γiλz, cpλ(
i
p
·min dγpλ)
) ≤ d(z, u) + 8Q+ 8δ ≤ 2R+ 8Q+ 8δ.
Setze nun c˜pλ : R −→ X, c˜pλ(s) := cpλ(s · mindγpλp·mind
γλ
). Dann ist c˜pλ(0) = u,
c˜pλ(p ·min dγλ) = γpλu, und für alle i ∈ Z gilt:
d
(
γiλz, c˜pλ(i ·min dγλ)
)
= d
(
γiλz, cpλ(
i
p
·min dγpλ)
) ≤ 2R+ 8Q+ 8δ.
Sei i ∈ Z. Es gibt α ∈ Z mit α ·min dγλ ≤ iλ ·min dγλ ≤ (α+1) ·min dγλ , und
cλ, c˜pλ sind eingeschränkt auf jedes Intervall der Länge min dγλ minimierend.
Somit gilt:
d
(
cλ(
i
λ
·min dγλ), c˜pλ( iλ ·min dγλ)
)
≤ max
{
d
(
cλ(α ·min dγλ), c˜pλ(α ·min dγλ)
)
,
d
(
cλ((α + 1) ·min dγλ), c˜pλ((α + 1) ·min dγλ)
)}
+ 8δ
= max
{
d
(
γαλz, c˜pλ(α ·min dγλ)
)
,
d
(
γ(α+1)λz, c˜pλ((α + 1) ·min dγλ)
)}
+ 8δ
≤ 2R+ 8Q+ 16δ.
Mit (6) folgt für alle i ∈ Z:
d
(
γix, cpλ(
i
pλ
·min dγpλ)
)
≤ d(γix, cλ( iλ ·min dγλ))+ d(cλ( iλ ·min dγλ), c˜pλ( iλ ·min dγλ))
≤ 2J(L+ 1) + 4R+ 8Q+ 16δ. (7)
34 2 ACHSEN VON HYPERBOLISCHEN ISOMETRIEN
c
x
γx
γ2x. . .
γλx
γ2λx . . .
γpλx
γmx
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z
γλz
γ2λz . . .
γpλz
γmzcpλ
u
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w q γ
mw
Abbildung 3: Die Quasi-Achsen c, cλ, cpλ, cm
Da cm eine Quasi-Achse von γm ist, gilt dH
(
Im(cm), Im(cpλ)
) ≤ 2R. (Ist
v = 0, also m = pλ, können cm und cpλ trotzdem verschiedene Quasi-Achsen
von γm = γpλ bezeichnen.) Somit gibt es S ∈ R mit d(cm(S), u) ≤ 2R. Setze
w := cm(S) und q := cm(S +
pλ
m
·min dγm) (Abbildung 3). Dann ist
d(q, γpλu) ≤ d(q, γmw) + d(γmw, γmu) + d(γmu, γmz) + d(γmz, γmx)
+ d(γmx, γpλx) + d(γpλx, γpλz) + d(γpλz, γpλu)
≤ d(q, γmw) + d(γvx, x) + 10R,
wobei
d(γvx, x) ≤ v · d(γx, x) = v ·min dγ ,
d(q, γmw) = d
(
cm(S +
pλ
m
·min dγm), cm(S +min dγm)
)
= (1− pλ
m
) ·min dγm = vm ·min dγm ≤ v ·min dγ.
Mit v < λ = ⌈L⌉ und min dγ ≤ J folgt:
d(q, γpλu) ≤ 2v ·min dγ +10R ≤ 2(λ− 1) ·min dγ +10R ≤ 2LJ +10R.
Setze nun c˜m : R −→ X, c˜m(t) := cm(S + t · pλ·mindγmm·min d
γpλ
). Dann ist c˜m(0) = w,
c˜m(min dγpλ) = q, und c˜m, cpλ sind auf
[
0,min dγpλ
]
minimierend. Somit gilt
für alle i = 0, . . . , pλ:
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d
(
c˜m(
i
pλ
·min dγpλ), cpλ( ipλ ·min dγpλ)
)
≤ max{d(w, u), d(q, γpλu)}+ 8δ ≤ 2LJ + 10R+ 8δ.
Mit (7) folgt für alle i = 0, . . . , pλ:
d
(
γix, cm(S +
i
m
·min dγm)
)
≤ d(γix, cpλ( ipλ ·min dγpλ))+ d(cpλ( ipλ ·min dγpλ), c˜m( ipλ ·min dγpλ))
≤ (4L+ 2)J + 14R+ 8Q+ 24δ. (8)
Weiter gilt für alle i ∈ {pλ, . . . ,m = pλ+ v}: m− i ≤ v ≤ λ− 1 ≤ L, also
d(γix, γmx) = d(x, γm−ix) ≤ (m− i) ·min dγ ≤ LJ,
d
(
γmw, cm(S +
i
m
·min dγm)
)
= d
(
cm(S +min dγm), cm(S +
i
m
·min dγm)
)
= m−i
m
·min dγm ≤ (m− i) ·min dγ ≤ LJ.
Damit folgt für alle i = pλ, . . . ,m:
d
(
γix, cm(S +
i
m
·min dγm)
)
≤ d(γix, γmx) + d(γmx, γmz) + d(γmz, γmu)
+ d(γmu, γmw) + d
(
γmw, cm(S +
i
m
·min dγm)
)
≤ 2LJ + 6R.
Zusammen mit (8) erhält man:
d
(
γix, cm(S +
i
m
·min dγm)
) ≤ (4L+ 2)J + 14R+ 8Q+ 24δ
für alle i = 0, . . . , m. Da cm durch γm um min dγm translatiert wird, gilt diese
Ungleichung für alle i ∈ Z.
Da cm eine (F ,G)-Quasi-Geodäte ist, ist
|S | ≤ F · [d(cm(0), cm(S))+ G]
≤ F · [d(y, x) + d(x, z) + d(z, u) + d(u, w) + G]
≤ F · [d(x, y) + 6R+ G].
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Somit folgt für alle i ∈ Z:
d
(
γix, cm(
i
m
·min dγm)
)
≤ d(γix, cm(S + im ·min dγm))+ |S |
≤ (4L+ 2)J + 14R+ 8Q+ 24δ + F · [d(x, y) + 6R+ G].
Nun können wir Satz 0.3 beweisen.
Satz 2.18. Seien γ ∈ Γ hyperbolisch und e : R −→ X eine Achse von γ.
Dann gilt für alle z ∈ Z und t ∈ R :
d
(
γze(t), e(t+ z · dγ∞)
) ≤ S,
wobei S = S(Ω, δ) ∈ R+.
Beweis. Setze
S := (4L+ 2)J + 18R+ 8Q+ 104δ + F · (8R+ G).
Wir zeigen die Behauptung für t = 0 und alle z ∈ Z. Für t ∈ R beliebig folgt
sie durch Umparametrisierung. Sei x := e(0), sei cn : R −→ X eine Quasi-
Achse von γn für jedes n ∈ N∗. Wegen dH
(
Im(cn), Im(e)
) ≤ R gibt es für
jedes n ∈ N∗ ein yn ∈ Im(cn) mit d(x, yn) ≤ R. Sei OE cn so parametrisiert,
dass yn = cn(0).
Für j ∈ N setze Cj := {cn|[−j,j] : [−j, j] −→ X | n ∈ N∗}. Da alle cn nach
Bogenlänge parametrisiert sind, ist jedes Cj gleichgradig stetig, und da X
eigentlich ist, hat {cn|[−j,j](t) | n ∈ N∗} kompakten Abschluss in X für alle
t ∈ [−j, j], für alle j ∈ N. Aus dem Satz von Arzela-Ascoli ([D], Chap. XII,
Theorem 6.4) und [D], Chap. XII, 8.2(3) folgt: Jedes Cj ist relativ kompakt
in X [−j,j] bezüglich der metrischen Topologie. Somit hat jede Folge in Cj
eine Teilfolge, die gleichmässig gegen eine stetige Abbildung [−j, j] −→ X
konvergiert, j ∈ N.
Mit dem Cantorschen Diagonalverfahren (vgl. [GH], Chap. 5, Beweis von
Theorem 25) findet man eine Teilfolge (nk)k∈N von N∗ und eine nach Bogen-
länge parametrisierte kürzeste Geodäte c : R −→ X, so dass cnk punktweise
gegen c konvergiert für k →∞. Wegen cnk(0) = ynk ∈ BR(x) für alle k ∈ N
ist auch c(0) ∈ BR(x).
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x
yn
e
gn
γ+
Sei n ∈ N∗ beliebig. Sei gn : R+ −→ X ein
Strahl von yn = cn(0) nach γ+ = cn(∞). Dann
ist dH
(
Im(gn), Im(cn|R+)
) ≤ R. Ausserdem ist
e(∞) = γ+ = gn(∞). Nach Satz 1.24(c) er-
füllt das Dreieck △(x, yn, γ+) die Bedingung
von Rips mit 24δ. Wegen d(x, yn)≤R folgt: dH
(
Im(e|R+), Im(gn)
)≤R+24δ.
Zusammen erhält man: dH
(
Im(cn|R+), Im(e|R+)
) ≤ 2R+24δ für alle n ∈ N∗.
Da cnk punktweise gegen c konvergiert, gibt es für jedes r ∈ N ein k ∈ N mit
d
(
cnk(r), c(r)
) ≤ R. Weiter gibt es sr ≥ 0 mit d(cnk(r), e(sr)) ≤ 2R + 24δ,
also d
(
c(r), e(sr)
) ≤ 3R+ 24δ. Nach Bemerkung 1.20 ist (e(sr))r∈N ∈ S∞X
mit e(sr)
r→∞−−−→ c(∞). Speziell folgt sr r→∞−−−→ ∞ und somit e(sr) r→∞−−−→ e(∞).
Also muss c(∞) = e(∞) = γ+ sein. Analog zeigt man c(−∞) = e(−∞) =
γ−, somit ist c eine Achse von γ.
Seien nun z ∈ Z∗ und ε > 0. Gemäss Lemma 1.41(b) gibt es K1 ∈ N mit
| dγ∞ − 1nk ·min dγnk | < ε2| z | für alle k ≥ K1. Da cnk(z · dγ∞) gegen c(z · dγ∞)
konvergiert, gibt es K2 ∈ N mit d
(
cnk(z ·dγ∞), c(z ·dγ∞)
)
< ε
2
für alle k ≥ K2.
Setze K3 := max{K1, K2}. Dann folgt für alle k ≥ K3:
d
(
c(z · dγ∞), cnk( znk ·min dγnk )
)
≤ d(c(z · dγ∞), cnk(z · dγ∞))+ d(cnk(z · dγ∞), cnk( znk ·min dγnk ))
≤ d(c(z · dγ∞), cnk(z · dγ∞))+ | z | · ∣∣ dγ∞ − 1nk ·min dγnk ∣∣
< ε.
c1 ist eine Quasi-Achse von γ mit y1 = c1(0) ∈ BR(x), cnk ist eine Quasi-
Achse von γnk mit ynk = cnk(0) ∈ BR(x). Also ist d(y1, ynk) ≤ 2R, und aus
Satz 2.17 folgt:
d
(
γzy1, cnk(
z
nk
·min dγnk )
)≤ (4L+2)J+14R+8Q+24δ+F(8R+G).
Damit gilt für k ≥ K3:
d
(
γzy1, c(z · dγ∞)
)
≤ d(γzy1, cnk( znk ·min dγnk ))+ d(cnk( znk ·min dγnk ), c(z · dγ∞))
≤ (4L+ 2)J + 14R+ 8Q+ 24δ + F(8R+ G) + ε.
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ε > 0 war beliebig. Somit ist
d
(
γzy1, c(z · dγ∞)
) ≤ (4L+ 2)J + 14R+ 8Q+ 24δ + F(8R+ G),
und wegen c(0), c1(0) ∈ BR(x) folgt:
d
(
γzc(0), c(z · dγ∞)
) ≤ d(γzc(0), γzc1(0))+ d(γzy1, c(z · dγ∞))
≤ (4L+ 2)J + 16R+ 8Q+ 24δ + F(8R+ G).
e und c sind beides Achsen von γ. Nach Satz 1.24(b) gibt es u ∈ R mit
d
(
e(t), c(t− u)) ≤ 40δ für alle t ∈ R. Dabei ist
|u | = d(c(0), c(−u)) ≤ d(c(0), x)+ d(e(0), c(−u)) ≤ R+ 40δ.
Zusammen folgt:
d
(
γze(0), e(z · dγ∞)
)
≤ d(γzx, γzc(0))+ d(γzc(0), c(z · dγ∞))
+ d
(
c(z · dγ∞), c(z · dγ∞ − u)
)
+ d
(
c(z · dγ∞ − u), e(z · dγ∞)
)
≤ (4L+ 2)J + 18R+ 8Q+ 104δ + F(8R+ G)
= S.
Dabei war z ∈ Z∗ beliebig. Für z = 0 ist die Aussage klar.
Konvention. Für den Rest dieser Arbeit sei S die Konstante aus obigem Satz.
Bemerkung 2.19. Im Beweis von Satz 0.2 werde ich hauptsächlich mit
Achsen arbeiten. Man kann diesen Beweis auch ohne die Hilfe von Satz 2.18
führen, indem man Quasi-Achsen anstelle von Achsen verwendet. Dass Quasi-
Achsen global nicht minimierend sind, führt aber zu technischen Problemen,
welche den Beweis deutlich komplizierter machen.
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3 Vorbereitungen für den Beweis von Satz 0.2
Dieses Kapitel enthält einige Vorbereitungen für den Beweis von Satz 0.2.
Wir untersuchen zuerst Projektionen auf Mengen mit kleiner Verschiebung
unter beliebigen Isometrien und Projektionen auf Achsen von hyperbolischen
Isometrien. Die hier angegebenen Abschätzungen werden es in Kapitel 4 er-
möglichen, das Ergebnis von Satz 0.2 linear in den gewünschten Grössen zu
erhalten.
Danach führen wir ein Häufungsargument für Mengen mit kleiner Verschie-
bung unter gegebenen Isometrien durch. Dieses Argument gilt für beliebige
Isometrien, wird im Beweis von Satz 0.2 aber nur für elliptische gebraucht.
3.1 Projektion auf Mengen mit kleiner Verschiebung
Satz 3.1. Seien k > 12 und γ ∈ Γ, gelte Kγ := {x ∈ X | d(x, γx) ≤ kδ} 6= ∅.
Dann folgt für alle x ∈ X: d(x,Kγ) ≤ 12 · d(x, γx) + 6δ.
Beweis. Sei x ∈ X. Wir können OE x /∈ Kγ annehmen, d. h. d(x, γx) > kδ.
Sei y eine Projektion von x auf Kγ. Dann ist γy eine Projektion von γx
auf γ(Kγ) = Kγ . Sei [x, y] eine kürzeste Geodäte von x nach y, dann ist
[γx, γy] := γ[x, y] eine kürzeste Geodäte von γx nach γy.
Sei g : [0, 1] −→ X eine kürzeste Geodäte von y nach γy. g wird mit [y, γy]
bezeichnet werden. Sei t ∈ [0, 1] beliebig.
d
(
g(t), γg(t)
) ≤ d(g(t), g(1))+ d(γg(0), γg(t))
= d
(
g(0), g(1)
)
= d(y, γy) ≤ kδ,
da y ∈ Kγ . Somit ist [y, γy] ⊂ Kγ .
x
y
γx
γy
ω1
ω2ω3
ϕ1
ϕ2
ϕ3
χ
Wähle noch kürzeste Geodäten [x,γx] und [x,γy]. Seien
ω1, ω2, ω3 die Tripel-Punkte des Dreiecks △(x, γx, γy)
und ϕ1, ϕ2, ϕ3 diejenigen des Dreiecks△(x, y, γy) (siehe
Abbildung rechts).
Nehmen wir an, es gelte d(γy, ω2) > d(γy, ϕ2). Da y
eine Projektion von x auf Kγ ist und ϕ1 ∈ [y, γy] ⊂ Kγ ,
folgt:
d(y, ϕ1) = d(y, ϕ3) = d(y, x)− d(x, ϕ3)
≤ d(x, ϕ1)− d(x, ϕ3) ≤ d(ϕ1, ϕ3) ≤ 4δ.
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Nach Annahme gibt es χ ∈ [γy, ω3] mit d(γy, χ) = d(γy, ϕ2). Da γy eine
Projektion von γx auf Kγ ist und ϕ1 ∈ [y, γy] ⊂ Kγ, folgt:
d(γy, ϕ1) = d(γy, χ) = d(γy, γx)− d(γx, χ) ≤ d(γx, ϕ1)− d(γx, χ)
≤ d(ϕ1, χ) ≤ d(ϕ1, ϕ2) + d(ϕ2, χ) ≤ 8δ.
Zusammen erhält man:
d(y, γy) = d(y, ϕ1) + d(ϕ1, γy) ≤ 12δ.
Andererseits: Da y eine Projektion von x /∈ Kγ auf Kγ ist, muss y ∈ ∂Kγ
sein. Somit ist d(y, γy) = kδ > 12δ, und dies ist ein Widerspruch.
xγx
yγy
ω1
ω2ω3
ϕ1
ϕ2 ϕ3
ψ
Also ist d(γy, ω2) ≤ d(γy, ϕ2). Sei ψ ∈ [γy, ϕ1] der
Punkt mit d(γy, ψ) = d(γy, ω2). Da γy eine Projektion
von γx auf Kγ ist und ψ ∈ [y, γy] ⊂ Kγ, folgt:
d(γy, ω3) = d(γx, γy)− d(γx, ω3)
≤ d(γx, ψ)− d(γx, ω3) ≤ d(ψ, ω3)
≤ d(ψ, ω2) + d(ω2, ω3) ≤ 8δ.
Da y eine Projektion von x auf Kγ ist und ϕ1 ∈ [y, γy] ⊂ Kγ, folgt:
d(x, y) ≤ d(x, ϕ1) ≤ d(x, ϕ3) + d(ϕ3, ϕ1)
≤ d(x, ω1) + d(ϕ3, ϕ1)
= d(x, γx)− d(γx, ω3) + d(ϕ3, ϕ1)
= d(x, γx)− d(γx, γy) + d(γy, ω3) + d(ϕ3, ϕ1)
≤ d(x, γx)− d(x, y) + 12δ.
Somit ist d(x,Kγ) = d(x, y) ≤ 12 · d(x, γx) + 6δ.
Satz 3.2. Seien 2 ≤ q ∈ N, γ1, . . . , γq ∈ Γ, k > 12 und h := k + 24. Setze
Ki := {z ∈ X | d(z, γiz) ≤ kδ} und Hi := {z ∈ X | d(z, γiz) ≤ hδ} für alle
i = 1, . . . , q. Es gelte K1 ∩ . . . ∩Kq 6= ∅. Dann folgt für alle x ∈ X:
d(x,H1 ∩ . . . ∩Hq) ≤ d(x, γ1x) + 1
2
· max
i=2,...,q
d(x, γix) + 18δ.
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Beweis. Setze l := k+16 und Li := {z ∈ X | d(z, γiz) ≤ lδ} für i = 1, . . . , q.
Sei x ∈ X, und seien u1, . . . , uq Projektionen von x auf K1, . . . , Kq. Gemäss
Satz 3.1 gilt:
d(x, ui) ≤ 1
2
· d(x, γix) + 6δ ∀i = 1, . . . , q. (9)
Seien v eine Projektion von x auf K1 ∩ . . . ∩Kq und c1, . . . , cq : [0, 1] −→ X
kürzeste Geodäten von v nach u1, . . . , uq. Für alle s ∈ [0, 1], i = 1, . . . , q gilt:
d
(
ci(s), γici(s)
) ≤ max{d(v, γiv), d(ui, γiui)}+ 8δ
≤ (k + 8)δ ≤ lδ, (10)
da v, ui ∈ Ki sind. Speziell ist ci(s) ∈ Li für alle s ∈ [0, 1], i = 1, . . . , q.
Für jedes j ∈ {2, . . . , q} setze pj := max{s ∈ [0, 1] | c1(s) ∈ Lj}. Wegen
c1(0) = v ∈ (K1 ∩ . . . ∩Kq) ⊂ (L1 ∩ . . . ∩ Lq) existiert pj . Definiere weiter
p := min{pj | j = 2, . . . , q}. Sei j ∈ {2, . . . , q} beliebig. Wegen p ∈ [0, pj] gilt:
d
(
c1(p), γjc1(p)
) ≤ max{d(v, γjv), d(c1(pj), γjc1(pj))}+ 8δ
≤ (l + 8)δ = hδ
da v, c1(pj) ∈ Lj. Somit ist c1(p) ∈ H2 ∩ . . . ∩Hq. Wegen (10) ist ausserdem
c1(p) ∈ L1 ⊂ H1, also c1(p) ∈ H1 ∩ . . . ∩Hq. (11)
Es gibt j ∈ {2, . . . , q} mit p = pj . Nach Definition von pj ist c1(p) ∈ Lj und
c1(s) /∈ Lj für alle s > p. Nehmen wir an, es sei d
(
c1(s), Im(cj)
) ≤ 4δ für ein
s > p. Dann gibt es sˆ ∈ [0, 1] mit d(c1(s), cj(sˆ)) ≤ 4δ, also
d
(
c1(s),γjc1(s)
)≤ d(c1(s), cj(sˆ))+d(cj(sˆ),γjcj(sˆ))+d(γjcj(sˆ),γjc1(s))
≤ 2 · 4δ + (k + 8)δ = lδ
nach (10). Somit ist c1(s) ∈ Lj und s > p. Dies ist ein Widerspruch zur Wahl
von j, also gilt d
(
c1(s), Im(cj)
)
> 4δ für alle s > p. (12)
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cj
c1
v
uj
u1
ψ1
ψ2
ψ3
c1(p)
w
Wir betrachten das Dreieck △ := △(v, u1, uj) mit
den Seiten c1, cj und einer kürzesten Geodäten
[u1, uj]. Seien ψ1, ψ2, ψ3 die Tripel-Punkte von △
(siehe Abbildung rechts). Weiter sei t ∈ [0, 1] so,
dass ψ1 = c1(t). Wegen (12) und weil △ 4δ-dünn
ist, gilt t ≤ p, also c1(p) ∈ [c1(t), c1(1)] = [ψ1, u1].
Somit gibt es einen Punkt w ∈ [u1, ψ3] so, dass
d
(
u1, c1(p)
)
= d(u1, w) ≤ d(u1, uj). Es folgt:
d
(
c1(p), x
) ≤ d(c1(p), u1)+ d(u1, x) ≤ d(u1, uj) + d(u1, x)
≤ 2 · d(u1, x) + d(x, uj) ≤ d(x, γ1x) + 1
2
· d(x, γjx) + 18δ
nach (9). Mit (11) folgt die Behauptung.
3.2 Projektion auf Achsen
Im Fall von hyperbolischen Isometrien brauchen wir nicht Projektionen auf
Mengen mit kleiner Verschiebung, sondern Projektionen auf Achsen.
Satz 3.3. Seien γ ∈ Γ hyperbolisch, x ∈ X und e : R −→ X eine Achse von
γ. Dann ist
d
(
x, Im(e)
) ≤ (6δE + 12
)
· d(x, γx) +R+ 6δ.
Beweis. Setze m := ⌊12δE ⌋ + 1. Nach Satz 2.7 ist d(y, γmy) ≥ Em > 12δ
für alle y ∈ X, also auch min dγm > 12δ. Somit ist k := min dγmδ > 12 und
Kγm := {y ∈ X | d(y, γmy) ≤ kδ = min dγm} 6= ∅. Sei y eine Projektion von
x auf Kγm . Nach Satz 3.1 und Definition von m ist
d(x, y) ≤ 1
2
· d(x, γmx) + 6δ ≤ m
2
· d(x, γx) + 6δ
≤
(
6δ
E +
1
2
)
· d(x, γx) + 6δ.
Gemäss Definition von Kγm und min dγm ist d(y, γmy) = min dγm . Somit
gibt es eine Quasi-Achse cm : R −→ X von γm mit cm(0) = y. Wegen
dH
(
Im(e), Im(cm)
) ≤ R ist d(y, Im(e)) ≤ R, also
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d
(
x, Im(e)
) ≤ d(x, y) + d(y, Im(e))
≤
(
6δ
E +
1
2
)
· d(x, γx) +R+ 6δ.
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Lemma 3.4. Seien k ≥ 0 und q ∈ N∗. Seien γ1, . . . , γq ∈ Γ, und es gelte
K := {z ∈ X | d(z, γiz) ≤ kδ ∀i = 1, . . . , q} 6= ∅. Setze r := 2D + √q · kδ.
Dann gibt es B ∈ N mit B ≤ (Ω(r))q und K1, . . . , KB ⊂ K, so dass gelten:
K = K1 ∪˙ . . . ∪˙KB, und für alle j ∈ {1, . . . , B} sowie v, w ∈ Kj gibt es ein
τ ∈ Z(γ1, . . . , γq) mit d(v, τw) ≤ 2D.
Beweis. Sei x ∈ X fest. Setze
Φ := {η ∈ Γ | ∃y ∈ BD(x) mit d(y, ηy) ≤ √q · kδ},
P := Γx ∩ B2D+√q·kδ(x) = Γx ∩Br(x).
Nach Voraussetzung an Ω gilt #P ≤ Ω(r). Ausserdem ist die Abbildung
Φ −→ P , η 7−→ η(x) injektiv. Somit ist #Φ ≤ #P ≤ Ω(r). Setze nun
Σ := {η = (η1, . . . , ηq) ∈ Γq | ∃y = (y1, . . . , yq) ∈ [BD(x)]q
mit d(y, ηy) ≤ √q · kδ},
wobei Xq das q-fache direkte Produkt von X (mit der Produktmetrik) sei.
Offensichtlich ist Σ ⊂ Φq und somit #Σ ≤ (#Φ)q ≤ (Ω(r))q. Also gibt es
B ∈ N mit B ≤ (Ω(r))q und ηji ∈ Γ für i = 1, . . . , q, j = 1, . . . , B, so dass
#Σ = B und Σ = {ηj = (ηj1, . . . , ηjq) | j = 1, . . . , B}.
Setze
Kj := {z ∈K | ∃σ ∈ Γ mit σz ∈BD(x) und (σγ1σ−1, . . . , σγqσ−1) = ηj}
für j = 1, . . . , B. Sei z ∈ K beliebig. Es gibt σ ∈ Γ mit σz ∈ BD(x). Dann
ist (σz, . . . , σz) ∈ [BD(x)]q mit
d
(
(σz, . . . , σz), (σγ1σ
−1, . . . , σγqσ−1)(σz, . . . , σz)
)2
= d
(
(σz, . . . σz), (σγ1z, . . . , σγqz)
)2
= d(z, γ1z)
2 + . . .+ d(z, γqz)
2
≤ q · (kδ)2,
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da z ∈ K. Somit ist (σγ1σ−1, . . . , σγqσ−1) ∈ Σ, also gibt es j ∈ {1, . . . , B}
mit (σγ1σ−1, . . . , σγqσ−1) = ηj. D. h. es ist z ∈ Kj . Da z ∈ K beliebig war,
folgt: K = K1 ∪ . . . ∪KB.
Seien nun j ∈ {1, . . . , B} und v, w ∈ Kj. Nach Definition von Kj gibt es
σv, σw ∈ Γ mit σvv, σww ∈ BD(x) und
(σvγ1σ
−1
v , . . . , σvγqσ
−1
v ) = η
j = (σwγ1σ
−1
w , . . . , σwγqσ
−1
w ).
D. h. σvγiσ−1v = σwγiσ
−1
w , also γiσ
−1
v σw = σ
−1
v σwγi für alle i = 1, . . . , q. Setze
τ := σ−1v σw. Dann ist τ ∈ Z(γ1, . . . , γq) und
d(v, τw) = d(σvv, σww) ≤ d(σvv, x) + d(x, σww) ≤ 2D.
Macht man die Mengen K1, . . . , KB disjunkt, folgt die Behauptung.
Satz 3.5. Seien k ≥ 0, q ∈ N∗ und γ1, . . . , γq ∈ Γ, es gelte K := {z ∈ X |
d(z, γiz) ≤ kδ ∀i = 1, . . . , q} 6= ∅. Setze r := 2D +√q · (k + 8)δ. Dann gibt
es für alle x, y ∈ K ein σ ∈ Z(γ1, . . . , γq) mit
d(x, σy) ≤ 2(Ω(r))q · (2D + δ).
Beweis. Setze L := {z ∈ X | d(z, γiz) ≤ (k + 8)δ ∀i = 1, . . . , q} 6= ∅. Nach
obigem Lemma (für k + 8 angewendet) gibt es B ∈ N mit B ≤ (Ω(r))q und
L1, . . . , LB ⊂ L, so dass gelten: L = L1 ∪˙ . . . ∪˙LB, und für alle j ∈ {1, . . . , B}
sowie v, w ∈ Lj gibt es ein τ ∈ Z(γ1, . . . , γq) mit d(v, τw) ≤ 2D. (13)
Seien x, y ∈ K. Wir können OE x 6= y annehmen. Sei h : [0, d(x, y)] −→ X
eine kürzeste Geodäte von x nach y. Für z ∈ Im(h) und i ∈ {1, . . . , q} gilt:
d(z, γiz) ≤ max
{
d(x, γix), d(y, γiy)
}
+ 8δ ≤ (k + 8)δ,
da x, y ∈ K. Somit ist Im(h) ⊂ L.
Setze nun
R :=
⌈
d(x, y)
δ
⌉
und Q :=
d(x, y)
R
≤ δ.
Für s = 0, . . . , R setze vs := h(s · Q) ∈ L. Dann gelten v0 = x, vR = y und
d(vs, vt) = | s− t | · Q für alle s, t = 0, . . . , R. Wegen (13) gibt es für jedes
s ∈ {0, . . . , R} genau ein js ∈ {1, . . . , B} mit vs ∈ Ljs.
Wähle induktiv eine „endliche Teilfolge“ (vlr)r=0,...,P von (vs)s=0,...,R folgen-
dermassen:
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• Setze vl0 := v0.
• Seien vl0 , . . . , vlr bereits definiert. Es gibt genau ein ξ ∈ {0, . . . , R} mit
vlr = vξ. Ist ξ = R, setze P := r und beende das Vorgehen. Die gesuchte
Teilfolge ist in diesem Fall vl0 = v0, vl1 , . . ., vlr−1, vlr = vlP = vR.
Ist ξ < R, so gibt es genau ein j ∈ {1, . . . , B} mit vlr = vξ ∈ Lj . Gibt es
t ∈ {ξ+1, . . . , R}mit vt ∈ Lj , setze ϑ := max
{
t ∈ {ξ+1, . . . , R} | vt ∈ Lj
}
und vlr+1 := vϑ. Falls es kein t ∈ {ξ + 1, . . . , R} gibt mit vt ∈ Lj , setze
vlr+1 := vξ+1.
Dieses Vorgehen liefert eine „endliche Teilfolge“ (vlr)r=0,...,P , so dass gilt:
(a) vl0 = v0 = x und vlP = vR = y.
(b) Für alle j ∈ {1, . . . , B} ist #{r ∈ {0, . . . , P} | vlr ∈ Lj} ≤ 2.
(c) Sei r ∈ {0, . . . , P−1}. Es gibt eindeutige ξ1, ξ2 ∈ {0, . . . , R} mit vlr = vξ1
und vlr+1 = vξ2 . Falls es kein j ∈ {1, . . . , B} gibt mit vlr , vlr+1 ∈ Lj , so
ist ξ2 = ξ1 + 1. Speziell ist dann d(vlr , vlr+1) = d(vξ1, vξ1+1) = Q ≤ δ.
Sei nun r ∈ {0, . . . , P − 1} beliebig. Es gibt genau ein ξ ∈ {0, . . . , R} mit
vlr = vξ und genau ein j ∈ {1, . . . , B} mit vlr = vξ ∈ Lj. Ist vlr+1 /∈ Lj , setze
σr := id, dann gilt nach (c): d(vlr , σrvlr+1) ≤ δ. Ist vlr+1 ∈ Lj , so gibt es nach
(13) ein σr ∈ Z(γ1, . . . , γq) mit d(vlr , σrvlr+1) ≤ 2D.
Somit existiert für jedes r ∈ {0, . . . , P − 1} ein σr ∈ Z(γ1, . . . , γq), so dass
d(vlr , σrvlr+1) ≤ 2D+δ. Setze σ := σ0 σ1 . . . σP−1 ∈ Z(γ1, . . . , γq). Dann folgt
mit (13) und (a), (b):
d(x, σy) = d(vl0 , σ0 σ1 . . . σP−1vlP )
≤ d(vl0, σ0vl1) + d(σ0vl1 , σ0 σ1vl2) + d(σ0 σ1vl2 , σ0 σ1 σ2vl3)
+ . . .+ d(σ0 σ1 . . . σP−2vlP−1 , σ0 σ1 . . . σP−1vlP )
=
P−1∑
r=0
d(vlr , σrvlr+1)
≤ P · (2D + δ)
≤ 2(Ω(r))q · (2D + δ).
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4 Beweis von Satz 0.2
Es sei daran erinnert, dass wir für das ganze Kapitel Folgendes voraussetzen:
Seien D, δ > 0, X ein eigentlicher, geodätischer, δ-hyperbolischer Raum und
Γ eine Gruppe, welche frei, total diskontinuierlich, durch Isometrien und ko-
kompakt auf X operiert mit diam(X/Γ) ≤ D. Weiter sei Ω : R+ −→ N∗ eine
Abbildung mit #
(
Γy ∩ Br(z)
) ≤ Ω(r) für alle r ≥ 0 und y, z ∈ X.
Mit den Vorbereitungen der letzten beiden Kapitel können wir nun Satz 0.2
beweisen. Zuerst sei er nochmals formuliert.
Satz 4.1. Seien n ∈ N, γ1, . . . , γn ∈ Γ und x, y ∈ X. Dann gibt es ein
σ ∈ Z(γ1, . . . , γn) mit
d(x, σy) ≤ B1 · max
i=1,...,n
d(x, γix) + B1 · max
i=1,...,n
d(y, γiy) + B2,
wobei Bi = Bi(Ω, D, δ) ∈ R+.
Der Beweis umfasst das ganze Kapitel 4. Wir untersuchen die verschiede-
nen Fälle, die auftreten können, wobei wir unterscheiden, ob die Isometrien
γ1, . . . , γn elliptisch oder hyperbolisch sind und wie sie sich gegenseitig verhal-
ten. Das wichtigste Hilfsmittel sind Achsen von hyperbolischen Isometrien,
falls solche auftreten. Sind alle Isometrien elliptisch, müssen andere Argumen-
te angewandt werden. Diesen Fall behandeln wir zuerst. Danach schränken
wir die Anzahl möglicher Fälle mit hyperbolischen Isometrien ein, indem wir
das Verhalten von Fixpunkten auf dem Rand untersuchen, und wenden uns
dann diesen Fällen zu.
4.1 Nur elliptische Isometrien
Nach Lemma 1.42 ist min dα ≤ 6δ für jede elliptische Isometrie α ∈ Γ. Dies
wird im Folgenden implizit gebraucht. Wir behandeln zuerst den Fall mit nur
einer elliptischen Isometrie.
Satz 4.2. Seien α ∈ Γ elliptisch und x, y ∈ X. Dann gibt es σ ∈ Z(α) mit
d(x, σy) ≤ 1
2
· d(x, αx) + 1
2
· d(y, αy) + B3,
wobei B3 = B3(Ω, D, δ) ∈ R+.
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Beweis. Setze r := 2D + 21δ und B3 := 2Ω(r) · (2D + δ) + 12δ.
Es ist Kα := {z ∈ X | d(z, αz) ≤ 13δ} 6= ∅. Seien p bzw. q Projektionen von
x bzw. y auf Kα. Nach Satz 3.1 mit k = 13 gilt:
d(x, p) ≤ 1
2
· d(x, αx) + 6δ,
d(y, q) ≤ 1
2
· d(y, αy) + 6δ.
Nach Satz 3.5 gibt es ausserdem σ ∈ Z(α) mit
d(p, σq) ≤ 2Ω(r) · (2D + δ).
Mit der Dreiecksungleichung folgt die Behauptung.
Auch für mehrere elliptische Isometrien möchte ich Satz 3.5 anwenden. Die
Abschätzung von Satz 3.5 hängt aber von der Anzahl Isometrien ab, und es
braucht ein zusätzliches Argument, um diese Anzahl zu beschränken.
Lemma 4.3. Seien 2 ≤ q ∈ N und γ1, . . . , γq ∈ Γ sowie k > 12. Für alle
i = 1, . . . , q gelte Ki := {z ∈ X | d(z, γiz) ≤ kδ} 6= ∅. Es gebe x, y ∈ X mit
d(x, y) > d(x, γ1x) + d(y, γ1y)
+
1
2
· max
i=2,...,q
d(x, γix) +
1
2
· max
i=2,...,q
d(y, γiy) + 52δ.
Dann gibt es z ∈ X mit d(z, γiz) ≤ (k + 24)δ für alle i = 1, . . . , q.
Beweis. Seien pi bzw. ri Projektionen von x bzw. y auf Ki, i = 1, . . . , q. Nach
Satz 3.1 gilt für i = 1, . . . , q:
d(x, pi) ≤ 1
2
· d(x, γix) + 6δ,
d(y, ri) ≤ 1
2
· d(y, γiy) + 6δ.
Zusammen mit der Voraussetzung folgt:
d(p1, r1) ≥ d(x, y)− d(x, p1)− d(y, r1)
> d(x, γ1x)− d(x, p1) + 1
2
· max
i=2,...,q
d(x, γix)
+ d(y, γ1y)− d(y, r1) + 1
2
· max
i=2,...,q
d(y, γiy) + 52δ
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≥ d(x, p1) + max
i=2,...,q
d(x, pi) + d(y, r1) + max
i=2,...,q
d(y, ri) + 16δ
≥ max
i=2,...,q
d(p1, pi) + max
i=2,...,q
d(r1, ri) + 16δ.
Sei [p1, r1] eine kürzeste Geodäte. Dann gibt es also z ∈ [p1, r1] mit
d(z, p1) > max
i=2,...,q
d(p1, pi) + 8δ,
d(z, r1) > max
i=2,...,q
d(r1, ri) + 8δ.
(14)
Sei j ∈ {2, . . . , q}. Seien [p1, pj], [pj , rj], [r1, rj] kürzeste Geodäten. Es gibt
wj ∈ [p1, pj]∪ [pj , rj]∪ [rj , r1] mit d(z, wj) ≤ 8δ. Wegen (14) muss wj ∈ [pj, rj]
sein. Nach Lemma 1.9 gilt:
d(wj, γjwj) ≤ max
{
d(pj, γjpj), d(rj, γjrj)
}
+ 8δ ≤ (k + 8)δ,
da pj , rj ∈ Kj. Also ist
d(z, γjz) ≤ d(z, wj) + d(wj, γjwj) + d(γjwj, γjz) ≤ (k + 24)δ.
Dies gilt für alle j = 2, . . . , q. Ausserdem gilt nach Lemma 1.9 auch:
d(z, γ1z) ≤ max
{
d(p1, γ1p1), d(r1, γ1r1)
}
+ 8δ ≤ (k + 8)δ,
da p1, r1 ∈ K1. Damit ist die Behauptung gezeigt.
Beschränken wir uns auf elliptische Isometrien, folgt mit der Definition von
Ω:
Korollar 4.4. Seien 2 ≤ q ∈ N, α1, . . . , αq ∈ Γ elliptisch und k > 12. Es
gebe x, y ∈ X mit
d(x, y) > d(x, α1x) + d(y, α1y)
+
1
2
· max
i=2,...,q
d(x, αix) +
1
2
· max
i=2,...,q
d(y, αiy) + 52δ.
Dann ist {z ∈ X | d(z, αiz) ≤ (k + 24)δ ∀i = 1, . . . , q} 6= ∅, und setzt man
r := (k + 24)δ, so gilt #{α1, . . . , αq} ≤ Ω(r).
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Satz 4.5. Seien 2 ≤ q ∈ N, α1, . . . , αq ∈ Γ elliptisch und x, y ∈ X. Dann
gibt es σ ∈ Z(α1, . . . , αq) mit
d(x, σy) ≤ 3
2
· max
i=1,...,q
d(x, αix) +
3
2
· max
i=1,...,q
d(y, αiy) + B4,
wobei B4 = B4(Ω, D, δ) ∈ R+.
Beweis. Setze r1 := 37δ, r2 := 2D +
√
Ω(r1) · 69δ und schliesslich
B4 := 2 ·
(
Ω(r2)
)Ω(r1) · (2D + δ) + 52δ.
Wir können OE annehmen, es gelte
d(x, y) > d(x, α1x) + d(y, α1y)
+
1
2
· max
i=2,...,q
d(x, αix) +
1
2
· max
i=2,...,q
d(y, αiy) + 52δ.
Setze K := {z ∈ X | d(z, αiz) ≤ 37δ ∀i = 1, . . . , q}. Nach obigem Korollar
mit k = 13 ist K 6= ∅, und es gilt #{α1, . . . , αq} ≤ Ω(r1). Somit gibt es
ein R ∈ N mit R ≤ Ω(r1) und #{α1, . . . , αq} = R. Seien OE R ≥ 2 und
α1, . . . , αR verschieden, d. h. {α1, . . . , αq} = {α1, . . . , αR}.
Setze h := 61 und H := {z ∈ X | d(z, αiz) ≤ hδ ∀i = 1, . . . , q} 6= ∅. Seien v
bzw. w Projektionen von x bzw. y auf H . Aus Satz 3.2 mit k = 37 folgt:
d(x, v) ≤ d(x, α1x) + 1
2
· max
i=2,...,q
d(x, αix) + 18δ,
d(y, w) ≤ d(y, α1y) + 1
2
· max
i=2,...,q
d(y, αiy) + 18δ.
Setze nun r˜ := 2D +
√
R · 69δ. Nach Satz 3.5 mit k = 61 gilt: Es gibt ein
σ ∈ Z(α1, . . . , αR) = Z(α1, . . . , αq) mit
d(v, σw) ≤ 2(Ω(r˜))R · (2D + δ).
Aus der Definition von Ω und R ≤ Ω(r1) ist klar, dass Ω(r˜) ≤ Ω(r2) gilt.
Somit ist
d(v, σw) ≤ 2(Ω(r2))Ω(r1) · (2D + δ).
Mit der Dreiecksungleichung folgt die Behauptung.
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4.2 Fixpunkte von hyperbolischen Isometrien auf dem
Rand
Satz 4.6. Seien γ1, γ2 ∈ Γ hyperbolisch. Dann ist {γ+1 , γ−1 } ∩ {γ+2 , γ−2 } = ∅
oder {γ+1 , γ−1 } = {γ+2 , γ−2 }.
Beweis. Sei ξ ∈ {γ+1 , γ−1 } ∩ {γ+2 , γ−2 }. Wähle γ˜1 ∈ {γ1, γ−11 }, γ˜2 ∈ {γ2, γ−12 }
so, dass γ˜+1 = ξ = γ˜
+
2 . Seien c˜1, c˜2 : R −→ X Quasi-Achsen von γ˜1, γ˜2 und
g˜1, g˜2 : R+ −→ X kürzeste Geodäten mit g˜i(0) = c˜i(0), g˜i(∞) = c˜i(∞) = ξ
für i = 1, 2. Wegen Satz 1.23 ist dH
(
Im(g˜1), Im(g˜2)
)
<∞, mit Korollar 2.11
folgt
L := dH
(
Im(c˜1|R+), Im(c˜2|R+)
)
<∞.
Setze r := 2L + min dγ˜2 < ∞, sei x := c˜1(0). Es gibt y ∈ Im(c˜2|R+) mit
d(x, y) ≤ L. Sei v ∈ R+ so, dass y = c˜2(v).
Sei n ∈ N. Es gibt z ∈ Im(c˜2|R+) mit d(γ˜n1x, z) = d
(
c˜1(n·min dγ˜1), z
) ≤ L. Sei
t ∈ R+ so, dass z = c˜2(t). Es gibt m ∈ Z mit
∣∣ t−(m ·min dγ˜2+v) ∣∣ ≤ min dγ˜2.
Also ist
d(γ˜−n1 γ˜
m
2 x, x) = d(γ˜
m
2 x, γ˜
n
1 x)
≤ d(γ˜m2 x, γ˜m2 y) + d
(
c˜2(m ·min dγ˜2 + v), c˜2(t)
)
+ d(z, γ˜n1 x)
≤ 2L+min dγ˜2 = r.
Somit gibt es für jedes n ∈ N ein mn ∈ Z mit γ˜−n1 γ˜mn2 x ∈ Br(x). Nach
Definition von Ω ist #{γ˜−n1 γ˜mn2 x | n ∈ N} ≤ Ω(r). Also gibt es n1 6= n2 ∈ N
und m1, m2 ∈ Z mit γ˜−n11 γ˜m12 x = γ˜−n21 γ˜m22 x. Da Γ frei auf X operiert, folgt
γ˜−n11 γ˜
m1
2 = γ˜
−n2
1 γ˜
m2
2 .
Sei OE n1 > n2. Setze n := n1 − n2 > 0 und m := m1 −m2 ∈ Z. Dann ist
γ˜n1 = γ˜
m
2 . Da n > 0 und γ hyperbolisch ist, muss m 6= 0 sein. Damit folgt:
{γ+1 , γ−1 } = {(γ˜n1 )+, (γ˜n1 )−} = {(γ˜m2 )+, (γ˜m2 )−} = {γ+2 , γ−2 }.
Die Fixpunkte von zwei hyperbolischen Isometrien auf dem Rand sind also
als Mengen gleich oder disjunkt. Als nächstes wollen wir untersuchen, wie
sich die Fixpunkte einer hyperbolischen Isometrie auf dem Rand unter einer
elliptischen Isometrie verhalten. Dazu brauchen wir das folgende Lemma,
welches später mehrfach verwendet wird.
4.2 Fixpunkte von hyperbolischen Isometrien auf dem Rand 51
e
αe
e(s) = z
γnz
e(s+ n · dγ∞) e(t)
αe(s) = αz
αγnz
αe(s+ n · dγ∞)
αe(t)
Abbildung 4: Zum Beweis von Lemma 4.7
Lemma 4.7. Seien γ ∈ Γ hyperbolisch, α ∈ Γ elliptisch und e : R −→ X
eine Achse von γ. Seien L ≥ 0, r := 2L + 2S + 8δ und s ≤ t ∈ R mit
(t− s) ≥ Ω(r) · dγ∞.
(a) Gilt d
(
e(s), αe(s)
) ≤ L und d(e(t), αe(t)) ≤ L, so gibt es n ∈ N mit
0 < n ≤ Ω(r) und γnα = αγn.
(b) Gilt d
(
e(s), αe(s)
) ≤ L und d(e(t), αe(2s− t)) ≤ L, so gibt es n ∈ N mit
0 < n ≤ Ω(r) und γ−nα = αγn.
Beweis. Wir zeigen (a), (b) wird analog bewiesen. Setze z := e(s), sei n ∈ N
mit n ≤ Ω(r). Nach Voraussetzung ist s ≤ s + n · dγ∞ ≤ s + Ω(r) · dγ∞ ≤ t.
Also gilt (Abbildung 4):
d
(
e(s+ n · dγ∞), αe(s+ n · dγ∞)
)
≤ max{d(e(s), αe(s)), d(e(t), αe(t))}+ 8δ ≤ L+ 8δ.
Mit Satz 2.18 folgt:
d(γne(s), αγne(s)) ≤ d(e(s+ n · dγ∞), αe(s+ n · dγ∞))+ 2S
≤ 2S + L+ 8δ,
also
d(z, α−1γ−nαγnz) = d(γnαz, αγnz)
≤ d(γnαe(s), γne(s))+ d(γne(s), αγne(s))
≤ 2L+ 2S + 8δ = r.
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Somit ist α−1γ−nαγnz ∈ Br(z) für alle n ∈ N mit 0 ≤ n ≤ Ω(r). Nach
Definition von Ω ist #{α−1γ−nαγnz | 0 ≤ n ≤ Ω(r)} ≤ Ω(r). Also gibt es
n 6= m ∈ {0, . . . ,Ω(r)} mit α−1γ−nαγnz = α−1γ−mαγmz. Da Γ frei auf X
operiert, folgt α−1γ−nαγn = α−1γ−mαγm.
Sei OE n > m. Setze p := n−m. Dann ist 0 < p ≤ Ω(r) und αγp = γpα.
Satz 4.8. Seien γ ∈ Γ hyperbolisch und α ∈ Γ elliptisch. Dann ist entweder
{α(γ+), α(γ−)} ∩ {γ+, γ−} = ∅ oder {α(γ+), α(γ−)} = {γ+, γ−}.
Beweis. Sei {α(γ+), α(γ−)}∩{γ+, γ−} 6= ∅. Wir zeigen den Fall α(γ+) = γ+.
Sei e : R −→ X eine Achse von γ. e ist eine kürzeste Geodäte von γ− nach
γ+, αe : R −→ X eine kürzeste Geodäte von α(γ−) nach α(γ+) = γ+. Mit
Satz 1.23 folgt:
L := sup
v≥0
d
(
e(v), αe(v)
)
<∞.
Setze r := 2L+2S+8δ, s := 0 und t := Ω(r) · dγ∞. Nach Lemma 4.7(a) gibt
es n ∈ N∗ mit γnα = αγn, also γinα = αγin für alle i ∈ Z. Mit Satz 2.18
folgt für alle i ≥ 0:
d
(
e(−in · dγ∞), αe(−in · dγ∞)
) ≤ d(γ−ine(0), αγ−ine(0))+ 2S
= d
(
γ−ine(0), γ−inαe(0)
)
+ 2S
≤ L+ 2S.
Somit ist
dH
(
Im(e|(−∞,0]), Im(αe|(−∞,0])
) ≤ L+ 2S + n · dγ∞ <∞.
Mit Satz 1.23 erhält man: γ− = e(−∞) = αe(−∞) = α(γ−). Somit gilt
{α(γ+), α(γ−)} = {γ+, γ−}.
Gilt α(γ−) = γ+, beweist man {α(γ+), α(γ−)} = {γ+, γ−} analog, wobei
man Lemma 4.7(b) anstelle von Lemma 4.7(a) verwendet. Für die beiden
Fälle α(γ−) = γ− und α(γ+) = γ− betrachte man γ−1 anstelle von γ.
Nun widmen wir uns dem Rest des Beweises von Satz 4.1. Der Fall, dass alle
Isometrien γ1, . . . , γn elliptisch sind, wurde schon in Abschnitt 4.1 behandelt.
Somit können wir annehmen, dass von den Isometrien γ1, . . . , γn mindestens
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eine hyperbolisch ist. In Abschnitt 4.3 untersuchen wir den Fall, dass min-
destens zwei hyperbolische Isometrien γi, γj mit {γ+i , γ−i } ∩ {γ+j , γ−j } = ∅
auftreten. In den Abschnitten 4.4 und 4.5 betrachten wir die Situation, dass
mindestens eine hyperbolische Isometrie γi und eine elliptische Isometrie γj
auftreten, so dass γj die Fixpunkte von γi auf dem Rand vertauscht oder
auf eine disjunkte Menge abbildet. In all diesen Fällen haben die übrigen
Isometrien keinen Einfluss.
Danach können wir gemäss Satz 4.6 annehmen, dass alle auftretenden hyper-
bolischen Isometrien dieselben Fixpunkte auf dem Rand haben, und gemäss
Satz 4.8, dass diese durch alle auftretenden elliptischen Isometrien punktweise
fest gelassen werden. Dieser Fall wird schliesslich in Abschnitt 4.6 untersucht.
4.3 γ1, γ2 hyperbolisch mit {γ
+
1 , γ
−
1 } ∩ {γ
+
2 , γ
−
2 } = ∅
Satz 4.9. Seien k > 0 und r := 4S+(50k+24)δ. Seien γ1, γ2 ∈ Γ hyperbolisch
mit {γ+1 , γ−1 }∩{γ+2 , γ−2 } = ∅, e1, e2 : R −→ X Achsen von γ1, γ2 und a1 ≤ b1,
a2 ≤ b2 ∈ R mit d
(
e1(a1), e2(a2)
) ≤ 5kδ, d(e1(b1), e2(b2)) ≤ 5kδ. Dann folgt:
(b1 − a1), (b2 − a2) ≤
(
Ω(r) + 1
) ·max{min dγ1 , min dγ2}.
Beweis. Nehmen wir an, die Behauptung des Satzes gelte nicht, d. h. OE sei
(b1 − a1) >
(
Ω(r) + 1
) ·max{min dγ1 , min dγ2} > 0.
Wenden wir Lemma 1.9 auf e1|[a1,b1] und e2|[a2,b2] an, folgt für alle t ∈ [0, 1]:
d
(
e1((b1 − a1)t+ a1), e2((b2 − a2)t+ a2)
)
≤ max{d(e1(a1), e2(a2)), d(e1(b1), e2(b2))}+ 8δ
≤ (5k + 8)δ.
Sei nun s ∈ [0, b1 − a1] beliebig. Dann ist sb1−a1 ∈ [0, 1], also
d
(
e1(s+ a1), e2(
b2−a2
b1−a1 · s+ a2)
)
= d
(
e1((b1 − a1) · sb1−a1 + a1), e2((b2 − a2) · sb1−a1 + a2)
)
≤ (5k + 8δ).
Weiter ist∣∣∣∣ s− b2 − a2b1 − a1 · s
∣∣∣∣ = sb1 − a1 · | (b1 − a1)− (b2 − a2) |
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≤ | (b1 − a1)− (b2 − a2) |
=
∣∣ d(e1(b1), e1(a1))− d(e2(b2), e2(a2)) ∣∣
≤ d(e1(b1), e2(b2))+ d(e1(a1), e2(a2))
≤ 10kδ.
Zusammen folgt:
d
(
e1(a1 + s), e2(a2 + s)
) ≤ d(e1(a1 + s), e2( b2−a2b1−a1 · s+ a2))
+ d
(
e2(
b2−a2
b1−a1 · s+ a2), e2(a2 + s)
)
≤ (15k + 8)δ.
Dies gilt für alle s ∈ [0, b1 − a1]. Sei nun n ∈ N mit n ≤ Ω(r). Nach Annahme
und Lemma 1.41(a) sind n · dγ∞1 , n · dγ∞1 + dγ∞2 , dγ∞2 ∈ [0, b1 − a1]. Also gilt:
d
(
e1(a1 + n · dγ∞1 ), e2(a2 + n · dγ∞1 )
) ≤ (15k + 8)δ,
d
(
e1(a1 + n · dγ∞1 + dγ∞2 ), e2(a2 + n · dγ∞1 + dγ∞2 )
) ≤ (15k + 8)δ,
d
(
e1(a1 + dγ∞2 ), e2(a2 + dγ∞2 )
) ≤ (15k + 8)δ.
Setze p := e1(a1). Dann folgt zusammen mit Satz 2.18:
d
(
γ2γ
n
1 p, e1(a1 + n · dγ∞1 + dγ∞2 )
)
≤ d(γ2γn1 e1(a1), γ2e1(a1 + n · dγ∞1 ))
+ d
(
γ2e1(a1 + n · dγ∞1 ), γ2e2(a2 + n · dγ∞1 )
)
+ d
(
γ2e2(a2 + n · dγ∞1 ), e2(a2 + n · dγ∞1 + dγ∞2 )
)
+ d
(
e2(a2 + n · dγ∞1 + dγ∞2 ), e1(a1 + n · dγ∞1 + dγ∞2 )
)
≤ 2S + (30k + 16)δ
und
d
(
γn1 γ2p, e1(a1 + n · dγ∞1 + dγ∞2 )
)
≤ d(γn1 γ2e1(a1), γn1 γ2e2(a2))
+ d
(
γn1 γ2e2(a2), γ
n
1 e2(a2 + dγ∞2 )
)
+ d
(
γn1 e2(a2 + dγ∞2 ), γ
n
1 e1(a1 + dγ∞2 )
)
+ d
(
γn1 e1(a1 + dγ∞2 ), e1(a1 + n · dγ∞1 + dγ∞2 )
)
≤ 2S + (20k + 8)δ.
4.3 γ1, γ2 hyperbolisch mit {γ+1 , γ−1 } ∩ {γ+2 , γ−2 } = ∅ 55
Zusammen erhält man:
d(γ−12 γ
−n
1 γ2γ
n
1 p, p) = d(γ2γ
n
1 p, γ
n
1 γ2p)
≤ d(γ2γn1 p, e1(a1 + n · dγ∞1 + dγ∞2 ))
+ d
(
e1(a1 + n · dγ∞1 + dγ∞2 ), γn1 γ2p
)
≤ 4S + (50k + 24)δ = r.
Somit ist γ−12 γ
−n
1 γ2γ
n
1 p ∈ Br(p) für alle n ∈ N mit n ≤ Ω(r). Nach Vor-
aussetzung an Ω ist #{γ−12 γ−n1 γ2γn1 p | 0 ≤ n ≤ Ω(r)} ≤ Ω(r). Also gibt es
n 6= m ∈ {0, . . . ,Ω(r)} mit γ−12 γ−n1 γ2γn1 p = γ−12 γ−m1 γ2γm1 p. Da Γ frei auf X
operiert, folgt γ−12 γ
−n
1 γ2γ
n
1 = γ
−1
2 γ
−m
1 γ2γ
m
1 .
Sei OE m > n. Setze p := m − n. Dann ist p > 0 und γp1γ2 = γ2γp1 . Mit
Lemma 1.47 folgt: {γ+1 , γ−1 } = {(γp1)+, (γp1)−} = {γ+2 , γ−2 }, und dies ist ein
Widerspruch zur Voraussetzung.
Korollar 4.10. Seien γ1, γ2 ∈ Γ hyperbolisch mit {γ+1 , γ−1 } ∩ {γ+2 , γ−2 } = ∅
und e1, e2 : R −→ X Achsen von γ1, γ2. Dann gilt für alle v1, w1, v2, w2 ∈ R :
d
(
e1(v1), e1(w1)
) ≤ 2 · d(e1(v1), e2(v2))+ 2 · d(e1(w1), e2(w2))
+ B5 ·max{min dγ1 ,min dγ2}+ 108δ,
d
(
e2(v2), e2(w2)
) ≤ 2 · d(e1(v1), e2(v2))+ 2 · d(e1(w1), e2(w2))
+ B5 ·max{min dγ1 ,min dγ2}+ 108δ,
wobei B5 = B5(Ω, δ) ∈ R+.
Beweis. Setze r := 4S + 474δ = 4S + (50 · 9 + 24)δ und B5 := Ω(r) + 1.
Seien v1, w1, v2, w2 ∈ R. Gilt mins,t∈R d
(
e1(s), e2(t)
)
> 9δ, folgt die Behaup-
tung aus Lemma 1.57 mit k = 9. Gelte also mins,t∈R d
(
e1(s), e2(t)
) ≤ 9δ.
Seien a1, b1, a2, b2 ∈ R die Zahlen aus Lemma 1.52 mit k = 9. Gemäss Lem-
ma 1.53 können folgende Fälle auftreten:
(a) b1 − a1 ≤ 90δ und b2 − a2 ≤ 90δ.
(b) d
(
e1(a1), e2(a2)
) ≤ 45δ und d(e1(b1), e2(b2)) ≤ 45δ. Aus obigem Satz
folgt:
(b1 − a1), (b2 − a2) ≤
(
Ω(r) + 1
) ·max{min dγ1, min dγ2}.
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(c) d
(
e1(a1), e2(b2)
) ≤ 45δ und d(e1(b1), e2(a2)) ≤ 45δ. Setze γ˜1 := γ−11 und
e˜1 : R −→ X, e˜1(t) := e1(−t). Dann folgt aus obigem Satz, angewendet
auf γ˜1, γ2 und e˜1, e2:
(b1 − a1), (b2 − a2) ≤
(
Ω(r) + 1
) ·max{min dγ1 , min dγ2}.
In jedem Fall ist also
(b1 − a1), (b2 − a2) ≤
(
Ω(r) + 1
) ·max{min dγ1 ,min dγ2}+ 90δ
= B5 ·max{min dγ1 ,min dγ2}+ 90δ.
Die Behauptung folgt nun aus Lemma 1.56.
Satz 4.11. Seien γ1, γ2 ∈ Γ hyperbolisch mit {γ+1 , γ−1 }∩{γ+2 , γ−2 } = ∅. Dann
gilt für alle x, y ∈ X:
d(x, y) ≤ B6 ·
[
d(x, γ1x) + d(x, γ2x) + d(y, γ1y) + d(y, γ2y)
]
+ B7,
wobei Bi = Bi(Ω, δ) ∈ R+.
Beweis. Sei B5 die Konstante aus obigem Korollar. Setze
B6 := 3 ·
(6δ
E +
1
2
)
+ B5, B7 := 10R+ 168δ.
Seien x, y ∈ X und e1, e2 : R −→ X Achsen von γ1, γ2. Seien v1, w1, v2, w2 ∈ R
so, dass e1(v1) bzw. e1(w1) Projektionen von x bzw. y auf Im(e1) und e2(v2)
bzw. e2(w2) Projektionen von x bzw. y auf Im(e2) sind. Nach Satz 3.3 gilt:
d
(
x, e1(v1)
) ≤ (6δE + 12
)
· d(x, γ1x) +R+ 6δ,
d
(
x, e2(v2)
) ≤ (6δE + 12
)
· d(x, γ2x) +R+ 6δ,
d
(
y, e1(w1)
) ≤ (6δE + 12
)
· d(y, γ1y) +R+ 6δ,
d
(
y, e2(w2)
) ≤ (6δE + 12
)
· d(y, γ2y) +R+ 6δ.
Somit ist
d
(
e1(v1), e2(v2)
) ≤ (6δE + 12
)
· [d(x, γ1x) + d(x, γ2x)]+ 2R+ 12δ,
d
(
e1(w1), e2(w2)
) ≤ (6δE + 12
)
· [d(y, γ1y) + d(y, γ2y)]+ 2R+ 12δ.
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Ausserdem gilt gemäss obigem Korollar:
d
(
e1(v1), e1(w1)
) ≤ 2 · d(e1(v1), e2(v2))+ 2 · d(e1(w1), e2(w2))
+ B5 ·max{min dγ1 ,min dγ2}+ 108δ
≤ 2 · d(e1(v1), e2(v2))+ 2 · d(e1(w1), e2(w2))
+ B5 ·
[
d(x, γ1x) + d(x, γ2x)
]
+ 108δ.
Mit der Dreiecksungleichung folgt die Behauptung.
4.4 γ hyperbolisch, α elliptisch mit {α(γ+), α(γ−)} ∩
{γ+, γ−} = ∅
Mit grösserem Aufwand (mehr Fallunterscheidungen) kann man bei den fol-
genden Aussagen bessere Konstanten erhalten.
Lemma 4.12. Seien ξ+ 6= ξ− ∈ ∂∞X, α ∈ Γ elliptisch mit {α(ξ+), α(ξ−)}∩
{ξ+, ξ−} = ∅. Seien k > 8, e : R −→ X eine kürzeste Geodäte von ξ− nach
ξ+, und gelte minv,w∈R d
(
e(v), αe(w)
) ≤ kδ. Seien a1, b1, a2, b2 die Zahlen aus
Lemma 1.52 mit e1 := e, e2 := αe, es sei [a1, b1] ∩ [a2, b2] 6= ∅. Weiter gelte
eine der folgenden Möglichkeiten:
(a) d
(
e(a1), αe(a2)
) ≤ 5kδ und d(e(b1), αe(b2)) ≤ 5kδ,
(b) d
(
e(a1), αe(b2)
) ≤ 5kδ und d(e(b1), αe(a2)) ≤ 5kδ.
Dann gibt es u ∈ [a1, b1] ∩ [a2, b2] mit d
(
e(u), αe(u)
) ≤ (32k + 90)δ.
Beweis. Nach Voraussetzung gibt es t ∈ [a1, b1] ∩ [a2, b2]. Nach Lemma 1.9
gilt:
dH
(
Im(e|[a1,b1]), Im(αe|[a2,b2])
) ≤ (5k + 8)δ,
e
αe
e(t) e(s)
αe(t)
m
also gibt es s ∈ [a1, b1]mit d
(
αe(t), e(s)
)≤ (5k+8)δ.
Sei m der Mittelpunkt einer kürzesten Geodäten
[e(t), αe(t)]. Nach Lemma 1.42 ist d(m,αm) ≤ 6δ.
Da das Dreieck△(e(s), e(t), αe(t)) 4δ-dünn ist, gibt
es p ∈ [e(s), e(t)]∪ [e(s), αe(t)] mit d(m, p) ≤ 4δ. Es
folgt:
d(p, αp) ≤ d(p,m) + d(m,αm) + d(αm, αp) ≤ 2 · 4δ + 6δ = 14δ.
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Ist p ∈ [e(s), e(t)], setze z := p. Ist p ∈ [e(s), αe(t)], setze z := e(s). Dann ist
z = e(v) für ein v ∈ [a1, b1] mit
d
(
e(v), αe(v)
)
= d(z, αz) ≤ max{14δ, (10k + 30)δ} = (10k + 30)δ.
Ist v ∈ [a2, b2], folgt die Behauptung mit u := v.
Ist v > b2, gilt nach Lemma 1.55: d
(
αe(v), Im(e)
) ≥ (v − b2)− kδ, also
v − b2 ≤ d
(
αe(v), Im(e)
)
+ kδ ≤ d(αe(v), e(v))+ kδ ≤ (11k + 30)δ.
Damit folgt:
d
(
e(b2), αe(b2)
) ≤ d(e(b2), e(v))+ d(e(v), αe(v))+ d(αe(v), αe(b2))
≤ 2 · (11k + 30)δ + (10k + 30)δ
= (32k + 90)δ.
Wegen b1 ≥ v > b2 und [a1, b1]∩ [a2, b2] 6= ∅ muss b2 ∈ [a1, b1] sein. Somit gilt
die Behauptung mit u := b2.
Ist v < a2, folgt die Behauptung analog mit u := a2.
Lemma 4.13. Seien ξ+ 6= ξ− ∈ ∂∞X, α ∈ Γ elliptisch mit {α(ξ+), α(ξ−)}∩
{ξ+, ξ−} = ∅. Seien k > 8, e : R −→ X eine kürzeste Geodäte von ξ− nach
ξ+, und gelte minv,w∈R d
(
e(v), αe(w)
) ≤ kδ. Seien a1, b1, a2, b2 die Zahlen aus
Lemma 1.52 mit e1 := e, e2 := αe, es sei [a1, b1] ∩ [a2, b2] 6= ∅.
(a) Gilt d
(
e(a1), αe(a2)
) ≤ 5kδ und d(e(b1), αe(b2)) ≤ 5kδ, so folgt:
d
(
e(a1), αe(a1)
) ≤ (42k + 90)δ, d(e(b1), αe(b1)) ≤ (42k + 90)δ.
(b) Gilt d
(
e(a1), αe(b2)
) ≤ 5kδ und d(e(b1), αe(a2)) ≤ 5kδ, so gibt es ein
u ∈ [a1, b1] ∩ [a2, b2] mit
d
(
e(r), αe(r)
) ≥ | r − u | − (32k + 98)δ ∀r ∈ R.
Beweis. In beiden Fällen gibt es nach obigem Lemma ein u ∈ [a1, b1]∩ [a2, b2]
mit d
(
e(u), αe(u)
) ≤ (32k + 90)δ.
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e
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e(a1)
e(u)
e(b1)
αe(a2)
αe(u)
αe(b2)
Abbildung 5: Zum Beweis von Lemma 4.13(a)
(a) Gilt d
(
e(a1), αe(a2)
) ≤ 5kδ und d(e(b1), αe(b2)) ≤ 5kδ, so folgt (Abbil-
dung 5):
d
(
αe(a1), αe(a2)
)
= | a2 − a1 | =
∣∣ (u− a1)− (u− a2) ∣∣
=
∣∣ d(e(u), e(a1))− d(αe(u), αe(a2)) ∣∣
≤ d(e(u), αe(u))+ d(e(a1), αe(a2))
≤ (37k + 90)δ.
Also ist
d
(
e(a1), αe(a1)
) ≤ d(e(a1), αe(a2))+ d(αe(a2), αe(a1))
≤ (42k + 90)δ.
Die zweite Ungleichung zeigt man analog.
(b) Gelte d
(
e(a1), αe(b2)
) ≤ 5kδ und d(e(b1), αe(a2)) ≤ 5kδ. Wir zeigen,
dass u die Behauptung erfüllt. Sei zuerst r ∈ [u, b1]. Nach Lemma 1.9
gibt es q ∈ [a2, u] (Abbildung 6) mit
d
(
e(r), αe(q)
) ≤ max{d(e(u), αe(u)), d(e(b1), αe(a2))}+ 8δ
≤ (32k + 98)δ.
Wegen q ≤ u ≤ r folgt:
d
(
e(r), αe(r)
) ≥ d(αe(r), αe(q))− d(e(r), αe(q))
≥ | r − u | − (32k + 98)δ.
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Abbildung 6: Zum Beweis von Lemma 4.13(b)
Analog für r ∈ [a1, u]. Somit gilt die Behauptung für alle r ∈ [a1, b1].
Sei nun r > b1. Wegen r > b1 ≥ u ≥ a2 und Lemma 1.54 mit b˜ := a2,
l := 5k folgt:
d
(
e(r), αe(r)
) ≥ | r − b1 |+ | a2 − r | − 5kδ ≥ | r − u | − 5kδ.
Analog für r < a1. Somit gilt die Behauptung auch für alle r ∈ R\[a1, b1].
Lemma 4.14. Seien ξ+ 6= ξ− ∈ ∂∞X, α ∈ Γ elliptisch mit {α(ξ+), α(ξ−)}∩
{ξ+, ξ−} = ∅. Seien k > 8, e : R −→ X eine kürzeste Geodäte von ξ− nach
ξ+, und gelte minv,w∈R d
(
e(v), αe(w)
) ≤ kδ. Seien a1, b1, a2, b2 die Zahlen aus
Lemma 1.52 mit e1 := e, e2 := αe, es sei [a1, b1] ∩ [a2, b2] = ∅. Dann gibt es
u ∈ [a1, b1] mit
d
(
e(r), αe(r)
) ≥ | r − u | − kδ ∀r ∈ R.
Beweis. Gelte OE a1 ≤ b1 < a2 ≤ b2. Wir zeigen die Behauptung mit u := b1.
(Im Fall a2 ≤ b2 < a1 ≤ b1 folgt die Behauptung analog mit u := a1.) Nach
Lemma 1.55 gilt für alle r > b1:
d
(
e(r), αe(r)
) ≥ d(e(r), Im(αe)) ≥ | r − b1 | − kδ.
Sei nun r ≤ b1. Wegen r ≤ b1 < a2 ≤ b2 ist r < a2, und mit Lemma 1.55
folgt:
d
(
αe(r), e(r)
) ≥ d(αe(r), Im(e)) ≥ (a2 − r)− kδ ≥ | b1 − r | − kδ.
4.4 γ hyperbolisch, α elliptisch mit {α(γ+), α(γ−)} ∩ {γ+, γ−} = ∅ 61
Satz 4.15. Seien γ ∈ Γ hyperbolisch, α ∈ Γ elliptisch mit {α(γ+), α(γ−)} ∩
{γ+, γ−} = ∅. Seien e : R −→ X eine Achse von γ und s, t ∈ R. Dann folgt:
d
(
e(s), e(t)
) ≤ 2 · d(e(s), αe(s))+2 · d(e(t), αe(t))+B8 ·min dγ +772δ,
wobei B8 = B8(Ω, δ) ∈ R+.
Beweis. Setze r := 2S + 944δ = 2 · 468δ + 2S + 8δ und B8 := Ω(r).
Ist minv,w∈R d
(
e(v), αe(w)
)
> 9δ, so folgt die Behauptung aus Lemma 1.57
mit e1 := e, e2 := αe, v1 := v2 := s, w1 := w2 := t und k := 9. Gelte also
minv,w∈R d
(
e(v), αe(w)
) ≤ 9δ. Seien a1, b1, a2, b2 die Zahlen aus Lemma 1.52
für e1 := e, e2 := αe und k := 9. Nach Lemma 1.53 tritt mindestens einer
der folgenden Fälle ein:
(1) b1 − a1 ≤ 90δ und b2 − a2 ≤ 90δ
(2) d
(
e(a1), αe(a2)
) ≤ 45δ, d(e(b1), αe(b2)) ≤ 45δ und [a1, b1] ∩ [a2, b2] 6= ∅
(3) d
(
e(a1), αe(b2)
) ≤ 45δ, d(e(b1), αe(a2)) ≤ 45δ und [a1, b1] ∩ [a2, b2] 6= ∅
(4) [a1, b1] ∩ [a2, b2] = ∅
Im Fall (2) gilt nach Lemma 4.13(a):
d
(
e(a1), αe(a1)
)
, d
(
e(b1), αe(b1)
) ≤ (42 · 9 + 90)δ = 468δ.
Aus Lemma 4.7(a) mit L := 468δ folgt: Ist b1 − a1 ≥ Ω(r) · dγ∞ , so gibt
es n ∈ N∗ mit γnα = αγn. Nach Lemma 1.46 ist dies ein Widerspruch zur
Voraussetzung {α(γ+), α(γ−)}∩{γ+, γ−} = ∅. Somit ist b1−a1 < Ω(r) ·dγ∞.
Wir erhalten also für die Fälle (1) und (2): b1 − a1 ≤ Ω(r) ·min dγ∞ + 90δ,
und die gesuchte Ungleichung folgt aus Lemma 1.56 mit v1 := v2 := s,
w1 := w2 := t.
In den Fällen (3) und (4) gibt es gemäss Lemma 4.13(b) und Lemma 4.14
ein u ∈ [a1, b1] mit
d
(
e(r), αe(r)
) ≥ | r − u | − (32 · 9 + 98)δ = | r − u | − 386δ
für alle r ∈ R. Dann folgt:
d
(
e(s), e(t)
)
= | s− t | ≤ | s− u |+ | u− t |
≤ d(e(s), αe(s))+ d(e(t), αe(t)) + 772δ.
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Satz 4.16. Seien γ ∈ Γ hyperbolisch, α ∈ Γ elliptisch mit {α(γ+), α(γ−)} ∩
{γ+, γ−} = ∅ und x, y ∈ X. Dann folgt:
d(x, y) ≤ B9 ·
[
d(x, γx) + d(y, γy)
]
+ 2 · [d(x, αx) + d(y, αy)]+ B10,
wobei Bi = Bi(Ω, δ) ∈ R+.
Beweis. Sei B8 die Konstante aus obigem Satz. Setze
B9 := 5 ·
(6δ
E +
1
2
)
+ B8, B10 := 10R+ 832δ.
Sei e : R −→ X eine Achse von γ. Seien s, t ∈ R so, dass e(s) bzw. e(t)
Projektionen von x bzw. y auf Im(e) sind. Nach Satz 3.3 gilt:
d
(
x, e(s)
) ≤ (6δE + 12
)
· d(x, γx) +R+ 6δ,
d
(
y, e(t)
) ≤ (6δE + 12
)
· d(y, γy) +R+ 6δ.
Ausserdem ist nach obigem Satz
d
(
e(s), e(t)
)≤ 2 · d(e(s), αe(s))+ 2 · d(e(t), αe(t))+ B8 ·min dγ + 772δ
≤ 2 · d(e(s), αe(s))+ 2 · d(e(t), αe(t))
+ B8 ·
[
d(x, γx) + d(y, γy)
]
+ 772δ.
Mit der Dreiecksungleichung folgt die Behauptung.
4.5 γ hyperbolisch, α elliptisch mit α(γ+) = γ− und
α(γ−) = γ+
Lemma 4.17. Seien ξ+ 6= ξ− ∈ ∂∞X und α ∈ Γ elliptisch mit α(ξ+) = ξ−,
α(ξ−) = ξ+. Sei e : R −→ X eine kürzeste Geodäte von ξ− nach ξ+. Seien
L ≥ 0 und s, t ∈ R mit d(e(s), αe(s)) ≤ L, d(e(t), αe(t)) ≤ L. Dann ist
| t− s | ≤ 40δ + L.
Beweis. Setze f : R −→ X, f(r) := αe(−r). f ist eine kürzeste Geodäte mit
f(−∞) = α(ξ+) = ξ− und f(∞) = α(ξ−) = ξ+. Nach Satz 1.24(b) gibt es
u ∈ R mit
d
(
e(r), αe(u− r)) = d(e(r), f(r − u)) ≤ 40δ ∀r ∈ R.
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Mit den Voraussetzungen folgt:
|u− 2s | = d(αe(u− s), αe(s))
≤ d(αe(u− s), e(s))+ d(e(s), αe(s))
≤ 40δ + L
und analog |u− 2t | ≤ 40δ + L. Zusammen erhält man:
| t− s | ≤ 1
2
· (| 2t− u |+ |u− 2s |) ≤ 40δ + L.
Satz 4.18. Seien γ ∈ Γ hyperbolisch, α ∈ Γ elliptisch mit α(γ+) = γ−,
α(γ−) = γ+ und x, y ∈ X. Dann ist
d(x, y) ≤ B11 ·
[
d(x, γx) + d(y, γy)
]
+
[
d(x, αx) + d(y, αy)
]
+ B12,
wobei Bi = Bi(Ω, δ) ∈ R+.
Beweis. Setze B11 := 3 ·
(
6δ
E +
1
2
)
und B12 := 4R+ 64δ.
Sei e : R −→ X eine Achse von γ. Seien s, t ∈ R so, dass e(s) bzw. e(t)
Projektionen von x bzw. y auf Im(e) sind. Nach Satz 3.3 gilt:
d
(
x, e(s)
) ≤ (6δE + 12
)
· d(x, γx) +R+ 6δ,
d
(
y, e(t)
) ≤ (6δE + 12
)
· d(y, γy) +R+ 6δ.
Also ist
d
(
e(s), αe(s)
) ≤ d(x, αx) + 2 · (6δE + 12
)
· d(x, γx) + 2R+ 12δ,
d
(
e(t), αe(t)
) ≤ d(y, αy) + 2 · (6δE + 12
)
· d(y, γy) + 2R+ 12δ.
Nach obigem Lemma gilt:
d
(
e(s), e(t)
)
= | t− s | ≤ 2 ·
(6δ
E +
1
2
)
· [d(x, γx) + d(y, γy)]
+
[
d(x, αx) + d(y, αy)
]
+ 2R+ 52δ.
Mit der Dreiecksungleichung folgt die Behauptung.
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4.6 Alle Isometrien mit denselben Fixpunkten auf dem
Rand
Zuerst betrachten wir zwei hyperbolische Isometrien γ1, γ2 ∈ Γ mit densel-
ben Fixpunkten auf dem Rand, d. h. {γ+1 , γ−1 } = {γ+2 , γ−2 }. In der in [KKS]
untersuchten Situation folgt in diesem Fall γ1γ2 = γ2γ1 ([KKS], Lemma B.2
und [BGS], Lemma 2.3). Setzt man voraus, dass Γ torsionsfrei ist, folgt dies
auch in der hier betrachteten Situation ([CDP], Chap. 10, Prop. 7.1 und [C],
S. 658 unten). Ist Γ nicht notwendig torsionsfrei, benötigt man für den Fall
{γ+1 , γ−1 } = {γ+2 , γ−2 } weitere Argumente.
Satz 4.19. Seien γ1, γ2 ∈ Γ hyperbolisch mit {γ+1 , γ−1 } = {γ+2 , γ−2 }. Dann
gibt es q ∈ N∗ mit γq1γ2 = γ2γq1 und q ≤ B13, wobei B13 = B13(Ω, δ) ∈ N∗.
Beweis. Setze r := 4S und B13 := Ω(r).
Gelte OE γ+1 = γ
+
2 , γ
−
1 = γ
−
2 (sonst betrachte γ
−1
2 anstelle von γ2). Setze
γ+ := γ+1 = γ
+
2 , γ
− := γ−1 = γ
−
2 . Sei e : R −→ X eine nach Bogenlänge
parametrisierte kürzeste Geodäte von γ− nach γ+. Dann ist e sowohl eine
Achse von γ1 als auch von γ2.
Setze p := e(0). Sei n ∈ N. Nach Satz 2.18 gilt:
d
(
γ2γ
n
1 p, e(n · dγ∞1 + dγ∞2 )
)
≤ d(γ2γn1 e(0), γ2e(n · dγ∞1 ))+ d(γ2e(n · dγ∞1 ), e(n · dγ∞1 + dγ∞2 ))
≤ 2S
und analog
d
(
γn1 γ2p, e(n · dγ∞1 + dγ∞2 )
) ≤ 2S.
Zusammen folgt:
d(γ−12 γ
−n
1 γ2γ
n
1 p, p) = d(γ2γ
n
1 p, γ
n
1 γ2p)
≤ d(γ2γn1 p, e(n · dγ∞1 + dγ∞2 ))+ d(e(n · dγ∞1 + dγ∞2 ), γn1 γ2p)
≤ 4S = r.
Somit ist γ−12 γ
−n
1 γ2γ
n
1 p ∈ Br(p) für alle n ∈ N. Nach Voraussetzung an Ω ist
#{γ−12 γ−n1 γ2γn1 p | n ∈ N} ≤ Ω(r). Also gibt es n 6= m ∈ {0, . . . ,Ω(r)} mit
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γ−12 γ
−n
1 γ2γ
n
1 p = γ
−1
2 γ
−m
1 γ2γ
m
1 p. Da Γ frei auf X operiert, folgt γ
−1
2 γ
−n
1 γ2γ
n
1 =
γ−12 γ
−m
1 γ2γ
m
1 .
Sei OE m > n. Setze p := m − n. Dann gilt 1 ≤ p ≤ Ω(r) = B13 und
γp1γ2 = γ2γ
p
1 .
Zusätzlich können noch elliptische Isometrien auftreten, müssen aber nicht.
Lemma 4.20. Seien ξ+ 6= ξ− ∈ ∂∞X, α ∈ Γ elliptisch mit α(ξ+) = ξ+,
α(ξ−) = ξ− und e : R −→ X eine kürzeste Geodäte von ξ− nach ξ+. Dann
ist d
(
e(s), αe(s)
) ≤ 110δ für alle s ∈ R.
Beweis. αe : R −→ X ist eine kürzeste Geodäte von α(ξ−) = ξ− nach
α(ξ+) = ξ+. Nach Satz 1.24(b) gibt es t ∈ R mit d(αe(0), e(t)) ≤ 8δ.
e
αe
e(0) e(t)
αe(0)
z
Wähle je eine kürzeste Geodäte [e(0), αe(0)] und
[αe(0), e(t)], sei z der Mittelpunkt von [e(0), αe(0)].
Nach Lemma 1.42 gilt d(z, αz) ≤ 6δ. Das Dreieck
△(e(0), e(t), αe(0)) ist 4δ-dünn, somit gibt es ein
y ∈ [e(t), αe(0)] ∪ [e(0), e(t)] mit d(z, y) ≤ 4δ, also
d(y, αy) ≤ d(y, z) + d(z, αz) + d(αz, αy)
≤ 2 · 4δ + 6δ = 14δ.
Ist y ∈ [e(0), e(t)], setze x := y. Ist y ∈ [e(t), αe(0)], setze x := e(t). Dann ist
x ∈ Im(e) mit d(x, αx)≤ 30δ. Sei u ∈ R so, dass x= e(u). Nach Satz 1.24(b)
gibt es v ∈ R mit d(e(s), αe(s− v)) ≤ 40δ für alle s ∈ R. Dabei ist
| v | = d(αe(u), αe(u− v)) ≤ d(αx, x) + d(e(u), αe(u− v)) ≤ 70δ.
Damit folgt für alle s ∈ R:
d
(
e(s), αe(s)
) ≤ d(e(s), αe(s− v))+ d(αe(s− v), αe(s)) ≤ 110δ.
Korollar 4.21. Seien γ ∈ Γ hyperbolisch, α ∈ Γ elliptisch mit α(γ+) = γ+,
α(γ−) = γ−. Dann gibt es q ∈ N∗ mit γqα = αγq und q ≤ B14, wobei
B14 = B14(Ω, δ) ∈ N∗.
Beweis. Sei e eine Achse von γ. Wende obiges Lemma und Lemma 4.7(a) an
mit L := 110δ.
Zusammen mit Satz 4.19 folgt:
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Korollar 4.22. Seien h, k ∈ N∗ mit k ≥ h. Seien γ1, . . . , γh ∈ Γ hyperbolisch
mit {γ+i , γ−i } = {γ+1 , γ−1 } für alle i = 1, . . . , h und αh+1, . . . , αk ∈ Γ elliptisch
mit αj(γ
+
1 ) = γ
+
1 , αj(γ
−
1 ) = γ
−
1 für alle j = h + 1, . . . , k. (Falls k = h ist,
sind keine elliptischen Isometrien vorhanden.) Dann gelten:
γp1γi = γiγ
p
1 ∀i = 1, . . . , h und γp1αj = αjγp1 ∀j = h+ 1, . . . , k,
wobei B13 die Konstante von Satz 4.19 ist, B14 diejenige von Korollar 4.21
und p :=
(
max{B13, B14}
)
! ∈ N∗.
Satz 4.23. Seien h, k ∈ N∗ mit k ≥ h. Seien γ1, . . . , γh ∈ Γ hyperbolisch
mit {γ+i , γ−i } = {γ+1 , γ−1 } für alle i = 1, . . . , h und αh+1, . . . , αk ∈ Γ elliptisch
mit αj(γ+1 ) = γ
+
1 , αj(γ
−
1 ) = γ
−
1 für alle j = h + 1, . . . , k. (Falls k = h ist,
sind keine elliptischen Isometrien vorhanden.) Seien x, y ∈ X. Dann gibt es
σ ∈ Z(γ1, . . . , γh, αh+1, . . . , αk) mit
d(x, σy) ≤ B15 ·
[
d(x, γ1x) + d(y, γ1y)
]
+ B16,
wobei Bi = Bi(Ω, δ) ∈ R+.
Beweis. Sei B13 die Konstante von Satz 4.19, B14 diejenige von Korollar 4.21,
p :=
(
max{B13, B14}
)
! ∈ N∗. Setze B15 := 6δE + 12 + p, B16 := S + 2R+ 12δ.
Sei e : R −→ X eine Achse von γ1. Seien e(s) bzw. e(t) Projektionen von x
bzw. y auf Im(e). Nach Satz 3.3 ist
d
(
x, e(s)
) ≤ (6δE + 12
)
· d(x, γ1x) +R+ 6δ,
d
(
y, e(t)
) ≤ (6δE + 12
)
· d(y, γ1y) +R+ 6δ.
Es gibt z ∈ Z mit∣∣(t+ pz · dγ∞1 )− s ∣∣ ≤ p · dγ∞1 ≤ p ·min dγ1 ≤ p · [d(x, γ1x) + d(y, γ1y)].
Setze σ := γpz1 . Nach obigem Korollar ist σ ∈ Z(γ1, . . . , γh, αh+1, . . . , αk), und
nach Satz 2.18 gilt:
d
(
e(s), σe(t)
) ≤ d(e(s), e(t+ pz · dγ∞1 ))+ S
≤ p · [d(x, γ1x) + d(y, γ1y)]+ S.
Mit der Dreiecksungleichung folgt die Behauptung.
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Satz 4.1 folgt nun aus Satz 4.2, Satz 4.5, Satz 4.11, Satz 4.16, Satz 4.18 und
Satz 4.23 zusammen mit Satz 4.6 und Satz 4.8.
Bemerkung 4.24. Seien Γ eine hyperbolische Gruppe mit endlichem Erzeu-
gendensystem Σ und G(Γ,Σ) der dazugehörige Cayley-Graph. Die Operation
von Γ auf G(Γ,Σ) ist frei genau dann, wenn Σ kein Element der Ordnung
zwei enthält. Enthält Σ ein Element der Ordnung zwei, ist Satz 4.1 also nicht
anwendbar.
Mit einem kleinen Umweg können wir ein Analogon zu Satz 4.1 aber auch
in dieser Situation zeigen. Dazu definieren wir einen orientierten metrischen
Graphen H(Γ,Σ) folgendermassen: Die Ecken seien genau die Elemente von
Γ. Sind γ1, γ2 ∈ Γ, so gibt es eine Kante von γ1 nach γ2 genau dann, wenn ein
σ ∈ Σ∪Σ−1 \ {e} existiert mit γ2 = γ1σ. Jede Kante sei isometrisch zum In-
tervall [0, 1], dH sei die dazugehörige Längenmetrik auf H(Γ,Σ).
(
H(Γ,Σ), dH
)
ist ein eigentlicher, geodätischer metrischer Raum.
Die Operation von Γ auf sich selbst durch Linkstranslation kann kanonisch
auf H(Γ,Σ) ausgedehnt werden, so dass Γ ⊂ Iso(H(Γ,Σ)) ist und so dass
jedes γ ∈ Γ die Orientierung aller Kanten erhält. Diese Operation von Γ auf
H(Γ,Σ) ist frei, total diskontinuierlich und kokompakt, also kann Satz 4.1
angewendet werden.
Ausserdem ist die natürliche Projektion P :
(
H(Γ,Σ), dH
) −→ (G(Γ,Σ), dG)
eine surjektive (1, 1)-Quasi-Isometrie mit γ ◦P = P ◦γ für alle γ ∈ Γ. Damit
erhält man schliesslich:
Seien Γ eine hyperbolische Gruppe mit endlichem Erzeugendensystem Σ und
G(Γ,Σ) der dazugehörige Cayley-Graph. Seien n ∈ N, γ1, . . . , γn ∈ Γ und
x, y ∈ G(Γ,Σ). Dann gibt es σ ∈ Z(γ1, . . . , γn) mit
dG(x, σy) ≤ C · max
i=1,...,n
dG(x, γix) + C · max
i=1,...,n
dG(y, γiy) + C,
wobei die Konstante C ∈ R+ nur von #Σ und der Hyperbolizitätskonstante
von G(Γ,Σ) abhängt.
4.7 Satz 0.2 für Mannigfaltigkeiten
Um Satz 0.1 zu beweisen, brauchen wir Satz 0.2 für Räume mit Mannigfal-
tigkeitsstruktur.
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Satz 4.25. Seien N ∈ N∗, D > 0, ̺ ∈ (0, D] und κ1 ≤ κ2 ∈ R sowie
δ > 0. Sei M eine kompakte N-dimensionale Riemannsche Mannigfaltigkeit
mit diam(M) ≤ D, inj(M) ≥ ̺ und κ1 ≤ KM ≤ κ2. Seien π : X −→ M
die universelle Überlagerung und Γ die Decktransformationsgruppe. X sei
δ-hyperbolisch. Seien n ∈ N, γ1, . . . , γn ∈ Γ und x, y ∈ X. Dann gibt es
σ ∈ Z(γ1, . . . , γn) mit
d(x, σy) ≤ B17 · max
i=1,...,n
d(x, γix) + B17 · max
i=1,...,n
d(y, γiy) + B18,
wobei Bi = Bi(N,D, ̺, κ1, κ2, δ) ∈ R+.
Beweis. In Satz A.3 zeigen wir: Es gibt eine nur vonN,D, ̺, κ1, κ2 abhängige
Abbildung Ω : R+ −→ N∗ mit #
(
Γy ∩ Br(z)
) ≤ Ω(r) für alle r ≥ 0 und
y, z ∈ X. Somit folgt Satz 4.25 aus Satz 4.1.
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In Kapitel 5 seien immer N ∈ N∗, D > 0, ̺ ∈ (0, D], κ1 ≤ κ2 ∈ R und
δ > 0. M sei eine kompakte N-dimensionale Riemannsche Mannigfaltigkeit
mit diam(M) ≤ D, inj(M) ≥ ̺ und κ1 ≤ KM ≤ κ2. Seien π : X −→ M
die universelle Überlagerung und Γ die Decktransformationsgruppe. X sei
δ-hyperbolisch.
Mit den kalligraphischen Buchstaben A, B, E , F , G, Q, R bezeichnen wir
Konstanten, die nur von N , D, ̺, κ1, κ2, δ abhängen.
In Abschnitt 5.1 beweisen wir Satz 0.1, in Abschnitt 5.2 geben wir weitere
Anwendungen der bisher gefundenen Abschätzungen an. Dazu verwenden
wir mehrfach Satz A.4, für dessen Formulierung und Beweis auf Anhang A
verwiesen sei.
5.1 Beweis von Satz 0.1
Definition 5.1. Sei G ein zusammenhängender metrischer Graph.
• G heisst endlich, wenn G endlich viele Ecken und Kanten hat.
• Eine Ecke von G heisst Wurzel, wenn sie nur an eine Kante angrenzt.
Definition 5.2. Seien Y ein metrischer Raum, G ein endlicher, zusammen-
hängender metrischer Graph und u : G −→ Y stetig. Für jede Kante e von
G ist L(u|e) die Länge von u eingeschränkt auf e. Man definiert die Länge
L(u) als Summe über alle diese Längen
L(u) :=
∑
e Kante von G
L(u|e).
Satz 5.3. Sei T ein endlicher, zusammenhängender metrischer Baum mit
K Kanten. Seien F,G : T −→ X stetige Abbildungen, so dass es h ∈ N und
2h verschiedene Wurzeln p±1 , . . . , p
±
h von T sowie Isometrien γ1, . . . , γh ∈ Γ
gibt mit γiF (p+i ) = F (p
−
i ) und γiG(p
+
i ) = G(p
−
i ) für alle i = 1, . . . , h. Sei
t0 ∈ T ein Basispunkt.
Dann gibt es eine stetige Abbildung A : T × [0, 1] −→ X mit A(u, 0) = F (u),
A(u, 1) = G(u) für alle u ∈ T , γiA(p+i , s) = A(p−i , s) für alle i = 1, . . . , h,
s ∈ [0, 1] und
sup
u∈T
L(s 7→A(u, s))≤ B19 ·
[
d
(
F (t0),G(t0)
)
+2max
{
L(F ), L(G)
}]
+B20,
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sup
s∈[0,1]
L(u 7→A(u, s)|u∈T )≤ B21 ·max
{
L(F ), L(G)
}
+K · B22,
wobei Bi = Bi(N,D, ̺, κ1, κ2, δ) ∈ R+.
Beweis. Gelte OE L(F ), L(G) <∞. Setze ν := 1
100
·min{̺, π√
κ2
, 1} > 0 und
L := ν+8δ > 0, wobei 1√
κ2
:=∞ sei für κ2 ≤ 0. Sei C = C(L;N,D, ̺, κ1, κ2)
die Konstante aus Satz A.4. Setze B19 := Cδ , B20 := C + 4ν, B21 := 4 + 4Cν ,B22 := C.
Schritt I) Für alle i = 1, . . . , h sei σi : [0, 1] −→ X eine kürzeste Geodäte
von F (p+i ) nach G(p
+
i ). Dann ist γiσi : [0, 1] −→ X eine kürzeste Geodäte
von γiF (p
+
i ) = F (p
−
i ) nach γiG(p
+
i ) = G(p
−
i ). Wir setzen zur Abkürzung
J := d
(
F (t0), G(t0)
)
und H := max{L(F ), L(G)} ∈ R+. Für alle t, u ∈ T ist
d
(
F (t), G(u)
) ≤ d(F (t), F (t0))+ d(F (t0), G(t0))+ d(G(t0), G(u))
≤ 2H + J.
Insbesondere ist auch L(σi) = L(γiσi) ≤ 2H + J für alle i = 1, . . . , h.
T habe E Ecken (E = K + 1, vgl. [KKS]). Seien e1, . . . , eE die Ecken und
q1, . . . , qK die Kanten von T . Für jedes j ∈ {1, . . . , E} sei ζj : [0, 1] −→ X eine
kürzeste Geodäte von F (ej) nach G(ej). Ist ej = p
+
i für ein i ∈ {1, . . . , h},
sei speziell ζj := σi. Ist ej = p
−
i für ein i ∈ {1, . . . , h}, sei speziell ζj := γiσi.
Für k = 1, . . . , K setze Hk := max
{
L(F |qk), L(G|qk)
}
. Dann ist
K∑
k=1
Hk ≤ 2H. (15)
Schritt II) Sei nun k ∈ {1, . . . , K}, qk verbinde die Ecken ek1 und ek2.
Sei fk : [0, lk] −→ T eine Parametrisierung nach Bogenlänge von qk, d. h.
L(fk) = lk > 0, fk(0) = ek1 , fk(lk) = ek2. Setze
nk :=
⌊Hk
ν
⌋
+ 1.
Es gibt Unterteilungen 0 = u0 ≤ . . . ≤ unk = lk und 0 = v0 ≤ . . . ≤ vnk = lk
mit L(F ◦ fk|[ur−1,ur]) ≤ ν und L(G ◦ fk|[vr−1,vr ]) ≤ ν für alle r = 1, . . . , nk.
Setzt man diese beiden Unterteilungen zusammen, so erhält man eine neue
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Unterteilung 0 = w0 ≤ . . . ≤ w2nk−1 = lk mit L(F ◦ fk|[wr−1,wr]) ≤ ν und
L(G ◦ fk|[wr−1,wr]) ≤ ν für alle r = 1, . . . , 2nk − 1.
Für r = 0, . . . , 2nk−1 setze yFr := F ◦fk(wr), yGr := G◦fk(wr), insbesondere
ist yF0 = F (ek1), y
F
2nk−1 = F (ek2) und y
G
0 = G(ek1), y
G
2nk−1 = G(ek2). Für
jedes r ∈ {0, . . . , 2nk − 1} sei ϑr : [0, 1] −→ X eine kürzeste Geodäte von
yFr nach y
G
r , wobei wir speziell ϑ0 := ζk1 und ϑ2nk−1 := ζk2 wählen. Für alle
r = 0, . . . , 2nk − 1 gilt:
L(ϑr) = d(y
F
r , y
G
r ) ≤ 2H + J.
Weiter ist für alle r = 0, . . . , 2nk − 2
d(yFr , y
F
r+1) ≤ L(F ◦ fk|[wr,wr+1]) ≤ ν,
d(yGr , y
G
r+1) ≤ L(G ◦ fk|[wr ,wr+1]) ≤ ν.
yFr
yGr
yFr+1
yGr+1
ϑr ϑr+1
gr,0
gr,1
gr,2
gr,mk
Setze
mk :=
⌊J + 2H
δ
⌋
+ 1.
Für alle r ∈ {0, . . . , 2nk − 2} und p ∈ {0, . . . , mk} sei
gr,p : [wr, wr+1] −→ X eine kürzeste Geodäte von ϑr( pmk )
nach ϑr+1(
p
mk
). Nach Lemma 1.9 gilt:
L(gr,p) = d
(
ϑr(
p
mk
), ϑr+1(
p
mk
)
)
≤ max{d(yFr , yFr+1), d(yGr , yGr+1)} + 8δ
≤ ν + 8δ.
Ausserdem gilt für alle r = 0, . . . , 2nk − 1 und p = 0, . . . , mk − 1 nach
Definition von mk:
d
(
ϑr(
p
mk
), ϑr(
p+1
mk
)
)
= L(ϑr|[ p
mk
, p+1
mk
]) =
1
mk
· L(ϑr) ≤ 1mk · (2H + J) < δ.
Somit sind für alle r ∈ {0, . . . , 2nk − 2} und p ∈ {0, . . . , mk − 1}
ϑr|[ p
mk
, p+1
mk
] :
[
p
mk
, p+1
mk
] −→ X, ϑr+1|[ p
mk
, p+1
mk
] :
[
p
mk
, p+1
mk
] −→ X,
gr,p : [wr, wr+1] −→ X, gr,p+1 : [wr, wr+1] −→ X
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kürzeste Geodäten mit
ϑr(
p
mk
) = gr,p(wr), ϑr(
p+1
mk
) = gr,p+1(wr)
ϑr+1(
p
mk
) = gr,p(wr+1), ϑr+1(
p+1
mk
) = gr,p+1(wr+1)
und
L(ϑr|[ p
mk
,
p+1
mk
]), L(ϑr+1|[ p
mk
,
p+1
mk
]) ≤ δ < L,
L(gr,p), L(gr,p+1) ≤ ν + 8δ = L.
Nach Satz A.4 gibt es für alle r ∈ {0, . . . , 2nk − 2} und p ∈ {0, . . . , mk − 1}
eine stetige Abbildung
Ar,p : [wr, wr+1]×
[
p
mk
, p+1
mk
] −→ X
mit
Ar,p(t,
p
mk
) = gr,p(t), Ar,p(t,
p+1
mk
) = gr,p+1(t) ∀t ∈ [wr, wr+1] ,
Ar,p(wr, s) = ϑr(s), Ar,p(wr+1, s) = ϑr+1(s) ∀s ∈
[
p
mk
, p+1
mk
]
sowie
L(t 7→ Ar,p(t, s)) ≤ C ∀s ∈
[
p
mk
, p+1
mk
]
,
L(s 7→ Ar,p(t, s)) ≤ C ∀t ∈ [wr, wr+1] .
Setzt man nun alle Ar,p zusammen, so ergibt dies eine stetige Abbildung
Ak : [0, lk]× [0, 1] −→ X mit
Ak(t, 0) = gr,0(t), A
k(t, 1) = gr,mk(t) ∀t ∈ [wr, wr+1] ,
Ak(0, s) = ζk1(s), A
k(lk, s) = ζk2(s) ∀s ∈ [0, 1]
sowie
L(s 7→ Ak(t, s)) ≤ mk · C ≤
(J + 2H
δ
+ 1
) · C ∀t ∈ [0, lk] ,
L(t 7→ Ak(t, s)) ≤ (2nk − 1) · C ≤
(2Hk
ν
+ 1
) · C ∀s ∈ [0, 1]
nach Definition von mk, nk.
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Schritt III) Sei r ∈ {0, . . . , 2nk − 2}. Für alle t ∈ [wr, wr+1] ist
d
(
F ◦ fk(t), gr,0(t)
) ≤ d(F ◦ fk(t), F ◦ fk(wr))+ d(gr,0(wr), gr,0(t))
≤ L(F ◦ fk|[wr,t]) + L(gr,0|[wr ,t])
≤ 2 · L(F ◦ fk|[wr,wr+1])
≤ 2ν = 1
50
·min{̺, π√
κ2
, 1}.
yFr y
F
r+1
F ◦ fk
gr,0Somit gibt es für jedes t ∈ [wr, wr+1] genau eine
kürzeste Geodäte bt : [−ν, 0] −→ X von F ◦fk(t)
nach gr,0(t), und die Abbildung
Br : [wr, wr+1]× [−ν, 0] −→ X, Br(t, s) := bt(s)
ist stetig mit
Br(t,−ν) = F ◦ fk(t), Br(t, 0) = gr,0(t) ∀t ∈ [wr, wr+1] ,
Br(wr, s) ≡ yFr , Br(wr+1, s) ≡ yFr+1 ∀s ∈ [−ν, 0]
sowie
L(s 7→ Br(t, s)) = L(bt) = d
(
F ◦ fk(t), gr,0(t)
) ≤ 2ν ∀t ∈ [wr, wr+1] .
Mit dem Invers-Toponogov-Theorem ([Gr], Theorem 3.9) folgt ausserdem wie
im Beweis von Satz A.4, Schritt IV für alle s ∈ [−ν, 0]:
L(t 7→ Br(t, s)) ≤ L(gr,0) + L(F ◦ fk|[wr,wr+1]) ≤ 2 · L(F ◦ fk|[wr,wr+1]).
Setzt man nun alle Br zusammen, erhält man somit eine stetige Abbildung
Bk : [0, lk]× [−ν, 0] −→ X mit
Bk(t,−ν) = F ◦ fk(t) ∀t ∈ [0, lk] ,
Bk(t, 0) = gr,0(t) ∀t ∈ [wr, wr+1] ,
Bk(0, s) ≡ F (ek1) und Bk(lk, s) ≡ F (ek2) ∀s ∈ [−ν, 0]
sowie
L(s 7→ Bk(t, s))≤ 2ν ∀t ∈ [0, lk] ,
L(t 7→ Bk(t, s))≤
2nk−2∑
r=0
2 ·L(F ◦fk|[wr,wr+1]) = 2 ·L(F ◦fk) ∀s ∈ [−ν, 0] .
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Analog findet man eine stetige Abbildung Ck : [0, lk]× [1, 1 + ν] −→ X mit
Ck(t, 1) = gr,mk(t) ∀t ∈ [wr, wr+1] ,
Ck(t, 1 + ν) = G ◦ fk(t) ∀t ∈ [0, lk] ,
Ck(0, s) ≡ G(ek1) und Ck(lk, s) ≡ G(ek2) ∀s ∈ [1, 1 + ν]
sowie
L(s 7→ Ck(t, s)) ≤ 2ν ∀t ∈ [0, lk] ,
L(t 7→ Ck(t, s)) ≤ 2 · L(G ◦ fk) ∀s ∈ [1, 1 + ν] .
Schritt IV) Man setzt Ak, Bk, Ck zusammen:
Ek : [0, lk]× [−ν, 1 + ν] −→ X,
Ek(t, s) :=


Bk(t, s) für s ∈ [−ν, 0]
Ak(t, s) für s ∈ [0, 1]
Ck(t, s) für s ∈ [1, 1 + ν]
ist stetig mit Ek(t,−ν) = F ◦ fk(t) und Ek(t, 1 + ν) = G ◦ fk(t) für alle
t ∈ [0, lk],
Ek(0, s) =


F (ek1) für s ∈ [−ν, 0]
ζk1(s) für s ∈ [0, 1]
G(ek1) für s ∈ [1, 1 + ν] ,
Ek(lk, s) =


F (ek2) für s ∈ [−ν, 0]
ζk2(s) für s ∈ [0, 1]
G(ek2) für s ∈ [1, 1 + ν]
sowie
L(s 7→ Ek(t, s)) ≤ 4ν + (J + 2H
δ
+ 1
) · C ∀t ∈ [0, lk] ,
L(t 7→ Ek(t, s)) ≤


2 · L(F ◦ fk) für s ∈ [−ν, 0](
2Hk
ν
+ 1
) · C für s ∈ [0, 1]
2 · L(G ◦ fk) für s ∈ [1, 1 + ν] .
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Ek induziert nun eine stetige Abbildung P k : qk × [−ν, 1 + ν] −→ X mit
P k(u,−ν) = F (u) und P k(u, 1 + ν) = G(u) für alle u ∈ qk,
P k(eki, s) =


ζki(0) für s ∈ [−ν, 0]
ζki(s) für s ∈ [0, 1]
ζki(1) für s ∈ [1, 1 + ν]
für i = 1, 2 sowie
L(s 7→ P k(u, s)) ≤ 4ν + (J + 2H
δ
+ 1
) · C ∀u ∈ qk,
L(u 7→ P k(u, s)|u∈qk) ≤
{
2Hk für s ∈ [−ν, 0] ∪ [1, 1 + ν](
2Hk
ν
+ 1
) · C für s ∈ [0, 1] .
Schritt V) Diese Konstruktion führe man für jedes k = 1, . . . , K durch und
erhält: Die Abbildung
P : T × [−ν, 1 + ν] −→ X, P (u, s) := P k(u, s) für u ∈ qk
ist stetig mit P (u,−ν) = F (u) und P (u, 1 + ν) = G(u) für alle u ∈ T ,
P (ej, s) =


ζj(0) für s ∈ [−ν, 0]
ζj(s) für s ∈ [0, 1]
ζj(1) für s ∈ [1, 1 + ν]
für alle j = 1, . . . , E sowie
L(s 7→ P (u, s)) ≤ 4ν + (J + 2H
δ
+ 1
) · C = C
δ
· (J + 2H) + C + 4ν
= B19 ·
[
d
(
F (t0), G(t0)
)
+ 2max
{
L(F ), L(G)
}]
+ B20
für alle u ∈ T und
L(u 7→ P (u, s)|u∈T ) ≤
{∑K
k=1 2Hk für s ∈ [−ν, 0] ∪ [1, 1+ ν]∑K
k=1
(
2Hk
ν
+ 1
) · C für s ∈ [0, 1]
≤
{
4H für s ∈ [−ν, 0] ∪ [1, 1+ ν]
4C
ν
·H +K · C für s ∈ [0, 1]
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≤ B21 ·max
{
L(F ), L(G)
}
+ B22 ·K
für alle s ∈ [−ν, 1 + ν] nach (15).
Seien i ∈ {1, . . . , h} und k1, k2 ∈ {1, . . . , E} mit p+i = ek1, p−i = ek2. Nach
Konstruktion ist ζk1 = σi und ζk2 = γiσi. Damit folgt γiP (p
+
i , s) = P (p
−
i , s)
für alle s ∈ [−ν, 1 + ν] und i ∈ {1, . . . , h}. Umparametrisierung ergibt die
Behauptung.
Damit können wir Satz 0.1 beweisen. Satz 5.4 enthält im Vergleich zu Satz 0.1
zusätzlich eine zweite Abschätzung, welche allerdings von der Anzahl Kanten
des betrachteten Graphen abhängt.
Satz 5.4. Seien G ein endlicher, zusammenhängender metrischer Graph mit
K Kanten und a0, a1 : G −→M stetig und homotop. Dann gibt es eine stetige
Abbildung A : G× [0, 1] −→ M mit A(u, 0) = a0(u), A(u, 1) = a1(u) für alle
u ∈ G sowie
sup
u∈G
L(s 7→ A(u, s)) ≤ B23 ·
[
L(a0) + L(a1)
]
+ B24,
sup
s∈[0,1]
L(u 7→ A(u, s)|u∈G) ≤ B25 ·
[
L(a0) + L(a1)
]
+K · B26,
wobei Bi = Bi(N,D, ̺, κ1, κ2, δ) ∈ R+.
Beweis. Seien B19, B20, B21, B22 die Konstanten aus Satz 5.3 und B17, B18
diejenigen aus Satz 4.25. Setze B23 := 2B19 · (B17 + 1), B24 := B19 · B18 +B20,
B25 := B21, B26 := 2B22.
Man beweist Satz 5.4 nun ähnlich wie Theorem 2.1 in [KKS], wobei man
Satz 4.25 und Satz 5.3 benützt.
Bemerkung 5.5. Metrische Bäume sind 0-hyperbolisch. Mit Satz 4.1 zeigt
man analog zu Theorem 2.1 in [KKS] auch: Seien G,F zusammenhängende,
endliche metrische Graphen, a0, a1 : G −→ F stetig und homotop. Dann gibt
es eine Homotopie A : G× [0, 1] −→ F mit A(·, 0) = a0, A(·, 1) = a1 und
sup
u∈G
L(s 7→ A(u, s)) ≤ T · [L(a0) + L(a1)]+ T ,
wobei die Konstante T = T (F ) ∈ R+ nur von F abhängt.
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5.2 Kürzeste Repräsentanten von Homotopieklassen von
Loops
Konvention. Mit homotop bzw. Homotopieklasse sei immer frei homotop
bzw. freie Homotopieklasse gemeint.
Homotopieklassen von stetigen Abbildungen S1 −→ M entsprechen bijektiv
den Konjugationsklassen von Elementen aus Γ. Im Folgenden untersuchen
wir kürzeste Repräsentanten von solchen Homotopieklassen. Dabei heisst ei-
ne stetige Abbildung f : S1 −→ M ein kürzester Repräsentant ihrer Homo-
topieklasse, wenn für jede stetige Abbildung h : S1 −→ M , welche homotop
zu f ist, L(f) ≤ L(h) gilt.
In jeder Homotopieklasse existiert mindestens ein kürzester Repräsentant
(siehe Satz 1.51). Bei negativer Krümmung sind kürzeste Repräsentanten bis
auf Parametrisierung eindeutig. Ist die universelle Überlagerung nur Gromov-
hyperbolisch, muss dies nicht gelten. Es zeigt sich aber, dass zwei verschie-
dene – in einem mittels Homotopien definierten Sinn – nicht beliebig weit
voneinander entfernt sein können.
In den folgenden Sätzen identifizieren wir die eindimensionale Sphäre S1
mit dem Quotienten [0, 1] /{0, 1}. ϕ : [0, 1] −→ [0, 1] /{0, 1} = S1 sei die
kanonische Projektion.
Satz 5.6. Seien f, g : S1 = [0, 1] /{0, 1} −→M stetige, proportional zur Bo-
genlänge parametrisierte, homotope Abbildungen, so dass f und g kürzeste
Repräsentanten ihrer Homotopieklasse sind. Dann sind f, g C∞-geschlossene
Geodäten, und es gibt eine nach Bogenlänge parametrisierte Umparametrisie-
rung gˆ : S1 −→M von g und eine stetige Abbildung A : S1×[0, 1] −→ M mit
A(t, 0) = f(t), A(t, 1) = gˆ(t) für alle t ∈ S1 und supt∈S1 L(s 7→A(t, s))≤ B27,
wobei B27 = B27(N,D, ̺, κ1, κ2, δ) ∈ R+.
Beweis. Seien Ω : R+ −→ N∗ die Abbildung aus Satz A.3, B3 die Konstante
aus Satz 4.2 und L1 := 2R + 8δ, L2 := B3 + 6δ. Da Ω nur von N , D, ̺, κ1
und κ2 abhängt, sind R und B3 nur von N , D, ̺, κ1, κ2, δ abhängig. Seien
C1 = C1(L1;N,D, ̺, κ1, κ2) und C2 = C2(L2;N,D, ̺, κ1, κ2) die Konstanten
aus Satz A.4. Setze B27 := max{C1, C2}.
Seien a, b : [0, 1] −→ M , a := f ◦ ϕ, b := g ◦ ϕ. Da f und g homotop
sind, gibt es γ ∈ Γ und Lifte a, b : [0, 1] −→ X von a, b mit γa(0) = a(1)
und γb(0) = b(1). Da f, g kürzeste Repräsentanten ihrer Homotopieklasse
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ca
x = p0
p1 pT = γx
cb
y = q0
q1 qT = γy
η0 η1 ηT
Abbildung 7: Fall 1 mit hyperbolischem γ
sind, sind a, b kürzeste Geodäten, und auf a, b wird unter γ die minimale
Verschiebung angenommen, d. h. d
(
a(t), γa(t)
)
= d
(
b(t), γb(t)
)
= min dγ für
alle t ∈ [0, 1].
Fall 1: Sei γ hyperbolisch. Seien ca, cb : R −→ X die Fortsetzungen von a, b
zu Riemannschen Geodäten. Nach Bemerkung 2.4 sind ca, cb bis auf Parame-
trisierung Quasi-Achsen von γ, für alle z ∈ Z, t ∈ R ist ca(z + t) = γzca(t),
cb(z+ t) = γ
zcb(t). Setze x := a(0) = ca(0). Wegen dH
(
Im(ca), Im(cb)
) ≤ 2R
gibt es r ∈ R mit d(x, cb(r)) ≤ 2R. Setze y := cb(r). ca|[0,1] und cb|[r,r+1] sind
minimierend.
Sei T :=
⌈min dγ
R
⌉
. Für alle i = 0, . . . , T setze pi := ca( iT ), qi := cb(r +
i
T
). Es
gelten p0 = x, q0 = y und pT = γx, qT = γy sowie d(pi, pi+1) = d(qi, qi+1) =
mindγ
T
≤ R. Für i = 0, . . . , T − 1 sei ηi : [0, 1] −→ X eine kürzeste Geodäte
von pi nach qi, setze ηT := γη0 (Abbildung 7). Für alle i = 0, . . . , T ist
L(ηi) = d(pi, qi) ≤ max
{
d(x, y), d(γx, γy)
}
+ 8δ ≤ 2R+ 8δ.
pi
pi+1
qi qi+1
ca|...
cb|...
ηi
ηi+1
Für jedes i ∈ {0, . . . , T − 1} bilden ηi, ηi+1, ca|[ i
T
, i+1
T
]
und cb|[r+ i
T
,r+ i+1
T
] ein Viereck aus kürzesten Geodäten
mit Seitenlängen ≤ 2R + 8δ = L1. Gemäss Satz A.4
gibt es somit für jedes i ∈ {0, . . . , T − 1} eine stetige
Abbildung Vi :
[
i
T
, i+1
T
]× [0, 1] −→ X mit Vi( iT , ·) = ηi,
Vi(
i+1
T
, ·) = ηi+1 sowie Vi(t,0) = ca(t), Vi(t,1) = cb(r+t)
und L(s 7→ Vi(t, s))≤ C1 für alle t ∈
[
i
T
, i+1
T
]
. Setzt man
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alle Vi zusammen, erhält man eine stetige Abbildung V : [0, 1]× [0, 1] −→ X
mit V (1, ·) = ηT = γη0 = γV (0, ·), V (t,0) = ca(t) = a(t) und V (t,1) = cb(r+ t)
für alle t ∈ [0, 1] sowie supt∈[0,1] L(s 7→ V (t, s)) ≤ C1.
V : [0, 1]× [0, 1] −→ M , V := π ◦ V ist stetig mit V (0, s) = V (1, s) für alle
s ∈ [0, 1], V (t, 0) = a(t) für alle t ∈ [0, 1] und supt∈[0,1] L(s 7→ V (t, s)) ≤ C1.
Weiter gibt es u ∈ [0, 1] mit π ◦ cb(r + t) = b(u + t mod 1) für alle t ∈ [0, 1].
Somit ist V (t, 1) = b(u+ t mod 1) für alle t ∈ [0, 1]. V induziert eine stetige
AbbildungW : S1×[0, 1] −→ M mitW (ϕ(t), s) = V (t, s) für alle t, s ∈ [0, 1].
Es gelten W (t, 0) = f(t) und W (t, 1) = g(u+ t mod 1) für alle t ∈ S1 sowie
supt∈S1 L(s 7→ W (t, s)) ≤ C1 ≤ B27. f und g sind C∞-geschlossene Geodäten,
da ca, cb Quasi-Achsen von γ sind.
x γx
a
y γyσbFall 2: Sei γ elliptisch. Setze x := a(0), z := b(0),
dann ist d(x, γx) = d(z, γz) = min dγ ≤ 6δ. Nach
Satz 4.2 gibt es σ ∈ Z(γ) mit d(x, σz) ≤ 6δ + B3.
Setze y := σz. σb : [0, 1] −→ X ist eine kürzeste
Geodäte von y nach σγz = γy. Es gelten:
L(a) = d(x, γx) ≤ 6δ ≤ L2,
L(σb) = L(b) = d(z, γz) ≤ 6δ ≤ L2,
d(x, y) = d(γx, γy) = d(x, σz) ≤ B3 + 6δ = L2.
Gemäss Satz A.4 existiert eine Homotopie V : [0, 1] × [0, 1] −→ X, so dass
V (·, 0) = a, V (·, 1) = σb und γV (0, s) = V (1, s) für alle s ∈ [0, 1] sowie
supt∈[0,1] L(s 7→ V (t, s)) ≤ C2.
V : [0, 1] × [0, 1] −→ M , V := π ◦ V ist stetig mit V (·, 0) = a, V (·, 1) = b
und V (0, s) = V (1, s) für alle s ∈ [0, 1] sowie supt∈[0,1] L(s 7→ V (t, s)) ≤ C2.
V induziert eine stetige Abbildung W : S1 × [0, 1] −→ M mit W (ϕ(t), s) =
V (t, s) für alle t, s ∈ [0, 1]. Es gelten W (t, 0) = f(t), W (t, 1) = g(t) für
alle t ∈ S1 und supt∈S1 L(s 7→ W (t, s)) ≤ C2 ≤ B27. Aus Lemma 2.2 folgt
ausserdem, dass f und g C∞-geschlossene Geodäten sind.
Als nächstes untersuchen wir Repräsentanten für γ und γn. Dafür brauchen
wir eine Abschätzung der Ordnung von elliptischen Isometrien.
Lemma 5.7. Für jede elliptische Isometrie α ∈ Γ gilt ord(α) ≤ A, wobei
A = A(N,D, ̺, κ1, κ2, δ) ∈ N∗.
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Beweis. Setze r := 8δ und A := Ω(r), wobei Ω : R+ −→ N∗ die Abbildung
aus Satz A.3 ist.
Seien α ∈ Γ elliptisch, x ∈ X. Da α elliptisch ist, gilt ord(α) < ∞. Somit
ist S := {αzx | z ∈ Z} beschränkt. Gemäss Lemma 1.28 ist Cent0(S) 6= ∅
und diam
(
Cent0(S)
) ≤ 8δ. Sei nun y ∈ Cent0(S). Wegen α(S) = S ist
α
(
Cent0(S)
)
= Cent0(S) und somit {αzy | z ∈ Z} ⊂ Cent0(S). Also gilt
diam
({αzy | z ∈ Z}) ≤ 8δ = r. Nach Satz A.3 ist #{αzy | z ∈ Z} ≤ Ω(r).
Somit gibt es n 6= m ∈ {0, . . . ,Ω(r)} mit αny = αmy. Da Γ frei auf X
operiert, folgt αn = αm.
Sei OE n > m. Setze p := n − m. Dann ist p > 0 und αp = id, also
ord(α) ≤ p ≤ Ω(r) = A.
Satz 5.8. Seien γ ∈ Γ und [γ] die Konjugationsklasse von γ in Γ. Seien
f, g : S1 = [0, 1] /{0, 1} −→ M stetige, proportional zur Bogenlänge parame-
trisierte Abbildungen und n ∈ N∗, so dass gelten:
(a) Die Homotopieklasse von f entspricht [γ], diejenige von g entpricht [γn],
(b) f, g sind kürzeste Repräsentanten ihrer Homotopieklassen,
(c) n < ord(γ).
Sei fn : S1 −→ M die n-fache Verknüpfung von f , proportional zur Bogen-
länge parametrisiert auf S1.
Dann gibt es eine proportional zur Bogenlänge parametrisierte Umparametri-
sierung gˆ : S1−→M von g und eine stetige Abbildung A : S1×[0, 1]−→M mit
A(t, 0) = fn(t), A(t, 1) = gˆ(t) für alle t ∈ S1 und supt∈S1 L(s 7→A(t, s))≤ B28,
wobei B28 = B28(N,D, ̺, κ1, κ2, δ) ∈ R+.
Beweis. Sei Ω : R+ −→ N∗ die Abbildung aus Satz A.3. Setze
J := F · (2Q+ G + 16δ) + 6Q+ 16δ,
L :=
1
E · (J + 1),
I := (4L+ 2) · J + 14R+ 8Q+ 24δ + F · (G + 8R).
Sei A die Konstante aus Lemma 5.7 und B3 diejenige aus Satz 4.2. Die
Konstanten A, E , F , G, Q, R, B3 sind nur von N , D, ̺, κ1, κ2, δ abhängig.
Setze L1 := I + 8δ, L2 := A · 9δ + B3, seien C1 = C1(L1;N,D, ̺, κ1, κ2)
und C2 = C2(L2;N,D, ̺, κ1, κ2) die Konstanten aus Satz A.4. Setze weiter
B28 := max{C1, C2}.
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ca
ca(0) = x γx
γ2x · · ·
γnx = ca(1)
cb
cb(0)
cb(r) = y
cb(1) γny = cb(r + 1)
η0 η1 η2 . . . ηn
Abbildung 8: Fall 1 mit hyperbolischem γ
Seien e, a, b : [0, 1] −→ M , e := f ◦ ϕ, a := fn ◦ ϕ, b := g ◦ ϕ. Nach (a) gibt
es Lifte e, b : [0, 1] −→ X von e, b mit γe(0) = e(1), γnb(0) = b(1). Wegen
(b) sind e, b kürzeste Geodäten, und auf e bzw. b wird unter γ bzw. γn die
minimale Verschiebung angenommen.
Fall 1: Sei γ hyperbolisch. Seien ce, cb : R −→ X die Fortsetzungen von
e, b zu Riemannschen Geodäten. Nach Bemerkung 2.4 sind ce bzw. cb bis auf
Parametrisierung Quasi-Achsen von γ bzw. γn, für alle z ∈ Z und t ∈ R ist
ce(z + t) = γ
zce(t), cb(z + t) = γnzcb(t). Setze ca : R −→ X, ca(t) := ce(nt)
und a : [0, 1] −→ X, a := ca|[0,1] sowie x := a(0) = ca(0). Dann ist a ein Lift
von a, und bis auf Parametrisierung ist ca eine Quasi-Achse von γ. Wegen
dH
(
Im(ca), Im(cb)
) ≤ 2R gibt es y ∈ Im(cb) mit d(x, y) ≤ 2R. Sei r ∈ R so,
dass y = cb(r).
Für jedes z ∈ {0, . . . , n − 1} sei ηz : [0, 1] −→ X eine kürzeste Geodäte von
ca(
z
n
) = γzx nach cb(r + zn), setze ηn := γ
nη0 (Abbildung 8). Mit Satz 2.17
folgt für alle z = 0, . . . , n:
L(ηz) = d
(
γzx, cb(r +
z
n
)
)
≤ (4L+ 2)J + 14R+ 8Q+ 24δ + F · [6R+ G + 2R]
= I = L1 − 8δ.
ca, cb sind eingeschränkt auf jedes Intervall der Länge 1n minimierend. Wie
im Beweis von Satz 5.6 findet man mit Satz A.4 für jedes z ∈ {0, . . . , n− 1}
eine stetige Abbildung Vz :
[
z
n
, z+1
n
] × [0, 1] −→ X mit Vz( zn , ·) = ηz und
Vz(
z+1
n
, ·) = ηz+1, Vz(t, 0) = ca(t) und Vz(t, 1) = cb(r+ t) für alle t ∈
[
z
n
, z+1
n
]
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sowie supt∈[0,1] L(s 7→ Vz(t, s)) ≤ C1. Setzt man alle Vz zusammen, ergibt dies
eine stetige Abbildung V : [0, 1] × [0, 1] −→ X mit V (1, ·) = ηn = γnη0 =
γnV (0, ·) und V (t, 0) = ca(t) = a(t), V (t, 1) = cb(r + t) für alle t ∈ [0, 1]
sowie supt∈[0,1] L(s 7→ V (t, s)) ≤ C1.
V : [0, 1]× [0, 1] −→ M , V := π ◦ V ist stetig mit V (0, s) = V (1, s) für alle
s ∈ [0, 1], V (t, 0) = a(t) für alle t ∈ [0, 1] und supt∈[0,1] L(s 7→ V (t, s)) ≤ C1.
Weiter gibt es u ∈ [0, 1] mit π ◦ cb(r + t) = b(u + t mod 1) für alle t ∈ [0, 1].
Somit ist V (t, 1) = b(u+ t mod 1) für alle t ∈ [0, 1]. V induziert eine stetige
AbbildungW : S1× [0, 1]−→M mitW (ϕ(t), s) = V (t, s) für alle t, s ∈ [0, 1].
Es gelten W (t, 0) = fn(t) und W (t, 1) = g(u+ t mod 1) für alle t ∈ S1 sowie
supt∈S1 L(s 7→W (t, s)) ≤ C1 ≤ B28.
Fall 2: Sei γ elliptisch. In diesem Fall gilt min dγ ≤ 6δ, min dγn ≤ 6δ und
n < ord(γ) ≤ A nach (c) und Lemma 5.7, also n ≤ A−1. Seien ce : R −→ X
die Fortsetzung von e zu einer Riemannschen Geodäte und a : [0, 1] −→ X,
a(t) := ce(nt). a ist ein Lift von a.
x γ
nx
a
y γnyσb
η0 η1 . . . ηn
Setze x := a(0) = ce(0) und z := b(0). Dann
gelten d(x, γx) ≤ 6δ und d(z, γnz) ≤ 6δ sowie
d(x, γnx) ≤ n · d(x, γx) ≤ (A − 1) · 6δ. Nach
Satz 4.2 existiert nun ein σ ∈ Z(γn), so dass
d(x, σz)≤A · 3δ+B3. Setze y := σz. Dann ist
σb : [0, 1] −→ X eine kürzeste Geodäte von y nach σγnz = γny. Es gilt
d(x, y) = d(γnx, γny) = d(x, σz) ≤ A · 3δ + B3.
Für z = 0, . . . , n − 1 sei ηz : [0, 1] −→ X eine kürzeste Geodäte von a( zn)
nach σb( z
n
), sei ηn := γnη0. Dann gilt für alle z ∈ {0, . . . , n}:
L(ηz) ≤ d
(
a( z
n
), a(0)
)
+ d
(
a(0), σb(0)
)
+ d
(
σb(0), σb( z
n
)
)
≤ L(a) + d(x, y) + L(b)
= n ·min dγ + d(x, y) + min dγn
≤ (A− 1) · 6δ +A · 3δ + B3 + 6δ = L2.
a und σb sind eingeschränkt auf jedes Intervall der Länge 1
n
minimierend mit
L(a|[ z
n
, z+1
n
]) = min dγ ≤ 6δ ≤ L2,
L(σb|[ z
n
, z+1
n
]) ≤ L(σb) = min dγn ≤ 6δ ≤ L2.
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Gemäss Satz A.4 gibt es für jedes z ∈ {0, . . . , n− 1} eine stetige Abbildung
Vz :
[
z
n
, z+1
n
] × [0, 1] −→ X, so dass Vz( zn , ·) = ηz, Vz( z+1n , ·) = ηz+1 sowie
Vz(t, 0) = a(t), Vz(t, 1) = σb(t) und L(s 7→ Vz(t, s))≤ C2 für alle t ∈
[
z
n
, z+1
n
]
.
Man setzt nun alle Vz zusammen und erhält somit eine stetige Abbildung
V : [0, 1] × [0, 1] −→ X mit V (1, ·) = ηn = γnη0 = γnV (0, ·), V (t, 0) = a(t)
und V (t, 1) = σb(t) für alle t ∈ [0, 1] sowie supt∈[0,1] L(s 7→ V (t, s)) ≤ C2.
V : [0, 1]× [0, 1] −→ M , V := π ◦ V ist stetig mit V (0, s) = V (1, s) für alle
s ∈ [0, 1], V (·, 0) = a und V (·, 1) = b sowie supt∈[0,1] L(s 7→ V (t, s)) ≤ C2.
V induziert eine stetige Abbildung W : S1 × [0, 1] −→ M mit W (ϕ(t), s) =
V (t, s) für alle t, s ∈ [0, 1]. Es gelten W (t, 0) = fn(t), W (t, 1) = g(t) für alle
t ∈ S1 und supt∈S1 L(s 7→W (t, s)) ≤ C2 ≤ B28.
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A Kompaktheitsargumente
Die Klasse der in Satz 0.1 betrachteten Mannigfaltigkeiten ist nach einem
Satz von Gromov [G] relativ kompakt in einer grösseren Klasse von Räu-
men. Dies ermöglicht uns, zwei Abschätzungen zu finden, welche nicht von
der Mannigfaltigkeit, sondern nur von ihren Parametern Dimension, Durch-
messer, Injektivitätsradius und Krümmungsschranken abhängen. Die erste
Abschätzung (Satz A.3) ist eine Aussage über endliche Geometrie, die für
den Beweis von Satz 4.25 verwendet wird. In Satz A.4 wird eine Abschät-
zung der Länge von Homotopien bewiesen, die in Kapitel 5 gebraucht wird.
In diesem Anhang wird zuerst eine geeignete Version von Gromovs Resultat
zitiert, danach werden die beiden Abschätzungen angegeben und bewiesen.
Die betrachteten Räume müssen nicht Gromov-hyperbolisch sein.
Satz A.1. Seien N ∈ N∗, D > 0, κ ≥ 0 und ̺ ∈ (0, D]. M(N,D, κ, ̺)
bezeichne die Klasse aller kompakten N-dimensionalen Riemannschen Man-
nigfaltigkeiten M mit diam(M) ≤ D, |KM | ≤ κ und inj(M) ≥ ̺. Jede Folge
in M(N,D, κ, ̺) enthält eine Teilfolge, die bezüglich der Lipschitz-Topologie
gegen eine kompakte N-dimensionale C∞-Mannigfaltigkeit M mit einer C1-
Metrik konvergiert.
Beweis. [S], Appendices, Theorem 6.9 (vgl. auch [P], [GW]) und [Be].
Bemerkung A.2. Seien (Y, d), (Z, d) metrische Räume, f : Y −→ Z stetig
mit dil(f) := supy 6=y′∈Y
d(f(y),f(y′))
d(y,y′)
<∞. Dann gilt L(f ◦a) ≤ dil(f) ·L(a) für
jede Kurve a in Y . Dies wird im Beweis der folgenden Sätze oft verwendet.
Damit lässt sich die oben erwähnte Aussage über endliche Geometrie zeigen.
Satz A.3. Für N ∈ N∗, D > 0, ̺ ∈ (0, D] und κ1 ≤ κ2 ∈ R gibt es eine
Abbildung Ω : R+ −→ N∗, so dass für alle r ≥ 0 gilt: Sei M eine kompakte N-
dimensionale Riemannsche Mannigfaltigkeit mit diam(M) ≤ D, inj(M) ≥ ̺,
κ1 ≤ KM ≤ κ2 und universeller Überlagerung π : X −→ M . Dann folgt
#{z ∈ Br(x) | π(z) = m} ≤ Ω(r) für alle x ∈ X, m ∈ M .
Beweis. Nehmen wir an, die Behauptung gelte nicht. Dann gibt es ein r ≥ 0
und für jedes n ∈ N eine kompakte N-dimensionale Riemannsche Mannig-
faltigkeit Mn mit diam(Mn) ≤ D, inj(Mn) ≥ ̺, κ1 ≤ KMn ≤ κ2 und uni-
verseller Überlagerung πn : Xn −→ Mn sowie xn ∈ Xn und mn ∈ Mn mit
#{z ∈ Br(xn) | πn(z) = mn} > n.
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Nach Satz A.1 gibt es eine Teilfolge (nk)k∈N und eine kompakteN-dimensionale
C∞-MannigfaltigkeitM mit C1-Metrik, so dassMnk
k→∞−−−→M in der Lipschitz-
Topologie. Sei OE nk > 0 für alle k ∈ N. Setze δnk := dL(Mnk ,M)+ 1nk . Dann
gelten dL(Mnk ,M) < δnk für alle k ∈ N und δnk k→∞−−−→ 0. Für jedes k ∈ N
gibt es einen Bi-Lipschitz-Homöomorphismus fnk : Mnk −→M mit∣∣ ln dil(fnk) ∣∣+ ∣∣ ln dil(f−1nk ) ∣∣ ≤ δnk ,
also
dil(fnk), dil(f
−1
nk
) ≤ eδnk =: εnk ,
wobei εnk
k→∞−−−→ 1. Gelte OE εnk ≤ 2, also dil(fnk), dil(f−1nk ) ≤ 2 für alle
k ∈ N.
Setze gnk := f
−1
n1
◦ fnk : Mnk −→ Mn1 für alle k ∈ N. Dann ist jedes gnk ein
Bi-Lipschitz-Homöomorphismus mit
dil(gnk) ≤ dil(f−1n1 ) · dil(fnk) ≤ 4, dil(g−1nk ) ≤ dil(f−1nk ) · dil(fn1) ≤ 4.
Setze µnk := gnk(mnk) ∈ Mn1 für alle k ∈ N. Da Mn1 kompakt ist, gibt es
µ ∈ Mn1 und eine Teilfolge OE (nk)k∈N mit µnk k→∞−−−→ µ. Sei ξ ∈ Xn1 mit
πn1(ξ) = µ. Sei Γn1 die Decktransformationsgruppe von πn1 : Xn1 −→ Mn1 .
Da Γn1 total diskontinuierlich auf Xn1 operiert, ist
Φ := {γ ∈ Γn1 | γ(B4r+4D+1(ξ)) ∩B4r+4D+1(ξ) 6= ∅}
endlich. Sei ϕ := #Φ ∈ N.
Sei nun σ ∈ B4r+4D+1(ξ) ⊂ Xn1 so, dass πn1(σ) = µ = πn1(ξ). Dann gibt es
genau ein γσ ∈ Γn1 mit γσ(ξ) = σ. Die Abbildung
h : {σ ∈ B4r+4D+1(ξ) | πn1(σ) = µ} −→ Γn1 , σ 7−→ γσ
ist injektiv mit Im(h) ⊂ Φ. Es folgt:
#{σ ∈ B4r+4D+1(ξ) | πn1(σ) = µ} ≤ #Φ = ϕ. (16)
Setze ν := 1
100
·min{̺, 1} ∈ (0, 1
100
]
. Wegen µnk
k→∞−−−→ µ gibt es K1 ∈ N mit
d(µnk, µ) ≤ ν für alle k ≥ K1. Sei K2 ∈ N so, dass nk ≥ ϕ ist für alle k ≥ K2.
Sei k ≥ max{K1, K2}. Dann ist m˜nk := g−1nk (µ) = f−1nk ◦ fn1(µ) ∈Mnk mit
d(mnk , m˜nk) = d
(
g−1nk (µnk), g
−1
nk
(µ)
) ≤ dil(g−1nk ) · d(µnk, µ) ≤ 4ν,
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da k ≥ K1. Es gibt ynk ∈ BD(xnk) ⊂ Xnk mit πnk(ynk) = mnk . Wegen
d(mnk , m˜nk) ≤ 4ν ≤ 125 · ̺ gibt es genau ein y˜nk ∈ Xnk mit πnk(y˜nk) = m˜nk
und d(y˜nk, ynk) = d(m˜nk , mnk) ≤ 4ν.
(Xnk , y˜nk)
πnk

(Xn1, ξ)
πn1

(Mnk , m˜nk)
gnk
// (Mn1, µ)
gnk : Mnk −→ Mn1 ist ein Bi-Lipschitz-Homöomorphismus mit Bi-Lipschitz-
Konstante ≤ 4 und gnk ◦ πnk(y˜nk) = µ = πn1(ξ). Somit existiert ein Bi-
Lipschitz-Homöomorphismus Gnk : Xnk −→ Xn1 mit derselben Bi-Lipschitz-
Konstante, mit Gnk(y˜nk) = ξ und mit πn1 ◦ Gnk = gnk ◦ πnk . Speziell ist
dil(Gnk), dil(G
−1
nk
) ≤ 4.
Nach Annahme gibt es z0, z1, . . . , znk ∈ Br(xnk) ⊂ Xnk verschieden mit
πnk(zi) = mnk für alle i = 0, . . . , nk. Wegen ynk ∈ BD(xnk) folgt für alle
i = 0, . . . , nk:
d(y˜nk, zi) ≤ d(y˜nk, ynk) + d(ynk, xnk) + d(xnk , zi) ≤ 4ν +D + r.
Setze ζi := Gnk(zi) ∈ Xn1 für i = 0, . . . , nk.
d(ζi, ξ) = d
(
Gnk(zi), Gnk(y˜nk)
) ≤ dil(Gnk) · d(zi, y˜nk) ≤ 4D + 4r + 16ν
für alle i = 0, . . . , nk. Ausserdem muss d(zi, zj) ≥ 2̺ sein für alle i 6= j, also
d(ζi, ζj) ≥
d
(
G−1nk (ζi), G
−1
nk
(ζj)
)
dil(G−1nk )
≥ d(zi, zj)
4
≥ 1
2
̺
für alle i 6= j. Weiter ist
πn1(ζi) = πn1 ◦Gnk(zi) = gnk ◦ πnk(zi) = gnk(mnk) = µnk
für alle i = 0, . . . , nk und d(µnk , µ) ≤ ν ≤ 1100 · ̺, da k ≥ K1. Somit gibt es
für jedes i = 0, . . . , nk genau ein ϑi ∈ Xn1 mit πn1(ϑi) = µ und d(ζi, ϑi) =
d(µnk, µ) ≤ ν.
d(ϑi, ϑj) ≥ d(ζi, ζj)− d(ζi, ϑi)− d(ζj, ϑj) ≥ 1
2
̺− 2ν ≥ 1
2
̺− 1
50
̺ > 0
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für alle i 6= j, insbesondere sind alle ϑ0, . . . , ϑnk verschieden. Weiter ist
d(ξ, ϑi) ≤ d(ξ, ζi) + d(ζi, ϑi) ≤ 4D + 4r + 16ν + ν < 4D + 4r + 1
für alle i = 0, . . . , nk. Somit ist
#{σ ∈ B4r+4D+1(ξ) | πn1(σ) = µ} ≥ #{ϑ0, . . . , ϑnk} ≥ nk + 1 > ϕ,
da k ≥ K2. Dies ist ein Widerspruch zu (16).
Die Abschätzung der Länge von Homotopien ist aufwändiger, beruht aber
auch auf Satz A.1.
α0
α1
β0 β1
Satz A.4. Für L ≥ 0, N ∈ N∗, D > 0, ̺ ∈ (0, D] und
κ1 ≤ κ2 ∈ R gibt es C = C(L;N,D, ̺, κ1, κ2) ∈ R+, so
dass gilt:
Sei M eine kompakte N-dimensionale Riemannsche Man-
nigfaltigkeit mit diam(M)≤D, inj(M)≥ ̺, κ1≤KM ≤κ2
und universeller Überlagerung π :X−→M . Seien α0, β0, α1, β1 : [0, 1]−→X
vier kürzeste Geodäten mit α0(0) = β0(0), α0(1) = β1(0), α1(0) = β0(1),
α1(1) = β1(1) und L(α0), L(α1), L(β0), L(β1) ≤ L. Dann gibt es eine stetige
Abbildung A : [0, 1]× [0, 1] −→ X mit A(·, 0) = α0, A(·, 1) = α1, A(0, ·) = β0,
A(1, ·) = β1 und
sup
s∈[0,1]
L(t 7→ A(t, s)|t∈[0,1]) ≤ C, sup
t∈[0,1]
L(s 7→ A(t, s)|s∈[0,1]) ≤ C.
Beweis. Sei OE L > 0. Nehmen wir an, die Aussage des Satzes gelte nicht.
Schritt I) Dann gibt es für jedes i ∈ N eine kompakte N-dimensionale
Riemannsche Mannigfaltigkeit M i mit diam(M i) ≤ D, inj(M i) ≥ ̺, κ1 ≤
KM i ≤ κ2 und universeller Überlagerung πi : X i −→ M i sowie kürzeste
Geodäten αi0, α
i
1, β
i
0, β
i
1 : [0, 1] −→ X i mit αi0(0) = βi0(0), αi0(1) = βi1(0),
αi1(0) = β
i
0(1), α
i
1(1) = β
i
1(1) und L(α
i
0), L(α
i
1), L(β
i
0), L(β
i
1) ≤ L, so dass
keine stetige Abbildung Ai : [0, 1]× [0, 1] −→ X i existiert mit Ai(·, 0) = αi0,
Ai(·, 1) = αi1, Ai(0, ·) = βi0, Ai(1, ·) = βi1 und
sup
s∈[0,1]
L(t 7→ Ai(t, s)|t∈[0,1]) ≤ i, sup
t∈[0,1]
L(s 7→ Ai(t, s)|s∈[0,1]) ≤ i.
Da X i die universelle Überlagerung von M i ist, gelten κ1 ≤ KXi ≤ κ2 und
inj(X i) ≥ ̺ für alle i ∈ N.
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Nach Satz A.1 gibt es eine Teilfolge (ik)k∈N und eine kompakteN-dimensionale
C∞-MannigfaltigkeitM mit C1-Metrik, so dassM ik k→∞−−−→M in der Lipschitz-
Topologie. Sei OE ik > 0 für alle k ∈ N. Setze δik := dL(M ik ,M)+ 1ik für alle
k ∈ N. Dann gilt δik k→∞−−−→ 0, und für jedes k ∈ N gibt es einen Bi-Lipschitz-
Homöomorphismus fik : M
ik −→M mit∣∣ ln dil(fik) ∣∣+ ∣∣ ln dil(f−1ik ) ∣∣ ≤ δik ,
also
dil(fik), dil(f
−1
ik
) ≤ eδik =: εik,
wobei εik
k→∞−−−→ 1. Sei OE εik ≤ 2, also dil(fik), dil(f−1ik ) ≤ 2 für alle k ∈ N.
Setze aik0 , a
ik
1 , b
ik
0 , b
ik
1 : [0, 1] −→M ik ,
aik0 := πik ◦ αik0 , aik1 := πik ◦ αik1 , bik0 := πik ◦ βik0 , bik1 := πik ◦ βik1
und Aik0 , A
ik
1 , B
ik
0 , B
ik
1 : [0, 1] −→M ,
Aik0 := fik ◦ aik0 , Aik1 := fik ◦ aik1 , Bik0 := fik ◦ bik0 , Bik1 := fik ◦ bik1 .
aik0 , a
ik
1 , b
ik
0 , b
ik
1 sind Geodäten in M
ik mit aik0 (0) = b
ik
0 (0), a
ik
0 (1) = b
ik
1 (0),
aik1 (0) = b
ik
0 (1), a
ik
1 (1) = b
ik
1 (1) und L(a
ik
0 ), L(a
ik
1 ), L(b
ik
0 ), L(b
ik
1 ) ≤ L. Aik0 ,
Aik1 , B
ik
0 , B
ik
1 sind stetige Kurven inM mit A
ik
0 (0) = B
ik
0 (0), A
ik
0 (1) = B
ik
1 (0),
Aik1 (0) = B
ik
0 (1), A
ik
1 (1) = B
ik
1 (1) und L(A
ik
0 ), L(A
ik
1 ), L(B
ik
0 ), L(B
ik
1 ) ≤
dil(fik) · L ≤ 2L für alle k ∈ N.
Sei M [0,1] die Menge der stetigen Abbildungen [0, 1] −→ M . Sei ε > 0 belie-
big, setze δ := ε
2L
. Für alle t, s ∈ [0, 1] mit | t− s | < δ und für alle k ∈ N
gilt:
d
(
Aik0 (t), A
ik
0 (s)
)
= d
(
fik ◦ aik0 (t), fik ◦ aik0 (s)
)≤ dil(fik) · d(aik0 (t), aik0 (s))
≤ 2 · L(aik0 |[s,t]) = 2 · | t− s | · L(aik0 ) < 2δL = ε.
Somit ist die Menge {Aik0 | k ∈ N} ⊂M [0,1] gleichgradig stetig auf [0, 1]. Und
da M kompakt ist, ist für alle t ∈ [0, 1] der Abschluss von {Aik0 (t) | k ∈ N}
kompakt. Nach dem Satz von Arzela-Ascoli ([D], Chap. XII, Theorem 6.4)
und [D], Chap. XII, 8.2(3) ist die Menge {Aik0 | k ∈ N} relativ kompakt in
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M [0,1] bezüglich der metrischen Topologie. Somit gibt es eine Teilfolge OE
(ik)k∈N und eine stetige Abbildung A0 : [0, 1]−→M, so dass Aik0 gleichmässig
gegen A0 konvergiert für k →∞.
Fährt man analog fort mit Bik0 , A
ik
1 , B
ik
1 , erhält man eine Teilfolge OE (ik)k∈N
sowie stetige Abbildungen A1, B0, B1 : [0, 1] −→ M mit A0(0) = B0(0),
A0(1) =B1(0), A1(0) =B0(1), A1(1) =B1(1) und A
ik
1
k→∞−−−→A1, Bik0 k→∞−−−→B0,
Bik1
k→∞−−−→ B1 jeweils gleichmässig auf [0, 1]. Da die Weglänge unterhalbstetig
ist, gilt L(A0), L(A1), L(B0), L(B1) ≤ 2L.
Schritt II) Setze ν := 1
100
· min{̺, ̺
L
, π√
κ2
, π
L·√κ2 , 1,
1
L
} ∈ (0, 1
100
]
, wobei
1√
κ2
:= ∞ sei für κ2 ≤ 0. Es gibt K1 ∈ N, so dass für alle ik ≥ K1, t ∈ [0, 1]
gilt:
d
(
Aik0 (t), A0(t)
)
, d
(
Aik1 (t), A1(t)
) ≤ ν
4
,
d
(
Bik0 (t), B0(t)
)
, d
(
Bik1 (t), B1(t)
) ≤ ν
4
.
(17)
Sei il ≥ K1. Da X il einfach zusammenhängend ist, gibt es eine stetige Ab-
bildung ζ : [0, 1]× [0, 1] −→ X il mit ζ(·, 0) = αil0 , ζ(·, 1) = αil1 , ζ(0, ·) = βil0 ,
ζ(1, ·) = βil1 . z : [0, 1]× [0, 1] −→ M il , z := πil ◦ ζ ist stetig mit z(·, 0) = ail0 ,
z(·, 1) = ail1 , z(0, ·) = bil0 , z(1, ·) = bil1 .
Die Länge der (nur stetigen) Homotopie z muss nicht beschränkt sein. Des-
halb nähern wir z an durch eine differenzierbare Homotopie. Da [0, 1]× [0, 1]
mit der von R2 induzierten Struktur keine differenzierbare Mannigfaltigkeit
mit Rand ist, schränken wir uns auf eine geeignete Teilmenge ein.
z ist gleichmässig stetig auf [0, 1] × [0, 1]. Also existiert ein µ > 0, so dass
gilt: Für alle x, y ∈ [0, 1] × [0, 1] mit |x− y | ≤ µ ist d(z(x), z(y)) < ν
4
. Sei
OE µ ≤ ν
4
, also 0 < µ ≤ 1
400
. (18)
0 1
t
0
1
s
τ
Sei τ ⊂ [0, 1]2 abgeschlossen, so dass [µ, 1− µ]2 ⊂ ◦τ ist ( ◦τ
bezeichne das Innere von τ) und so dass τ mit der von R2
induzierten Struktur eine C∞-differenzierbare Mannigfaltig-
keit mit Rand ist.
Es ist z|τ ∈ C0(τ,M il). Nach [H], Chap. 2, Theorem 3.3 und
Chap. 2, S. 35 unten ist C∞(τ,M il) dicht in C0(τ,M il) in der C0-kompakt-
offen-Topologie. Da τ kompakt ist, wird die C0-kompakt-offen-Topologie auf
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C0(τ,M il) induziert durch die Metrik dist(f, g) := sup
{
d
(
f(x), g(x)
)∣∣x ∈ τ}
für f, g ∈ C0(τ,M il). Somit gibt es ein w˜ ∈ C∞(τ,M il) mit dist(z|τ , w˜) ≤ ν4 .
Setze w : [µ, 1− µ]2 −→ M il , w := w˜|[µ,1−µ]2. Dann ist d
(
z(x), w(x)
) ≤ ν
4
für
alle x ∈ [µ, 1− µ]2. (19)
Die Länge einer differenzierbaren Homotopie ist beschränkt, d. h. es gibt
η ∈ R+ mit
L(t 7→ w(t, s)|t∈[µ,1−µ]) ≤ η ∀s ∈ [µ, 1− µ] ,
L(s 7→ w(t, s)|s∈[µ,1−µ]) ≤ η ∀t ∈ [µ, 1− µ] .
Setze W : [µ, 1− µ]2 −→ M , W := fil ◦ w. W ist stetig mit
L(t 7→ W (t, s)|t∈[µ,1−µ]) ≤ dil(fil) · η ≤ 2η ∀s ∈ [µ, 1− µ] ,
L(s 7→W (t, s)|s∈[µ,1−µ]) ≤ dil(fil) · η ≤ 2η ∀t ∈ [µ, 1− µ] .
(20)
Wir leiten noch einige Ungleichungen her, die wir später brauchen. Für jedes
s ∈ [µ, 1− µ] gilt nach (18) und (19):
d
(
w(µ, s), bil0 (s)
) ≤ d(w(µ, s), z(µ, s))+ d(z(µ, s), z(0, s)) ≤ ν
2
,
mit (17) folgt:
d
(
W (µ, s), B0(s)
) ≤ d(fil ◦ w(µ, s), fil ◦ bil0 (s))+ d(Bil0 (s), B0(s))
≤ dil(fil) · d
(
w(µ, s), bil0 (s)
)
+ d
(
Bil0 (s), B0(s)
)
≤ 2 · ν
2
+
ν
4
< 2ν.
Man verfahre analog mit den anderen „Seiten“. Zusammen erhält man:
d
(
W (t, µ), A0(t)
)
, d
(
W (t, 1− µ), A1(t)
)
< 2ν ∀t ∈ [µ, 1− µ] ,
d
(
W (µ, s), B0(s)
)
, d
(
W (1− µ, s), B1(t)
)
< 2ν ∀s ∈ [µ, 1− µ] . (21)
Sei nun t ∈ [0, µ]. Nach (18) ist
d
(
ail0 (t), b
il
0 (µ)
) ≤ d(z(t, 0), z(0, 0))+ d(z(0, 0), z(0, µ)) ≤ ν
2
,
mit (17) folgt:
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d
(
A0(t), B0(µ)
)
≤ d(A0(t), Ail0 (t))+ d(fil ◦ ail0 (t), fil ◦ bil0 (µ))+ d(Bil0 (µ), B0(µ))
≤ d(A0(t), Ail0 (t))+ dil(fil) · d(ail0 (t), bil0 (µ))+ d(Bil0 (µ), B0(µ))
≤ ν
4
+ 2 · ν
2
+
ν
4
< 2ν.
Man verfahre analog mit den anderen „Ecken“. Zusammen erhält man:
d
(
A0(t), B0(µ)
)
, d
(
A1(t), B0(1− µ)
)
< 2ν ∀t ∈ [0, µ] ,
d
(
A0(t), B1(µ)
)
, d
(
A1(t), B1(1− µ)
)
< 2ν ∀t ∈ [1− µ, 1] . (22)
Schritt III) Setze K2 := max{K1, L + 4η + 1}, und sei ij ≥ K2. Setze
v : [µ, 1− µ]2 −→M ij , v := f−1ij ◦W . v ist stetig, und nach (20) gilt:
L(t 7→ v(t, s)t∈[µ,1−µ]) ≤ dil(f−1ij ) · 2η ≤ 4η ∀s ∈ [µ, 1− µ] ,
L(s 7→ v(t, s)s∈[µ,1−µ]) ≤ dil(f−1ij ) · 2η ≤ 4η ∀t ∈ [µ, 1− µ] .
(23)
Wir ergänzen nun v zu einer Homotopie zwischen aij0 , a
ij
1 , b
ij
0 , b
ij
1 . Sei dazu
s ∈ [µ, 1− µ]. Nach (17) und (21) ist
d
(
B
ij
0 (s),W (µ, s)
) ≤ d(Bij0 (s), B0(s))+ d(B0(s),W (µ, s)) < 3ν,
also
d
(
b
ij
0 (s), v(µ, s)
)
= d
(
f−1ij ◦B
ij
0 (s), f
−1
ij
◦W (µ, s))
≤ dil(f−1ij ) · d
(
B
ij
0 (s),W (µ, s)
)
< 6ν ≤ 6
100
·min{̺, π√
κ2
, 1}. (24)
Somit gibt es genau eine kürzeste Geodäte es : [0, µ]−→M ij von bij0 (s) nach
v(µ, s) für jedes s ∈ [µ, 1−µ], und die Abbildung e : [0, µ]×[µ, 1−µ]−→M ij,
(t, s) 7−→ es(t) ist stetig mit e(0, s) = bij0 (s) und e(µ, s) = v(µ, s) für alle
s ∈ [µ, 1− µ]. Analog zeigt man
d
(
b
ij
1 (s), v(1− µ, s)
)
<
6
100
·min{̺, π√
κ2
, 1} ∀s ∈ [µ, 1− µ] ,
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d
(
a
ij
0 (t), v(t, µ)
)
<
6
100
·min{̺, π√
κ2
, 1} ∀t ∈ [µ, 1− µ] ,
d
(
a
ij
1 (t), v(t, 1− µ)
)
<
6
100
·min{̺, π√
κ2
, 1} ∀t ∈ [µ, 1− µ]
a
ij
0
a
ij
1
b
ij
0 b
ij
1
v
e f
g
h
und konstruiert aus kürzesten Geodäten stetige Ab-
bildungen
f : [1− µ, 1]× [µ, 1− µ] −→M ij ,
g : [µ, 1− µ]× [0, µ] −→M ij ,
h : [µ, 1− µ]× [1− µ, 1] −→ M ij
mit f(1− µ, s) = v(1− µ, s) und f(1, s) = bij1 (s) für
alle s ∈ [µ, 1− µ], g(t, 0) = aij0 (t) und g(t, µ) = v(t, µ) für alle t ∈ [µ, 1− µ],
h(t, 1− µ) = v(t, 1− µ) und h(t, 1) = aij1 (t) für alle t ∈ [µ, 1− µ].
Sei nun t ∈ [0, µ]. Nach (17) und (22) ist
d
(
a
ij
0 (t), b
ij
0 (µ)
)
= d
(
f−1ij ◦ A
ij
0 (t), f
−1
ij
◦Bij0 (µ)
)
≤ dil(f−1ij ) ·
[
d
(
A
ij
0 (t), A0(t)
)
+ d
(
A0(t), B0(µ)
)
+ d
(
B0(µ), B
ij
0 (µ)
)]
< 2 · [ν
4
+ 2ν +
ν
4
]
= 5ν.
Da eµ eine kürzeste Geodäte von b
ij
0 (µ) nach v(µ, µ) ist, folgt mit (24):
d
(
a
ij
0 (t), e(t, µ)
) ≤ d(aij0 (t), bij0 (µ))+ d(eµ(0), eµ(t))
< 5ν + d
(
b
ij
0 (µ), v(µ, µ)
)
< 11ν ≤ 11
100
·min{̺, π√
κ2
, 1}. (25)
Somit gibt es genau eine kürzeste Geodäte mt : [0, µ] −→ M ij von aij0 (t)
nach e(t, µ) für jedes t ∈ [0, µ], diese Geodäten hängen stetig von t ab, und
mµ = g(µ, ·). Ausserdem ist bij0 |[0,µ] eine Geodäte mit
L(b
ij
0 |[0,µ]) = µ · L(bij0 ) ≤
ν
4
· L ≤ 1
400L
·min{̺, π√
κ2
, 1} · L < ̺
nach (18). Also ist bij0 |[0,µ] minimierend, und es gilt m0 = bij0 |[0,µ]. Somit
ist die Abbildung m : [0, µ] × [0, µ] −→ M ij , (t, s) 7−→ mt(s) stetig mit
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m(t, 0) = a
ij
0 (t), m(t, µ) = e(t, µ) für alle t ∈ [0, µ] und m(0, s) = bij0 (s),
m(µ, s) = g(µ, s) für alle s ∈ [0, µ]. Analog zeigt man
d
(
a
ij
0 (t), f(t, µ)
)
<
11
100
·min{̺, π√
κ2
, 1} ∀t ∈ [1− µ, 1] ,
d
(
a
ij
1 (t), e(t, 1− µ)
)
<
11
100
·min{̺, π√
κ2
, 1} ∀t ∈ [0, µ] ,
d
(
a
ij
1 (t), f(t, 1− µ)
)
<
11
100
·min{̺, π√
κ2
, 1} ∀t ∈ [1− µ, 1]
ve f
g
h
m n
q rund konstruiert aus kürzesten Geodäten stetige Abbil-
dungen
n : [1− µ, 1]× [0, µ] −→M ij ,
q : [0, µ]× [1− µ, 1] −→M ij ,
r : [1− µ, 1]× [1− µ, 1] −→M ij
mit n(t, 0) = aij0 (t), n(t, µ) = f(t, µ) für alle t ∈ [1− µ, 1] und n(1− µ, s) =
g(1 − µ, s), n(1, s) = bij1 (s) für alle s ∈ [0, µ], mit q(t, 1 − µ) = e(t, 1 − µ),
q(t, 1) = a
ij
1 (t) für alle t ∈ [0, µ] und q(0, s) = bij0 (s), q(µ, s) = h(µ, s) für alle
s ∈ [1−µ, 1], mit r(t, 1−µ) = f(t, 1−µ), r(t, 1) = aij1 (t) für alle t ∈ [1−µ, 1]
und r(1− µ, s) = h(1− µ, s), r(1, s) = bij1 (s) für alle s ∈ [1− µ, 1].
Definiere nun y : [0, 1]× [0, 1] −→M ij ,
y(t, s) :=


m(t, s) für t, s ∈ [0, µ]
g(t, s) für t ∈ [µ, 1− µ] , s ∈ [0, µ]
n(t, s) für t ∈ [1− µ, 1] , s ∈ [0, µ]
e(t, s) für t ∈ [0, µ] , s ∈ [µ, 1− µ]
v(t, s) für t, s ∈ [µ, 1− µ]
f(t, s) für t ∈ [1− µ, 1] , s ∈ [µ, 1− µ]
q(t, s) für t ∈ [0, µ] , s ∈ [1− µ, 1]
h(t, s) für t ∈ [µ, 1− µ] , s ∈ [1− µ, 1]
r(t, s) für t, s ∈ [1− µ, 1] .
y ist stetig mit y(·, 0) = aij0 , y(·, 1) = aij1 , y(0, ·) = bij0 , y(1, ·) = bij1 .
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Schritt IV) Wir schätzen die Länge der gefundenen Homotopie y ab. Nach
Konstruktion und (24) gilt für alle s ∈ [µ, 1− µ]:
L(t 7→ y(t, s)|t∈[0,µ]) = L(es) = d
(
b
ij
0 (s), v(µ, s)
)
<
6
100
.
Analoge Abschätzungen gelten für die anderen „Seiten“. Zusammen erhält
man:
L(t 7→ y(t, s)|t∈[0,µ]) < 6
100
∀s ∈ [µ, 1− µ] ,
L(t 7→ y(t, s)|t∈[1−µ,1]) < 6
100
∀s ∈ [µ, 1− µ] ,
L(s 7→ y(t, s)|s∈[0,µ]) < 6
100
∀t ∈ [µ, 1− µ] ,
L(s 7→ y(t, s)|s∈[1−µ,1]) < 6
100
∀t ∈ [µ, 1− µ] .
(26)
Weiter gilt für alle t ∈ [0, µ] nach (25):
L(s 7→ y(t, s)|s∈[0,µ]) = L(mt) = d
(
a
ij
0 (t), e(t, µ)
)
<
11
100
.
Analoge Abschätzungen gelten für die anderen „Ecken“. Zusammen erhält
man für alle t ∈ [0, µ] ∪ [1− µ, 1]:
L(s 7→ y(t, s)|s∈[0,µ]), L(s 7→ y(t, s)|s∈[1−µ,1]) < 11
100
. (27)
b
ij
0 (s1)
b
ij
0
(s2)
Die restlichen Abschätzungen sind komplizierter. Seien
dazu t ∈ [0, µ] und s1 ≤ s2 ∈ [µ, 1− µ] mit | s1 − s2 | ≤ ν.
d
(
b
ij
0 (s1), b
ij
0 (s2)
) ≤ | s1 − s2 | · L(bil0 ) ≤ ν · L
≤ 1
100 · L ·min{̺,
π√
κ2
, 1} · L
=
1
100
·min{̺, π√
κ2
, 1}.
Nach (24) gelten:
d
(
b
ij
0 (s1), y(µ, s1)
)
= d
(
b
ij
0 (s1), v(µ, s1)
)
<
6
100
·min{̺, π√
κ2
, 1},
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κ2 = 0
ϕ
ψ
χ
κ2 < 0
ϕ
ψ χ
κ2 > 0
ϕ ψ
χ
Abbildung 9: Vergleichsdreiecke in M2κ2
d
(
b
ij
0 (s2), y(µ, s2)
)
= d
(
b
ij
0 (s2), v(µ, s2)
)
<
6
100
·min{̺, π√
κ2
, 1}.
Mit der Dreiecksungleichung folgt:
d
(
b
ij
0 (s1), y(µ, s2)
)
<
7
100
·min{̺, π√
κ2
, 1},
d
(
y(µ, s1), y(µ, s2)
)
<
13
100
·min{̺, π√
κ2
, 1}.
b
ij
0 (s1)
b
ij
0 (s2)
y(µ, s1)
y(µ, s2)
ϕ
ψ
χ
y(t, s1)
ψ(t)
y(t, s2)Nach Definition von y ist ϕ : [0, µ] −→ M ij ,
ϕ(u) := y(u, s1) eine kürzeste Geodäte von
y(0, s1) = b
ij
0 (s1) nach y(µ, s1) = v(µ, s1). Seien
ψ : [0, µ] −→ M ij bzw. χ : [s1, s2] −→ M ij die
eindeutigen kürzesten Geodäte von bij0 (s1) nach
y(µ, s2) bzw. von y(µ, s1) nach y(µ, s2). ϕ, ψ, χ
bilden ein geodätisches Dreieck in M ij mit Perimeter < 26
100
·min{̺, π√
κ2
, 1}.
Mit dem Invers-Toponogov-Theorem ([Gr], Theorem 3.9), dem Beweis von
Prop. II.1.7 in [BHa] und dem Alexandrov-Lemma erhält man: Es existiert
ein geodätisches Dreieck △(ϕ, ψ, χ) in M2κ2 mit gleichen Seitenlängen und
d
(
ϕ(t), ψ(t)
) ≤ dM2κ2(ϕ(t), ψ(t)).
Es sind L(ϕ) = L(ϕ), L(ψ) = L(ψ), L(χ) = L(χ) alle < 13
100
·min{̺, π√
κ2
, 1}.
Also gilt offensichtlich dM2κ2
(
ϕ(t), ψ(t)
) ≤ dM2κ2(ϕ(µ), ψ(µ)) = L(χ) (im Fall
κ2 > 0 kann man annehmen, dass sich alles oberhalb der Äquatorebene
abspielt, siehe Abbildung 9).
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Zusammen folgt:
d
(
y(t, s1), ψ(t)
)
= d
(
ϕ(t), ψ(t)
) ≤ dM2κ2(ϕ(t), ψ(t))
≤ L(χ) = d(y(µ, s1), y(µ, s2)) = d(v(µ, s1), v(µ, s2)).
Analog zeigt man:
d
(
ψ(t), y(t, s2)
) ≤ d(bij0 (s1), bij0 (s2)).
Zusammen erhält man:
d
(
y(t, s1), y(t, s2)
) ≤ d(y(t, s1), ψ(t))+ d(ψ(t), y(t, s2))
≤ d(v(µ, s1), v(µ, s2))+ d(bij0 (s1), bij0 (s2)).
Dies gilt für alle s1 ≤ s2 ∈ [µ, 1− µ] mit | s1 − s2 | ≤ ν, also ist
L(s 7→ y(t, s)|s∈[µ,1−µ]) = sup
µ=s0≤...≤sn=1−µ
| sk−sk−1 |≤ν
n∑
k=1
d
(
y(t, sk), y(t, sk−1)
)
≤ sup
µ=s0≤...≤sn=1−µ
| sk−sk−1 |≤ν
n∑
k=1
d
(
v(µ, sk), v(µ, sk−1)
)
+ sup
µ=s0≤...≤sn=1−µ
| sk−sk−1 |≤ν
n∑
k=1
d
(
b
ij
0 (sk), b
ij
0 (sk−1)
)
= L(s 7→ v(µ, s)|s∈[µ,1−µ]) + L(s 7→ bij0 (s)|s∈[µ,1−µ])
≤ 4η + L
nach (23). Man verfahre analog mit den anderen „Seiten“. Zusammen erhält
man:
L(s 7→ y(t, s)|s∈[µ,1−µ]) ≤ 4η + L ∀t ∈ [0, µ] ∪ [1− µ, 1] ,
L(t 7→ y(t, s)|t∈[µ,1−µ]) ≤ 4η + L ∀s ∈ [0, µ] ∪ [1− µ, 1] .
(28)
Analog und mit (24), (18) zeigt man: Für s ∈ [0, µ] ist
L(t 7→ y(t, s)|t∈[0,µ]) ≤ L(t 7→ e(t, µ)t∈[0,µ]) + L(aij0 |[0,µ])
≤ d(bij0 (µ), v(µ, µ))+ µ · L
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<
6
100
·min{̺, π√
κ2
, 1}+ 1
400 · L ·min{̺,
π√
κ2
, 1} · L
<
1
10
.
Man verfahre analog mit den anderen „Ecken“. Zusammen erhält man:
L(t 7→ y(t, s)|t∈[0,µ]) < 1
10
∀s ∈ [0, µ] ∪ [1− µ, 1] ,
L(t 7→ y(t, s)|t∈[1−µ,1]) < 1
10
∀s ∈ [0, µ] ∪ [1− µ, 1] .
(29)
v
a
ij
0
a
ij
1
b
ij
0 b
ij
1
Aus (23), (26), (27), (28) und (29) folgt nun:
sup
t∈[0,1]
L(s 7→ y(t, s)) ≤ L+ 4η + 1 ≤ K2 ≤ ij ,
sup
s∈[0,1]
L(t 7→ y(t, s)) ≤ L+ 4η + 1 ≤ K2 ≤ ij
nach Wahl vonK2, ij . D. h. y : [0, 1]×[0, 1]−→M ij
ist stetig mit y(·, 0) = aij0 , y(·, 1) = aij1 , y(0, ·) = bij0 ,
y(1, ·) = bij1 und supt∈[0,1] L(s 7→ y(t, s)) ≤ ij sowie
sups∈[0,1] L(t 7→ y(t, s)) ≤ ij .
Schritt V) Nach Konstruktion ist y(0, 0) = aij0 (0) = πij ◦ αij0 (0). Liftet man
y nach X ij , erhält man eine stetige Abbildung Υ : [0, 1]× [0, 1] −→ X ij mit
πij ◦ Υ = y und Υ(0, 0) = αij0 (0). Es gilt πij ◦ Υ(t, 0) = aij0 (t) = πij ◦ αij0 (t)
für alle t ∈ [0, 1] und Υ(0, 0) = αij0 (0). Aus [M], Chap. V, Lemma 3.2 folgt:
Υ(t, 0) = α
ij
0 (t) für alle t ∈ [0, 1]. Analog zeigt man: Υ(0, s) = βij0 (s) und
Υ(1, s) = β
ij
1 (s) für alle s ∈ [0, 1], Υ(t, 1) = αij1 (t) für alle t ∈ [0, 1].
Somit ist Υ : [0, 1] × [0, 1] −→ X ij stetig mit Υ(·, 0) = αij0 , Υ(·, 1) = αij1 ,
Υ(0, ·) = βij0 , Υ(1, ·) = βij1 und ausserdem supt∈[0,1] L(s 7→ Υ(t, s)) ≤ ij ,
sups∈[0,1] L(t 7→ Υ(t, s)) ≤ ij. Dies ist ein Widerspruch zur Annahme.
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