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ABSOLUTELY CONTINUOUS SPECTRUM FOR RANDOM OPERATORS ON
TREES OF FINITE CONE TYPE
MATTHIAS KELLER, DANIEL LENZ, AND SIMONE WARZEL
Abstract. We study the spectrum of random operators on a large class of trees. These trees
have finitely many cone types and they can be constructed by a substitution rule. The random
operators are perturbations of Laplace type operators either by random potentials or by random
hopping terms, i.e., perturbations of the off-diagonal elements. We prove stability of arbitrary
large parts of the absolutely continuous spectrum for sufficiently small but extensive disorder.
1. Introduction and main results
We study the stability of absolutely continuous spectrum of Laplace type operators on trees un-
der random perturbations. The physical background is known as Anderson localization [An]. It
deals with the question how the conductivity properties of a quantum system change under the
presence of disorder. Mathematically this translates into the study of the spectral measures of the
corresponding operators, see the monographs [CFKS, CL, Sto] for details and further reference.
While in one dimensional situations the spectrum turns immediately into pure point spectrum
under the presence of a random potential (see [CKM, GMP, KuS] and for one dimensional trees
see also [Br]), it is expected that some parts of the absolutely continuous spectrum are preserved
from dimension three on. This is known as the extended states conjecture. However, it has only
been proven in the case of regular trees [ASW, FHS2, Kl1, Kl2] and in strongly related models
[FHH, FHS3, FHS4, Hal1, KlS].
In this work we generalize the geometric setting from regular trees to a much larger class. These
trees are often called trees of finite cone type or periodic trees and they are characterized by
their underlying substitution type structure. In [KLW], we showed that Laplace type operators
exhibit finitely many bands of purely absolutely continuous spectrum which is stable under certain
small deterministic perturbations. Here, we consider perturbations by small random potentials
and hopping terms and prove stability of absolutely continuous spectrum. As regular trees are a
special case, this work generalizes the main results of [ASW, FHS2, Kl1, Kl2].
For the case of regular trees, there are three methods known to show stability of absolutely con-
tinuous spectrum under perturbations by small random potentials. The focus of all these methods
lies on the analysis of the Green functions which becomes a random variable under the presence of
a random perturbations. (The Green functions are the diagonal matrix elements of the resolvent
and their imaginary part converge weakly to the densities of the spectral measures in the absolutely
continuous regime.) Firstly, the method of Klein [Kl1, Kl3] uses super symmetry and a Banach
space version of the implicit function theorem to show that the moments of the Green functions
are continuous for small disorder, both in the strength of the disorder and in the energy. Secondly,
the method [ASW] analyzes a Lyapunov exponent to show L1-continuity of the expected value of
the Green function at disorder zero. Thirdly, Froese, Hasler and Spitzer [FHS2] use a fixed point
analysis and hyperbolic geometry to bound moments of the Green functions on a binary tree. Their
method was later generalized to arbitrary regular trees [Hal2].
While our approach owes to [FHS1, FHS2], we develop an advanced scheme to deal with the more
complex geometric situation. This is also reflected in the results. For instance, all our estimates
are explicit which could be useful to obtain lower bounds on the magnitude of the disorder that
still allows for absolutely continuous spectrum. Moreover, we prove a certain continuity for the
moments of the Green functions in the strength of the disorder.
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Recently, a new method was developed which maps the whole phase diagram and in particular
the region of absolutely continuous spectrum using a moment-generating function of the Green
function on a regular tree [AW]. This new scheme covers the perturbative regime as a special case.
However, at present it does not yield information about the purity of the absolutely continuous
spectrum.
The present paper is based on the PhD thesis [Kel].
1.1. The model. Let us recall the definition of the trees of finite cone type as it was given in
[Kel, KLW]. Let a finite set A be given. We refer to its elements as labels. Moreover, we need a
map
M : A×A → N0, (k, l) 7→Mk,l,
which we call the substitution matrix. Let T be a rooted tree with root o and vertex set V . We
consider a labeling of the vertices be given which is a surjective map V → A. We say T is generated
by the substitution matrix M if for each vertex x with label k the number of forward neighbors
of label l is equal to Mk,l. Note that up to graph isomorphisms there are at most #A different
rooted trees generated by M . Each of them is completely determined by the label of the root (and
of course M).
We impose three more conditions on M :
(M0) If A consists of only one element, then M ≥ 2 (non one dimensional).
(M1) Mk,k ≥ 1 for all k ∈ A (positive diagonal).
(M2) For all k, l ∈ A there is n = n(k, l) ∈ N such that (Mn)k,l ≥ 1 (irreducibility).
Note that in [Kel, KLW] we assumed that the matrix is primitive instead of irreducible in (M2)
(that is to ask that there is an n such that the matrix elements Mn are all positive). This was for
convenience only since primitivity is implied by irreducibility provided that at least one diagonal
entry is positive which is guaranteed by (M1). The assumption (M1) means geometrically that
each vertex has a forward neighbor of its own kind. On the other hand, (M2) means that vertices
of every label are always found in the forward tree of every vertex.
There is a one-to-one relationship between trees of finite cone type, finite directed (not necessarily
simple) graphs and trees generated by a substitution matrix. In particular, every tree of finite
cone type is a directed cover of a finite directed graph and vice versa. On the other hand, every
finite directed graph can be encoded by a substitution matrix and vice versa. Hence, given a finite
directed graph every tree generated by the corresponding substitution matrix is a directed cover
of this graph which is therefore a tree of finite cone type. For investigations of random walks on
such trees see [Ly, NW].
We study random perturbations of the operators T on ℓ2(V ) acting as
(Tϕ)(x) =
∑
y∼x
ϕ(y) + vper(x)ϕ(x),
where vper : V → R is a label invariant potential, i.e., the values agree on vertices of the same
label. In [Kel, KLW], we studied the spectral theory of these operators (in [Kel] a more general
class of operators and in [KLW] only the adjacency matrix to avoid certain technicalities). It is
shown there that the spectrum σ(T ) of T is purely absolutely continuous and consists of finitely
many intervals.
Let (Ω,P) be a probability space and let
(v, θ) : Ω× V → (−1, 1)× (−1, 1), (ω, x) 7→ (vωx , θωx ),
be a measurable function that satisfies the following two assumptions:
(P1) For all x, y ∈ V the random variables (vx, θx) and (vy, θy) are independent if the forward
trees of x and y do not intersect.
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(P2) For all x, y ∈ V that share the same label the restrictions of the random variables (v, θ) to
the isomorphic forward trees of x and y are identically distributed.
Here, we say that two random variables X , Y defined on two isomorphic subgraphs GX , GY are
identically distributed if for every label invariant graph isomorphism ψ between GX and GY the
random variables X and Y ◦ ψ are identically distributed. We will illustrate these conditions by
some examples in Section 2.2.
The random variables θx, x ∈ V , induce random variables θ(x, y) on the edges of the tree, via
θ(x, x˙) = θ(x˙, x) = θx, where x˙ is the unique predecessor of x with respect to the root.
Given a coupling constant λ ≥ 0, we consider the random operators Hλ,ω on ℓ2(V ) acting as
(Hλ,ωϕ)(x) =
∑
y∼x
(
ϕ(y) + λθω(x, y)ϕ(y)
)
+ vper(x)ϕ(x) + λvωxϕ(x).
For θ ≡ 0, we get the Schro¨dinger operator T + λvωx . On the other hand, for v ≡ 0 we get an
operator with random hopping terms. This random hopping term model is also studied under the
name first passage percolation. There, a graph is equipped with random edge weights which are
interpreted as passage times and then transit times are studied, see [Kes] for a survey. Here, we
focus on the spectral properties of the corresponding operators rather than transit times.
1.2. Main results. We study the model introduced in the previous section. Our main result states
that arbitrary large parts of the absolutely continuous spectrum of T are stable under perturbations
by sufficiently small random potentials.
Theorem 1. There exists a finite set Σ0 ⊂ σ(T ) such that for all compact I ⊂ σ(T )\Σ0 there is λ
such that Hλ,ω has almost surely purely absolutely continuous spectrum in I for all (v, θ) satisfying
(P1) and (P2).
Remark. (a) The theorem includes regular trees as a special case. Therefore, it generalizes the
results of [ASW, FHS2, Kl1] to a much more general class of trees. The potentials treated in
[ASW, FHS2] are allowed to be unbounded, (provided that certain bounds on the moments exist).
For the sake of brevity, we restrict ourselves to the case of bounded potentials. Moreover, in [ASW]
the potentials are allowed to be weakly correlated. However, this method does not yield purity of
the absolutely continuous spectrum.
(b) We will actually prove similar result on trees where we replace (M1) by a weaker condition
(M1∗), see Theorem 2. For these trees we show that absolutely continuous spectrum is preserved
in the subset of σ(T ), where we can guarantee positivity and continuity of the Green functions.
(c) In many cases, Σ0 is explicitly given by the boundary points of σ(T ) and possibly the point 0,
(for details see [Kel, KLW]).
(d) The validity of the theorem does not depend on the particular choice of T . In particular, T
can be any nearest neighbor operator that is invariant with respect to the labeling of the tree as
introduced in [Kel].
The paper is structured as follows: In the next section we introduce the basic quantities of our
analysis. We state a theorem that implies Theorem 1. Moreover, we discuss the strategy of proof.
The proof relies on three crucial estimates which are then proven in Sections 3, 4 and 5. In Section 6
we finally prove the theorem.
2. Continuity of the Green function at low disorder
2.1. Basic properties of the Green function. Let T be a rooted tree and let H be a nearest
neighbor operator on ℓ2(V ), i.e., there is a symmetric function t : V × V → R such that t(x, y) is
non-zero if and only if x and y are adjacent and v : V → R such that H acts as
(Hϕ)(x) =
∑
y∼x
t(x, y)ϕ(x) + v(x)ϕ(x).
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We additionally assume that H is bounded and self adjoint. Let H denote the complex upper half
plane, i.e., H = {z ∈ C | Im z > 0}. Let µx be the spectral measure of H with respect to the
characteristic function δx of x. We let the Green function at a vertex x be given by the Borel
transform of µx, i.e.,
Gx(z,H) :=
∫
σ(H)
1
t− z dµx = 〈δx, (H − z)
−1δx〉, z ∈ H.
It is well known that the Green function is an analytic map from H to H.
A rooted tree has a natural ordering of the vertices with respect to their distance to the root in
terms of the natural graph metric. We say a vertex lies in the n-sphere, if it is has distance n to
the root. Moreover, we denote the forward neighbors of a vertex x by Sx and the forward tree of
x by Tx with vertex set Vx.
It will be convenient to study the Green function of truncated operators HTx , which are the
restriction of H to ℓ2(Vx) considered as a subset of ℓ
2(V ). We denote the Green function of HTx
at x by
Γx(z,H) := Gx(z,HTx), z ∈ H.
We call Γx the truncated Green functions, whenever a clear distinction from Gx is needed. It is
well known that the truncated Green functions satisfy the following recursion relation
− 1
Γx(z,H)
= z − v(x) +
∑
y∈Sx
|t(x, y)|2Γy(z,H), z ∈ H.(♣)
This formula is a direct consequence of a twofold application of the resolvent formula, for references
see [ASW, Kel, KLW, Kl1].
In the following let T be a tree of finite cone type. Clearly, Γx(·, T ) = Γy(·, T ), whenever x and y
have the same label. In this case, (♣) becomes a finite system of equations.
We next introduce a subset of σ(T ) on which we prove stability of absolutely continuous spectrum.
Definition. Let U be the system of all open sets U ⊂ R such that for each x ∈ V the function
H→ H, z 7→ Γx(z, T ) can uniquely be extended to a continuous function from H∪U to H and set
Σ :=
⋃
U∈U
U.
As a consequence, for all E ∈ Σ and x ∈ V the limits Γx(E, T ) = limη→0 Γx(E + iη, T ) exist, are
continuous functions in E and ImΓx(E, T ) > 0. Since the measures ImGx(E+ iη, T )dE converges
weakly to the spectral measure µx, we have Σ ⊂ σac(Tx) for all x ∈ V and, therefore, Σ ⊂ σac(T ).
Indeed, for the trees satisfying (M0), (M1), (M2), we know the following, see [Kel, Theorem 3.1],
[KLW, Theorem 6].
Proposition 1. Let T be a tree generated by a substitution matrix satisfying (M0), (M1), (M2).
Then, the set Σ consists of finitely many intervals and
closΣ = σac(T ) = σ(T ).
2.2. A stability result. We will prove stability of absolutely continuous spectrum inside of Σ for
a more general class of trees than introduced in the previous section. We replace (M1) by the
following weaker assumption:
(M1∗) For each k ∈ A there is k′ ∈ A with Mk,k′ ≥ 1 such that for each l ∈ A with Mk,l ≥ 1 we
have Mk′,l ≥ 1.
This has the following consequence for the trees generated by a substitution matrix satisfying this
assumption: For each vertex x there is a vertex x′ in Sx such that each label found in Sx can
also be found in Sx′ . We will then say that the forward neighbor x
′ of x is chosen with respect to
(M1∗).
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As we assume that the tree is not one-dimensional, the assumption (M1∗) implies that each vertex
has at least two forward neighbors. Clearly, (M1) implies (M1∗).
For a probability space (Ω,P) and an integrable function f on Ω we denote its expected value by
E(f) =
∫
Ω
f(ω)dP(ω).
Theorem 1 is a consequence of Proposition 1 and the following theorem. A proof will be given in
Section 6.
Theorem 2. Let T be a rooted tree such that the forward trees of all vertices from a certain sphere
on are generated by substitution matrices that satisfy (M0), (M1∗) and (M2). For all compact I ⊂ Σ
and p > 1, there is λ0 = λ0(I) > 0 and Cx : [0, λ0)→ [0,∞) for each x ∈ V with limλ→0 Cx(λ) = 0
such that
sup
z∈I+i(0,1]
E
(|Gx(z,Hλ)−Gx(z, T )|p) ≤ Cx(λ)
for all λ ∈ [0, λ0) and all (v, θ) satisfying (P1) and (P2). In particular, Hλ,ω has almost surely
purely absolutely continuous spectrum in I for all λ ∈ [0, λ0).
Remark. (a) The statement about convergence of the Green functions in Theorem 2 is stronger
than the results obtained in [ASW] and [FHS2] for regular trees. In [Kl1, Theorem 1.4] an even
stronger statement is found for regular trees.
(b) Many examples of directed or universal covers of finite graphs are covered by the assumptions
of Theorem 2. For example, the universal cover of every finite (not necessary simple) graph, where
the minimal vertex degree is at least three and where every vertex has loop, can be seen to satisfy
the assumptions.
Let us close this section by giving some examples for random operators that satisfy (P1) and (P2).
Examples. Let T be a tree that satisfies the assumption of Theorem 2.
(a) Let vx, x ∈ V , be independent random variables. Then (v, 0) satisfies (P1). If additionally vx
and vy are identically distributed whenever x and y have the same label, then, also (P2) is satisfied.
(b) Let wx, x ∈ V , be independent and identically distributed random variables. Moreover, let k
be the maximal number of forward neighbors of vertices in T. Then, the potential given by
vx =
∑
y∈Tx
1
kd(x,y)+1
wy,
where d(·, ·) is the natural graph distance, together with θ ≡ 0 satisfies (P1) and (P2).
(c) We assign an additional distinct label to the root and let vper = − deg, where deg is the
vertex degree. For independent and identically distributed random variables θx, x ∈ V , and
vx = θx +
∑
y∈Sx
θy =
∑
y∼x θ(x, y), the pair (v, θ) satisfies (P1) and (P2). Then, H
λ,ω is a
weighted Laplacian with random edge weight, i.e.,
(Hλ,ωϕ)(x) =
∑
y∼x
(1 + λθω(x, y))(ϕ(y) − ϕ(x)).
2.3. Strategy of the proof. The overall strategy of the proof of Theorem 2 is inspired by [FHS2],
however, the actual steps are very different. This is on the one hand due to the fact that our
geometric situation is essentially more complicated. On the other hand, our aims are somewhat
higher since we show continuity of the moments of the Green function in the coupling constant.
In order to control the Green function of the perturbed operator, we measure its distance to the
unperturbed Green function by means of a hyperbolic semi-metric (i.e., a symmetric and positive
definite function, which not necessarily satisfies the triangle inequality). It is given by a function
γ : H×H→ [0,∞)
γ(g, h) =
|g − h|2
Im g Imh
.
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The function γ is related to the standard hyperbolic metric dH of the upper half plane via dH(g, h) =
cosh−1(12γ(g, h) + 1). This approach was introduced in [FHS1, FHS2] and adapted in [Kel, KLW].
For more details on γ see [Kel, Section 2.3].
Let us sketch the key ideas for the proof of Theorem 2. For λ ≥ 0, z ∈ H, we look at the random
variable γx given by
γωx = γ
(
Γx(z,H
λ,ω),Γx(z, T )
)
, ω ∈ Ω.
We use the recursion relation (♣) to expand this random variable at the root vertex x = o in terms
of its values on the next two spheres: Letting So,o′ = So′ ∪ So \ {o′}, for o′ chosen with respect
to (M1∗), we find non random weights px satisfying
∑
x∈So,o′
px = 1 and random contraction
quantities cx ≤ 1 such that
γo ≤ (1 + C)
∑
x∈So,o′
pxcxγx + C
with non random constants C satisfying C → 0 as λ→ 0. This formula shows that the distance of
the Green functions γo at vertex the o can be estimated by a convex combination of the distances
γx in So,o′ which are multiplied by the contraction quantities cx. We refer to this as a two step
expansion estimate since it is proven by first expanding o in terms of So and secondly expanding
o′ in terms of So′ which then yields the sum over So,o′ . For the details see Section 3. We will
use the fact that the random variables Γλx := (Γx(z,H
λ)) are identically distributed for all x ∈ V
that carry the same label. Moreover, for all x and y with non intersecting forward trees they are
independent. Hence, we can interchange the random variables Γλx and Γ
λ
y in the expected value
whenever x and y have the same label and their forward trees do not intersect. We introduce the
set Π of permutations of So,o′ that leave the label of a vertex invariant. In Section 4, we show that
an averaged contraction coefficient κ
(p)
o , p > 1, given by
κ(p)o =
1
|Π|
∑
pi∈Π
(∑
x∈So,o′
px(cx ◦ π)(γx ◦ π)
)p
1
|Π|
∑
pi∈Π
∑
x∈So,o′
px(γx ◦ π)p
satisfies
κ(p)o ≤ 1− δ0,
whenever some γx is large and λ is sufficiently small. The constant δ0 > 0 does not dependent on
z and λ (as long as Re z ∈ I for some compact I ⊂ Σ and λ is sufficiently small). We refer to this
as a uniform contraction estimate and it is found in Proposition 3, Section 4. This terminology
comes from the fact that (♣) can be expressed as a map from the truncated Green functions of So
to the one at o and the one of So′ to the one at o
′. The composition as a map from HSo,o′ to H
combined with the averaging over the permutations in Π can be then thought to be an contraction.
We denote by o(j) the root of the tree with root label j ∈ A and we consider the vector (γo(j))j∈A.
The px’s in the two step expansion estimate are actually functions of the unperturbed Green
functions and depend therefore continuously on z in H ∪ Σ. They give rise to a stochastic matrix
P : A×A → [0,∞) and we will show, using the two step expansion and the uniform contraction
estimate, that for sufficiently small λ the vector inequality
E
(
(γp
o(j))
) ≤ (1− δ)PE((γp
o(j))
)
+ (Cj)
holds, with δ > 0 independent of z and λ and Cj → 0 as λ → 0, j ∈ A. Of course, the inequality
is understood componentwise. It will be proven in Section 5.
Now, by the Perron-Frobenius theorem there is a positive left eigenvector u of P such that P⊤u = u,
which also depends continuously on z. Hence,
〈u,E((γp
o(j))
)〉 ≤ (1− δ)〈u,E((γp
o(j))
)〉+ C,
where 〈·, ·〉 is the standard scalar product in RA. This yields immediately that the j-th component
of the vector E((γp
o(j))) is smaller than c/(ujδ).
From this inequality we derive bounds on the moments of the Euclidean distance of the two Green
functions as stated in the first statement of Theorem 2. The second statement of Theorem 2 about
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preservation of the absolutely continuous spectrum then follows from a variation of the limiting
absorption principle.
3. The two step expansion estimate
The aim of this section is to expand the γ-distance of the perturbed and the unperturbed Green
function. The expansion yields a convex combination of the distances on the forward spheres which
are multiplied by contraction quantities.
The proof of the estimate involves two steps. Firstly, we prove an inequality to deal with small
linear perturbation of one argument in γ. Secondly, we prove a one step expansion estimate.
Finally, we come to the two step expansion estimate, Proposition 2.
3.1. Linear perturbation estimate.
Lemma 1. Let a, b ∈ (−1, 1), h ∈ H. Then for all g ∈ H and λ ∈ [0, 1]
γ((1 + λa)g + λb, h) ≤ (1 + c0(λ, h))γ(g, h) + c0(λ, h)
where c0(λ, h) = −1 + (1 + λ|a|)(1 + 2λ (2|a||h|+ |b|) /Imh)2. In particular, the function c0 is
independent of g and limλ→0 c0(λ, h) = 0 for fixed h.
Proof. Denote fλ(g) = (1 + λa)g + λb. We distinguish two cases: If |g − h| ≥ Imh/2, then, using
|g| ≤ |g − h|+ |h|, we get
(1 + |a|λ)γ(fλ(g), h) ≤
(
1 + λ
|a||g|+ |b|
|g − h|
)2
γ(g, h) ≤
(
1 + λ
3|a||h|+ 2|b|
Imh
)2
γ(g, h).
If, on the other hand, |g − h| ≤ Imh/2, then Im g ≥ Imh/2. We obtain
(1 + |a|λ)γ(fλ(g), h) ≤ γ(g, h) + 2λ(|a||g|+ |b|)|g − h|+ λ
2(|a||g|+ |b|)2
Im g Imh
≤ γ(g, h)− 1 +
(
1 + λ
4|a||h|+ 2|b|
Imh
)2
.
The statement now follows from the definition of c0. 
3.2. A one step expansion estimate. We consider a tree T generated by a substitution matrix
that satisfies (M0) and (M1∗). For a vertex o let o′ be a forward neighbor of o chosen with respect
to (M1∗). (We may think of o as the root of T.) Let
So,o′ := So′ ∪ So \ {o′}.
For a subset W ⊆ V and a vector g ∈ HV we write gW for the restriction of g to W . Next, we
define functions of vectors in HSo,o′ . These vectors are usually denoted by g and they will later
play the role of ΓSo,o′ (z,H
λ,ω). Having the recursion relation of the truncated Green functions (♣)
in mind, we define for g ∈ HSo,o′ , z ∈ H, w,w′, ϑ ∈ (−1, 1),
go′ := go′(z, w
′, g) := − 1
z − vper(o′)− w′ +∑x∈So′ gx ,
go′ := go′(z, w,w
′, ϑ, g) := − 1
z − vper(o)− w + (1 + ϑ)go′(z, w′, g) +
∑
x∈So\{o′}
gx
.
We will often keep the dependence of go and go′ on z, w, w
′, ϑ implicit. Putting Γ˜λ,ωx := (1 +
λθωx )Γx(z,H
λ,ω), x ∈ So,o′ , we see that
Γo′(z,H
λ,ω) = go′(z, λv
ω
o′ , Γ˜
λ,ω
So,o′
) and Γo′(z,H
λ,ω) = go(z, λv
ω
o , λv
ω
o′ , λθ
ω
o′ , Γ˜
λ,ω
So,o′
).
For a vertex x ∈ {o} ∪ So ∪ So′ , we define γx : HSo,o′ → [0,∞) by
γx(g) := γ(gx,Γx(z, T )), g ∈ HSo,o′ ,
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where for x = o and x = o′ we use the definition of go and go′ above. We write Γx = Γx(z, T ) for
short and for x, y ∈ Si, i ∈ {o, o′}, we let the functions qy, Qx,y, cosαx,y : HSo,o′ → R be given by
qy(g) :=
Im gy∑
u∈Si
Im gu
,
Qx,y(g) :=
√
Im gx Im gy ImΓx ImΓyγx(g)γy(g)
1
2 (Im gx ImΓyγy(g) + Im gy ImΓxγx(g))
,
cosαx,y(g) := cos arg(gx − Γx)(gy − Γy),
provided that gx 6= Γx, gy 6= Γy. Otherwise, we put Qx,y(g) = cosαx,y(g) = 0. The functions
γx, Qx,y, αx,y depend all on the unperturbed Green function and thus on z. We suppress this
dependance to ease notation.
The next lemma is the one step expansion formula. A similar statement can be found in [KLW,
Lemma 5].
Lemma 2. (One step expansion estimate) Let I ⊂ Σ be compact. Then there exist c0 : [0,∞) →
[0,∞) with limλ→0 c0(λ) = 0 such that for all g ∈ HSo,o′ , z ∈ I+i[0, 1], λ ∈ [0, 1], w,w′, ϑ ∈ (−λ, λ),
i ∈ {o, o′},
γ (gi, hi) ≤ (1 + c0(λ))
∑
x∈Si
ImΓx(z, T )∑
u∈Si
ImΓu(z, T )
∑
y∈Si
qy(g)Qx,y(g) cosαx,y(g)
 γx(g) + c0(λ).
Remark. The weights qy add up to one, i.e., we have
∑
y∈Si
qy = 1. Moreover, the quantity Qx,y
is a quotient of a geometric and an arithmetic mean and therefore takes values between 0 and 1.
As also −1 ≤ cosαx,y ≤ 1, we conclude that −1 ≤
∑
qyQx,y cosαx,y ≤ 1.
Proof. By a direct calculation it can be seen that for ξ, ζ ∈ H and z ∈ H
γ
(
− 1
z + ξ
,− 1
z + ζ
)
= γ(z + ξ, z + ζ) = γ(i Im z + ξ, i Im z + ζ) ≤ γ(ξ, ζ).
Moreover, given ξx, ζx ∈ H, x ∈ So ∪ So′ , we calculate directly∣∣∣∑
x∈Si
ξx −
∑
x∈Si
ζx
∣∣∣2 = ∑
x,y∈Si
cosαx,y|ξx − ζx||ξy − ζy |
=
∑
x,y∈Si
cosαx,y (Im ξx Im ζx Im ξy Im ζyγ(ξx, ζx)γ(ξy , ζy))
1
2
=
∑
x∈Si
Im ζx
(∑
y∈Si
Im ξy cosαx,yQx,y
)
γ(ξx, ζx)
for i ∈ {o, o′}. Hence, combining these two facts and Lemma 1 we get the statement. The constant
c0 depends only on λ and the unperturbed truncated Green functions. As these are continuous
functions from Σ∪H to H, their imaginary parts are uniformly larger than zero and their absolute
value is uniformly bounded on I + i[0, 1]. Hence, c0 depends only on λ and I. 
3.3. Statement and proof of the two step expansion estimate. Based on the one step
expansion estimate we make the following definitions: For z ∈ I + i[0, 1] and w ∈ R, we define the
contraction quantities cx : H
So,o′ → [−1, 1] for x ∈ So by
cx(g) :=
∑
y∈So
qy(g)Qx,y(g) cosαx,y(g)
and for x ∈ So′ by
cx(g) :=
(∑
y∈So
qy(g)Qx,y(g) cosαx,y(g)
)( ∑
y∈So′
qy(g)Qo′,y(g) cosαo′,y(g)
)
.
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By the remark after Lemma 2 the contraction quantities cx take values in [−1, 1]. The parameters z
and w enter via go′ and z enters also via Γx(z, T ) into Q and α. We define the weights as functions
of the unperturbed Green functions for x ∈ So
px := qx(ΓSo,o′ (z, T )) =
ImΓx(z, T )∑
y∈So
ImΓy(z, T )
and for x ∈ So′
px := qo′(ΓSo,o′ (z, T ))qx(ΓSo,o′ (z, T )) =
ImΓo′(z, T ) ImΓx(z, T )(∑
y∈So
ImΓy(z, T )
)2 .
Clearly,
∑
x∈So,o′
px = 1.
The following proposition is the two step expansion.
Proposition 2. (Two step expansion estimate) Let I ⊂ Σ be compact. Then there exist c :
[0,∞) → [0,∞) with limλ→0 c(λ) = 0 such that for all g ∈ HSo,o′ , z ∈ I + i[0, 1], λ ∈ [0, 1],
w,w′, ϑ ∈ (−λ, λ)
γ (go,Γo(z, T )) ≤ (1 + c(λ))
∑
x∈So,o′
pxcx(g)γx(g) + c(λ),
where go = go(z, w,w
′, ϑ, g) and go′ = go′(z, w
′, g).
Proof. The statement follows directly from combining the statements for o and o′ in the one step
expansion estimate above. 
4. The uniform contraction estimate
In this section we define an averaged contraction coefficient and show that it is uniformly smaller
than one. The definitions are inspired by the fact that the Green functions on two vertices are
identically distributed if their labels coincide.
Let T again be a tree generated by a substitution matrix that satisfies (M0) and (M1∗). For a
given vertex o let o′ be a forward neighbor of o chosen with respect to (M1∗).
We start with some simple, but important, facts that will later help to explain how we prove the
uniform contraction estimate.
Lemma 3. Let p ≥ 1, z ∈ H, w ∈ R and g ∈ HSo,o′ . Then( ∑
x∈So,o′
pxcx(g)γx(g)
)p
≤
∑
x∈So,o′
pxγx(g)
p ≤ max
x∈So,o′
γ(gx, hx)
p,
Moreover, the following are equivalent
(i.)
∑
x∈So,o′
pxcx(g)γx(g) =
∑
x∈So,o′
px(g)γx(g).
(ii.) cx = 1 for all x ∈ So,o′ .
(iii.) Qx,y = 1 and cosαx,y = 1 for all x, y ∈ Si and i ∈ {o, o′}.
Proof. The statements follow from the Jensen inequality and the basic properties of the quantities
such as that the px’s sum up to one and the cy’s are bounded by one. 
Since the Jensen’s inequality is generically strict, (i), (ii), (iii) are not equivalent to equality in the
first inequality of the lemma for p > 1. This fact will be exploited in the proof of the uniform
contraction estimate.
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4.1. Label invariant permutation and an averaged contraction coefficient. Let o ∈ V .
We introduce permutations of So,o′ that leave the label invariant.
Definition. (Label invariant permutations) For o ∈ V we define the set of label invariant permu-
tations Π := Π(So,o′) of So,o′ by
Π := {π : So,o′ → So,o′ | bijective and π(x) and x carry the same label for all x ∈ So,o′ }.
For given g ∈ HSo,o′ , π ∈ Π the composition of g and π is of course given by g ◦ π = (gpi(x))x∈So,o′ .
By the symmetry of the tree, we get for unperturbed truncated Green function
ΓSo,o′ (z, T ) = ΓSo,o′ (z, T ) ◦ π
for all π ∈ Π. As Γx(z,Hλ) and Γy(z,Hλ) are independent and identically distributed for x, y ∈
So,o′ that carry the same label, we see that
E(f(ΓSo,o′ (z,H
λ))) = E(f(ΓSo,o′ (z,H
λ) ◦ π))
for any integrable function f and all π ∈ Π.
For a function f on HSo,o′ , we define
f (pi)(g) := f(g ◦ π).
This convention gives for example
g(pi)x =
{
gpi(x) : x ∈ So,o′ ,
(go′ ◦ π)(z, w, g) = go′(z, w, g ◦ π) : x = o′,
and
γ(pi)x (g) =
{
γ(gpi(x),Γx(z, T )) : x ∈ So,o′ ,
γ(go′ ◦ π,Γo′(z, T )) : x = o′.
Definition. (Averaged contraction coefficient) Let p ≥ 1, z ∈ H, w ∈ R. We define the function
κ
(p)
o := κ
(p)
o (z, w, ·) : HSo,o′ → R, called the averaged contraction coefficient, by
κ(p)o (g) :=
∑
pi∈Π
(∑
x∈So,o′
pxc
(pi)
x (g)γ
(pi)
x (g)
)p
∑
pi∈Π
∑
x∈So,o′
pxc
(pi)
x (g)γ
(pi)
x (g)
p .
The non-negativity of κ
(p)
o is an easy consequence of the two step expansion estimate. By Lemma 3,
we also get that κ
(p)
o ≤ 1. The aim of this section is to prove κ(p)o ≤ 1− δ under suitable conditions
as stated below.
Proposition 3. (Uniform contraction estimate) Let I ⊂ Σ be compact and p > 1. There exist
δo = δo(I, p) > 0, λo = λo(I) > 0 and Ro : [0, λo]→ [0,∞) with limλ→0 Ro(λ) = 0 such that for all
λ ∈ [0, λo]
sup
z∈I+i[0,1]
sup
w∈[−λ,λ]
sup
g∈H
S
o,o′ \BRo(λ)
κ(p)o (z, w, g) ≤ 1− δo,
where Br := {g ∈ HSo,o′ | γ(gx,Γx(z, λ)) ≤ r, for all x ∈ So,o′} for r ≥ 0.
4.2. Strategy of the proof of uniform contraction. The proof of Proposition 3 involves a
thorough analysis of the quantities which enter the definition of κ
(p)
o .
Before we discuss the structure of the proof let us fix some notation. For the remainder of the
section we always assume that I ⊂ Σ is compact and z is an element of I + i[0, 1]. For short, we
denote
Γx = Γx(z, T ), x ∈ So ∪ So′ .
Furthermore, we denote by g always a vector in HSo,o′ and if not stated otherwise π denotes a label
invariant permutation. Moreover, w always denotes an real number.
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Let us discuss the strategy of the proof. Our aim is to show that there is δ > 0 such that κ
(p)
o ≤ 1−δ
outside of a compact set. Lemma 3 indicates two ways to prove uniform contraction. The first one
is to estimate( ∑
x∈So,o′
pxc
(pi)
x (g)γ
(pi)
x (g)
)p
≤
( ∑
x∈So,o′
pxγ
(pi)
x (g)
)p
≤ (1− δ)
∑
x∈So,o′
pxγ
(pi)
x (g)
p,
where the (1−δ) is squeezed out of the error term of the Jensen inequality. Hence, δ will be greater
than zero whenever the γ
(pi)
x (g) are of sufficiently different magnitude. Secondly, one can try to
find suitable x, y and π such that the contraction quantities Q
(pi)
x,y(g) or cosα
(pi)
x,y(g) are less than
one. Then, the corresponding c
(pi)
x (g) is smaller than one which implies κ
(p)
o (g) < 1. However, for
uniform contraction we need more. Even if we manage to show uniform bounds for the contraction
quantities cosα
(pi)
x,y(g) or Q
(pi)
x,y(g), (i.e., that one of them is less or equal to c for some c < 1), two
problems can occur that make this contraction ‘invisible’. The first problem is that the weight
q
(pi)
y (g) might not be bounded from below and thus the contraction quantity c
(pi)
x (g) can become
arbitrary close to one. The second problem is that even if one has c
(pi)
x ≤ c for some c < 1 the
quantity pxγ
(pi)
x (g)
p
/
∑
pi
∑
y pyγ
(pi)
y (g)
p
might become so small such that κ
(p)
o (g) becomes arbitrary
close to one. Our strategy to quantify these problems is to introduce the notion of visibility in
Subsection 4.3.
We prove Proposition 3 by distinguishing three cases for g ∈ HSo,o′ .
In Case 1, Subsection 4.4, we look at the case where γx(g)/maxy∈So,o′ γy(g) is very small for some
x ∈ So,o′. This implies that pxγx(g)/
∑
pi
∑
y pyγ
(pi)
y (g)p is very small. In this case we get uniform
contraction from the error term of Jensen’s inequality.
In Case 2, Subsection 4.5, we assume that we are not in Case 1, but that there is π ∈ Π and x ∈ So′
such that Im g
(pi)
x /maxy∈So′ Im g
(pi)
y is very small. Hence, q
(pi)
x (g) is very small and we exploit that
Qx,y(g) is the quotient of a geometric and an arithmetic mean.
For Case 3, Subsection 4.6, we prove that there are always π, x, y such that Q
(pi)
x,y(g) cosα
(pi)
x,y(g) is
uniformly smaller than one. Assuming that we are not in the Case 1 or 2, none of the problems
mentioned above occurs and we conclude the uniform contraction estimate in this case.
Finally, in Subsection 4.7, we put the pieces together.
4.3. Visibility. As discussed above, it makes only sense to look for those cosα
(pi)
x,y(g) and Q
(pi)
x,y(g),
where the corresponding weights are uniformly bounded from below. Otherwise, the contraction
might become ‘invisible’. This is quantified below by the sets of visible vertices.
Definition. (Visibility) For g ∈ HSo,o′ and ε > 0, we define the set of vertices in So,o′ that are
visible with respect to γ by
Visγ(g, ε) :=
{
x ∈ So,o′ | min
y∈So,o′
γx(g)
γy(g)
> ε
}
and the set of vertices in Si, i ∈ {o, o′}, that are visible with respect to the imaginary parts by
VisiIm(g, ε) :=
{
x ∈ Si | min
y∈Si
Im gx
Im gy
> ε
}
,
where go′ is defined in Section 3.2.
Let us remark some simple facts. Firstly, for 0 < ε′ ≤ ε we have Visγ(g, ε) ⊆ Visγ(g, ε′) and
VisiIm(g, ε) ⊆ VisiIm(g, ε′), i ∈ {o, o′}. Secondly, we have Visγ(g, ε) = ∅ and/or VisiIm(g, ε) = ∅ for
i ∈ {o, o′} if and only if ε ≥ 1. Finally, if Visγ(g, ε) = So,o′ then Visγ(g ◦π, ε) = So,o′ for all π ∈ Π.
We now prove two lemmas that demonstrate how we put the concept of visibility into action. We
start by visibility with respect to the imaginary parts.
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Lemma 4. Let ε > 0, c ∈ [0, 1). There is δ = δ(ε, c) > 0 such that if g ∈ HSo,o′ satisfies
Q
(pi)
x˜,y˜(g) cosα
(pi)
x˜,y˜(g) ≤ c,
for some π ∈ Π, i ∈ {o, o′}, x˜ ∈ Si and y˜ ∈ VisiIm(g ◦ π, ε), then it follows that
c
(pi)
x˜ (g) ≤ 1− δ.
Proof. Note that, for all π ∈ Π, i ∈ {o, o′} and x ∈ VisiIm(g ◦ π, ε), we have
q(pi)x (g) =
∑
y∈Si
Im g
(pi)
y
Im g
(pi)
x
−1 ≥ ε|Si| .
Let x˜, y˜ ∈ Si be such that Q(pi)x˜,y˜(g) cosα(pi)x˜,y˜(g) ≤ c. We get by estimating Q(pi)x˜,y(g) cosα(pi)x˜,y(g) ≤ 1,
for all y 6= y˜, that
c
(pi)
x˜ (g) ≤
∑
y∈Si\{y˜}
q(pi)y (g) + q
(pi)
y˜ (g)Q
(pi)
x˜,y˜(g) cosα
(pi)
x˜,y˜(g)
= 1− q(pi)y˜ (g)
(
1−Q(pi)x˜,y˜(g) cosα(pi)x˜,y˜(g)
) ≤ 1− δ,
where we chose δ = (1− c)ε/mini∈{o,o′} |Si|. 
The next lemma shows how to use visibility with respect to γ.
Lemma 5. Let ε > 0, c ∈ [0, 1). There is δ = δ(ε, c) > 0 such that if g ∈ HSo,o′ satisfies
Visγ(g, ε) = So,o′ and c
(pi)
x (g) ≤ c,
for some π ∈ Π and x ∈ So,o′ , then it follows that
κ(p)o (z, w, g) ≤ 1− δ.
Proof. As px, x ∈ So,o′ , are functions of the imaginary parts of the unperturbed Green functions,
they are uniformly larger than zero for all z in I + i[0, 1] (as I is a compact subset of Σ). We
conclude the existence of ε′ > 0 such that for all π ∈ Π and x ∈ Visγ(g ◦ π, ε)
pxγ
(pi)
x (g)
p∑
pi
∑
y pyγ
(pi)
y (g)
p =
∑
pi∈Π
∑
y∈So,o′
py
px
(
γ
(pi)
y (g)
γ
(pi)
x (g)
)p−1 ≥ εp
∑
pi∈Π
∑
y∈So,o′
py
px
−1 ≥ ε′.
Let π ∈ Π and x ∈ So,o′ be chosen according to the assumption (which implies, in particular
x ∈ Visγ(g ◦ π, ε)). We get by estimating c(pi)y (g) ≤ 1 for y 6= x, c(pi)x (g) ≤ c, Jensen’s inequality
and the previous estimate( ∑
x∈So,o′
pxγ
(pi)
x (g)c
(pi)
x (g)
)p
≤
( ∑
y∈So,o′\{x}
pyγ
(pi)
y (g) + p
(pi)
x γx(g)c
)p
≤
∑
y∈So,o′\{x}
pyγ
(pi)
y (g)
p + pxγ
(pi)
x (g)
pcp
=
∑
y∈So,o′
pyγ
(pi)
y (g)
p − pxγ(pi)x (g)p(1− cp)
≤
∑
y∈So,o′
pyγ
(pi)
y (g)
p − ε′(1− cp)
∑
p˜i∈Π
∑
y∈So,o′
pyγ
(p˜i)
y (g)
p.
We set δ = ε′(1 − cp). Applying the basic estimates of Lemma 3, for all π˜ ∈ Π, π˜ 6= π and using
the inequality above, we get
κ(p)o (g) ≤
∑
p˜i 6=pi
∑
y∈So,o′
pyγ
(p˜i)
y (g)p +
(∑
x∈So,o′
pxγ
(pi)
x (g)c
(pi)
x (g)
)p
∑
p˜i∈Π
∑
y∈So,o′
pyγ
(p˜i)
y (g)p
≤ 1− δ.

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4.4. Case 1: A Jensen type inequality. In this section we will prove the statement that was
discussed as Case 1 in Subsection 4.2. We will need the following auxiliary constant
c1 := c1(I) :=
(
max
z∈I+i[0,1]
max
x,y∈So,o′
(1− px)
py
)−1
.
Since px ∈ (0, 1) and px depend continuously on z and I ⊆ Σ is compact, c1 is finite and positive.
Proposition 4. Let p > 1, ε ∈ (0, c1). There is δ = δ(ε) > 0 such that if g ∈ HSo,o′ satisfies
Visγ(g, ε) 6= So,o′ ,
then it follows that
κ(p)o (z, w, g) ≤ 1− δ.
For the proof we employ a refinement of Jensen’s inequality for monomials. To this end, we take
a closer look at the error term in Jensen’s inequality.
Lemma 6. Let f : R→ R be twice continuously differentiable, λ ∈ [0, 1] and r, s ∈ R. Then
f(λr + (1− λ)s) = λf(r) + (1 − λ)f(s)− Ef (λ, r, s),
where
Ef (λ, r, s) = (r − s)2
∫ 1
0
(
λt1[0,1−λ](t) + (1− λ)(1 − t)1[1−λ,1](t)
)
f ′′((1 − t)r + ts)dt
and 1A is the characteristic function of a set A.
Proof. We take the Taylor expansion of f in r0 = λr+(1−λ)s at the points r and s with integral
error term. Inserting this into λf(r) + (1− λ)f(s) yields the statement. 
Jensen’s inequality for twice continuously differentiable functions is a direct corollary. However, if
we know more about the function f we can use the error term to get finer estimates. In our case
f is the function r 7→ rp, p > 1.
Lemma 7. Let p ≥ 1, λ ∈ [0, 1] and r, s ∈ [0,∞), r > s. Then
(λr + (1− λ)s)p ≤ (1 − δp) (λrp + (1 − λ)sp) ,
where
δp := δp(λ, s/r) := (1− s/r)2
{
p(p− 1)λ(1 − λ)/2 : p ∈ [1, 2),
λ(1 − λp−1) : p ≥ 2.
Proof. The statement is trivial for p = 1 and λ ∈ {0, 1}. Therefore, we assume p > 1 and λ 6∈ {0, 1}.
Assume first that r = 1 and s ∈ [0, 1). Then, the error term Ep := E(·)p from the previous lemma
can be estimated for p ≥ 2, using s ≥ 0, as follows
Ep(λ, 1, s)
(1− s)2 = p(p− 1)
∫ 1
0
(
λt1[0,1−λ] + (1− λ)(1 − t)1[1−λ,1]
)
((1 − t) + ts)p−2dt
≥ p(p− 1)
(
λ
∫ 1−λ
0
t(1− t)p−2dt+ (1 − λ)
∫ 1
1−λ
(1− t)p−1dt
)
= λ
(
1− λp−1) .
On the other hand, for p ∈ (1, 2) we get by estimating ((1 − t) + ts)(p−2) ≥ 1 that
Ep(λ, 1, s)
(1− s)2 ≥ p(p− 1)
∫ 1
0
(
λt1[0,1−λ] + (1 − λ)(1 − t)1[1−λ,1]
)
dt = p(p− 1)λ(1− λ)
2
.
Employing the previous lemma for r = 1, s ∈ [0, 1], we get since λ+ (1− λ)sp ≤ 1,
(λ+ (1− λ)s)p ≤ λ+ (1− λ)sp − δp ≤ (1− δp) (λ+ (1− λ)sp) .
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Now, let r > s ≥ 0 be arbitrary. By the previous inequality, we obtain
(λr + (1− λ)s)p = rp
(
λ+ (1− λ)s
r
)p
≤ (1− δp) (λrp + (1− λ)sp) .

With these preparations we are ready to prove Proposition 4.
Proof of Proposition 4. Let first x0 ∈ So,o′ , π ∈ Π be arbitrary. We apply the previous lemma with
λ = (1− px0), r =
∑
x 6=x0
px
(1−px0)
γ
(pi)
x (g) and s = γ
(pi)
x0 (g) to obtain( ∑
x∈So,o′
pxγ
(pi)
x (g)
)p
≤ (1− δp)
∑
x∈So,o′
pxγ
(pi)
x (g)
p
,
where we also applied the Jensen inequality to estimate λrp ≤ ∑x 6=x0 pxγ(pi)x (g)p. By estimating
c
(pi)
x (g) ≤ 1 for all x ∈ So,o′ , we get
κ(p)o (g) ≤
∑
pi∈Π
(∑
x∈So,o′
pxγ
(pi)
x (g)
)p
∑
pi∈Π
∑
x∈So,o′
pxγ
(pi)
x (g)
p ≤ 1− δp.
So, far we have not said anything about the value of δp. This will be done to finish the proof.
The constant δp is a product of a term involving s/r and one involving p and λ, see Lemma 7.
Recalling that we chose λ = 1− px0 above, we estimate the part involving λ and p by the quantity
c2 := c2(I, p) defined as
c2 := min
z∈I+i[0,1]
min
x∈So,o′
(1 − px)min
{
p(p− 1)
2
px,
(
1− (1 − px)p−1
)}
.
As the px’s are uniformly larger than zero and p > 1, we have c2 > 0. For given π ∈ Π let now
x0, x̂ ∈ So,o′ be chosen such that γ(pi)x0 (g) = minx∈So,o′ γ(pi)x (g), γ(pi)x̂ (g) = maxx∈So,o′ γ(pi)x (g). This
is the part where the assumption Visγ(g, ε) 6= So,o′ comes into play. By assumption x0 must be
in So,o′ \ Visγ(g ◦ π, ε) and, hence, γ(pi)x0 (g)/γ(pi)x̂ (g) ≤ ε. Now, with r =
∑
x 6=x0
px
(1−px0 )
γ
(pi)
x (g) and
s = γ
(pi)
x0 (g) as above, we obtain by the definition of c1
r
s
=
(1− px0)γ(pi)x0 (g)∑
x pxγ
(pi)
x (g)
=
γ
(pi)
x0 (g)
γ
(pi)
x̂
(g)
(1− px0)∑
x pxγ
(pi)
x (g)/γ
(pi)
x̂
(g)
≤ ε (1− px0)
px̂
≤ ε
c1
.
Hence, δp ≥ c2 (1− ε/c1)2 > 0 by Lemma 7 and we finished the proof. 
4.5. Case 2: Geometric and arithmetic means. This subsection deals with Case 2 as discussed
in Subsection 4.2. Define
ε0 := min
{
ImΓx
ImΓy
| z ∈ I + i[0, 1], x, y ∈ So,o′
}
.
As I ⊂ Σ is compact, we have ε0 > 0.
Proposition 5. Let ε > 0, ε′ ∈ (0, εε0). There is δ = δ(ε, ε′) > 0 such if π ∈ Π and g ∈ HSo,o′
satisfy
Visγ(g, ε) = So,o′ and Vis
o′
Im(g ◦ π, ε′) 6= So′ ,
then it follows that there exists x ∈ So′ such that
c(pi)x (g) ≤ (1− δ).
Proof. Since Qx,y(g) is the ratio of a geometric and an arithmetic mean it is equal to one if and
only if the quantities that enter are equal. For a finer analysis we introduce, for x, y ∈ So′ ,
̺x,y(g) :=
Im gx ImΓyγy(g)
Im gy ImΓxγx(g)
.
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Observe that ̺x,y = 1/̺y,x. Then
Qx,y(g) =
2(√
̺x,y(g) +
√
̺y,x(g)
) .
We have that Qx,y(g) < 1 if and only if ̺x,y(g) 6= 1.
Let π ∈ Π be such that Viso′Im(g ◦ π, ε′) 6= So′ . This implies the existence of x, y ∈ So′ with
Im g
(pi)
y /Im g
(pi)
x ≤ ε′. Since by assumption x, y ∈ Visγ(g ◦ π, ε), we have γ(pi)y (g)/γ(pi)x (g) > ε.
Hence,
̺x,y(g ◦ π) > ε0ε
ε′
.
Employing the inequality r/(1 + r2) ≤ s/(1 + s2) for r ≥ s ≥ 1, we get
Qx,y(g ◦ π) = 2
√
̺x,y(g ◦ π)
1 + ̺x,y(g ◦ π) ≤
2
√
ε0εε′
ε0ε+ ε′
< 1.
By the choice of ε′ ∈ (0, ε0ε), we get Qx,y(g ◦ π) < c with c = 2
√
ε0εε′/(ε0ε + ε
′) < 1. The
statement now follows from Lemma 4. 
4.6. Case 3: A general bound on the relative arguments. Until this point we used the
definition of the argument of a complex number only in combination with the cosine. Now, we
want to consider it as a function itself, so a little more care has to be taken in its particular
definition.
We consider the argument of a non zero complex number as the continuous group homomorphism
arg : C\{0} → S1 ∼= R/2πZ, where in this context π denotes of course the number π. So, whenever
we speak in the following about permutations we indicate them by saying explicitly that they are
elements of Π. Moreover, we denote by dS1(·, ·) the translation invariant metric in S1 which is
normalized by dS1(0, π) = π.
We define a quantity, related to the ‘minimal angle’ of the unperturbed Green function with the
real axis, by
δ0 :=
1
4
min {dS1(arg Γx, β) | β ∈ {0, π}, z ∈ I + i[0, 1], x ∈ So,o′} .
Since I ⊂ Σ is chosen compact, the minimum exists and we have δ0 > 0. Recall also the definition
Br = {g ∈ HSo,o′ | γ(gx,Γx) ≤ r, for all x ∈ So,o′} for r ≥ 0 and also the definition of ε0 from the
previous section.
Proposition 6. There is c = c(δ0) < 1, λ0 = λ0(δ0, ε0) > 0 and R : [0, λ0) → [0,∞) with
limλ→0 R(λ) = 0 such that for all λ ∈ [0, λ0), w ∈ [−λ, λ], g ∈ HSo,o′ \BR(λ) there is π ∈ Π with
Q(pi)x,y ≤ c or cosα(pi)x,y ≤ c,
either for some x, y ∈ So′ or for x = o′ and all y ∈ So.
Note that the Qx,y ≤ c is in the statement of the proposition only to deal with the trivial cases
gx = Γx or gy = Γy. Before we come to the proof we need some basic geometric observations. The
first one is about perturbations of arguments.
Lemma 8. Let ξ, ζ ∈ C, such that dS1(arg ξ, 0) ≤ π/2 and |ζ| < 1. Then
dS1(arg (1 + ξ + ζ) , 0) ≤
{
dS1(arg ξ, 0) +
|ζ|
1−|ζ| : ξ 6= 0,
|ζ|
1−|ζ| : ξ = 0.
Proof. We write ξ, ζ in polar coordinates ξ = reiδ and ζ = εeiθ. We denote the left hand side of the
inequality by β, i.e., β = dS1(arg
(
1 + reiδ + εeiθ
)
, 0). Assume without loss of generality that δ ≥ 0.
Since we have for z ∈ C with Re z, Im z ≥ 0 and u ≥ 0 that dS1(arg (z + iu), 0) ≥ dS1(arg(z − iu), 0)
we conclude β ≤ dS1(arg (1 + reiδ + εei|θ|), 0). Hence, we may assume without loss of generality
16 MATTHIAS KELLER, DANIEL LENZ, AND SIMONE WARZEL
that θ ≥ 0. We use arg z = arctan(Im z/Re z), subadditivity and monotonicity of arctan on [0,∞)
and 0 ≤ arctan′ ≤ 1 to calculate
β = arctan
(
r sin δ + ε sin θ
1 + r cos δ + ε cos θ
)
≤ arctan
(
r sin δ
1 + r cos δ + ε cos θ
)
+ arctan
(
ε sin θ
1 + r cos δ + ε cos θ
)
≤ arctan
(
sin δ
cos δ
)
+ arctan
(
ε
1− ε
)
≤ δ + ε
1− ε .
The statement about ξ = 0 is a direct consequence from the first statement. 
The second auxiliary lemma deals with sums of complex numbers.
Lemma 9. Let δ ∈ [0, π/2], ξ ∈ CSo,o′ with ξx 6= 0, x ∈ So,o′ , and dS1
(
arg(ξ
(pi)
x ), arg(ξ
(pi)
y )
) ≤ δ
for all π ∈ Π, x, y ∈ So′ . Then,
(1.) dS1(arg(ξx), arg(ξy)) ≤ 2δ for all x, y ∈ So,o′,
(2.)
∣∣∑
y∈So′
ξ
(pi)
y
∣∣ ≥ ∣∣ξ(pi)x ∣∣ for all π ∈ Π and x ∈ So′ ,
(3.) dS1
(
arg
(∑
y∈So′
ξ
(pi)
y
)
, arg(ξ
(pi)
x )
) ≤ 2δ for all π ∈ Π and x ∈ So,o′ .
Proof. The numbers ξx, x ∈ So,o′ can be thought as non zero vectors in the complex plane. Then,
the assumption about the arguments means that they point approximately in the same direction.
The first statement follows as we can compare two elements ξx, ξy always over a third one. The
existence of such an element is guaranteed by (M1∗). The second and the third statement can
easily be seen by a direct calculation (using Lemma 8 for (3.)) or simply by drawing a picture. 
We define the function η1 : [0,∞) → [0,∞) that measures the Euclidean distance of hyperbolic
balls Br = {g ∈ HA | γ(gx,Γx) ≤ r, x ∈ So,o′} to the real axis, by
η1(r) := inf{|gx − Γx| | z ∈ I + i[0, 1], g ∈ HSo,o′ \Br, x ∈ So,o′}.
The formula in the next lemma below describes the inverse function of η1. Moreover we define ε1
by
ε1 := min {ImΓx | z ∈ I + i[0, 1], x ∈ So,o′} .
Lemma 10. The function η1 takes values in [0, ε1) and its inverse function η
−1
1 : [0, ε1)→ [0,∞)
is given by
η−11 (s) =
s2
(ε1 − s)ε1
Proof. The proof is rather direct but involves some background on the geometry of hyperbolic balls
in the upper half plane. For all x ∈ So,o′ , z ∈ I + i[0, 1] and r ≥ 0 there is a unique ξ ∈ H with
|ξ − Γx| = min
ζ∈H,γ(ζ,Γx)=r
|ζ − Γx|, Im ξ = min
ζ∈H,γ(ζ,Γx)=r
Im ζ
and
Re ξ = ReΓx and Im ξ = ImΓx − |ξ − Γx|.
(For details on the proof of these simple facts see for example Section 2.3.4 in [Kel].) Let η2 :
[0,∞)→ (0,∞) be given by
η2(r) = min{Im gx | z ∈ I + i[0, 1], g ∈ Br, x ∈ So,o′}.
By the considerations above and compactness of I + i[0, 1], there are x0, z and g for each r ≥ 0
such that η1(r) = |gx0 − Γx0 | and η2(r) = Im gx0 . We conclude
η1(r) + η2(r) = ε1
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which shows that η1 takes values in [0, ε1) since η2 > 0. Resolving the equation γ(gx0,Γx0) = r
yields, using the definition of γ,
r = γ(gx0,Γx0) =
|gx0 − Γx0 |2
Im gx0 ImΓx0
=
η1(r)
2
ε1η2(r)
=
η1(r)
2
(ε1 − η1(r))ε1 .

Before we prove Proposition 6, let us remark some simple facts about calculating with arguments.
We have the following relation for ξ, ζ ∈ C \ {0}
arg(ξζ) = arg(ξ) + arg(ζ) = arg(ξ)− arg(ζ),
where ζ denotes the complex conjugate and the sum is of course considered in R \ 2πZ. Moreover,
for α, β, γ, δ ∈ S1
dS1(α + β, γ + δ) ≤ dS1(α, γ) + dS1(β, δ).
Finally, let us mention that since αx,y(g) = arg((gx − Γx)(gy − Γy)) we have
dS1(αx,y(g), 0) = dS1 (arg(gx − Γx), arg(gy − Γy)).
Proof of Proposition 6. Let R : [0, λ0)→ [0,∞) with λ0 := ε1δ0/ (1 + δ0) be defined as
R(λ) = η−11 (δ(λ)), with δ(λ) =
(1 + δ0)
δ0
λ.
Take g ∈ HSo,o′ \ BR(λ) and λ ∈ [0, λ0). If there is x ∈ So,o′ such that gx = Γx, then Qx,y = 0
by definition for all y ∈ So,o′ . In this case we are done. Therefore, assume that gx 6= Γx for all
x ∈ So,o′. Moreover, assume dS1(α(pi)x,y, 0) ≤ δ0 for all π ∈ Π and x, y ∈ So′ since otherwise we are
also done. So, our aim is to show dS1(α
(pi)
x,y, 0) > δ0 for some π ∈ Π and all y ∈ So.
We start with two claims. Set τ
(pi)
o′ :=
∑
y∈So′
(g
(pi)
y − Γy).
Claim 1: There is π ∈ Π such that |τ (pi)o′ | ≥ (1+δ0)δ0 λ.
Proof of Claim 1. We assumed that g 6∈ BR(λ), so there is x̂ ∈ So,o′ such that γx̂(g) ≥ R(λ). By
the choice of o′ with respect to (M1∗) there is π such that π(x̂) ∈ So′ . By Lemma 9 (2.), the
definitions of η1 and R above and Lemma 10, we obtain
|τ (pi)o′ | =
∣∣∣ ∑
y∈So′
(g(pi)y − Γy)
∣∣∣ ≥ |gx̂ − Γx̂| ≥ η1(R(λ)) = δ(λ) = (1 + δ0)
δ0
λ.
Claim 2: There is π ∈ Π such that for all x ∈ So,o′
dS1
(
arg(τ
(pi)
o′ − w), arg (g(pi)x − Γx)
) ≤ 3δ0.
Proof of Claim 2. Note that |w/τ (pi)o′ | ≤ δ0/(1 + δ0) by the assumption w ∈ [−λ, λ] and Claim 1.
We put ξ
(pi)
x = g
(pi)
x − Γx and get
dS1
(
arg(τ
(pi)
o′ − w), arg(ξx)
) ≤ dS1(arg(1− w/τ (pi)o′ ), 0)+ dS1(arg (τ (pi)o′ ), arg(ξx)) ≤ 3δ0,
where we used the formulas arg(ξ+ζ) = arg(ξ)+arg(1+ζ/ξ) and dS1(α+β, γ) ≤ dS1(α, 0)+dS1(β, γ)
in the first step and Lemma 8 (applied with ξ = 0 and ζ = w/τ
(pi)
o′ ) and Lemma 9 (3.) in the
second step.
By the definitions g
(pi)
o′ and (♣), we get for π ∈ Π
arg
(
g
(pi)
o′ − Γo′
)
= arg
 −1
z − vper(o′)− w +∑x∈So′ g(pi)x −
−1
z − vper(o′) +∑x∈So′ Γx

= arg
(
g
(pi)
o′ Γo′(τ
(pi)
o′ − w)
)
.
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By definition of δ0 we have that dS1 (argΓo′ , β) ≥ 4δ0 for β ∈ {0, π}. Moreover, since g(pi)o′ ∈ H,
we also have dS1(arg g
(pi)
o′ , β) > 0 for β ∈ {0, π}. Hence, dS1(arg(g(pi)o′ Γo′), 0) > 4δ0. Combining this
with the equation above and Claim 2, we get for the permutation π ∈ Π taken from Claim 2 and
all y ∈ So
dS1
(
α
(pi)
o′,y(g), 0
)
= dS1
(
arg(g
(pi)
o′ Γo′(τ
(pi)
o′ − w)), arg(g(pi)y − Γy)
)
≥ dS1
(
arg(g
(pi)
o′ Γo′), 0
)
− dS1
(
arg(τ
(pi)
o′ − w), arg (gy − Γy)
)
> δ0,
where we used dS(α+ β, γ) ≥ dS(α, 0)− dS(β, γ). The assertion follows by letting c := cos δ0. 
4.7. Proof of the uniform contraction estimate. In this subsection we finally put the pieces
together in order to prove Proposition 3.
Proof of Proposition 3. Let I ⊂ Σ be compact. Let ε0 = ε0(I), δ0 = δ0(I) be as defined in
Subsection 4.5 and 4.6. Moreover, let R : [0, λ0) → [0,∞) and λ0 > 0 be given by Proposition 6.
Choose δ1 ∈ (0, c1), where c1 is defined in Subsection 4.4 and pick δ2 ∈ (0, ε0δ1).
Let λ ∈ [0, λ0), g ∈ HSo,o′ \BR(λ), w ∈ [−λ, λ] and z ∈ I + i[0, 1]. We now consider the three cases
which we already distinguished above:
Case 1: Visγ(g, δ1) 6= So,o′ . The statement follows directly from Proposition 4.
Case 2: Visγ(g, δ1) = So,o′ but Vis
o′
Im(g ◦ π, δ2) 6= So′ for some π ∈ Π. The statement follows by
combining of Proposition 5 and Lemma 5.
Case 3: Visγ(g, δ1) = So,o′ and Vis
o′
Im(g ◦ π, δ2) = So′ for all π ∈ Π. We find π, i, x˜, y˜ which
satisfy the assumptions of Lemma 4 as follows: By Proposition 6 there is π ∈ Π and c < 1 such
that Q
(pi)
x,y cosα
(pi)
x,y ≤ c either for some x, y ∈ So′ or for some x = o′ and all y ∈ So.
In the first case we have y ∈ Viso′Im(g ◦ π, δ2) by assumption. We choose consequently i = o′, x˜ = x
and y˜ = y.
For the second case let u ∈ VisoIm(g ◦ π, δ2). We set i = o, y˜ = u and pick x˜ ∈ So \ {u} arbitrary.
With these choices we see by Lemma 4 that the assumptions of Lemma 5 are satisfied and the
statement follows. 
5. A vector inequality
In this section we prove the crucial inequality from which we deduce Theorem 2.
Let A be a finite set and M : A×A → N0 satisfying (M0) and (M1∗). We denote by Tj the tree
generated by M whose root o(j) carries label j ∈ A and by Vj the vertex set of Tj .
Let the stochastic matrix P = P (z) : A×A → [0,∞) for z ∈ H ∪ Σ be given by
Pj,k :=
∑
x∈S
o(j),o(j)′
,
x carries label k
px, j, k ∈ A,
where px was defined in Section 3 as functions of Γx(z, T ). Therefore, the matrix P depends
continuously on z. In the case of regular trees there is only one label, so the matrix P is then a
number. In this sense, the proposition below can be considered as a higher dimensional analogue
of [FHS2, Theorem 6].
Denote V =
⋃
j∈A Vj . Then, ℓ
2(V ) =
⊕
j∈A ℓ
2(Vj). Let now random variables (v, θ) : V →
(−1, 1)× (−1, 1) satisfying (P1) and (P2) be given. We get random operators Hλ,ω on ℓ2(V ) which
decompose into a direct sum of operators on ℓ2(Vj). For p > 1, z ∈ H and λ ≥ 0 denote
Eγ :=
(
E
(
γ(Γo(j)(z,H
λ),Γo(j)(z, T ))
p
))
j∈A
.
The goal of this section is to prove the following vector inequality. Its proof relies on the two step
expansion estimate, Proposition 2, and the uniform contraction estimate, Proposition 3.
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Proposition 7. (Vector inequality) Let I ⊂ Σ be compact and p > 1. Then there are δ = δ(I, p) >
0, λ0 = λ(I, p) > 0 and C : [0, λ0)→ [0, 1) with limλ→0 C(λ) = 0 such that
Eγ ≤ (1 − δ)PEγ + C(λ)
for all z ∈ I + i[0, 1], λ ∈ [0, λ0) and all (v, θ) satisfying (P1) and (P2).
Proof. Let I ⊂ Σ be compact and p > 1. Denote o = o(j) for j ∈ A. We let z ∈ I + i[0, 1]
and g ∈ HSo,o′ be given by the random variables gωx = (1 + λθωx )ΓSx(z,Hλ,ω), x ∈ So,o′ . By (♣)
and the definition of go′ , we have go′(z, λv
ω
o , g) = Γo′(z,H
λ,ω). Moreover, by (P1) and (P2), the
random variables gx and gy are identically distributed for all vertices x, y that carry the same
label and independent for all x, y ∈ So,o′ . This gives, in particular, E(
∑
x∈So,o′
pxcx(g)γx(g)
p) =
E
(∑
x∈So,o′
pxc
(pi)
x (g)γ
(pi)
x (g)p
)
for all π ∈ Π. We use this to compute
E
(( ∑
x∈So,o′
pxcx(g)γx(g)
)p)
=
1
|Π|E
(∑
pi∈Π
( ∑
x∈So,o′
pxc
(pi)
x (g)γ
(pi)
x (g)
)p)
=
1
|Π|E
(
κ(p)o (z, λv
ω
o′ , g)
∑
pi∈Π
∑
x∈So,o′
pxγ
(pi)
x (g)
p
)
.
In order to apply the uniform contraction estimate, Proposition 3, we split up the expectation
value. Let λ′0 := maxk∈A λo(k)(I) > 0 and R := maxk∈ARo(k) : [0, λ
′
0] → [0,∞) where λo(k) and
Ro(k), k ∈ A, are given by Proposition 3. Hence, limλ→0 R(λ) = 0. For λ ∈ [0, λ′0] let 1R be
the characteristic function of BR(λ) = {g ∈ HSo,o′ | γ(gx,Γx(z, T )) ≤ R(λ) for all x ∈ So,o′} and
1
c
R be the characteristic function of its complement B
c
R(λ) = H
So,o′ \ BR(λ). We proceed using
κ
(p)
o = κ
(p)
o (z, λvωo′ , g) ≤ 1 in the second term
. . . ≤ 1|Π|E
(
κ(p)o
∑
pi∈Π
∑
x∈So,o′
pxγ
(pi)
x (g)
p
1
c
R(g)
)
+
1
|Π|E
(∑
pi∈Π
∑
x∈So,o′
pxγ
(pi)
x (g)
p
1R(g)
)
,
=
1
|Π|E
(
κ(p)o
∑
pi∈Π
∑
x∈So,o′
pxγ
(pi)
x (g)
p
1
c
R(g)
)
+ E
( ∑
x∈So,o′
pxγ
(pi)
x (g)
p
1R(g)
)
,
where we used E
(∑
pi
∑
x∈So,o′
pxγ
(pi)
x (g)p1R(g)
)
= |Π|E
(∑
x∈So,o′
pxγx(g)
p
1R(g)
)
for the second
term, as BR(λ) is π invariant. We now apply the uniform contraction estimate, to the first term
with δ0 := maxk∈A δo(k)(I, p) and δo(k) taken from Proposition 3. For the second term, note that∑
x pxγx(g)
p ≤ maxx γ(gx,Γx(z, T ))p ≤ R(λ)p for g ∈ BR(λ) by Lemma 3. This gives
. . . ≤ (1− δ0) 1|Π|E
(∑
pi∈Π
∑
x∈So,o′
pxγ
(pi)
x (g)
p
1
c
R(g)
)
+R(λ)p
≤ (1− δ0)
∑
x∈So,o′
pxE
(
γx(g)
p
)
+R(λ)p,
where we used the π invariance of Bc
R(λ) and E(γx(g)
p
1
c
R) ≤ E(γx(g)p) in the second step. In
summary, this yields
E
(( ∑
x∈So,o′
pxcx(g)γx(g)
)p)
≤ (1 − δ0)
∑
x∈So,o′
pxE (γx(g)
p) +R(λ)p.(♠)
We want to combine this with the two step expansion estimate, Proposition 2. Let us first observe
the following consequence of Jensen’s inequality
(r + s)p =
( 1
1 + s
(1 + s)r +
s
1 + s
(1 + s)
)p
≤ (1 + s)p−1rp + (1 + s)ps,(♥)
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for r, s ≥ 0. We denote Γλ,ωx = Γx(z,Hλ,ω), ω ∈ Ω, and Γx = Γx(z, T ). For each j ∈ A, we apply
Proposition 2, inequality (♥) and the inequality above to obtain
E
(
γ(Γλo(j),Γo(j))
p
)
≤ E
((
(1 + c(λ))
∑
x∈So,o′
pxcx(g)γx(g) + c(λ)
)p)
≤ (1 + c(λ))2p−1E
(( ∑
x∈So,o′
pxcx(g)γx(g)
)p)
+ (1 + c(λ))p−1c(λ)
Recall that gωx = (1+λθ
ω
x )Γx(z,H
λ,ω), ω ∈ Ω. We now apply Lemma 1 to γx(g) with a = (1+λθωx )
and b = 0 to get with inequality (♥)
γx(g)
p ≤ ((1 + c′0(λ))γ(Γλx,Γx) + c′0(λ))p ≤ (1 + c′0(λ))2p−1γ(Γλx,Γx)p + (1 + c′0(λ))pc′0(λ).
Since Γλx is equal to Γ
λ
o(k) in distribution whenever x carries label k, we get by the definition of P
and the estimate (♠) that
E
(
γ(Γλo(j),Γo(j))
p
)
≤ (1 + c1(λ))(1 − δ0)
∑
k∈A
Pj,kE
(
γo(k)(Γ
λ
o(k))
p
)
+ C(λ).
where (1+c1(λ)) = (1+c(λ))
2p−1(1+c′0(λ))
2p−1 and C(λ) = (1+c(λ))p−1c(λ)+(1+c′0(λ))
p−1c′0(λ)+
R(λ) satisfy c1(λ), C(λ) → 0 since c(λ), c′0(λ), R(λ)→ 0 for λ→ 0 by Proposition 2, Lemma 1 and
Proposition 3. As c1(λ)→ 0 for λ→ 0, there is λ0 > 0 and δ > 0 that satisfy the assertion of the
proposition. Thus, we finished the proof. 
6. Proof of the theorems
Let T be a rooted tree with root o and x0 be an arbitrary vertex. Considering x0 as the new root
of T, we denote the truncated Green functions of a self adjoint operator H with respect to the root
x0 by Γ
(x0)
x (z,H). With this notation we have Γx(z,H) = Γ
(o)
x (z,H).
Lemma 11. Let x0 be a vertex in a rooted tree T with root o and Σ0 ⊂ R be such that H → H,
z 7→ Γx(z,H) = Γ(o)x (z,H) extends to a continuous function H ∪ Σ0 → H. Then H → H, z 7→
Γ
(x0)
x (z,H) extends to a continuous function H ∪Σ0 → H.
Proof. If N is the distance of x0 to the root o, then we have for all vertices x of distance N + 1
from x0 that Γ
(x0)
x (z,H) = Γx(z,H). Hence, they have continuous extensions from H ∪ Σ0 to H.
Suppose we have shown the statement for all vertices of distance n ≤ N from x0. Let x be a vertex
with distance n− 1 from x0. If Γ(x0)x (E + iη,H) converges neither to 0 nor to ∞ as η → 0, then
continuity follows from (♣). Taking the modulus in (♣) gives
1
|Γ(x0)x (z,H)|
≥
∑
y
|t(x, y)|2 ImΓ(x0)y (z,H)
where the sum is over all forward neighbors of x with respect to x0. Since ImΓ
(x0)
y (z,H) are
assumed to stay positive in the limit η → 0, it follows that Γ(x0)x stays bounded. On the other
hand, taking imaginary parts in (♣) and multiplying by |Γ(x0)x (z,H)|2 yields
ImΓ(x0)x (z,H) ≥
∑
y
|t(x, y)|2 ImΓ(x0)y (z,H)|Γ(x0)x (z,H)|2,
If ImΓ
(x0)
x (z,H) is zero, then |Γ(x0)x (z,H)| must be zero as ImΓ(x0)y (z,H) > 0 by assumption.
However, this is impossible as (♣) then yields that at least one of the Γ(x0)y (z,H) tends to ∞ as
η → 0. 
Before we come to the proof of Theorem 1, we deduce from the vector inequality that all moments
of the γ-distances of the Green functions are bounded.
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Proposition 8. Let T be a rooted tree such that the forward trees of all vertices from a certain
sphere on are generated by substitution matrices that satisfy (M0), (M1∗) and (M2). For all I ⊂
Σ compact and p > 1, there is λ0 = λ0(I, p) > 0 and Cx : [0, λ0) → [0,∞) for x ∈ V with
limλ→0 C(λ) = 0 such that
sup
z∈I+i(0,1]
E
(
γ(Gx(z,H
λ), Gx(z, T ))
p
) ≤ C(λ)
for all λ ∈ [0, λ0) and all (v, θ) satisfying (P1) and (P2).
Proof. Let N be the sphere from which on all forward trees are generated by substitution matrices
satisfying (M0), (M1∗) and (M2). Let Tx be such a forward tree generated by a substitution
matrix M over a label set A. Let P be the stochastic matrix defined before the vector inequality
Proposition 7. By (M1∗) the entries of P are positive whenever the entries of M are. Therefore,
by (M2) the matrix P is irreducible and by the Perron Frobenius theorem there is a positive left
eigenvector u ∈ RA, such that P⊤u = u. Hence, letting I ⊂ Σ be compact and p > 1, we obtain
by the vector inequality, Proposition 7,
〈u,Eγ〉 ≤ (1 − δ)〈u, PEγ〉+ C(λ) = (1− δ)〈u,Eγ〉+ C(λ)
for all λ ∈ [0, λ0) and all z ∈ I + i[0, 1] and 〈·, ·〉 denotes the standard scalar product in RA. This
implies E(γp
o(j)) ≤ C(λ)/(ujδ), j ∈ A′ and uj is uniformly bounded away from zero since I + i[0, 1]
is compact. Thus, for all vertices x that have distance larger or equal to N from the root, it follows
E(γ(Γx(z,H
λ)Γx(z, T ))
p) ≤ C0(λ)(♦)
with limλ→0 C0(λ) = 0 which can be chosen independently of x.
Let x0 be an arbitrary vertex in the tree T with distance N0 from the root. We reorder the tree
T with respect to x0 as a root. We figure that the forward trees of all vertex in the (N + N0)
sphere SN+N0(x0) of x0 are generated by substitution matrices satisfying (M0), (M1
∗), (M2) as
Tx above. By (♣) we can expand Gx(z,Hλ,ω) and Gx(z, T ) in terms of its forward neighbors in
T and note that after (N + N0) steps the Green functions of all forward neighbors are such that
they satisfy (♦). Applying the one step expansion estimate, Lemma 2, and the linear perturbation
estimate, Lemma 1, (N +N0) times, we obtain, by estimating all terms ImΓ
(x0)
xi /
∑
ImΓ
(x0)
y ≤ 1
and
∑
y∈Sxi
qyQx,y cosαx,y ≤ 1 ,
γ(Gx0(z,H
λ,ω), Gx0(z, T )) ≤ (1 + c(λ))
∑
x∈SN+N0(x0)
γ(Γx(z,H
λ,ω),Γx(z, T )) + c(λ).
Here, c(λ) is a finite sum of products of the c0(λ, h) from the linear perturbation estimate,
Lemma 1, which can be chosen independently of z by Lemma 11 above and, furthermore, such
that limλ→0 c(λ) = 0. Combining this with (♥), we get
E(γ(Gx0(z,H
λ), Gx0(z, T ))
p) ≤ c′(λ)
∑
x∈SN+N0(x0)
E(γ(Γx(z,H
λ),Γx(z, T ))
p) + c′′(λ),
with c′(λ) = 2|SN+N0(x0)|(1 + c(λ))2p−1 and c′′(λ) = (1 + c(λ))p−1c(λ). By (♦) the statement
follows. 
Proof of Theorem 2. Put gωx = Gx(z,H
λ,ω), hx = Gx(z, T ) and let I ⊂ Σ be compact. By the
Cauchy-Schwarz inequality and Proposition 8 we get
E (|gx − hx|p)2 ≤ E (γ(gx, hx)p)E ((Im gx Imhx)p) ≤ C(λ)E (|gx|p) |hx|p
for all λ ∈ [0, λ0). We now take the supremum over all z ∈ I + i[0, 1]. Thus, it remains to check
that supz∈I+i[0,1] E (|gx|p) |hx|p < ∞. Firstly, by Proposition 3 of [KLW], the Green functions Gx
are uniformly bounded, whenever the truncated Green functions Γx are. Therefore, we conclude
supz∈I+i[0,1] |hx| <∞. Secondly, we employ the inequality
|ξ| ≤ 4γ(ξ, ζ) Im ζ + 2|ζ|, ξ, ζ ∈ H,
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from [FHS2]. (This inequality is obvious for |ξ| ≤ 2|ζ| and follows from |ξ| Im ξ ≤ |ξ|2 ≤ 2|ξ− ζ|2+
2|ζ|2 ≤ 4|ξ − ζ|2 for |ξ| ≥ 2|ζ|.) This inequality applied with ξ = gx and ζ = hx combined with
Proposition 8 and Jensen’s inequality gives
sup
z∈I+i(0,1]
E (|gx|p) <∞.
This finishes the proof of the first statement of Theorem 2.
For the second statement, we write z = E + iη and denote by Leb(I) the Lebesgue measure of I.
The previous inequality also implies by Fatou’s lemma and Fubini’s theorem that
E
(
lim inf
η→0
∫
I
|gx|pdE
)
≤ lim inf
η→0
∫
I
E (|gx|p) dE ≤ sup
z∈I+i[0,1)
E (|gx|p) Leb(I) <∞.
for all λ ∈ [0, λ0). Hence, we have
lim inf
η↓0
∫
I
|gωx |pdE <∞.
almost surely. This yields the absence of singular spectrum by a theorem of Klein [Kl1, Theo-
rem 4.1]. Moreover, ImGx(E + iη,H
λ,ω) can only tend to zero as η → 0 on subsets of I × Ω of
(Leb ⊗ P)-measure zero. Otherwise, this would lead to a contradiction to Proposition 8. Hence,
we conclude I ⊆ σ(Hλ,ω) almost surely. 
Proof of Theorem 1. By Proposition 1 the set Σ consists of finitely many intervals and closΣ =
σ(T ). Hence, there is a finite set Σ0 such that Σ = σ(T ) \ Σ0. Therefore, the statement follows
from Theorem 2. 
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