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Abstract
Let n = n1n2 · · · nk where k > 1 and n1, . . . , nk are integers > 1. For 1  i  k, let
pi =
∏i−1
j=1 nj and qi =
∏k
j=i+1 nj , and suppose that Ui ∈ Cni×ni is a nontrivial involution;
i.e., Ui = U−1i /= ±Ini . Let Ri = Ipi ⊗ Ui ⊗ Iqi , 1  i  k, and denote R = (R1, . . . , Rk).
If µ ∈ {0, 1, . . . , 2k − 1}, let µ = ∑ki=1 iµ2i−1 be its binary expansion. We say that A ∈
C
n×n is (R, µ)-symmetric if RiARi = (−1)iµA, 1  i  k; thus, we are considering matri-
ces with k levels of block structure and an involutory symmetry or skew symmetry at each
level. We characterize the class of all (R, µ)-symmetric matrices and study their properties.
The theory divides into two parts corresponding to µ = 0 and µ /= 0. Problems involving an
(R, 0)-symmetric matrix split into the corresponding problems for 2k − 1 matrices with orders
summing to n, while problems involving an (R, µ)-symmetric matrix with µ /= 0 split into the
corresponding problems for 2k−1 − 1 matrices with orders summing to n. The latter is also
true of A = B + C where B is (R, 0)-symmetric and C is (R, µ)-symmetric with µ /= 0.
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1. Introduction
A matrix A ∈ Cn×n is centrosymmetric if
an−i+1,n−j+1 = ai,j , 1  i, j  n, (1)
or centroskew if
an−i+1,n−j+1 = −ai,j , 1  i, j  n. (2)
It is known (see, e.g., [2,3,5,6,9,13]) that if A is centrosymmetric then problems
involving A split into corresponding problems involving matrices of orders n/2
and n/2.
If J is the flip matrix with ones on the secondary diagonal and zeros elsewhere,
then A satisfies (1) if and only if JAJ = A, or (2) if and only if JAJ = −A. Andrew
[1] called a vector z symmetric (skew-symmetric) if Jz = z (J z = −z). He proved
that every eigenspace of a centrosymmetric matrix has a basis consisting of sym-
metric and skew-symmetric matrices, and that any diagonalizable matrix with this
property is centrosymmetric.
Recent papers [4,7,8,10] deal with matrices A that satisfy RAR = A or RAR =
−A where R = R−1 = R∗ /= ±I . (We note in particular that Pressman [8] studied
matrices with more than one kind of symmety with respect to such involutions.)
In [11] we assumed that R = R−1 /= ±I , defined a matrix A to be R-symmetric
(R-skew-symmetric) if RAR = A (RAR = −A), characterized all such matrices,
and studied their properties. Here we extend these results to multilevel matrices,
which are square matrices that are partitioned into blocks that may be partitioned
into smaller blocks, and possibly so on. To be specific, suppose k > 1 and let n =
n1n2 · · · nk , where n1, n2, . . . , nk are integers > 1. Define
pi =
i−1∏
j=1
nj and qi =
k∏
j=i+1
nj , 1  i  k,
where the usual convention for the product notation dictates that p1 = qk = 1. Fol-
lowing Tyrtyshnikov [12], we say that A ∈ Cn×n is a k-level matrix of level orders
n1, n2, . . . , nk if A is partitioned as follows:
A = [ai1,j1]n1i1,j1=1 , ai1,j1 ∈ Cq1×q1 ,
ai1,j1 =
[
ai1,j1:i2,j2
]n2
i2,j2=1 , ai1,j1:i2,j2 ∈ C
q2×q2 ,
...
ai1,j1:···:ik−1,jk−1 =
[
ai1,j1:···:ik−1,jk−1:ik,jk
]nk
ik,jk=1 ,
ai1,j1:···:ik−1,jk−1:ik,jk ∈ Cqk×qk = C.
W.F. Trench / Linear Algebra and its Applications 403 (2005) 53–74 55
To motivate the problem considered in this paper, assume for the moment that
k = 2. Then A is a block centrosymmetric matrix with centrosymmetric blocks if
ai1,j1 = an1−i1+1,n1−j1+1, 1  i1, j1  n1, (3)
and
ai1,j1:i2,j2 = ai1,j1:n2−i2+1,n2−j2+1, 1  i1, j1  n1, 1  i2, j2  n2.
(4)
We can write (3) and (4) as(
Jn1 ⊗ In2
)
A
(
Jn1 ⊗ In2
) = A and (In1 ⊗ Jn2)A(In1 ⊗ Jn2) = A,
respectively. We generalize this idea as follows.
For 1  i  k, suppose Ui ∈ Cni×ni and Ui = U−1i /= ±Ini . Define
Ri = Ipi ⊗ Ui ⊗ Iqi , 1  i  k, (5)
and denote R = (R1, R2, . . . , Rk). We say that R is unitary if and only if Ri = R∗i ,
1  i  k. From (5), this is equivalent to Ui = U∗i , 1  i  k.
If µ ∈ {0, 1, . . . , 2k − 1}, let µ = ∑ki=1 iµ2i−1 be its binary expansion. We say
that A ∈ Cn×n is (R, µ)-symmetric if
RiARi = (−1)iµA, 1  i  k. (6)
Since multiplication of A by Ri on either side operates on the ith level blocks of A
without affecting entries within these blocks, we say that (6) indicates an ith level
involutory symmetry (skew-symmetry) if iµ = 0 (iµ = 1).
In Section 2 we develop machinery required to analyze the theory of (R, µ)-
symmetric matrices. Section 3 presents a preliminary characterization of all such
matrices, and some properties common to all. However, the theory of (R, µ)-sym-
metric matrices with µ /= 0 differs from the theory of (R, 0)-symmetric matrices.
Section 4 deals with the latter. There we present a more specific characterization
of (R, 0)-symmetric matrices that allows us to split problems involving (R, 0)-sym-
metric matrices into the corresponding problems for 2k − 1 matrices with orders
that sum to n. Among the main results of that section is an extension of Andrew’s
theorem, mentioned above. In Section 5 we present a more specific characterization
of (R, µ)-symmetric matrices with µ /= 0 that allows us to split problems involving
them into the corresponding problems involving 2k−1 − 1 matrices with orders that
sum to n. In Section 6 we obtain similar results for matrices of the form A = B + C
where B is (R, 0)-symmetric and C is (R, µ)-symmetric with µ /= 0.
Although we maintain a high level of generality throughout the paper, more con-
crete interpretations of our results can be obtained by considering the case where
R = (Jn1 , Jn2 , . . . , Jnk ); (7)
thus, if 1  r  k, then replacing ir and jr by nr − ir + 1 and nr − jr + 1 either
leaves ai1,j1:i2,j2:···:ik,jk unchanged for all (i, j) with  /= r , or changes its sign for
all (i, j) with  /= r . In the first case, we say that A is centrosymmetic at level r; in
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the second case, we say that A is skew-centrosymmetric at level r . We believe that
our results are new even in this special case.
Example 1. If
ai1,j1:···:ik,jk = t|i1−j1|:···:|ik−jk |, 1  ip, jp  np, 1  p  k,
then A is a multilevel Toeplitz matrix that is centrosymmetric at every level or, in the
terminology introduce earlier, (R, 0)-symmetric with R as in (7).
2. Preliminary results
We begin with the following lemma.
Lemma 1. Let n = n1 · · · nk where k, n1, . . . , nk > 1. For 1  i  k, let ti0 and ti1
be integers such that 1  ti0, ti1 < ni and ti0 + ti1 = ni. If s ∈ {0, 1, . . . , 2k − 1}
and s = ∑ki=1 is2i−1 is its binary expansion, let
ds =
k∏
i=1
ti,is . (8)
Then
2k−1∑
s=0
ds = n1n2 · · · nk = n. (9)
Proof. Let
d
(q)
s =
q∏
i=1
ti,is , 1  q  k.
We will show by finite induction on q that
2q−1∑
s=0
d
(q)
s =
q∏
i=1
ni (10)
for 1  q  k. Since t10 + t11 = n1, this is true for q = 1. Now suppose that 1 
q < k and (10) holds. Then
2q+1−1∑
s=0
d
(q+1)
s =
2q+1−1∑
s=0
tq+1,q+1,s d
(q)
s
=
2q−1∑
s=0
tq+1,q+1,s d
(q)
s +
2q+1−1∑
s=2q
tq+1,q+1,s d
(q)
s
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= tq+1,0
2q−1∑
s=0
d
(q)
s + tq+1,1
2q+1−1∑
s=2q
d
(q)
s
= (tq+1,0 + tq+1,1)
2q−1∑
s=0
d
(q)
s , (11)
since
q+1,s =
{
0, 0  s  2q − 1,
1, 2q  s  2q+1 − 1,
and
i,s+2q = is if i  q and 0  s  2q − 1.
Since tq+1,0 + tq+1,1 = nq+1, (10) and (11) imply that
2q+1−1∑
s=0
d
(q+1)
s =
q+1∏
i=1
ni,
which completes the finite induction. Setting q = k in (10) yields (9). 
Now let
Ei =
{
x ∈ Cni ∣∣Uix = (−1)x},  = 0, 1, 1  i  k.
Let ti = dim(Ei); thus, 1  ti0, ti1 < ni and ti0 + ti1 = ni . Let Pi be an ni × ti
matrix with columns that form an orthonormal basis for Ei; thus,
P ∗iPi = Iti ,  = 0, 1. (12)
Define
P̂i =
P ∗i (Ini + (−1)Ui)
2
∈ Cti×ni .
We need the following lemma. For the proof, see [11, Section 2].
Lemma 2. The columns of Pi can be obtained by applying the Gram–Schmidt
procedure to the columns of Ini + (−1)Ui. Moreover,
UiPi = (−1)Pi, P̂iUi = (−1)P̂i, (13)
P̂i0Pi0 = Iti0 , P̂i0Pi1 = 0, P̂i1Pi0 = 0, and P̂i1Pi1 = Iti1 . (14)
Finally,
P̂i0 = P ∗i0 and P̂i1 = P ∗i1 if and only if U∗i = Ui. (15)
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For example, it is well known that if Ui = J2m, we can take
Pi0 = 1√
2
[
Im
Jm
]
and Pi1 = 1√
2
[
Im
−Jm
]
,
while if Ui = J2m+1, we can take
Pi0 = 1√
2
 Im 0m×101×m √2
Jm 0m×1
 and Pi1 = 1√
2
 Im01×m
−Jm
 .
Thus, if (7) holds, then
ti0 = ni/2 and ti1 = ni/2, 1  i  k.
For 0  s  2k − 1, let
Qs = P1,1s ⊗ P2,2s ⊗ · · · ⊗ Pk,ks ∈ Cn×ds , (16)
Q̂s = P̂1,1s ⊗ P̂2,2s ⊗ · · · ⊗ P̂k,ks ∈ Cds×n (17)
(see (8)), and
Q = [Q0 Q1 · · · Q2k−1] . (18)
From (9), Q ∈ Cn×n. Moreover, since
Q̂rQs = (P̂1,1r P1,1s ) ⊗ (P̂2,2r P2,2s ) ⊗ · · · ⊗ (P̂k,kr Pk,ks ),
(14) implies that
Q̂rQs = δrsIds , 0  r, s  2k − 1. (19)
Hence,
Q−1 =

Q̂0
Q̂1
...
Q̂2k−1
 , (20)
so
rank(Qs) = ds, 0  s  2k − 1. (21)
Lemma 3. The following statements are equivalent: (i) Q̂s = Q∗s , 0  s  2k − 1.
(ii) Q−1 = Q∗. (iii) R is unitary.
Proof. Eq. (20) implies that (i) and (ii) are equivalent, while (5), (15), (16), and (17)
imply that (i) and (iii) are equivalent. 
It is to be understood henceforth that
x =

x1
x2
...
xn
 and y =

y1
y2
...
yn
 ,
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with xs , ys ∈ Cds , 0  s  2k − 1. We will write z, w ∈ Cn as
z = Qx =
2k−1∑
s=0
Qsxs and w = Qy =
2k−1∑
s=0
Qsys.
From (20),
xs = Q̂sz and ys = Q̂sw, 0  s  2k − 1.
Lemma 4. Suppose that
{
x
(1)
s , . . . , x
(ds)
s
}
is a basis for Cds×ds , 0  s  2k − 1.
Then
2k−1⋃
s=0
{
Qsx
(1)
s , . . . ,Qsx
(ds)
s
} (22)
is a basis for Cn×n. Moreover, if R is unitary then (22) is an orthonormal basis for
Cn×n if and only if {x(1)s , . . . , x(ds)s } is an orthonormal basis for Cds×ds , 0  s 
2k − 1.
Proof. From (9), for the first assertion it suffices to show that (22) is linearly inde-
pendent. If
2k−1∑
s=0
ds∑
=1
a,sQsx
()
s = 0,
then multiplying on the left by Q̂r and invoking (19) shows that
dr∑
=1
a,rx
()
r = 0, 0  r  2k − 1.
Hence, since
{
x
(1)
s , . . . , x
(ds)
s
}
is linearly independent,
a,r = 0, 1    dr , 0  r  2k − 1,
so (22) is linearly independent.
From Lemma 3, if R is unitary then
(Qrxr)
∗(Qsxs) = x∗r Q∗rQsxs = 0, r /= s,
and
‖Qsxs‖2 = x∗s Q∗sQsxs = ‖xs‖2, 0  s  2k − 1.
This implies the second assertion. 
From (5), (13), (16), and (17),
RiQs = (−1)isQs, and Q̂sRi = (−1)is Q̂s, 0  s  2k − 1. (23)
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Let
Ts =
{
z ∈ Cn ∣∣Riz = (−1)is z, 1  i  k}, (24)
and
S =T0 ∪T1 ∪ · · · ∪T2k−1. (25)
We say that z is (R, s)-symmetric if z ∈Ts . If k = 1, so that R = (R1), then z is
(R, 0)-symmetric ((R, 1)-symmetric) if and only if z is R1-symmetric (R1-skew-
symmetric) as defined in [11].
Lemma 5. For 0  s  2k − 1,Ts is the column space of Qs and dim(Ts) = ds.
Proof. Let Cs denote the column space of Qs . Then (23) implies that Cs ⊂Ts , so
we have only to show thatTs ⊂ Cs . If z = ∑2k−1r=0 Qrxr , then (23) with r replaced
by s implies that
Riz =
2k−1∑
r=0
(−1)irQrxr , 1  i  k.
Hence, if z ∈Ts then
2k−1∑
r=0
(
(−1)ir − (−1)is )Qrxr = 0, 1  i  k. (26)
Since Q is invertible,
Cn×n = C0 ⊕ C1 ⊕ · · · ⊕ C2k−1.
Hence, (26) implies that(
(−1)ir − (−1)is )Qrxr = 0, 1  i  k, 0  r  2k − 1.
If r /= s then ir /= is for some i ∈ {1, 2, . . . , k}. Hence, Qrxr = 0 if r /= s, so
z = Qsxs ∈ Cs . ThereforeTs = Cs , so dim(Ts) = ds , from (21). 
It is straightforward to verify the following lemma.
Lemma 6. If 0  s, µ  2k − 1, let
r(s, µ) =
k∑
i=1
(iµ+̂is)2i−1, (27)
where +̂ denotes addition modulo 2. Then:
(i) r(r(s, µ), µ) = s, 0  s  2k − 1.
(ii) r(s, 0) = s, 0  s  2k − 1.
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(iii) If µ /= 0 there are unique smallest integers s0(µ), s1(µ), . . . , s2k−1−1(µ) such
that
0 = s0(µ) < s1(µ) < · · · < s2k−1−1(µ)
and
2k−1−1⋃
=0
{s(µ), r(s(µ), µ)} = {0, 1, . . . , 2k − 1}. (28)
For 0  µ  2k − 1, let
Vµ =
[
Qr(0,µ) Qr(1,µ) · · · Qr(2k−1,µ)
]
. (29)
From (19),
V̂ −1µ =

Q̂r(0,µ)
Q̂r(1,µ)
...
Q̂r(2k−1,µ)
 .
From Lemma 3, Vµ is unitary if and only if R is unitary.
Example 2. Let k = 3 and µ = 2. Then
r(0, 2) = 2, r(1, 2) = 3, r(2, 2) = 0, r(3, 2) = 1,
r(4, 2) = 6, r(5, 2) = 7, r(6, 2) = 4, r(7, 2) = 5,
so (28) becomes
{0, 2} ∪ {1, 3} ∪ {4, 6} ∪ {5, 7} = {0, 1, 2, 3, 4, 5, 6, 7}
and
V2 =
[
Q2 Q3 Q0 Q1 Q6 Q7 Q4 Q5
]
.
3. General (R, µ)-symmetry
Theorem 1. A is (R, µ)-symmetric if and only if
A = Vµ
2k−1⊕
s=0
As
Q−1, (30)
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with
As ∈ Cdr(s,µ)×ds , 0  s  2k − 1. (31)
If (30) holds, then
As = Q∗r(s,µ)AQs, 0  s  2k − 1. (32)
Proof. If A is of the form (30), then (20) and (29) imply that
A =
2k−1∑
s=0
Qr(s,µ)AsQ̂s . (33)
Therefore,
RiARi =
2k−1∑
s=0
RiQr(s,µ)AsQ̂sRi
=
2k−1∑
s=0
(−1)i,r(s,µ)+isQr(s,µ)AsQ̂s (from (23))
= (−1)iµ
2k−1∑
s=0
Qr(s,µ)AsQ̂s = (−1)iµA, 1  i  k,
from (27) and (33). Hence, A is (R, µ)-symmetric.
For the converse, A ∈ Cn×n can be written as
A = Q
(
[Brs]2k−1r,s=0
)
Q−1, (34)
where
Brs ∈ Cdr×ds , 0  r, s  2k − 1.
From (18), (20), and (23),
RiQ =
[
(−1)i0Q0 (−1)i1Q1 · · · (−1)i,2k−1Q2k−1
]
and
Q−1Ri =

(−1)i0Q̂0
(−1)i1Q̂1
...
(−1)i,2k−1Q̂2k−1
 .
Therefore, from (34),
RiARi = Q
([
(−1)ir+isBrs
]2k−1
r,s=0
)
Q−1,
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so if A is (R, µ)-symmetric then (6) implies that
(−1)ir+isBrs = (−1)iµBrs, 0  r, s  2k − 1, 1  i  k.
Hence, Brs = 0 unless
ir = iµ+̂is, 1  i  k;
i.e., unless r = r(s, µ). (See (27). Hence, from (18), (20), and (34),
A =
2k−1∑
s=0
Qr(s,µ)Br(s,µ),sQ̂s,
which is equivalent to (30) with
As = Br(s,µ),s , 0  s  2k − 1. (35)
To verify (32), we note from (30) that
AQ = Vµ
2k−1⊕
s=0
As
 ,
so, from (18) and (29),
AQs = Qr(s,µ)As, 0  s  2k − 1. (36)
However, from (12) and (16), Q∗r(s,µ)Qr(s,µ) = Idr(s,µ) , so (36) implies (32). 
Corollary 1. Every A ∈ Cn×n can be written uniquely as
A =
2k−1∑
µ=0
A(µ),
where A(µ) is (R, µ)-symmetric, 0  µ  2k − 1. Specifically, if A is as in (34),
then A(µ) is given uniquely by
A(µ) = Q
([
B(µ)rs
]2k−1
r,s=0
)
Q−1,
where
B(µ)rs =
{
0 if r /= r(s, µ),
Br(s,µ),s if r = r(s, µ), 0  s  2
k − 1.
Example 3. If k = 2 then {r(s, u)}0s,µ3 are as in the following table.
s r(s, 0) r(s, 1) r(s, 2) r(s, 3)
0 0 1 2 3
1 1 0 3 2
2 2 3 0 1
3 3 2 1 0
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Hence,
A(0) = Q

B00 0 0 0
0 B11 0 0
0 0 B22 0
0 0 0 B33
 Q̂,
A(1) = Q

0 B01 0 0
B10 0 0 0
0 0 0 B23
0 0 B32 0
 Q̂ = V1

B10 0 0 0
0 B01 0 0
0 0 B32 0
0 0 0 B23
 Q̂,
A(2) = Q

0 0 B02 0
0 0 0 B13
B20 0 0 0
0 B31 0 0
 Q̂ = V2

B20 0 0 0
0 B31 0 0
0 0 B02 0
0 0 0 B13
 Q̂,
and
A(3) = Q

0 0 0 B03
0 0 B12 0
0 B21 0 0
B03 0 0 0
 Q̂ = V3

B30 0 0 0
0 B21 0 0
0 0 B12 0
0 0 0 B03
 Q̂,
with
V1 =
[
Q1 Q0 Q3 Q2
]
, V2 =
[
Q2 Q3 Q0 Q1
]
,
and
V3 =
[
Q3 Q2 Q1 Q0
]
.
Henceforth it is to be understood that, for a fixed µ under discussion, {A0, A1,
. . . , A2k−1} are as in (32), where we have suppressed the dependence of As on µ for
simplicity of notation.
Corollary 2. If R is unitary then A in (30) is Hermitian if and only if
Ar(s,µ) = A∗s , 0  s  2k − 1.
Proof. If R is unitary then (34) becomes
A = Q
(
[Brs]2k−1r,s=0
)
Q∗,
so A is Hermitian if and only if Bsr = B∗rs , 0  r, s  2k − 1, or, since Brs = 0
if r /= r(s, µ), A is Hermitian if and only if Bs,r(s,µ) = B∗r(s,µ),s , 0  s  2k − 1.
However, from Lemma 6(i) and (35),
As = Br(s,µ),s and Ar(s,µ) = Bs,r(s,µ), 0  s  2k − 1,
which now implies the conclusion. 
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Lemma 7. If G = UFV ∗ with U and V unitary, then G† = VF †U∗.
Proof. It is straightforward to verify that UFV ∗ and VF †U∗ satisfy the Moore–
Penrose conditions. 
Theorem 1 and Lemmas 3 and 7 imply the following theorem.
Theorem 2. If A is (R, µ)-symmetric then
rank(A) =
2k−1∑
s=0
rank(As),
so A is invertible if and only if dr(s,µ) = ds and As is invertible, 0  s  2k − 1. In
this case,
A−1 = Q
2k−1⊕
s=0
A−1s
V −1µ .
In any case, if (R, µ) is unitary then
A† = Q
2k−1⊕
s=0
A†s
V ∗µ.
Theorem 1 and Lemmas 3 and 4 imply the following theorem.
Theorem 3. Suppose that R is unitary. If A is (R, µ) symmetric and As = ss∗s
is a singular value decomposition of As, 0  s  2k − 1, then
A = 
2k−1⊕
s=0
s
∗
with
 = [Qr(0,µ)0 Qr(1,µ)1 · · · Qr(2k−1,µ)2k−1]
and
 = [Q00 Q11 · · · Q2k−12k−1]
is a singular value decomposition of A. Thus, each singular value of As is a singular
value of A associated with an (R, r(s, µ))-symmetric left singular vector and an
(R, s)-symmetric right singular vector, 0  s  2k − 1.
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4. (R, 0)-symmetric matrices
Since r(s, 0) = s, 0  s  2k − 1, setting µ = 0 in Theorem 1 yields the follow-
ing theorem.
Theorem 4. A is (R, 0)-symmetric if and only if
A = Q
2k−1⊕
s=0
As
Q−1, (37)
with
As = Q∗sAQs ∈ Cds×ds , 0  s  2k − 1.
This implies the following theorem.
Theorem 5. Suppose A is (R, 0)-symmetric. Let w = Qy = ∑2k−1s=0 Qsys (thus,
ys = Q̂sw). Then the system Az = w has a solution if and only if the systems
Asxs = ys, 0  s  2k − 1,
all have solutions. In this case, z = Qx = ∑2k−1s=0 Qsxs.
Henceforth, if λ is an eigenvalue of A, let EA(λ) denote the λ-eigenspace of A. Then
Lemma 4 and Theorem 5 with w = λz imply the following theorem.
Theorem 6. If A is (R, 0)-symmetric then λ is an eigenvalue of A if and only if λ
is an eigenvalue of one or more of the matrices A0, A1, . . . , A2k−1. Assuming this to
be true, let
SA(λ) =
{
s ∈ {0, 1, . . . , 2k − 1} ∣∣ }λ is an eigenvalue of As.
If s ∈ SA(λ) and
{
x
(1)
s , x
(2)
s , . . . , x
(ms)
s
}
is a basis for EAs (λ), then{
Qsx
(1)
s ,Qsx
(2)
s , . . . ,Qsx
(ms)
s
} ⊂ EA(λ) ∩Ts .
Moreover,⋃
s∈SA(λ)
{
Qsx
(1)
s ,Qsx
(2)
s , . . . ,Qsx
(ms)
s
}
is a basis for EA(λ); thus, EA(λ) has a basis in S. (Recall (25).) Finally, A is
diagonalizable if and only if A0, A1, . . . , A2k−1 are all diagonalizable. In this case,
A has ds linearly independent (R, s)-symmetric eigenvectors, 0  s  2k − 1.
The next theorem is a generalization of [1, Theorem 2].
Theorem 7. (i) If A is (R, 0)-symmetric and λ is an eigenvalue of A, then EA(λ)
has a basis inS.
(ii) If A has n linearly independent eigenvectors inS then A is (R, 0)-symmetric.
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Proof. (i) Theorem 6.
(ii) Let λ1, . . . , λn be the eigenvalues of A with associated linearly independent
eigenvectors z1, . . . , zn in S. It suffices to show that RiARizj = Azj , 1  i  k,
1  j  n. This is true, since if zj ∈Ts is a λ-eigenvector of A, then
RiARizj = (−1)isRiAzj = (−1)is λRizj = (−1)is+is λzj = Azj . 
Theorem 8. Suppose A is (R, 0)-symmetric and normal, and has n distinct eigen-
values. Then R is unitary.
Proof. From Lemma 4 and the last sentence of Theorem 6, A has an orthonormal
set of eigenvectors of the form (22). It follows thatTr ⊥Ts if r /= s, so Q∗rQs = 0
if r /= s, by Lemma 5. Since (12) and (16) imply that Q∗sQs = Ids , we conclude that
Q∗ = Q−1, so R is unitary, by Lemma 3. 
Lemmas 3 and 4 and Theorem 6 imply the following theorem.
Theorem 9. If A is (R, 0)-symmetric and R is unitary, then A is normal if and
only if As is normal, 0  s  2k − 1. In this case, if As = sDs∗s is a spectral
representation of As, 0  s  2k − 1, then
A = 
2k−1⊕
s=0
Ds
∗
with
 = [Q00 Q11 · · · Q2k−12k−1]
is a spectral representation of A.
5. (R, µ)-symmetric matrices, µ /= 0
Throughout the rest of this paper µ ∈ {1, 2, . . . , 2k − 1} is fixed. We simplify the
notation for the integers introduced in Lemma 6(iii) by writing
s = s(µ) and r = r(s(µ), µ), 0    2k−1 − 1;
thus, from (28);
2k−1−1⋃
=0
{s, r} = {0, 1, . . . , 2k − 1}. (38)
However, in interpreting our results, is imperative to recall that r and s depend
on both µ and . We will also suppress the dependence on µ in some of our other
notation.
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For clarity, we recall from (31) and Lemma 6(i) that
As ∈ Cdr×ds and Ar ∈ Cds×dr , 0    2k−1 − 1.
Theorem 10. Suppose µ /= 0 and A is (R, µ)-symmetric. Let
 =
[
0 Ar
As 0
]
∈ C(dr+ds )×(dr+ds ), 0    2k−1 − 1,
and
W =
[
Qs0 Qr0 Qs1 Qr1 · · · Qs2k−1−1 Qr2k−1−1
]
. (39)
Then
A = W
2k−1−1⊕
=0

W−1. (40)
Proof. From (30),
A =
2k−1∑
s=0
Qr(s,µ)AsQ̂s
=
2k−1−1∑
=0
(
QrAsQ̂s + QsArQ̂r
)
from (38)
=
2k−1−1∑
=0
[
Qs Qr
] [ 0 Ar
As 0
][
Q̂s
Q̂r
]
,
which is equivalent to (40), since
W−1 =

Q̂s0
Q̂r0
Q̂s1
Q̂r1
...
Q̂s2k−1−1
Q̂r2k−1−1

,
from (19) and (39). 
Example 4. Let k = 2 and refer to Example 3 and (30). If µ = 1 then {s0, r0} =
{0, 1}, {s1, r1} = {2, 3}, and
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A = [Q1 Q0 Q3 Q2]

A0 0 0 0
0 A1 0 0
0 0 A2 0
0 0 0 A3


Q̂0
Q̂1
Q̂2
Q̂3

= [Q0 Q1 Q2 Q3]

0 A1 0 0
A0 0 0 0
0 0 0 A3
0 0 A2 0


Q̂0
Q̂1
Q̂2
Q̂3
 .
If µ = 2 then {s0, r0} = {0, 2}, {s1, r1} = {1, 3}, and
A = [Q2 Q3 Q0 Q1]

A0 0 0 0
0 A1 0 0
0 0 A2 0
0 0 0 A3


Q̂0
Q̂1
Q̂2
Q̂3

= [Q0 Q2 Q1 Q3]

0 A2 0 0
A0 0 0 0
0 0 0 A3
0 0 A1 0


Q̂0
Q̂2
Q̂1
Q̂3
 .
If µ = 3 then {s0, r0} = {0, 3}, {s1, r1} = {1, 2}, and
A = [Q3 Q2 Q1 Q0]

A0 0 0 0
0 A1 0 0
0 0 A2 0
0 0 0 A3


Q̂3
Q̂2
Q̂1
Q̂0

= [Q0 Q3 Q1 Q2]

0 A3 0 0
A0 0 0 0
0 0 0 A2
0 0 A1 0


Q̂0
Q̂3
Q̂1
Q̂2
 .
Theorem 10 implies the following theorem.
Theorem 11. Suppose µ /= 0 and A is (R, µ)-symmetric. Let w = Qy =∑2k−1
s=0 Qsys (thus, ys = Q̂sw). Then the system Az = w has a solution if and only
if the systems[
0 Ar
As 0
] [
xs
xr
]
=
[
ys
yr
]
, 0    2k−1 − 1,
all have solutions. In this case, z = Qx = ∑2k−1s=0 Qsxs.
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It is straightforward to verify the following lemma. (See e.g., [11, Theorems 16
and 17].
Lemma 8. Let e = ds + dr .
(i) If dr ≥ ds then
det( − λIe) = (−1)dr λdr−ds det
(
ArAs − λ2Ids
)
.
(ii) If ds  dr then
det( − λIe) = (−1)ds λds−dr det
(
AsAr − λ2Idr
)
.
(iii) The nonzero eigenvalues of  occur in pairs (λ,−λ), with associated eigen-
vectors[
xs
xr
]
and
[−xs
xr
]
,
where xs /= 0 and xr /= 0.
(iv) The null space of  has dimension  |ds − dr | and a basis consisting of
vectors of the form[
xs
0
]
and/or
[
0
xr
]
where Asxs = 0 and Arxr = 0.
Theorem 12. Suppose that µ /= 0 and A is (R, µ)-symmetric. Then λ /= 0 is an
eigenvalue of A if and only if λ (and therefore −λ) is an eigenvalue of  for some
 ∈ {0, 1, . . . , 2k−1 − 1}. Assuming this to be true, let
SA(λ) =
{
 ∈ {0, 1, . . . , 2k−1 − 1}} ∣∣ λ is an eigenvalue of }.
If  ∈ SA(λ) and{[
x
(1)
s
x
(1)
r
]
, . . . ,
[
x
(m)
s
x
(m)
r
]}
is a basis for E (λ), then x(p)s /= 0 and x(p)r /= 0, 1  p  m, and⋃
∈SA(λ)
{
Qsx
(1)
s
+ Qrx(1)r , . . . ,Qsx(m)s + Qrx(m)r
}
and ⋃
∈SA(λ)
{
Qsx
(1)
s
− Qrx(1)r , . . . ,Qsx(m)s − Qrx(m)r
}
are bases for EA(λ) and EA(−λ), respectively. A is singular if and only if
N = { ∈ {0, 1, . . . , 2k−1 − 1} ∣∣ }rank() < max(ds , dr)}
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is nonempty. If this is true and  ∈N, let {x(1)s , . . . , x(t)s } be a basis for the null
space of . Then⋃
∈N
{
Qsx
(1)
s
, . . . ,Qsx
(t)
s
} ⊂S
is a basis for the null space of A.
Finally, A is diagonalizable if and only if  is diagonalizable for 0   
2k−1 − 1.
Corollary 3. Let
T̂(µ) =Ts ⊕Tr , 0    2k−1 − 1 (41)
(recall (24)) and
S(µ) = T̂0(µ) ∪ T̂1(µ) ∪ · · · ∪ T̂2k−1−1(µ). (42)
If λ is a nonzero eigenvalue of A then EA(λ) has a basis inS(µ).
6. The sum of (R, 0)- and (R, µ)-symmetric matrices
Theorems 4 and 10 imply the following theorem.
Theorem 13. Suppose that A = B + C where B is (R, 0)-symmetric and C is (R, µ)-
symmetric with µ /= 0. Let
Bs = Q∗s BQs and Cs = Q∗r(s,µ)CQs, 0  s  2k − 1.
Then
A = W
2k−1−1⊕
=0
)
W−1,
where
 =
[
Bs Cr
Cs Br
]
and W is as in (39).
Proof. From Lemma 6(iii) and (37) with A replaced by B,
B =
2k−1∑
s=0
QsBsQ̂s
=
2k−1−1∑
=0
(
QsBsQ̂s + QrBrQ̂r
)
(from (38))
=
2k−1−1∑
=0
[
Qs Qr
] [Bs 0
0 Br
] [
Q̂s
Q̂r
]
.
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Since the proof of Theorem 10 with A replaced by C shows that
C =
2k−1−1∑
=0
[
Qs Qr
] [ 0 Cr
Cs 0
] [
Q̂s
Q̂r
]
,
the conclusion now follows. 
Theorem 14. Suppose the assumptions of Theorem 13 hold. Let w = Qy =∑2k−1
s=0 Qsys (thus, ys = Q̂sw). Then the system Az = w has a solution if and only
if the systems

[
xs
xr
]
=
[
ys
yr
]
, 0    2k−1 − 1,
all have solutions. In this case, z = Qx = ∑2k−1s=0 Qsxs.
Theorem 15. Suppose the assumptions of Theorem 13 hold. Then A is invertible if
and only  is invertible for 0    2k−1 − 1. In this case,
A−1 = W
2k−1−1⊕
=0
−1
W−1.
In any case, if R is unitary then
A† = W
2k−1−1⊕
=0
†
W ∗.
Setting w = λx in Theorem 14 yields the following theorem.
Theorem 16. Suppose the assumptions of Theorem 13 hold. Then λ is an eigen-
value of A if and only if λ is an eigenvalue of  for some  ∈
{
0, 1, . . . , 2k−1 − 1}.
Assuming this to be true, let
SA(λ) =
{
 ∈ {0, 1, . . . , 2k−1 − 1}} ∣∣λ is an eigenvalue of }.
If  ∈ SA(λ) and{[
x
(1)
s
x
(1)
r
]
, . . . ,
[
x
(m)
s
x
(m)
r
]}
is a basis for E (λ), then⋃
∈SA(λ)
{
Qsx
(1)
 + Qrx(1)r , . . . ,Qsx(m)s + Qrx(m)r
}
is a basis for EA(λ). Thus, every eigenspace of A has a basis in S(µ). (Recall
(42).) Finally, A is diagonalizable if and only if  is diagonalizable for all  ∈
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{0, 1, . . . , 2k−1 − 1}, in which case A has ds + dr linearly independent eigenvec-
tors inT(µ), 0    2k−1 − 1. (Recall (41).)
Let
Z =
[
Qs Qr
]
, 0    2k−1 − 1.
Theorem 17. Suppose the assumptions of Theorem 13 hold and R is unitary. If
 = ∗ is a singular value decomposition of  for 0    2k−1 − 1, then
A = 
2k−1−1⊕
=0

∗
with
 = [Z00 Z11 · · · Z2k−1−12k−1−1]
and
 = [Z00 Z11 · · · Z2k−1−12k−1−1]
is a singular value decomposition of A. Thus, each singular value of  is a sin-
gular value of A associated with right and left singular vectors inT(µ), 0   
2k−1 − 1.
Theorem 18. Suppose the assumptions of Theorem 13 hold and R is unitary. Then
A is normal if and only if  is normal for 0    2k−1 − 1. In this case, if  =
D∗ is a spectral representation of  for 0    2k−1 − 1, then
A = 
2k−1−1⊕
=0
D
∗
with
 = [Z00 Z11 · · · Z2k−1−12k−1−1]
is a spectral representation of A.
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