Robustly stabilizing control of an open loop oscillatory crystallization process is considered. The crystallizer is described by a population balance model. From this distributed parameter model an irrational transfer function is obtained which has infinitely many poles and thus represents the infinite-dimensional nature of the system. An infinite-dimensional H N controller synthesis method is applied to solve the weighted mixed sensitivity problem for this transfer function. This procedure results in an irrational controller. For practical implementation, the controller needs to be approximated by a rational transfer function. The effectiveness of the controller is demonstrated in simulations. r
Introduction
Crystallization is a purification and separation process that is widely used in the chemical and pharmaceutical industry. It is applied in continuous mode of operation for the mass production of bulk chemicals such as e.g. fertilizers and in batch-wise operation for the manufacturing of smaller amounts of high value products like e.g. pharmaceuticals. Crystallization processes generally produce high-purity solids from liquidsFeither melts or solutions. In this paper, control of a continuous solution cyrstallization process is investigated.
Continuous industrial crystallizers have been reported to exhibit undesirable oscillatory behaviour when operated under certain conditions (Randolph a Larson, 1988) (Rawlings, Miller, a Witkowski, 1993) . This causes a poor product quality and complicates the downstream processing such as filtering and drying. Feedback control appears to be a promising way to improve the dynamical properties of such crystallization processes.
In an industrial crystallizer, several physical processes such as nucleation, growth, breakage or attrition and removal of crystals occur simultaneously. Therefore, crystals of different size are present in the crystallizer at the same time. The crystal size distribution (CSD) specifies how the overall amount of crystals is distributed with respect to the possible size range. In many applications, the CSD is crucial for the product quality. Furthermore, the CSD dominates the dynamic behaviour of the process. Hence, the CSD is considered the most important process variable. An appropriate crystallization model therefore has to describe the dynamic behaviour of the CSD. For this reason, so called population balance models have become increasingly popular for the modelling of crystallization and other particulate processes (Ramkrishna, 2000) . This approach yields models that are distributed with respect to one or more internal coordinates (e.g. crystal length). Typically, population balance models consist of partial differential and integro-differential equations.
Control of oscillatory continuous crystallization processes is an area of active research. There are several unresolved challenges (Rawlings et al., 1993; Heiskanen, 1995) : (i) For any control system, the performance is influenced by the quality of available measurement data, Although there are commercial particle size sensors, online measurement of CSD-data is still not a trivial task. (Eek a Bosgra, 2000) .
(ii) For model based controller design, a reliable process model is indispensable. However, the modelling of crystallization processes is under current research (Mersmann, 1995; Omeadhra, 1995 1999). (iii) Population balance models are of high complexity. They are usually nonlinear and infinitedimensional. Therefore, model based controller design is rather challenging. The latter problem will be addressed in this paper. Regarding the model on which controller design is based, there are several approaches reported in the literature:
* No explicit plant model (for PID or self-tuning controller design), see e.g. (Redman, Rohani, a Strathdee, 1995; Randolph, Chen, a Tavana, 1987) . * Finite-dimensional model obtained by system identification, see (Eek, 1995; Rohani, Haeri, a Wood, 1999 ). * Infinite-dimensional population balance model with subsequent reduction to a finite-dimensional approximation (Chiu a Christofides, 1999a; Chiu a Christofides, 1999b; Eek, Pouw, a Bosgra, 1995) .
In this article, the idea of ''late lumping is pursued: controller design is based directly on the distributed parameter model. The resulting infinite-dimensional controller is approximated by a finite-dimensional transfer function. Thus, the philosophy followed in this paper is to use model information as long as possible during the process of controller design and to approximate as late as possible.
The remaining part of this paper is organized as follows. In Section 2, the crystallization process under consideration is briefly described, and a population balance model is introduced. The crystallizer model considered here includes the effects of nucleation, crystal growth, fines dissolution and classified product removal. The model exhibits oscillations of the CSD and solute concentration. The population balance model is linearized with respect to the desired steady state and an irrational transfer function from manipulated input to measured output is obtained. Solute concentration in the liquid phase of the crystallizer is considered the only measured variable, i.e. no direct information on the crystal size distribution is available for the controller. The controller acts on the crystallizer by manipulating the solute feed concentration. Approximate controllability of such systems was proven in (Semino a Ray, 1995) .
In Section 3, a robust performance problem is formulated based on this transfer function. This leads to an infinite-dimensional H N mixed sensitivity problem, which can be solved using a recent H N controller synthesis method for infinite-dimensional single-inputsingle-output (SISO) plants (Foias, . Ozbay, a Tannenbaum, 1996; . Ozbay, 1993) . This method is discussed and subsequently applied to solve the control problem for the crystallization process. Finally, the effectiveness of the resulting controller is demonstrated in simulation studies.
This contribution is based on a previous conference paper (Vollmer a Raisch, 1999) , where control of a more restrictive crystallizer model was considered.
Description of process and model
A schematic drawing of a continuous cooling crystallizer is shown in Fig. 1 . It operates as follows: liquid solution is fed to the crystallization vessel. In the vessel, the solution is supersaturated by cooling. Due to supersaturation, crystals are formed from the solution and existing crystals grow. Solution and particles are continuously removed from the crystallizer by the product outlet.
In many applications, CSD is crucial for product quality. Product requirements typically specify the mean size of crystals and the width of the CSD. Often, a coarse product is desired. To this end, the product is classified such that large crystals are drawn off at a higher rate than small ones. This can either be achieved using a separation unit such as a hydrocyclone or, especially in large industrial crystallizers, by drawing off slurry from a settling zone where large crystals accumulate due to hydrodynamic conditions. In addition, fine crystals are removed and dissolved by heating. In particular, when operated with fines dissolution and product classification, crystallizers have been reported to show badly damped or even sustained oscillations of CSD and solute concentration. Thus, the improvement of CSD properties achieved by this mode of operation is payed for by deterioration of the dynamic behaviour.
The model
The crystallization process is modelled under the following assumptions: 
where hðLÞ is the unit step function. Plots of both classification functions are given in Fig. 2 . In (1), formally, the same flow rate q is used for both, product outlet and fines dissolution. Thus, fines are dissolved at a rate R 1 times as high as the product removal rate for small crystals (LpL p ). Different ratios of fines dissolution to product removal rate correspond to different values of R 1 . The dependence of nucleation and growth rates, B and G, on solute concentration cðtÞ is expressed by the following empirical power laws:
The boundary condition in (1) is obtained from a particle balance for the infinitesimal size interval I ¼ ½0; dL. Intuitively speaking, a high production of nuclei of length L ¼ 0 results in a large number of crystals in the size interval I. Whereas a high growth rate causes the crystals to grow quickly out of the size interval I and therefore results in a low number of particles in the considered size range.
The mole balance of solute in the liquid phase is
Thus, the model consists of a partial differential Eq. (PDE) (1) describing the temporal evolution of the number density function nðL; tÞ coupled with an integro differential Eq. (IDE) (3) for the solute concentration cðtÞ: The system state is [cðtÞ; nðL; tÞ], the manipulated variable, i.e. the system input, is chosen to be the solute concentration in the feed, c f ðtÞ. Concentration cðtÞ is the measured variable, i.e. the system output.
Parameter values for a laboratory scale KCl crystallizer are given in Table 1 . The physical parameters are taken from (Menges, 1993) . Operating conditions have been modified for the use in this work. A simulation of this nonlinear distributed model is shown in Fig. 3 and 4. The CSD is represented in the form of the more intuitive mass density function mðL; tÞ ¼ rk v nðL; tÞL 3 rather than the number density function nðL; tÞ. The feed concentration is kept constant at c fss =4.4 mol/l. The corresponding steady state values for solute concentration cðtÞ and number density function nðL; tÞ are:
Eqs. (4) and (5) 
Derivation of transfer function
For controller synthesis, we linearize the model with respect to the desired steady state (4), (5). Via Laplacetransformation an ODE with independent variable L is obtained from the linearized PDE. This ODE can be solved easily. The solution is substituted into the Laplace-transformed IDE and thus a SISO transfer function from DC f ¼ Lfc f @c fss g to DC ¼ Lfc@c ss g is obtained (L denotes Laplace transform):
DðsÞ ð6Þ
The denominator DðsÞ is of the form:
Gðc ss @c s Þ s P 4 ðsÞ;
where P i ðsÞ, i ¼ 1; y4, are polynomials. DðsÞ is a quasipolynomial having infinitely many zeros. Therefore, the transfer function PðsÞ has infinitely many poles, which reflects the fact that the system is infinite-dimensional. For the particular combination of manipulated and measured variable chosen in this study, the numerator is an ordinary polynomial, i.e. the transfer function has only finitely many zeros. Intuitively speaking, this reflects the somewhat ''direct'' influence of the system input (solute concentration in the feed c f ) on the system output (solute concentration c in the crystallizer). For other choices of input (e.g. fines dissolution rate) or output (e.g. overall crystal mass) the numerator of the transfer function is a quasi-polynomial as well and hence the transfer function has infinitely many poles and zeros.
Controller design

Problem formulation
The objective of the controller design is to stabilize the system at its steady state and to attenuate the effect of disturbances v on the output y. In order to make the controller robust with respect to errors in the model it is designed to guarantee stability and disturbance attenuation not only for the nominal plant model PðsÞ but for a set of transfer functions containing PðsÞ: where W m ðsÞ is a frequency dependent error bound. This is often referred to as ''multiplicative model uncertainty'' (Fig. 5) . Usually, plant models are quite accurate at low frequencies but are rather uncertain in the high frequency range. This is reflected in W m ðjoÞ j j being small at low values of o and large for high frequencies. The effect of the disturbance v on the output y is given by the sensitivity transfer function
The requirement of disturbance attenuation can be expressed as follows:
W d ðsÞ is a frequency dependent weighting function that determines the desired degree of disturbance attenuation. In most cases, disturbances acting on the plant are varying relatively slowly. Therefore, disturbance attenuation is desired to be good in the low frequency range. Hence, W d ðsÞ j j is chosen to be large at low frequencies.
It can be shown that a controller solves the robust performance problem (7) are the nominal sensitivity and complementary sensitivity functions. By minimizing the performance index g, one obtains a controller with the highest possible degree of disturbance attenuation and robustness. This leads to the H N mixed sensitivity minimization problem, which is well known in the linear, time-invariant, finitedimensional case, see e.g. (Zhou, Doyle, a Glover, 1996) . The basic concepts of H N theory such as the performance and robustness argument given above are equally valid for the infinite-dimensional case. However, in the finite-dimensional case, the solution of the H N minimization problem, i.e. the actual computation of a controller C, relies on state space methods. These techniques cannot be applied to the infinite-dimensional case because the system state cannot be represented by a finite vector in R n but involves a continuous function, namely the number density function nðL; tÞ.
Controller synthesis theory
The mixed sensitivity problem for infinite-dimensional SISO plants was solved by (Foias et al., 1996) , ( . Ozbay, 1993) using operator theoretic methods in the frequency domain. It has been shown that this problem can be reduced to an eigenvalue-eigenvector problem for a Hankel+Toeplitz type operator. If certain assumptions hold, the solution to the problem can be derived from a finite number of linear equations. Results from the above references that are relevant for our paper are briefly summarized in the following.
The synthesis method is applicable if the following assumptions are met:
(1) The plant transfer function can be decomposed as To obtain this factorization of the plant model, the unstable poles of PðsÞ have to be computed, i.e. the right half plane zeros of a quasi-polynomial have to be determined. This was done by restricting the region within the right half plane where zeros can occur using an algorithm based on (Arunsawatwong, 1996) . Then the poles were found by a direct search method.
If the above assumptions are met a minimizing controller can be computed from (i) the inner and outer factors of the plant transfer function PðsÞ, see Eq. (8), (ii) two finite-dimensional expressions E g ðsÞ, F g ðsÞ obtained from the weighting functions W d ðsÞ, W m ðsÞ and (iii) a rational function LðsÞ that satisfies a set of interpolation equations. An optimal controller is given by with
where Z 1 ; y; Z n 1 are the poles of W d ðsÞ, and H g ðsÞ is the stable, minimum-phase transfer function determined by the spectral decomposition
:
LðsÞ ¼ L 2 ðsÞ=L 1 ðsÞ is a ðn 1 þ l@1Þth order, rational transfer function satisfying the following interpolation conditions:
where b 1 ; y; b n 1 are the right half plane zeros of E g ðsÞ and a 1 ; y; a l are the unstable poles of the plant PðsÞ. This means that the right half plane zeros of the M d ðsÞ term in the numerator of C opt are cancelled by the ð1 þ M n ðsÞF g opt LðsÞÞ expression within the controller and therefore do not cancel the unstable poles of the plant. The largest value for g such that (10a)-(10d) has a nontrivial solution is the minimal performance cost g opt . Lower and upper bounds for g opt can be easily computed. (10a) to (10d) is a set of linear equations with the coefficients of L 1 ðsÞ and L 2 ðsÞ as unknown variables. It can be written in matrix form: 0 ¼ A g Á l, with vector l containing the unknown coefficients. A nontrivial solution is obtained if and only if matrix A g is singular. Therefore, g opt is found by searching the largest value of g such that the minimum singular value of A g is 0. Once the optimal performance cost g opt is known, it is straightforward to determine the corresponding controller C opt from Eq. (9). The expression for C opt involves the irrational transfer functions M n and N 1 . Therefore, the optimal controller itself is irrational For practical implementation, it needs to be approximated by a rational transfer function. This was done using an approximation technique based on Fourier transform and balanced model reduction developed by (Gu, Khargonekar, a Lee, 1989) .
The procedure described in this section is easily implementable on a computer. In fact, a Matlab implementation is available ( . Ozbay, 1998) for the computation of C opt , g opt if PðsÞ is already decomposed according to (8). Also, factorization of the plant and controller approximation can be easily implemented in Matlab.
Controller design for the crystallizer
For the model described in Section 2, a pair of unstable poles was found at s 1=2 =0.99 Â 10 @4 7 0.89 Â 10 @2 . From Eq. (6) it can be seen that there are no right half plane zeros. Hence, the factorization of PðsÞ in (8) is as follows:
where N 2 ðsÞ is any rational stable minimum-phase transfer function of relative degree one. The following weighting functions are chosen:
Note that W m ðsÞ needs to be improper such that ðW m ðsÞN 2 ðsÞÞ @1 AH N , see assumptions on the weights in Section 3.2. These weights represent the demand of good disturbance attenuation at low frequencies and the possibility of large multiplicative model errors at high frequencies. Bode magnitude plots of both weighting functions are given in Fig. 6 .
The optimal performance level is g opt =0.786. A Bode magnitude plot of the corresponding optimal controller is shown in Fig. 7 . The nonrational controller transfer function was approximated at several levels of accuracy. The Bode magnitude plot of an 8th order approximation is also shown in Fig. 7 .
In Fig. 8 , the location of poles in the complex plane is shown. 28 of the infinitely many poles of the linearized model are plotted (marked with Â ). As mentioned above, there is one unstable pair of poles that is slightly to right of the imaginary axis. The closed loop with the optimal, irrational controller C opt has only finitely many poles (marked with $), because the controller cancels all stable poles of the plant, see Eqs. (8) and (9). Theoretically, the controlled system is finite-dimensional if the factor M n ðsÞ is finite-dimensional (which is the case for our example, see (11)). The unstable pair of poles is shifted to the left so that the system is stabilized. In the closed loop with the approximated controller, pole zero cancellation does not occur. The closed loop system, therefore, has infinitely many poles. Again, 28 of them are shown in Fig. 8 (marked  with O) . The open loop unstable pair of poles is shifted to the left, like in the optimal case. The stable open loop poles are also shifted to the left rather than being cancelled.
Closed loop simulation studies
Results from three different closed loop simulations with the full nonlinear population balance model and the reduced order controller are shown in Figs. 9-16. In the first case (Figs. 9-11 ), the initial conditions are the same as for the open loop simulation (see Figs. 3, 4) . Obviously, the controller stabilizes the nonlinear plant model at the desired steady state. In the closed loop, oscillations are eliminated almost completely and the system approaches the desired steady state very quickly.
To make the scenario more realistic, measurement noise has been added in a second simulation (Figs. 12  and 13 ). Fig. 12 shows the actual solute concentration (top) and the measurement signal that the controller ''sees'' (bottom). This measurement is corrupted by band-limited white noise. The relation between measurement noise and controlled output y is described by the complementary sensitivity function T. As the controller is designed such that T is small at high frequencies, it copes quite well with measurement noise. A CSD plot was not included for this simulation since in this representation virtually no difference can be seen compared to the noise-free case in Fig. 10 .
The third simulation (Figs. 14-16) demonstrates the ability of the controller to attenuate the effect that disturbances have on the output. The simulation starts at steady state (c ss ; n ss ðLÞ). Then the feed rate q is decreased by 10%, after 1 h it is reset to its initial value. The effect of the feed rate disturbance on the solute concentration is presented in Fig. 14. As the nucleation rate directly depends on solute concentration (see 2), a deviation of the concentration from its desired value also causes a disturbance in the CSD. As only the concentration is measured and controlled, and the CSD is not directly influenced by the manipulated variable, the disturbance in the CSD ''grows through'' the particle size range until it is finally washed out (see Fig. 15 ). Feed concentration, the manipulated variable, is shown in Fig. 16 . There is a sharp peak during the time where the feed rate q is reduced. This is necessary to maintain a constant supply of solute despite the reduced feed rate. After q is reset to its original value the feed concentration is still higher than its steady state value. This is due to the fact that, because of the disturbance, the overall amount of crystals in the vessel is increased as compared to steady state (see Fig. 15 ). Therefore, more solute is consumed by the growing crystals. Consequently, until the CSD is back at its steady state an increased solute supply is necessary to keep the concentration at its desired value.
Conclusion
In this paper, controller synthesis for a continuous crystallization process was treated. The starting point was a population balance model of a crystallizer showing oscillatory behaviour. A robust performance problem was formulated reflecting the desire of disturbance rejection at low frequencies and robustness with respect to large multiplicative model uncertainty at high frequencies. The resulting mixed sensitivity problem was solved using recent results from H N theory for infinite-dimensional systems. An infinitedimensional controller was obtained. For practical implementation, this controller was approximated by a rational, i.e. finite-dimensional, transfer function. Closed loop simulations of the nonlinear population balance model with an approximated 8th order controller were presented to demonstrate the effectiveness of the controller. It does not only stabilize the linearized model for which it was designed but also the underlying nonlinear model. Disturbance attenuation and reaction to measurement noise was shown to be good.
Thus, it was demonstrated that infinite-dimensional H N theory is an appropriate framework to solve the proposed control problem. Of course, there are other ways to solve the problem. A standard procedure would be to approximate the crystallizer model by a rational transfer function first and subsequently do a standard H N design with the same performance objective used in the infinite-dimensional design. For comparison, such a design has been carried out with a third order Pad! e approximation for each e @t i s -term in the plant transfer function followed by a finite-dimensional H N synthesis. A 22nd order controller was obtained that was reduced to eighth order by balanced order reduction. Although the performance is not quite as good as with the design presented in this paper, this procedure also yields acceptable results. But however good the result with the above ''standard'' procedure may be, one does not know how far it is from being optimal. Whereas with the procedure proposed in this article, first the optimal solution is computed and then, in the approximation step, it is decided how much performance one is willing to sacrifice for the sake of a simple controller.
In an industrial setup, the choice of feed concentration as the manipulated variable may be undesirable because the feed could be the output of an upstream process stage. In that case, feed concentration cannot be manipulated easily. Furthermore, reducing feed concentration reduces the productivity of the process. One would then choose alternative manipulated variables, such as fines dissolution rate q f . Also, other controlled variables such as overall crystal mass or mean crystal size can be chosen with only minor changes in the controller design procedure.
The most severe simplifying assumption in the process model which the controller design is based on is probably that the growth rate GðcÞ depends only on the concentration c but has to be independent of crystal size. The question of allowing a size dependent growth rate Gðc; LÞ is under current investigation. There is strong indication that certain forms of size dependence can be treated without extensions of the proposed method.
