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Abstract. In this paper, we consider the tensor completion problem representing the solution
in the tensor train (TT) format. It is assumed that tensor is of high order, and tensor values are
generated by an unknown smooth function. The assumption allows us to develop an efficient initial-
ization scheme based on Gaussian Process Regression and TT-cross approximation technique. The
proposed approach can be used in conjunction with any optimization algorithm that is usually uti-
lized in tensor completion problems. We empirically justify that in this case the reconstruction error
improves compared to the tensor completion with random initialization. As an additional benefit,
our technique automatically selects rank thanks to using the TT-cross approximation technique.
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1. Introduction. In this paper we consider the tensor completion problem. We
suppose that values of tensor X are generated by some smooth function, i.e.
Xi1,...,id = f(xi1 , . . . , xid),
where (xi1 , . . . , xid) is a point on some multi-dimensional grid and f(·) is some un-
known smooth function. However, the tensor values are known only at some small
subset of the grid. The task is to complete the tensor, i.e., to reconstruct the ten-
sor values at all points on the grid taking into account the properties of the data
generating process f(·).
This problem statement differs from the traditional problem statement, which
does not use any assumptions about the function f(·). Knowing some properties of
the data generating function provides insights about how the tensor values relate to
each other, and this, in turn, allows us to improve the results. In this work we assume
that function f(·) is smooth.
There are a lot of practical applications that suit the statement. For example,
modeling of physical processes, solutions of differential equations, modeling probabil-
ity distributions.
In this paper we propose to model the smoothness of the data generating process
by using Gaussian Process Regression (GPR). In GPR the assumptions about the
function that we approximate are controlled via the kernel function. The GPR model
is then used to construct the initial solution to the tensor completion problem.
In principle, such initialization can improve any other tensor completion tech-
nique. It means that using the proposed initialization state-of-the-art results can
be obtained employing some simple optimization procedure like Stochastic Gradient
Descent.
When the tensor order is high the problem should be solved in some low-rank for-
mat because the number of elements of the tensor grows exponentially. The proposed
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approach is based on the tensor train (TT) format for its computational efficiency
and ability to handle large dimensions [15].
The contributions of this paper are as follows
– We introduce new initialization algorithm which takes into account the tensor
generating process. The proposed algorithm is described in section 3.
– The proposed initialization technique automatically selects the rank of the
tensor, the details are given in subsection 3.2.
– We conducted empirical evaluations of the proposed approach and compared
it with tensor completion techniques without our initialization. The results
are given in section 4 and show the superiority of the proposed algorithm.
2. Tensor completion. The formal problem statement is as follows. Suppose
that Y is a d-way tensor, Y ∈ Rn1×n2×···×nd (by tensor here we mean a multi-
dimensional array). Tensor values are known only at some subset of indices Ω ⊂
{1, . . . , n1} × · · · × {1, . . . , nd}. By PΩ we denote the projection onto the set Ω, i.e.
PΩX = Z, Z(i1, i2, . . . , id) =
{
X (i1, i2, . . . , id) if (i1, . . . , id) ∈ Ω,
0 otherwise.
We formulate the tensor completion as an optimization problem
(2.1)
min
X
f(X ) = ‖PΩX − PΩY‖2F
subject to X ∈Mr = {X ∈ Rn1×···nd | rankTT (X ) = r},
where rankTT (X ) is a tensor train rank of X [16], which is a generalization of the
matrix rank, and ‖ · ‖F is the Frobenius norm. A tensor X is said to be in tensor
train format if its elements are represented as
X (i1, . . . , id) =
∑
j1,j2,...jd
G(1)1,i1,j1G
(2)
j1,i2,j2
· · · G(d)jd−1,id,1,
where G(i) is a three-way tensor core with size ri−1 × ni × ri, r0 = rd = 1. Vector
rTT = (r0, . . . , rd) is called TT-rank.
Tensor train format assumes that the full tensor can be approximated by a set
of 3-way core tensors, the total number of elements in core tensors is O(dnr2), where
r = max
i=0,...,d
{ri}, n = max
i=1,...,d
{ni}, which is much smaller than nd.
In problem (2.1) we optimize the objective function straightforwardly with respect
to tensor cores G(1), . . .G(d) while having their sizes fixed. Problem (2.1) is non-convex,
so optimization methods can converge to a local minimum. To get an efficient solution
we impose two requirements:
1. Initial tensor X0 in tensor train format should be as close to the optimum as
possible.
2. Availability of an efficient optimization procedure that will be launched from
the obtained initial tensor.
These steps are independent, and one can apply any desired algorithm in each of
them.
In this work we develop the initialization algorithm that allows obtaining accurate
initial tensor for the case when the tensor of interest is generated by some smooth
function. The experimental section demonstrates that our initialization can improve
the results of many optimization procedures, and shows the potential of our approach
to be adapted to a large number of different tensor completion techniques.
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3. Initialization. We consider tensors that are generated by some function, i.e.
tensor values are computed as follows
Yi1,...,id = f(xi1 , . . . , xid),
where f(·) is some unknown smooth function and (xi1 , . . . , xid)> ∈ Rd, ik = 1, . . . , nk,
n1, . . . , nd are tensor sizes. The set of points {(xi1 , . . . xid) : ik = 1, . . . , nk; k =
1, . . . , d} is a full factorial Design of Experiments, i.e. a multi-dimensional grid, and
we also assume that the grid is uniform.
In this setting the tensor completion can be considered as a regression problem
and can be solved by any regression technique that guarantees the smoothness of the
solution. However, in the tensor completion problem we are interested in a tensor of
values of f(·) at a predefined finite grid of points. The tensor should be in a low-rank
format to be able to perform various operations with tensor efficiently (e.g. calculation
of the norm of the tensor, dot product and other).
These observations give us the solution — build regression model f̂ using the
observed values of the tensor, then use the obtained approximation as a black-box for
the TT-cross approximation algorithm [15]. The last step results in a tensor X̂ in TT
format, which is a low-rank format and allows efficient computations. The next step
(which is optional) is to improve the obtained solution X̂ by using it as initialization
for any other tensor completion technique.
Let us write down the set of observed tensor values into a vector y and the
corresponding indices into a matrix X (each row is a vector of indices (i1, i2, . . . , id)).
Then the approach for tensor completion (in TT format) can be written as follows
1. Construct initial tensor X0 in TT format:
(a) Apply some regression technique using given data set (X,y) to construct
approximation of the function that generates tensor values.
(b) Apply TT-cross method (see subsection 3.2, [15]) to the constructed
approximation to obtain X0.
2. Apply some tensor completion technique using X0 as an initial value.
At step 1(a) the choice of the regression technique affects the result of the initial-
ization, although it can be arbitrary. It is required to choose the regression algorithm
such that it will capture the peculiarities of the tensor we would like to restore. In this
work we suppose that the tensor generating function is smooth (which is a common
situation when modeling physical processes). Therefore, we choose a regression tech-
nique that is good at approximating smooth functions. A reasonable choice, in this
case, is to use Gaussian Process (GP) Regression [17]. GP models is a favorite tool in
many engineering applications as they proved to be efficient, especially for problems
where it is required to model some smooth function [3]. The points (xi1 , . . . , xid) are
not given, all we know is that at the point with multi-index (i1, . . . , id) on the grid
the function value is equal to Xi1,...,id . To make the problem statement reasonable
we assume that the indices are connected with the points as follows: xik = akik + bk,
where ak, bk ∈ R. So, as an input for the approximation we set ak and bk such that
xik ∈ [0, 1].
At step 1(b) we use TT-cross because it allows to efficiently approximate black-box
function by a low-rank tensor in TT format. Moreover, this approach can automat-
ically select TT-rank making it more desirable. More details on the technique are
given in subsection 3.2.
The described approach has the following benefits:
1. Initial tensor X0 which is close to the optimal value in terms of the recon-
struction error at observed values. It will push the optimization to faster
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convergence.
2. Better generalization ability — there are many degrees of freedom: a lot of
different tensor train factors can give low reconstruction error at observed po-
sitions but can give a large error at other locations. Accurate approximation
model will push the initial tensor to be closer to the original tensor in both
the observed positions and unobserved ones.
3. TT-cross technique chooses rank automatically, so there is no need to tune
the rank of the tensor manually.
The described approach leads to the Algorithm 3.1. The steps 3 and 4 of the
algorithm are described in subsection 3.1 and subsection 3.2 correspondingly.
Algorithm 3.1 Initialization
Input: y,Ω
Output: Y0 in tensor train format
1. Construct the training set (X,y) from y,Ω
2. Rescale inputs X to [0, 1] interval
3. Using (X,y) build GP model fˆ(x) . see subsection 3.1 for de-
tails
4. Apply TT-cross to fˆ(x) and obtain Y0 . see subsection 3.2 for de-
tails
return Y0
3.1. Gaussian Process Regression. One of the most efficient tools for approx-
imating smooth functions is the Gaussian Process (GP) Regression [6]. GP regression
is a Bayesian approach where a prior distribution over continuous functions is assumed
to be a Gaussian Process, i.e.
y |X ∼ N (µ, Kf + σ2noiseI),
where y = (y1, y2, . . . , yN ) is a vector of outputs, X = (x
>
1 ,x
>
2 , . . . ,x
>
N )
> is a matrix
of inputs, xi ∈ Rd, σ2noise is a noise variance, µ = (µ(x1), µ(x2), . . . , µ(xN )) is a
mean vector modeled by some function µ(x), Kf = {k(xi,xj)}Ni,j=1 is a covariance
matrix for some a priori selected covariance function k and I is an identity matrix.
An example of such function is a squared exponential kernel
k(x,x′) = exp
(
−1
2
d∑
i=1
(
x(i) − x′(i)
σi
)2)
,
where σi, i = 1, . . . , d are parameters of the kernel (hyperparameters of the GP model).
The hyperparameters should be chosen according to the given data set.
Without loss of generality we make the standard assumption of zero-mean data.
Now, for a new unseen data point x∗ we have
(3.1) fˆ(x∗) ∼ N
(
µ(x∗), σ2(x∗)
)
,
µ(x∗) = k(x∗)>K−1y y,
σ2(x∗) = k(x∗,x∗)− k(x∗)>K−1y k(x∗),
where k(x∗) = (k(x∗,x1), . . . , k(x∗,xN ))T and Ky = Kf + σ2noiseI.
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Let us denote the vector of hyperparameters σi, i = 1, . . . , d, σf and σnoise by θ.
To choose the hyperparameters of our model we consider the log-likelihood
log p(y |X,θ) = −1
2
yTK−1y y −
1
2
log |Ky| − N
2
log 2pi
and maximize it over the hyperparameters [17]. The runtime complexity of learning
GP regression is O(N3) as we need to calculate the inverse of Ky, its determinant
and derivatives of the log-likelihood. If the sample size N (|Ω| in our case) is large,
the computational complexity becomes an issue. There are several ways to overcome
it. If the data set has a factorial structure (multidimensional grid in a simple case)
we can use the algorithm from [4]. If the structure is factorial with a small number of
missing values the method from [5] should be applied. For general unstructured cases,
the approximate GP model can be built using, for example, the model described in
[14] or use a subsample as a training set.
After tuning of the hyperparameters, we can use the mean of the posterior dis-
tribution (3.1) as a prediction of the model.
Note, that the input points X in our case is a set of indices of the observed values
y. For the GP model we scale each index to [0, 1] interval.
3.1.1. Kernel choice and smoothness assumption. We approximate func-
tion f using the GP model. The GP model is a function from some reproducing
kernel Hilbert space (RKHS) H which is fully defined by the kernel function. In ideal
case the function f should be from the Hilbert space H. However, for a given kernel
function it can be difficult to identify what functions lie in the corresponding RKHS.
In practice GP models with popular kernels (RBF kernel, Mate´rn kernel) provide
good results, when f ∈ Ck, k ≥ 1. So, in the experiments section we assume that the
functions are from this class of functions and use RBF kernel.
3.2. Tensor-Train cross-approximation. To approximate tensor X̂ gener-
ated by fˆ we use Tensor-Train cross-approximation. First, let us consider the matrix
case. Suppose that we are given a rank-r matrix A of size m × n. A cross-approxi-
mation for the matrix is represented as
A = CÂ−1R,
where C = A(:, J),R = A(I, :) are some r columns and rows of the matrix A and
Â = A(I, J) is the submatrix on the intersection of these rows and columns. To
construct accurate approximation it is required to find submatrix Â of large volume.
It can be done in O(nr2) operations [21].
Now for tensor X̂ ∈ Rn1×···×nd the procedure is the following. At the first step
let us consider unfolding X1 of size n1×n2n3 · · · · ·nd and rank r1. Using row-column
alternating algorithm from [21] we can find r1 linearly independent columns of matrix
X1, these columns form matrix C. After that applying maxvol procedure [21] to the
matrix C we can find set of row indices I1 =
[
iα11
]
, α1 = 1, . . . , r1, matrix R and
matrix Â1 that will give the cross-approximation of unfolding X1:
X1 = CÂ
−1
1 R.
We set
G1 = CÂ
−1
1 ,
6 Y. KAPUSHEV, I.OSELEDETS, AND E. BURNAEV
where G1 is of size n1 × r1. Next, let us form tensor R from r1 rows of X1:
R(α1, i2, . . . , id) = X̂ (iα11 , i2, . . . , id),
and reshape it into a tensor of size r1n2 × n3 × · · · × nd. Next step is to apply the
same procedure to the unfolding R1 of the tensor R and obtain the matrices C, Â2
and
G2 = CÂ
−1
2
of size r1n2 × r2.
Repeating the described procedure d times we will end up with matrices G1,
G2, . . . ,Gd of sizes n1 × r1, r1n2 × r2, . . . , rd−1nd × 1. Then each matrix can be
reshaped to the 3-way tensor of size rd−1×nd×rd, r0 = rd = 1 and can be used as core
tensors for TT format. It turns out that such representation is a TT decomposition
of the initial tensor X̂ .
The exact ranks r1, . . . , rd are not known to us in general. They can only be esti-
mated from the above (e.g., by the maximum rank of the corresponding unfolding). If
the rank is overestimated then the calculation of matrices Gi is an unstable operation
(because we obtain almost rank-deficient unfolding matrices). However, in [15] the
authors suggest some simple modification that overcomes this issue. Therefore, we
need to estimate the ranks from the above, but the estimate should not be much larger
than the real rank. So, the approach is to start from some small rank, construct the
tensor in TT format and then apply recompression (see [16]). If there is a rank that
is not reduced, then we underestimated that rank and should increase it and repeat
the procedure.
3.3. Computational complexity. The computational complexity of TT cross-
approximation method is as follows. To perform the procedure we need to evaluate
the GP model O(dnr2) times at some subset of grid points and then perform O(dnr3)
operations to find all maximum volume submatrices. The complexity of evaluating
GP model at one point is O(Nd), where N is the number of observed tensor elements.
The total complexity is thus O(Nd2nr2 + dnr3).
4. Experimental results. In this section we present the results of the applica-
tion of our approach to two engineering problems and also test it on some artificial
problems to investigate how its properties depend on smoothness.
The experimental setup is the following. We try the following optimization algo-
rithms
1. SGD – stochastic gradient descent [25],
2. Ropt – Riemannian optimization [19],
3. TTWopt – weighted tensor train optimization [25],
4. ALS – alternating least squares [9].
We run each algorithm with random initialization and with the proposed GP-based
initialization and then compare results.
4.1. Functions generated from GP prior. In order to study the dependence
of the solution on the smoothness of the generating function we applied the proposed
approach to the toy functions generated from GP prior with different kernels. The
smoothness of the generated functions is the same as the kernel that we used to
generate them. Thus, we can investigate the performance of the approach for different
smoothness. We considered shift-invariant kernels, i.e. k(x,y) = k(r), where r =
‖x− y‖. The list of kernels is as follows:
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• Exponential kernel
k(r) = exp
(
− r
σ
)
.
The kernel is not differentiable at x = y = 0, thus the functions generated
with this kernel are from C0.
• Matern3/2
k3/2(r) =
(
1 +
√
3r
σ
)
exp
(
−
√
3r
σ
)
.
This kernel is 1-time differentiable.
• Matern5/2
k5/2(r) =
(
1 +
√
5r
σ
+
5r2
3σ2
)
exp
(
−
√
5r
σ
)
.
This kernel is 2-times differentiable.
• Radial Basis Function (RBF) kernel
k(r) = exp
(
− r
2
2σ2
)
.
This kernel is infinitely differentiable.
Note, that despite the functions were generated using different kernel functions in the
proposed approach we used RBF kernel.
To compare how much one approach is better than the other we calculate the
relative MSE error
MSErel =
1
|Ωtest|
∥∥∥∥∥PΩtestYˆ − PΩtestYσˆ
∥∥∥∥∥
2
F
,
where Ωtest is some set of indices independent from the given observed set of indices
Ω, |Ωtest| is a size of the set Ωtest and Ŷ is an obtained approximation of the actual
tensor Y, σˆ is a standard deviation of PΩtestY. Such error can be interpreted as
the ratio of unexplained variance. For each optimization technique we calculate the
difference between error obtained using random initialization and the error obtained
using GP based initialization.
For each kernel function we generated several data sets with different number
of observed points (N ∈ {100, 500, 1000, 2000, 5000}) and different dimensionalities
(d ∈ {2, 3, . . . , 10, 11, 13, . . . , 19}). The quantity is illustrated in Figure 1 (note, that
we clamp the values to [−1, 1] interval to make the figures more illustrative). It shows
the improvement of one initialization over another. We can see from the figure that
in most of the cases GP-based initialization gives high improvement in the relative
error. The only exception is TTWopt method for which the benefit of the proposed
initialization scheme takes place only in about half of the cases. You can also note
white squares for TTWopt, they mean that implementation of TTWopt crashed for
the given data set (for some unknown reason).
4.2. Read world functions. We compared the approaches on two real world
problems: CMOS oscillator model and Cookie problem (see subsection 4.4 and subsec-
tion 4.3 correspondingly). In CMOS oscillator problem we run each optimization 10
times with different random training sets and then calculate the average reconstruc-
tion error as well as standard deviation. Cookie problem is more computationally
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Figure 1: Improvement of GP based initialization over random initialization for dif-
ferent tensors and optimization methods. We clamp the improvement value to [−1, 1]
interval to make plots more illustrative.
intensive because each evaluation of the tensor value takes more resources and time.
Therefore, for Cookie problem we performed 10 runs, and the training set was the
same during all runs.
The quality of the methods is measured using mean squared error (MSE)
MSE =
1
|Ωtest| ‖PΩtestŶ − PΩtestY‖
2
F .
We also report the error of the initial tensor for random and the proposed initializa-
tions for each problem.
Note, that when we use GP based initialization, the TT-rank rTT of the tensor
is selected automatically by the TT-cross algorithm and max value of rTT can be
larger than n. The optimization algorithms with random initialization do not have a
procedure for automatic rank selection, so we ran them with different ranks (from 1
to mink nk) and then chose the best one.
TTWopt implementation1 does not support high-dimensional problems. For
higher dimensional problems the authors of TTWopt propose to use SGD. The au-
thors of TTWopt also propose truncated SVD based initialization. The idea is to fill
missing values using the mean value of the observed part of the tensor and then to
apply truncated SVD to obtain TT cores. However, such approach is only applicable
to low-dimensional tensors as it requires to calculate full matrices of large size.
For Ropt and ALS we used publically available MATLAB codes 2.
4.3. Cookie problem. Let us consider parameter-dependent PDE [2, 20]:
−div(a(x, p)∇u(x, p)) = 1, x ∈ D = [0, 1]2,
u(x, p) = 0, x ∈ ∂D,
1https://github.com/yuanlonghao/T3C tensor completion
2https://anchp.epfl.ch/index-html/software/ttemps/
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where
a(x, p) =
{
pµ, if x ∈ Ds,t, µ = mt+ s,
1, otherwise,
Ds,t is a disk of radius ρ =
1
4m+2 and m
2 is a number of disks which form m×m grid.
This is a heat equation where heat conductivity a(x, p) depends on x (see illustration
in Figure 2) and p is an m2-dimensional.
We are interested in average temperature over D: u(p) =
∫
[0,1]2
u(x, p)dx. If p
takes 10 possible values then there are 10m
2
possible values of u(p).
In this work we used the following setup for the Cookie problem: each parameter
p lie in the interval [0.01, 1], number of levels for each p is 10, number of cookies is
m2 = 9 and 16, size of the observed set is N = 5000, for the test set we used 10000
independently generated points.
0 1
1 
D0,2
D
Figure 2: Illustration of Cookie problem with m = 3 (9 cookies).
The results of tensor completion are presented in Table 1 (the variance of the
initialization error for GP-based init is not presented as it is negligible in this case).
One can see that GP based initialization gives lower reconstruction errors both on the
training set and test set except for ALS technique. ALS method with the proposed
initialization overfits: the error on the training set is close to 0, whereas the test error
is much more significant. The error on the training set is about 10−29, which means
that the training set was approximated with machine precision. It is not surprising if
we recall that there are only 5000 observed values, while the number of free parameters
that are used to construct TT is much higher.
4.4. CMOS ring oscillator. Let us consider the CMOS ring oscillator [24]. It
is an electric circuit which consists of 7 stages of CMOS inverters. We are interested
in the oscillation frequency of the oscillator. The characteristics of the electric circuit
are described by 57 parameters. Each parameter can take one of 3 values, so the total
size of the tensor is 357 ≈ 1.57× 1027. The number of observed values that were used
during the experiments is N = 5000. For the test set we used 10000 independently
generated points.
The results of the experiments are given in Table 2. The table demonstrates that
utilizing GP based initialization improves the results for all algorithms except ALS.
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Table 1: MSE errors for Cookie problem
Training set
m = 3
Random init GP init
error
average
N iters
error
average
N iters
SGD (1.66± 0.067)× 10−2 1500 (2.86± 0.18)× 10−5 150
Ropt (4.13± 2.20)× 10−8 1000 (5.48± 1.10)× 10−10 1000
TTWopt (2.73± 0.19)× 10−4 100 (9.21± 2.17)× 10−7 100
ALS (1.07± 1.07)× 10−4 100 (2.39± 0.60)× 10−30 100
Init error (1.15± 0.24)× 108 2.66× 10−4
m = 4
SGD (3.14± 1.08)× 10−2 1500 (1.65± 0.13)× 10−5 150
Ropt (1.42± 0.01)× 10−2 1000 (3.42± 0.50)× 10−4 1000
TTWopt (1.31± 0.00)× 10−4 100 (1.80± 0.16)× 10−6 100
ALS (6.59± 3.30)× 10−5 100 (1.33± 0.46)× 10−29 100
Init error (8.32± 2.52)× 1014 3.14× 10−4
Test set
m = 3
SGD (2.06± 2.31)× 10−1 — (9.97± 0.40)× 10−5 —
Ropt (1.48± 0.90)× 10−7 — (3.45± 0.0165)× 10−4 —
TTWopt (4.52± 0.50)× 10−4 — (5.27± 0.74)× 10−6 —
ALS (4.37± 7.73)× 10−2) — (3.78± 1.08)× 100 —
Init error (1.12± 0.23)× 108 4.12× 10−4
m = 4
SGD (2.40± 2.76)× 101 — (1.15± 0.05)× 10−4 —
Ropt (1.47± 0.003× 10−2 — (5.38± 0.07)× 10−4 —
TTWopt (2.42± 0.00)× 10−4 — (3.02± 0.17)× 10−5 —
ALS (3.57± 5.65)× 10−1 — (1.85± 60.5)× 100 —
Init error (8.33± 2.46)× 1014 5.37× 10−4
ALS, in this case, overfits again: training error is extremely small, whereas the test
error is much larger, though it is rather small compared to other techniques and ALS
with random initialization.
All in all, the obtained results prove that GP based initialization allows improving
the tensor completion results in general. At least it provides better training error. As
for the error on the test set one should be more careful as the number of degrees of
freedom is large and there exist many solutions that give a small error for the observed
values but large errors for other values.
5. Related works. One set of approaches to tensor completion is based on
nuclear norm minimization. The nuclear norm of a matrix is defined as a sum of
all singular values of the matrix. This objective function is a convex envelope of the
rank function. For a tensor the nuclear norm is defined as a sum of singular values of
matricizations of the tensor.
There are efficient off-the-shelf techniques for such types of problems that apply
interior-point methods. However, they are second-order methods and scale poorly
with the dimensionality of the problem. Special optimization technique was derived
for nuclear norm minimization [8, 13, 18].
More often such techniques are applied to matrices or low-dimensional tensors as
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Table 2: MSE errors for CMOS oscillator
Training set
Random init GP init
error N iters error N iters
SGD (7.77± 15.25)× 105 1500 (3.11± 4.87)× 10−4 150
Ropt (6.22± 0.01)× 103 1000 (9.50± 4.28)× 10−5 1000
ALS (9.95± 0.26)× 10−2 300 (3.57± 0.45)× 10−26 300
Init error (1.67± 3.19)× 1012 (3.95± 2.19)× 10−4
Test set
SGD (3.45± 9.68)× 108 — (4.65± 5.01)× 10−4 —
Ropt (6.23± 0.0)× 103 — (9.68± 4.16)× 10−5 —
ALS (1.03± 0.01)× 10−1 — (4.09± 3.10)× 10−4 —
Init error (1.04± 2.53)× 1015 (3.90± 2.15)× 10−4
their straightforward formulation allows finding the full tensor. It becomes infeasible
when we come to high-dimensional problems.
The second type of approaches is based on low-rank tensor decomposition [1,
7, 12, 19, 23]. There are several tensor decompositions, and all these papers derive
some optimization procedure for one of them, namely, CP decomposition, Tucker
decomposition or TT/MPS decomposition. The simplest technique is the alternating
least squares [10]. It just finds the solution iteratively at each iteration minimizing
the objective function w.r.t. one core while other cores are fixed.
Another approach is based on Riemannian optimization that tries to find the op-
timal solution on the manifold of low-rank tensors of the given structure [19]. The
same can be done by using Stochastic Gradient Descent [23]. Riemannian optimiza-
tion, TTWopt, ALS and its modifications (e.g., ADF, alternating directions fitting
[9]) try to find the TT representation of the actual tensor iteratively. At each it-
eration it optimizes TT cores such that the resulting tensor approximates well the
tensor which coincides with the real tensor at observed indices and with the result
of the previous iteration at other indices. All these approaches need to specify rank
manually. The authors of [26] apply the Bayesian framework for CP decomposition
which allows them to select the rank of the decomposition automatically.
In some papers the objective is modified by introducing special regularizers to
suit the problem better [22]. For example, in [7, 26] to obtain better results for visual
data a special prior regularizer was utilized.
Our proposed algorithm is an initialization technique for the tensor completion
problems in TT format and can be used with most of the algorithms solving such
problems. If the assumptions from section 3 (the tensor values are values of some
rather smooth function of tensor indices) are satisfied the initial value will be close
to the optimal providing better results. The question of a good initialization is rarely
taken into account. In paper [11] a special initialization if proposed for visual data.
The idea is to use some crude technique (like bilinear interpolation) to fill missing
values and after that apply SVD-based tensor train decomposition. The drawback
of the approach is that it can be applied only in case of small-dimensional tensors
as we need to fill all missing values. In [9] they propose special initialization for the
Alternating Direction Fitting (ADF) method. This is a general technique for the
tensor completion and it does not take into account the assumptions on the data
12 Y. KAPUSHEV, I.OSELEDETS, AND E. BURNAEV
generating function.
6. Conclusions. We proposed a new initialization algorithm for high-dimen-
sional tensor completion in TT format. The approach is designed mostly for the
cases when some smooth function generates the tensor values. It can be combined
with any optimization procedure that is used for tensor completion. Additionally, the
TT-rank of the initial tensor is adjusted automatically by the TT-cross method and
defines the resulting rank of the tensor. So, the approach provides an automatic rank
selection. Our experimental study confirms that the proposed initialization delivers
lower reconstruction errors for many of the optimization procedures.
Acknowledgments. We would like to thank Zheng Zhang, who kindly provided
us CMOS ring oscillator data set.
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