Popular QA benchmarks like SQuAD have driven progress on the task of identifying answer spans within a specific passage, with models now surpassing human performance. However, retrieving relevant answers from a huge corpus of documents is still a challenging problem, and places different requirements on the model architecture. There is growing interest in developing scalable answer retrieval models trained end-to-end, bypassing the typical document retrieval step. In this paper, we introduce Retrieval Question-Answering (ReQA), a benchmark for evaluating large-scale sentence-and paragraph-level answer retrieval models. We establish baselines using both neural encoding models as well as classical information retrieval techniques. We release our evaluation code to encourage further work on this challenging task.
Introduction
Popular QA benchmarks like SQuAD (Rajpurkar et al., 2016) have driven impressive progress on the task of identifying spans of text within a specific passage that answer a posed question. Recent models using BERT pretraining have already surpassed human performance on SQuAD 1.1 and 2.0.
While impressive, these systems are not yet sufficient for the end task of answering user questions at scale, since in general, we don't know which documents are likely to contain an answer. On the one hand, typical document retrieval solutions fall short here, since they aren't trained to directly model the connection between questions and answers in context. For example, in Figure 1 , a relevant answer appears on the Wikipedia page for New York, but this document is unlikely to be retrieved, as the larger document is not highly relevant to the question. On the other hand, QA models with strong performance on reading comprehension can't be used directly for large-scale retrieval. This is because competitive QA models use interactions between the question and candidate answer in the early stage of modeling (e.g. through cross-attention) making it infeasible to score a large set of candidates at inference time.
There is growing interest in training end-to-end answer retrieval systems that can efficiently surface relevant results without an intermediate document retrieval phase (Gillick et al., 2018; Cakaloglu et al., 2018; Henderson et al., 2019) . We are excited by this direction, and hope to promote further research by offering the Retrieval Question-Answering (ReQA) benchmark, which tests a model's ability to retrieve relevant answers efficiently from a large set of documents. Our code is available at https://github.com/google/retrieval-qa-eval.
The remainder of the paper is organized as follows: In Section 2, we define our goals in developing large-scale answer retrieval models. Section 3 describes our method for transforming a withindocument reading comprehension task like SQuAD into a Retrieval Question-Answering (ReQA) task, and details our evaluation procedure and metrics. Section 4 describes various neural and non-Question: Which US county has the densest population? Wikipedia Page: New York City Answer: Geographically co-extensive with New York County, the borough of Manhattan's 2017 population density of 72,918 inhabitants per square mile (28,154/km 2 ) makes it the highest of any county in the United States and higher than the density of any individual American city. Figure 1 : A hypothetical example of end-to-end answer retrieval, where the document containing the answer is not "on topic" for the question. neural baseline models, and characterizes their performance on the ReQA SQuAD task. Finally, Section 5 discusses related work.
Objectives
What properties would we like a large-scale answer retrieval model to have? We discuss five characteristics below that motivate the design of our evaluation.
First, we would like an end-to-end solution. As illustrated in Figure 1 , some answers are found in surprising places. Pipelined systems that first retrieve topically relevant documents and then search for answer spans within only those documents risk missing all good answers from documents that appear to have less overall relevance to the question.
Second, we need efficient retrieval, with the ability to scale to billions of answers. Here we impose a specific condition that guarantees scalability. We require the model to encode questions and answers independently as high-dimensional (e.g. 512d) vectors, such that the relevance of a QA pair can be computed by taking their dot-product, as in Henderson et al. (2017) .
1 This technique enables retrieval of relevant answers using approximate nearest neighbor search, which is sub-linear in the number of documents, and in practice close to log(N). This condition rules out the powerful models like BERT that perform best on reading comprehension metrics. Note, these approaches could be used to rerank a small set of retrieved candidate answers, but we leave the evaluation of such multistage systems to future work.
Third, we focus on sentence-level retrieval. In practice, sentences are a good size to present a user with a "detailed" answer. Note, in cases where highlighting the relevant span within a sentence is important, a separate highlighting module could be learned that takes a retrieved sentence as input. Similarly, future work could improve on extractive solutions by adding a generative component to synthesize answers out of the extracted answer(s).
Fourth, a retrieval model should be context aware, in the sense that the context surrounding a sentence should affect its appropriateness as an answer. For example, an ideal QA system should be able to tell that the bolded sentence in Figure 2 is a good answer to the question, since the context makes it clear that "The official language" refers to the official language of Nigeria.
Question: What is Nigeria's official language? Answer in Context: [...] Nigeria has one of the largest populations of youth in the world. The country is viewed as a multinational state, as it is inhabited by over 500 ethnic groups, of which the three largest are the Hausa, Igbo and Yoruba; these ethnic groups speak over 500 different languages, and are identified with wide variety of cultures. The official language is English. Finally, we believe a strong model should be general purpose, with the ability to generalize to new domains and datasets gracefully. For this reason, we advocate using a retrieval evaluation drawn from a specific task/domain that is never used for model training. In the case of our SQuAD-based evaluation, we evaluate on retrieval over the entire SQuAD 1.1 training set, with the understanding that all SQuAD data is off-limits for model training. Additionally, we recommend not training on Wikipedia, as this is the source of the SQuAD passages. This increases our confidence that a model that evaluates well on our retrieval metrics can be applied to a wide range of open-domain QA tasks.
3 Method
In this section, we describe our method for constructing the Retrieval Question-Answering (ReQA) task from SQuAD. However, our approach is general and can be used to construct a ReQA task from many existing machine reading based QA tasks.
3.1 SQuAD 1.1 SQuAD 1.1 is a reading comprehension challenge that consists of over 100,000 questions composed to be answerable by text from Wikipedia articles. The data is organized into paragraphs, where each paragraph has multiple associated questions. Each question can have one or more answers in its paragraph. 3 We choose SQuAD 1.1 for our initial ReQA evaluation because it is a widely studied dataset, and covers many question types. However it is equally possible to construct ReQA tasks from other QA datasets including the more recent SQuAD 2.0 (Rajpurkar et al., 2018) . 4 Other datasets amenable to ReQA conversion include MS MARCO (Nguyen et al., 2016) , TriviaQA (Joshi et al., 2017) and Natural Questions (Kwiatkowski et al., 2019) . These tasks improve upon SQuAD by using real questions that weren't "back-written" with advance knowledge of the answer. However, for these tasks, we note that the answers are derived from web documents retrieved by Bing or Google where the question is used as the search query.
5 This introduces a bias toward answers that are already retrievable through traditional search methods. Recall from Figure 1 that many answers in SQuAD 1.1 are found in "off-topic" documents, and we would like our evaluation to measure the ability to retrieve such answers.
Retrieval SQuAD
To turn SQuAD into a retrieval task, we first split each paragraph into sentences using a custom sentence-breaking tool included in our public release. For the SQuAD 1.1 train set, splitting 18,896 paragraphs produces 91,707 sentences. Next, we construct an "answer index" containing each sentence as a candidate answer. The model being evaluated computes an answer embedding for each answer (using any encoding strategy), given only the sentence and its surrounding paragraph as input. Crucially, this computation must be done independently of any specific question. The answer index construction processs is described more formally in Algorithm 1.
Similarly, we embed each question using the model's question encoder, with the restriction that only the question text be used. For the SQuAD 1.1 train set, this gives 87,599 questions. return I
Algorithm 1 Constructing the answer index
After all questions and answers are encoded, we compute a "relevance score" for each questionanswer pair by taking the dot-product of the question and answer embeddings. These scores can be used to rank all 91K candidate answers for every question, and compute standard ranking metrics such as mean reciprocal rank (MRR) and recall (R@k).
Algorithm 2 Scoring questions and answers
Input: Q [q×n] is a matrix of question embeddings in R n , arranged so that the i-th row, Q[i] corresponds to the embedding of q i ; A [a×n] is a matrix of answer embeddings, also in R n , derived from the answer index, I, and arranged so that the i-th row, A[i] corresponds to the embedding of a i . Output: R [q×a] a matrix of ranking data that can be used to compute metrics such as MRR and R@k. It is arranged so that i-th row is a vector of dot-product scores for q i , that is, for i ← 1 to q do 5:
return R
Known Shortcomings
There are a few known shortcomings of the proposed construction process. First, a question may become ambiguous or underspecified when removed from the context of a specific document and paragraph. For example, SQuAD 1.1 contains the question "What instrument did he mostly compose for?" This question makes sense in the original context of the Wikipedia article on Frédéric Chopin, but is underspecified when asked in isolation, and could reasonably have other answers. One possible resolution would be to include the context title as part of the question context. However this is unrealistic from the point of view of end systems where the user doesn't have a specific document in mind.
A related but rarer issue arises when exactly the same question is asked in different contexts, as in Figure 3 . In this case, we consider both answers correct for the purposes of our evaluation metrics.
Despite these shortcomings, we show in Section 4 that the constructed dataset is still challenging for existing approaches, motivating the development of better answer retrieval models. We leave the improvement of the construction process for future work. 
Models and Results
In this section we evaluate neural models and classic information retrieval techniques on the ReQA benchmark.
Neural Baselines
Dual encoder models are learned functions that collocate queries and results in a shared embedding space. This architecture has shown strong performance on sentence-level retrieval tasks, including conversational response retrieval (Henderson et al., 2017; , translation pair retrieval (Guo et al., 2018; Yang et al., 2019b) and similar text retrieval (Gillick et al., 2018) . A dual encoder for use with ReQA has the schematic shape illustrated in Figure 4 .
As our primary neural baseline, we take the recently released universal sentence encoder QA (USE-QA) model from Yang et al. (2019c) 6 . This is a multilingual QA retrieval model that co-trains a question-answer dual encoder along with secondary tasks of translation ranking and natural language inference. The model uses sub-word tokenization, with a 128k "sentencepiece" vocabulary (Kudo and Richardson, 2018) . Question and answer text are encoded independently using a 6-layer transformer encoder (Vaswani et al., 2017) , and then reduced to a fixed-length vector through average pooling. The final encoding dimensionality is 512. The training corpus contains over a billion question-answer pairs from popular online forums and QA websites like Reddit and StackOverflow.
As a second neural baseline, we include an internal QA model (QA Lite ) designed for use on mobile devices. Like USE-QA, this model is trained over online forum data, and uses a transformer-based text encoder. The core differences are reduction in width and depth of model layers, and reduction of sub-word vocabulary size. Table 1 presents the ReQA SQuAD results for our baseline models. As expected, the larger USE-QA model outperforms the smaller QA Lite model. The recall@1 score of 0.439 indicates that USE-QA Figure 4 : A schematic dual encoder for question-answer retrieval.
6 https://tfhub.dev/google/universal-sentence-encoder-multilingual-qa/1 is able to retrieve the correct answer from a pool of 91,707 candidates roughly 44% of the time. Table 2 illustrates the tradeoff between model accuracy and resource usage.
BM25 Baseline
While neural retrieval systems are gaining popularity, TF-IDF based methods remain the dominant method for document retrieval, with the BM25 family of ranking functions providing a strong baseline (Robertson and Zaragoza, 2009) . Unlike the neural models described above that can directly retrieve content at the sentence level, such methods generally consist of two stages: document retrieval, followed by sentence highlighting (Mitra and Craswell, 2018) . Previous work in open domain question answering has shown that BM25 is a difficult baseline to beat when questions were written with advance knowledge of the answer .
To obtain our baseline using traditional IR methods, we constructed a paragraph-level retrieval task which allows a direct comparison between the neural systems in Table 1 and BM25. We evaluate BM25 by measuring its ability to recall the paragraph containing the answer to the question. 8 To get a paragraph retrieval score for our neural baselines, we run sentence retrieval as before, and use the retrieved sentence to select the enclosing paragraph. As shown in Table 3 , the USE-QA neural baseline outperforms BM25 on paragraph retrieval.
Related Work
Open domain question answering is the problem of answering a question from a large collection of documents (Voorhees and Tice, 2000) . Successful systems usually follow a two-step approach to answer a given question: first retrieve relevant articles or blocks, and then scan the returned text to identify the answer using a reading comprehension model (Jurafsky and Martin, 2018; Kratzwald and Feuerriegel, 2018; Yang et al., 2019a; . While the reading comprehension step has been widely studied with many existing datasets (Rajpurkar et al., 2016; Nguyen et al., 2016; Dunn et al., 2017; Kwiatkowski et al., 2019) , machine reading at scale is still a challenging task for the community. Chen et al. (2017) recently proposed DrQA, treating Wikipedia as a knowledge base over which to answer factoid questions from SQuAD (Rajpurkar et al., 2016 ), CuratedTREC (Baudiš andŠedivý, 2015 and other sources. The task measures how well a system can successfully extract the answer span given a question, but it still relies on a document retrieval step. The ReQA eval differs from DrQA task by skipping the intermediate step and retrieving the answer sentence directly.
There is also a growing interest in answer selection at scale. Surdeanu et al. (2008) constructs a dataset with 142,627 question-answer pairs from Yahoo! Answers, with the goal of retrieving the right answer from all answers given a question. However, the dataset is limited to "how to" questions, which simplifies the problem by restricting it to a specific domain. Additionally the underlying data is not as broadly accessible as SQuAD and other more recent QA datasets, due to more restrictive terms of use. Table 3 : Performance of various models on paragraph-level retrieval.
Model
WikiQA (Yang et al., 2015) is another task involving large-scale sentence-level answer selection. The candidate sentences are, however, limited to a small set of documents returned by Bing search, and is much smaller than the scale of ReQA over SQuAD. WikiQA consists of 3,047 questions and 29,258 candidate answers, while ReQA over SQuAD contains 87,599 questions and 91,707 candidate answers. Moreover, as discussed in Section 3.1, restricting the domain of answers to top search engine results limits the evaluation's applicability for testing end-to-end retrieval.
Finally, Cakaloglu et al. (2018) made use of SQuAD for a retrieval task at the paragraph level. We extend this work by investigating sentence level retrieval and by providing strong sentencelevel and paragraph-level baselines over a replicable construction of a retrieval evaluation set from the SQuAD data. Further, while Cakaloglu et al. (2018) trained their model on data drawn from SQuAD, we would like to highlight that our own strong baselines do not make use of any training data from SQuAD. We advocate for future work to attempt a similar approach of using sources of model training and evaluation data that are distinct as possible in order to provide a better picture of how well models generally perform a task.
Conclusion
In this paper, we introduce Retrieval Question-Answering (ReQA), as a new benchmark for evaluating end-to-end answer retrieval models. The task assesses how well models are able to retrieve relevant sentence-level answers to queries from a large corpus. We describe a general method for converting reading comprehension QA tasks into cross-document answer retrieval tasks. Using SQuAD 1.1 as an example, we construct the ReQA SQuAD task, and evaluate several models on sentence-and paragraph-level answer retrieval. We find that a freely available neural baseline, USE QA, outperforms a strong information retrieval baseline, BM25, on paragraph retrieval, suggesting that end-to-end answer retrieval can offer improvements over pipelined systems that first retrieve documents and then select answers within. We release our code for both evaluation and conversion of the SQuAD 1.1 dataset for the ReQA task.
