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Summary
The trend towards deep water energy production has led to a growing use of plate
anchors to moor floating production facilities. The effect on anchor uplift behaviour
of the inherent spatial variability of soil deposits has so far been little considered,
despite having important implications for anchor design. Spatial variability prob-
lems are commonly analysed byMonte Carlo simulation but it is difficult to establish
the probabilities of failure that are of interest in practice. In this paper, sparse poly-
nomial chaos expansions (SPCEs) are used for moment and reliability analysis of
plate anchors in spatially variable undrained clay. A novel two-stage methodology
is proposed: in the first stage, an SPCE is constructed to meet a target global error,
allowing statistical moments of the uplift capacity to be obtained; in the second stage,
an active learning method is used to refine the SPCE for reliability analysis. Anchor
uplift capacity is obtained by a finite element method, which is coupled with a ran-
dom field representation of spatial variability. The effect of embedment depth and the
soil-anchor interface is investigated. The failure mechanism of the anchor is shown
to have a significant effect on the statistical moments of the uplift capacity and the
probability of failure in relation to current design guidelines. To inform future design,
factors of safety are presented for a range of failure probabilities.
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1 INTRODUCTION
The recent move towards deep water energy production has led to an increased interest in the analysis and design of anchoring
systems. Plate anchors are commonly deployed to moor floating production facilities1. The holding capacity of a plate anchor in
undrained clay has been widely investigated, using both physical modelling2,3 and numerical analysis4,5,6,7. In these studies, the
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undrained shear strength is uniform or linearly increasing according to a defined trend. In reality, natural clay is a highly variable
material and the values of engineering parameters fluctuate across the soil mass8. Spatial variability has been shown to influence
mechanical behaviour in a range of geotechnical scenarios9,10. In footing problems, the bearing capacity of spatially variable soils
can be substantially different to deterministic predictions. This has recently been demonstrated for common offshore foundation
types such as skirted foundations11 and spudcans12 in undrained clay. The effect of spatial variability on uplift capacity is less
well-studied but clearly has important design implications.
In geotechnical engineering, probabilistic analysis of spatial variability problems is generally carried out byMonte Carlo sim-
ulation, often employing a random field coupled with a finite element or finite difference method. Reliability analysis involves
the estimation of small failure probabilities or, in the inverse operation, extreme quantiles. Monte Carlo simulation is unfortu-
nately well-known to have a slow convergence rate and due to the high cost of repeated runs of a complex computer model it is
often impractical to establish the probabilities of failure that would be of interest in practice (i.e. 10−2 to 10−5). To reduce the
number of deterministic model evaluations the output can be approximated by a polynomial chaos expansion (PCE)13,14, which
can be broadly described as a surrogate modelling technique.
However, a major difficulty in many geotechnical scenarios is that the short correlation length of soil parameters in the vertical
direction of a deposit15 necessitates many input random variables in order to discretise the random field to a suitable degree of
accuracy. While Monte Carlo simulation is independent of the random dimension, but very slow to converge, the cost of a PCE
grows exponentially with the number of input random variables. Furthermore, PCEs provide a global approximation of a model
suitable for moment and sensitivity analysis but do not guarantee sufficient accuracy in the tails of a response distribution for
reliability applications16.
Blatman and Sudret17 proposed a sparse PCE (SPCE) to address high-dimensionality by retaining only the most influential
terms of the expansion. The initial stepwise-regression implementation was successfully used by Al-Bittar and Soubra18 to com-
pute the statistical moments of the bearing capacity of a strip footing on spatially variable soil and the sensitivity to the cohesion
and friction angle. A much more efficient solution is to choose the basis polynomials by least angle regression (LAR)19,20.
Reliability analysis can be framed as a classification problem because the aim is to divide the input domain into regions of
safety and failure. The accuracy of the prediction around the limit state surface is the foremost requirement of a surrogate model.
Surrogate modelling approaches therefore benefit from a local error estimator, which until recently have been unavailable for
PCEs. For this reason, Kriging has often been used in reliability applications as the local error is naturally measured by the
Kriging variance. Active learning methods that progressively refine a Kriging model close to the limit state surface have been
developed by Bichon et al.21, Bichon et al.22 and Echard et al.23, minimising the number of function evaluations. The latter
introduced adaptive Kriging-Monte Carlo simulation (AK-MCS) whereby additional sample points are chosen from a Monte
Carlo population according to a learning function based on the probability of misclassification.
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A polynomial chaos-Kriging (PC-Kriging) method was proposed by Schöbi et al.24, combining the global PCE approximation
with a local Kriging prediction. This method has subsequently been used in conjunction with the AK-MCS approach for relia-
bility analysis25. A local error estimator for PCEs using bootstrap resampling has been proposed by Marelli and Sudret26. With
this approach, a learning function can be defined analogous to that used in AK-MCS, enabling improvement of the PCE in the
vicinity of the limit state surface while avoiding the additional complexity of coupling the PCE with a Kriging approximation.
In this paper, we propose a two-stage methodology to combine moment and reliability analysis of the uplift capacity of a
plate anchor in spatially variable undrained clay, represented by a high-dimensional random field. In the first stage, an efficient
LAR-based SPCE is constructed and used to compute the moments of the anchor capacity. Subsequently, this expansion is used
as the starting point for a reliability analysis. In the second stage, the initial SPCE is refined around the relevant limit state using
an active learning method that employs a bootstrap-based local error estimator. A finite element model is used to obtain anchor
uplift capacity across a range of embedment ratios and the limiting cases of an ‘attached’ and ‘vented’ anchor, where the anchor
is either fixed to or separable from the soil, are considered. The two-stage methodology is a robust and efficient approach to
obtaining the statistical moments of anchor uplift capacity and assessing the probability of failure in relation to current offshore
design practice. In addition, factors of safety corresponding to given probabilities of failure can be obtained using relatively few
evaluations of the finite element model.
2 SPARSE POLYNOMIAL CHAOS EXPANSIONS
2.1 Sparse polynomial chaos expansions by least angle regression
Polynomial chaos expansions are a method for quantifying uncertainty in complex numerical models with input parameters
represented by random variables. The model output can be approximated by expanding the response quantity, 푌 , onto a basis
of orthogonal multivariate polynomials. If the model is denoted Γ, and is a function of푀 independent input random variables
푿 = {푋1,… , 푋푀}푇 , this can be written as follows:
푌 = Γ(푿) =
∑
휶∈ℕ푀
푐휶Ψ휶(푿) (1)
where 휓훼 is a multivariate polynomial basis and 푐휶 are deterministic coefficients which must be computed, for example by least
squares regression from a set of model evaluations14.
The sequence of non-negative integers 휶 = {훼1,… , 훼푀} is a multi-index representing the polynomial order associated with
each random variable. The series is known as a polynomial chaos expansion and provides an analytical expression for the model
response.
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The multivariate,푀-dimensional basis is constructed as a product of one-dimensional polynomials (Ψ), which for optimal
convergence are chosen to be orthogonal to the probability density function (PDF) of their respective input random variable:
Ψ휶(푿) =
푀∏
푖=1
Ψ훼푖(푋푖) (2)
Performance is also improved if the multidimensional polynomials are normalised such that27:
피[Ψ휶(푋)Ψ훾 (푋)] = ∫
퐷푋
Ψ훼(풙)Ψ훾 (풙)푓푿(풙)푑풙 = 훿훼훾 ∀훼, 훾 ∈ ℕ푀 (3)
where퐷푋 is the support of푿, 푓푿 is the joint PDF of푿, and 훿훼훾 is the Kronecker delta, equal to one if 훼 = 훾 and zero otherwise.
In this paper, Gaussian input random variables are used with the corresponding Hermite polynomials.
The truncation, for computational purposes, of the infinite series in Eq. 1 was originally undertaken by keeping only those
polynomials with degree less than or equal to the current PCE order 푝, i.e.∑푀푖=1 훼푖 ≤ 푝. The size of this basis is (푀+푝푝 ) and the
number of retained coefficients grows dramatically, and with it the computational cost, as either the number of random variables
or polynomial order is increased. In a sparse polynomial chaos expansion, only significant terms are retained in the polynomial
basis, thus reducing the number of coefficients that must be computed. Firstly, the candidate set of terms can be reduced prior
to analysis to remove high-order interactions likely to be insignificant. Blatman and Sudret20 proposed a ‘hyperbolic’ PCE in
which a 푞-norm of the multi-indices should be smaller than the current order as follows:
∥ 휶 ∥푞=
( 푀∑
푖=1
(훼푖)푞
)1∕푞 ≤ 푝 (4)
where 0 < 푞 ≤ 1. This is a stricter requirement than the classical truncation scheme, which is recovered by setting 푞 = 1.
However, even after truncation not all the remaining terms will be significant. An efficient solution is to use the LAR algorithm
to select the basis functions that have most effect on the model response20. In LAR, the predictors are progressively activated
based on their correlation with the set of model outputs until either all predictors are active or, if the number of model evaluations
푛 ≤ 푃 , 푛 − 1 predictors are active. The coefficients computed by LAR are not actually used but instead the predictors retained
in each step along the LAR path are used in a least squares regression. A series of SPCEs is produced, and the best performing
expansion according to a global error measure is retained. The SPCE is finally obtained as:
Γ(푿) ≅ Γ푃퐶 (푿) =
∑
휶∈휶퐿퐴푅
푐휶Ψ휶(푿) (5)
where 휶퐿퐴푅 are those terms retained in the optimal basis after the LAR procedure.
2.2 Global error
An efficient estimate of the global, mean-square error can bemade using leave-one-out cross validation28,20. Conceptually, leave-
one-out cross validation measures the error in predicting the 푗−th model evaluation, Γ(풙푗), when the SPCE is constructed from
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the experimental design (퐸퐷)흌 = {풙푖}푛푖=1 excluding 풙푗(1 ≤ 푗 ≤ 푛). Using Γ푃퐶,흌⧵푗 to denote this SPCE, the predicted residual
at 풙푗 is:
Δ푗 = Γ(풙푗) − Γ푃퐶,흌⧵푗(풙푗) (6)
A coefficient of determination analogous to the well-known 푅2 can be defined as:
푄2 =
1 − 1
푛
푛∑
푖=1
(Δ푖)2
푉 푎푟(횼)
(7)
where 횼 = {푦푖 = Γ(풙푖), 푖 = 1,… , 푛} is a vector of model evaluations at each point in 흌 and 푉 푎푟(횼) is the empirical variance.
For notational simplicity, this can be written:
푄2 = 1 − 휀퐿 (8)
Fortunately, the predicted residuals can be calculated efficiently using the diagonal elements of thematrix푯 = 푨(푨푇푨)−1푨푇 ,
where 푨 collects together the retained basis polynomials Ψ휶 for each point of the 퐸퐷, avoiding the need to reconstruct the
SPCE 푛 times. The predicted residual at 풙푗 is then:
Δ푗 =
Γ(풙푗) − Γ푃퐶 (풙푗)
1 − ℎ푗
(9)
where ℎ푗 is the 푗-th element on the diagonal of푯 .
A penalty can also be applied to 푄2 in order to reduce the likelihood of an overfitting situation:
푄2∗ = 1 − 푇 (푃 , 푛)휀퐿 (10)
where the penalty, 푇 , is a function of the number of retained coefficients and the number of model evaluations. Chapelle et al.29
defined a penalty function for small 퐸퐷s as follows:
푇 (푃 , 푛) =
(
1 − 푃
푛
)−1(
1 +
tr(푪−1emp)
푛
)
(11)
where 푪emp is the empirical covariance matrix of the retained basis polynomials: 푪emp = (1∕푛)푨푇푨. The corrected quantity
푄2∗ is used in this study.
2.3 Local error
A local error estimator can be constructed using bootstrap resampling30. Given a dataset 풁 = {푧1,… , 푧푛}, bootstrapping
proceeds by randomly sampling with replacement from풁 to construct a set of퐵 bootstrap samples풁∗ = {풁 (1),… ,풁 (퐵)}, each
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with the same size as the original dataset. Then, any statistic 푆(풁) can be computed in each bootstrap sample and an estimate
of the statistical accuracy, based on the empirical distribution of 풁∗, is easily available.
In the context of PCEs, bootstrapping has been used by Dubreuil et al.31 to compute confidence intervals on sensitivity indices.
Marelli and Sudret26 recently utilised the bootstrap method in a PCE-based reliability analysis, using the bootstrap to estimate
the accuracy of a PCE approximation of the probability of failure. In this setting, the퐸퐷 is randomly sampled with replacement
to produce a bootstrap sample {흌 (푏),횼(푏)}퐵푏=1, where 횼(푏) = {Γ(풙푖), 푖 = 1,… , 푛},풙푖 ∈ 흌 (푏). A PCE is constructed for each of
the bootstrap samples and so at each point 풙, there are 퐵 predictions 횼∗(풙) = {푦(푏) = Γ(푏)푃퐶 (풙), 푏 = 1,… , 퐵}, with:
Γ(푏)푃퐶 (풙) =
∑
휶
푐(푏)휶 Ψ휶(풙) (12)
The empirical distribution of횼∗(풙) can then be used to assess the error at point 풙. The bootstrap approach is efficient in so far
as no extra evaluations of the model are needed and the computational cost is a function of 퐵. In practical applications, where
SPCEs are required, the optimal polynomial basis may be different for each bootstrap sample. Dubreuil et al.31 suggest choosing
a new basis for each sample by applying the LAR algorithm. However, a less expensive bootstrap involves selecting the optimal
basis once, using the original ED, and recomputing the coefficients on each bootstrap sample by least squares regression. The
latter approach has been used by Roussouly et al.32 to bootstrap quadratic response surface estimates in reliability analysis and
will be used in this study due to the complex, high-dimensional nature of the problem addressed.
3 SPCE-BASED MOMENT AND RELIABILITY ANALYSIS
The objectives of the current study are to compute: (1) the statistical moments of the uplift capacity of a plate anchor in spatially
variable clay; (2) the probability of failure or reliability with respect to a deterministic analysis of plate anchor capacity, taking
into account the factor of safety (FS) used in current design practice; and (3) values of FS corresponding to a given probability
of failure. A brief description of how each objective is approached is given below. A two-stage methodology is then proposed
to combine moment and reliability analysis in an adaptive SPCE procedure allowing both global and local statistics of interest
to be estimated in a robust and efficient way.
3.1 Moments
The first two moments of the response, the mean (휇) and variance (휎2), can be obtained in a straightforward manner from the
coefficients of an SPCE:
휇̂푌 = 푐0 (13)
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휎̂2푌 =
∑
휶∈휶퐿퐴푅∶휶>0
푐2휶 (14)
Higher moments and the PDF of the response are more easily evaluated by Monte Carlo simulation.
3.2 Failure probabilities and quantiles
The probability of failure (푃푓 ) is defined as the probability that the model response is less than a given threshold value, 푦푡. A
limit state function 푔(푿) = Γ(푿) − 푦푡 divides the response into safe (푔(푿) > 0) and failure (푔(푿) ≤ 0) domains, and so:
푃푓 = 푃 [Γ(푿) ≤ 푦푡] = ∫
풙∶푔(풙)≤0
푓푿(풙)푑풙 (15)
In practical scenarios, where the response might be computed from a nonlinear numerical model, this integral cannot be
solved analytically but a Monte Carlo estimate of 푃푓 from a sample size of 푛 reads:
푃̂푓 =
1
푛
푛∑
푖=1
퐼(Γ(풙푖) ≤ 푦푡) (16)
where 퐼 is the indicator function. This estimate has a coefficient of variation (퐶푂푉 ), a measure of the accuracy of 푃̂푓 , as follows:
퐶푂푉 [푃̂푓 ] =
√√√√1 − 푃̂푓
푛푃̂푓
(17)
from which it can be seen that the number of samples required to achieve a certain accuracy increases for smaller 푃̂푓 . Indeed,
for 푃̂푓 = 10−푘 and 퐶푂푉 [푃̂푓 ] = 0.1, 푛 ≈ 10푘+2 33 which is not achievable for failure probabilities of practical significance, e.g.
10−2 to 10−5, when the numerical model takes even a few minutes to evaluate. By replacing Γ with Γ푃퐶 the computational cost
is much reduced but the local accuracy of the SPCE must be considered to ensure the accuracy of 푃̂푓 .
The inverse operation is quantile estimation. This involves computing a quantile, 푦푝, such that 푃 [푌 ≤ 푦푝] = 푝 where 푝 is a
given probability, such as a relevant probability of failure. Again, a Monte Carlo estimate of 푦푝 is possible:
푦̂푝 = 푦⌊푛푝⌋ (18)
where 푛 is the sample size and ⌊푛푝⌋ is the largest integer smaller than 푛푝. Just as for the estimation of failure probabilities, a
vast Monte Carlo sample is required to obtain extreme quantiles.
Failure probability and quantile estimation are conceptually equivalent if treated as classification problems25. In both oper-
ations, the input domain must be divided into safe and failure zones, with the limit state function 푔(푿) = Γ(푿) − 푦푙푖푚 defined
by 푦푙푖푚 = 푦푡 in the case of failure probability estimation and 푦푙푖푚 = 푦̂푝 for quantiles. The SPCE must be refined around the limit
state surface (i.e. around 푦푙푖푚) to correctly classify an input realisation as safe or failed and produce an accurate estimate of the
probability of failure or quantile.
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3.3 Methodology
A flowchart of the proposed methodology is shown in Figure 1. SPCE-based moment and reliability analysis is undertaken in
two successive stages: firstly, a target global error is achieved in order to accurately compute the statistical moments of the model
response; secondly, individual statistics (for example small failure probabilities or quantiles) are computed by refining the initial
global SPCE using a local error measure and a learning function. Both stages are designed to be adaptive so that the number
of expensive model evaluations is minimised. The first stage also guarantees robustness by ensuring that the SPCE is generally
well-behaved for further refinement around a given limit state surface.
3.3.1 Stage 1
The global SPCE (Γ푃퐶1 ) is constructed using least angle regression and an adaptive퐸퐷; details of the algorithmmay be found in
Blatman and Sudret20. In this stage, the input space is randomly sampled to increase the size of the퐸퐷. Prior to analysis, several
parameters must be chosen: the target global error,푄2∗푡푔푡; the value of 푞 in the 푞-norm truncation scheme; a maximum expansion
order, 푝푚푎푥; the initial size of the 퐸퐷, 푛푖푛푖; and the 퐸퐷 enrichment size, Δ푛1. In the literature, a global error of 푄2∗푡푔푡 ≥ 0.99 has
been shown to be sufficient for at least the first two moments and applications tend to use 푞 ≥ 0.418,20. The maximum expansion
order is best chosen by considering the dimensionality of the model and the efficiency with which the multi-indices 휶 can be
generated. Sudret and Der Kiureghian16 suggest that a polynomial of at least order 3 is necessary for reliability applications.
3.3.2 Stage 2
In the second stage, the global SPCE Γ푃퐶1 is refined to compute a failure probability or quantile of the model response. The
target statistic is referred to as 푆(푌 ) for generality. Importantly, Stage 2 can be run multiple times from the initial starting point
of Γ푃퐶1, allowing a wide range of target statistics to be computed efficiently.
The procedure follows the modified AK-MCS approach proposed by Marelli and Sudret26. A reference Monte Carlo sample
(흌푀퐶푆) is generated, from which 푆(푌 ) is computed. An iterative procedure similar to that in Stage 1 is used but, rather than
random sampling, the ED is now enriched with input realisations selected from 흌푀퐶푆 according to a learning function. The
iterations continue until 푆(푌 ) has converged, in the sense that the estimate is stable. The size of 흌푀퐶푆 should be chosen such
that 푆(푌 ) can be computed with sufficient accuracy were it to be computed by direct Monte Carlo simulation (i.e. 퐶푂푉 [푆(푌 )]
is low); 푛푀퐶푆 = 106 offers a reasonable compromise between statistical error and practical issues such as computation time for
the range of target statistics considered here.
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FIGURE 1 Caption should read: Flowchart of 2-stage methodology for SPCE-based moment and reliability analysis.
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3.3.3 Convergence
The accuracy of 푆(푌 ) is assessed by a local error measure computed using bootstrap resampling, as detailed in Section 2.3.
Schöbi et al.25 showed that it is desirable to use the stability of the estimate of 푆(푌 ) as a convergence criterion. For estimating
failure probabilities, the criterion is26:
푃̂ +푓 − 푃̂
−
푓
푃̂푓
≤ 휀푃̂푓 (19)
where 푃̂푓 is the current SPCE estimate and 푃̂ +푓 and 푃̂ −푓 are respectively the maximum and minimum estimates from the bootstrap
samples {횼(푏)푃퐶2(흌푀퐶푆), 푏 = 1,… , 퐵} . For quantile estimation, Schöbi et al.25 proposed a criterion for PC-kriging using the
variance of the set of model evaluations and an analogous criterion is used here:
푦̂+푞 − 푦̂
−
푞
휎̂푌
≤ 휀푦̂푞 (20)
where 푦̂+푞 and 푦̂−푞 are the maximum and minimum bootstrap estimates of the quantile and 휎̂푌 is the standard deviation from the
SPCE Γ푃퐶2, easily obtained from the coefficients of the expansion. The criteria are assigned values of 휀푃̂푓 = 5% and 휀푦̂푞 = 2%,
which must be achieved in two successive iterations.
3.3.4 Learning function
In the original AK-MCS, Echard et al.23 defined a 푈 -function which evaluates a reliability index relating to the probability of
misclassification, where misclassification refers to a mistake in classifying a sample as safe or failed. The next sample points
are those which minimise the 푈 -function, equivalent to maximising the probability of misclassification. This function follows
logically from the Kriging prediction, which is itself a Gaussian random variable.
In the context of PCEs, Marelli and Sudret26 put forward a similar function by recognising that a number of samples in 흌푀퐶푆 ,
likely those near to the limit state surface, will be predicted as safe in some bootstrap samples but failed in others. At a point 풙,
the function is defined as:
푈퐹퐵푅(풙) =
||||퐵푠(풙) − 퐵푓 (풙)푛퐵 |||| (21)
which describes the proportion of the bootstrap samples that are safe and failed:퐵푓 (풙) is the number of failed samples and퐵푠(풙)
is the number that are safe. So, if each of the 푛퐵 SPCEs Γ(푏)푃퐶2(풙) predicts failure, 푈퐹퐵푅(풙) = 1 with the same result obtained if
each prediction Γ(푏)푃퐶2(풙) is safe. However, if half are safe and half fail, 푈퐹퐵푅(풙) = 0. The function 푈퐹퐵푅 is therefore minimised
when the classification uncertainty is at a maximum, similar to the U-function in Echard et al.23.
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3.3.5 Enrichment
For fast convergence, the active learning method in Stage 2 requires a smaller enrichment size than in Stage 1 Δ푛2 < Δ푛1).
Echard et al.23 added one point, which minimised the 푈 -function, at each iteration. Schöbi et al.25 showed that a single-point
strategy is the most optimal in terms of the number of model evaluations but multiple-point selection can be faster if parallel
computing is exploited. An extra consideration here is that 푈퐹퐵푅 is a step function and so there may be several points in 흌푀퐶푆
that minimise 푈퐹퐵푅. Rather than evaluating all such points, which would not represent an efficient strategy, Δ푛2 points are
selected using a 푘-means clustering algorithm:
Algorithm 1 Enrichment procedure
1. Evaluate {푈퐹퐵푅(풙푖), 푖 = 1,… , 푛푀퐶푆},풙 ∈ 흌푀퐶푆 .
2. Select samples 흌퐹퐵푅 ∈ 흌푀퐶푆 with 푈퐹퐵푅(풙푖) < 1.
3. Divide 흌퐹퐵푅 into Δ푛2 clusters {흌 (푘)퐹퐵푅,퐾 , 푘 = 1,… ,Δ푛2} by 푘-means clustering.
4. Select next points 흌Δ푛2 = {푥1,… , 푥Δ푛2} by choosing one sample from each of the 푘 clusters with min(푈퐹퐵푅(풙)),풙 ∈
흌 (푘)퐹퐵푅,퐾 . If multiple samples have the same minimum value, select 풙 as the sample closest to the centre of the cluster.
In each iteration, the model is evaluated at the selected points 흌Δ푛2 . A new SPCE is constructed from the updated 퐸퐷
흌 ← {흌 ,흌Δ푛2} and output vector 횼 ← {횼,횼Δ푛2}. The optimal basis is selected by LAR using 푄2
∗ ; the global error measure
ensures the stability of the process. Bootstrap resampling is then used to check convergence.
4 PLATE ANCHOR UPLIFT CAPACITY
4.1 Description
Figure 2 shows the layout and notation of the plate anchor scenario considered in this study. A strip anchor, infinite in the out-
of-plane direction, is analysed with the ultimate uplift capacity denoted 푄푢. The dimensionless ratio 퐻∕퐵 is used to describe
the embedment depth at which the plate anchor is installed.
In the deterministic analysis the clay is assumed to be of uniform strength with the undrained shear strength, 푠푢, constant
across the soil body. The uplift capacity in an undrained clay is generally expressed in terms of a dimensionless factor:
푁푐 =
푄푢
퐵푠푢
(22)
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FIGURE 2 Layout and notation.
where 퐵 is the anchor width. For simplicity, the clay is also taken to be weightless. The capacity factor in weightless soil is often
used as the starting point of a design method since it is generally assumed that the effect on uplift capacity factor of unit weight
and cohesion are independent and can be superimposed5.
The interface between soil and anchor is an influential factor in determining uplift capacity. A suction force may develop
behind the anchor when subjected to a load, potentially bonding the soil and anchor together. Following Rowe and Davis4 the
limiting cases can be defined as the ‘attached’ case, where the soil and anchor are inseparable, and the ‘vented’ case, where no
bond exists and anchor and soil separate immediately. While any suction force is routinely ignored in design, Yu et al.7 state
that the overburden pressure in many offshore applications ensures that, for deeply embedded anchors, anchor and soil remain
attached. Hence, both cases remain relevant.
A further distinction can be made between shallow and deep anchors. When an anchor is loaded to its uplift capacity, it is
classified as shallow if a block of soil is lifted with the anchor and shear planes extend to ground level. In contrast, the failure
mode of a deep anchor involves the flow of soil around the anchor with localised shear planes unaffected by the location of
the ground surface. The퐻∕퐵 ratio at which the shear planes become localised, and anchor behaviour changes from shallow to
deep, is the critical embedment depth.
4.2 Representation of spatial variability
The spatial variability of 푠푢 is modelled as a lognormal random field. The mean (휇푠푢) and coefficient of variation (퐶푂푉푠푢) are
10kPa and 0.2 respectively, where 퐶푂푉푠푢 is chosen to be representative of typical values reported from laboratory test data8,15.
The clay is uniform and so the random field is homogeneous with mean and variance constant across the domain. In addition a
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constant rigidity index of 퐸∕푠푢 = 500 is assumed, where 퐸 is the elastic modulus. In statistical terms, 퐸 is perfectly correlated
with 푠푢 and is generated from the same set of randomvariables. The selected rigidity index is consistent with previous studies34,35.
There is little published information on the correct form of the autocorrelation function for 푠푢. Keaveny et al.36 found that
both an exponential and a square exponential function may be appropriate for offshore clays. Fewer random variables are needed
to discretise a random field with a square exponential autocorrelation function as compared to an exponential function37 and so
a square exponential autocorrelation is a convenient choice. If (푥, 푦) and (푥′, 푦′) are two arbitrary spatial positions, the square
exponential autocorrelation function is:
휌
(
(푥, 푦), (푥′, 푦)
)
= 푒푥푝
[
−
(|푥 − 푥′|
휃푥
)2
−
(|푦 − 푦′|
휃푦
)2]
(23)
where 휃푥 and 휃푦 are the autocorrelation distances in 푥 and 푦 directions, respectively. The autocorrelation distances are chosen
to be 10m in the horizontal direction and 1m in the vertical direction, the order of magnitude difference being characteristic of
most soils8.
The lognormal random field of 푠푢 can be generated as follows:
푠푢(푥, 푦) = 푒푥푝
(
휇퐿,푠푢 + 휎퐿,푠푢 퐺(푥, 푦)
) (24)
where 휇퐿,푠푢 is the mean of ln 푠푢, 휎퐿,푠푢 is the standard deviation of ln 푠푢, and 퐺(푥, 푦) is a correlated Gaussian random field of
zero mean and unit variance. The expansion optimal linear estimation (EOLE) method38 is used to discretise the random field
퐺(푥, 푦) on a rectangular grid, referred to henceforth as the stochastic mesh to indicate its independence from the finite element
model. First, the nodal coordinates are stored in a vector 휻 and the autocorrelation matrix 횺휻 ,휻 (of size 푎푏 × 푎푏 if there are 푎
gridpoints in the 푥-direction and 푏 in the 푦-direction) is constructed using Eq. (23). The eigenvalues, 휆, and eigenvectors, Φ, of
횺휻 ,휻 are then computed and the discretised zero-mean random field can be written:
퐺̂(푥, 푦) =
푀<푎푏∑
푖=1
휉푖√
휆푖
Φ푇푖 횺퐺(푥,푦),휻 (25)
where 휉푖 is an independent standard Gaussian random variable and 횺퐺(푥,푦),휻 is the correlation between the point (푥, 푦) and 휻 .
The expansion is truncated to include푀 random variables, which are subsequently used as inputs for the SPCE.
4.3 Finite element models
The finite element (FE) software Plaxis 2D39 is used as the deterministic model. The plate anchor, of width퐵 = 2m, is modelled
in plane strain and a range of embedment ratios are considered (퐻∕퐵 = 1, 2, 3, 6, and 10) in order to analyse both shallow
and deep anchor behaviour. The stochastic mesh is separate from the FE mesh, and is extended 1m beyond the FE mesh in
all directions as the random field discretisation error increases substantially at the boundaries of the domain37. To transfer
information from the stochastic to the FE mesh, an interpolation procedure is used. Each Gauss point in the FE mesh is located
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as belonging to an element of the stochastic mesh and then shape functions (of bilinear quadrilateral elements) are used to map
the value of the random field at the nodes of the stochastic element to the Gauss point.
The size of the FE model is varied depending on the embedment ratio in order to avoid boundary effects while minimising
the computation time for each model evaluation and the number of random variables required to discretise the field. Table 1
summarises the model sizes used for each value of퐻∕퐵, and the number of random variables required to represent at least 90%
of the variance of the standard Gaussian field. The same model configuration is used for both attached and vented conditions.
TABLE 1 Size of finite element models and number of random variables for different embedment ratios.
퐻∕퐵 Model size (푥 × 푦) [m] Random variables
1 30 × 12 50
2 30 × 15 60
3 30 × 15 60
6 20 × 20 50
10 40 × 30 120
The FE mesh consists of 15-node triangular elements, each with 12 Gauss points. Figure 3 shows a typical mesh, containing
5720 nodes. The mesh is refined close to the anchor and a similar level of discretisation is applied for each model. The anchor
is modelled by a stiff plate element and the analysis is displacement-controlled. The clay is undrained and behaves according to
a linear elastic-perfectly plastic Mohr-Coulomb constitutive law with cohesion, 푐 = 푠푢 and a zero friction angle. In the vented
condition, an interface element is applied along the underside of the anchor with extensions at either end of 0.25퐵 to avoid stress
concentrations at the anchor tips. The section of interface along the anchor has no tensile strength so that separation of clay and
plate occurs immediately when the anchor is displaced in the uplift direction.
To validate the FE models, the deterministic capacity factors with 푠푢 = 휇푠푢 are compared with those from previous studies in
Figure 4. There is an excellent fit between the current FE results for attached conditions and those of Yu et al.7. The maximum
capacity factor, 푁푐,푚푎푥, is calculated to be 11.69 which is close to the exact solution of 푁푐,푚푎푥 = 11.42 for a smooth, strip
anchor4. The vented results show a slight overestimation compared to the FE analysis of Yu et al.7 but fall between the upper
(UB) and lower bound (LB) solutions byMerifield et al.5 for퐻∕퐵 > 3. The overestimation is due to the limited mesh refinement
possible in the current study in order to keep computation time reasonable; with further refinement the capacity factors reduce
towards the Yu et al.7 values.
The two-stage SPCE methodology is used to approximate the ultimate capacity of the anchor, 푄푢. Results are presented in
terms of the normalised capacity factor, 푁푐 , using Eq. 22 with 푠푢 = 휇푠푢 . Standard Gaussian variables are used to discretise the
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FIGURE 3 Typical FE mesh.퐻∕퐵 = 6.
random fields through Eq. 25 and these variables are used as inputs for the SPCE approximation. The random dimension for
each embedment ratio is given in Table 1.
5 RESULTS AND DISCUSSION
5.1 Moment analysis
5.1.1 SPCE performance
The target global error for the SPCE in Stage 1 is 푄2∗푡푔푡 = 0.99. The initial size of the 퐸퐷 is 푛푖푛푖 = 100, enriched by a further
Δ푛1 = 100 samples and evaluations of the FE model until the target error is achieved. A 푞-norm of 푞 = 0.7 is selected with a
maximum expansion order of 3; these values were found to provide good results in the authors’ experiments.
A realisation of a random field of 푠푢 for an anchor embedded at퐻∕퐵 = 6 is shown in Figure 5. The elastic modulus is perfectly
correlated with 푠푢, so regions of high shear strength also possess high stiffness. In this case, the random field is discretised
using 50 standard Gaussian variables. To achieve the target global error, 푛 = 1100 FE evaluations were required for an attached
anchor and 400 for a vented anchor. Figure 6 illustrates the ability of the global SPCE to predict the output of the FE model. In
addition to the points sampled in the 퐸퐷, Figure 6 also shows the SPCE prediction of a separate set of 100 samples not used in
the regression. A strong linear relationship is evident in this test set, with 푅2 = 0.994 and 0.989 for attached and vented anchors
respectively, demonstrating the global accuracy of the SPCE in predicting anchor uplift capacity.
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FIGURE 4 Comparison of uplift capacity factors.
Details of the SPCEs retained after Stage 1 are given in Table 2 for all embedment ratios and interface conditions. A 3rd
order expansion is required to achieve the target error in all cases. In general, the computational cost is related to the number
of variables necessary to discretise the random field due to the need for a well-posed regression problem. At 퐻∕퐵 = 10, the
random fields contain more than 100 random variables and accordingly a high number of FE runs are required.
However, non-linearity in the numerical model can also affect the convergence of the SPCE. For example, the target error
was not reached for the attached anchor embedded at 퐻∕퐵 = 2. Very slow convergence was observed and the number of FE
evaluations was stopped at 5000 for practical reasons. This slow convergence rate was a result of the anchor failing in a variety
of different modes due to the spatial variability of the clay. In uniform clay, a deep flow-around mechanism forms with the shear
plane localised around the anchor. In contrast, if the clay is spatially variable the failure mechanism can either be deep or shallow
depending on the particular realisation of the random field. Figure 7 shows the failure mechanism of two FE runs (퐴 and 퐵),
where the capacity factors are 푁푐 = 11.085 for 퐴 and 11.082 for 퐵. As evident in Figure 7, despite the capacity factors being
almost the same the failure mechanism is substantially different: a shallow reverse end bearing mechanism forms for simulation
퐴 but the shear planes are localised around the anchor in 퐵. This leads to the function Γ(흃) having a very similar output for
contrasting inputs and slows convergence of the SPCE. An important practical implication is that the critical embedment ratio,
when the anchor transitions from a shallow to deep mechanism, is difficult to define exactly in spatially variable soil.
T.S. Charlton ET AL 17
FIGURE 5 Realisation of a random field of 푠푢 for퐻∕퐵 = 6.
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FIGURE 6 SPCE approximation of FE model for퐻∕퐵 = 6: Regression and test data for (a) attached and (b) vented anchor.
Table 2 also shows that fewer FE evaluations were required for the vented interface compared to the attached. This is related
to the previous point: non-linearity in the FE model is less significant in the vented condition as a simpler failure mechanism
occurs in weightless soil, regardless of embedment depth, involving an upwards flow of material. This is discussed in more detail
later on, but has the effect of speeding-up convergence of the SPCE.
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FIGURE 7 Shadings of incremental displacement at failure for two FE simulations (퐴 and 퐵) with퐻∕퐵 = 2 and an attached
interface.
TABLE 2 Details of the retained SPCEs after Stage 1 [♯ indicates target error was not reached].
퐻∕퐵 Interface 푄2∗ FE evaluations Max. order
1 Attached 0.9905 700 3
Vented 0.9908 300 3
2 Attached 0.9859 5000♯ 3
Vented 0.9917 300 3
3 Attached 0.9903 1100 3
Vented 0.9962 300 3
6 Attached 0.9925 1100 3
Vented 0.9915 400 3
10 Attached 0.9902 2800 3
Vented 0.9906 700 3
5.1.2 Statistics of the uplift capacity
Figure 8 shows the mean, 휇̂푁푐 , and standard deviation, 휎푁푐 , of the uplift capacity factor across a range of embedment ratios.
The statistics are obtained analytically from the SPCEs retained at the end of Stage 1. For comparison, the figure also shows the
capacity factor in a uniform soil profile with constant 푠푢. This is denoted 푁푐,푑푒푡 with the subscript det indicating the analysis
is entirely deterministic. In both interface conditions, it can be seen that the mean capacity factor has a similar relationship
with the embedment ratio as in the deterministic case and tends to be marginally (no more than 6%) lower than the equivalent
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deterministic capacity factor. The greatest difference between 휇̂푁푐 and푁푐,푑푒푡 occurs at퐻∕퐵 = 2 for an attached anchor, which
is a consequence of the different failure modes in uniform and spatially variable clay. With regards to푁푐,푚푎푥, the mean limiting
value is reduced to 11.38 from the deterministic 11.69. The standard deviation of the anchor capacity is much lower when soil
and plate are separable in the vented interface condition.
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FIGURE 8Mean and standard deviation of푁푐 .
The variability of the capacity factor can be compared by considering the 퐶푂푉 , as presented in Figure 9. For the vented case,
퐶푂푉푁푐 reduces as the anchor is embedded deeper into the soil. Li et al.35 show that, for buried footings, a longer shear plane
lowers the 퐶푂푉 of the bearing capacity due to a greater spatial averaging effect. The same conclusion can be drawn from the
failure mechanisms of the vented anchors. Figure 10 shows the incremental displacements at failure for 3 FE runs of a vented
anchor in spatially variable clay at 퐻∕퐵 = 2, 6, and 10. In each case, the same failure mode occurs and the shear places must
reach the ground surface for the ultimate load to be attained. As 퐻∕퐵 increases, the length of the shear planes are necessarily
longer and 퐶푂푉푁푐 reduces.
When anchor and soil are attached, the change of failure mechanismwith embedment depth, and the relationship with퐶푂푉푁푐 ,
is less straightforward. Near to the critical depth in a uniform domain the failure mechanism in spatially variable clay can either
be shallow or deep. By observing the failure modes of a number of samples, both shallow and deep mechanisms were found
to occur at 퐻∕퐵 = 2 and 3, although the occurrences at 퐻∕퐵 = 3 were less frequent and did not appear to slow convergence
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FIGURE 9 Coefficient of variation of푁푐(퐶푂푉푁푐) against embedment ratio퐻∕퐵.
of the SPCE. For 퐻∕퐵 > 3, the anchor is embedded at a depth sufficient for only localised mechanisms to occur. Figure 11
shows flow-around mechanisms at퐻∕퐵 = 6 in uniform clay (Figure 11a) and in a realisation of spatially variable clay (Figure
11b). In uniform clay, the mechanism is symmetric around the anchor but if 푠푢 is variable the rotational shear planes can extend
further in one direction depending on the location of zones of weaker clay. In this particular realisation the mechanism also does
not extend as far into the soil mass as in the uniform case. For the flow-around mechanism푁푐 is only affected by the statistical
properties of the random field of 푠푢, not the location of the ground surface, and so 퐶푂푉푁푐 is relatively constant when퐻∕퐵 > 3.
The PDFs of the uplift capacity factors are shown in Figure 12, computed by a kernel density estimate from a set of 106
Monte Carlo realisations of the Stage 1 SPCEs. Qualitatively, the distributions are of a similar shape but tend to be narrower
with a higher peak at shallower embedment depths, which is reflected in the lower standard deviation (shown in Figure 8. In the
attached case, the centres of the PDFs move towards푁푐,푚푎푥 as the embedment ratio increases, and the distributions converge to
the same shape when the flow-around mechanism governs the uplift capacity (퐻∕퐵 ≥ 3).
5.2 Reliability analysis
In Stage 2, a reliability analysis of the uplift capacity is carried out, involving estimation of failure probabilities and quantiles
relating to factors of safety applied in design. The Monte Carlo sample, from which the target statistics are estimated, is of size
푛푀퐶푆 = 106 and the 퐸퐷 from Stage 1 is iteratively increased by Δ푛2 = 5. The number of bootstrap samples is 퐵 = 500, which
proved sufficient to ensure the stability of the active learning procedure and bears comparison to the 700 samples chosen by
Dubreuil et al.31 for PCE-based sensitivity analysis after a convergence study.
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FIGURE 10 Shadings of incremental displacement at failure for vented anchors at퐻∕퐵 = 2, 6, and 10 (Not to scale).
FIGURE 11 Displacement vectors at failure for an attached anchor at 퐻∕퐵 = 6 in (a) uniform clay and (b) a realisation of
spatially variable clay.
Conventional analysis methods assume a uniform soil domain and the probability that the capacity factor in a spatially variable
clay is less than that computed using deterministic parameters is therefore of interest. A probability of failure can be defined as:
푃푓 = 푃
(푁푐 ≤ 푁푐,푑푒푡
퐹푆
)
(26)
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FIGURE 12 PDFs of uplift capacity factors: (a) attached and (b) vented anchor.
The recommended practice for the design of plate anchors in clay DNV-RP-E30240 computes the design anchor capacity
using the following equation (cf. Eq. 22):
푄푢 = 푁푐퐴휂푠푢
(
1
훾푚
)
푠푐푈푐푦 (27)
where 푠푢 is the mean value at installation depth and 퐴 is the plate area. Recommended 푁푐 values correspond to the attached
interface condition. The shape factor 푠푐 is equal to 1 for a strip anchor and 푈푐푦 is a cyclic factor that can also be safely taken as
1. The additional factors considered here are therefore 훾푚, a partial safety factor of 1.4 to account for uncertainty in 푠푢(푧) as it
affects 푅푠(푧), where 푧 indicates depth and 푅푠 is the static resistance, and 휂, an empirical reduction factor with a recommended
value of 0.75 intended to account for strain-softening and strength anisotropy effects.
Failure probabilities with 퐹푆 = 1.4 and 1.87 ( = 훾푚(1∕휂)) are estimated to assess the impact of spatial variability on the
safety of the design code predictions. Additionally, values of 퐹푆 that correspond to small failure probabilities (10−2 to 10−5,
with 10−5 being the smallest 푃푓 considered by DNV-RP-E30240 are computed by quantile estimation to inform future design
recommendations.
5.2.1 Validation
To validate the Stage 2 methodology, a reference Monte Carlo sample was generated consisting of 50,000 FE evaluations of the
uplift capacity of an attached anchor at 퐻∕퐵 = 6. The size of this reference sample was the largest number of FE simulations
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that it was feasible to run in the time available. In Stage 1, 1100 evaluations of the FE model were required to meet the target
global error and Figure 13 illustrates the iterative active learning procedure of Stage 2.
Figure 13a shows the estimate of 푃푓 with 퐹푆 = 1.4. The global SPCE initially overestimates 푃푓 but the active learning
approach performs well, with the reference value of 푃푓 being matched after approximately 400 additional FE evaluations. The
bootstrap bounds (푃̂ ±푓 ) bracket 푃̂푓 closely and show the convergence of the SPCE to 푃̂푓,푟푒푓 . When 퐹푆 = 1.87, the magnitude
of 푃푓 is 10−5 and Figure 13b shows that the global SPCE again initially overestimates 푃푓 , even incorrectly predicting the
magnitude, but the active learning approach quickly improves the estimate. Due to the limitations on sample size, the reference
value has 퐶푂푉 [푃̂푓,푟푒푓 ] = 100% and so provides a guide to the correct order of magnitude rather than a close estimate. A stable
value of 푃̂푓 is actually reached faster for 퐹푆 = 1.87, a phenomenon noted by Schöbi et al.25 and attributed to the reduced size
of the failure domain for smaller 푃푓 .
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FIGURE 13 Estimate of 푃푓 for an attached anchor at퐻∕퐵 = 6: (a) 퐹푆 = 1.4 and (b) 퐹푆 = 1.87.
In both cases, the iterations were continued until 푛 > 2000 to assess the effectiveness of the stopping criterion. For 퐹푆 = 1.4,
the criterion of 휀푃̂푓 ≤ 5% provides a satisfactory estimate of 푃푓 . However, for smaller magnitudes of 푃푓 the number of FE
evaluations required to meet this criterion proved too costly. An additional limit on the number of iterations was proposed, with
푖푡푒푟푚푎푥 = 100 (corresponding to 500 FE evaluations). As evident in Figure 13b, where 휀푃̂푓 ≤ 5% is not achieved, the limit on
the number of iterations provides a reasonable stopping point. This limit did not impede the Stage 2 procedure reaching a stable
estimate in any of the analysis cases considered in this paper.
Similar convergence was observed for quantile estimation. Figure 14 shows the estimate of 푁푐,푝 for 푝 = 10−2. As expected,
the global SPCE underpredicts the quantile but in Stage 2 the estimate is quickly improved. Both stopping criteria (휀푦̂푝 ≤ 2% and
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푖푡푒푟푚푎푥 = 100) provide acceptable results. The final estimates of the quantiles 푝 = 10−2, 10−3, 10−4 and 10−5 after 300 iterations
are shown in Figure 15. The empirical CDF of the reference set is also shown, with a 95% confidence interval (CI). The SPCE
estimates plot inside the 95% CI and are tightly bracketed by the bounds 푁̂±푐,푝, which are barely visible on Figure 15.
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FIGURE 14 Quantile estimates 푁̂푐,푝 for 푝 = 10−2, 10−3, 10−4 and 10−5. 푁̂±푐,푝 shown as error bars.
FIGURE 15 Quantile estimate 푁̂푐,푝, 푝 = 10−2, for an attached anchor at퐻∕퐵 = 6.
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5.2.2 Results
Figure 16 shows the estimated values of 푃푓 for attached and vented anchors across a range of embedment depths when 퐹푆 = 1.4
and 1.87. For the attached case, a distinction is again observed between shallow and deep anchors. At 퐻∕퐵 = 1, 푃̂푓 is of
magnitude 10−3 with 퐹푆 = 1.4. As the anchor is embedded deeper there is an increase in 푃̂푓 with a constant value being reached
(푃̂푓 ≈ 1.44 × 10−2) when the failure mechanism is localised around the anchor. If suction behind the anchor is not relied upon
in design, which may be overly conservative in offshore applications, Figure 16b shows that 푃̂푓 reduces with embedment depth.
This analysis suggests that the material partial factor, 훾푚 = 1.44, is likely to be sufficient to account for natural spatial variability,
if 푃푓 ≈ 10−2 is satisfactory. When 휂 is also considered (퐹푆 = 1.87), 푃̂푓 drops to approximately 2 × 10−5 for deep, attached
anchors and is computed as zero at퐻∕퐵 = 1 from the Monte Carlo sample size of 106 used in Stage 2 while for vented anchors
푃̂푓 = 0 if 퐻∕퐵 > 1. However, it should be noted that the constitutive model employed in the FE analysis does not take into
account the strain-softening effects that the empirical reduction factor is intended to consider and recent studies have shown that
softening can significantly reduce푁푐 , for example in structured clays11.
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FIGURE 16 Probability of failure for (a) attached and (b) vented anchors with 퐹푆 = 1.4 and 1.87.
Values from Figure 16 are tabulated in Tables 3 and 4, alongside the bounds 푃̂ ±푓 . The generalised reliability index, 훽̂ =
−Φ−1(푃̂푓 ), is also presented. The maximum and minimum bootstrap estimates can be seen to provide a tight bracket for the
probability of failure and reliability index. For 푃̂푓 of magnitude 10−5 (훽̂ ≈ 4) the accuracy of the estimate is subject to limitations
associated with the size of the Monte Carlo sample (i.e. 퐶푂푉 > 10%) but is suitable for engineering purposes, as evident from
the similarity of 푃̂푓 for deep attached anchors (which are governed by the same failure mechanism).
Constant quantile curves are plotted in Figure 17, for 푝 = 10−2 to 10−5. The general shape of the curves for both attached and
vented anchors is similar to푁푐,푑푒푡. For an attached anchor at퐻∕퐵 = 2, the quantiles shown in Figure 17a are very close to those
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TABLE 3 Probability of failure and generalised reliability index for attached anchors.
퐻∕퐵 퐹푠 = 1.4 퐹푠 = 1.87
푃̂푓 훽̂ 푃̂푓 훽̂
1
2.31×10−3 2.83
[2.25×10−3, 2.41×10−3] [2.82, 2.84]
2
1.37×10−2 2.21 2.70×10−5 4.04
[1.34, 1.41×10−2] [2.20, 2.21] [2.40×10−5, 2.80×10−5] [4.03, 4.12]
4
1.44×10−2 2.19 1.60×10−5 4.16
[1.41×10−2, 1.48×10−2] [2.18, 2.19] [1.50×10−5, 1.90×10−5] [4.12, 4.17]
6
1.44×10−2 2.19 2.60×10−5 4.05
[1.42×10−2, 1.46×10−2] [2.18, 2.19] [2.20×10−5, 2.90×10−5] [4.02, 4.09]
10
1.44×10−2 2.19 1.70×10−5 4.14
[1.42×10−2, 1.49×10−2] [2.17, 2.19] [1.60×10−5, 1.90×10−5] [4.12, 4.16]
for deeper anchors despite rather different statistical moments (Figure 9. Figure 18 shows the factor of safety corresponding to
each quantile, which can be interpreted as the value of 퐹푆 necessary to achieve a probability of failure equal to 푝. The exact
values are given in Tables 5 and 6 along with the maximum and minimum FS from the bootstrap samples. Again, the values
of FS are tightly bracketed and demonstrates the ability of the two-stage SPCE methodology to efficiently compute statistics of
interest in the extremes of the response distribution.
6 CONCLUSIONS
A two-stage SPCEmethodology for moment and reliability analysis of plate anchors in spatially variable clay has been presented.
In the first stage, an SPCE is constructed by adaptively increasing the number of model evaluations to meet a target global
error. From this starting point, the second stage uses an active learning procedure to compute statistics of interest that cannot be
accurately estimated by the initial global approximation, for example probabilities of failure and extreme quantiles. Bootstrap
resampling is used to identify the best points to be added to the 퐸퐷 from a Monte Carlo sample, ensuring that computational
cost is minimised.
The uplift capacity of plate anchors across a range of embedments was considered, as well as the limiting attached and vented
interface conditions. The SPCE approach was found to perform well in predicting the uplift capacity in Stage 1, although con-
vergence was affected by model non-linearities relating to the failure mechanism of the anchor. Close to the critical embedment
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TABLE 4 Probability of failure and generalised reliability index for vented anchors.
퐻∕퐵 퐹푠 = 1.4 퐹푠 = 1.87
푃̂푓 훽̂ 푃̂푓 훽̂
1
1.63×10−2 2.14 3.00×10−5 4.01
[1.59×10−2, 1.73×10−2] [2.11, 2.15] [2.80×10−5, 3.30×10−5] [3.99, 4.03]
2
3.86×10−3 2.66
[3.79×10−3, 4.01×10−3 ] [2.65, 2.67]
4
1.37×10−3 3.00
[1.34×10−3 , 1.44×10−3 ] [2.98, 3.00]
6
1.35×10−3 3.00
[1.31×10−3,1.40×10−3] [2.99, 3.01]
10
5.00×10−5 3.89
[4.60×10−5,6.10×10−5] [3.84, 3.91]
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FIGURE 17 Constant quantile curves.
ratio, the failure mode of an attached anchor can either be fully localised or involve a flow of soil to the surface depending on
the spatial distribution of 푠푢. The practical implication is that the critical embedment ratio cannot be defined exactly in spatially
variable clay. The mean uplift capacity factor is slightly less than the deterministic across the full range of embedment ratios
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TABLE 5 Factors of safety for vented anchors.
퐻∕퐵 퐹푠 = 1.87
푃̂푓 = 10−2 푃̂푓 = 10−3 푃̂푓 = 10−4 푃̂푓 = 10−5
1
1.32 1.44 1.55 1.65
[1.322, 1.326] [1.442, 1.446] [1.545, 1.552] [1.644, 1.651]
2
1.43 1.61 1.77 1.95
[1.422, 1.428] [1.608, 1.616] [1.762, 1.782] [1.946, 1.975]
3
1.43 1.60 1.77 1.94
[1.427, 1.432] [1.598, 1.605] [1.770, 1.779] [1.935, 1.968]
6
1.43 1.60 1.77 1.92
[1.428, 1.430] [1.601, 1.604] [1.763, 1.768] [1.915, 1.928]
10
1.43 1.61 1.77 1.91
[1.430, 1.435] [1.607, 1.615] [1.767, 1.776] [1.905, 1.923]
2 4 6 8 10
H/B
1.2
1.4
1.6
1.8
2
Fa
ct
or
 o
f S
af
et
y
Pf = 10
−2
Pf = 10
−3
Pf = 10
−4
Pf = 10
−5
2 4 6 8 10
H/B
1.2
1.4
1.6
1.8
2
Fa
ct
or
 o
f S
af
et
y
(a) Attached (b) Vented
FIGURE 18 Required factors of safety to obtain probabilities of failure in the range 10−2 to 10−5.
considered. For vented anchors, 퐶푂푉푁푐 reduces with increasing embedment depth as a consequence of longer shear planes pro-
ducing a greater spatial averaging effect. For attached anchors, the response reaches a consistent PDF once퐻∕퐵 is high enough
that the flow-around mechanism governs the response.
The active learning procedure in Stage 2 was validated using a test set of 50,000 FE evaluations. The global SPCE was
quickly corrected and good estimates of both probabilities of failure and extreme quantiles (푝 = 10−2 to 10−5) were obtained for
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TABLE 6 Factors of safety for vented anchors.
퐻∕퐵 퐹푠 = 1.87
푃̂푓 = 10−2 푃̂푓 = 10−3 푃̂푓 = 10−4 푃̂푓 = 10−5
1
1.44 1.61 1.77 1.89
[1.438, 1.444] [1.610, 1.617] [1.766, 1.775] [1.883, 1.894]
2
1.35 1.47 1.58 1.70
[1.344, 1.348] [1.471, 1.475] [1.574, 1.591] [1.686, 1.720]
2
1.31 1.41 1.51 1.61
[1.304, 1.307] [1.412, 1.417] [1.507, 1.516] [1.601, 1.619]
2
1.31 1.41 1.50 1.59
[1.307, 1.310] [1.409, 1.413] [1.500, 1.507] [1.580, 1.597]
2
1.24 1.32 1.38 1.44
[1.242, 1.244] [1.317, 1.321] [1.378, 1.384] [1.442, 1.454]
relatively few runs of the FE model. A factor of safety recommended in current design guidelines to account for uncertainty in
su was assessed. When the anchor is assumed to be attached, the deep flow-around mechanism is the critical case, with 푃푓 of
magnitude 10−2 or 10−5 if the empirical reduction factor is also considered. In the vented case, the probability of failure reduced
with embedment depth. Factors of safety corresponding to values of 푃푓 = 10−2, 10−3, 10−4 and 10−5 were computed by quantile
estimation. The bootstrap samples bracketed the statistics closely and provide useful bounds on the estimated values.
Further research is necessary in order to quantify the effect of퐶푂푉 and autocorrelation distance of 푠푢, whichmay be disturbed
by installation processes, on the statistics of plate anchor uplift capacity. The methodology presented in this paper can easily be
extended to these cases and to other spatial variability problems in geotechnical engineering.
References
1. Randolph M, Gourvenec S. Offshore Geotechnical Engineering. London: Spon Press . 2011.
2. Meyerhof G. Uplift resistance of inclined anchors and piles. In: Proceedings of the 8th International Conference on Soil
Mechanics and Foundation Engineering. ; 1973; Moscow: 167–172.
3. Das B. A procedure for estimation of ultimate capacity of foundations in clay. Soils and Foundations 1980; 20(1): 77–82.
4. Rowe R, Davis E. The behaviour of anchor plates in clay. Géotechnique 1982; 32(1): 9–23.
30 T.S. Charlton ET AL
5. Merifield R, Sloan S, Yu H. Stability of plate anchors in undrained clay. Géotechnique 2001; 51(2): 141–153.
6. Merifield R, Lyamin A, Sloan S, Yu H. Three-Dimensional Lower Bound Solutions for Stability of Plate Anchors in Clay.
Journal of Geotechnical and Geoenvironmental Engineering 2003; 129(3): 243–253.
7. Yu L, Liu J, Kong XJ, Hu Y. Numerical study on plate anchor stability in clay. Géotechnique 2011; 61(3): 235–246.
8. Phoon K, Kulhawy F. Characterization of geotechnical variability. Canadian Geotechnical Journal 1999; 36(4): 612–624.
9. Griffiths D, Fenton G. Bearing capacity of spatially random soil: the undrained clay Prandtl problem revisited.Géotechnique
2001; 51(4): 351–359.
10. Cho S. Effects of spatial variability of soil properties on slope stability. Engineering Geology 2007; 92(3–4): 97–109.
11. Charlton T, Rouainia M, Gens A. Numerical analysis of suction embedded plate anchors in structured clay. Applied Ocean
Research 2016; 61: 156–166.
12. Li J, Zhou Y, Zhang L, Tian Y, Cassidy M, Zhang L. Random finite element method for spudcan foundations in spatially
variable soils. Engineering Geology 2016; 205: 146-155.
13. Ghanem R, Spanos P. Stochastic Finite Elements: A Spectral Approach. New York: Dover Publications . 2003.
14. Berveiller M, Sudret B, Lemaire M. Stochastic finite element: a non intrusive approach by regression’, European Journal of
Computational Mechanics. European Journal of Computational Mechanics 2006; 15(1-3): 81–92.
15. Lacasse S, Nadim F. Uncertainties in Characterising Soil Properties. tech. rep., ASCE-New York; 1996.
16. Sudret B, Der Kiureghian A. Comparison of finite element reliability methods. Probabilistic Engineering Mechanics 2002;
17(4): 337–348.
17. Blatman G, Sudret B. An adaptive algorithm to build up sparse polynomial chaos expansions for stochastic finite element
analysis. Probabilistic Engineering Mechanics 2010; 25(2): 183-197.
18. Al-Bittar T, Soubra A. Bearing capacity of strip footings on spatially random soils using sparse polynomial chaos expansion.
International Journal for Numerical and Analytical Methods in Geomechanics 2013; 37(13): 2039–2060.
19. Efron B, Hastie T, Johnstone R, Tibshirani R. Least angle regression. Annals of Statistics 2004; 32(2): 407–499.
20. Blatman G, Sudret B. Adaptive sparse polynomial chaos expansion based on least angle regression. Journal of Computa-
tional Physics 2011; 230(6): 2345–2367.
21. Bichon B, Eldred M, Swiler L, Mahadevan S, McFarland J. Efficient Global Reliability Analysis for Nonlinear Implicit
Performance Functions. AIAA Journal 2008; 46(10): 2459–2468.
T.S. Charlton ET AL 31
22. Bichon B, McFarland J, Mahadevan S. Efficient surrogate models for reliability analysis of systems with multiple failure
modes. Reliability Engineering and System Safety 2011; 96(10): 1386–1395.
23. Echard B, Gayton N, Lemaire M. AK-MCS: An active learning reliability method combining Kriging and Monte Carlo
Simulation. Structural Safety 2011; 33(2): 145–154.
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