We characterize symbols of bounded Hankel operators between some Hardy-Orlicz spaces and usual Hardy spaces in the unit ball of C n .
Introduction
Let B n = {z ∈ C n : |z| < 1} be the unit ball of C n (n ≥ 1). We denote by dν the normalized Lebesgue measure on B n and dσ the normalized measure on S n = ∂B n the boundary of B n . By H (B n ), we denote the space of holomorphic functions on B n . For z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n ) in C n , we let z, w = z 1 w 1 + · · · + z n w n so that |z| 2 = z, z = |z 1 | 2 + · · · + |z n | 2 . For a continuous and nondecreasing function from [0, ∞) onto itself with the property that is of strictly positive lower type, that is, we can find > 0 and C > 0 such that, for s > 0 and 0 < t ≤ 1,
(1.1) ( s t ) ≤ Ct (s),
we denote by H (B n ) the Hardy-Orlicz space consisting of holomorphic function f in the unit ball B n such that if the functions f r are defined by f r (z) = f (rz) then We denote by H ∞ (B n ), the space of bounded holomorphic functions in B n . For any ξ ∈ S n and δ > 0, let B δ (ξ ) = {w ∈ S n : |1 − w, ξ | < δ}, and Q δ (ξ ) = {z ∈ B n : |1 − z, ξ | < δ}.
These are the higher dimension analogues of Carleson regions. We call a weight , any continuous increasing function from [0, ∞) onto itself, which is of upper type α on [0, 1] , that is,
(1.2) ( s t ) ≤ s α (t)
for s > 1, with st ≤ 1. Given a weight , we define the space BMO( ) as the subspace of L 2 (S n ) consisting of those f ∈ L 2 (S n ) such that B |f − R| 2 dσ = C < ∞,
( (σ (B))) 2 σ (B)
where, for B = B δ (ξ 0 ), the space P N (B) is the space of polynomials of order ≤ N in the (2n−1) last coordinates related to an orthonormal basis whose first element is ξ 0 and second element Im ξ 0 . Here N is taken larger than 2nα − 1. We note f BMO( ) := f 2 + C, where C is given in the definition (1.3) of BMO( ). The above definition does not depend on the choice of N (see [1] , [5] 
For simplicity, we will be using the notation
is called the Szegő projection and denoted P . It is given by
where S(z, ξ ) =
1
(1− z,ξ ) n is the Szegő kernel on ∂B n . We denote as well by P
, the small Hankel operator with symbol b is defined for f a bounded holomorphic function by h b (f ) := P (bf ).
We are interested here to the boundedness of the small Hankel operators
, with 0 < q < ∞ and 0 < p, s < 1. The continuity of this operator between Hardy spaces in one dimension has been considered in [10] and completely solved in [15] . Also in one dimension, A. Bonami and S. Madan gave in [4] a characterization of symbols of bounded Hankel operators between Hardy-Orlicz spaces in terms of the so called "balayage" of Carleson measures. In higher dimension, it is well-known that h b extends as a bounded operator on H p (B n ) for p > 1 if and only if b is in BMOA (see [7] ). In [1] , A. Bonami and S. Grellier using weak factorization results were able to characterize symbols of bounded Hankel operators from the space
More direct method has been used in [2] for the case of Hankel operators from H 1 (B n ) to itself. The two last works have been extended in [6] to the case of Hankel operators between two Hardy-Orlicz spaces under some conditions on the Orlicz functions involved.
To be more precise at this point, let us denote by ℘ the set of concave growth functions of lower type , which are C 1 functions and satisfy (t) 
The aims of this paper is to give a simple and explicit characterization of the symbols of bounded Hankel operators from
, with 1 ≤ q < ∞ and 0 < p, s < 1. This is a particular case of the boundedness of the Hankel operator h b from H 1 (B n ) to H 2 (B n ) with 1 concave and 2 convex. We restrict ourselves to this case which can be handled using less technical methods than [1] and [6] , the general case being considered in a forthcoming paper. To deal with the case h b :
, we only need to adapt the method of [3] to our situation while in the case of
, we combine this method with the weak factorization result provided by Theorem 1.1. This approach allows us to prove that the range of symbols of bounded Hankel operators between these spaces is a weighted (logarithmic) Lipschitz space. When 0 < p, q ≤ 1, the characterization in Theorem 1.2 can be also interpreted in terms of Lipschitz spaces. Another proof can be given in this case by following for example [11, Chapter IV] .
Finally, all over the text, C will be a constant not necessary the same at each occurrence. We will also use the notation C k to express the fact that the constant depends on the underlined parameter. Given two positive quantities A and B, the notation A < ∼ B means that A ≤ CB for some positive constant C. When A < ∼ B and B < ∼ A, we write A B.
Preliminaries
We introduce here some useful lemmas. For this, we recall that given an analytic function f on B n , the radial derivative Rf of f is defined by
For α ≥ 0, we denote by α (B n ) the space of holomorphic functions f for which there exist and integer k > α and a positive constant C such that
Remark that for α = 0, the class α (B n ) coincides with the usual Bloch class. For α > 0, it coincides with the class of Lipschitz functions of order α. For t ∈ R, we also define the logarithmic Lipschitz space L t α (B n ) as the space of holomorphic function f in B n such that, for some k > α
, become Banach spaces under the following norms
where k is a fixed integer such that k > α. It is well known that these spaces are the same for various values of k.
We will need the following differential operator of order k:
where I is the identity operator, k ∈ N. We prove the following useful lemma. 
and
We have for m = l, I m,l = 0 = J m,l (see [16] ) and for m = l, it follows from [16, Lemma 1.11] that
The proof is complete.
In particular, for any holomorphic polynomial f , we have
As a consequence, one obtain Lemma 2.2. Let f and g be two holomorphic polynomials. Then
We recall the following lemma. 
Then f belongs to α (B n ) if and only there exist an integer k > α and a positive constant C such that
As remarked in [3] , the equivalence in the above lemma also holds if we multiply the right hand side of the last inequality by a logarithmic term. That is, for fixed
A simple consequence of this lemma is that
The next lemma is proved in [16, Theorem 4.48] .
If we take q = 1 in the above lemma, we obtain the following useful inequality: let 0 < p < 1, for every f ∈ H p (B n ), (2.5)
Let us observe the following.
Proof. Recall that any f ∈ H p (B n ) admits a representation of the form f = j f j g j with f j ∈ H p (B n ), g j ∈ BMOA and j f j H p g j BMOA ≤ C f H p . Also, for g ∈ BMOA, the following holds
Thus, combining this with (2.5), we obtain
Recall now that BMOA is the dual space of H 1 (B n ) under the following pairing
f ∈ H 1 (B n ) and g ∈ BMOA (see [16, p. 172 
]). In general for
∈ ℘ , the dual space of H (B n ) can be identified with BMOA( ), under the pairing (2.7), whenever (t) = 1 t −1 (1/t) (see [9] ). Let us do the following remark. with BMOA( 1 ) and BMOA( 2 ) respectively. Let us give a proof of this for 2 as this is well-known for 1 (see [9] ).
Proof. It is not hard to see using for example Lemma 2.1 and inequality (2.6), that any f ∈ L α (B n ) defines an element of the dual space
Conversely, let us suppose f ∈ BMOA( 2 ) and prove that for all z ∈ B n ,
for some integer k > α. For this we first recall that if μ is the measure defined by dμ(z) = |Rf (z)| 2 (1 − |z| 2 ) dν(z), then there is a constant C > 0 such that for all δ ∈ (0, 1) and ξ ∈ S n ,
(see [14] ). Using reproducing formula for Bergman spaces [16] , and the definition of radial derivative, we can find an absolute constant C so that for some large N , some small enough and for some k > α, and for all
. Now standard arguments (see for example [13] ), using (2.8) give:
This shows that f ∈ L α (B n We will need the following lemma.
Lemma 2.8. For β > 0 and γ > 0, there exists a constant C > 0 such that, for any w ∈ B n ,
Proof. We follow the proof of Lemma 3.1 of [3] . It is easy to see that for ξ ∈ S n and w
Now, from the fact that for ε > 0, there exists a constant C > 0 such that log + x ≤ Cx ε , we obtain that
Taking ε < β/γ and using Proposition 1.4.10 of [12] , we obtain
The boundedness of h b : H
We start this section with the case q = 1. We have the following result.
Then the Hankel operator h b extends as a bounded operator from
Proof. First, we suppose that the function b ∈ L α (B n ). That is b ∈ H (B n ) and satisfies, for some k > α, the condition
benoît f. sehba and edgar tchoundja
For this, we recall that
Now, by Proposition 1.4.10 of [12] , we have
Combining these facts with the inequality (2.5), we obtain
This complete the first part of the proof. Conversely, if h b is bounded from
Let w ∈ B n , we will apply the inequality (3.1) to f and g, with
where k is an integer with k > n 
This is equivalent to
By Lemma 2.8, h is uniformly in H
That is, for all w ∈ B n ,
The proof is complete. Proof. We first prove the sufficiency of the condition for the boundedness. Let 
. It follows that there exists a positive constant C such that
Conversely, suppose that h b extends into a bounded operator from
. Then as previously remarked,
Let w ∈ B n , we apply this inequality to
. From Proposition 1.4.10 of [12] , we get
It follows that
This completes the proof of the theorem.
The boundedness of
We have the following result in the case q = 1. 
This inequality will play the role of the inequality (3.1). Apply it to f = ml and g, with
where k is an integer with k > n 1 p − 1 , to obtain using Theorem 1.1, that
we proceed as in the end of the proof of Theorem 3.1, with the natural changes, to show that, for w ∈ B n ,
The proof is complete. We apply this inequality to f = ml with m(z) = m w (z) = , where w ∈ B n is fixed. The rest of the proof follows as in the necessity part of Theorem 3.2. We omit the details. The proof is complete.
