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Wste˛p
Rozprawa dotyczy badania ergodycznych własnos´ci pewnych stochastycznych układów dy-
namicznych generowanych przez łan´cuchy Markowa o wartos´ciach w przestrzeni stanów be˛da˛cej
przestrzenia˛ polska˛.
Rozwój teorii operatorów Markowa zapocza˛tkował w 1907 roku A.A. Markow [21]. Rosyjski
matematyk zdefiniował łan´cuch jako nieskon´czony cia˛g zmiennych losowych x0, x1, . . . , xk, . . .
o takiej własnos´ci, z˙e zmienna xk+1 jest niezalez˙na od x0, x1, . . . , xk−1, gdy xk jest znana, dla
dowolnej liczby naturalnej k. Łan´cuchem jednorodnym A.A. Markow nazwał kaz˙dy łan´cuch,
dla którego rozkład zmiennej xk+1 pod warunkiem xk jest niezalez˙ny od k. W 1952 roku istotny
krok w rozwoju teorii zrobił W. Feller, wprowadzaja˛c operatory Markowa działaja˛ce na miarach.
Operatory te moga˛ opisywac´ ewolucje˛ rozkładów dla stochastycznych układów dynamicznych,
w szczególnos´ci cia˛głych iterowanych układów funkcyjnych, które cze˛sto słuz˙a˛ do modelowania
procesów w biologii, fizyce czy naukach społecznych.
W rozprawie rozwaz˙ane be˛da˛ operatory Markowa działaja˛ce na miarach borelowskich okre-
s´lonych na przestrzeniach polskich. Analizie zostanie poddany pewien stochastyczny układ dy-
namiczny opisuja˛cy proces podziału komórki. Jeden z pierwszych modeli cyklu komórkowego
zaproponowali w 1988 roku J.J. Tyson i K.B. Hannsgen [30], a pełne biologiczne tło badan´ nad
procesem podziału komórki zostało zestawione w pracy A. Murraya i T. Hunta [23]. W 1999 ro-
ku ukazał sie˛ waz˙ny wynik A. Lasoty i M.C. Mackeya [19]. Autorzy rozwaz˙yli model cyklu
komórkowego wyraz˙ony prostym stochastycznym układem dynamicznym. Udowodnili, z˙e jest
on asymptotycznie stabilny, co okazało sie˛ istotne nie tylko z punktu widzenia matematyki, ale
i biologii. S. Hille i współautorzy [12] zaproponowali uogólnienie modelu A. Lasoty i M.C. Mac-
keya.
Ergodyczny opis uogólnionego modelu cyklu komórkowego jest celem tej rozprawy. Chca˛c
badac´ ergodyczne własnos´ci, w pierwszej kolejnos´ci nalez˙y pytac´ o istnienie miary niezmien-
niczej. Naste˛pnie moz˙na dowodzic´ asymptotycznej stabilnos´ci. Kryterium istnienia miar nie-
zmienniczych dla nierozszerzaja˛cych operatorów Markowa na przestrzeniach polskich wyzna-
czył T. Szarek [28]. Badania nad asymptotyczna˛ stabilnos´cia˛ operatorów, najpierw na lokalnie
zwartych oraz σ-zwartych przestrzeniach metrycznych, a naste˛pnie na przestrzeniach polskich,
prowadzili m.in. A. Lasota i J.A. Yorke [20] oraz T. Szarek [27]. W niniejszej pracy pokaz˙emy
asymptotyczna˛ stabilnos´c´ oraz oszacujemy tempo zbiez˙nos´ci do miary niezmienniczej dla pew-
nych, niekoniecznie nierozszerzaja˛cych, operatorów Markowa okres´lonych na miarach na prze-
strzeniach polskich. W tym celu, wzoruja˛c sie˛ na wynikach M. Hairera [9], zastosujemy technike˛
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oparta˛ na odpowiedniej konstrukcji miary sprze˛gaja˛cej. Wykorzystana be˛dzie równiez˙ zupełnos´c´
rodziny miar probabilistycznych z metryka˛ Fortet-Mouriera. Geometryczne tempo zbiez˙nos´ci
pozwoli dowies´c´ kolejnych ergodycznych własnos´ci, takich jak centralne twierdzenie graniczne
(CTG) czy prawo iterowanego logarytmu (PIL).
Na przełomie XX i XXI wieku ukazało sie˛ wiele prac dotycza˛cych CTG dla stacjonarnych
i ergodycznych procesów Markowa, m.in. [8], [15], [4] czy [22]. Póz´niej zacze˛to dowodzic´ CTG
dla asymptotycznie stabilnych, ale niestacjonarnych łan´cuchów Markowa (zob. np. [17]).
Funkcjonalna forma PIL została zdefiniowana przez V. Strassena w 1964 roku. Jego wynik,
omówiony w pracy [26], powszechnie nazywa sie˛ zasada˛ niezmienniczos´ci Strassena. Waz˙ny
rezultat dla martyngałów opublikowali w 1973 roku C.C. Heyde i D.J. Scott [11]. Aby dowies´c´
zasady niezmienniczos´ci PIL dla szerszej klasy procesów stochastycznych, zacze˛to korzystac´
z pewnych metod martyngałowych (zob. [3], [16]).
Niniejsza praca składa sie˛ z siedmiu rozdziałów. W pierwszym rozdziale omówimy pod-
stawowe definicje i oznaczenia, a takz˙e stwierdzenia i uwagi wykorzystywane w dalszej cze˛s´ci
rozprawy.
Rozdział drugi pos´wie˛cony be˛dzie opisowi zarówno prostego, jak i uogólnionego modelu
cyklu komórkowego. Ponadto zestawione zostana˛ załoz˙enia przyje˛te w rozprawie.
W rozdziale trzecim be˛dziemy badac´ własnos´ci uogólnionego modelu cyklu komórkowego.
Wprowadzimy równiez˙ model pomocniczy generowany przez niejednorodne łan´cuchy Markowa
i odpowiadaja˛ce im iterowane układy funkcyjne, dla których skonstruujemy miare˛ sprze˛gaja˛ca˛
na całych trajektoriach.
Miara sprze˛gaja˛ca be˛dzie pełnic´ kluczowa˛ role˛ w dowodach głównych twierdzen´ tej rozpra-
wy. Jej konstrukcja, wzorowana na pracy M. Hairera [9], zostanie opisana w rozdziale czwartym.
W podobny sposób miare˛ sprze˛gaja˛ca˛ dla klasycznych iterowanych układów funkcyjnych zbu-
dował m.in. M. ´Sle˛czka [29].
W rodziale pia˛tym pokaz˙emy istnienie jedynej miary niezmienniczej, a takz˙e dowiedziemy
asymptotycznej stabilnos´ci modelu. Ponadto oszacujemy tempo zbiez˙nos´ci kolejnych iteracji
badanego operatora Markowa do miary niezmienniczej w normie Fortet-Mouriera (twierdze-
nie 5.5). Twierdzenie 5.5 stanie sie˛ punktem wyjs´cia do badania CTG i PIL.
W rozdziale szóstym sformułowane i wykazane zostanie CTG dla uogólnionego modelu cy-
klu komórkowego (twierdzenie 6.2). Zaproponowany dowód be˛dzie bazował na gotowych wy-
nikach M. Maxwella i M. Woodroofa [22] oraz odpowiednich własnos´ciach miary sprze˛gaja˛cej,
dzie˛ki czemu be˛dzie mniej techniczny i znacznie krótszy niz˙ standardowe dowody, które wyma-
gaja˛ wyprowadzenia pełnej metody martyngałowej.
Przedmiotem ostatniego rozdziału be˛dzie dowód PIL (twierdzenie 7.2). Zaczniemy od przy-
toczenia wyników C.C. Heyde’go i D.J. Scotta [11] dla martyngałów, z których korzystali m.in.
autorzy prac [3] czy [16]. Zastosowanie własnos´ci miary sprze˛gaja˛cej pozwoli upros´cic´ znana˛
dotychczas adaptacje˛ metody martyngałowej.
Fragmenty badan´ zaprezentowanych w rozprawie zostały spisane w pracach [32], [13] i [14].
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Rozdział 1
Podstawowe definicje i oznaczenia
Zacznijmy od uzgodnienia podstawowych oznaczen´.
Niech N oznacza zbiór liczb naturalnych {1, 2, . . .} oraz niech N0 = N ∪ {0}. Zbiór liczb
rzeczywistych oznaczmy przez R.
Niech przestrzen´ metryczna (X, ̺) be˛dzie przestrzenia˛ polska˛, tzn. os´rodkowa˛ i zupełna˛.
Symbolem BX oznaczmy σ-ciało borelowskich podzbiorów przestrzeni X. W przestrzeni (X, ̺)
okres´lmy kule˛ otwarta˛ B(x, r) = {y ∈ X : ̺(x, y) < r} o s´rodku w punkcie x ∈ X i promieniu r > 0
oraz kule˛ domknie˛ta˛ ¯B(x, r) = {y ∈ X : ̺(x, y) ≤ r}.
Ustalmy x¯ ∈ X. Jes´li przestrzen´ (X, ̺) jest nieograniczona, to dowolna˛ funkcje˛ cia˛gła˛ V :
X → [0,∞) spełniaja˛ca˛ warunek
lim
̺(x,x¯)→∞
V(x) = ∞
nazywamy funkcja˛ Lapunowa.
Rodzine˛ (Ω,F , P) składaja˛ca˛ sie˛ z niepustego zbioru Ω, okres´lonego na nim σ-ciała F oraz
miary probabilistycznej P : F → [0, 1] nazywamy przestrzenia˛ probabilistyczna˛. Gdy dane
zdarzenie A zachodzi z prawdopodobien´stwem P(A) = 1, piszemy krótko, z˙e zachodzi P-p.n.
Dla dowolnego zbioru A ∈ BX, symbolem 1A okres´lmy indykator zbioru A, to jest funkcje˛
1A(x) =
{
1 dla x ∈ A,
0 dla x ∈ X\A,
z kolei przez δx oznaczmy sie˛ miare˛ Diraca w punkcie x ∈ X, czyli
δx(A) =
{
1 dla x ∈ A,
0 dla x ∈ X\A.
1.1. Przestrzenie funkcyjne i miary na przestrzeniach polskich
Niech B(X) oznacza przestrzen´ wszystkich funkcji f : X → R mierzalnych i ograniczonych,
z norma˛ supremum ‖ f ‖∞ = supx∈X | f (x)|. Podprzestrzen´ B(X) składaja˛ca˛ sie˛ z funkcji cia˛głych
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okres´lmy symbolem C(X). W pracy be˛dziemy równiez˙ wyróz˙niac´ przestrzen´ ˜B(X) funkcji f :
X → R mierzalnych i ograniczonych z dołu.
Przez M(X) oznaczmy rodzine˛ wszystkich miar borelowskich na BX. Rozwaz˙my jej naste˛pu-
ja˛ce podrodziny:
M f in(X) = {µ ∈ M(X) : µ(X) < ∞} ,
M1(X) = {µ ∈ M(X) : µ(X) = 1} .
Elementy M f in(X) oraz M1(X) nazywa sie˛ odpowiednio miarami skon´czonymi i probabilistycz-
nymi. Mówimy, z˙e miara µ jest sub-probabilistyczna, jes´li µ(X) ≤ 1. Nos´nik miary µ ∈ M f in(X)
zdefiniujmy jako zbiór
supp µ = {x ∈ X : µ(B(x, r)) > 0 dla r > 0} .
Ustalmy punkt x¯ ∈ X. Niech M11(X) be˛dzie rodzina˛ miar probabilistycznych z pierwszym
momentem skon´czonym, a wie˛c zbiorem postaci
M11(X) =
{
µ ∈ M1(X) :
∫
X
̺(x, x¯)µ(dx) < ∞
}
.
Zauwaz˙my, z˙e definicja rodziny M11(X) nie zalez˙y od wyboru x¯ ∈ X. W analogiczny sposób
moz˙emy definiowac´ przestrzenie miar z r-tym momentem skon´czonym
Mr1(X) =
{
µ ∈ M1(X) :
∫
X
̺r(x, x¯)µ(dx) < ∞
}
dla r > 0.
Symbolem Msig(X) okres´lmy przestrzen´ miar znakozmiennych, czyli zbiór postaci
Msig(X) =
{
µ1 − µ2 : µ1, µ2 ∈ M f in(X)
}
.
W przestrzeni Msig(X) rozwaz˙my norme˛ ‖ · ‖ zadana˛ wzorem
‖µ‖ = µ+(X) + µ−(X) dla µ ∈ Msig(X),
gdzie µ+ oraz µ− sa˛ odpowiednio wahaniem: górnym oraz dolnym. Istnienie miar µ+, µ− wynika
z twierdzen´ Hahna i Jordana o rozkładzie (zob. §29, [10]). W szczególnos´ci, jes´li miara µ jest
nieujemna, to ‖µ‖ = µ(X).
Dla wygody be˛dziemy korzystac´ z notacji iloczynu skalarnego
〈 f , µ〉 =
∫
X
f (x)µ(dx) dla f ∈ ˜B(X) oraz µ ∈ Msig(X).
W przestrzeni Msig(X) moz˙emy okres´lic´ norme˛ Fourtet-Mouriera
‖µ‖L = sup
f∈L
| 〈 f , µ〉 |, (1.1)
gdzie
L = { f ∈ C(X) : | f (x) − f (y)| ≤ ̺(x, y), | f (x)| ≤ 1 dla x, y ∈ X} (1.2)
(por. [18], [25] lub [31]).
Stwierdzenie 1.1. Jes´li (X, ̺) jest przestrzenia˛ polska˛, to przestrzen´ (M1(X), ‖ · ‖L) z metryka˛
indukowana˛ przez norme˛ Fortet-Mouriera jest zupełna (twierdzenie 1.48, [18]).
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1.2. Zbiez˙nos´c´ cia˛gów miar
Mówimy, z˙e cia˛g miar borelowskich (µn)n∈N0 ⊂ M f in(X) jest słabo zbiez˙ny do µ ∈ M f in(X)
(por. np. [1] lub [7]) i piszemy µn w−→ µ, gdy n →∞, jes´li
lim
n→∞
〈 f , µn〉 = 〈 f , µ〉 dla wszystkich f ∈ C(X).
Granica słabo zbiez˙nego cia˛gu miar jest okres´lona w sposób jednoznaczny (wniosek 1.39, [18]).
Stwierdzenie 1.2. Niech dana be˛dzie miara µ ∈ M f in(X) oraz cia˛g miar (µn)n∈N0 ⊂ M f in(X).
Naste˛puja˛ce warunki sa˛ równowaz˙ne (twierdzenie 11.3.3, [5]):
(1) cia˛g (µn)n∈N0 zbiega słabo do miary µ;
(2) limn→∞ 〈 f , µn〉 = 〈 f , µ〉 dla kaz˙dej funkcji f ∈ L;
(3) limn→∞ ‖µn − µ‖L = 0.
1.3. Operatory Markowa i Fellera
Mówimy, z˙e operator P : M f in(X) → M f in(X) jest operatorem Markowa, jes´li spełnione sa˛
naste˛puja˛ce warunki:
• P(λ1µ1 + λ2µ2) = λ1P(µ1) + λ2P(µ2) dla λ1, λ2 ≥ 0, µ1, µ2 ∈ M f in(X);
• Pµ(X) = µ(X) dla µ ∈ M f in(X).
Operator Markowa P, dla którego istnieje liniowy operator U : B(X) → B(X) o własnos´ci
〈U f , µ〉 = 〈 f , Pµ〉 dla f ∈ B(X), µ ∈ M f in(X), (1.3)
nazywamy operatorem regularnym. O operatorze U spełniaja˛cym warunek (1.3) mówimy, z˙e jest
dualny do operatora P.
Uwaga 1.1. Operator U moz˙na rozszerzyc´ do przestrzeni ˜B(X) (wniosek 3.7, [18]).
Niech dana be˛dzie funkcja Π : X × BX → R o własnos´ciach:
(a) przy ustalonym x ∈ X, funkcja Π(x, ·) : BX → R jest miara˛ probabilistyczna˛,
(b) przy ustalonym A ∈ BX, funkcja Π(·, A) : X → R jest borelowsko mierzalna.
Funkcje˛ Π spełniaja˛ca˛ powyz˙sze warunki nazywamy funkcja˛ przejs´cia.
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Stwierdzenie 1.3. Kaz˙da funkcja Π : X × BX → R spełniaja˛ca warunki (a) i (b) generuje jedyny
regularny operator Markowa P, dla którego jest funkcja˛ przejs´cia. Operator P jest postaci
Pµ(A) =
∫
X
Π(x, A)µ(dx) dla A ∈ BX, µ ∈ M f in(X).
Ponadto operator dualny do P wyraz˙a sie˛ wzorem
U f (x) =
∫
X
f (y)Π(x, dy) dla f ∈ B(X), x ∈ X.
Spełniona jest wie˛c naste˛puja˛ca równos´c´
Π(x, A) = U1A(x) = Pδx(A)
dla dowolnych x ∈ X oraz A ∈ BX (por. rozdz. 1.1, [33]).
Kaz˙dy operator Markowa P zdefiniowany na M f in(X) moz˙emy jednoznacznie rozszerzyc´
na przestrzen´ miar znakozmiennych Msig(X). Wystarczy przyja˛c´, z˙e
Pµ = Pµ1 − Pµ2 dla µ = µ1 − µ2, µ1, µ2 ∈ M f in(X).
Mówimy, z˙e regularny operator Markowa jest operatorem Fellera lub fellerowskim, jes´li
U(C(X)) ⊂ C(X).
Odwzorowanie κ : X → M f in(X) nazywamy słabo cia˛głym, jes´li κ(xn) w−→ κ(x) dla wszystkich
x ∈ X oraz (xn)n∈N0 ⊂ X takich, z˙e limn→∞ xn = x.
Stwierdzenie 1.4. Jes´li P jest operatorem regularnym, indukowanym przez funkcje˛ przejs´cia Π,
to P jest fellerowski wtedy i tylko wtedy, gdy odwzorowanie
X ∋ x 7→ Π(x, ·) ∈ M1(X)
jest słabo cia˛głe (zob. rozdz. 6, [24]).
1.4. Proces Markowa i własnos´c´ Markowa
Niech (X, BX, µ) be˛dzie przestrzenia˛ z nieujemna˛ miara˛ µ ∈ M f in(X). O zbiorach postaci A1 ×
A2 dla A1, A2 ∈ BX mówimy, z˙e sa˛ prostoka˛tami. Oznaczmy przez BX ⊗ BX σ-ciało generowane
przez wszystkie prostoka˛ty. Zdefiniujmy miare˛ µ × µ na BX ⊗ BX jako jedyna˛ miare˛ o własnos´ci
(µ × µ)(A1 × A2) = µ(A1)µ(A2) dla A1, A2 ∈ BX.
Istnienie takiej miary wynika np. z twierdzenia 3.3.1, [2].
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Zauwaz˙my, z˙e indukcyjnie moz˙emy rozszerzyc´ definicje˛ miar produktowych na dowolna˛
skon´czenie wymiarowa˛ przestrzen´ Xn = X × . . . × X (por. §37, [10]). Niech ⊗ni=1BX be˛dzie σ-
ciałem generowanym przez wszystkie prostoka˛ty postaci A1× . . .×An dla A1, . . . , An ∈ BX. Miara
produktowa µ × . . . × µ okres´lona na ⊗ni=1BX jest jedyna˛ miara˛ taka˛, z˙e
(µ × . . . × µ) (A1 × . . . × An) = Πni=1µ (Ai) dla A1, . . . , An ∈ BX.
Wez´my przestrzen´ nieskon´czenie wymiarowa˛ X∞ = X × X × . . .. Niech (X, BX, µ) be˛dzie
przestrzenia˛ mierzalna˛ oraz µ(X) = 1. Zdefiniujmy zbiór ⊗∞i=1BX jako σ-ciało generowane przez
cylindry, czyli zbiory postaci A1 × . . . × An × X × X × . . . dla A1 × . . . × An ∈ ⊗ni=1BX oraz n ∈ N.
Istnieje jedyna miara produktowa µ¯ okres´lona na ⊗∞i=1BX o własnos´ci
µ¯(E) = (µ × . . . × µ) (A1 × . . . × An) = Πni=1µ (Ai) dla E = A1 × . . . × An × X × X × . . .
(twierdzenie B z §38, [10]). Pełna konstrukcja miar produktowych na przestrzeniach nieskon´-
czenie wymiarowych została opisana w rozdziale VII, [10], a takz˙e w rozdziale III, [2].
Stwierdzenie 1.5. Jes´li µ ∈ M f in(X) jest rozkładem zmiennej losowej x0 orazΠ : X×BX → R jest
funkcja˛ przejs´cia, to istnieje proces stochastyczny (xn)n∈N0 okres´lony na X∞ i mierzalny wzgle˛dem
σ-ciała ⊗∞i=1BX oraz taka miara probabilistyczna Pµ na ⊗∞i=1BX, z˙e Pµ(A) wyraz˙a prawdopodo-
bien´stwo zajs´cia zdarzenia {(x0, x1, . . .) ∈ A} dla A ∈ ⊗∞i=1BX. Ponadto
Pµ(x0 ∈ A0, . . . , xn ∈ An) =
∫
A0
∫
A1
. . .
∫
An−1
Π(sn−1, An)Π(sn−2, dsn−1) . . .Π(s0, ds1)µ(ds0)
dla n ∈ N0 oraz wszystkich A0, . . . , An ∈ BX (twierdzenie 3.4.1, [24]).
Symbolem Eµ okres´lmy wartos´c´ oczekiwana˛ wzgle˛dem miary Pµ. Jes´li µ = δx, to uz˙yjemy
oznaczen´ Px oraz Ex.
Niech (X∞,⊗∞i=1BX, Pµ) be˛dzie przestrzenia˛ probabilistyczna˛ zadana˛ w tezie stwierdzenia 1.5.
Zdefiniujmy σ-ciała Fn = σ(x0, . . . , xn) dla n ∈ N0. Cia˛g (Fn)n∈N0 nazywamy filtracja˛ naturalna˛
procesu (xn)n∈N0 .
Niech υ : X∞ → R be˛dzie funkcja˛ ograniczona˛ i mierzalna˛. Rozwaz˙my zmienna˛ losowa˛
υ(x0, x1, . . .), gdzie (xn)n∈N0 jest pewnym procesem startuja˛cym z miary µ ∈ M f in(X), czyli takim
procesem, z˙e rozkład zmiennej x0 jest zadany miara˛ µ. Wprowadz´my operator przesunie˛cia Γ
taki, z˙e
Γ ((h0, . . . , hn, . . .)) = (h1, . . . , hn+1, . . .) dla dowolnego cia˛gu stałych (hn)n∈N0 ⊂ X.
Niech Γk oznacza k-ta˛ iteracje˛ odwzorowania Γ, a wie˛c
Γk((h0, . . . , hn, . . .)) = (hk, . . . , hn+k, . . .) dla k ∈ N.
Zauwaz˙my, z˙e
(υ ◦ Γn) (x0, x1, . . .) = υ(xn, xn+1, . . .) dla n ∈ N.
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Mówimy, z˙e (xn)n∈N0 jest procesem Markowa (por. [6]), gdy
Eµ (υ ◦ Γn|x0, x1, . . . , xn; xn = x) = Ex(υ) dla x ∈ X.
Własnos´cia˛ Markowa nazywamy naste˛puja˛cy warunek
Eµ (υ ◦ Γn|Fn) (ω) = Exn(ω)(υ) dla ω ∈ Ω (1.4)
(por. rozdz. 3, [24]).
Załóz˙my, z˙e D : Ω → N0 jest momentem stopu wzgle˛dem filtracji (Fn)n∈N0 , tzn. zmienna˛
losowa˛ taka˛, z˙e {D = n} ∈ Fn dla n ∈ N0. Ponadto σ-ciało FD jest dane wzorem
FD =
{
F ∈ ⊗∞i=1BX : {D = n} ∩ F ∈ Fn
}
.
Moz˙emy rozwaz˙ac´ zmienna˛ losowa˛ xD, która na zbiorze {D = n} jest postaci xD = xn. Jes´li cia˛g
(xn)n∈N0 spełnia na zbiorze {D < ∞} warunek
Eµ (υ ◦ ΓD|FD) (ω) = ExD(ω)(υ) dla ω ∈ Ω, (1.5)
to mówimy, z˙e spełnia on mocna˛ własnos´c´ Markowa (por. [24]).
Stwierdzenie 1.6. Kaz˙dy łan´cuch Markowa z czasem dyskretnym spełnia mocna˛ własnos´c´ Mar-
kowa (stwierdzenie 3.4.6, [24]).
1.5. Poje˛cie asymptotycznej stabilnos´ci
Operator Markowa P nazywamy mieszaja˛cym, jes´li
lim
n→∞
‖Pnµ1 − Pnµ2‖L = 0 dla µ1, µ2 ∈ M1(X). (1.6)
O mierze µ∗ ∈ M(X) mówimy, z˙e jest niezmiennicza wzgle˛dem operatora P, jes´li Pµ∗ = µ∗.
Operator Markowa P nazywamy asymptotycznie stabilnym, jes´li istnieje miara niezmiennicza
µ∗ ∈ M1(X) taka, z˙e
lim
n→∞
‖Pnµ − µ∗‖L = 0 dla dowolnej µ ∈ M1(X). (1.7)
Stwierdzenie 1.7. Jes´li operator Markowa jest mieszaja˛cy, tzn. spełnia warunek (1.6), to istnieje
co najwyz˙ej jedna unormowana miara niezmiennicza wzgle˛dem tego operatora (uwaga 4.21,
[18]).
Stwierdzenie 1.8. Warunek (1.7) nie musi implikowac´ niezmienniczos´ci miary µ∗. Implikacja
jest jednak prawdziwa, gdy operator P jest fellerowski (twierdzenie 3.49, [18]).
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Rozdział 2
Opis modelu matematycznego
W rozdziale drugim zarysujemy biologiczne tło badanego modelu, jak równiez˙ opiszemy
załoz˙enia przyje˛te w pracy.
2.1. Inspiracja - prosty model cyklu komórkowego
Poniz˙ej przedstawimy krótko model cyklu komórkowego opisany prostym stochastycznym
układem dynamicznym (por. [19]).
Ustalmy T ∈ (0,∞). Załóz˙my, z˙e kaz˙da komórka w rozwaz˙anej populacji składa sie˛ z j róz˙-
nych substancji, których masy sa˛ opisane wektorem y(t) =
(
y1(t), . . . , y j(t)
)
, gdzie t ∈ [0, T ] ozna-
cza wiek komórki. Niech wektor y(t) be˛dzie dany wzorem y(t) = π(x, t), gdzie π : X× [0, T ] → X
jest pewna˛ ustalona˛ funkcja˛ oraz π(x, 0) = x. Przykładem moz˙e byc´ wektor y(t) spełniaja˛cy układ
równan´ róz˙niczkowych zwyczajnych dy/dt = g(y(t)) z warunkiem pocza˛tkowym y(0) = x i roz-
wia˛zaniem postaci y(t) = π(x, t).
Niech xn oznacza wartos´c´ pocza˛tkowa˛ substancji x = y(0) w n-tym pokoleniu, a tn – moment
podziału komórki w n-tym pokoleniu. Ponadto niech
P (tn < t|xn = x) =
∫ t
0
p(x, s)ds dla t ∈ [0, T ], n ∈ N0, (2.1)
gdzie P jest miara˛ okres´lona˛ na pewnej przestrzeni mierzalnej (Ω,F ). Wektor y(tn) = π(xn, tn)
opisuje ilos´c´ wewna˛trzkomórkowych substancji tuz˙ przed mitoza˛ w n-tym pokoleniu. Przyjmu-
jemy, z˙e komórka potomna składa sie˛ dokładnie z połowy składników komórki macierzystej,
a zatem
xn+1 =
1
2
π(xn, tn) dla n ∈ N0. (2.2)
Przejdz´my do matematycznego opisu biologicznych intuicji. Rozwaz˙my przestrzen´ polska˛
(X, ̺) oraz przestrzen´ probabilistyczna˛ (Ω,F , P). Ustalmy T ∈ (0,∞). Niech (tn)n∈N0 be˛dzie cia˛-
giem niezalez˙nych zmiennych losowych o wartos´ciach w [0, T ] oraz niech rozkład tn+1 pod wa-
runkiem xn = x be˛dzie dany wzorem (2.1). Załóz˙my, z˙e funkcja p : X × [0, T ] → [0,∞) jest
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półcia˛gła z dołu, nieujemna i unormowana, tzn. ∫ T0 p(x, u)du = 1 dla x ∈ X. Ponadto przyjmijmy,
z˙e funkcja S : X × [0, T ] → X jest cia˛gła. Niech
xn+1 = S (xn, tn) dla n ∈ N0.
Wówczas operator Markowa P : M f in(X) → M f in(X) jest postaci
Pδx(A) =
∫ T
0
1A(S (x, t))p(x, t)dt dla x ∈ X, A ∈ BX.
Powyz˙sze załoz˙enia sa˛ spełnione m.in. przez modele z prac J.J. Tysona i K.B. Hannsgena [30]
oraz A. Murraya i T. Hunta [23].
2.2. Uogólniony model cyklu komórkowego. Załoz˙enia
Niech H be˛dzie os´rodkowa˛ przestrzenia˛ Banacha. O domknie˛tym podzbiorze X przestrzeni H
moz˙emy mys´lec´ jak o przestrzeni polskiej (X, ̺), gdzie metryka ̺ jest indukowana przez norme˛
w przestrzeni H. Rozwaz˙my dodatkowo przestrzen´ probabilistyczna˛ (Ω,F , P).
Ustalmy ε∗ < ∞. Wez´my ε ∈ [0, ε∗] oraz T ∈ (0,∞). Rozwaz˙my stochastycznie zaburzony
układ dynamiczny postaci
xn+1 = S (xn, tn+1) + Hn+1 dla n ∈ N0,
gdzie (Hn)n∈N jest cia˛giem niezalez˙nych wektorów losowych o wartos´ciach w H, z których
wszystkie maja˛ ten sam rozkład νε spełniaja˛cy warunek supp νε ⊂ ¯B(0, ε). Ponadto ustalmy,
z˙e wektor x0 nie zalez˙y od (Hn)n∈N .
Przyjmijmy naste˛puja˛ce załoz˙enia definiuja˛ce model.
(I) Niech (tn)n∈N0 be˛dzie cia˛giem niezalez˙nych zmiennych losowych na (Ω,F , P) o warto-
s´ciach w [0, T ]. Rozkład tn+1 pod warunkiem xn = x okres´lmy wzorem
P (tn+1 < t|xn = x) =
∫ t
0
p(x, u)du dla t ∈ [0, T ],
gdzie p : X × [0, T ] → [0,∞) jest funkcja˛ mierzalna˛, nieujemna˛ i unormowana˛, tzn.∫ T
0 p(x, u)du = 1 dla wszystkich x ∈ X.
(II) Niech S : X × [0, T ] → X be˛dzie funkcja˛ cia˛gła˛, spełniaja˛ca˛ poniz˙szy lokalny warunek
Lipschitza
̺(S (x, t), S (y, t)) ≤ λ(x, t)̺(x, y) dla x, y ∈ X, t ∈ [0, T ], (2.3)
gdzie λ : X × [0, T ] → [0,∞) jest funkcja˛ borelowska˛ o własnos´ci
Λ1 := sup
x∈X
∫ T
0
λ(x, t)p(x, t)dt < 1. (2.4)
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(III) Niech supt∈[0,T ] ̺(S (x¯, t), x¯) < ∞ dla pewnego punktu x¯ ∈ X oraz niech
c = sup
t∈[0,T ]
̺(S (x¯, t), x¯) + ε∗. (2.5)
(IV) Niech p spełnia warunek Diniego, tj.
∫ T
0
|p(x, t) − p(y, t)|dt ≤ ω(̺(x, y)) dla x, y ∈ X,
gdzie ω : [0,∞) → [0,∞) jest funkcja˛ niemaleja˛ca˛, wkle˛sła˛ i taka˛, z˙e ω(0) = 0 oraz
∫ σ
0
ω(t)
t
dt < ∞ dla pewnego σ > 0. (2.6)
(V) Przyjmijmy, z˙e funkcja p jest ograniczona i zdefiniujmy stałe
M1 = inf
x∈X, t∈[0,T ]
p(x, t), (2.7)
M2 = sup
x∈X, t∈[0,T ]
p(x, t). (2.8)
Be˛dziemy zakładac´, z˙e M1 > 0.
(VI) Niech νε be˛dzie miara˛ borelowska˛ na przestrzeni H o własnos´ci supp νε ⊂ ¯B(0, ε). Połóz˙-
my νεx(·) = νε(· − x) dla x ∈ X. Załóz˙my, z˙e
S (x, t) + h ∈ X dla wszystkich x ∈ X, t ∈ [0, T ] oraz h ∈ supp νε.
Uwaga 2.1. Zauwaz˙my, z˙e dla ε∗ = 0 uogólniony model cyklu komórkowego sprowadza sie˛ do
prostszej wersji modelu z podrozdziału 2.1.
Stwierdzenie 2.1. Niech ω : [0,∞) → [0,∞) be˛dzie funkcja˛ niemaleja˛ca˛, wkle˛sła˛ i taka˛, z˙e
ω(0) = 0. Ponadto niech ω spełnia warunek (2.6). Dla wszystkich t ∈ [0, T ] oraz dowolnej stałej
ζ < 1 zdefiniujmy
ϕ(t) =
∞∑
k=1
ω(ζkt). (2.9)
Warunek Diniego (załoz˙enie (IV)) implikuje własnos´ci:
ϕ(t) < ∞ dla t ∈ [0, T ], (2.10)
oraz lim
t→0
ϕ(t) = 0. (2.11)
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Dowód. Chca˛c uzasadnic´ (2.10), wystarczy skorzystac´ z odpowiednich własnos´ci funkcji ω i za-
uwaz˙yc´, z˙e
∞ >
∫ σ
0
ω(t)
t
dt =
∞∑
k=0
∫ ζkσ
ζk+1σ
ω(t)
t
dt ≥
∞∑
k=0
ω(ζk+1σ)
ζkσ
(ζkσ − ζk+1σ) ≥ (1 − ζ)ϕ(σ).
Ustalmy ǫ > 0 i t0 ∈ [0, T ]. Dzie˛ki własnos´ci (2.10) moz˙emy tak wybrac´ n0 ∈ N, z˙e∑∞
k=n0 ω(ζkt0) < ǫ/2. Zauwaz˙my, z˙e funkcja ω, która jest z załoz˙enia niemaleja˛ca i nieujem-
na, a ponadto spełnia warunek (2.6), jest równiez˙ cia˛gła w zerze. Istnieje wie˛c δ ∈ (0, t0) taka, z˙e∑n0
k=1 ω(ζkt) < ǫ/2 dla t ∈ [0, δ). Wówczas
∑∞
k=1 ω(ζkt) ≤ ǫ/2 + ǫ/2 dla t ∈ [0, δ), co implikuje
(2.11). 
Okres´lmy funkcje˛ Πε : X × BX → [0, 1] wzorem
Πε(x, A) =
∫ T
0
p(x, t)νεS (x,t)(A) dt dla x ∈ X oraz A ∈ BX. (2.12)
Zauwaz˙amy, z˙e odwzorowanie Πε(x, ·) : BX → R jest miara˛ probabilistyczna˛ dla ustalonego
x ∈ X oraz funkcja Πε(·, A) : X → R jest mierzalna dla ustalonego A ∈ BX. Ze stwierdzenia 1.3
wynika wie˛c, z˙e operator Pε : M f in(X) → M f in(X) postaci
Pεµ(A) =
∫
X
Πε(x, A)µ(dx) (2.13)
jest regularnym operatorem Markowa, a operator do niego dualny Uε : B(X) → B(X) wyraz˙a sie˛
wzorem
Uε f (x) =
∫
X
f (y)Πε(x, dy). (2.14)
Jak zauwaz˙ylis´my w uwadze 1.1, operator dualny Uε moz˙na rozszerzyc´ do przestrzeni ˜B(X).
Aby udowodnic´ CTG i PIL, be˛dziemy odpowiednio przyjmowac´ dodatkowe załoz˙enia:
(II′) funkcja S : X × [0, T ] → X jest cia˛gła i spełnia lokalny warunek Lipschitza (2.3), gdzie
λ : X × [0, T ] → [0,∞) jest funkcja˛ borelowska˛ o własnos´ci
Λ2 := sup
x∈X
∫ T
0
λ2(x, t)p(x, t)dt < 1; (2.15)
(II′′) funkcja S : X × [0, T ] → X jest cia˛gła i spełnia lokalny warunek Lipschitza (2.3), gdzie
λ : X × [0, T ] → [0,∞) jest funkcja˛ borelowska˛ o własnos´ci
Λ2+δ := sup
x∈X
∫ T
0
λ2+δ(x, t)p(x, t)dt < 1. (2.16)
Korzystaja˛c z nierównos´ci Höldera, łatwo pokazac´, z˙e warunek (II′′) implikuje (II′) oraz (II).
Implikacje w druga˛ strone˛ nie sa˛ prawdziwe.
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Rozdział 3
Własnos´ci modelu matematycznego
Wprowadzony zostanie model pomocniczy. Pokaz˙emy pewne własnos´ci operatorów Mar-
kowa generuja˛cych model pomocniczy, a naste˛pnie uzasadnimy, dlaczego operator Pε równiez˙
spełnia te własnos´ci.
3.1. Model pomocniczy
Niech funkcje Th : X × [0, T ] → X, h ∈ ¯B(0, ε), be˛da˛ postaci
Th(x, t) = S (x, t) + h dla x ∈ X, t ∈ [0, T ].
Ustalmy cia˛g stałych (hn)n∈N ⊂ H takich, z˙e hn ∈ ¯B(0, ε) dla n ∈ N oraz cia˛g niezalez˙nych
zmiennych losowych (tn)n∈N0 o wartos´ciach w [0, T ]. Rozwaz˙my stochastycznie zaburzony układ
dynamiczny
x˜n+1 = Thn+1(x˜n, tn+1) = S (x˜n, tn+1) + hn+1 dla n ∈ N0.
Dla uproszczenia notacji be˛dziemy pisac´
x˜
x0
n+1 = Thn+1
(
Thn
(
. . .Th2
(
Th1(x0, t1), t2
)
. . .
)
, tn+1
) dla x0 ∈ X. (3.1)
Przyjmijmy, z˙e funkcje S i p spełniaja˛ załoz˙enia (I)-(VI). Niech h ∈ ¯B(0, ε). Zauwaz˙my, z˙e
odwzorowanie Th : X×[0, T ] → X jest cia˛głe i spełnia lokalny warunek Lipschitza sformułowany
w poprzednim rozdziale (zob. (2.3)). Zdefiniujmy funkcje˛ Πh : X × BX → [0, 1] wzorem
Πh(x, A) =
∫ T
0
1A (Th(x, t)) p(x, t)dt dla x ∈ X, A ∈ BX. (3.2)
Zauwaz˙amy, z˙e Πh(x, ·) jest miara˛ probabilistyczna˛ dla ustalonego x ∈ X oraz Πh(·, A) jest funk-
cja˛ mierzalna˛ dla A ∈ BX. Na mocy stwierdzenia 1.3 operator Ph postaci
(Phµ)(A) =
∫
X
Πh(x, A)µ(dx) dla A ∈ BX, µ ∈ M f in(X) (3.3)
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jest regularnym operatorem Markowa, a operator do niego dualny Uh moz˙emy opisac´ wzorem
(Uh f )(x) =
∫
X
f (y)Πh(x, dy) dla x ∈ X, f ∈ B(X). (3.4)
Zgodnie z uwaga˛ 1.1 operator dualny Uh moz˙na rozszerzyc´ do przestrzeni ˜B(X).
Ustalmy ε ∈ [0, ε∗] dla ε∗ < ∞. Przypomnijmy, z˙e funkcja Πε i operator Pε sa˛ odpowiednio
dane wzorami (2.12) i (2.13). Zauwaz˙my, z˙e
Πε(x, A) =
∫
¯B(0,ε)
Πh(x, A)νε(dh) dla x ∈ X, A ∈ BX (3.5)
i wobec tego
(Pεµ)(A) =
∫
X
∫
¯B(0,ε)
Πh(x, A)νε(dh)µ(dx) dla A ∈ BX, µ ∈ M f in(X). (3.6)
Ponadto
(Uε f )(x) =
∫
¯B(0,ε)
∫
X
f (y)Πh(x, dy)νε(dh) dla x ∈ X, f ∈ ˜B(X).
3.2. Miary na trajektoriach
Ustalmy x ∈ X, h ∈ ¯B(0, ε) oraz taki cia˛g stałych (hn)n∈N ⊂ H, z˙e hn ∈ ¯B(0, ε) dla n ∈ N.
Niech A ∈ BX. Zdefiniujmy indukcyjnie naste˛puja˛ce rozkłady jednowymiarowe
Π
0(x, A) = δx(A)
Π
1
h(x, A) = Πh(x, A)
...
Π
n
h1,...,hn(x, A) =
∫
X
Π
1
hn(y, A)Πn−1h1 ,...,hn−1(x, dy).
(3.7)
Niech n ∈ N0. Zauwaz˙my, z˙e Πnh1,...,hn(x, ·) : BX → R jest miara˛ probabilistyczna˛ dla dowolnego
x ∈ X. Ponadto Πnh1,...,hn(·, A) : X → R jest funkcja˛ mierzalna˛ dla A ∈ BX. Na mocy stwierdze-
nia 1.3 moz˙emy rozwaz˙ac´ operator Markowa Pnh1 ,...,hn : M f in(X) → M f in(X) postaci
(Pnh1 ,...,hnµ)(A) =
∫
X
Π
n
h1,...,hn(x, A)µ(dx) (3.8)
oraz operator do niego dualny Unh1 ,...,hn : ˜B(X) → ˜B(X) dany wzorem
(Unh1 ,...,hn f )(x) =
∫
X
f (y)Πnh1,...,hn(x, dy). (3.9)
18
Okres´lmy teraz rozkłady wielowymiarowe. Jes´li załoz˙ymy, z˙e Π1,...,nh1,...,hn(x, ·) jest miara˛ na Xn
generowana˛ przez cia˛g
(
Π
1
hi(x, ·)
)n
i=1
, to miare˛ Π1,...,n+1h1,...,hn+1(x, ·) na Xn+1 moz˙emy definiowac´ jakojedyna˛ miare˛ taka˛, z˙e
Π
1,...,n+1
h1,...,hn+1(x, A × B) =
∫
A
Π
1
hn+1(zn, B)Π1,...,nh1,...,hn(x, dz) dla z = (z1, . . . , zn), A ∈ ⊗ni=1BX, B ∈ BX.
(3.10)
Ostatecznie otrzymujemy miare˛ Π∞h1,h2,...(x, ·) na X∞. Nalez˙y zauwaz˙yc´, z˙e miary postaci (3.7) sa˛
rozkładami marginalnymi Π∞h1,h2,...(x, ·). Istnienie miary Π∞h1,h2,...(x, ·) wynika z twierdzenia Koł-
mogorowa, mianowicie istnieje pewna przestrzen´ probabilistyczna (Ω,F , P), na której moz˙emy
definiowac´ proces stochastyczny ξx o rozkładzie Φξx takim, z˙e
Φξx(B) = P ({ω ∈ Ω : ξx(ω) ∈ B}) = Π∞h1,h2,...(x, B) dla B ∈ ⊗∞i=1BX.
Miara Π∞h1,h2,...(x, ·) jest wie˛c rozkładem niejednorodnego łan´cucha Markowa ξx o cia˛gu funkcji
przejs´cia
(
Π
1
hi
)
i∈N i rozkładzie pocza˛tkowym δx. Jes´li rozkład pocza˛tkowy nie jest miara˛ δx, tylko
dowolna˛ miara˛ µ ∈ M f in(X), to piszemy
Pµ(B) =
∫
X
Π
∞
h1 ,h2,...(x, B)µ(dx) dla B ∈ ⊗∞i=1BX. (3.11)
Niech n ∈ N0. Zauwaz˙my naste˛puja˛ce zalez˙nos´ci:
(Pnεµ)(A) =
∫
X
∫
( ¯B(0,ε))n
Π
n
h1 ,...,hn(x, A)νε(dh1) . . . νε(dhn)µ(dx) dla A ∈ BX, µ ∈ M f in(X)
(3.12)
oraz
(Unε f )(x) =
∫
( ¯B(0,ε))n
∫
X
f (y)Πnh1,...,hn(x, dy)νε(dh1) . . . νε(dhn) dla x ∈ X, f ∈ ˜B(X).
3.3. Własnos´c´ Fellera
Niech h, hn ∈ ¯B(0, ε) dla n ∈ N oraz x, y ∈ X. Wez´my f ∈ L. Na mocy (3.2) oraz zało-
z˙en´ (II) i (IV) z poprzedniego rozdziału otrzymujemy
|〈 f ,Πh(x, ·) − Πh(y, ·)〉| =
=
∣∣∣∣∣
∫
X
f (u)Πh(x, du) −
∫
X
f (v)Πh(y, dv)
∣∣∣∣∣ =
=
∣∣∣∣∣∣
∫ T
0
f (Th(x, t)) p(x, t)dt −
∫ T
0
f (Th(y, t)) p(y, t)dt
∣∣∣∣∣∣ ≤
≤
∫ T
0
| f (Th(x, t)) − f (Th(y, t))| p(x, t)dt +
∫ T
0
| f (Th(y, t))| |p(x, t) − p(y, t)| dt ≤
≤
∫ T
0
̺ (Th(x, t), Th(y, t)) p(x, t)dt +
∫ T
0
|p(x, t) − p(y, t)| dt ≤
≤ Λ1̺(x, y) + ω(̺(x, y)).
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Poste˛puja˛c analogicznie, wobec wzorów (3.7) i (3.1) otrzymujemy oszacowanie∣∣∣∣〈 f ,Πnh1,...,hn(x, ·) − Πnh1,...,hn(y, ·)
〉∣∣∣∣ =
=
∣∣∣∣∣∣
∫
[0,T ]n
f (x˜xn) p (x˜xn−1, tn) . . . p(x, t1) dtn . . . dt1 −
∫
[0,T ]n
f (x˜yn) p (x˜yn−1, tn
)
. . . p(y, t1) dtn . . . dt1
∣∣∣∣∣∣ ≤
≤
∫
[0,T ]n
∣∣∣ f (x˜xn) − f (x˜yn)∣∣∣ p (x˜xn−1, tn) . . . p(x, t1) dtn . . . dt1+
+
∫
[0,T ]n
∣∣∣ f (x˜yn)∣∣∣
∣∣∣∣p (x˜xn−1, tn) . . . p(x, t1) − p (x˜yn−1, tn
)
. . . p(y, t1)
∣∣∣∣ dtn . . . dt1 ≤
≤ Λn1̺(x, y) +
∫
[0,T ]n
∣∣∣∣p (x˜xn−1, tn) − p (x˜yn−1, tn
)∣∣∣∣ p (x˜xn−2, tn−1) . . . p(x, t1) dtn . . . dt1+
+
∫
[0,T ]n
∣∣∣∣p (x˜yn−1, tn
)∣∣∣∣
∣∣∣∣p (x˜xn−2, tn−1) . . . p(x, t1) − p (x˜yn−2, tn−1
)
. . . p(y, t1)
∣∣∣∣ dtn . . . dt1 ≤
≤ . . . ≤ Λn1̺(x, y) + ω
(
Λ
n−1
1 ̺(x, y)
)
+ . . . + ω (Λ1̺(x, y)) + ω(̺(x, y))
i sta˛d
‖Πnh1,...,hn(x, ·) − Πnh1,...,hn(y, ·)‖L ≤ Λn1̺(x, y) + ϕ(̺(x, y)) + ω(̺(x, y)), (3.13)
gdzie funkcja ϕ jest dana wzorem (2.9). Powyz˙sza nierównos´c´ oraz stwierdzenia 1.2 i 2.1 impli-
kuja˛ słaba˛ cia˛głos´c´ odwzorowania
X ∋ x 7→ Πnh1,...,hn(x, ·) ∈ M1(X).
Poniewaz˙ operator Pnh1,...,hn jest regularnym operatorem Markowa, to zgodnie ze stwierdzeniem 1.4jest on równiez˙ fellerowski.
Wniosek 3.1. Wobec (3.12) i niezalez˙nos´ci oszacowania (3.13) od (hn)n∈N operator Pnε posiada
własnos´c´ Fellera.
3.4. Miary o momentach skon´czonych
Ustalmy punkt x¯ ∈ X, dla którego załoz˙enie (III) jest spełnione. Zdefiniujmy funkcje˛ Lapu-
nowa V : X → [0,∞) wzorem
V(x) = ̺(x, x¯) dla x ∈ X.
Lemat 3.1. Niech Λ1,Λ2,Λ2+δ < 1 be˛da˛ odpowiednio dane wzorami (2.4), (2.15) i (2.16) oraz
niech c be˛dzie dana wzorem (2.5). Ustalmy n ∈ N oraz cia˛g (hi)i∈N ⊂ H taki, z˙e hi ∈ ¯B(0, ε)
dla i ∈ N. Jes´li µ ∈ M j1(X), to równiez˙ Pnh1,...,hnµ ∈ M
j
1(X) dla j ∈ {1, 2, 2 + δ}. Ponadto
〈
V j, Pnh1 ,...,hnµ
〉
≤

(
Λ
n
j
〈
V j, µ
〉)1/ j
+
c
1 − Λ1/ jj

j
dla j ∈ {1, 2, 2 + δ} , (3.14)
gdzie Λ j i c nie zalez˙a˛ od wyboru cia˛gu stałych (hi)i∈N .
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Dowód. Niech µ ∈ M j1(X) dla j ∈ {1, 2, 2 + δ} oraz niech h ∈ ¯B(0, ε). Z definicji funkcji przej-
s´cia Πh (zob. (3.2)) mamy
(〈
V j, Phµ
〉)1/ j
=
(∫
X
∫
X
V j(y)Πh(x, dy)µ(dx)
)1/ j
=
=
(∫
X
∫ T
0
V j(Th(x, t))p(x, t) dt µ(dx)
)1/ j
≤ ‖V ◦ Th‖L j(ς),
gdzie ‖ · ‖L j(ς) jest norma˛ w przestrzeni L j(ς) taka˛, z˙e
‖ f ‖L j(ς) =
∣∣∣∣〈 f j, ς〉
∣∣∣∣1/ j
dla f ∈ ˜B(X × [0, T ]) oraz ς ∈ M f in(X × [0, T ]) danej wzorem
ς(A) =
∫
X×[0,T ]
1A((x, t))p(x, t) dt µ(dx) dla A ∈ BX ⊗ B[0,T ].
Zauwaz˙my, z˙e z załoz˙en´ (I) i (II) otrzymujemy
(V ◦ Th) (x, t) = ̺ (Th(x, t), x¯) ≤ ̺ (Th(x, t), Th(x¯, t)) + ̺ (Th(x¯, t), x¯) ≤ λ(x, t)V(x) + c,
zatem z własnos´ci normy i odpowiedniego załoz˙enia o funkcji λ (załoz˙enie (II), (II′) lub (II′′))
mamy
∣∣∣∣〈V j, Phµ〉
∣∣∣∣1/ j = ‖V ◦ Th‖L j(ς) ≤
(∫
X×[0,T ]
λ j(x, t)V j(x)p(x, t) dt µ(dx)
)1/ j
+ c
≤
(
Λ j
〈
V j, µ
〉)1/ j
+ c
i wobec tego
〈
V j, Pnh1,...,hnµ
〉
≤
(
Λ
1/ j
j
(〈
V j, Pn−1h1,...,hn−1µ
〉)1/ j
+ c
) j
≤
≤
(
Λ
2/ j
j
(〈
V j, Pn−2h1,...,hn−2µ
〉)1/ j
+ c
(
1 + Λ1/ jj
)) j
≤
≤ . . . ≤
Λn/ jj
(〈
V j, µ
〉)1/ j
+
c
1 − Λ1/ jj

j
,
co kon´czy dowód, poniewaz˙ z załoz˙enia Λ1/ jj < 1 oraz c < ∞. 
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Wniosek 3.2. Wobec (3.12) oraz niezalez˙nos´ci oszacowania (3.14) od (hi)i∈N poniz˙sze stwier-
dzenia wynikaja˛ bezpos´rednio z lematu 3.1.
• Jes´li µ ∈ M j1(X), to równiez˙
Pnεµ ∈ M j1(X) dla j ∈ {1, 2, 2 + δ} oraz n ∈ N.
• Mamy
〈
V j, Pnεµ
〉
≤
((
Λ
n
j
〈
V j, µ
〉)1/ j
+ c
(
1 − Λ1/ jj
)−1) j
dla j ∈ {1, 2, 2 + δ} , n ∈ N. (3.15)
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Rozdział 4
Miara sprze˛gaja˛ca
W tym rozdziale przedstawimy konstrukcje˛ miary sprze˛gaja˛cej.
4.1. Definicja miary sprze˛gaja˛cej
Definicja 4.1. Wez´my x, y ∈ X oraz h ∈ ¯B(0, ε). Niech funkcja przejs´cia Πh be˛dzie postaci (3.2).
Dla Π1h(x, ·),Π1h(y, ·) ∈ M1(X) moz˙emy okres´lic´ miare˛ probabilistyczna˛ C1h((x, y), ·) na X2 taka˛, z˙e
• C1h((x, y), A × X) = Π1h(x, A) dla A ∈ BX,
• C1h((x, y), X × B) = Π1h(y, B) dla B ∈ BX.
Elementy z rodziny
{
C1h((x, y), ·) : x, y ∈ X
}
nazywamy miarami sprze˛gaja˛cymi.
Klasyczna˛ definicje˛ miary sprze˛gaja˛cej moz˙na znalez´c´ m.in. w [31] (definicja 1.1).
4.2. Konstrukcja miary sprze˛gaja˛cej
Ustalmy cia˛g stałych (hi)i∈N ⊂ ¯B(0, ε). Wez´my µ, ν ∈ M11(X) oraz A, B ∈ BX. Rozwaz˙my
miary b, bnh1,...,hn ∈ M f in
(
X2
)
dla n ∈ N takie, z˙e
b(A × X) = µ(A), b(X × B) = ν(B)
oraz
bnh1,...,hn(A × X) =
(
Pnh1 ,...,hnµ
)
(A), bnh1,...,hn(X × B) =
(
Pnh1,...,hnν
)
(B) dla n ∈ N.
Niech funkcja ¯V : X2 → [0,∞) be˛dzie dana wzorem
¯V(x, y) = V(x) + V(y) dla x, y ∈ X.
23
Zauwaz˙my, z˙e z lematu 3.1 otrzymujemy
〈
¯V, bnh1,...,hn
〉
≤ Λ1
〈
¯V, bn−1h1,...,hn−1
〉
+ 2c ≤ Λn1
〈
¯V, b
〉
+
2c
1 − Λ1
dla n ∈ N. (4.1)
Okres´lmy funkcjonał liniowy
φ(b) =
∫
X2
̺(x, y)b(dx × dy) dla b ∈ M1f in
(
X2
)
. (4.2)
Zgodnie z przyje˛ta˛ notacja˛ mamy
φ(b) ≤ 〈 ¯V, b〉. (4.3)
Niech x, y ∈ X oraz A, B ∈ BX be˛da˛ dowolne. Zdefiniujmy sub-probabilistyczne funkcje przejs´cia
na X2 wzorami
Q1h((x, y), A × B) =
∫ T
0
min {p(x, t), p(y, t)} δ(Th(x,t),Th(y,t))(A × B)dt dla h ∈ ¯B(0, ε) (4.4)
oraz
Qnh1,...,hn((x, y), A × B) =
∫
X2
Q1hn((u, v), A × B)Qn−1h1,...,hn−1((x, y), du × dv) dla n ∈ N. (4.5)
Miary generowane przez zdefiniowane wyz˙ej funkcje przejs´cia be˛dziemy oznaczac´ tym samym
symbolem. Znaczenie symbolu be˛dzie wynikac´ z kontekstu. Zauwaz˙my, z˙e
Q1h((x, y), A × X) ≤
∫ T
0
p(x, t)δTh(x,t)(A)dt =
∫ T
0
1A (Th(x, t)) p(x, t)dt = Π1h(x, A)
i analogicznie Q1h((x, y), X × B) ≤ Π1h(y, B) dla h ∈ ¯B(0, ε). Podobnie, dla n ∈ N, mamy
Qnh1 ,...,hn((x, y), A × X) ≤ Πnh1 ,...,hn(x, A),
Qnh1,...,hn((x, y), X × B) ≤ Πnh1,...,hn(y, B).
Niech b ∈ M f in
(
X2
)
oraz niech Qnh1 ,...,hnb oznacza miare˛ postaci
(
Qnh1,...,hnb
)
(A × B) =
∫
X2
Qnh1 ,...,hn((x, y), A × B) b(dx × dy) dla A, B ∈ BX, n ∈ N. (4.6)
Zauwaz˙my, z˙e
(
Qn+1h1 ,...,hn+1b
)
(A × B) =
∫
X2
Qn+1h1 ,...,hn+1((x, y), A × B)b(dx × dy) =
=
∫
X2
∫
X2
Q1hn+1((u, v), A × B)Qnh1,...,hn((x, y), du × dv)b(dx × dy) =
=
∫
X2
Q1hn+1((u, v), A × B)
(
Qnh1 ,...,hnb
)
(du × dv) =
(
Q1hn+1
(
Qnh1,...,hnb
))
(A × B),
(4.7)
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gdzie A, B ∈ BX i n ∈ N. Poste˛puja˛c analogicznie jak w (3.10), moz˙emy budowac´ miary produk-
towe Q1,...,nh1 ,...,hn((x, y), ·) na Xn dla x, y ∈ X oraz n ∈ N. Istnienie miary Q∞h1 ,h2,...((x, y), ·) na całych
trajektoriach wynika z twierdzenia Kołmogorowa. Ponadto
(
Q∞h1 ,h2,...b
)
(A) =
∫
X2
Q∞h1,h2,...((x, y), A) b(dx × dy) dla b ∈ M f in
(
X2
)
oraz A ∈ ⊗∞i=1BX.
Zachodzi nierównos´c´
φ
(
Qnh1 ,...,hnb
)
≤ Λn1φ(b) dla n ∈ N, b ∈ M1f in
(
X2
)
, (4.8)
gdzie funkcjonał φ jest dany wzorem (4.2). Rzeczywis´cie,
φ(Qnh1 ,...,hnb) =
∫
X2
∫
X2
̺(u, v)Qnh1,...,hn((x, y), du × dv) b(dx × dy) =
=
∫
X2
∫
X2
∫ T
0
∫
X2
̺(u, v) min {p(u¯, t), p(v¯, t)} δ(Thn (u¯,t),Thn (v¯,t))(du × dv) dt ×
× Qn−1h1 ,...,hn−1 ((x, y), du¯ × dv¯) b(dx × dy) ≤
≤
∫
X2
∫
X2
∫ T
0
̺
(
Thn(u¯, t), Thn(v¯, t)
)
p(u¯, t)dt Qn−1h1 ,...,hn−1 ((x, y), du¯ × dv¯) b(dx × dy) ≤
≤
∫
X2
∫
X2
∫ T
0
̺ (u¯, v¯)λ (u¯, t) p (u¯, t) dt Qn−1h1 ,...,hn−1 ((x, y), du¯ × dv¯) b(dx × dy) ≤
≤ Λ1
∫
X2
∫
X2
̺ (u¯, v¯) Qn−1h1 ,...,hn−1 ((x, y), du¯ × dv¯) b(dx × dy) ≤
≤ . . . ≤ Λn1φ(b).
Lemat 4.1. Ustalmy h ∈ ¯B(0, ε). Niech rodzina miar
{
Q1h((x, y), ·) : x, y ∈ X
}
na X2 be˛dzie gene-
rowana przez funkcje przejs´cia postaci (4.4). Istnieje rodzina
{
R1h((x, y), ·) : x, y ∈ X
}
taka, z˙e
C1h((x, y), ·) = Q1hi((x, y), ·) + R1h((x, y), ·) dla x, y ∈ X
oraz
(i) odwzorowanie (x, y) 7→ R1h((x, y), A × B) jest mierzalne dla A, B ∈ BX;
(ii) miary R1h((x, y), ·) sa˛ nieujemne dla wszystkich x, y ∈ X;
(iii) miary C1h((x, y), ·) sa˛ probabilistyczne dla dowolnych x, y ∈ X;
(iv) dla wszystkich A, B ∈ BX oraz x, y ∈ X mamy
C1h((x, y), A × X) = Π1h(x, A), C1h((x, y), X × B) = Π1h(y, B).
25
Dowód. Ustalmy A, B ∈ BX. Niech
R1h((x, y), A × B) =
(
1 − Q1h
(
(x, y), X2
))−1 ×
×
(
Π
1
h(x, A) − Q1h((x, y), A × X)
) (
Π
1
h(y, B) − Q1h((x, y), X × B)
)
,
gdy Q1h
(
(x, y), X2
)
< 1 oraz
R1h ((x, y), A × B) = 0,
gdy Q1h
(
(x, y), X2
)
= 1. Odwzorowanie moz˙na rozszerzyc´ do miary spełniaja˛cej wszystkie wy-
magane warunki (i) − (iv). 
Wobec lematu 4.1 dla
{
Π
1
h(x, ·) : x ∈ X
}
moz˙emy konstruowac´ rodzine˛
{
C1h((x, y), ·) : x, y ∈ X
}
miar sprze˛gaja˛cych takich, iz˙ Q1h((x, y), ·) ≤ C1h((x, y), ·) oraz R1h((x, y), ·) sa˛ nieujemne dla dowol-
nych x, y ∈ X.
Powtarzaja˛c konstrukcje˛ miar na cylindrach i całych trajektoriach opisana˛ w podrozdzia-
le 3.2, otrzymujemy rodzine˛ miar probabilistycznych
{
C∞h1 ,h2...((x, y), ·) : x, y ∈ X
}
na
(
X2
)∞
o roz-
kładach brzegowych Π∞h1,h2,...(x, ·) i Π∞h1,h2,...(y, ·). Zauwaz˙my, z˙e kaz˙da miara Cnh1 ,...,hn((x, y), ·), kon-
struowana według zasady (3.7), jest rzutem na n-ta˛ współrze˛dna˛ miary C∞h1 ,h2...((x, y), ·). Ponadto{
Cnh1 ,...,hn((x, y), ·) : x, y ∈ X
}
pełni role˛ rodziny miar sprze˛gaja˛cych dla
{
Π
n
h1,...,hn(x, ·) : x ∈ X
}
.
Rzeczywis´cie, dla x, y ∈ X, A ∈ BX, n ∈ N oraz cia˛gu (hi)i∈N mamy
Cnh1 ,...,hn((x, y), A × X) =
∫
X2
C1hn((u, v), A × X)Cn−1h1 ,...,hn−1((x, y), du × dv)
=
∫
X2
Π
1
hn(u, A)Cn−1h1 ,...,hn−1((x, y), du × dv) = . . . = Πnh1 ,...,hn(x, A)
i podobnie Cnh1 ,...,hn((x, y), X × B) = Πnh1 ,...,hn(y, B).
Ustalmy (x0, y0) ∈ X2 oraz (hn)n∈N ⊂ ¯B(0, ε). Cia˛g
({
Cnh1,...,hn((x, y), ·) : x, y ∈ X
})
n∈N gene-
ruje niejednorodny łan´cuch Markowa Ψ na X2 startuja˛cy z pary punktów (x0, y0), z kolei cia˛g({
ˆCnh1,...,hn((x, y, θ), ·) : x, y ∈ X, θ ∈ {0, 1}
})
n∈N definiuje łan´cuch Markowa ˆΨ na rozszerzonej prze-
strzeni X2 × {0, 1} o rozkładzie pocza˛tkowym δ(x0 ,y0,1). Dla x, y ∈ X, A, B ∈ BX oraz n ∈ N mamy
P
(
ˆΨn+1 ∈ A × B × {1} | ˆΨn = (x, y, i), i ∈ {0, 1}
)
= Qnh1 ,...,hn ((x, y), A × B) ,
P
(
ˆΨn+1 ∈ A × B × {0} | ˆΨn = (x, y, i), i ∈ {0, 1}
)
= Rnh1,...,hn ((x, y), A × B) .
Powtarzaja˛c konstrukcje˛ miar na cylindrach z podrozdziału 3.2 i korzystaja˛c z twierdzenia Koł-
mogorowa, otrzymujemy miare˛ ˆC∞h1 ,h2,... ((x0, y0, 1), ·) na
(
X2 × {0, 1}
)∞
, która jest stowarzyszona
z łan´cuchem Markowa ˆΨ.
Wartos´c´ oczekiwana˛ wzgle˛dem miar C∞h1,h2,...((x0, y0), ·) oraz ˆC∞h1 ,h2,...((x0, y0, 1), ·) be˛dziemy
oznaczac´ symbolem Ex0 ,y0 .
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Rozdział 5
Asymptotyczna stabilnos´c´ i geometryczne tempo
zbiez˙nos´ci
W rozdziale pia˛tym pokaz˙emy, z˙e operator Pε jest asymptotycznie stabilny, a tempo zbiez˙-
nos´ci cia˛gu (Pnεµ)n∈N0 dla µ ∈ M11(X) do miary niezmienniczej w normie Fortet-Mouriera jest
geometryczne.
5.1. Twierdzenia pomocnicze
Przypomnijmy, z˙e stałe Λ1 < 1 i c < ∞ sa˛ odpowiednio dane wzorami (2.4) oraz (2.5).
Ustalmy κ ∈ (0, 1 − Λ1) oraz zdefiniujmy zbiór
Kκ =
{
(x, y) ∈ X2 : ¯V(x, y) < κ−12c
}
. (5.1)
Niech d :
(
X2
)∞ → N be˛dzie momentem pierwszej wizyty w zbiorze Kκ, tzn.
d
(
(xn, yn)n∈N0
)
= inf {n ∈ N : (xn, yn) ∈ Kκ} . (5.2)
Gdy nie ma liczby naturalnej n ∈ N takiej, z˙e (xn, yn) ∈ Kκ, przyjmujemy d
(
(xn, yn)n∈N0
)
= ∞.
Twierdzenie 5.1. Niech ζ ∈ (0, 1). Istnieja˛ stałe C1,C2 > 0 takie, z˙e
Ex0,y0
(
(Λ1 + κ)−ζd
)
≤ C1 ¯V (x0, y0) +C2. (5.3)
Dowód. Ustalmy (x0, y0) ∈ X2. Niech Ψ = (x˜n, y˜n)n∈N0 be˛dzie łan´cuchem Markowa startuja˛cym
z (x0, y0) o cia˛gu funkcji przejs´cia
(
C1hi
)
i∈N . Przez (Fn)n∈N0 ⊂ F oznaczmy filtracje˛ wyznaczona˛
przez łan´cuch Ψ w przestrzeni Ω. Zdefiniujmy zbiór
An = {ω ∈ Ω : Ψi = (x˜i(ω), y˜i(ω)) < Kκ dla i = 1, . . . , n − 1} dla n ∈ N. (5.4)
Zauwaz˙my, z˙e An+1 ⊂ An oraz An ∈ Fn dla n ∈ N. Własnos´c´ (4.1), jak równiez˙ definicje zbiorów
An oraz Kκ (zob. (5.4) i (5.1)) implikuja˛, z˙e naste˛puja˛ce nierównos´ci sa˛ P-p.n. spełnione:
1An(ω)Ex0 ,y0
(
¯V (x˜n+1, y˜n+1) | Fn
)
(ω) ≤ 1An(ω)
(
Λ1 ¯V (x˜n(ω), y˜n(ω)) + 2c
)
≤
≤ 1An(ω)(Λ1 + κ) ¯V (x˜n(ω), y˜n(ω)) ,
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wobec czego dostajemy∫
An
¯V(x˜n, y˜n)dP ≤
∫
An−1
¯V(x˜n, y˜n)dP =
∫
An−1
Ex0 ,y0
(
¯V(x˜n, y˜n)|Fn−1
)
dP ≤
≤
∫
An−1
(
Λ1 ¯V(x˜n−1, y˜n−1) + 2c
)
dP ≤ (Λ1 + κ)
∫
An−1
¯V(x˜n−1, y˜n−1)dP.
Stosuja˛c powyz˙sze oszacowanie n razy, otrzymujemy∫
An
¯V(x˜n, y˜n)dP ≤ (Λ1 + κ)n−1
∫
A1
¯V(x˜1, y˜1)dP ≤ (Λ1 + κ)n−1
(
Λ1 ¯V(x0, y0) + 2c
)
. (5.5)
Z definicji zbiorów An i Kκ oraz z oszacowania (5.5) mamy
P(An) ≤
∫
An
κ(2c)−1 ¯V(x˜n, y˜n)dP ≤ κ (2c(Λ1 + κ))−1 (Λ1 + κ)n
(
Λ1 ¯V(x0, y0) + 2c
)
.
Podstawmy
cˆ := κ (2c(Λ1 + κ))−1
(
Λ1 ¯V(x0, y0) + 2c
)
. (5.6)
Wówczas P(An) ≤ (Λ1 + κ)ncˆ. Ustalmy ζ ∈ (0, 1). Poniewaz˙ zmienna losowa d (zob. (5.2))
przyjmuje tylko wartos´ci n ∈ N, otrzymujemy
Ex0 ,y0
(
(Λ1 + κ)−ζd
)
≤
∞∑
n=1
(Λ1 + κ)−ζnP(An) ≤
∞∑
n=1
(Λ1 + κ)−ζn(Λ1 + κ)ncˆ =
∞∑
n=1
(Λ1 + κ)(1−ζ)ncˆ.
Szereg jest zbiez˙ny, bo Λ1 + κ < 1. Podstawiaja˛c wartos´c´ cˆ zgodnie z definicja˛ (5.6) i dobieraja˛c
odpowiednie stałe C1 oraz C2, otrzymujemy z˙a˛dana˛ teze˛. 
Zdefiniujmy zbiory
Cr =
{
(x, y) ∈ X2 : ̺(x, y) < r
}
dla r > 0. (5.7)
Lemat 5.1. Ustalmy Λ ∈ (Λ1, 1). Niech Cr be˛dzie zbiorem postaci (5.7) dla r > 0. Załóz˙my, z˙e
b ∈ M f in
(
X2
)
jest taka˛ miara˛, z˙e supp b ⊂ Cr. Istnieje γ¯ > 0 o własnos´ci(
Qnh1 ,...,hnb
)
(CΛnr) ≥ γ¯n‖b‖ dla n ∈ N. (5.8)
Dowód. Przypomnijmy, z˙e zmienna x˜xn jest dana wzorem (3.1). Z definicji (4.6), (4.5) oraz (4.4)
otrzymujemy(
Qnh1 ,...,hnb
)
(CΛnr) =
=
∫
X2
∫
X2
∫ T
0
min {p(u, tn), p(v, tn)} δ(Thn (u,tn),Thn (v,tn)) (CΛnr)×
× dtn Qn−1h1,...,hn−1((x, y), du × dv) b(dx × dy) =
= . . . =
=
∫
X2
( ∫
(0,T )n
1CΛnr
(
x˜xn, x˜
y
n
)
min
{
p(x˜xn−1, tn), p(x˜yn−1, tn)
}
. . .min {p(x, t1), p(y, t1)} ×
× dtn . . . dt1
)
b(dx × dy).
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Zauwaz˙my, z˙e 1CΛnr
(
x˜xn, x˜
y
n
)
= 1 wtedy i tylko wtedy, gdy (t1, . . . , tn) ∈ Tn, gdzie
Tn :=
{(t1, . . . , tn) ∈ (0, T )n : ̺ (x˜xn, x˜yn) < Λnr} .
Niech T ′n := (0, T )n\Tn. Z załoz˙enia (II) otrzymujemy∫
T ′n
̺
(
x˜xn, x˜
y
n
)
p
(
x˜xn−1, tn
)
. . . p (x, t1) dtn . . . dt1 ≤ Λn1̺(x, y) < Λn1r dla (x, y) ∈ Cr.
Z drugiej strony z definicji T ′n dostajemy
Λ
nr
∫
T ′n
p
(
x˜xn−1, tn
)
. . . p(x, t1)dtn . . . dt1 ≤
∫
T ′n
̺
(
x˜xn, x˜
y
n
)
p
(
x˜xn−1, tn
)
. . . p(x, t1)dtn . . . dt1,
co implikuje
∫
T ′n
p
(
x˜xn−1, tn
)
. . . p(x, t1)dtn . . . dt1 <
Λ
n
1
Λn
< 1,
a zatem mamy
∫
Tn
p
(
x˜xn−1, tn
)
. . . p(x, t1)dtn . . . dt1 ≥ 1 −
(
Λ1
Λ
)n
≥
(
1 − Λ1
Λ
)n
=: γn,
gdzie ostatnia nierównos´c´ jest spełniona dla duz˙ych n ∈ N. Przypomnijmy, z˙e M1 i M2 sa˛ odpo-
wiednio dane wzorami (2.7) i (2.8). Korzystaja˛c z załoz˙enia (V), mamy |Tn| ≥
(
γ
M2
)n
, gdzie |Tn|
oznacza miare˛ Lebesgue’a zbioru Tn. Ostatecznie otrzymujemy(
Qnh1 ,...,hnb
)
(CΛnr) =
=
∫
X2
(∫
Tn
min
{
p(x˜xn−1, tn), p(x˜yn−1, tn)
}
. . .min {p(x, t1), p(y, t1)} dtn . . . dt1
)
b(dx × dy) ≥
≥
∫
X2
Mn1 |Tn|b(dx × dy) ≥ Mn1
(
γ
M2
)n
‖b‖.
Podstawienie γ¯ := M1M−12 γ kon´czy dowód. 
Twierdzenie 5.2. Dla κ ∈ (0, 1 − Λ1) istnieje liczba n0 ∈ N taka, z˙e
∥∥∥Q∞h1 ,h2,...((x, y), ·)
∥∥∥ ≥ 1
2
γ¯n0 dla (x, y) ∈ Kκ, (5.9)
gdzie wielkos´c´ γ¯ > 0 jest zdefiniowana w lemacie 5.1.
Dowód. Zauwaz˙amy, z˙e min {u, v} + |u − v| − u ≥ 0 dla dowolnych u, v ∈ R, zatem
∫ T
0
(min {p(x, t), p(y, t)} + |p(x, t) − p(y, t)| − p(x, t)) dt ≥ 0 dla (x, y) ∈ X2.
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Wobec definicji (4.4) otrzymujemy
∥∥∥Q1h((x, y), ·)∥∥∥ +
∫ T
0
|p(x, t) − p(y, t)|dt ≥ 1 dla h ∈ ¯B(0, ε). (5.10)
Niech b ∈ Mfin
(
X2
)
. Korzystaja˛c kolejno z (5.10), warunku Diniego (załoz˙enie (IV)) i nierów-
nos´ci Jensena, dostajemy
∥∥∥Q1hb∥∥∥ =
∫
X2
Q1h
(
(x, y), X2
)
b(dx × dy) =
∫
X2
∥∥∥Q1h((x, y), ·)∥∥∥ b(dx × dy) ≥
≥ ‖b‖ −
∫
X2
ω (̺(x, y)) b(dx × dy) ≥ ‖b‖ − ω (φ(b)) .
Naste˛pnie na mocy toz˙samos´ci (4.7) mamy
∥∥∥Qnh1 ,...,hnb
∥∥∥ =
∫
X2
Q1hn((x, y), ·)
(
Qn−1h1,...,hn−1b
)
(dx × dy) ≥
≥
∥∥∥Qn−1h1 ,...,hn−1b
∥∥∥ − ω (φ (Qn−1h1 ,...,hn−1b
))
≥
≥ . . . ≥
≥ ‖b‖ − ω(φ(b)) − ω
(
φ
(
Q1h1b
))
− . . . − ω
(
φ
(
Qn−1h1 ,...,hn−1b
))
.
Korzystaja˛c z (4.8) oraz własnos´ci funkcji ω, otrzymujemy
∥∥∥Qnh1 ,...,hnb
∥∥∥ ≥ ‖b‖ −
n∑
i=1
ω
(
Λ
i−1
1 φ(b)
)
. (5.11)
Poniewaz˙ limt→0 ϕ(t) = 0 (stwierdzenie 2.1), to moz˙emy wybrac´ liczbe˛ r > 0 taka˛, z˙e dla
̺(x, y) < r be˛dzie zachodzic´ nierównos´c´
n∑
i=1
ω
(
Λ
i−1
1 φ(b)
)
≤ ϕ
(
Λ
−1
1 φ(b)
)
<
1
2
‖b‖ dla n ∈ N.
Zatem, jes´li supp b ⊂ Cr, to wobec (5.11) otrzymujemy
∥∥∥Q∞h1 ,h2,...b
∥∥∥ ≥ ‖b‖
2
. (5.12)
Ustalmy κ ∈ (0, 1−Λ1). Łatwo zauwaz˙yc´, z˙e Kκ ⊂ Cκ−12c. Dla n0 := min
{
n ∈ N : Λn1(κ)−12c < r
}
zachodzi inkluzja C
Λ
n0
1 κ
−12c ⊂ Cr. Pamie˛taja˛c o naste˛puja˛cej zalez˙nos´ci: Qn+mh1 ,...,hn,hn+1,...,hn+m((x, y), ·) =(
Qmhn+1 ,...,hn+m Qnh1 ,...,hn
)
((x, y), ·) (por. (4.7)) oraz korzystaja˛c z własnos´ci Markowa, mamy
Q∞h1 ,h2,...
(
(x, y), X2
)
=
(
Q∞hn0+1,hn0+2,...Q
n0
h1 ,...,hn0
) (
(x, y), X2
)
.
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Wówczas, z (5.12) i lematu 5.1 otrzymujemy
∥∥∥Q∞h1 ,h2,...((x, y), ·)
∥∥∥ =
∥∥∥∥∥
(
Q∞hn0+1,hn0+2,...Q
n0
h1 ,...,hn0
)
((x, y), ·)
∥∥∥∥∥ ≥ 12
∥∥∥∥Qn0h1 ,...,hn0 ((x, y), ·) |Cr
∥∥∥∥ =
=
1
2
Qn0h1 ,...,hn0 ((x, y),Cr) ≥
1
2
Qn0h1 ,...,hn0
(
(x, y),C
Λ
n0
1 κ
−12c
)
≥ 1
2
γ¯n0
dla (x, y) ∈ Kκ, co kon´czy dowód. 
Definicja 5.1. Niech funkcja τ : (X2 × {0, 1})∞ → N be˛dzie okres´lona wzorem
τ
(
(xn, yn, θn)n∈N0
)
= inf {n ∈ N : θk = 1 dla wszystkich k ≥ n} .
Przyjmujemy, z˙e inf ∅ = ∞.
Twierdzenie 5.3. Istnieja˛ stałe q˜ ∈ (0, 1) i C3 > 0 takie, z˙e
Ex,y
(
q˜−τ
) ≤ C3 (1 + ¯V(x, y)) dla (x, y) ∈ X2.
Dowód. Ustalmy dowolne κ ∈ (0, 1 − Λ1) oraz (x, y) ∈ X2. Dla uproszczenia notacji be˛dziemy
pisac´ α = (Λ1 + κ)− 12 . Niech ˆΨ = (x˜n, y˜n, θn)n∈N0 be˛dzie niejednorodnym łan´cuchem Markowa
startuja˛cym z (x, y, 1) o cia˛gu funkcji przejs´cia
(
ˆC1hi
)
i∈N oraz niech
ˆd be˛dzie momentem pierwszej
wizyty łan´cucha ˆΨ w zbiorze Kκ, tzn.
ˆd
(
(x˜n, y˜n, θn)n∈N0
)
= inf {n ∈ N : (x˜n, y˜n) ∈ Kκ}
(por. (5.2)). Ponadto zdefiniujmy czasy kolejnych wizyt dn w zbiorze Kκ dla n ∈ N, które speł-
niaja˛ warunki
d1 = ˆd, dn+1 = dn + ˆd ◦ Γdn dla n ∈ N,
gdzie Γn :
(
X2 × {0, 1}
)∞ → (X2 × {0, 1})∞ jest operatorem przesunie˛cia opisanym własnos´cia˛
Γn
(
(x˜k, y˜k, θk)k∈N0
)
= (x˜k+n, y˜k+n, θk+n)k∈N0 . Z twierdzenia 5.1 wynika, z˙e kaz˙da zmienna losowa dnjest C∞h1 ,h2,...((x, y), ·)-p.n. skon´czona. Mocna własnos´c´ Markowa (por. (1.5)) implikuje
Ex,y
(
αd ◦ Γdn |Fdn
)
= E(x˜dn ,y˜dn)
(
αd
)
dla n ∈ N, (5.13)
gdzie Fdn jest σ-ciałem generowanym przez zmienna˛ losowa˛ dn. Z równos´ci (5.13), twierdzenia
5.1 (dla ζ = 1/2) i definicji zbioru Kκ mamy
Ex,y
(
αdn+1
)
= Ex,y
(
αdn E(x˜dn ,y˜dn)
(
α
ˆd
))
≤ Ex,y
(
αdn
) (
C1κ−12c +C2
)
.
Ustalmy η := C1κ−12c + C2. Wówczas otrzymujemy
Ex,y
(
αdn+1
)
≤ ηnEx,y
(
α
ˆd
)
≤ ηn
(
C1 ¯V(x, y) +C2
)
. (5.14)
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Zdefiniujmy
τˆ
(
(x˜n, y˜n, θn)n∈N0
)
= inf {n ∈ N : (x˜n, y˜n) ∈ Kκ, θk = 1 dla k ≥ n}
oraz
σ = inf {n ∈ N : τˆ = dn} .
Na mocy twierdzenia 5.2 istnieje liczba n0 ∈ N taka, z˙e
ˆC∞h1,h2,... ((x, y, 1), {σ > n}) ≤
(
1 − γ¯
n0
2
)n
dla n ∈ N. (5.15)
Niech p > 1. Korzystaja˛c z nierównos´ci Höldera i oszacowan´ (5.14) oraz (5.15), otrzymujemy
Ex,y
(
α
τˆ
p
)
≤
∞∑
k=1
Ex,y
(
α
dk
p 1{σ=k}
)
≤
≤
∞∑
k=1
(
Ex,y
(
αdk
)) 1
p
(
ˆC∞h1,h2,... ((x, y, 1), {σ = k})
)(1− 1p ) ≤
≤
(
C1 ¯V(x, y) +C2
) 1
p
η−
1
p
∞∑
k=1
η
k
p
(
1 − 1
2
γ¯n0
)(k−1)(1− 1p )
=
=
(
C1 ¯V(x, y) +C2
) 1
p
η−
1
p
(
1 − 1
2
γ¯n0
)−(1− 1p ) ∞∑
k=1

 η1 − 12 γ¯n0

1
p
(
1 − 1
2
γ¯n0
)
k
.
Dla odpowiednio duz˙ych p oraz q˜ = α−
1
p , mamy
Ex,y
(
q˜−τˆ
)
= Ex,y
(
α
τˆ
p
)
≤
(
1 + ¯V(x, y)
)
C3,
gdzie C3 jest pewna˛ stała˛. Poniewaz˙ τ ≤ τˆ, dowód jest ukon´czony. 
Lemat 5.2. Niech f ∈ L. Istnieja˛ stałe q ∈ (0, 1) oraz C5 > 0 takie, z˙e∫
X2
| f (u) − f (v)|
(
Π
∗
X2Π
∗
n
ˆC∞h1,h2...((x, y, 1), ·)
)
(du × dv) ≤ qnC5
(
1 + ¯V(x, y)
)
dla x, y ∈ X, n ∈ N,
gdzieΠ∗n :
(
X2 × {0, 1}
)∞ → X2×{0, 1} sa˛ rzutami na n-te współrze˛dne orazΠ∗X2 : X2×{0, 1} → X2
jest projekcja˛ na X2.
Dowód. Niech n ∈ N. Zdefiniujmy zbiory
A n
2
=
{
t ∈
(
X2 × {0, 1}
)∞
: τ(t) ≤ n
2
}
,
B n
2
=
{
t ∈
(
X2 × {0, 1}
)∞
: τ(t) > n
2
}
.
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Zauwaz˙my, z˙e A n
2
∩ B n
2
= ∅ oraz A n
2
∪ B n
2
=
(
X2 × {0, 1}
)∞
, zatem
ˆC∞h1 ,h2,...((x, y, 1), ·) = ˆC∞h1 ,h2,...((x, y, 1), ·)|A n2 + ˆC
∞
h1 ,h2,...((x, y, 1), ·)|B n2 dla n ∈ N.
Wówczas∫
X2
| f (u) − f (v)|
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2,...((x, y, 1), ·)|A n2
)
(du × dv)+
+
∫
X2
| f (u) − f (v)|
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2,...((x, y, 1), ·)|B n2
)
(du × dv) ≤
≤
∫
X2
̺(u, v)
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2,...((x, y, 1), ·)|A n2
)
(du × dv) + 2 ˆC∞h1,h2,...
(
(x, y, 1), B n
2
)
.
Stosuja˛c wielokrotnie własnos´c´ (4.8), otrzymujemy
∫
X2
̺(u, v)
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2,...((x, y, 1), ·)|A n2
)
(du, dv) = φ
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2,...((x, y, 1), ·)|A n2
)
≤
≤ Λ⌊
n
2 ⌋
1 φ
(
Π
∗
X2Π
∗
⌊ n+12 ⌋
ˆC∞h1,h2,...((x, y, 1), ·)|A n2
)
.
Dzie˛ki (4.1) oraz (4.3) mamy
φ
(
Π
∗
X2Π
∗
⌊ n+12 ⌋
ˆC∞h1 ,h2,...((x, y, 1), ·)|A n2
)
≤ Λ⌊
n+1
2 ⌋
1
¯V(x, y) + 2c
1 − Λ1
i wobec tego
∫
X2
| f (u) − f (v)|
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2...((x, y, 1), ·)
)
(du × dv) ≤
≤ Λ⌊
n
2 ⌋
1
(
Λ
⌊ n+12 ⌋
1
¯V(x, y) + 2c
1 − Λ1
)
+ 2 ˆC∞h1,h2,...
(
(x, y, 1), B n
2
)
.
Z nierównos´ci Czebyszewa oraz twierdzenia 5.3 otrzymujemy
ˆC∞h1 ,h2,...
(
(x, y, 1), B n
2
)
= ˆC∞h1,h2,...
(
(x, y, 1),
{
τ >
n
2
})
= ˆC∞h1,h2,...
(
(x, y, 1),
{
q˜−τ ≥ q˜− n2
})
≤
≤ Ex,y (q˜
−τ)
q˜− n2
≤ q˜ n2 C3
(
1 + ¯V(x, y)
)
,
gdzie q˜ ∈ (0, 1) oraz C3 > 0 sa˛ zadane w twierdzeniu 5.3. Ostatecznie otrzymujemy∫
X2
| f (u)− f (v)|
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2...((x, y, 1), ·)
)
(du×dv) ≤ Λ⌊ n2 ⌋1 C4
(
1 + ¯V(x, y)
)
+2q˜ n2 C3
(
1 + ¯V(x, y)
)
,
gdzie C4 := max
{
Λ
1/2
1 , (1 − Λ1)−12c
}
. Podstawiaja˛c q := max
{
Λ
1/2
1 , q˜
1/2
}
oraz C5 := C4 + 2C3,
dostajemy teze˛ twierdzenia. 
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Wniosek 5.1. Jes´li g ∈ B(X) jest funkcja˛ lipschitzowska˛ ze stała˛ Lipschitza Lg > 0, to na mocy
lematu 5.2 istnieja˛ q ∈ (0, 1) oraz C5 > 0 takie, z˙e
∫
X2
|g(u) − g(v)|
(
Π
∗
X2Π
∗
n
ˆC∞h1 ,h2...((x, y, 1), ·)
)
(du × dv) ≤ GqnC5
(
1 + ¯V(x, y)
)
dla x, y ∈ X, n ∈ N,
gdzie G := max
{
Lg, supx∈X |g(x)|
}
.
Twierdzenie 5.4. Istnieja˛ stałe q ∈ (0, 1) oraz C5 > 0 takie, z˙e
∥∥∥Πnh1,...,hn(x, ·) − Πnh1,...,hn(y, ·)
∥∥∥L ≤ qnC5
(
1 + ¯V(x, y)
)
dla x, y ∈ X oraz n ∈ N. (5.16)
Dowód. Twierdzenie jest konsekwencja˛ lematu 5.2. Wystarczy zauwaz˙yc´, z˙e
∥∥∥Πnh1,...,hn(x, ·) − Πnh1,...,hn(y, ·)
∥∥∥L = supf∈L
∣∣∣∣∣
∫
X
f (z)
(
Π
n
h1,...,hn(x, ·) − Πnh1,...,hn(y, ·)
)
(dz)
∣∣∣∣∣ =
= sup
f∈L
∣∣∣∣∣
∫
X2
( f (z1) − f (z2))
(
Π
∗
X2Π
∗
n
ˆC∞h1,h2,...((x, y, 1), ·)
)
(dz1 × dz2)
∣∣∣∣∣ ,
co implikuje ∥∥∥Πnh1,...,hn(x, ·) − Πnh1,...,hn(y, ·)
∥∥∥L ≤ qnC5
(
1 + ¯V(x, y)
)
.
Dowód został ukon´czony. 
5.2. Oszacowanie tempa zbiez˙nos´ci w modelu
Twierdzenie 5.5. Ustalmy ε ∈ [0, ε∗] dla ε∗ < ∞. Niech X be˛dzie domknie˛tym podzbiorem
przestrzeni Banacha H. Niech µ ∈ M11(X). Przy załoz˙eniach (I)-(VI) istnieje jedyna miara nie-
zmiennicza µ∗ ∈ M11(X) oraz stałe C := C(µ) > 0 i q ∈ [0, 1) takie, z˙e∥∥∥Pnεµ − µ∗∥∥∥L ≤ Cqn dla n ∈ N. (5.17)
Dowód. Operator Markowa Pε moz˙na wyrazic´ za pomoca˛ funkcji przejs´cia Π1h (zob. (3.5) oraz
(3.6)). Wówczas
Pnεµ(·) =
∫
X
∫
¯B(0,ε)
. . .
∫
¯B(0,ε)
Π
n
h1 ,...,hn(x, ·)νε(dh1) . . . νε(dhn)µ(dx).
Ponadto z wniosków 3.1 i 3.2 wiemy, z˙e Pε jest operatorem Fellera, a Pεµ ∈ M11(X) dla µ ∈
M11(X) oraz
〈
V, Pnεµ
〉 ≤ Λn1 〈V, µ〉 + c1 − Λ1 . (5.18)
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Niech µ1, µ2 ∈ M11(X) oraz f ∈ L. Wówczas∣∣∣〈 f , Pnεµ1 − Pnεµ2〉∣∣∣ =
=
∣∣∣∣∣∣
∫
X
∫
( ¯B(0,ε))n
∫
X
f (z)Πnh1,...,hn(x, dz)νε(dh1) . . . νε(dhn)µ1(dx)−
−
∫
X
∫
( ¯B(0,ε))n
∫
X
f (z)Πnh1,...,hn(y, dz)νε(dh1) . . . νε(dhn)µ2(dy)
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
∫
X

∫
X
∫
( ¯B(0,ε))n
∫
X
f (z)Πnh1,...,hn(x, dz)νε(dh1) . . . νε(dhn)µ1(dx)
 µ2(dy)−
−
∫
X

∫
X
∫
( ¯B(0,ε))n
∫
X
f (z)Πnh1,...,hn(y, dz)νε(dh1) . . . νε(dhn)µ2(dy)
 µ1(dx)
∣∣∣∣∣∣.
Zauwaz˙my, z˙e oszacowanie (5.16) z twierdzenia 5.4 nie zalez˙y od wyboru (hi)i∈N , zatem∣∣∣〈 f , Pnεµ1 − Pnεµ2〉∣∣∣ ≤
≤
∫
X2
( ∫
( ¯B(0,ε))n
∣∣∣∣∣
∫
X
f (z)Πnh1,...,hn(x, dz) −
∫
X
f (z)Πnh1,...,hn(y, dz)
∣∣∣∣∣ νε(dh1) . . . νε(dhn)
)
µ1(dx)µ2(dy) ≤
≤
∫
X2
( ∫
( ¯B(0,ε))n
∥∥∥Πnh1 ,...,hn(x, ·) − Πnh1,...,hn(y, ·)
∥∥∥L νε(dh1) . . . νε(dhn)
)
µ1(dx)µ2(dy) ≤
≤ qnC5
∫
X2
( ∫
( ¯B(0,ε))n
(
1 + ¯V(x, y)
)
νε(dh1) . . . νε(dhn)
)
µ1(dx)µ2(dy) =
= qnC5
∫
X2
(
1 + ¯V(x, y)
)
µ1(dx)µ2(dy),
gdzie µ1, µ2 ∈ M11(X). Poniewaz˙ funkcja f ∈ L była dowolna, to
∥∥∥Pnεµ1 − Pnεµ2∥∥∥L ≤ qnC5
∫
X
∫
X
(
1 + ¯V(x, y)
)
µ1(dx)µ2(dy).
Operator Markowa Pε jest wie˛c mieszaja˛cy.
Podstawmy µ1 := µ ∈ M11(X) oraz µ2 := Pmε µ ∈ M11(X) dla m ∈ N. Mamy
∥∥∥Pnεµ − Pn+mε µ∥∥∥L ≤ qnC5
∫
X
∫
X
(
1 + ¯V(x, y)
)
µ(dx)Pmε µ(dy) =
= qnC5
(
1 + 〈V, µ〉 + 〈V, Pmε µ〉) ≤ qnC6
dla pewnej stałej C6, zatem (Pnεµ)n∈N0 jest cia˛giem Cauchy’ego w przestrzeni (M1(X), ‖ · ‖L).
Z zupełnos´ci przestrzeni (M1(X), ‖ · ‖L) (stwierdzenie 1.1) wynika, z˙e cia˛g (Pnεµ)n∈N0 jest w niej
zbiez˙ny. Zdefiniujmy µ∗(µ) jako słaba˛ granice˛ cia˛gu (Pnεµ)n∈N0 , przy n → ∞. Miara µ∗(µ) jest
niezmiennicza, bo Pε spełnia własnos´c´ Fellera (stwierdzenie 1.8). Ponadto miara µ∗ := µ∗(µ) jest
jedyna (stwierdzenie 1.7).
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Wez´my cia˛g funkcji (Vk)k∈N0 , Vk : X → R, zadanych wzorem Vk(y) = min {k,V(y)} dla k ∈ N0
oraz y ∈ X. Ustalamy x ∈ X. Z pierwszej cze˛s´ci dowodu wiemy juz˙, z˙e limn→∞
∥∥∥Pnεδx − µ∗∥∥∥L = 0,
co jest równowaz˙ne temu, z˙e Pnεδx
w−→ µ∗, gdy n → ∞ (stwierdzenie 1.2). Dla wszystkich k ∈ N0
mamy Vk ∈ C(X), zatem
lim
n→∞
〈Vk, Pnεδx〉 = 〈Vk, µ∗〉.
Zauwaz˙my, z˙e zgodnie z (5.18) otrzymujemy
〈
Vk, Pnεδx
〉
= Λ
n
1 〈Vk, δx〉 + (1 − Λ1)−1c ≤ Λn1Vk(x) + (1 − Λ1)−1 c dla n ∈ N0.
Ponadto
〈Vk, µ∗〉 = lim
n→∞
〈
Vk, Pnεδx
〉 ≤ (1 − Λ1)−1c,
wie˛c cia˛g (〈Vk, µ∗〉)k∈N0 jest wspólnie ograniczony. Poniewaz˙ funkcje (Vk)k∈N0 sa˛ nieujemne i nie-
maleja˛ce, moz˙emy skorzystac´ z twierdzenia Lebesgue’a o zbiez˙nos´ci monotonicznej i otrzymac´
〈V, µ∗〉 = lim
k→∞
〈Vk, µ∗〉.
Pokazalis´my wie˛c, z˙e µ∗ ∈ M11(X).
Pamie˛taja˛c, z˙e ¯V(x, y) = V(x) + V(y), asymptotyczna stabilnos´c´ operatora Pε, jak równiez˙
geometryczne tempo zbiez˙nos´ci do jedynej miary niezmienniczej µ∗ ∈ M11(X) wynikaja˛ z poniz˙-
szego oszacowania
∥∥∥Pnεµ − µ∗∥∥∥L ≤
∫
X
∫
X
qnC5
(
1 + ¯V(x, y)
)
µ∗(dy)µ(dx) ≤ qnC,
gdzie C := C5 (1 + 〈V, µ〉 + 〈V, µ∗〉). Poniewaz˙ stała C zalez˙y tylko i wyła˛cznie od miary µ ∈
M11(X), dowód jest ukon´czony. 
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Rozdział 6
Centralne twierdzenie graniczne
Celem tego rozdziału jest udowodnienie CTG dla uogólnionego modelu cyklu komórkowego.
6.1. Centralne twierdzenia graniczne dla stacjonarnych łan´cuchów Mar-
kowa
Dany jest łan´cuch Markowa (xn)n∈N0 generowany przez funkcje˛ przejs´ciaΠ, startuja˛cy z miary
niezmienniczej µ∗, o wartos´ciach w przestrzeni mierzalnej (X,B). Niech L2(µ∗) be˛dzie przestrze-
nia˛ funkcji g : X → R całkowalnych z kwadratem, dla których ‖g‖2L2(µ∗) =
∫
X g
2dµ∗ < ∞. Pod-
przestrzen´ przestrzeni L2(µ∗), której elementy spełniaja˛ własnos´c´ 〈g, µ∗〉 = 0, be˛dziemy oznaczac´
symbolem L20(µ∗). Niech g ∈ L20(µ∗). Zdefiniujmy
S ∗n =
g(x0) + . . . + g(xn−1)√
n
dla n ∈ N.
Twierdzenie 6.1. Niech g ∈ L20(µ∗). Jes´li spełniony jest warunek
∞∑
n=1
n−3/2

∫
X

n−1∑
k=0
∫
X
g(y)Πk(x, dy)

2
µ∗(dx)

1/2
< ∞, (6.1)
to istnieje skon´czona granica
σ2 := σ2(g) = lim
n→∞
Eµ∗
((S ∗n)2)
oraz cia˛g zmiennych losowych (S ∗n)n∈N zbiega według rozkładu do zmiennej losowej o rozkładzie
normalnym N
(
0, σ2
)
(wniosek 1, [22]).
6.2. Zastosowanie do badanego modelu
Ustalmy ε ∈ [0, ε∗] dla ε∗ < ∞.
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Lemat 6.1. Niech µ ∈ M21(X). Jes´li µ∗ jest granica˛ cia˛gu
(
Pnεµ
)
n∈N0 zbiez˙nego w normie Fortet-
Mouriera, to µ∗ ∈ M21(X).
Dowód. Niech µ ∈ M21(X). Ustalmy x ∈ X oraz n ∈ N0. Przypomnijmy, z˙e stałeΛ2 < 1 i c < ∞ sa˛
odpowiednio zadane wzorami (2.15) oraz (2.5). Z wniosku 3.2 wiemy, z˙e Pnεµ ∈ M21(X). Ponadto
(por. (3.15)) mamy
〈
V2, Pnεµ
〉
≤
((
Λ
n
2
〈
V2, µ
〉)1/2
+ c
(
1 − Λ1/22
)−1)2
.
Niech ˜Vk(y) = min
{
k,V2(y)
}
dla wszystkich y ∈ X oraz k ∈ N0. Z twierdzenia 5.5 oraz stwier-
dzenia 1.2 wiemy, z˙e Pnεµ
w−→ µ∗, gdy n → ∞. Zauwaz˙my, z˙e ˜Vk ∈ C(X) dla dowolnych k ∈ N0,
zatem 〈
˜Vk, µ∗
〉
= lim
n→∞
〈
˜Vk, Pnεµ
〉
≤ c2
(
1 −
√
Λ2
)−2
i wobec tego cia˛g
(〈
˜Vk, µ∗
〉)
k∈N0
jest wspólnie ograniczony. Poniewaz˙
(
˜Vk
)
k∈N0
jest niemaleja˛cym
cia˛giem funkcji nieujemnych, to z twierdzenia Lebesgue’a o zbiez˙nos´ci monotonicznej otrzymu-
jemy 〈
V2, µ∗
〉
= lim
k→∞
〈
˜Vk, µ∗
〉
≤ c2(1 −
√
Λ2)−2
i sta˛d µ∗ ∈ M21(X). 
Ustalmy łan´cuch Markowa (xn)n∈N0 generowany przez funkcje˛ przejs´cia Πε oraz rozkład po-
cza˛tkowy µ ∈ M21(X). Niech S µn be˛dzie zmienna˛ losowa˛ zadana˛ wzorem
S µn =
g(x0) + . . . + g(xn−1)√
n
dla n ∈ N (6.2)
oraz niech ΦS µn oznacza rozkład S
µ
n. W szczególnos´ci niech zmienne S ∗n oraz S xn be˛da˛ okres´lone
dla łan´cuchów Markowa o funkcji przejs´cia Πε i rozkładach pocza˛tkowych µ∗ oraz δx. Załóz˙my,
z˙e funkcja g ∈ B(X) spełnia warunek Lipschitza ze stała˛ Lg oraz 〈g, µ∗〉 = 0. Łatwo zauwaz˙yc´, z˙e〈
g2, µ∗
〉
< ∞.
Lemat 6.2. Niech g ∈ B(X) be˛dzie funkcja˛ spełniaja˛ca˛ warunek Lipschitza ze stała˛ Lg. Ponadto
niech 〈g, µ∗〉 = 0. Wtedy spełniony jest warunek (6.1) z twierdzenia 6.1, czyli
∞∑
n=1
n−3/2

∫
X

n−1∑
k=0
〈
g, Pkεδx
〉
2
µ∗(dx)

1/2
< ∞. (6.3)
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Dowód. Stosuja˛c lemat 5.2 i wniosek 5.1, otrzymujemy
n−1∑
k=0
〈
g, Pkεδx
〉
=
n−1∑
k=0
(〈
g, Pkεδx
〉
− 〈g, µ∗〉
)
=
=
n−1∑
k=0
∫
X
(∫
X
g(z)
(
Π
k
ε(x, ·) − Πkε(y, ·)
)
(dz)
)
µ∗(dy) =
=
n−1∑
k=0
∫
X
(∫
X2
(g(z1) − g(z2))
(
Π
∗
X2Π
∗
k
ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(dz1 × dz2)
)
µ∗(dy) ≤
≤
n−1∑
k=0
GqnC5
∫
X2
(
1 + ¯V(x, y)
)
µ∗(dy),
dla x ∈ X, n ∈ N, a zatem
n−1∑
k=0
〈
g, Pkεδx
〉
≤ GC5 1 − q
n
1 − q
∫
X2
(
1 + ¯V(x, y)
)
µ∗(dy) ≤ C9 (1 + V(x)) ,
gdzie C9 := GC5(1 − q)−1 (1 + 〈V, µ∗〉). Pamie˛taja˛c, z˙e µ∗ ∈ M21(X) (lemat 6.1), otrzymujemy, z˙e
lewa strona wyraz˙enia (6.3) jest nie wie˛ksza niz˙
∞∑
n=1
n−3/2
(
C29
〈
1 + 2V + V2, µ∗
〉 )1/2
< ∞.
Otrzymalis´my teze˛. 
Spełnione sa˛ załoz˙enia twierdzenia 6.1, zatem σ2 = limn→∞ Eµ∗
((
S ∗n
)2)
orazΦS ∗n zbiega słabo
do rozkładu normalnego N
(
0, σ2
)
, gdy n → ∞. CTG jest wie˛c spełnione dla łan´cuchów Marko-
wa o funkcji przejs´cia Πε i rozkładzie pocza˛tkowym zadanym przez miare˛ niezmiennicza˛ µ∗.
6.3. Centralne twierdzenie graniczne dla uogólnionego modelu cyklu
komórkowego
Twierdzenie 6.2. Dana jest przestrzen´ polska (X, ̺). Niech µ ∈ M21(X). Przyjmijmy, z˙e ΦS µn jest
rozkładem zmiennej losowej S µn okres´lonej wzorem (6.2). Załoz˙enia (I)-(VI) oraz (II’) impliku-
ja˛ istnienie skon´czonej granicy σ2 = limn→∞ Eµ∗
((S ∗n)2) oraz słaba˛ zbiez˙nos´c´ cia˛gu rozkładów
(ΦS µn )n∈N do rozkładu normalnego N
(
0, σ2
)
, przy n → ∞.
Dowód. Niech x, y ∈ X oraz f ∈ L be˛da˛ dowolne. Poniewaz˙ w podrozdziale 6.1 ustalilis´my
juz˙, z˙e łan´cuchy Markowa o funkcji przejs´cia Πε, startuja˛ce z miary niezmienniczej µ∗ ∈ M21(X)
spełniaja˛ CTG, to wystarczy pokazac´, z˙e
∣∣∣ΦS µn −ΦS ∗n
∣∣∣ w−→ 0, gdy n → ∞. Równowaz˙nie (stwier-
dzenie 1.2), wystarczy dowies´c´, z˙e
lim
n→∞
∣∣∣∣〈 f ,ΦS xn − ΦS yn
〉∣∣∣∣ = 0 dla f ∈ L. (6.4)
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Wówczas z twierdzenia Lebesgue’a o zbiez˙nos´ci ograniczonej otrzymamy
lim
n→∞
∣∣∣∣〈 f ,ΦS µn
〉
−
〈
f ,ΦS ∗n
〉∣∣∣∣ ≤ lim
n→∞
∫
X
∫
X
∣∣∣∣〈 f ,ΦS xn〉 − 〈 f ,ΦS yn
〉∣∣∣∣µ(dx)µ∗(dy) = 0
i dowód be˛dzie ukon´czony. Pozostaje wykazac´ zbiez˙nos´c´ (6.4). Zauwaz˙my, z˙e
∣∣∣∣〈 f ,ΦS xn
〉
−
〈
f ,ΦS yn
〉∣∣∣∣ =
∣∣∣∣∣∣
∫
Xn
f
(
g(u1) + . . . + g(un)√
n
)
Π
1,...,n
ε (x, du1 × . . . × dun) −
−
∫
Xn
f
(
g(v1) + . . . + g(vn)√
n
)
Π
1,...,n
ε (y, dv1 × . . . × dvn)
∣∣∣∣∣∣,
(6.5)
gdzie Π1,...,nε (z, ·) =
∫
¯B(0,ε) . . .
∫
¯B(0,ε)Π
1,...,n
h1,...,hn(z, ·)νε(dh1) . . . νε(dhn) dla z ∈ X jest miara˛ na Xn. Dalej
mamy
∣∣∣∣∣∣
∫
X2n
(
f
(
g(u1) + . . . + g(un)√
n
)
− f
(
g(v1) + . . . + g(vn)√
n
))
Π
1,...,n
h1,...,hn
(
x, ×ni=1dui
)
Π
1,...,n
h1,...,hn
(
y,×ni=1dvi
)∣∣∣∣∣∣ ≤
≤
∫
X2n
∣∣∣∣∣∣ f
(
g(u1) + . . . + g(un)√
n
)
− f
(
g(v1) + . . . + g(vn)√
n
)∣∣∣∣∣∣ ×
×
(
Π
∗
X2nΠ
∗
1,...,n
ˆC∞h1,h2...((x, y, 1), ·)
) (×ni=1 (dui × dvi)) ,
(6.6)
gdzie, dla dowolnego n ∈ N, odwzorowanie Π∗1,...,n :
(
X2 × {0, 1}
)∞ → (X2 × {0, 1})n jest rzutem
na pierwsze n współrze˛dnych oraz Π∗X2n :
(
X2 × {0, 1}
)n → X2n jest rzutem na przestrzen´ X2n.
Poniewaz˙ funkcja f spełnia warunek Lipschitza ze stała˛ 1, moz˙emy oszacowac´ (6.6) z góry
w naste˛puja˛cy sposób
1√
n
∫
X2n
(|g(u1) − g(v1)| + . . . + |g(un) − g(vn)|)
(
Π
∗
X2nΠ
∗
1,...,n
ˆC∞h1,h2...((x, y, 1), ·)
) (×ni=1(dui × dvi)) =
=
1√
n
n∑
i=1
∫
X2
|g(ui) − g(vi)|
(
Π
∗
X2Π
∗
i
ˆC∞h1 ,h2...((x, y, 1), ·)
)
(dui × dvi) ≤
≤ G√
n
n∑
i=1
qiC5
(
1 + ¯V(x, y)
)
=
= n−
1
2 GC5q
1 − qn
1 − q
(
1 + ¯V(x, y)
)
,
gdzie powyz˙sza nierównos´c´ wynika z lematu 5.2 oraz wniosku 5.1. Poniewaz˙ wyraz˙enie jest
niezalez˙ne od (hn)n∈N , to jest równiez˙ dobrym oszacowaniem górnym dla (6.5). Przechodza˛c
z n do nieskon´czonos´ci, otrzymujemy (6.4). Dowód został ukon´czony. 
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Rozdział 7
Prawo iterowanego logarytmu
W ostatnim rozdziale, adaptuja˛c metode˛ martyngałowa˛ (por. [11], [3], [16]) oraz korzystaja˛c
z odpowiednich własnos´ci miary sprze˛gaja˛cej, udowodnimy PIL dla uogólnionego modelu cyklu
komórkowego.
7.1. Metoda martyngałowa
Niech proces (Mn)n∈N0 okres´lony na (Ω,F , P) be˛dzie martyngałem wzgle˛dem swojej filtracji
naturalnej (Fn)n∈N0 . Okres´lmy proces (Zn)n∈N0 w naste˛puja˛cy sposób: Z0 = M0 = 0 P-p.n. oraz
Zn = Mn − Mn−1 dla n ∈ N. Ponadto zdefiniujmy s2n = EM2n < ∞.
Rozwaz˙my przestrzen´ (C, ˜̺) wszystkich funkcji f : [0, 1] → R z metryka˛ ˜̺ postaci
˜̺ ( f1, f2) = sup
t∈[0,1]
| f1(t) − f2(t)| dla f1, f2 ∈ C.
Zdefiniujmy równiez˙ zbiór K funkcji f ∈ C absolutnie cia˛głych i takich, z˙e f (0) = 0 oraz∫ 1
0 ( f ′(t))2 dt ≤ 1. Niech funkcja F : [0,∞) → N0 be˛dzie postaci F(s) = sup
{
n ∈ N0 : s2n ≤ s
}
.
Ponadto niech cia˛g funkcji losowych (ηn)n∈N0 , ηn : [0, 1] → R, be˛dzie dany wzorem
ηn(t) =
Mk +
(
s2nt − s2k
) (
s2k+1 − s2k
)−1
Zk+1√
2s2n log log s2n
dla n > F(e),
gdzie 1 ≤ k ≤ n − 1, s2k ≤ s2nt ≤ s2k+1, oraz niech ηn(t) = 0 dla n ≤ F(e).
Rodzine˛G ⊂ C nazywamy relatywnie zwarta˛, jes´li domknie˛cie zbioru { f : [0, 1] → R : f ∈ G}
jest zbiorem zwartym w (C, ˜̺).
Twierdzenie 7.1. Niech (Mn)n∈N0 be˛dzie martyngałem całkowalnym z kwadratem oraz niech s2n =
EM2n dla n ∈ N0. Jes´li limn→∞ s2n = ∞ oraz spełnione sa˛ warunki:
∞∑
n=1
s−4n E
(
Z4n1{|Zn |<βsn}
)
< ∞ dla pewnej wartos´ci β > 0, (7.1)
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∞∑
n=1
s−1n E
(|Zn|1{|Zn |≥ϑsn}) < ∞ dla wszystkich ϑ > 0, (7.2)
s−2n
n∑
k=1
Z2k → 1 P-p.n., gdy n → ∞, (7.3)
to cia˛g (ηn)n>F(e) jest relatywnie zwarty w C, a zbiór jego punktów granicznych pokrywa sie˛
ze zbiorem K (twierdzenie 1, [11]).
7.2. Zastosowanie do badanego modelu
Ustalmy ε ∈ [0, ε∗] dla ε∗ < ∞. Niech µ∗ be˛dzie słaba˛ granica˛ cia˛gu (Pnεµ)n∈N0 oraz jedyna˛
miara˛ niezmiennicza˛ operatora Pε, której istnienie wynika z twierdzenia 5.5. Wez´my łan´cuchy
Markowa (xn)n∈N0 , (yn)n∈N0 o wartos´ciach w przestrzeni stanów X, funkcji przejs´cia Πε oraz mia-
rach pocza˛tkowych µ, ν ∈ M2+δ1 (X) dla δ > 0. Załóz˙my, z˙e g ∈ B(X) jest funkcja˛ Lipschitza
ze stała˛ Lg > 0. Ponadto niech 〈g, µ∗〉 = 0 (w przeciwnym przypadku kładziemy g˜ = g− 〈g, µ∗〉).
Z nierównos´ci Minkowskiego w L2+δ
(
Pnεµ
) dla n ∈ N0 oraz z wniosku 3.2 otrzymujemy
(
Eµ
(
|g(xn)|2+δ
))1/(2+δ)
=
(∫
X
|g(x)|2+δPnεµ(dx)
)1/(2+δ)
≤
≤ |g(x¯)| + Lg
(〈
V2+δ, Pnεµ
〉)1/(2+δ) ≤
≤ |g(x¯)| + Lg
((〈
V2+δ, µ
〉)1/(2+δ)
+ c
(
1 − Λ1/(2+δ)2+δ
)−1)
< ∞.
(7.4)
Zatem supn∈N0 Eµ
(
|g(xn)|2+δ
)
< ∞. Niech x ∈ X. Zauwaz˙my, z˙e załoz˙enie 〈g, µ∗〉 = 0 oraz rów-
nos´c´ (3.6) implikuja˛
∞∑
i=0
∣∣∣U iεg(x)∣∣∣ =
∞∑
i=0
∣∣∣∣〈g, Piεδx〉 − 〈g, Piεµ∗〉
∣∣∣∣ ≤
≤
∞∑
i=0
∫
( ¯B(0,ε))i
∣∣∣∣〈g, Pih1,...,hiδx
〉
−
〈
g, Pih1,...,hiµ∗
〉∣∣∣∣ νε(dh1) . . . νε(dhi).
(7.5)
Z wniosku 5.1 otrzymujemy∣∣∣∣〈g, Pih1,...,hiδx
〉
−
〈
g, Pih1,...,hiµ∗
〉∣∣∣∣ ≤
≤
∫
X
∫
X2
|g(u) − g(v)|
(
Π
∗
X2Π
∗
i
ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(du × dv) µ∗(dy) ≤
≤ qiGC5 (1 + V(x) + 〈V, µ∗〉) ,
(7.6)
gdzie G := max
{
Lg, supx∈X |g(x)|
}
. Wobec (7.5) i (7.6) dostajemy
∞∑
i=0
∣∣∣U iεg(x)∣∣∣ ≤ (1 − q)−1GC5 (1 + V(x) + 〈V, µ∗〉) < ∞, (7.7)
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dzie˛ki czemu moz˙emy definiowac´ funkcje˛
χ(x) =
∞∑
i=0
U iεg(x) dla x ∈ X. (7.8)
Lemat 7.1. Niech funkcja χ be˛dzie dana wzorem (7.8). Wówczas
|χ(x) − χ(y)| ≤ GC5
1 − q (1 + V(x) + V(y)) dla x, y ∈ X.
Dowód. Ustalmy x, y ∈ X. Stosuja˛c (3.6) oraz wniosek 5.1, otrzymujemy
|χ(x) − χ(y)| =
=
∣∣∣∣∣∣∣
∞∑
i=0
U iεg(x) −
∞∑
i=0
U iεg(y)
∣∣∣∣∣∣∣ ≤
≤
∞∑
i=0
∣∣∣∣〈g, Piεδx〉 − 〈g, Piεδy〉
∣∣∣∣ ≤
≤
∞∑
i=0
∫
( ¯B(0,ε))i
∫
X2
|g(u) − g(v)|
(
Π
∗
X2Π
∗
i
ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(du × dv) νε(dh1) . . . νε(dhi) ≤
≤
∞∑
i=0
qiGC5(1 + V(x) + V(y)) = (1 − q)−1GC5(1 + V(x) + V(y)).
Dowód został ukon´czony. 
Wprowadz´my zmienne losowe
Mn = χ(xn) − χ(x0) +
n−1∑
i=0
g(xi) dla n ∈ N0 (7.9)
oraz
Zn = χ(xn) − χ(xn−1) + g(xn−1) dla n ∈ N, Z0 = 0. (7.10)
Lemat 7.2. Proces (Mn)n∈N0 postaci (7.9) jest martyngałem w przestrzeni (X∞,⊗∞i=1BX, Pµ) wzgle˛-
dem swojej filtracji naturalnej (Fn)n∈N0 .
Dowód. Własnos´c´ Markowa implikuje
Eµ (g ◦ Γn|Fn) (ω) = Exn(ω) (g) = (Uεg)(xn(ω)), (7.11)
zatem
Eµ (Mn+1|Fn) = Eµ (χ(xn+1)|Fn) − χ(x0) +
n∑
i=0
g(xi) =
=
∞∑
i=0
Uε(U iεg)(xn) − χ(x0) +
n∑
i=0
g(xi) =
=
∞∑
i=1
U iεg(xn) + U0εg(xn) − χ(x0) +
n−1∑
i=0
g(xi) = Mn,
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co kon´czy dowód. 
Lemat 7.3. Niech (Zn)n∈N0 be˛dzie postaci (7.10). Wówczas Eµ∗Z21 < ∞.
Dowód. Ustalmy dowolne n ∈ N0. Niech µ ∈ M2+δ1 (X). Korzystaja˛c z własnos´ci Markowa
(por. (7.11)), otrzymujemy
Eµ
(
Z2n+1
)
= EPnεµ
(
Z21
)
=
∫
X
E
(
(χ(x1) − χ(x0) + g(x0))2 | x0 = x
)
Pnεµ(dx) ≤
≤
∫
X
E
(
2χ2(x1) + 2(χ − g)2(x0) | x0 = x
)
Pnεµ(dx) =
=
∫
X
(
2E(χ2(x1)|x0 = x) + 2(χ − g)2(x)
)
Pnεµ(dx) ≤
≤ 2
∫
X
(
Uεχ2
)
(x)Pnεµ(dx) + 4
∫
X
χ2(x)Pnεµ(dx) + 4
∫
X
g2(x)Pnεµ(dx) =
= 2
∫
X
χ2(x)Pn+1ε µ(dx) + 4
∫
X
χ2(x)Pnεµ(dx) + 4Eµ (g(xn))2 .
(7.12)
Poste˛puja˛c analogicznie jak w (7.4), otrzymujemy, z˙e ostatni składnik w (7.12) jest skon´czony.
Wystarczy wie˛c pokazac´, z˙e wyraz˙enie
〈
χ2, Pnεµ
〉
jest skon´czone dla n ∈ N0. Zauwaz˙my, z˙e∫
X
χ2(x)Pnεµ(dx) =
∫
X
((χ(x) − χ(x¯)) + χ(x¯))2 Pnεµ(dx) ≤
≤ 2χ2 (x¯) + 2
∫
X
(χ(x) − χ(x¯))2 Pnεµ(dx).
(7.13)
Na mocy (7.7) i (7.8) pierwszy składnik w oszacowaniu (7.13) jest skon´czony. Skon´czonos´c´
drugiego składnika wynika z lematu 7.1. Istotnie,
2
∫
X
(χ(x) − χ(x¯))2 Pnεµ(dx) ≤ 2
∫
X
(1 − q)−2G2C25(1 + V(x))2Pnεµ(dx) ≤
≤ 4G2C25(1 − q)−2
(
1 +
〈
V2, Pnεµ
〉)
< ∞.
(7.14)
Podsumowuja˛c, z (7.4) i (7.12)-(7.14) otrzymujemy
EPnεµ
(
Z21
)
≤ ˜C
(
1 +
〈
V2, Pn+1ε µ
〉
+
〈
V2, Pnεµ
〉)
i na mocy wniosku 3.2 mamy
sup
n∈N0
EPnεµ
(
Z21
)
≤ ¯C
(
1 +
〈
V2, µ
〉)
. (7.15)
Łatwo zauwaz˙yc´, z˙e x 7→ Ex
(
Z21 ∧ k
)
jest odwzorowaniem cia˛głym i ograniczonym dla dowol-
nych k ∈ N0, zatem z twierdzenia 5.5 mamy
lim
n→∞
EPnεµ(Z21 ∧ k) = Eµ∗
(
Z21 ∧ k
)
.
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Wobec powyz˙szego, a takz˙e wobec oszacowania (7.15) cia˛g
(
Eµ∗
(
Z21 ∧ k
))
k∈N0
jest wspólnie ogra-
niczony. Stosuja˛c twierdzenie Lebesgue’a o zbiez˙nos´ci monotonicznej, otrzymujemy
lim
k→∞
Eµ∗
(
Z21 ∧ k
)
= Eµ∗
(
Z21
)
< ∞,
co kon´czy dowód. 
Ustalmy
σ2 = Eµ∗Z
2
1 . (7.16)
Lemat 7.4. Wez´my µ ∈ M2+δ1 (X). Niech zmienne losowe Mn be˛da˛ postaci (7.9) oraz niech s2n =
EµM2n < ∞ dla n ∈ N0. Wówczas
lim
n→∞
s2n
n
= σ2.
Dowód. Poste˛puja˛c analogicznie jak w dowodzie lematu 7.3 (zob. (7.12)-(7.15)), otrzymujemy
sup
n∈N0
Eµ |Zn|2+δ < ∞. (7.17)
Mamy zatem
sup
n∈N0
Eµ
(
Z2n1{|Zn |2≥k}
)
≤ sup
n∈N0
Eµ
(
|Zn|2+δ
(
|Zn|2
)−δ/2
1{|Zn |2≥k}
)
≤ k−δ/2 sup
n∈N0
Eµ|Zn|2+δ → 0,
gdy k → ∞. Poniewaz˙ zmienne
(
Z21 ∧ k
)
sa˛ cia˛głe i ograniczone oraz Pε ma własnos´c´ Fellera, co
wynika z wniosku 3.1, to z twierdzenia 5.5 otrzymujemy
lim
n→∞
EPnεµ
(
Z21 ∧ k
)
= Eµ∗
(
Z21 ∧ k
)
dla k ∈ N0.
Zauwaz˙my, z˙e cia˛g
(
Eµ∗
(
Z21 ∧ k
))
k∈N0
jest wspólnie ograniczony (por. (7.15)) i dlatego z twier-
dzenia Lebesgue’a o zbiez˙nos´ci monotonicznej mamy
lim
k→∞
Eµ∗
(
Z21 ∧ k
)
= Eµ∗Z
2
1 = σ
2,
wobec czego
lim
n→∞
EµZ2n+1 = lim
n→∞
EPnεµZ
2
1 = Eµ∗Z
2
1 = σ
2.
Ostatecznie z ortogonalnos´ci róz˙nic martyngałowych otrzymujemy
lim
n→∞
s2n
n
= lim
n→∞
EµM2n
n
= lim
n→∞
∑n
i=1 EµZ2i
n
= σ2,
co kon´czy dowód. 
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Stwierdzenie 7.1. Wariancja σ2 = Eµ∗Z21 jest zgodna z wariancja˛ graniczna˛ rozkładu normal-
nego z twierdzenia 6.2, tzn. σ2 = limn→∞ Eµ∗
((S ∗n)2).
Dowód. Zauwaz˙my, z˙e
lim
n→∞
Eµ∗
((S ∗n)2) = lim
n→∞
Eµ∗
n−1

n−1∑
i=0
g(xi)

2 =
= lim
n→∞
Eµ∗
(
n−1 (Mn + χ(x0) − χ(xn))2
)
=
= lim
n→∞
Eµ∗
(
n−1M2n
)
+ lim
n→∞
2n−1/2Eµ∗
((
n−1/2Mn
)
(χ(x0) − χ(xn))
)
+
+ lim
n→∞
n−1Eµ∗ (χ(x0) − χ(xn))2 .
(7.18)
Na mocy lematu 7.4 mamy limn→∞ Eµ∗
(
n−1M2n
)
= Eµ∗Z21 . Wobec lematu 7.1 otrzymujemy
Eµ∗ (χ(x0) − χ(xn))2 =
∫
X
∫
X
(χ(u) − χ(v))2 Pnεδu(dv)µ∗(du) ≤
≤
∫
X
∫
X
G2C25(1 − q)−2(1 + V(u) + V(v))2Pnεδu(dv)µ∗(du) ≤
≤ C0
∫
X
∫
X
(1 + V2(u) + V2(v))Pnεδu(dv)µ∗(du) ≤
≤ C0
∫
X
(
1 + V2(u) +
〈
V2, Pnεδu
〉)
µ∗(du),
(7.19)
gdzie C0 jest pewna˛ stała˛. Zgodnie z oszacowaniem (3.15) mamy
Eµ∗ (χ(x0) − χ(xn))2 ≤ ˜C0
∫
X
(
1 + V2(u)
)
µ∗(du) < ∞, (7.20)
gdzie ˜C0 jest pewna˛ stała˛. Stosuja˛c nierównos´c´ Höldera, otrzymujemy
Eµ∗
∣∣∣∣(n−1/2Mn) (χ(x0) − χ(xn))
∣∣∣∣ ≤ (Eµ∗ (n−1M2n))1/2 (Eµ∗ (χ(x0) − χ(xn))2)1/2 < ∞,
zatem
lim
n→∞
2n−1/2Eµ∗
((
n−1/2Mn
)
(χ(x0) − χ(xn))
)
= 0. (7.21)
Podsumowuja˛c powyz˙sze oszacowania (7.18)-(7.21), otrzymujemy
lim
n→∞
Eµ∗
((S ∗n)2) = Eµ∗Z21 ,
co kon´czy dowód. 
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Lemat 7.5. Niech (Zn)n∈N be˛dzie postaci (7.10). Wówczas mamy
1
n
n∑
l=1
Z2l → σ2 Pµ-p.n., gdy n → ∞, (7.22)
co implikuje warunek (7.3) dla σ2 > 0.
Dowód. Odwzorowania
x 7→ Ex

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1

x 7→ Ex

∣∣∣∣∣∣∣lim supn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1

(7.23)
sa˛ w oczywisty sposób ograniczone. Istotne jest pokazanie ich cia˛głos´ci. Przypus´cimy, z˙e sa˛
cia˛głe. Wówczas mamy
Eµ

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1
 =
=
∫
X
Ex

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1
 µ(dx) =
=
∫
X
Ex

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1
 Pmε µ(dx) → Eµ∗

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1
 ,
(7.24)
gdy m → ∞. Miara µ∗ jest jedyna, wie˛c ergodyczna. Wobec tego na mocy twierdzenia ergodycz-
nego Birkhoffa, które mówi, z˙e
Eµ∗

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1
 = 0,
otrzymujemy
Eµ

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1
 = 0,
co z kolei implikuje
lim infn→∞
1n
n∑
l=1
Z2l
 = σ2 Pµ-p.n. (7.25)
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W sposób analogiczny otrzymujemy
lim supn→∞
1n
n∑
l=1
Z2l
 = σ2 Pµ-p.n. (7.26)
Ostatecznie z (7.25) i (7.26) wynika (7.22).
Aby ukon´czyc´ dowód, musimy pokazac´, z˙e funkcje postaci (7.23) sa˛ cia˛głe, co jest niezbe˛d-
ne, by zachodziła zbiez˙nos´c´ w (7.24). Zauwaz˙my, z˙e
Ex

∣∣∣∣∣∣∣lim infn→∞
1n
n∑
l=1
Z2l
 − σ2
∣∣∣∣∣∣∣ ∧ 1
 = lim
n→∞
lim
k→∞
Ex

∣∣∣∣∣∣∣ minj∈{n,...,n+k}
1j
j∑
l=1
Z2l − σ2

∣∣∣∣∣∣∣ ∧ 1
 =
= lim
n→∞
lim
k→∞
Hn,k(x),
(7.27)
gdzie
Hn,k(x) := Ex

∣∣∣∣∣∣∣ minj∈{n,...,n+k}
1j
j∑
l=1
Z2l − σ2

∣∣∣∣∣∣∣ ∧ 1
 . (7.28)
Niech dane be˛dzie odwzorowanie
ψn,k(y0, . . . , yn+k) =
∣∣∣∣∣∣∣ minj∈{n...,n+k}
1j

j∑
l=1
(χ(yl) − χ(yl−1) + g(yl−1))2 ∧ j
(
1 + σ2
) − σ2

∣∣∣∣∣∣∣ . (7.29)
Z definicji róz˙nic martyngałowych (Zn)n∈N (zob. (7.10)) oraz z własnos´ci∣∣∣∣∣∣ minj∈{n,...,n+k}
(
a j
j − b
)∣∣∣∣∣∣ ∧ 1 =
∣∣∣∣∣∣ minj∈{n,...,n+k}
(
1
j (a j ∧ j(1 + b)) − b
)∣∣∣∣∣∣
mamy
Hn,k(x) = Ex (ψn,k(x0, x1, . . . , xn+k)) . (7.30)
Przypomnijmy, z˙e (xn)n∈N0 oraz (yn)n∈N0 sa˛ łan´cuchami Markowa o wartos´ciach w przestrzeni
stanów X, funkcji przejs´cia Πε i rozkładach pocza˛tkowych µ, ν ∈ M2+δ1 (X). W szczególnos´ci
role˛ rozkładów pocza˛tkowych moga˛ pełnic´ δx oraz δy. Ze wzgle˛du na koniecznos´c´ zastosowania
modelu pomocniczego ustalmy (hi)i∈N ⊂ ¯B(0, ε) i rozwaz˙my niejednorodne łan´cuchy Markowa
(x˜n)n∈N0 , (y˜n)n∈N0 o cia˛gu funkcji przejs´cia
(
Π
1
hi
)
i∈N (zob. (3.2)) oraz rozkładach pocza˛tkowych δx
i δy. Zauwaz˙my, z˙e wobec (3.5) mamy
Πε(x, ·) =
∫
¯B(0,ε)
Π
1
h(x, ·)νε(dh)
i sta˛d
Ex (ψ(x0, . . . , xn+k)) =
∫
( ¯B(0,ε))n+k
Ex (ψ(x˜0, . . . , x˜n+k)) νε(dh1) . . . νε(dhn+k). (7.31)
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Wprowadz´my funkcje˛ pomocnicza˛
˜Hn,k(x) = Ex (ψn,k(x˜0, x˜1, . . . , x˜n+k)) . (7.32)
Przypomnijmy, z˙e Ex,y jest wartos´cia˛ oczekiwana˛ wzgle˛dem miary sprze˛gaja˛cej C∞h1 ,h2,...((x, y), ·)
lub ˆC∞h1 ,h2,...((x, y, 1), ·). Zauwaz˙my, z˙e moz˙emy pisac´
lim
n→∞
lim
k→∞
∣∣∣ ˜Hn,k(x) − ˜Hn,k(y)∣∣∣ = lim
n→∞
lim
k→∞
∣∣∣Ex (ψ(x˜0, . . . , x˜n+k)) − Ey (ψ(y˜0, . . . , y˜n+k))∣∣∣ ≤
≤ lim
n→∞
lim
k→∞
Ex,y |ψ(x˜0, . . . , x˜n+k) − ψ(y˜0, . . . , y˜n+k)| .
(7.33)
Łatwo pokazac´, z˙e
min
j∈{1,...,n}
(
f j(x j)
)
− min
j∈{1,...,n}
(
f j(y j)
)
≤ max
i∈{1,...,n}
| fi(xi) − fi(yi)|
dla fi : X → R oraz xi, yi ∈ X, i ∈ {1, . . . , n}. Zatem mamy
lim
n→∞
lim
k→∞
∣∣∣ ˜Hn,k(x) − ˜Hn,k(y)∣∣∣ ≤
≤ lim
n→∞
lim
k→∞
Ex,y
(
max
i∈{n,...,n+k}
1
i
i∑
l=1
∣∣∣∣ (χ(x˜l) − χ(x˜l−1) + g(x˜l−1))2 ∧ i(1 + σ2)−
− (χ(y˜l) − χ(y˜l−1) + g(y˜l−1))2 ∧ i(1 + σ2)
∣∣∣∣
)
.
(7.34)
Zauwaz˙my, z˙e prawa strona (7.34) jest równa wyraz˙eniu
lim
n→∞
lim
k→∞
Ex,y
(
max
i∈{n,...,n+k}
1
i
i∑
l=k0
∣∣∣∣ (χ(x˜l) − χ(x˜l−1) + g(x˜l−1))2 ∧ i(1 + σ2)−
− (χ(y˜l) − χ(y˜l−1) + g(y˜l−1))2 ∧ i(1 + σ2)
∣∣∣∣
)
dla dowolnego k0 ∈ N. Poniewaz˙ rozwaz˙ane funkcje sa˛ ograniczone, otrzymujemy
∣∣∣ ˜Hn,k(x) − ˜Hn,k(y)∣∣∣ ≤
≤ Ex,y
 maxi∈{n,...,n+k}
1
i
i∑
l=k0
|(χ(x˜l) − χ(x˜l−1) + g(x˜l−1)) − (χ(y˜l) − χ(y˜l−1) + g(y˜l−1))| 2i(1 + σ2)
 ≤
≤ 2(1 + σ2)Ex,y

n+k∑
l=k0
|χ(x˜l) − χ(y˜l)| + |χ(x˜l−1) − χ(y˜l−1)| + |g(x˜l−1) − g(y˜l−1)|
 .
(7.35)
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Dalej mamy
Ex,y |χ(x˜l) − χ(y˜l)| ≤
≤
∞∑
i=0
Ex,y
∣∣∣U iεg(x˜l) − U iεg(y˜l)∣∣∣ =
=
∞∑
i=0
∫
X2
∣∣∣U iεg(u) − U iεg(v)∣∣∣ (Π∗X2Π∗l ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(du × dv) =
=
∞∑
i=0
∫
X2
∣∣∣∣〈g, Piεδu〉 − 〈g, Piεδv〉
∣∣∣∣ (Π∗X2Π∗l ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(du × dv) =
=
∞∑
i=0
∫
X2
∣∣∣∣∣∣
∫
( ¯B(0,ε))i
∫
X2
g(z)
(
Π
i
hl+1,...,hl+i(u, ·) − Πihl+1,...,hl+i(v, ·)
)
(dz) νε(dhl+1) . . . νε(dhl+i)
∣∣∣∣∣∣×
×
(
Π
∗
X2Π
∗
l ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(du × dv) ≤
≤
∞∑
i=0
∫
( ¯B(0,ε))i
∫
X2
∫
X2
|g(z1) − g(z2)|
(
Π
∗
X2Π
∗
i
ˆC∞hl+1 ,hl+2,...((u, v, 1), ·)
)
(dz1 × dz2)×
×
(
Π
∗
X2Π
∗
l ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(du × dv) νε(dhl+1) . . . νε(dhl+i).
Przypomnijmy, z˙e miary Cnh1 ,...,hn((x, y), ·) sa˛ n-tymi współrze˛dnymi miary C∞h1 ,h2,...((x, y), ·) na ca-
łych trajektoriach dla x, y ∈ X, n ∈ N. Zgodnie z reguła˛ konstrukcji miar jednowymiarowych na
kolejnych współrze˛dnych (por. (3.2), (4.7)) mamy
Cnh1 ,...,hn((x, y), ·) =
∫
X
C1hn((z1, z2), ·)Cn−1h1 ,...,hn−1((x, y), dz1 × dz2),
a zatem
Ex,y |χ(x˜l) − χ(y˜l)| ≤
≤
∞∑
i=0
∫
( ¯B(0,ε))i
∫
X2
|g(z1) − g(z2)|
(
Π
∗
X2Π
∗
l+i ˆC∞h1 ,h2,...((x, y, 1), ·)
)
(dz1 × dz2) νε(dhl+1) . . . νε(dhl+i).
Na mocy wniosku 5.1 otrzymujemy wie˛c
Ex,y |χ(x˜l) − χ(y˜l)| ≤
∞∑
i=0
∫
( ¯B(0,ε))i
C5Gql+i(1 + V(x) + V(y)) νε(dhl+1) . . . νε(dhl+i) ≤
≤ C5G(1 + V(x) + V(y))
∞∑
i=l
qi.
(7.36)
Ponadto mamy
Ex,y |g(x˜l−1) − g(y˜l−1)| ≤ C5Gql−1(1 + V(x) + V(y)). (7.37)
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Dzie˛ki (7.36) i (7.37) moz˙emy szacowac´ (7.35) z góry wyraz˙eniem
2
(
1 + σ2
)
C5G(1 + V(x) + V(y))
n+k∑
l=k0

∞∑
i=l
qi +
∞∑
i=l−1
qi + ql−1
 ≤
≤ 4
(
1 + σ2
)
C5G(1 + V(x) + V(y))
n+k∑
l=k0
ql−1
∞∑
i=0
qi
 =
=
4
1 − q
(
1 + σ2
)
C5G(1 + V(x) + V(y))
n+k∑
l=k0
ql−1.
Oszacowanie jest niezalez˙ne od (hi)i∈N , zatem
lim
n→∞
lim
k→∞
∣∣∣Hn,k(x) − Hn,k(y)∣∣∣ ≤ 41 − q
(
1 + σ2
)
C5G(1 + V(x) + V(y))
∞∑
l=k0
ql−1.
Poniewaz˙ k0 moz˙emy wybrac´ w sposób dowolny, to w szczególnos´ci moz˙emy ustalic´ k0 ∈ N
takie, z˙e wartos´c´ szeregu
∑∞
l=k0 q
l−1 jest bliska zeru, co implikuje
lim
n→∞
lim
k→∞
∣∣∣Hn,k(x) − Hn,k(y)∣∣∣ = 0 dla wszystkich x, y ∈ X.
Dowód został ukon´czony. 
Lemat 7.6. Niech σ2 > 0 oraz β > 0. Przy załoz˙eniach (I)-(VI) oraz (II′′) róz˙nice martyngałowe
(Zn)n∈N spełniaja˛ warunki (7.1) oraz (7.2).
Dowód. Niech µ ∈ M2+δ1 (X). Zauwaz˙my, z˙e
∞∑
n=1
s−4n Eµ
(
Z4n1{|Zn |<βsn}
)
≤
∞∑
n=1
s−4n β
2−δs2−δn Eµ|Zn|2+δ ≤ β2−δ sup
n∈N
Eµ|Zn|2+δ
∞∑
n=1
s−2−δn .
Zgodnie z (7.17) mamy supn≥1 Eµ|Zn|2+δ < ∞, a z lematu 7.4 otrzymujemy
∑∞
n=1 s
−2−δ
n < ∞,
co dowodzi warunku (7.1).
Aby wykazac´ warunek (7.2), wystarczy zauwaz˙yc´, z˙e
∞∑
n=1
s−1n Eµ
(|Zn|1{|Zn |≥ϑsn}) ≤
∞∑
n=1
s−1n Eµ
( |Zn|2+δ
(ϑsn)1+δ
)
≤ ϑ−1−δ sup
n∈N
Eµ|Zn|2+δ
∞∑
n=1
s−2−δn < ∞.
Dowód został ukon´czony. 
7.3. Prawo iterowanego logarytmu dla uogólnionego modelu cyklu ko-
mórkowego
Niech C be˛dzie przestrzenia˛ funkcji cia˛głych f : [0, 1] → R z norma˛ supremum. Ponadto
niech K be˛dzie podprzestrzenia˛ przestrzeni C składaja˛ca˛ sie˛ z funkcji f absolutnie cia˛głych
i takich, z˙e f (0) = 0 oraz ∫ 10 ( f ′(t))2 dt ≤ 1.
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Ustalmy funkcje˛ g ∈ B(X) spełniaja˛ca˛ warunek Lipschitza ze stała˛ Lg > 0. Ponadto niech
〈g, µ∗〉 = 0, gdzie µ∗ jest miara˛ niezmiennicza˛ wzgle˛dem operatora Pε.
Dana jest przestrzen´ probabilistyczna (Ω,F , P). Cia˛gi zmiennych losowych (Mn)n∈N0 i (Zn)n∈N0
sa˛ odpowiednio postaci (7.9) i (7.10), a wariancja σ2 jest dana wzorem (7.16). Załóz˙my, z˙e
σ2 > 0 i zdefiniujmy cia˛g
Ξn(t) =
∑k
i=1 g(xi) + (nt − k)g(xk+1)
σ
√
2n log log n
(7.38)
dla k ≤ nt ≤ k + 1, k ∈ {1, . . . , n − 1}, t > 0, n > e, oraz Ξn(t) = 0 w przeciwnym przypadku.
Twierdzenie 7.2. Niech (X, ̺) be˛dzie przestrzenia˛ polska˛ oraz (xn)n∈N0 – łan´cuchem Markowa
o funkcji przejs´cia Πε i rozkładzie pocza˛tkowym µ ∈ M2+δ1 (X). Załóz˙my, z˙e warunki (I)-(VI)
sa˛ spełnione oraz warunek (II) jest wzmocniony do (II′′). Wówczas cia˛g (Ξn)n>e dany wzorem
(7.38) jest Pµ-p.n. relatywnie zwarty w zbiorze C, a zbiór jego punktów granicznych pokrywa sie˛
ze zbiorem K .
Dowód. Zdefiniujmy cia˛g
ηn(t) =
Mk +
(
s2nt − s2k
) (
s2k+1 − s2k
)−1
Zk+1
σ
√
2n log log n
dla s2k ≤ s2nt ≤ s2k+1, k ∈ {1, . . . , n − 1}, t > 0, n > e, oraz ηn(t) = 0 w przeciwnym przypadku.
Poniewaz˙ limn→∞ s2n/n = σ2 (lemat 7.4), to mamy
lim
n→∞
√
2s2n log log s2n
σ
√
2n log log n
= 1.
Na mocy lematów 7.5 i 7.6 spełnione sa˛ załoz˙enia twierdzenia 7.1, a wie˛c cia˛g (ηn(t))n>e jest
relatywnie zwarty w przestrzeni C, a zbiór jego punktów granicznych pokrywa sie˛ ze zbioremK .
Niech t ∈ (0, 1] oraz n > e. Jes´li k ≤ nt ≤ k + 1, to
kσ2
s2k
s2k ≤
nσ2
s2n
ts2n ≤
(k + 1)σ2
s2k+1
s2k+1.
Ustalmy
ηˆn(t) = Mk + (nt − k)Zk+1
σ
√
2n log log n
dla k ∈ N, k ≤ nt ≤ k + 1. (7.39)
Poniewaz˙ limn→∞ nσ2/s2n = 1, to dla odpowiednio duz˙ego n ∈ N oraz ǫ˜ > 0 mamy
(1 − ǫ˜)s2k ≤ (1 + ǫ˜)s2nt ≤ (1 + ǫ˜)2(1 − ǫ˜)−1s2k+1.
Wobec tego istnieje t∗ ∈
[
t(1 − ǫ˜)(1 + ǫ˜)−1, t(1 + ǫ˜)(1 − ǫ˜)−1
]
o własnos´ci s2k ≤ s2nt∗ ≤ s2k+1. Z dru-
giej strony długos´ci przedziałów
[
s2k/s
2
n, s
2
k+1/s
2
n
]
dla k ∈ {1, . . . , n − 1} zbiegaja˛ do zera, gdy
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n → ∞, sta˛d istnieje tn > 0 taki, z˙e ηˆn(t) = ηn(tn) oraz limn→∞ tn = t. Poniewaz˙ cia˛g (ηn(t))n>e
jest relatywnie zwarty w C oraz zbiór jego punktów granicznych pokrywa sie˛ z K , to (ηˆn(t))n>e
równiez˙ spełnia te własnos´ci.
Ustalmy ǫ˜ > 0 oraz zdefiniujmy zbiór
An =
ω ∈ Ω :
∣∣∣Mn(ω) −∑n−1i=1 g(xi(ω))∣∣∣√
n
≥ ǫ˜
2
 ∪
{
ω ∈ Ω : |Zn(ω) − g(xn(ω))|√
n
≥ ǫ˜
2
}
dla n ∈ N.
(7.40)
Zauwaz˙my, z˙e dla ǫ > 0 oraz ξ, ζ ≥ 0 moz˙emy wybrac´ δ1 > 0 taka˛, z˙e (ξ + ζ)2+δ ≤ (2 +
ǫ)
(
ξ2+δ + ζ2+δ
)
dla δ < δ1. Korzystaja˛c z tej własnos´ci oraz z nierównos´ci Markowa, otrzymuje-
my
Pµ
ω ∈ Ω :
∣∣∣Mn(ω) −∑n−1i=1 g(xi(ω))∣∣∣√
n
≥ ǫ˜
2
 = Pµ
(
ω ∈ Ω : |χ(xn(ω)) − χ(x0(ω))|√
n
≥ ǫ˜
2
)
≤
≤
(
2
ǫ˜
)2+δ
(2 + ǫ)Eµ|χ(xn)|
2+δ
+ Eµ|χ(x0)|2+δ
n1+δ/2
.
Na mocy lematu 7.1 mamy
Eµ|χ(xn)|2+δ =
∫
X
|χ(x)|2+δPnεµ(dx) ≤
≤ (2 + ǫ)|χ(x¯)|2+δ + (2 + ǫ)
∫
X
|χ(x) − χ(x¯)|2+δPnεµ(dx) ≤
≤ (2 + ǫ) |χ(x¯)|2+δ + (2 + ǫ)2G2+δC2+δ5 (1 − q)−(2+δ)
(
1 +
〈
V2+δ, Pnεµ
〉)
.
Zauwaz˙my, z˙e z własnos´ci (7.7) oraz wniosku 3.2 oba składniki powyz˙szego oszacowania sa˛
skon´czone. Otrzymujemy wie˛c
Pµ
ω ∈ Ω :
∣∣∣Mn(ω) −∑n−1i=1 g(xi(ω))∣∣∣√
n
≥ ǫ˜
2
 ≤ c1n1+δ/2 , (7.41)
gdzie c1 jest pewna˛ stała˛ niezalez˙na˛ od n. Podobnie,
Pµ
{
ω ∈ Ω : |Zn(ω) − g(xn(ω))|√
n
≥ ǫ˜
2
}
= Pµ
{
ω ∈ Ω : |χ(xn+1(ω)) − χ(xn(ω))|√
n
≥ ǫ˜
2
}
≤ c2
n1+δ/2
,
(7.42)
gdzie stała c2 równiez˙ nie zalez˙y od n. Oszacowania (7.41) oraz (7.42) implikuja˛ zbiez˙nos´c´
szeregu
∑∞
n=1 Pµ(An).
Ostatecznie z lematu Borela-Cantelli’ego poniz˙sze oszacowanie zachodzi Pµ-p.n.:
lim supn→∞sup0<t≤1
∣∣∣∣∣∣∣
Mk − (nt − k)Zk+1
σ
√
2n log log n
−
∑k
i=1 g(xi) + (nt − k)g(xk+1)
σ
√
2n log log n
∣∣∣∣∣∣∣ < ǫ˜,
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gdzie k ≤ nt ≤ k + 1, wobec czego mamy
lim supn→∞ sup
0<t≤1
|ηˆn(t) − Ξn(t)| ≤ ǫ˜. (7.43)
Poniewaz˙ ǫ˜ > 0 wybralis´my w sposób dowolny, dowód jest ukon´czony. 
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