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１．序章 
 
本研究では監視カメラ、車載カメラ、その他一般的な写真などによって撮影された画像
中から、人物全身像を自動的に検出することを目的としている．従来の HOG 特徴量[1]で
は考慮されていない色による情報を特徴量に付加し、検出精度向上の検討を行った．本論
文の構成は第 2章で研究背景、第 3章にて関連研究について述べる．続いて第 4章ではHOG
特徴量についての説明を行い、第 5 章で特徴量の機械学習について述べる．そして第 6 章
では従来の HOG に付加する色特徴の説明を行い、第 7 章にて提案手法の実装について述べ
る．第 8 章で実験について説明し、第 9 章で結果の提示及び考察を行い、第 10 章でまとめ
る．  
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２．研究背景 
 
２．１ コンピュータビジョン 
２．１．１ 物体認識 
 近年、ユビキタス社会の到来や、センサネットワーク技術の発展によって防犯カメラ、車
載カメラ、研究用映像などをはじめとするさまざまな場面で自動物体認識へのニーズが高
まっている．監視カメラなどをはじめとする長時間の映像監視や、魚群や細胞のカウント
等、自動化することで人間が行うよりも効率的になると考えられている場面は非常に多い．
また、デジタルカメラ製品や、携帯電話のカメラ機能にも自動顔認識のプログラムが組み
込まれ、自動的に顔にフォーカスを合わせる事の出来るカメラ製品や、タバコの自動販売
機の自動年齢認証など、自動顔認識システムが徐々に実用化されてきている．一方で、監
視カメラ映像や、車載カメラなどの環境中のカメラからは人物の顔の構造までを正しく検
知するだけの解像度が得られないことも多く、人物の体全体を含んだ人物全身像検出への
ニーズが高まっており、盛んに研究が行われている．この様にコンピュータに視覚を与え、
画像から実世界の様々な情報を解析させる研究分野をコンピュータビジョンと呼ぶ．コン
ピュータビジョンにおける物体認識はその用途、目的に応じて様々な方向に分かれる．例
えば特定物体認識などの分野ではカメラからの入力映像から、対象となる物体が画像中の
どこに映っているのかを調べることを目的とし、対象物体を現す特徴をモデル化、あるい
は機械学習させる手法が検討されている．また、一般物体認識などの分野では入力映像か
ら、その映像に映っている物体は何なのかという点に着目して、画像をクラスタリングす
ることを目的としており、画像検索などの用途が検討されている．今回扱う人物全身像検
出は、前者の特定物体認識に該当する． 
 
２．１．２ 特定物体認識 
特定物体認識では、入力画像からどのようにして物体領域を抽出するかが課題となる．
もっとも簡単な手法は背景差分を用いた物体抽出法である．背景差分を用いた手法では入
力画像の他に、あらかじめ対象物体の写っていない背景画像を既知情報として与え、入力
画像と背景画像の差分によって差分画像を生成し、得られた差分画像を閾値で切り分けて
物体領域を得ることができる．背景差分法は実装が容易で処理負荷があまり高くないとい
う利点があるが、背景画像が固定であるためカメラの移動や、対象物体以外の物体移動や
照明変化等に対応することが出来ない．他の手法として動き検出（オプティカルフロー）
を用いた移動物体認識手法などがあり、画像を細かいブロックに分け、各ブロックの動き
ベクトルの向きが類似している領域を統合し、移動物体を検出する．動き検出だけでなく、
ブロックの濃度平均や過去の輝度差分履歴等の他のパラメータと組み合わせて利用される
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ことが多い．複雑な背景でも、大まかな物体検出が出来ると言う利点があるが、領域の大
きさによっては移動物体が検出できない事がある．そして認識対象物体となる、人の全身
や頭部などのモデルやパターンを用意し、画像中で人の候補領域が存在する確率により移
動する対象を検出する、特徴量やモデルを用いる手法がある．本手法の利点として、モデ
ルやパターンによって限定された対象のみを検出するため、前述の手法と比較して誤検出
が比較的少ない点があげられるが、対象の一部が隠蔽されている場合に検出精度が低下す
ることがある．モデルは人の手によって作られる場合もあるが、現在では特徴量空間を作
成した上で、機械学習によって有用な特徴を選定する手法が一般的である．本研究では、
この特徴量を用いる手法で物体検出を行う． 
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３．関連研究 
 
本章では本研究に関連する他の研究技術について述べ、本研究で用いる基礎技術との比
較を行う． 
 
３．１ 特徴量 
人物全身像や顔領域など、検出する対象物体を表す特徴量にはさまざまな算出方法が提
案されている．どの特徴量が有効であるかは、検出する対象物体によって大きく変わって
いく． 
 
３．１．１ Haar-like 特徴[6] 
Haar-like 特徴とは黒と白の二種類の矩形領域を組み合わせた局所領域の明度値を表す
特徴量である．人物の顔画像検出などに良く用いられており、目や鼻の明暗を Haar-like
特徴量で空間的に明暗の相対的な分布を表す事で、人の顔らしさを記述している． 
 
 
図 3.1 Haar-like 特徴で用いられる弱識別器[10] 
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図 3.2 Haar-like 特徴を用いた顔検出 
 
Haar-like 特徴を人物全身像に適用する場合、シルエット画像検出が考えられる．背景差
分などを用いて、人物のシルエット画像を生成し、その画像に対して Haar-like 特徴による
分類を行うことで、人物全身像の検出が可能である． 
しかし、この手法では、背景差分処理などのシルエット切抜き処理による依存が大きく、
複雑背景化では正しくシルエットを切り抜くことが難しい．直接入力画像に適用しようと
した場合、白背景に黒い服を着ている場合と、黒背景に白い服を着ている場合など、背景
と人物の明暗が逆転した場合に対応できなくなるなどの問題を含んでいる． 
 
  
図 3.3 Haar-like 特徴を用いた人物シルエット検出と三次元位置推定[28][30] 
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３．１．２ SIFT 特徴 
 SIFT 特徴は HOG と動揺にヒストグラムベースの特徴量であるが、SIFT は周辺領域を
代表する点に関する特徴量であり、HOG は領域に関する特徴量である．従って、SIFT は
形状のはっきりした剛体を対象としており、ロゴや絵柄などの対応点探索に良く用いられ、
人物全身像の用途などには向かない．SIFT を用いた検出対象として道路標識などが例とし
て挙げられる．また、検出精度を上げる目的で主成分分析を組み合わせた PCA-SIFT[3]も
提案されている． 
 
  
図 3.4 SIFT による道路標識検出[9] 
 
３．１．３ Color Coherence Vector[12] 
 Color Coherence Vector は空間的な色の繋がりを表す特徴量である．減色処理を行った
画像から、同値の画素値を持つ画素の接続関係を調べ、繋がりの大きい領域、小さい領域
に分けることで、空間的な色の分布を表すことが出来る． 
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図 3.5 Color Coherence Vector 
 
３．１．４ ピクセル状態分析 
 ピクセル状態分析は、動きを表すピクセル毎の特徴量である．ピクセル状態分析では、
対象画像の前後フレームを含む動画像が必要となり、画像の各ピクセルを背景領域、静領
域、動領域の３種類に分割する．ピクセル状態分析によって、対象物体の時系列的特徴を
画像として表すことが可能となる．HOG とのピクセル状態分析の共起表現を用いた人物検
出[7]が提案されている． 
 
  
図 3.6 ピクセル状態分析[7] 
 
３．１．５ HOG 特徴[1] 
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 HOG 特徴とは、対象物体の形状を大まかに記述する特徴量である．対象物体のエッジを
局所領域でヒストグラム化することで、多少の形状変化を受容できる特徴量となっている．
また、照明変化にも頑健で、人物全身像のほか、車両検出[8]などの用途にも用いられてい
る． 
 
  
図 3.7 HOG 特徴量を用いた車両検出[8] 
 
３．２ 機械学習 
３．２．１ サポートベクターマシン 
 サポートベクターマシンの学習ではトレーニングデータから、各データとのマージンが
最大となる分離平面を求める．この学習結果のパラメータからは、内部で特徴量がどのよ
うに扱われているのかを調査することが難しく、学習による分類器中の特徴量の利用方法
がブラックボックス化してしまう． 
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図 3.8 サポートベクターマシン[11] 
 
３．２．１ Adaboost 分類器 
 それほど検出精度の高くない単純な分類器を集めてその重み付投票によって分類結果を
決定する分類器を Adaboost 型分類器と呼ぶ．Adaboost 型分類器で用いられる、それほど
検出精度の高くない分類器を弱識別器と呼ぶ．SVM などと比較して、弱識別器の重みとし
て学習結果が得られるため、学習後の分類器で、特徴量がどのように扱われているかを確
認するのが容易である． 
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４．HOG 特徴量 
 
 第 3 章にて HOG の説明を他の特徴量と比較することで行ったが、ここではさらに具体的
に HOG の詳細な仕組みや目的について述べる． 
 
４．１ 人物全身像検出の課題 
人物全身像検出は、顔検出などと比較して難しいといわれている．その理由として、以
下にあげる様な人物画像の多彩さ、変化の多さが上げられる． 
 
４．１．１ 服装、体格のバリエーション 
服装の変化は最も分かりやすい人物画像のバリエーションである．多くの人々が互いに
異なる服を着ており、その服装の変化によって人物全身像画像の大部分の面積を占める領
域の色が変化し、場合によってはその形状も変化する．また、各人物の体格によっても男
女、大人、子供等の違いによって体の形状に様々なバリエーションが生じる． 
 
４．１．２ 照明環境の変化 
監視カメラなどの定点カメラではもちろん、ロボットビジョンや、車載カメラなどにお
いても写真が撮影される時間帯や場所が変わると、同一の服装をした人物であってもアピ
アランスが異なる画像になる．背景の変化によって服装と背景領域の色の差が小さくなる
と、物体が背景に溶け込んでしまい、人物を検出することがいっそう難しくなってしまう．
また、光の照射位置の変化によって影の落ち方が変わると、検出手法によっては影がノイ
ズとなってしまい、誤検出や検出漏れの原因となることがある． 
 
４．１．３ 姿勢の変化 
人物は日常生活の中でもさまざまな動作を行っている．歩行、着席、物を拾うなど、多
くの人物の動作は形状変化を伴う．この人物形状、見え方の変化によって、単純なテンプ
レートを用いた検出などが人物全身像の場合には適用することが難しくなっている．特に
手、腕の動作の変化が大きく、人物全身像の中心付近に位置しているため、こういった姿
勢の変化を許容する特徴量記述方法が必要となる． 
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４．２ HOG 特徴量の算出 
４．１に示した人物全身像検出の課題に対して Daral らによって HOG 特徴量が提案さ
れている．HOG 特徴量は以下に示すステップで算出される．ここでは各ステップの目的と
算出される特徴の持つ意味について説明する． 
 
４．２．１ 画像のグレイスケール化 
HOG は人物の形状特徴に着目した特徴量であるため入力画像をグレイスケール画像に
変換し、色によるバリエーションを除去する．これにより、服装の色のバリエーション等
を最小化する． 
 
  
図 4.1 グレイスケール化 
 
４．２．２ エッジの算出 
 ４．２．１で作成したグレイスケール画像から、各画素のエッジ情報を算出する．エッ
ジ情報はエッジ方向、エッジ強度を以下の式で算出する．このエッジ方向は 180 度の位相
差を持つ場合も同様の値を持つため、白→黒と、黒→白のエッジの記述は等しくなる．こ
のエッジ記述は画像中の物体形状を含んでいるが、ピクセル単位の特徴になっているため、
このままでは形状変化によって大きく値が変わってしまい、人物全身像の検出を行うこと
が出来ない． 
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図 4.2 エッジ算出 
 
４．２．３ セル領域分割 
 ４．２．２で作成したエッジ画像はピクセル単位の特徴のため形状変化に非常に弱い．
そこで、画像を 5 ピクセル四方の正方形領域に分割する．この分割された領域をセル領域
と呼ぶ．一つのセル領域には 25 ピクセル分のエッジベクトルが含まれている． 
 
４．２．４ ヒストグラム構築 
 ４．２．３で分割した各セル領域に含まれるピクセルのエッジ方向、エッジ強度から、
ヒストグラムを作成する．このヒストグラムはエッジ方向 20 度毎の 9 次元ベクトルとして
表される．エッジ情報を局所領域でヒストグラム化することによって、物体の形状変化に
頑健な特徴量を得ることが出来る．これは、セル内でエッジが平行移動した場合でも、ヒ
ストグラムの値は変化しないことに起因しており、セルの大きさの範囲で、物体の形状が
変化しても、HOG 特徴量はほぼ同一のヒストグラム値を持つことが出来る． 
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図 4.3 ヒストグラム算出 
 
４．２．５ ヒストグラムのブロック正規化 
 3 セル×３セルの領域をブロック領域と呼ぶ．このブロック領域には 9 個のヒストグラム
が存在する．この 9 個のヒストグラムを用いて各セルのヒストグラムを正規化する．この
正規化によって HOG 特徴量は照明変化に頑健な特徴量となる．正規化を行うブロック領域
は 1 セルずつスライドさせ、各セルは複数回正規化が行われる． 
  
図 4.4 ブロック正規化 
 
４．３ HOG 特徴量の次元数 
 HOG 特徴量は非常に大きな特徴量であり、最終的な HOG の次元数V はヒストグラムの
次元数vを、画像の横幅をw、縦幅hを、セルサイズcを、ブロックサイズbをとおいたと
Normalize 
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き、以下の式で表される． 
 
( )( ) vbbchbcwV 21/1/ +−+−=  
 
例として、本研究で用いる 30×60 ピクセルの画像に 9 次元のヒストグラムで、セルサイ
ズ 5 ピクセル、ブロックサイズを 3 セルとして HOG を算出すると、3240 次元となる．こ
の特徴量の中には画像隅の人物が映っていないセル領域などの不要な特徴も含まれており、
より良好な検出結果を得るためには、この中から有用な特徴量を選択しなければならない． 
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５．機械学習 
第 3 章にて Adaboost 分類器の説明を他の特徴量と比較することで行ったが、ここではさ
らに具体的に Adaboost 分類器について述べる． 
 
５．１ Adaboost 型分類器 
 それほど検出精度の高くない単純な分類器を集めてその重み付投票によって分類結果を
決定する分類器を Adaboost 型分類器と呼ぶ．Adaboost 型分類器で用いられる、それほど
検出精度の高くない分類器を弱識別器と呼ぶ． 
 
５．２ Adaboost 型分類器の機械学習 
 以下に AdaBoost 学習アルゴリズムを示す． 
学習サンプル ( ) ( )nn yxyx ,,,, 11 K を与える． iy は 0,1 で正例、負例を表す． 
サンプルの重み w を正例のサンプル数 m、負例のサンプル数 l でそれぞれ次のように初期
化する． 
 
lm
w i
2
1
,
2
1
,1 =  
 
以下のループ処理を行う． 
①、重みの総和が１となるよう正規化する． 
②、各弱識別器 jh の、学習サンプルに対するエラー率 je を算出する 
 
( )∑ −= i iijij yxhwe  
 
③、最もエラー率の小さい弱識別器を選出する． 
④、重みを更新する． 
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


…
…
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1
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id  
 
最終的な分類器は以下のようになる． 
 
( ) ( )
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ブースティング初期に選出された弱識別器は 0.1~0.3 ほどのエラーレート、後に選出される
弱識別器では 0.4~0.5 程のエラーレートになる傾向がある． 
 
５．３ カスケード 
 実際の検出においては、検出対象の多くは背景などで negative に分類される．従って、
効果的な少ない特徴量で negative の検出をより早い段階で得ることができれば、検出速度
は大幅に向上する．そこで、いくつかの識別器で図１のようなカスケードを作成し、いず
れかのステージで negative が検出されれば、false を返す検出器を構築する． 
 
  
図 5.1 カスケード型 Adaboost[6] 
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各ステージは AdaBoost の分類器学習で作成し、デフォルトでは学習データのエラー率が最
小となるように設定されている閾値（重み）を検出漏れが最小になるように設定する． 
カスケードの学習において、 
①ステージ数 
②ステージにおける特徴量数 
③各ステージの閾値 
が検出率と処理速度のトレードオフに作用する．各ステージの特徴量数は、誤検出率、検
出漏れ率がある程度得られるまで特徴量を追加して決定する． 
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６．付加色特徴 
 
この章では提案手法である HOGに付加する色特徴の算出方法、目的について述べる． 
 
６．１ 従来の HOG に関する考察 
HOG 特徴量は物体の大まかな形状を記述した特徴量である．したがって、HOG の算出
の過程で、色に関する情報はグレイスケール化のステップですべて除去されている．人物
の全身像検出において、服装の色などのばらつきは検出におけるノイズとなりやすいが、
その一方で、頭部肌色などは簡単な顔追跡アルゴリズムでも用いられている有用な色情報
であり、すべての色情報が不要であるとは言えない．そこで、本提案では人物の全身像を
大まかな形状として記述する HOG特徴量と、頭部肌色などの局所的色特徴を組み合わせて
利用することで、人物全身像検出手法について検討する． 
 
６．１．１ HOG + Adaboost 
予備実験として、HOG のみを用いて Adaboost 型分類器の学習パラメータを変化させた
際の検出率の変化を調査した．弱識別器には二分木を用い、一つあたりの弱識別器で用い
る特徴量数、最終的な分類器で用いる弱識別器数を変化させながら検出精度を算出し、比
較した．結果を図 6.1 に示す． 
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図 6.1 Adaboost の学習パラメータによる検出精度の違い 
 
およそ弱識別器数 70 個までは、弱識別器の増加に伴って検出率が向上するが、それ以降は
頭打ちとなり殆ど変わらないようである．一方で、特徴数は 2～3 つまでは検出率が向上し
ているが、以降は動揺に頭打ちとなり、増やしすぎると検出率が下がることもあるようで
ある．従って、弱識別器数 70 個、特徴数３つを最適値として今後の学習で利用する． 
 
６．２ HOG との親和性 
新たに色特徴を算出するに当たり、HOGと空間的な結びつきを持たせることでより柔軟
な連携を行うことが出来ると思われる．また、従来の HOG に付加する色特徴となるため、
どの色特徴を算出に用いるかは、HOGと同様に機械学習による特徴量選択によって決定さ
れる．そのため、HOGと同次元の特徴量として色特徴を定義することで、より HOGと親
和性の高い特徴量を定義できるのではないかと思われる． 
 
６．３ 提案手法 
付加色特徴量の算出は以下の図で示すステップで算出される．ここでは各ステップの目
的と算出される特徴の持つ意味について説明する． 
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図 6.2 提案手法と付加色特徴量の算出手順 
 
６．３．１ HSV 画像への変換 
まず、入力画像を HSV 表色系による画像へ変換する．HSV 表色系では Hue(色相)、
Saturation(彩度)、(明度)で色を表す． 
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図 6.3 HSV 色空間[14] 
 
６．３．２ 色特徴の算出 
 HOG 特徴の算出とは別に以下の手順で色特徴量を算出する． 
 
６．３．２．１ セル領域分割 
 HOG と同様に、画像を 5 ピクセル四方の正方形セル領域に分割する．色特徴と HOG で
適切なセルサイズが異なることから、このセル領域は HOG のセル領域とは独立した大きさ
を持たせることが出来るようにしてある． 
 
６．３．２．２ ヒストグラム構築 
 ６．３．３．１で分割した各セル領域に含まれるピクセルの色相、彩度から、ヒストグ
ラムを作成する．このヒストグラムは HOG と同様 9 次元ベクトルとして表される． 
 
６．３．２．３ ヒストグラムのブロック正規化 
 3 セル×３セルの領域をブロック領域と呼ぶ．このブロック領域には 9 個のヒストグラム
が存在する．この 9 個のヒストグラムを用いて各セルのヒストグラムを正規化する．この
正規化によって HOG 特徴量と同様に照明変化に頑健な特徴量となる．正規化を行うブロッ
ク領域は 1 セルずつスライドさせ、各セルは複数回正規化が行われる． 
 
６．３．３ 重み付け 
HOGと色特徴量は互いに独立した特徴量であるため、色特徴と HOGを一つの特徴量ベ
クトルとしてまとめる際にその大小のスケールによって、HOGを重視するのか、色特徴を
重視するのかといった挙動が変わってくる．その挙動を重み付けスケール係数によって制
御する．重み付け処理によって得られる特徴量ベクトル X は、HOG 特徴量をH、色特徴
をC、スケール係数を tとおいたとき、以下のように求められる． 
 
( )[ ]tCHtX −= 1  
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６．３．４ 機械学習 
６．３．３で得られた HOGと色特徴の統合特徴量ベクトルから、機械学習によって有用
な特徴の組み合わせを決定する．弱識別器には二分木を用い、６．１．１で調査した分類
器のパラメータを用いて機械学習を行った． 
 
６．４ 色特徴の次元数 
 色特徴の算出手順は HOG と非常に類似している．最終的な色特徴の次元数V はヒスト
グラムの次元数vを、画像の横幅をw、縦幅hを、セルサイズcを、ブロックサイズbをと
おいたとき、HOG と同様以下の式で表される． 
 
( )( ) vbbchbcwV 21/1/ +−+−=  
 
本研究で用いる 30×60 ピクセルの画像に 9 次元のヒストグラムで、セルサイズ 5 ピクセ
ル、ブロックサイズを 3 セルとして HOG を算出すると、HOG と同次元の 3240 次元とな
るが、色特徴と HOG 特徴でセルサイズを独立して変更させることが出来るため、常に HOG
と同次元の特徴量が得られるわけではない．セルサイズが小さくなるほど、特徴量の次元
数は大きくなり、計算付加も増加する．色特徴の中にも HOG と同様に画像隅の人物が映っ
ていないセル領域などの不要な特徴も含まれており、より良好な検出結果を得るためには、
この中から有用な特徴量を選択しなければならない．また、HOG との特徴量の組み合わせ
を自動的に決定するのも Adaboost 機械学習によって行われる． 
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７．実装 
 
７．１ 実装方法 
 HOG の算出、色特徴の算出プログラムを C++で実装した．学習用処理、検出用処理に用
いる Adaboost の実装、並びに基本的な画像処理には OpenCV[10]を用いた．OpenCV はコ
ンピュータビジョン向けのオープンソースの画像処理ライブラリである．OpenCV の
Adaboost 実装では Adaboost 学習時に二分木を用いた弱識別器の学習も、同時に行うこと
が出来る． 
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８．実験 
 
この章では提案手法を用いた人物全身像検出手法の検出精度を調査した． 
  
８．１ 実験内容 
 今回の実験の目的と、詳細を以下に示す． 
 
８．１．１ 色特徴重みの変更実験 
 HOG 特徴量と色特徴量を組み合わせて特徴量ベクトルを構築する際に与えられる重み
スケール係数を 0～１の間で変化させながら検出精度を測定し、提案手法が人物全身像検出
に有効であるかどうかを調査した．なお、重み係数=0 の場合は、HOG 特徴量のみを用い
た検出と同様の結果となる． 
 
８．１．２ 正規化を行わない検出実験 
 色特徴量算出の際に行う正規化処理をスキップした場合の検出精度を算出し、正規化処
理による検出精度の変化を観察した． 
 
８．１．３ 色特徴セルサイズの変更実験 
 色特徴算出の際のセル領域の大きさを HOG 特徴量算出に用いるセル領域の大きさとは
独立して変更させ、検出精度を調査することで提案手法にどのような特性があるのかを調
査した． 
 
８．１．４ 重みの高い局所領域分析 
 学習によって得られた分類器で、与えられた各特長量の重みを可視化させ、色特徴重み
によってどの局所領域の特徴量が重要視されているのかを分析した．空間的に画像中のど
の領域の特徴量が分類器中で重要視されているかを分析する． 
 
８．１．５ 学習分類器の詳細分析 
 学習によって得られた分類器で、与えられた各特長量の重みを可視化させ、どのような
特徴量が選出されたのかをさらに詳しく分析した．HOG のエッジ方向や、色特徴のどの色
成分が検出に用いられたのかを分析する． 
 
８．１．６ HOG との相関を利用した検出実験 
 提案手法の更なる改善として、人物領域の色特徴のみを効果的に利用することを目的と
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してHOGと色特徴のセル領域サイズを同一の値として各セルでHOGと色特徴の一対一対
応をとり、HOG の正規化ヒストグラム長が平均値以上のセルのみ、色特徴を算出する手法
の検出精度を調査した．この手法では、HOG のエッジの強いセルのみの色特徴を算出する
ようになるため、エッジ付近の色を重点的に利用することを期待している． 
 
８．１．７ 検出失敗画像の分析 
 提案手法によって検出に失敗してしまった画像の分析を行う．従来手法の HOG のみによ
る検出での検出漏れ、誤検出画像と、提案手法を用いた検出での検出漏れ、誤検出画像を
比較し、提案手法による検出改善の傾向を調査する． 
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８．２ 実験環境 
 実験に用いる人物全身像画像として、INRIA Person Dataset を利用した． 
 
８．２．１ 実験画像データの正規化 
 INRIA Person Dataset には、人物が撮影された一般的なスナップ写真と、その画像中の
どの位置に人物が写っているかを記した矩形領域と頭部位置を記述したアノテーションフ
ァイルが付与されている．画像ファイルから、このアノテーションファイルを用いて人物
領域を切り出し、頭部位置を合わせてスケーリングした画像を学習、検出用の画像データ
としてあらかじめ用意する． 
 
  
図 8.1 INRIA Person Dataset 
 
８．２．１．１ アノテーションファイル 
 各データセット画像に対応する注釈情報が記述されたアノテーションファイルが与えら
れており、対応する画像ファイル名、画像サイズ、記述されているオブジェクト数、オブ
ジェクトのラベル、オブジェクトの中心点座標、オブジェクトを囲う Bounding box などの
データが記述されている．同ファイル中の Image filename で与えられた画像ファイル一つ
につき、一つのアノテーションファイルが対応している．以下に示す例は図 8.1 の画像に対
応するアノテーションファイルである．Objects with ground truth に記された数だけ、人
物のデータが記録されている．各人物のデータは Details for object X 以降に記載されてい
る．Center point on object X に人物の頭部位置の画像座標が記録されており、Bounding 
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box for object X に、人物を囲う矩形領域の始点座標、終点座標が記載されている．実際に
この頭部位置と人物矩形領域を画像上に重畳したものを図 8.2 に示す． 
 
# PASCAL Annotation Version 1.00 
 
Image filename : "Train/pos/person_202.png" 
Image size (X x Y x C) : 640 x 480 x 3 
Database : "The INRIA Rh  e-Alpes Annotated Person Database" 
Objects with ground truth : 5 { "PASperson" "PASperson" "PASperson" "PASperson" "PASperson" } 
 
# Note that there might be other objects in the image 
# for which ground truth data has not been provided. 
 
# Top left pixel co-ordinates : (0, 0) 
 
# Details for object 1 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 1 "PASperson" : "UprightPerson" 
Center point on object 1 "PASperson" (X, Y) : (243, 130) 
Bounding box for object 1 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (201, 110) - (276, 376) 
 
# Details for object 2 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 2 "PASperson" : "UprightPerson" 
Center point on object 2 "PASperson" (X, Y) : (458, 180) 
Bounding box for object 2 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (431, 150) - (508, 371) 
 
# Details for object 3 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 3 "PASperson" : "UprightPerson" 
Center point on object 3 "PASperson" (X, Y) : (380, 127) 
Bounding box for object 3 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (354, 106) - (405, 269) 
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# Details for object 4 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 4 "PASperson" : "UprightPerson" 
Center point on object 4 "PASperson" (X, Y) : (564, 124) 
Bounding box for object 4 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (539, 108) - (594, 255) 
 
# Details for object 5 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 5 "PASperson" : "UprightPerson" 
Center point on object 5 "PASperson" (X, Y) : (294, 129) 
Bounding box for object 5 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (275, 115) - (313, 240) 
 
  
図 8.2 アノテーションデータ表示例 
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８．２．１．２ 人物画像正規化 
アノテーションファイルによって得られた人物領域で画像をトリミングし、最終的な学
習画像が 30×60 ピクセルの画像になるようにリサイズする．このとき、アノテーションフ
ァイルによって与えられる頭部位置で位置合わせを行い、人物矩形領域がリサイズ後の画
像範囲内に収まるように人物領域のトリミング範囲を変更する． 
① 頭部座標が Bounding Box の中心に来る様に、領域の幅を拡張し、必要であれば位置を
調整する． 
② 頭部座標が領域の高さ×0.112731 の位置に来るように、領域の高さを拡張し、必要であ
れば x 方向の補正と同様に位置を調整する． 
③ 領域の縦横比が 1:2 になるように幅、あるいは高さを拡張する． 
④ 画像領域外まで Bounding Box が拡張されてしまった場合には、トリミング先の ROI
も縮小して、位置が狂わないようにしてコピーする． 
⑤ 30×60 ピクセルの画像にバイリニアでリサイズする． 
なお、②の 0.112731 という数値は全サンプルの平均中心点位置から数値を算出した．実際
に作成された画像を図 8.4 に示す． 
 
８．２．１．３ 負例画像生成 
 学習、検出実験のデータとして、人物の含まれていない画像を負例として与える必要が
ある．こちらも INRIA Person Dataset より、図 8.3 に示すような人物の映っていない画像
を用いて学習、検出サンプルを生成した．負例用画像にはアノテーションファイルが付与
されていないため、画像をランダムな領域でトリミングし、正例の人物画像と同様、30×
60 ピクセルの画像にリサイズした．実際に作成された画像を図 8.5 に示す． 
 
  
図 8.3 INRIA Person Dataset 
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８．２．２ Positive データ 
 人物全身像をあらわす正例画像として、以下の画像を用いた．これらの画像は既に正規
化処理を行った後の画像である． 
 
 
  
図 8.4 人物全身像画像例 
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８．２．３ Negative データ 
 人物領域以外の負例画像として、以下の画像を用いた．これらの画像も Positive データ
と同様に既に正規化処理を行った後の画像である． 
 
 
  
図 8.5 非人物画像例 
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９．実験結果と考察 
 
９．１ 実験結果 
 ここでは８章で示した実験の結果を提示する． 
 
９．１．１ 色特徴重みの変更実験 
 実験８．１．１の結果を以下に示す．グラフ横軸が色特徴重み、縦軸が検出精度を表す． 
 
  
図 9.1 色特徴重みの変更結果 
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９．１．２ 正規化を行わない検出実験 
 実験８．１．２の結果を以下に示す． 
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図 9.2 正規化の有無による検出精度の変化 
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９．１．３ 色特徴セルサイズの変更実験 
 実験８．１．３の結果を以下に示す．グラフ横軸が色特徴セルサイズ、縦軸が検出精度
を表す． 
 
  
図 9.3 色特徴セルサイズの変更結果 
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９．１．４ 重みの高い局所領域分析 
 実験８．１．４の結果を以下に示す．左から色特徴重みが 0.2～0.8 まで 0.1 刻みとなっ
ており、色の明るいセルの特徴量の重みが高い． 
 
  
図 9.4 分類器中で重みの高い HOG セル領域 
 
  
図 9.5 分類器中で重みの高い色特徴セル領域 
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９．１．５ 学習分類器の詳細分析 
 実験８．１．５の結果を以下に示す．画像中央が HOG で使用されている特徴量、画像右
が色特徴で試用されている特徴量を表す．線分の濃さが特徴量の重みを表し、HOG では角
度がエッジの向きを、色特徴では色相を表している．なお、色特徴では線分向きに対応し
た色で着色してある． 
 
  
図 9.6 学習済み分類器の分析結果 
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９．１．６ HOG との相関を利用した検出実験 
 実験８．１．６の結果を以下に示す． 
 
  
図 9.7 HOG との相関の有無による検出率の変化 
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９．１．７ 検出失敗画像の分析 
 実験８．１．７の結果を以下に示す． 
 
図 9.8 HOG のみを用いた場合の誤検出画像 
 
  
図 9.9 HOG のみを用いた場合の検出漏れ画像 
 
  
図 9.10 HOG と色特徴を組み合わせた場合の誤検出画像 
 
  
図 9.11 HOG と色特徴を組み合わせた場合の検出漏れ画像 
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以上の画像を整理しなおしたものを以下に示す． 
 
  
図 9.12 色特徴と組み合わせても誤検出してしまった画像 
 
  
図 9.13 色特徴と組み合わせて誤検出が解消された画像 
 
  
図 9.14 色特徴と組み合わせて新たに誤検出が発生した画像 
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図 9.15 色特徴と組み合わせることで検出漏れを改善した画像 
 
 
図 9.16 色特徴と組み合わせることで検出漏れを改善した画像 
 
 
図 9.17 色特徴と組み合わせて新たに検出漏れを起こしてしまった画像 
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９．２ 考察 
 ここでは９．１の実験結果に対する考察を述べる． 
 
９．２．１ 色特徴重みの変更実験 
実験結果から、色特徴重みを 0.1～0.5 程度に設定すると検出精度が向上しており、色特
徴の重みが大きすぎると検出精度が低下していることが分かる．これは検出で色特徴が
HOG による検出に補助的に働きかけ、精度向上を助ける役目をしているためと思われる． 
 
９．２．２ 正規化を行わない検出実験 
 実験結果より、色特徴の正規化処理をスキップする事で、検出精度が低下してしまうこ
とが確認できる．正規化処理によってある程度の検出精度向上が確認できた．局所領域の
色特徴量でも周囲のセルの値を用いた正規化を行った方が良いということが分かる． 
 
９．２．３ 色特徴セルサイズの変更実験 
 実験結果から、色特徴のセル領域サイズを小さくすることで検出精度が向上しているこ
とが分かる．こちらは、顔領域の大きさに合わせて、小さな領域で色特徴を記述すること
で、領域内に頭部肌色以外の色成分によるノイズが含まれにくくなるためと思われる．一
方で、小さなセルサイズでは図 9.4 に示すように特徴量の次元数が非常に大きくなり、計算
負荷の増大が問題となる． 
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図 9.18 色特徴セルサイズと特徴量次元数 
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９．２．４ 重みの高い局所領域分析 
 実験結果より、HOG では人物のシルエットに沿って特徴量が選択されていることがわか
る．また、特に頭部、脚部付近の特徴量の重みが高い様子が確認できる．色特徴において
は、いずれの重みにおいても共通して頭部付近の色情報に着目していることがわかるが、
顔領域以外の特徴量もいくつか選択されている．特に検出精度が低下する 0.6 以上では、頭
部領域以外の特徴量が多く用いられている． 
 
９．２．５ 学習分類器の詳細分析 
 実験結果から、選出された HOG 特徴量を調べてみると、人物の頭部領域、そして脚部領
域のエッジの重みが高く設定されている．また、脚部領域では垂直に近い成分が多くなっ
ている．一方で、腕部のエッジは比較的弱く、動作による形状変化の多い腕部のエッジは
あまり用いられていない様子が分かる．一方、色特徴においては重みの高い色特徴はすべ
て頭部領域に集中しており、色は赤みがかった色が設定されている．この結果から、色特
徴ベクトルの中から、機械学習によって自動的に頭部肌色が選出されていると考えること
が出来る． 
 
９．２．６ HOG との相関を利用した検出実験 
 実験結果より、HOG との相関を利用した手法では、HOG との相関を利用しない手法と
比較して若干検出精度が低下しているようである．特に色特徴重みを大きくした際に検出
精度の低下が目立っている．現在の実装では色特徴の算出の際にＨＯＧベクトル長の平均
値を境に離散的に処理してしまっている影響も考えられるほか、HOG のヒストグラム値が
高いセルが必ずしも人物の領域のみを捕らえているとは限らず、相関のとり方が適切では
なかったことが考えられる． 
 
９．２．７ 検出失敗画像の分析 
 実験結果より、誤検出画像の改善、劣化画像にはこれと言った傾向が見られず、誤検出
改善画像と新たな誤検出画像の総数も殆ど同じであった．一方、未検出画像では改善した
画像として、壁や子供に脚部が隠れてしまうようなオクルージョンの大きい画像や、塀の
上にしゃがんでいる画像などの検出漏れが改善し、傾向として、モーションの大きい人物
画像の検出が改善しているように思われる．新たに検出漏れが発生した画像では、帽子を
かぶっている画像や、白髪の頭部が映っている画像など、頭部に特徴的な要素のある画像
や、色つき照明によって肌色が正しく検知できない画像などが新たに検出漏れを起こして
いることがわかる．また、人物領域がほとんど白飛びを起こしてしまっている画像などで
は、HOG のみの場合も、色特徴を組み合わせた場合も検出漏れを起こしてしまっている． 
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１０．総括 
 
１０．１ まとめ 
 本研究では人物全身像検出において、形状を表す HOG 特徴量に、局所的色情報を付加す
る、付加色特徴を組み合わせて人物全身像検出を行う手法の提案を行った．また本提案の
有効性を調べるため、INRIA Person Dataset を用いた検出実験を行った． 
 実験結果から色特徴重みが小さい範囲で検出精度が向上し、色特徴の重みが大きすぎる
と検出精度が低下していることが分かった．これは検出で色特徴が HOG による検出に補助
的に働きかけ、精度向上を助ける役目をしているためと思われる．また、色特徴のセル領
域サイズを小さくすることで検出精度が向上していることが分かった．こちらは、顔領域
の大きさに合わせて、小さな領域で色特徴を記述することで、領域内に頭部肌色以外の色
成分によるノイズが含まれにくくなるためと思われる．また、学習分類器の分析結果より、
色成分中から頭部肌色が自動的に選出されていることが確認できた． 
 
１０．２ 今後の課題 
 今後の課題として、精度の向上にはいたらなかった HOG と色特徴の連携を利用した特徴
量記述手法のさらなる検討が考えられる．また、特徴量間の共起表現[7]を用いるなど、空
間的な対称性や連続性を考慮した改良によってさらに検出精度の向上が見込めるのではな
いかと思われる．今回人物全身像による検出を行ったが、人物以外の対象にも本提案を適
用できる対象があるのではないかと思われる． 
 
  
図 10.1 共起表現を用いた分類器[9] 
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