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This paper is devoted to studying a class of solutions to the nonlinear Boltzmann equation
having inﬁnite kinetic energy, these solutions have an upper Maxwellian bound with
inﬁnite kinetic energy. Firstly, the existence and stability of this kind of solutions are
established near vacuum. Secondly, it is proved that this kind of solutions are stable for
any initial data, as a consequence, the Boltzmann equation has at most one solution with
inﬁnite kinetic energy. Finally, the long time behavior of the solutions is also established.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider the Cauchy problem of the nonlinear Boltzmann equation⎧⎨
⎩
∂
∂t
f (t, x, ξ) + ξ · ∇x f = Q ( f , f )(t, x, ξ), t ∈ [0,∞);
f (0, x, ξ) = f0(x, ξ) 0,
(1.1)
where (x, ξ) ∈ R3 × R3, Q ( f , f ) is the Boltzmann collision operator. For the inverse power law potentials with Grad’s
angular cut-off assumption, the operator is deﬁned by [1,3]
Q ( f , f ) =
∫
R3×S2+
B
(|ξ − ξ∗|, θ)( f ′ f ′∗ − f f∗)dξ∗ dω, B(|V |, θ)= |V |βb(θ),
where −1 < β  1, cos θ = ( ξ∗−ξ|ξ∗−ξ | ,ω), b(θ) 0 and
∫
S
2+ b(θ)dω = b0 < ∞. In this case, Q ( f , f ) can be split into the gain
term and loss term: Q ( f , f ) = Q +( f , f ) − Q −( f , f ), in which
Q +( f , f ) =
∫
R3×S2+
|ξ − ξ∗|βb(θ) f ′ f ′∗ dξ∗ dω,
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∫
R3×S2+
|ξ − ξ∗|βb(θ) f f∗ dξ∗ dω = f L( f ),
L( f ) = b0
∫
R3
|ξ − ξ∗|β f∗ dξ∗ dω.
Here V = ξ − ξ∗ , f ′ = f (t, x, ξ ′), f ′∗ = f (t, x, ξ ′∗), f = f (t, x, ξ) and f∗ = f (t, x, ξ∗). We recall that (ξ ′, ξ ′∗) and (ξ, ξ∗) are the
velocities of a pair of particles before and after a collision, respectively. We have the following relations between (ξ ′, ξ ′∗)
and (ξ, ξ∗):⎧⎪⎨
⎪⎩
ξ ′ = ξ + (ξ∗ − ξ,ω)ω,
ξ ′∗ = ξ∗ − (ξ∗ − ξ,ω)ω,
ω ∈ S2+ =
{
ω ∈R3: |ω| = 1, (ξ∗ − ξ,ω) 0
}
.
Obviously
ξ ′ + ξ ′∗ = ξ + ξ∗, |ξ ′|2 +
∣∣ξ ′∗∣∣2 = |ξ |2 + |ξ∗|2.
A nonnegative measurable function f (t, x, ξ) deﬁned on (x, ξ, t) ∈R3 ×R3 × [0,∞) is called a (mild) solution to (1.1) if
for almost all (x, ξ) ∈R3 ×R3, Q ±( f , f )#(t, x, ξ) ∈ L1loc[0,∞) and
f #(t, x, ξ) = f0(x, ξ) +
t∫
0
Q ( f , f )#(s, x, ξ)ds, t ∈ [0,∞), (1.2)
where f #(t, x, ξ) = f (t, x+ tξ, ξ). It is equivalent to say that for almost all (x, ξ) ∈R3 ×R3, Q ±( f , f )#(t, x, ξ) ∈ L1loc[0,∞)
and for almost all t ∈ [0,∞)⎧⎨
⎩
d
dt
f #(t, x, ξ) + f #L( f )#(t, x, ξ) = Q +( f , f )#(t, x, ξ);
f #(0, x, ξ) = f0(x, ξ) 0.
(1.3)
It is well known that (1.3) is equivalent to the exponential integral form:
f #(t, x, ξ) = exp
(
−
t∫
0
L( f )#(s, x, ξ)ds
)
f0(x, ξ) +
t∫
0
exp
(
−
t∫
s
L( f )#(τ , x, ξ)dτ
)
Q +( f , f )#(s, x, ξ)ds. (1.4)
The ﬁrst existence result of the Cauchy problem (1.1) in the case of perturbation of vacuum is due to Illner and Shin-
brot [4]. Assuming that the initial datum f0 decays fast at inﬁnite such that∫
R3
(
1+ |ξ |2)r/2 sup
x∈R3
exp
(
α|x|2) f0(x, ξ)dξ < ∞
is small enough (here r and α are positive constants), they proved that there exists a unique global solution to the Cauchy
problem. Later, much progress was achieved by Bellomo and Toscani [2], subsequently developed by Toscani [9]. Assuming
that
‖ f0‖ = sup
(x,ξ)∈R3×R3
| f0(x, ξ)|
h(x)m(ξ)
is small enough, it was proved in [2,9] that the Cauchy problem (1.1) has a unique global solution f (t, x, ξ) both for hard
and soft potentials; furthermore, the solution satisﬁes
sup
{ | f #(t, x, ξ)|
h(x)m(ξ)
: (t, x, ξ) ∈ (0,∞) ×R3 ×R3
}
< 2‖ f0‖.
Here h(x) and m(ξ) are the polynomial or exponential decaying functions:
h(x) = (1+ |x|2)− p2 or h(x) = exp(−r|x|2), p > 1, r > 0,
m(x) = (1+ |ξ |2)−k or m(ξ) = exp(−α|ξ |2), k >max{1, 2+ β
2
}
, α > 0.
The long time behavior of the solutions was also investigated by Toscani [8].
28 X. Zhang, S. Hu / J. Math. Anal. Appl. 347 (2008) 26–34In 1997, Mischler and Perthame [7] discussed solutions with inﬁnite kinetic energy. Let
M(x, ξ) = C0
6
exp
(
−1
2
∣∣∣∣ x− x0a − ξ − ξ0b
∣∣∣∣
2)
, (1.5)
where C0, a and b are given positive constants, and x0, ξ0 ∈R3 are given vectors. Obviously, M(x, ξ) is a Maxwellian having
inﬁnite mass and kinetic energy. Supposing that the collision kernel B(|ξ − ξ∗|, θ) satisﬁes
A
(|V |)= ∫
S
2+
B
(|V |, θ)dω ∈ Lp(R3)
for some p ∈ ( 32 ,∞] and the positive constant C0 is small enough, they proved that the Cauchy problem (1.1) has a global
solution f (t, x, ξ) such that 0 f #(t, x, ξ) C(t)M(x, ξ), where C(t) is a continuous function deﬁned on [0,∞). Obviously,
the above assumption is not satisﬁed by the inverse power law potentials with Grad’s angular cut-off except for Maxwellian
molecules, since in this case we have A(|V |) = b0|V |β (0 < |β|  1). In [6], X. Lu considered many variants concerning
solutions with inﬁnite kinetic energy, particularly, he replaced the traveling M(x−tξ, ξ) by the polynomial decaying function
(k > 0)
Φ(x− tξ, ξ) =
(
1+
∣∣∣∣ x− tξ − x0a − ξ − ξ0b
∣∣∣∣
)−k
and proved the existence of continuous mild solutions with inﬁnite energy both for initial and ﬁnal value problems with
soft potentials, furthermore, some asymptotic properties were investigated. The main tool is a novel representation of the
collision operator proved in that paper. In this paper, the global existence, stability and long time behavior of distributional
solutions with inﬁnite energy and bounds of the traveling Maxwellian M(x− tξ, ξ), which is smaller in magnitude at inﬁnity
than Φ(x− tξ, ξ), are discussed for soft potentials (−1< β  0).
2. Existence and stability of solutions with inﬁnite energy: Perturbation of vacuum
As far as we know, all the results mentioned above except [6,7] are obtained by Kaniel–Shinbrot iteration method
[5, pp. 76–79] which is a powerful tool in kinetic theory. Since the method is also used in the present paper, we brieﬂy
introduce its idea below (see also [1, Section 2.1]). Firstly, choosing a pair of suitably initial iteration functions l0, u0 such
that 0 l0(t, x, ξ) u0(t, x, ξ), and for almost all (x, ξ) ∈R3 ×R3,
u#0 ,u
#
0 L(u0)
#, Q +(u0,u0)# ∈ L1loc[0,∞). (2.1)
By the nonnegativity and monotonic increasing of Q ±( f , f ), we have
l#0 , l
#
0 L(l0)
#, Q +(l0, l0)# ∈ L1loc[0,∞) (2.2)
for almost all (x, ξ) ∈ R3 × R3. We construct the ﬁrst iterative equation from (1.3) (for convenience, we leave out the
variables t , x, ξ ):⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
d
dt
l#1 + l#1 L(u0)# = Q +(l0, l0)#,
d
dt
u#1 + u#1 L(l0)# = Q +(u0,u0)#,
l#1 (0) = u#1 (0) = f0.
(2.3)
It follows from the assumptions (2.1) and (2.2) that for almost all (x, ξ), the linear ordinary differential equation (2.3) has a
unique solution (l#1 ,u
#
1 ) deﬁned on [0,∞), it can be represented by the exponential integral form:
l#1 (t) = exp
(
−
t∫
0
L(u0)
#(s)ds
)
f0 +
t∫
0
exp
(
−
t∫
s
L(u0)
#(τ )dτ
)
Q +(l0, l0)#(s)ds, (2.4)
u#1 (t) = exp
(
−
t∫
0
L(l0)
#(s)ds
)
f0 +
t∫
0
exp
(
−
t∫
s
L(l0)
#(τ )dτ
)
Q +(u0,u0)#(s)ds. (2.5)
Kaniel and Shinbrot established the following important theorem.
Theorem 2.1. (See [5, pp. 76–79].) Suppose that the beginning condition
l#0 (t) l#1 (t) u#1 (t) u#0 (t), t ∈ [0,∞) (2.6)
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⎪⎪⎪⎪⎩
d
dt
l#n+1 + l#n+1L(un)# = Q +(ln, ln)#,
d
dt
u#n+1 + u#n+1L(ln)# = Q +(un,un)#,
l#n+1(0) = u#n+1(0) = f0
(2.7)
admits a unique solution (l#n+1(t),u#n+1(t)) (t ∈ [0,∞)). Further, for almost all x, ξ and all t ∈ [0,∞), l#0 (t) l#1 (t) · · · l#n+1(t)
u#n+1(t) · · · u#1 (t) u#0 (t). Therefore, there exists a pair of measurable functions (l#(t), u#(t)) such that
l#n (t) ↑ l#(t), u#n (t) ↓ u#(t), n → ∞,
0 l#0 (t) l#(t) u#(t) u#0 (t),
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
d
dt
l#(t) + l#(t)L(u)#(t) = Q +(l, l)#(t),
d
dt
u#(t) + u#(t)L(l)#(t) = Q +(u,u)#(t),
l#(0) = u#(0) = f0.
(2.8)
Consequently, if l#(t) = u#(t), the Cauchy problem (1.1) has a nonnegative mild solution f (t, x, ξ) = l(t, x, ξ).
Throughout this paper, we assume −1 < β  0 and M(x, ξ) is deﬁned by (1.5). Let
Mt(x, ξ) = M(x− tξ, ξ) = C0
6
exp
(
−1
2
∣∣∣∣ x− tξ − x0a − ξ − ξ0b
∣∣∣∣
2)
, t  0.
Lemma 2.2. for t  0 and x, ξ ∈R3 ,
L(Mt)
#(t, x, ξ) 2
β
2 Γ (1+ β) (2π)
3/2b0C0
6γ 3+β(t)
,
where γ (t) = (bt+a)ab .
Proof. By the deﬁnition of L,
L(Mt)
#(t, x, ξ) = b0C0
6
∫
R3
|ξ − ξ∗|β exp
(
−1
2
∣∣∣∣ x+ t(ξ − ξ∗) − x0a − ξ∗ − ξ0b
∣∣∣∣
2)
dξ∗
= b0C0
6
∫
R3
|ξ − ξ∗|β exp
(
−1
2
∣∣∣∣b(x− x0) − a(ξ − ξ0)ab + (bt + a)(ξ − ξ∗)ab
∣∣∣∣
2)
dξ∗.
Let
U = b(x− x0) − a(ξ − ξ0)
ab
,
then
L(Mt)
#(t, x, ξ) = b0C0
6
∫
R3
|ξ − ξ∗|β exp
(
−1
2
∣∣U + γ (t)(ξ − ξ∗)∣∣2
)
dξ∗
= b0C0
6
∫
R3
|V |β exp
(
−1
2
∣∣U + γ (t)V ∣∣2)dV .
Estimating the integral in the right-hand side in a suitable cylindrical coordinates as in [1, pp. 42–43], we obtain the desired
result. 
Introducing a Banach space X :
X =
{
f (t, x, ξ): f is Lebesgue measurable and ‖ f ‖ = sup
t,x,ξ
| f #(t, x, ξ)|
M(x, ξ)
< ∞
}
,
then we have
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t∫
0
Q ±
(| f |, |g|)#(s, x, ξ)ds κ‖ f ‖‖g‖M(x, ξ),
where κ > 0 is a constant depending only upon C0 , a, b and β .
Proof. Since Q −(| f |, |g|) = | f |L(|g|), it follows from Lemma 2.2 that
t∫
0
Q −
(| f |, |g|)#(s, x, ξ)ds ‖ f ‖‖g‖M(x, ξ)
t∫
0
L(Ms)
#(s, x, ξ)ds
 2
β
2 Γ (1+ β) (2π)
3/2b0C0
6
‖ f ‖‖g‖M(x, ξ)
t∫
0
γ −(3+β)(s)ds
 2
β
2 Γ (1+ β) (2π)
3/2b0C0
6
ab2+β
2+ β ‖ f ‖‖g‖M(x, ξ).
So, the result is proven for Q −(| f |, |g|). Noticing that M(x, ξ) is a local Maxwellian, we can demonstrate the + case similar
to the ﬁrst step. 
Theorem 2.4. Suppose f0(x, ξ) 0 and ‖ f0‖0 = supx,ξ | f0(x,ξ)|M(x,ξ) < 16κ . Then
(1) there exists a nonnegative global solution f to the Cauchy problem (1.1) such that
f #(t, x, ξ) <
1
3κ
M(x, ξ);
(2) the nonnegative solution to the Cauchy problem (1.1) in the ball { f ∈ X: ‖ f ‖ < 2‖ f0‖0} is unique.
Proof. Let μ(‖ f0‖0) = 1−
√
1−4κ‖ f0‖0
2κ , we take l
#
0 (t) and u
#
0 (t) in the iteration scheme (2.3) as follows
l#0 (t) = 0, u#0 (t) = μ
(‖ f0‖0)M(x, ξ).
Obviously, they satisﬁes (2.1) and (2.2), we show that the beginning condition (2.6) is satisﬁed. By (2.4) and (2.5), it is easy
to verify that
0= l#0 (t) l#1 (t) f0  u#1 (t).
On the other hand, it follows from Proposition 2.3 and the deﬁnition of μ(·) that
u#1 (t)μ
(‖ f0‖0)M(x, ξ) = u#0 (t),
that is to say that the beginning condition (2.6) is valid. By Theorem 2.1, there exists a sequence {l#n+1(t),u#n+1(t)}
(t ∈ [0,∞)) such that for almost all (x, ξ) and all t ∈ [0,∞), l#0 (t)  l#1 (t)  · · ·  l#n+1(t)  u#n+1(t)  · · ·  u#1 (t)  u#0 (t);
furthermore, there are a pair of functions (l#(t), u#(t)) such that
l#n (t) ↑ l#(t), u#n (t) ↓ u#(t), n → ∞,
0 l#0 (t) l#(t) u#(t) u#0 (t).
Now we are in a position to show that l#(t) = u#(t). We obtain from (2.8)
(u − l)#(t)
t∫
0
Q +(u − l,u)#(s)ds +
t∫
0
Q +(l,u − l)#(s)ds +
t∫
0
Q −(u,u − l)#(s)ds,
noticing (u − l)#(t) 0, we get by Proposition 2.3 that (u − l)#(t) [2κ‖u‖ + κ‖l‖]‖u − l‖M(x, ξ). Hence,
‖u − l‖ 3κ‖u0‖‖u − l‖ 3κμ
(‖ f0‖0)‖u − l‖ < 6κ‖ f0‖0‖u − l‖.
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f (t, x, ξ) = u(t, x, ξ) to the Cauchy problem (1.1). Obviously
f #(t, x, ξ) = u#(t, x, ξ) u#0 (t, x, ξ) 2‖ f0‖0M(x, ξ) <
1
3κ
M(x, ξ).
(2) Let f , g are two nonnegative solutions to (1.1) such that ‖ f ‖ < 2‖ f0‖0, ‖g‖ < 2‖ f0‖0, then Q ±( f , f )#(t, x, ξ) ∈
L1loc[0,∞) for almost all (x, ξ) ∈R3 ×R3, and for almost all t ∈ [0,∞)⎧⎨
⎩
d
dt
( f − g)#(t) = Q ( f , f )#(t) − Q (g, g)#(t),
( f − g)#(0) = 0.
Using Proposition 2.3 and the above equation, it is easy to verify that
[
( f − g)#(t)]+  κ[‖ f ‖ + 2‖g‖]‖ f − g‖M(x, ξ) −
t∫
0
Q −( f − g, f )#(s)χ(s)ds,
where χ(t, x, ξ) the characteristic function of the set {(t, x, ξ): ( f − g)#(t, x, ξ) 0}. Since Q −( f − g, f )#(s, x, ξ)χ(s, x, ξ) =
|( f − g)#(s, x, ξ)|L( f )#(s, x, ξ) 0, we get[
( f − g)#(t, x, ξ)]+  κ[‖ f ‖ + 2‖g‖]‖ f − g‖M(x, ξ). (2.9)
Exchanging the position of f and g , we also get[
( f − g)#(t, x, ξ)]−  κ[2‖ f ‖ + ‖g‖]‖ f − g‖M(x, ξ). (2.10)
(2.9) and (2.10) imply (we denote by a ∨ b the maximum value of a and b)
| f − g|#(t, x, ξ) κ[‖ f ‖ + ‖g‖ + (‖ f ‖ ∨ ‖g‖)]‖ f − g‖M(x, ξ),
consequently,
‖ f − g‖ κ[‖ f ‖ + ‖g‖ + (‖ f ‖ ∨ ‖g‖)]‖ f − g‖ 5
6
‖ f − g‖,
which implies that f = g . 
Remark 2.5. Theorem 2.4 can be viewed as an existence and uniqueness result relating to perturbation of vacuum by
inputting a very small amount of gas with inﬁnite energy. Below is a local stability result of the Cauchy problem (1.1) near
vacuum.
Theorem 2.6. let f0(x, ξ) and g0(x, ξ) be nonnegative functions such that ‖ f0‖0 ∨ ‖g0‖0 < 16κ , and suppose that f and g are the
nonnegative solutions to the Cauchy problem (1.1) corresponding to initial values f0 and g0 , respectively. Then
‖ f − g‖ ‖ f0 − g0‖0
1− 3κμ(‖ f0‖0 ∨ ‖g0‖0) ,
where μ(τ) = 1−
√
1−4κτ
2κ .
Proof. It is similar to the proof of (2.9) and (2.10), we can show that[
( f − g)#(t, x, ξ)]+  ( f0 − g0)+ + κ[‖ f ‖ + 2‖g‖]‖ f − g‖M(x, ξ), (2.11)[
( f − g)#(t, x, ξ)]−  ( f0 − g0)− + κ[2‖ f ‖ + ‖g‖]‖ f − g‖M(x, ξ). (2.12)
By the proof of Theorem 2.4, we know
f #(t) u#0 (t)μ
(‖ f0‖0)M(x, ξ), g#(t) u#0 (t)μ(‖g0‖0)M(x, ξ),
consequently, ‖ f ‖μ(‖ f0‖0), ‖g‖μ(‖g0‖0). (2.11) and (2.12) obviously imply that
‖ f − g‖ ‖ f0 − g0‖0 + 3κ
[
μ
(‖ f0‖0)∨ μ(‖g0‖0)]‖ f − g‖.
Since
3κ
[
μ
(‖ f0‖0)∨ μ(‖g0‖0)]= 3κμ(‖ f0‖0 ∨ ‖g0‖0)< 1,
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‖ f − g‖X  1
1− 3κμ(‖ f0‖0 ∨ ‖g0‖0)‖ f0 − g0‖0.
This completes the proof. 
3. Stability and long time behavior for large initial data
In the last section, we have shown that for initial value f0 such that ‖ f0‖0 is small enough, the nonnegative solutions
to the Cauchy problem (1.1) is unique and stable in the ball { f ∈ X: ‖ f ‖ < 2‖ f0‖0}. In this section, we shall establish the
stability result of the Cauchy problem (1.1) in the whole space X . For this purpose, we introduce a new norm for any ﬁxed
t  0,
‖ f ‖(t) = sup
(x,ξ)∈R3×R3
| f #(t, x, ξ)|
M(x, ξ)
, f ∈ X .
Theorem 3.1. Suppose that f0(x, ξ) and g0(x, ξ) are nonnegative measurable functions such that ‖ f0‖0 and ‖g0‖0 are ﬁnite, let f
and g are any nonnegative solutions to the Cauchy problem (1.1)with initial values f0 and g0 , respectively. Then there exists a positive
constant λ such that
‖ f − g‖(t) ‖ f0 − g0‖0 exp
(‖ f + g‖λt), t  0.
Consequently, the Cauchy problem (1.1) has at most one solution in the space X.
Proof. By the assumption, g satisﬁes
g#(t, x, ξ) = g0(x, ξ) +
t∫
0
Q (g, g)#(s, x, ξ)ds, t  0. (3.1)
Subtracting (3.1) from (1.2) and using the properties of the collision operator, we obtain
f #(t, x, ξ) − g#(t, x, ξ) = f0(x, ξ) − g0(x, ξ) + 1
2
t∫
0
Q ( f − g, f + g)#(s, x, ξ)ds + 1
2
t∫
0
Q ( f + g, f − g)#(s, x, ξ)ds.
Using the deﬁnitions of the norms ‖ f ‖ and ‖ f ‖(t), we have
| f − g|#(t) ∣∣ f0(x, ξ) − g0(x, ξ)∣∣+ 1
2
t∫
0
Q +
(| f − g|, f + g)#(s)ds + 1
2
t∫
0
Q +
(
f + g, | f − g|)#(s)ds
+ 1
2
t∫
0
Q −
(| f − g|, f + g)#(s)ds + 1
2
t∫
0
Q −
(
f + g, | f − g|)#(s, x, ξ)ds
 ‖ f + g‖
t∫
0
‖ f − g‖(s)ds
∫
R3×S2+
B
(|V |, θ)M(x+ s(ξ − ξ ′), ξ ′)M(x+ s(ξ − ξ ′∗), ξ ′∗)dξ∗ dω
+ ‖ f + g‖
t∫
0
‖ f − g‖(s)ds
∫
R3×S2+
B
(|V |, θ)M(x, ξ)M(x+ s(ξ − ξ∗), ξ∗)dξ∗ dω.
Since ξ ′ + ξ ′∗ = ξ + ξ∗ , |ξ ′|2 + |ξ ′∗|2 = |ξ |2 + |ξ∗|2 and (ξ − ξ ′)⊥(ξ − ξ ′∗), we get
M
(
x+ s(ξ − ξ ′), ξ ′)M(x+ s(ξ − ξ ′∗), ξ ′∗)= M(x, ξ)M(x+ s(ξ − ξ∗), ξ∗).
Hence
| f − g|#(t, x, ξ)
M(x, ξ)
 | f0(x, ξ) − g0(x, ξ)|
M(x, ξ)
+ 2‖ f + g‖
t∫
L(Ms)
#(s, x, ξ)‖ f − g‖(s)ds.
0
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‖ f − g‖(t) ‖ f0 − g0‖0 + λ‖ f + g‖
t∫
0
‖ f − g‖(s)ds, t > 0,
where
λ = 2 β2 Γ (1+ β) (2π)
3/2b0bC0
3
.
By Gronwall’s lemma, we know that for all t  0, ‖ f − g‖(t) ‖ f0 − g0‖0 exp(‖ f + g‖λt). This completes the proof. 
Finally, we prove the following result about the long time behavior of the solutions.
Theorem 3.2. Let f0 be a nonnegative measurable function such that ‖ f0‖0 < ∞, and let f (t, x, ξ) ∈ X be a nonnegative solution to
the Cauchy problem (1.1). Then there exists a nonnegative measurable function f˜ (x, ξ) ∈ L∞(R3 ×R3, dxdξ) such that∥∥ f #(t, x, ξ) − f˜ (x, ξ)∥∥L∞  c(at + b)2+β , t  1, (3.2)
where c > 0 is a positive constant depending only upon β , a, b and C0 .
Proof. For 1 < t < T < ∞, we estimate ∫ Tt Q ( f , f )#(s, x, ξ)ds as follows∣∣∣∣∣
T∫
t
Q ( f , f )#(s, x, ξ)ds
∣∣∣∣∣ 2‖ f ‖2M(x, ξ)
T∫
t
ds
∫
R3×S2+
V βb(θ)M
(
x+ s(ξ − ξ∗), ξ∗
)
dξ∗
 2‖ f ‖2M(x, ξ)
T∫
t
L#(Ms)(s, x, ξ)ds.
By Lemma 2.2, we have
∣∣∣∣∣
T∫
t
Q ( f , f )#(s, x, ξ)ds
∣∣∣∣∣ 2‖ f ‖2M(x, ξ)
T∫
t
2
β
2 Γ (1+ β) (2π)
3/2b0C0
6γ 3+β(t)
ds
 2
β
2 +1Γ (1+ β) (2π)
3/2b0C0
6
ab2+β
2+ β ‖ f ‖
2M(x, ξ)
{
1
(at + b)2+β −
1
(aT + b)2+β
}
= 2κ‖ f ‖2M(x, ξ)
{
1
(at + b)2+β −
1
(aT + b)2+β
}
 2κ‖ f ‖2 1
(at + b)2+β .
Hence, for any 1< t < T∥∥∥∥∥
T∫
t
Q ( f , f )#(s, x, ξ)ds
∥∥∥∥∥
L∞
 2κ‖ f ‖2 1
(at + b)2+β . (3.3)
This implies that
lim
t→∞
t∫
0
Q ( f , f )#(s, x, ξ)ds =
∞∫
0
Q ( f , f )#(s, x, ξ)ds, in L∞
(
R
3 ×R3). (3.4)
Letting
f˜ (x, ξ) = f0(x, ξ) +
∞∫
0
Q ( f , f )#(s, x, ξ)ds,
and taking the limit of t → ∞ in (1.2), we obtain by (3.4) that
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t→0
∥∥ f #(t, x, ξ) − f˜ (x, ξ)∥∥L∞ = 0,
and the estimate (3.2) follows from (3.3). 
Remark 3.3. Theorem 3.2 is a generalization of a well-known asymptotic result due to Toscani [8]. In Theorem 3.2, the speed
for solutions converging to “equilibrium” is 1
(at+b)2+β , while the speed in [8] is given by
1
t .
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