Current camera-monitor teleconferencing applications produce unrealistic imagery and break any sense of presence for the participants.
(a) Typical through-a-window teleconferencing userinterface.
(b) Compelling wide-field-of-view display created using the techniques presented in this paper. The same capture device was used for both (a) and (b The display scale and constrained field of view of these interfaces, allow for very limited interaction, providing the users with only a small "through-a-window" view of each other (Fig  l(a) ).
In this paper, we present a new and simple technique that enables more realistic and compelling teleconferencing applications.
We relax constraints on both t.he capture device and the display environment, and show how to capture and then display the image data in a way that guarantees that the viewer will see perspectively correct imagery. We construct a scalable display environment by tiling a display surface with many light projectors (Fig 1 (I~) We first discuss the straightforward case of one camera and one light projector.
If the camera performs pure perspective projection (i.e., behaves exactly as a pin-hole camera) and the projector is positioned such that its optical axis is orthogonal to a planar display surface, then the mapping between camera coordinates C(U, U) and projector coordinates P(z, y) can be described as a change in scale: C(u, u) = P(su, s.), where s is the scale factor.
Iinowing the scale factor makes it possible to capture and display images so that they appear geometrically correct. In practice, capture devices do not exhibit pure perspective projection and introduce perturbations of the mappings such that C(u + 6,, u + a,,) = P(su, 3~). It is often possible to model this perturbation with first and second order approximation to the distortion, which is generally radial distortion.
The We present a solution that avoids the difficulties of solving for the above parameters. Figure  2 outlines the idea. In Fig. 2(a) 3-D points n/11, Mz, A43 are illuminated on the display surface by the projector pixels pl , pz, ~3. These points project to the viewer's image plane at ~1, ~2. ~3. In Fig. 2(b) we place camera where the viewer's eye is t.o be located.
Due to dist,ortion in the camera the viewer's points are perturbed such that cl = ~1 -+ 61, c2 = 212 + 62, c3 = u3 +63.
From this location we find a mapping between the pixels in the projector and their viewed location in the camera, i.e., pi -+ c,. Fig ?(c) shows the camera moved to a different location. The camera imagery is warped such that camera pixels c; map to projector pixels pi before the image is displayed by the projector. When the "pre-warped" image is projected, the display device and underlying display surface undoes the pre-warp and moves the camera pixels to the appropriate locations that will appeal: correct to the viewer. This location, commonly called the srueet spot, is the place from which the viewer should watch the projected imagery.
As the viewer moves away from the sweet spot, the imagery will begin to appear distorted. Moving the camera to the desired position (sweet spot), the structured-light calibration finds the capture-to-display coordinate correspondences. This capture-to-display mapping is saved and used by the rendering application.
Rendering Application
The rendering application uses the capture-to-display data to perform the image warping. From the sampled projector pixels P(z, y) a 2-D triangulated mesh is created in the projector image plane using Deluanay triangulation. For each vertex, P(x, y), its corresponding capture coordinate C(u, w) is used as a texture coordinate. The camera's frame is used as a texture, getting updated every time a new frame is acquired.
The texture-mapping achieves the image pre-warp. The pre-warped image is then displayed by the projector.
Results
This sections outlines several capture/display configurations we have implemented.
Refer to table 1 for performance timings and sampling information.
The following section provides further discussion on these experiments.
6.1 Experiment I: Fish-eye lens, one projector, and planar display surface Our first experiment uses a camera with a 3.8mm fish-eye lens being displayed by one projector on a planar surface. Fig. 4 (a) There is noticeable radial distortion. Each projector triangle vertex is assigned its corresponding camera coordinate as a texture coordinate. Fig. 4(b) shows the projector's textured mesh. The mesh is rendered in wire-frame mode for visibility. Fig. 4(c) shows the final result after pre-warping. Note that the radial distortion has been corrected.
6.2 Experiment II: Fish-eye lens, one projector, nonplanar display surface
In the second experiment, we use the same capture/display configuration as before, but introduce a curved bump on the display surface, shown in Fig. 5(a) . Using the previous capture-to-display mapping does not yield correct imagery (Fig.  5(b) ), because the non-planar display surface intro-' duces new distortion.
After re-calibrating the new configuration, the updated mapping produces the correct imagery across the curved surface (Fig. 5(c) Each projector generates its own capture-to-display mapping.
The camera's video output is spliced to two PCs (one PC for each projector). Fig. 6(a) shows the resulting imagery, which is correct and geometrically seamless over the overlapped region of the projectors. Although our method produces yeometrically seamless imagery in the overlapped region, the photometric seam in this region is visible because of double illumination, which leads to a bright strip. We use current intensity blending techniques [8, lo] to compensate for this artifact.
The intensity of the overlapped regions are attenuated in each projector, such that a point. illuminated by two projectors has the correct intensity value. Fig. 6(b Fig. 8(Left) shows a partial panoramic view of the cap tured conference room (there are still two projectors in the far left and right being clipped).
It was taken away from the sweet spot to give an impression of the overall environment, because of this, it does not look geometrically correct. Fig.8(Right) is the geometrically corrected image take from the sweet spot. 
