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Fault-tolerant quantum computation is the only known route to large-scale, accurate quantum
computers. Fault tolerance schemes prescribe how, by investing more physical resources and scaling
up the size of the computer, we can keep the computational errors in check and carry out more
and more accurate calculations. Underlying all such schemes is the assumption that the error per
physical gate is independent of the size of the quantum computer. This, unfortunately, is not
reflective of current quantum computing experiments. Here, we examine the general consequences
on fault-tolerant quantum computation when constraints on physical resources, such as limited
energy input, result in physical error rates that grow as the computer grows. In this case, fault
tolerance schemes can no longer reduce computational error to an arbitrarily small number, even if
one starts below the so-called fault tolerance noise threshold. Instead, there is a minimum attainable
computational error, beyond which further growth of the computer in an attempt to reduce the error
becomes counter-productive. We discuss simple, but rather generic, situations in which this effect
can arise, and highlight the areas of future developments needed for experiments to overcome this
limitation.
With the advent of small-scale quantum computing de-
vices from companies like IBM, and the myriad software
and hardware quantum startups, the interest in realising
quantum computers is at an all-time high. The latest
declaration of quantum supremacy by Google [1] begs
the question: How do we make our quantum computers
more powerful? The answer is, of course, to have larger
quantum computers. But larger also usually means nois-
ier, with more fragile quantum components that can go
wrong, leading to more computational errors. The way
out of this conundrum is fault-tolerant quantum com-
putation (FTQC), the only known route to scaling up
quantum computers while keeping errors in check.
FTQC schemes have been known since the early days
of the field [2–6], and remain an active field of research,
especially with the recent discussions of experimentally
feasible surface codes (see, for example, Ref. [7] for a re-
view). Underlying all FTQC schemes are basic assump-
tions about the nature of the quantum devices and the
noise afflicting them. Many of these assumptions, laid
down long before experimental devices came about, were
based on general physical expectations not specific to any
one implementation. As we learn more about the shape
of quantum computers to come, it is important to re-visit
those assumptions, to update them to properly describe
real devices.
FTQC tells us how to scale up the quantum computer,
to accommodate larger problem sizes and improve com-
putational accuracy, by increasing the physical resources
spent on implementing the computation. Every known
FTQC scheme relies on quantum error correction (QEC)
codes to remove errors, using more and more powerful
codes to remove more and more errors, accompanied by
a prescription to avoid uncontrolled spread of errors as
the computer grows. One key assumption is that the
physical error probability η—the maximum probability
that an error occurs in a physical qubit or gate—remains
constant as the computer scales up. If η grows as the
computer grows, we cannot expect to keep up with the
rapid accumulation of errors.
Unfortunately, the growth of η with scale is observed
in current quantum devices. For example, in ion-trap
experiments, the gate fidelity drops rapidly if more and
more ions are put into the same trap; this is the motiva-
tion behind the push for networked ion traps and flying
qubits to communicate between traps (see, for example,
[8]). Another example is provided by qubits that are co-
herently controlled, by resonantly addressing their tran-
sition. Here a limit on the total available driving power
results in lower gate fidelity, if many gates have to be
done simultaneously [9].
In this work, we examine the consequences on FTQC
of growing physical error probability η as the computer
scales up. Fig. 1 presents a cartoon of the typical sit-
uation where practical constraints on physical resources
lead to increasing η as the computer grows. It should
come as no surprise that the standard quantum accuracy
threshold theorem [2–6, 10, 11]—a cornerstone result that
says that arbitrarily accurate quantum computation is
attainable by scaling up the physical computer once the
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FIG. 1. A cartoon depicting how resource constraints can lead to increased computational errors. Each gate operation on a
physical qubit (blob) requires a certain amount of physical resource (fence) for good control. If the number of physical qubits
increases as the computer grows, without a proportionate increase in control resource, errors will increase.
noise is below a threshold level—no longer holds. What
is startling is how early its failure can set in, and how eas-
ily such conditions can arise in real experiments. In one
of our examples below (see subsection “Total resource
constraints”), for error correction to even be useful, we
require a condition on the physical error probability that
is 105 smaller than the usual fault-tolerance threshold
condition. This highlights the areas of current weakness
that demand further study, if we want to continue on the
road to genuinely useful quantum computers.
ACCURATE QUANTUM COMPUTING
To be concrete, we examine the FTQC scheme of
Ref. [11], built on idea of concatenating a QEC code put
forth in earlier fault tolerance work. The analysis there
forms the foundation of many subsequent FTQC pro-
posals; our results are hence applicable to those based
on concatenating codes. Such schemes have more well-
established and complete theoretical analyses than some
of the more recent developments like surface codes. They
are hence a good starting point for our investigation here.
The scheme of [11], able to perform universal quantum
computation, is built upon the 7-qubit code [12], using
seven physical qubits to encode one (logical) qubit of in-
formation. We refer to the seven physical qubits used
to encode the logical qubit as a “code block”, and gates
on the logical qubit as “encoded gates”. At the low-
est level of protection against errors, which we refer to
as “level-1 concatenation”, each logical qubit is encoded
using the 7-qubit code into one code block, and every
computational gate is done as an encoded gate on the
code blocks. Every encoded gate is immediately followed
by a QEC box, comprising syndrome measurements to
(attempt to) correct errors in the preceding gate. Faults
can occur in any of the physical components—physical
qubits and gates—including those in the QEC boxes, so
the error correction may not always successfully remove
the errors. Faulty elements in the QEC box may even
add errors to the computer. A critical part of the con-
struction of Ref. [11] is to ensure that the QEC boxes,
even when faulty, do not cause or spread errors on the
physical qubits in an uncontrolled manner provided not
too many faults occur, a realisation of the notion of fault
tolerance.
At level-1 concatenation, the ability of the code to re-
move errors is limited. The 7-qubit code ideally removes
errors in at most one of the seven physical qubits in the
code block. To increase the QEC power, we raise the
concatenation level of the circuit: Every physical qubit
in the lower concatenation level is encoded into seven
physical qubits; every physical gate is replaced by its
7-physical-qubit encoded version, followed by an QEC
box. In this manner, level-k concatenation is promoted
to level-(k + 1) concatenation, for k = 0, 1, 2, . . .. The
QEC ability of each level of concatenation increases in
a hierarchical manner. For example, at level-2 concate-
nation, every logical qubit is stored in 72 = 49 physical
qubits organized into two layers of protection, with the
topmost layer comprising seven blocks of seven physical
qubits each. Each block of seven physical qubits is pro-
tected using the 7-qubit code; the 7 blocks of qubits are
themselves protected by QEC in the second layer. This
logic extends to higher levels of concatenation.
The concatenation endows the overall computational
circuit with a recursive structure (see Fig. 2a), a crucial
ingredient in the proof of the quantum accuracy thresh-
old theorem. The increase in computational resource as
the concatenation level grows is beneficial only if the in-
creased noise due to the larger circuit is less than the
increased ability to remove errors. This leads to the con-
cept of a fault-tolerance threshold condition. The quan-
tum accuracy threshold theorem gives a prescription for
increasing the accuracy of quantum computation with
no more than a polynomial increase in resources, pro-
vided the physical error probability is below a threshold
level. Specifically, for the FTQC scheme of [11], the er-
ror probability per logical gate at level-k concatenation
is upper-bounded by
p(k) =
1
B
(Bη)2
k
. (1)
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FIG. 2. a. The accuracy of a quantum computation can be increased by a FTQC scheme that makes use of concatenation
and recursive simulation. Circuits are designed to be hierarchical, with high-level gate components built from lower-level
components in a self-similar manner. b. A schematic diagram depicting the conventional situation (black dotted lines) where
the physical error probability η is independent of the scale—the concatenation level k— of the computer, and our current
consideration where η grows with k (red solid lines, each for a different value of p(0) ≡ η). If η is k independent, standard
FTQC analysis says that the error per logical gate p(k) can be brought as close to 0 as desired by increasing k, provided one
starts below the threshold (solid horizontal line) at k = 0. If η depends on k, even if one starts below the threshold, p(k)
eventually turns around for large enough k; p(k) cannot reach 0, there is a maximum concatenation level, and further increase
in k only increases the logical error.
Here, η is the physical error probability, and p(0) = η. B
is a numerical constant that captures the increase in com-
plexity (number of physical components) of the circuit
used to implement a single logical gate as one increases k
for increased protection. Eq. (1) expresses quantitatively
the idea of the accuracy threshold theorem: As long as
η <
1
B
≡ ηthres, (2)
p(k) decreases as k increases. Eq. (2) is the threshold con-
dition, i.e., the physical error probability η in the quan-
tum computer has to be below the threshold level ηthres
for FTQC to work.
The double-exponential decrease in p(k) with k can be
achieved [2–6, 10, 11] with only an exponential increase in
resources, giving the no-more-than-polynomial increase
in resource cost claimed in the accuracy threshold the-
orem. The number of physical gates in the circuit that
implements the level-k logical gate is G(k) ≡ Ak, where A
is the number of physical gates in a level-1 encoded gate
together with the QEC box. For the scheme of [11], one
has A = 575 [13], and B =
(
A
2
) ' 105. A more careful
counting gives an improved value of B ' 104 [11].
The quantum accuracy threshold theorem assumes
that the value of η, the physical error probability, remains
constant even as the level of concatenation k increases.
However, as mentioned, as k increases and the physical
size of the computer grows, current experiments suggest
that η also increases. Our goal here is thus to examine
how the conclusions of the quantum accuracy threshold
are modified if η itself grows with k. If η grows as k grows,
intuitively, it is clear that, as k increases in an attempt to
reduce the logical error probability, the underlying noise
per physical component increases to thwart that reduc-
tion. We will see that there is a maximum k beyond
which further concatenation only serves to worsen the
computational accuracy.
RESULTS
We examine the consequences of a k-dependent phys-
ical error probability η(k), illustrating it first with a
toy model, before analysing the more realistic situation
where a constraint on the total resource available for the
computation leads to a shrinking amount of resource per
physical gate as the computer scales up. The general ef-
fect of a k-dependent physical error probability can be
summarized in the schematic Fig. 2b.
Toy model. We first illustrate this with a simple model
in which η(k) = η(0)(1+ck), for k = 0, 1, 2, . . ., where η(k)
is the physical error probability per gate in a computer
large enough to perform level-k concatenation. Here, c ≥
0 and η(0) ≥ 0 are constants governed by the physical
system in question. Although this is a toy model, one can
think of it as the affine approximation of any η(k) function
with weak k dependence, expanded about η(k) = η(0).
For this η(k), Eq. (1) gives
p(k) =
1
B
[
Bη(0)(1 + ck)
]2k
= p
(k)
0 (1 + ck)
2k . (3)
Here, we define
p
(k)
0 ≡
1
B
(
Bη(0)
)2k
, (4)
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FIG. 3. a. An example of how p(k) varies as the concatenation level k increases, for the affine model with c = 0 (lightest color),
0.5, 1, . . . , 10 (darkest color), B = 104 and η0 = 5× 10−6, for which Bη(0) = 0.05, far below the threshold for c = 0. All curves,
apart from that for c = 0, turn around for large enough k. b. Maximum k value, kmax, such that p
(k+1) < p(k), with p(0) ≡ η0,
the unencoded error probability, for different values of Bη(0) < 1 and c ∈ {0, 0.1, 0.2, . . . , 10}. In every case, kmax eventually
falls to zero for large enough c, i.e., it is better to have no encoding. c. Qubit-in-waveguide schematic. d. kmax as a function
of number of photons per logical gate nL = ntot/R
2 (see text). e. Lowest possible error per logical gate p(kmax) as a function
of nL = ntot/R
2, for the Shor’s factoring algorithm. The horizontal red dashed lines correspond to the different target (perr)
values for different R values.
which would be the value of the error probability per log-
ical gate if the error probability per physical gate were
k independent. If c = 0, p(k)/p(k−1) = p(k)0 /p
(k−1)
0 < 1
as long as η(0) < 1/B, as in Eq. (2); if c > 0, the mul-
tiplicative factor (1 + ck) grows with k so, eventually,
p(k+1) > p(k) for k beyond some kmax value. Correspond-
ing to this maximum useful level of concatenation kmax is
the minimum attainable error probability pmin ≡ p(kmax).
Figure 3a shows an example of how p(k) varies as k in-
creases, for different c values. As long as c > 0, p(k)
decreases (if at all) before rising again, above some kmax
value.
Figure 3b shows the kmax values for different c and
Bη(0) values (c.f. Fig. 2b). Clearly, kmax decreases as
c grows (stronger k dependence). Current experiments
have Bη(0) & 1; for example, the IBM Quantum Expe-
rience system has η(0) & 10−3, giving Bη(0) & 10 for
B = 104. In near- to middle-term experiments , we ex-
pect Bη(0) to not be far below 1, i.e., the error probability
is just below the c = 0 threshold value [see Eq. (2)]. In
this case, Fig. 3b suggests that one quickly loses the ad-
vantage of concatenating to higher levels even for small c
values. In fact, for encoding to be helpful at all, i.e., for
k = 1, we must have p(1) = B[η(0)]2(1+c)2 < p(0) = η(0),
which in turn requires
c <
1√
Bη(0)
− 1. (5)
If Bη(0) = 0.8, say, this amounts to the requirement that
c . 0.1, so that a very weak dependence on k is necessary
for even one level of encoding to help at all in reducing
the error probability.
General case. We can consider physical error proba-
bility that grows as any monotonic function of k: η(k) =
η(0)f(k), with f(k) ≥ 1 a monotonically increasing func-
tion of k, and f(0) = 1. Then, the error probability
per logical gate is p(k) = p
(k)
0 f(k)
2k , where Eq. (4) gives
p
(k)
0 . Let p
(k) attain its minimum at k = kmax, with k
now treated as a continuous parameter (or the nearest
integer, in actual use). Straightforward algebra yields
kmax < f
−1
(
1
Bη0
)
with f−1(·) the inverse of f(·). If
f(k → ∞) is finite, p(k) can be made arbitrarily small
only if η(0) < [Bf(k→∞)]−1. However in many cases
(such as the above toy model and the example in the
following section), one has f(k →∞)→∞. Then the
minimum p(k) will occur at finite kmax, no matter how
small η(0) is; one can never attain arbitrarily small logical
error probability by concatenating further.
Total resource constraints. A realistic situation is
one where η depends on the total number of physical
components (qubits and gates) N in the computer. One
expects the resource needed to maintain a given quality
of physical gate operations to scale with N , so a con-
straint on the total available resource will result in a fall
in the resource per physical component as the computer
scales up. This gives a consequential drop in the quality
of the gate, or, equivalently, a rise in the physical error
probability η. A model that describes this situation is
η(k) ∝ N(k)β , for some positive constant exponent β, and
a k-dependent N . For a concatenated FTQC scheme, we
can set N(k) = G(k) = Ak, so that the error probability
per physical gate is
η(k) = η(0)Aβk, (6)
with an exponential dependence on k. Then, the error
5probability per logical gate is p(k) = p
(k)
0 A
β2kk, where
Eq. (4) gives p
(k)
0 . Going from (k − 1) to k levels of
concatenation reduces the logical error probability when
p(k)
/
p(k−1) < 1, satisfied for the model of Eq. (6) only
when k ≤ kmax < − ln
(
Bη(0)Aβ
)/
ln
(
Aβ
)
, giving a min-
imum attainable logical error probability no smaller than
p(kmax). Furthermore, we need p(1) < η(0) for concatena-
tion to be useful at all, i.e., η(0) < B−1A−2β . This is
often a much more stringent condition than η(0) < ηthres
in Eq. (2); for example, if we take A = 575 as in Ref. [11]
then for β = 1 one see that B−1A−2β is more than 105
times smaller than ηthres.
Example: Resonant qubit gates for factoring. As
a concrete example of the above situation (with β = 1),
we examine a resource constraint in a specific type of
quantum gate implementation (see also a related early
analysis in Ref. [14]). We consider qubits embedded in
waveguides, i.e., continuums of electromagnetic modes
prepared at zero temperature. Gates are activated by
resonant propagating light pulses with a well-defined av-
erage energy, or, equivalently, an average photon num-
ber ng (see Fig. 3c). This describes the situation in su-
perconducting circuits [15, 16] and integrated photonics
[17]. It is also the paradigm of quantum networks and
light-matter interfaces, with successful implementations
in atomic qubits [18]. Here, we ask how an overall ener-
getic constraint affects the efficacy of FTQC, and how to
optimize the energy budget to realize a specific algorithm.
For our illustrative goals, we treat only single-qubit gates
subjected to noise from spontaneous emission. In doing
so, we neglect the dephasing noise. While this is a fair
approximation for atomic qubits, it is more demanding
for solid-state qubits, but within eventual reach of super-
conducting circuits and spin qubits.
The qubit’s dynamics follow the Lindblad equation,
ρ˙ = − i~ [H(t), ρ] + D(ρ), with the total Hamiltonian
H(t) = H0 +HD(t). Here, H0 ≡ − 12~ω0σz is the qubit’s
bare Hamiltonian, with σz ≡ |0〉〈0| − |1〉〈1|. The res-
onant drive induces the time-dependent coupling term
HD(t) ≡ ~2Ωh(t)
(|0〉〈1|eiω0t + |1〉〈0|e−iω0t), with h(t) a
square function nonzero only for the duration of the gate:
h(t) = 1 for t ∈ [0, τ ] and 0 otherwise. Ω is the Rabi fre-
quency, assumed to be much smaller than the qubit’s
natural frequency ω0, permitting the rotating wave ap-
proximation (RWA). The unitary evolution induced by
this Hamiltonian is a rotation around the x-axis of the
Bloch sphere by an angle θ = Ωτ . This rotation is our
single-qubit gate. In addition, the Lindblad dissipator
D(ρ) ≡ γ(σ−ρσ+ − 12{ρ, σ+σ−}) accounts for the spon-
taneous emission in the waveguide. Here σ− ≡ |0〉〈1|
is the lowering operator, σ+ = σ
†
− = |1〉〈0| the raising
operator, and γ the spontaneous emission rate.
Note that Ω and γ are not independent, typical of
waveguide Quantum Electrodynamics, where the driv-
ing and the relaxation take place through the same one-
dimensional electromagnetic channel. Spontaneous emis-
sion events while the driving Hamiltonian is turned on
cause errors in the gate implementation. Their impact
is reduced if the qubit is driven faster, i.e., if the Rabi
frequency is larger. Conversely, the Rabi frequency is re-
lated to the mean number of photons inside the driving
pulse through Ω = 4γθ ng (see Methods section). Pulses
containing more photons thus induce better gates, with
perfect gates for an infinite number of photons. The rem-
nant noise, for a θ = pi gate, has physical error probabil-
ity (see Methods section) η = pi
2
16
1
ng
. Note that the RWA
upper bound on ng implies η ≥ γ/ω0, the minimal noise
for gate design within the RWA.
We now assume a constraint on the total number of
photons ntot available to run the whole computation. As
we show below, taking this constraint into account allows
us to minimize the resource needed, for a target level of
tolerable computational error. At level-k concatenation,
the number of physical gates needed to implement a com-
putation with L (logical) gates is LG(k) = LAk. Assum-
ing a distinct pulse for each gate, the number of photons
available per physical gate, given the total energetic con-
straint, is ng = ntot(LA
k)−1. Thus, the physical error
probability for the θ = pi gate acquires an exponential k
dependence,
η(k) =
pi2
16
LAk
ntot
. (7)
Thus this is a concrete example corresponding to the β =
1 case in Eq. (6) above.
To better grasp the consequences of this k-dependent
η, which we take as the generic behavior for all gates,
we consider carrying out Shor’s factoring algorithm [19].
Shor’s factoring algorithm is touted as the reason the
RSA public-key encryption system will be insecure when
large-scale quantum computers become available. The
current RSA key length is R = 2048 bits. The expo-
nential speedup of Shor’s algorithm over known classical
methods comes from the fact that we can do the discrete
Fourier transform on an R-bit string using O(R2) gates
on a quantum computer (see, for example, Ref. [20]),
compared to O(R2R) gates on a classical computer. The
discrete Fourier transform gives a period-finding routine
within the factoring algorithm, the only step that can-
not be done efficiently classically. Thus, to run Shor’s
algorithm, one needs L ∼ R2 non-identity logical quan-
tum gates for the discrete Fourier transform. The exact
number of computational gates, including the identity
gate operations which can be noisy, for the full Shor’s
algorithm depends on the chosen circuit design and ar-
chitecture. For example, Refs. [21, 22] estimate O(R3)
gate operations in total. Nonetheless, we will take the
lower limit of L ∼ R2 in what follows. The concatenation
values we find below are thus likely optimistic estimates.
A standard strategy is to demand that the computa-
tion runs correctly with probability Ptarget > 1/2; once
6this is true, the computation can be repeated to expo-
nentially increase the success probability towards 1. For
Ptarget = 2/3, with L logical gates, each with error prob-
ability perr ( 1), we require (1− perr)L > Ptarget = 2/3,
giving a target error probability per logical gate of perr .
(3L)−1.
Fig. 3d presents the maximum concatenation level as
an increasing function of the photon budget per logical
gate nL = ntot/R
2(∼ ntot/L) (note: nL = G(k)ng =
Akng). It gives rise to Fig. 3e, the minimum attainable
error per logical gate as a function of nL. Naturally, a
larger R demands a larger photon budget to implement
the algorithm. For the plotted choice of parameters, R =
103 requires no concatenation, and the required photon
budget is nL = 10
6; for R = 105, we need k = 1 and
nL = 10
9; for R = 107, we need k = 2 and nL = 10
11.
Recall that, for the RWA to be applicable, as assumed
in the design of the gates, we require ω0  γng. For
R = 103, this translates to the condition ω0  γng =
γnL/A
0 = 107γ; for R = 107, we need ω0  106γ for
A = 575 (this A is from Ref. [11]). These conditions
are attained for atomic qubits. They are within reach
of future generations of superconducting qubits, where
γ ∼ 10 Hz for qubit frequency ω0 ∼ 10 GHz. Today, the
best coherence time for superconducting qubit is within
the millisecond range: γ ∼ 1kHz [23, 24].
As an aside, our analysis also provides an estimate of
the energy needed to run the gates involved in the Shor’s
algorithm, namely, Etot ∼ ~ω0LnL(R). For R = 103,
with the above photon budget of 106, this translates into
Etot ∼ 1 pJ. Taking into account the parallelization of
the computation (see Methods section), this corresponds
to a typical power consumption of about 1 pW, while
the R = 107 case requires only 10 nW of power. Note
that these extremely low values do not take into account
the low efficiency of the qubits’ excitation, the specific
requirements of particular physical architectures, or the
cryogenic costs, the latter constituting the major part of
the energetic bill. Nevertheless, the estimates point to-
wards an energetic advantage of quantum nature, on top
of the complexity advantage usually put forth to justify
the interest in quantum computing technologies.
CONCLUSIONS
Given the current technical difficulties in experiments on
quantum computing components, it appears likely that,
in the near term, physical gate errors will rise as the num-
ber of qubits and the complexity of the implemented al-
gorithm increase. This situation violates one of the basic
assumptions of standard quantum fault tolerance analy-
sis, that the physical error probability remains constant
as the scale of the quantum computer grows. However,
it is a natural consequence of the fact that as a physical
device, a quantum computer is also impacted by the fact
that physical resources are bounded.
Here, we explored the consequences of this violation
in increasing levels of practical relevance, from a toy ex-
ample to illustrate the basic effects, to a realistic set-
ting of qubits in waveguides. In every case, the standard
tagline that fault-tolerant quantum computation allows
us to go towards arbitrarily accurate quantum computers
no longer holds. We find rapidly diminishing marginal
returns as we try to scale up the computer size in an
attempt to counter errors. The problem gets worse the
closer the operating point is to the usual fault tolerance
threshold given by Eq. (2).
Our analysis thus suggests two points of focus for ex-
perimenters working towards useful quantum computers:
(1) to strive for weak scale dependence in the physical
error probability; (2) to reduce the physical error prob-
ability significantly below the standard threshold level.
Point (2) is anyway a requirement for standard fault tol-
erance to work well, for significant improvements per in-
crease in scale (increase in k, for concatenated schemes),
but gains further importance here with scale-dependent
error probability. Point (1) may be difficult to attain, as
long as there are significant practical limitations on the
available resource for implementing the quantum com-
putation. It motivates future study of efficient resource
assignment and recycling [9], and reversible computing
[25], to minimize the impact of resource constraints.
For concreteness, our work employs the fault-tolerance
scheme based on the concatenated 7-qubit code. The
qualitative, if not quantitative, conclusions, however,
can be expected to hold even for other fault-tolerance
schemes like that of surface codes, measurement-based
schemes, etc. We illustrated our general analysis with the
example of a constraint on the energetic budget to imple-
ment the gate operations. However, the same method-
ology can be applied to analyze the limits to quantum
computation arising from constraints on other types of
physical resources. Such analyses, beyond the scope of
the present work, will be essential to assess the scalability
of future large-scale quantum computers.
METHODS
We provide technical details pertinent to the qubit-in-
waveguide example discussed in the Results section.
Resonant qubit gates. We consider a two-level
system—the qubit—with bare Hamiltonian H0 =
− 12~ω0σz embedded into a waveguide for light at res-
onant frequency ω0 for implementing gate operations
on the qubit. Assuming the system is at 0K, and ne-
glecting pure dephasing, the physics is described by the
optical Bloch equations in which there is only sponta-
neous emission. The driving Hamiltonian is HD(t) ≡
~Ωh(t) cos(ω0t)σx, writable in the form given in the main
text, HD(t)→ 12~Ω(t)(|0〉〈1|eiω0t+ |1〉〈0|e−iω0t under the
RWA. The overall qubit dynamics follows the Lindblad
equation given in the main text: ρ˙ = − i~ [H(t), ρ]+D(ρ),
7with H(t) ≡ H0 +HD(t) and D(ρ) the dissipator defined
as D(ρ) = γ(σ−ρσ+ − 12{ρ, σ+σ−}).
The gate on the qubit is accomplished by an incom-
ing coherent light pulse of power Pin = ~ω0N˙in where
N˙in is the rate of incoming photons. The Rabi frequency
induced by pulse is Ω = 2(γN˙in)
1/2 [26]. It increases
with γ, the time-constant for spontaneous emission, as
both quantities measure the strength of the coupling be-
tween the qubit and the modes of the waveguide which
provide both the decay and driving channels. As we are
considering energetic constraints, i.e., a limit on the total
number of photons to do gates, it is useful to express Ω
in terms of the photon number ng available for that gate.
For HD(t) describing a square pulse of duration τ with
constant power, with ng available photons, N˙in = ng/τ .
In addition, to induce a rotation angle of θ, we require
Ωτ = θ, so that τ = θ/Ω. We thus have Ω = 4γng/θ,
and τ = θ2/(4γng) when expressed in terms of given ng
and θ. Observe that, for a target θ, larger input energy,
i.e., larger ng, enables faster gate operation.
The Lindblad equation, together with the expressions
for Ω and τ in terms of θ and ng, describes the noisy
implementation of a rotation of the qubit state by angle
θ about the x axis in the Bloch ball, using given en-
ergy ~ω0ng. The noisy gate operation, G˜, obtained by
integrating the Lindblad equation over the gate dura-
tion τ , is a linear map that takes the input qubit state
ρ(t = 0) to the (noisy) output state ρ(t = τ). It can be
written in terms of the ideal gate G as G˜ = G ◦ E , with
the noise map E ≡ G−1 ◦ G˜. E is a completely positive
(CP) and trace-preserving (TP) linear map, writable, us-
ing the Pauli operator basis {1, σx, σy, σz} = {σα}3α=0
(with σ0 = 1, σ1 = σx, etc.), as
E(ρ) =
3∑
α,β=0
χαβ σαρσβ , (8)
where χαβ are scalar coefficients.
The coefficients χ11 ≡ px, χ22 ≡ py, and χ33 ≡ pz
give the probabilities of X, Y , and Z errors, respec-
tively, relevant for the 7-qubit code used in our discus-
sion (χαβ , with α 6= β, do not affect the code perfor-
mance; see, for example, Ref. [20]). Straightforward cal-
culation gives 12Tr{σαE(σα)} = χ00 +χαα−
∑
β 6=0,α χββ ,
for α = 0, 1, 2, 3. We obtain px, py, and pz by inverting
these relations. For θ = pi, corresponding to the com-
monly used gate G = X(·)X, we find
px ' pi
2
16
1
ng
, py ' pi
2
32
1
ng
, and pz ' pi
2
32
1
ng
, (9)
accurate to linear order in 1/ng. The largest of these,
namely, px is what we set as η in the main text.
Energetic bill. Our analysis gives the energy required
to carry out Shor’s algorithm in a qubit-in-waveguide
implmentation, for a given problem size R: Etot =
~ω0LnL(R) ∼ ~ω0R2nL(R), where, as in the main text,
nL(R) is the number of photons required per logical gate
operation for given R (and hence a given target logical
error probability perr; see main text). nL(R) can be read
off Fig. 3e.
We can also estimate the average power cost, by as-
suming that all the logical gates in Shor’s algorithm are
run sequentially. Each logical gate is assumed to take
M clock cycles per concatenation level; M = 3 for the
scheme of Ref. [11]. The duration of a logical gate
with k levels of concatenation is thus τL = M
kτg, with
τg = pi
2/(4γng) as the clock interval, taken to be the du-
ration of the pi-pulse gate analyzed above. The power P
associated with the energy Etot can hence be estimated
as Etot/(LτL). Some energetic numbers (orders of mag-
nitude only) for the scheme of Ref. [11], with γ = 10 Hz
and ω0 = 10 GHz, are given here:
R = 103 R = 105 R = 107
Photon number nL 10
6 109 1011
Concatenation level k 0 1 2
Energy Etot 1 pJ 10 µJ 10 J
Power P 1 pW 1 nW 10 nW
Total time LτL 100 ms 1000 s 10
9 s
Gate time τg 100 ns 100 ns 1 µs
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