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Abstract
We develop a novel nonperturbative approach to a class of three-point functions in planar
N = 4 SYM based on Thermodynamic Bethe Ansatz (TBA). More specifically, we study
three-point functions of a non-BPS single-trace operator and two determinant operators
dual to maximal Giant Graviton D-branes in AdS5×S5. They correspond to disk one-point
functions on the worldsheet and admit a simpler and more powerful integrability description
than the standard single-trace three-point functions. We first introduce two new methods
to efficiently compute such correlators at weak coupling; one based on large N collective
fields, which provides an example of open-closed-open duality discussed by Gopakumar,
and the other based on combinatorics. The results so obtained exhibit a simple determinant
structure and indicate that the correlator can be interpreted as a generalization of g-functions
in 2d QFT; an overlap between an integrable boundary state and a state corresponding to
the single-trace operator. We then determine the boundary state at finite coupling using
the symmetry, the crossing equation and the boundary Yang-Baxter equation. With the
resulting boundary state, we derive the ground-state g-function based on TBA and conjecture
its generalization to other states. This is the first fully nonperturbative proposal for the
structure constants of operators of finite length. The results are tested extensively at weak
and strong couplings. Finally, we point out that determinant operators can provide better
probes of sub-AdS locality than single-trace operators and discuss possible applications.
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1 Introduction
Understanding the low-energy physics of Quantum Chromodynamics (QCD) is an important
theoretical challenge with diverse physical implications. This however is a difficult question
since QCD is strongly coupled at low energy and lacks controllable perturbative expansions.
One way of making progress is to draw lessons from the analysis of simpler theories such
as supersymmetric gauge theories or theories in ’t Hooft’s large N limit [1]. In particular,
the large N limit provides a useful expansion parameter 1/N for otherwise strongly-coupled
field theories and makes manifest some of the salient features of the low-energy dynamics.
For instance, the theory in the large N limit can be thought of as a theory of almost stable
mesons and glueballs whose interactions are weak and suppressed by 1/N . This resembles,
at least qualitatively, what we expect in the low-energy QCD. We should however note that
there is yet another important class of excitations in the real-world QCD, namely baryons,
which are color singlets made up of N quarks,
(Baryon) ∼ i1,··· ,iN qi1 · · · qiN . (1.1)
Unlike mesons and glueballs, the description of baryons in the large N limit is less straight-
forward: Being composed of a large number of quarks, they are heavy excitations and are
described either as a classical solitonic configuration of the pion effective Lagrangian or as
a collection of N quarks moving in a mean-field potential [2,3]1. Although both approaches
capture important qualitative features, it is not necessarily easy to make the argument more
rigorous2 and perform a systematic computation based on such physical pictures.
The purpose of this paper is to analyze analogues of baryons in N = 4 supersymmetric
Yang-Mills theory (N = 4 SYM) in four dimensions, and develop nonperturbative methods
to study such observables with the help of powerful integrability machineries. Being a
conformal field theory, natural physical quantities in N = 4 SYM are local operators rather
than particle excitations. In particular, the most basic operators in the large N limit are
single-trace operators, which are of the form
O ∼ tr (Φ · · ·Φ) . (1.2)
These operators play similar roles to mesons and glueballs in the large N QCD, and much
like mesons and glueballs, their three-point couplings (or more precisely the OPE structure
constants) are suppressed by 1/N . On the other hand, a counterpart of baryons in N = 4
SYM, which only contains matters in the adjoint representation, is a determinant operator
defined by
det Φ ∼ i1,··· ,iN j1,··· ,jNΦi1,j1 · · ·ΦiN ,jN . (1.3)
As we explain shortly, the determinant operators also play an important role in planarN = 4
SYM and in its relation to holography.
1See also a recent interesting proposal on the description of high-spin baryons as quantum-hall droplets [4].
2An important exception is the large N QCD in two dimensions discussed in [2], in which one can resum
the ’t Hooft expansions and formulate a relativistic Hartree equation which becomes exact in the large N
limit.
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Figure 1: The AdS description of the three-point function of two determinant operators and
one single-trace operator. The determinant operators create a D-brane in the bulk which
travels along the geodesics. The red wavy line represents a closed string worldsheet which
gets attached to the D-brane.
In the past fifteen years, significant progress has been made in computing the spectrum
and the correlation functions of single-trace operators. This was achieved largely by the
successful application of integrability techniques [5], which were originally developed in the
study of two-dimensional quantum field theories. By contrast, the analysis of determinant
operators is much less developed. The spectrum of small deformations of determinant oper-
ators was analyzed using various approaches [6–19] including integrability [20–34]. However,
not much work has been done on correlation functions3 except in the protected BPS sec-
tor [37–39] and in the free field limit, where various interesting structures were found using
algebraic [40], combinatorial [41–43] and coherent state [44] approaches. In this paper, we
first develop two new methods, one based on the large N collective fields and the other based
on direct Wick contractions, to study the perturbative correlation functions of determinant
operators efficiently. We then introduce a nonperturbative method based on integrability, in
particular on Thermodynamic Bethe Ansatz (TBA), to analyze the three-point function of
two BPS determinant operators and a general non-BPS single-trace operator O. A typical
representative of such three-point functions is
〈detZ(x1) det Z¯(x2)O(x3)〉 , (1.4)
with Z and Z¯ being a complex scalar field and its conjugate.
1.1 Determinants are interesting...
Before discussing the contents of this paper, let us give a couple of more physical motivations
behind our analysis of determinant operators.
The first motivation comes from, as we already mentioned, the similarity to baryons
in the large N QCD: Developing useful techniques for determinant operators has potential
bearings on the analysis of baryons and more general complicated composite operators in
3See also [35] for the study of correlation functions of open strings attached to determinant operators and
a single-trace operator. More recently an attempt was made to study such correlators using the hexagon
formalism [36].
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Figure 2: The connected four-point function of determinant operators. On the AdS side, it
is given by a sum of exchanges of closed string states. The leading contribution at large N
can be computed by exponentiating the cylinder partition function.
large N quantum field theories. In addition, the integrability of N = 4 SYM makes it
possible to perform the analysis without relying on the perturbative expansion, providing
a possibility to gain insights into nonperturbative properties of baryons and determinants
from explicit computations.
The second motivation is due to the fact that the determinant operator is a localized
classical probe in AdS which allows us to extract sub-AdS physics in the AdS/CFT cor-
respondence: The scaling dimension of the determinant operators is O(N), which is much
larger than 1 in the large N limit. According to the standard AdS/CFT dictionary, this
translates to the fact that the Compton wave length of the particle dual to the determi-
nant operator is much smaller than the AdS radius, and can be treated as a local classical
particle travelling along the geodesics. At the same time, the determinant operator does
not backreact or deform the AdS geometry since the dimension of the operator is much
smaller than the inverse Newton constant N2 ∼ 1/GNewton. For the specific determinant
operators that we discuss in this paper, one can make these claims more quantitative since
the precise AdS dual is known [45]: They are dual to the so-called Giant Graviton D3-brane
in AdS5×S5 [46], which is point-like in the AdS subspace being in line with what we said
above (see also figure 1). These properties make the determinant operator an ideal probe
of the local bulk physics. A similar point of view was taken in a series of interesting works
by Ferrari [47–51] in which he analyzed various gauge-theory observables dual to D-branes
and succeeded in reading off the bulk metric from gauge theories in some simple setups. In
addition the determinant operators in the matrix models were previously utilized to explore
the non-perturbative structure of the bulk spacetime in (p, q) minimal string theory [52].
Although we will not directly address such a question in this paper, it is likely that the
correlators of the determinant operators and the techniques developed in this paper would
provide much cleaner and simpler setups than the correlators of single-trace operators for
extracting the local bulk physics. See the conclusion section for further discussions on this
point.
We should also mention that operators with analogous properties are often discussed in
the AdS3/CFT2 correspondence. The counterparts in that context are the operators with
∆ ∼ √c with c being the central charge of CFT2. Using the Virasoro symmetry, it was
shown that the four-point function of such operators in the large c limit can be computed
by exponentiating the graviton exchange diagram [53]. It was later discussed in [54] through
the worldline analysis in AdS that a similar exponentiation should hold also in holographic4
4Here we are following the standard terminology in which “holographic CFTs” means the large N CFT
with a large gap in the spectrum.
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Figure 3: The hexagon approach to the three-point function. In this approach one cuts the
worldsheet into hexagonal patches and glue then together by summing over intermediate
states (the states along the dashed lines in the figure).
CFTs in higher dimensions. As we explain in this paper, our semi-classical approach allows
us to show such an exponentiation already at weak coupling, thereby providing additional
supports to such claims. See figure 2 for further explanations.
The third motivation comes from the relation to integrability: Somewhat surprisingly, the
three-point function of two determinants and one single-trace operator admits a much simpler
integrability description than the three-point functions of single-trace operators commonly
studied in the literature. To understand this seemingly counterintuitive fact, let us briefly
review the current status of the integrability-based approach to the correlation functions.
For the correlation functions of single-trace operators, there exists an integrability-based
framework called the hexagonalization formalism [55–57], which does not rely on the weak-
coupling expansion. In this formalism, one constructs a complicated string worldsheets
describing planar (and non-planar [58–60]) correlation functions by gluing together hexagonal
patches (see figure 3)5. The gluing procedure involves a summation over the intermediate
states and the result is therefore given by an infinite sum of such states [55, 56]. As the
contribution from each state can be computed at finite coupling, the formalism enables us
to study the regimes which cannot be accessed with the usual perturbative expansions, most
notably the strong-coupling limit [63]. However, it is still unsatisfactory as a method to
compute the finite-coupling correlation functions since the summation over the intermediate
states is intractable except in certain limiting situations [64–66].
By contrast, as we will show in this paper, the worldsheet topology for the three-point
function of determinants and a single-trace operator is a disk with one puncture, which is
topologically equivalent to a semi-infinite cylinder (see figure 4). This is also the topology
relevant for the standard analysis of the spectrum in integrable QFTs based on Thermody-
namic Bethe Ansatz (TBA). This suggests that one may be able to study them in a more
conventional TBA formalism without resorting to the somewhat exotic hexagonalization
procedure. This expectation turns out to be correct: As we discuss in sections 6 and 9,
the three-point function studied in this paper can be interpreted as (a generalization of) the
so-called g-function in the two-dimensional QFT [67], which is defined as an overlap between
a boundary state and the ground state on a cylinder and is known to quantify the degrees
of freedom associated with a boundary [68, 69]. The methods to compute the g-function in
integrable QFTs [70–74] were partially developed in the literature based on TBA [75–81]
5See also [61,62], in which similar gluing procedures were discussed in the context of the lightcone string
vertex.
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Figure 4: The g-function and the cylinder partition function in 2d QFT. When the length
of the cylinder is large R  1, the partition function can be approximated by the overlaps
between the boundary states and the ground state. This allows us to compute the g-functions
in integrable QFTs by taking the limit of the cylinder partition function, which in turn can
be computed by the Thermodynamic Bethe ansatz.
and we will demonstrate that they can be applied also to our problem after appropriate gen-
eralizations. The advantage of applying the TBA formalism is that it automatically resums
the intermediate states, unlike the hexagon formalism in which one needs to compute each
term separately.
1.2 ...but they are hard
Although it is important to study the determinant operators, we should note that computing
the correlators of determinants at large N is a rather nontrivial task even at weak coupling.
This is a well-known difficulty in the large N expansion of baryonic observables [2], but it
would be useful for us to give a brief review and emphasize several important aspects.
To see the difficulty in a simple set up, let us compare the general structure6 of the
perturbative two-point functions of single-trace operators and determinant operators in the
planar limit. At tree-level, the computation of the two-point function of single-trace opera-
tors is straightforward: One simply needs to perform planar Wick contractions; namely we
contract fields inside the traces so that the propagators do not cross each other. On the
other hand, the two-point function of determinants is already complicated at tree level since
there is no notion of “ordering” of fields inside determinants, and one has to consider various
contraction patterns and see which ones survive in the large N limit. This however is purely
a technical problem which can be solved by carefully working out the combinatorics. It is
at loop levels where intrinsic difficulty shows up.
At one loop, the tree-level diagrams get dressed by the interaction vertices. For sim-
plicity, let us focus on the corrections coming from exchanging a single gluon between two
propagators. In the case of single-trace operators, such an exchange graph can only be drawn
between neighboring fields in the traces owing to the planarity of the diagram. As a result,
the diagram acquires two interaction vertices and one extra face, leading to the correction
(2pt of tr’s)|1-loop ∝ g2YMN = λ , (1.5)
which is proportional to the ’t Hooft coupling λ and is of O(1) in the planar limit. On the
6Precisely speaking, the determinant operators that we study in this paper are BPS and therefore there
are no perturbative corrections to the two-point functions. However, the general discussion presented here
also applies to the three-point function of two determinants and one single-trace operator, which does have
perturbative corrections.
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Figure 5: The comparison of large N two-point functions of single-trace operators (left
panel) and determinant operators (right panel). Unlike the single-trace two-point function,
Wick contractions of determinant operators are complicated owing to the epsilon tensors. In
addition, the one-loop corrections from the gluon exchange are enhanced by a combinatorial
factor N(N − 1)/2.
other hand, for determinant operators, one can in principle draw an exchange graph between
any pair of the propagators since fields inside the determinants are permutation invariant
up to sign. Therefore, the result is now multiplied by a combinatorial factor N(N − 1)/2:
(2pt of det’s)|1-loop ∝ g2YM
N(N − 1)
2
∼ Nλ . (1.6)
See also figure 5. We can now see the problem: For the two-point function of determinant
operators, the one-loop correction is multiplied by an extra factor of N and is divergent in
the planar limit. In fact, the problem only gets worse as we increase the loop order since the
expansion in general takes the following form,
(2pt of det’s) = (Tree-level)
[
1 + λ(c
(0)
1 N + c
(1)
1 ) + λ
2(c
(0)
2 N
2 + c
(1)
2 N + c
(2)
2 ) + · · ·
]
, (1.7)
with c
(b)
a being O(1) numbers.
At first sight, this may seem to suggest that the perturbative expansion is never valid
for the determinant operators. However, it is a bit too hasty to draw such a conclusion: In
quantum field theories, it is often the case that even if the naive expansion behaves badly at
each order in perturbation theory the resummed quantity is well-defined and admits a simple
perturbative expansion. One such example is the computation of anomalous dimensions of
local operators: If we naively perform the perturbative expansion of the two-point functions,
we obtain (log |x12|)k terms at k-th loop order, which are badly divergent at long distance.
However, these logarithms can be resummed and get exponentiated, leading to the anomalous
dimension of the operator γ(λ):
1 + λ
[
c
(0)
1 log Λ|x12|+ c(1)1
]
+ λ2
[
c
(0)
2 (log Λ|x12|)2 + c(1)2 log Λ|x12|+ c(2)2
]
+ · · ·
∝ 1|x12|2γ(λ) .
(1.8)
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As is well-known, it is the anomalous dimension γ(λ), not the bare two-point function itself,
which has a well-defined perturbative expansion. Such an exponentiation7 is indeed expected
for determinants in N = 4 SYM as was discussed in [82] using the combinatorial argument:
Namely the two-point function of the determinants takes the following form,
(2pt of det’s) = exp
[
Nf0(λ) + f1(λ) +
f2(λ)
N
+ · · ·
]
, (1.9)
with fk(λ) being O(1) and expandable in powers of λ.
Let us take a close look at the expected structure of the two-point function (1.9). One
notable feature is that the leading large N answer gives a large exponent proportional to N .
Such a large exponent is indicative of the semi-classical expansions e.g. the WKB approxi-
mation, and suggests the existence of some alternative description of this correlator which
becomes classical in the large N limit. We should however note that it cannot be a classical
solution of the original Yang-Mills theory since the classical solution of the Yang-Mills theory
gives a contribution eN
2
, not eN . This poses a question:
What becomes classical in the large N limit of correlators of determinants?
The answer to this question is known on the AdS side: As we mentioned above, the deter-
minants (and baryons) are expected to be dual to D-branes, which are heavy and classical
in the large N limit. We also know that the baryons can be described by a classical solitonic
configuration of the pion effective Lagrangian in the large N QCD. However, it is not a priori
clear how to obtain these effective descriptions starting from the original Yang-Mills theory.
One of the main purposes of this paper is to derive such a classical description starting
from the original N = 4 SYM. Besides manifesting the classical nature of the problem, the
classical description allows us to bypass complicated combinatorial arguments and perform
the weak-coupling computation more straightforwardly as we see in section 3.
1.3 Outline and brief summary
Let us now explain the outline and preview some of the main results derived in this paper.
First in section 2, we explain the setup of our problem and summarize general proper-
ties of three-point functions studied in this paper, such as the spacetime and R-symmetry
dependences, symmetries, and the AdS dual.
In the subsequent two sections, we develop two new methods to efficiently compute the
correlator of determinant operators at weak coupling. In section 3, we introduce a semi-
classical method for determinant operators. In this method, we first represent the determi-
nant operators as Gaussian integrals of zero-dimensional fermions, and perform a sequence of
integrating-in-and-out procedures. The resulting action is given in terms of auxiliary bilocal
bosonic fields and turns out to become classical in the large N limit. Physically, it can be
interpreted as a version of open string field theory (OSFT) on Giant Graviton D-branes:
For the correlation function of k determinant operators, the bosonic fields are valued in
7For baryons in the large N QCD, the exponentiation was already discussed in [2] based on general
physical arguments.
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k × k matrices, reproducing the expected Chan-Paton structure of OSFT. We also discuss
other physical implications of the method including the relation to the graph duality, tricks
known in the matrix model literature [83–85] and the “open-closed-open” duality proposed
by Gopakumar [86].
One interesting outcome of this approach is that the correlator of k determinant operators
and one single-trace operator can be computed by applying the following substitution rule
to the single-trace operator:
tr
(
ΦI1ΦI2 · · ·ΦIL) 7→ −Trk [M I1M I2 · · ·M IL] . (1.10)
Here MI ’s are c-number matrices of size k which are dynamically determined by the positions
of determinant operators. As will be discussed in section 3.4, the right hand side of (1.10) can
be interpreted as a gauge-invariant observable on Giant Graviton D-branes, not of the original
N = 4 SYM, and provides an analogue of the Ellwood invariant in OSFT [87–89]. It is also
reminiscent of large N master fields discussed previously for simple large N theories [90].
The same correlator can be written alternatively as an overlap between a state describing
the single-trace operator and the following matrix product state,
|M〉 = −
∑
I1,...,IL
Trk
[
M I1 · · ·M IL] |ΦI1 · · ·ΦIL〉 . (1.11)
This is similar to one-point functions in the presence of a domain-wall defect [91–99], but
one important difference is that here the matrices M ’s are purely emergent while, in the
defect one-point function, they simply come from the expectation value of the scalar fields
in N = 4 SYM. For more details, see section 3.1.
In section 4, we develop an alternative approach based on direct Wick contractions,
building upon earlier works on determinant operators in the literature. The key idea is
to first perform Wick contractions between a pair of determinant operators. The resulting
object, which we call the partially-contracted Giant Graviton (PCGG), is a sum of multi-trace
operators and is amenable to the standard ’t Hooft expansions. Although the approach is
less physically intuitive, it has an advantage that it reduces the problem to the computation
of correlators of single- and multi-trace operators and allows us to recycle the existing results
in the literature.
Then in section 5, we apply these methods to the three-point function of two determinant
operators and one single-trace operator at tree level. Interestingly, the two methods naturally
lead to two different descriptions of the same quantity: As briefly described above, the
computation in the semi-classical approach boils down to evaluating the single-trace operator
on an emergent classical background, or equivalently an overlap between a matrix product
state and a single-trace state. On the other hand, the PCGG approach leads to an overlap
between a generalization of the Ne´el states and a single-trace state. The actual computation
is performed in the SU(2), SL(2) and SO(6) sectors. For the SU(2) sector, the generalized
Ne´el state that we obtain is the same as the one studied in [91, 100] while the states for
SL(2) and SO(6) sectors are new and provide natural generalizations of the Ne´el state for
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each sector: For instance, the generalized Ne´el state in the SL(2) sector is given by
|Ne´elSL(2)〉 =
∑
all states with
|ni−nj |:even
∣∣∣∣· · · ◦ •n1 ◦ · · · ◦ •n2 ◦ · · · ◦ •n3 ◦ · · ·
〉
, (1.12)
where • and ◦ denote the sites with and without magnons respectively.
The result for the structure constants exhibits two important features: First, it vanishes
unless the Bethe roots (of the single-trace operator) are parity symmetric. Second, it is given
by a ratio of two determinants, each of which resembles the Gaudin formula for the norm
of the Bethe state. More concretely, the results in all the three sectors can be uniformly
expressed in terms of (middle-node) Bethe roots us’s as follows:
DOu|tree level = −
iJ + (−i)J
2M
√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detG+
detG−
. (1.13)
Here L is the length of the operator and M is the number of magnons while J is the U(1)
R-charge of the operator. The only sector-dependent part is the ratio of determinants G±
whose explicit forms are given in (5.21), (5.51) and (5.73). In Appendix R, we also provide
an alternative expression for the SU(2) sector in terms of integrals of so-called Q-functions.
In section 6, we explain how these two features can be understood naturally from the
viewpoint of integrable quantum field theories: Namely we discuss that the three-point
functions studied in this paper can be interpreted as overlaps between an integrable boundary
state and a state corresponding to the single-trace operators, which are generalizations of g-
functions in integrable QFT. We then explain the TBA formalism for g-functions and provide
a qualitative explanation on how the aforementioned two features can be reproduced from
such a physical picture. Our derivation of TBA and g-function is slightly unconventional and
simplifies several aspects of the derivations found in the literature. In particular, it leads to a
new form of the effective action in which the Y -function plays the role of a fundamental field
variable and from which TBA and the g-function can be computed in a more transparent
manner. We also provide a more rigorous derivation of g-functions in Appendix D.
After that, in section 7 we determine the details of the relevant integrable boundary
state. We first impose the symmetry and the so-called Watson’s equation to constrain the
reflection matrix. Since the symmetry group is identical to the one of the single-trace three-
point function, we find a solution identical to the hexagon form factor; a quantity relevant for
the single-trace three-point function. However, we also find a one-parameter family of other
solutions: This is because magnon rapidities are always parity symmetric in our setup, and
the constraints from the aforementioned conditions are somewhat weaker. We then impose
the boundary Yang-Baxter equation and show that it is actually one of the latter solutions
which we need to pick. This solution admits a simple “unfolding” interpretation analogous
to the reflection matrix for the half-BPS Wilson loop [101, 102]. Finally we determine the
overall phase, called the boundary dressing phase, by solving the crossing equation.
In section 8, based on the reflection matrix that we determined, we present a concrete
proposal for the nonperturbative structure constant in the asymptotic limit, in which the
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length of the single-trace operator is large. The resulting formula is a simple generalization
of (1.13) and reads
DOu|asymptotic = −
iJ + (−i)J√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
σ2B(us)
 detG+
detG−
. (1.14)
See (7.53) and (8.9) for definitions of σB(u) and G±. We also show that one can eliminate
the dependence on the Bethe roots at the nested levels and express the final result purely in
terms of the middle-node Bethe roots.
In section 9, we apply the general framework of the g-function in section 6 to our problem
and derive a nonperturbative expression for the structure constant which is valid for operators
of finite length. We first formulate a (mirror) boundary TBA and derive a nonperturbative
expression for the g-function, which is given by a ratio of Fredholm determinants. As is
the case with the usual TBA arguments, the g-function is derived first for the ground state.
We then generalize the results to the excited states in the SL(2) sector using the analytic
continuation arguments [103, 104]. The result is a natural generalization of (1.14) and is
given by
DOu|SL(2), finite size =−
iJ + (−i)J√
J
exp
[ ∞∑
a=1
∫ ∞
0
du
2pi
Θa(u) log(1 + Ya,0(u))
]
×
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
σ2B(us)
 det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
] ,
(1.15)
where det
[
1− Gˆ•±
]
are Fredholm determinants and Ya,0’s are the middle-node Y -functions.
See section 9.4 for details. We then derive the asymptotic formula from the excited state
g-functions by rewriting it in terms of the exact Gaudin norm. We also provide a related
discussion in Appendix K and show that one can express the result purely in terms of Y -
functions for the middle node.
In section 10, we perform extensive tests of our proposal. This includes the comparisons
with
1. direct one-loop computation of structure constants in the SU(2) sector,
2. the superconformal block expansion of one-loop four-point functions of two determi-
nants and two single-trace operators of arbitrary lengths,
3. the OPE expansion of the two-loop four-point function of two determinants and two
20′ operators.
In all the cases, we found perfect agreement. In particular, the second test allows us to
perform extensive tests in higher-rank sectors while the third test serves as a check of the
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boundary dressing phase of the reflection matrix, which starts contributing at two loops.
Since the relevant perturbative data are not available in the literature, we performed all
these computations by ourselves generalizing the existing techniques such as the Lagrangian
insertion formalism and the lightcone OPE analysis. The details of the computation are
provided in the appendices. We also performed more direct tests of the reflection matrix
and the boundary dressing phase by computing the reflection matrix in SO(6) and SO(4,2)
sectors at tree level and the phase shift at strong coupling.
Along the way, we found (up to two loops) that the structure constant of two determinants
and a twist 2 operator exhibits a simple large spin behavior,
log
[
DO2,S
DO2,S
∣∣
tree
]
∼ f(λ) logS + f˜(λ) +O(1/S) , (1.16)
which is significantly simpler than the behavior of the structure constant of single-trace
operators [105]. See section 10.4 for more details.
Finally in section 11, we summarize the results and chart a path forward. In particular,
we point out a possibility of applying our framework to the four-point function of determinant
operators and discuss its connection to various interesting physics; to name a few, the phase
transition of geodesic Witten diagrams, the Hagedorn instability on the worldsheet, the
Regge physics and the BFKL limit, the light-ray operators, the bulk-point limit and its
possible relation to the Loschmidt echo.
Several appendices are included to explain technical details. In particular, in Appendix H
we derive the g-function for theories described by the nested Bethe ansatz. We also present
an integral representation for the overlap between the Ne´el state and the Bethe state in
terms of Q-functions in Appendix R.
2 Generalities
In this section, we explain the setup of our problem and give a brief summary of its basic
properties.
2.1 Setup, kinematics and symmetry
The determinant operators that we study in this paper are of the form,
Di(xi, Yi) = det (Yi · Φ(xi)) , (2.1)
where each Yi is a six-component complex vector satisfying
Yi · Yi ≡
6∑
I=1
Y Ii Y
I
i = 0 , (2.2)
and parameterizes the orientation in the R-symmetry space. The dot product (Yi ·Φ) stands
for the standard inner product
∑6
I=1 Y
I
i Φ
I where ΦI ’s are the six real scalars in N = 4 SYM.
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With Yi being a null vector, the operator (2.1) is half-BPS and has a protected conformal
dimension ∆Di = N , where N is the rank of the gauge group U(N)
8. Thus the two-point
function of these operators is given by
〈D1(x1, Y1)D2(x2, Y2)〉 = nD × (d12)N , (2.3)
where dij is the free-field Wick contraction,
dij ≡ Yi · Yj
x2ij
, (2.4)
while nD is the normalization constant, which can be set to unity by rescaling the operators.
BPS kinematics As already mentioned, the main subject of this paper is the correlation
function of two such determinant operators and one single-trace operator O. In particular,
we are interested in cases where the single-trace operator is non-BPS. In the integrability-
based approach, we describe non-BPS operators by adding “impurities” in the 1/2-BPS
operator. It is therefore useful to first discuss 1/2-BPS single-trace operators,
O◦(x3, Y3) = tr
(
(Y3 · Φ)L(x3)
)
. (2.5)
Here we put a subscript ◦ in order to emphasize that the operator is BPS. As is well-known,
the three-point functions of half-BPS operators are tree-level exact and take the following
form:
〈D1(x1, Y1)D2(x2, Y2)O◦(x3, Y3)〉 = nD(nO◦)
1
2︸ ︷︷ ︸
Normalization
× (d12)N
(
d23d31
d12
)L
2
︸ ︷︷ ︸
kinematical factor
× DO◦︸︷︷︸
Structure constant
. (2.6)
As indicated, it consists of three different terms: The first term nD(nO◦)
1
2 represents the
normalizations9 of the operators, which are unphysical and can be set to be 1 by rescaling.
The second term is the standard space-time and R-symmetry dependence of the three-point
function,
(d12)
N
(
d23d31
d12
)L
2
=
(Y1 · Y2)N−L2 (Y2 · Y3)L2 (Y3 · Y1)L2
x2N−L12 x
L
23x
L
31
, (2.8)
and the last term DO◦ is the structure constant, which is a physical CFT data. Its explicit
expression at large N will be given in section 3.5.2.
8Note that, unlike baryonic operators constructed out of fundamental quarks, the determinant operator
can be defined even in theories with U(N) gauge groups. The difference between SU(N) and U(N) is not
important in this paper since we only discuss the leading large N answers.
9nO◦ is defined in terms of the two-point function
〈tr ((Y1 · Φ)L(x1)) tr ((Y2 · Φ)L(x2))〉 = nO◦ × (d12)L . (2.7)
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Twisted translation Of course, what we explained above—the factorization of the three-
point function into a kinematical part and a structure constant—is a well-known consequence
of the conformal Ward identities which applies also to non-BPS operators. However, for non-
BPS operators, an explicit expression for the kinematical factor depends on details of the
operator such as spin and R-charges, making it difficult to write down a simple universal
expression like (2.6). One way to circumvent this problem is to consider some canonical
configuration in which some of the consequences of the Ward identities take a simple form.
A configuration that is useful for us is the so-called twisted-translated frame, which was
introduced in [106] and utilized in the integrability context in [55]. For BPS three-point
functions, one can go to that frame by putting three operators on a single line and aligning
Yi’s along a particular U(1) direction inside SO(6) by making use of the conformal and
R-symmetry transformations. The resulting configuration is given by
D1 = detZ(a1) , D2 = detZ(a2) , O◦ = tr
(
ZL(a3)
)
. (2.9)
Here Z is the twisted-translated scalar defined by
Z(a) ≡ (1 + κ
2a2)Φ1 + i(1− κ2a2)Φ2 + 2iκaΦ4√
2
(0, a, 0, 0)
= (Z + κ2a2Z¯ + κa(Y − Y¯ ))(0, a, 0, 0) ,
(2.10)
where X, Y , Z and their conjugates are complex scalar fields,
Z =
Φ1 + iΦ2√
2
, Z¯ =
Φ1 − iΦ2√
2
, Y =
Φ3 + iΦ4√
2
, Y¯ =
Φ3 − iΦ4√
2
,
X =
Φ5 + iΦ6√
2
, X¯ =
Φ5 − iΦ6√
2
.
(2.11)
Here κ is a tunable parameter with mass dimension 1 which can be set to unity by per-
forming a further dilatation. The configuration can also be described in terms of the twisted
translation generator T ,
T ≡ −iαα˙P α˙α + κa˙aRaa˙ , (2.12)
as
Z(a) = eT a · Z(0) · e−T a . (2.13)
In the twisted-translated frame, the normalized BPS three-point function takes a simple
form,
〈D1(a1)D2(a2)O◦(a3)〉
(n2DnO◦)
1
2
= κ2N+LDO◦ . (2.14)
For non-BPS operators, we define the twisted-translated frame by first constructing a
non-BPS operator by adding “impurities” (denoted in red below) to tr(ZL) at the origin and
then performing the twisted translation:
O(0) = tr (ZZXZD+Z · · · ) + · · · |xµ=0
7→ O(a) = eT aO(0) e−T a .
(2.15)
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Figure 6: The bosonic parts of the diagonal PSU(2|2) symmetry.
The two-point function of such operators are constrained by the Ward identity to be
〈O(a1)O(a2)〉 = κ
2JnO
(a1 − a2)2(∆−J) , (2.16)
where nO is the normalization constant and ∆ and J represent two quantum numbers of
O(0):∆ is the conformal dimension and J is the charge of the U(1) rotation which rotates
Z and Z¯. Similarly, one can show that the three-point function of O and two determinants
has the following structure10:
〈D1(a1)D2(a2)O(a3)〉
(n2DnO)
1
2
= κ2N+J
[
(a1 − a2)2
(a2 − a3)2(a3 − a1)2
](∆−J)/2
︸ ︷︷ ︸
Kinematical factor
DO︸︷︷︸
Structure constant
. (2.17)
One unsatisfactory feature of the expression (2.17) is that it depends explicitly on the rank
of the gauge group N which becomes infinite in the planar limit. This dependence can be
eliminated by taking a ratio with the two-point function of twisted-translated determinant
operators, 〈D1(a1)D2(a2)〉 = nDκ2N :
〈D1D2O〉
〈D1D2〉√nO = κ
J
[
(a1 − a2)2
(a2 − a3)2(a3 − a1)2
](∆−J)/2
DO . (2.18)
The result is now O(1) at large N limit and is expressed purely in terms of quantum numbers
of O. We will later see that it is this ratio which admits nonperturbative integrability
description.
Symmetry Another advantage of the twisted-translated frame is that it makes it easier
to see the underlying symmetry of the problem. This was in fact the original motivation for
introducing the twisted translation in [55].
The relevant symmetries of our problem are the symmetries that leave the BPS three-
point function invariant. The bosonic part of the symmetries can be understood intuitively
(see also figure 6): Since we placed the three operators on a single line, there is a rotation
symmetry SO(3) around this line. In addition, since we are only using three scalars Φ1,2,4
to define the twisted translated frame, there is still a residual symmetry SO(3) which ro-
tates the remaining three. As explained in [55], these symmetry groups, when combined
10Note that we included all possible tensor structures into DO, which appears when the operator O carries
Lorentz and/or R-symmetry indices.
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D-brane
Figure 7: The AdS description of the three-point function. The determinant operators
D correspond to a geodesics of the Giant Graviton (denoted by a thick blue curve) while
the single-trace operator corresponds to a closed string (denoted by a red wavy line). The
worldsheet of the closed string has a boundary at which it gets attached to the Giant Graviton
D-brane. It can be viewed either as a disk with one puncture (the right figure) or as a
semi-infinite cylinder (the middle figure). In the latter description, the three-point function
corresponds to an overlap between the boundary state 〈B| and a closed string state |O〉.
with super(conformal) symmetries, form a diagonal subgroup PSU(2|2)D of the PSU(2|2)2
symmetry, which is the symmetry group governing the spectral problem of the single-trace
operators. Using the notation of [55], they can be expressed explicitly as
Lαβ ≡ Lαβ + L˙α˙β˙ , Qαa ≡ Qαa + iκαβ˙ab˙S˙ b˙β˙ ,
Rab ≡ Rab + R˙a˙b˙ , Saα ≡ Saα +
i
κ
ab˙αβ˙Q˙
β˙
b˙ .
(2.19)
Here the generators that appear on the right hand sides are the PSU(2|2)2 generators which
we review in Appendix E. Throughout this paper, we use the standard convention for the
epsilon tensor,
12 = 1˙2˙ = −12 = −1˙2˙ = 1 . (2.20)
Although non-BPS three-point functions are not invariant under such symmetries, one
can constrain their structures by using representation theory of the symmetry group as we
show in section 7.
2.2 AdS description
Let us also give a brief review of the AdS description of our problem. It was proposed
in [45], based on topological arguments in orbifold theories and free-field computations,
that the determinant operators in N = 4 SYM correspond to the maximal Giant Graviton
in AdS5×S5, which is a D3-brane extended in a S3 subspace in S5 and particle-like in
AdS. The proposal was later tested by various weak and strong coupling computations
[6, 7, 10–19,37–39].
This leads to the following natural guess for the dual description of the three-point func-
tion of two determinants and one single-trace operator: We expect that the two determinants
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on the boundary create a classical configuration of the Giant Graviton which is a geodesics
in AdS connecting the two insertion points. On the other hand, the single-trace operator
would create a closed string which gets attached to the geodesics of the Giant Graviton (see
figure 7). Based on such a description, the three-point function of two determinant operators
and a BPS single-trace operator was analyzed in [37, 38] leading to a match11 between the
field theory result and the AdS result [38, 107]. The relevant classical configuration of the
Giant Graviton can be obtained by Wick-rotating the solutions as given in [37].
The computations in [37] were performed from the D-brane point of view, namely using
the DBI action of the Giant Graviton. This was possible because they only considered
the BPS single-trace operators dual to graviton states in AdS whose effects are already
included in the DBI action. However, if one wants to compute the correlator of a non-BPS
operator dual to a stringy state in AdS, the DBI action is not complete and one has to
use the worldsheet description. From the worldsheet point of view, the interaction between
the string and the D-brane is described by a disk one-point function, where the vertex
operator is inserted at the center of the disk and describes the string state dual to the single-
trace operator. Alternatively one can think of it as an overlap between the boundary state
describing the Giant Graviton and the closed string state. See figure 7.
Before ending this section, let us stress that the relevance of the disk worldsheet and
the boundary state, which is quite natural on the AdS side, is not at all obvious on the
field theory side. One of the main goals of the subsequent two sections is to develop field-
theoretical techniques which manifest such features.
3 Large N Effective Theory for Giant Gravitons
We now introduce the semi-classical approach to the correlation functions of determinant
operators. In this section, we only perform the computation at tree level, but the method
can be readily generalized to include loop corrections as we comment at the end.
3.1 Derivation
To illustrate the general structure of the resulting effective action, we consider the correlation
function of m determinant operators and one single-trace operator,
Gm ≡ 〈D1(x1, Y1) · · · Dm(xm, Ym)O(y)〉 , (3.1)
where Di = det(Yi ·Φ)(xi) and O(y) is a general single-trace operator made up of scalars and
derivatives12. The derivation of the effective action consists of four steps of integrating in
11Initially, the results from the field theory and the AdS computation did not match [37] for the extremal
three-point functions. However, the discrepancy was later resolved in [107] by using a careful limiting
procedure first discussed in [108]. We thank Charlotte Kristjansen for explaining this point.
12Note that we can replace covariant derivatives in O with usual derivatives since we only analyze the
tree-level correlators. Also, one can in principle consider operators with fermions but the correlator of such
a operator vanishes at tree level.
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and out, each of which is quite elementary. As we comment later, the trick itself is not new
and well-known in the context of matrix models but, as far as we know, it was never used
effectively in higher-dimensional field theories. The physical meaning of these integrating
in-and-out procedures, such as the interpretation from string theory and the relation to the
graph duality, will be explained in later subsections.
Step 1: Integrating in fermion As the first step, we express it as a path integral,
Gm =
1
ZΦ
∫
DΦI
(∏
k
Dk
)
O exp
[
− 1
g2YM
∫
d4x tr
(
∂µΦ
I∂µΦI
)]
, (3.2)
with ZΦ being the partition function,
ZΦ =
∫
DΦI exp
[
− 1
g2YM
∫
d4x tr
(
∂µΦ
I∂µΦI
)]
. (3.3)
To proceed, we express the determinant operators as the integrals of zero-dimensional fermion
χk,
Dk = det(Yk · Φ) =
∫
dχ¯kdχk exp [χ¯k(Yk · Φ)χk] , (3.4)
where χk’s (χ¯k’s) are in the (anti)fundamental representation of U(N) and the product
χ¯k(Yk · Φ)χk signifies
χ¯k,a (Yk · Φ)ab χbk , (3.5)
with a and b being the U(N) indices. After the rewriting, we obtain
Gm =
1
ZΦ
∫
DΦIdχ¯kdχk O
exp
[
− 1
g2YM
∫
d4x
(
tr
(
∂µΦ
I∂µΦI
)− g2YM∑
k
δ4(x− xk)χ¯k(Yk · Φ)χk
)]
.
(3.6)
Step 2: Integrating out N = 4 SYM fields The next step is to integrate out fields
in N = 4 SYM, namely ΦI ’s in (3.6). This can be done most efficiently by completing the
square in the following way,
− 1
g2YM
∫
d4x
(
tr
(
∂µΦ
I∂µΦI
)− g2YM∑
k
δ4(x− xk)χ¯k(Yk · Φ)χk
)
=
1
g2YM
∫
d4x tr
(
(ΦI − SI)2(ΦI − SI)− SI2SI
)
,
(3.7)
with
SI(x) =
g2YM
2
∑
k Y
I
k χkχ¯kδ
4(x− xk)
2
=
g2YM
8pi2
∑
k
Y Ik χkχ¯k
|x− xk|2 . (3.8)
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Here we used the identity
2
1
|x|2 = −4pi
2δ4(x) . (3.9)
Note that the U(N) indices of χ and χ¯ in (3.8) are not contracted, χkχ¯k ≡ χakχ¯k,b.
We can then perform the integration of the shifted field ΦI − SI . This produces two
effects. First it gives a one-loop partition function of ΦI − SI , cancelling 1/ZΦ factor in
(3.6). Second, it replaces the Φ fields inside O(y) with S fields, for instance,
O(y) = tr (ΦI1∂µΦI2 · · · ) (y) 7→ OS(y) = tr (SI1∂µSI2 · · · ) (y) . (3.10)
This second point perhaps deserves a further explanation. Normally, when we try to perform
the integral of Φ−S, we first express Φ’s in O(y) as a sum of (Φ−S) +S, and then perform
the Wick contraction of Φ − S. However, in this case there is no Wick contraction to be
performed since the operators in N = 4 SYM are normal-ordered and therefore we are not
allowed to perform the self-contractions. Note that this is only true when there is only one
single-trace operator. If there are multiple single-trace operators, we do need to perform the
contractions among those operators when performing the integral of Φ− S.
As a result, we obtain the following integrals of fermions,
Gm =
∫
dχ¯kdχkOS exp
[
− 1
g2YM
∫
d4x tr
(
SI2SI
)]
, (3.11)
which can be expressed more explicitly using (3.8) and (3.9) as follows:
Gm =
∫
dχ¯kdχkOS exp
−g2N ∑
i 6=j
Yi · Yj
x2ij︸ ︷︷ ︸
= dij
(χ¯iχj)(χ¯jχi)
 . (3.12)
Here we introduced the notation for the ’t Hooft coupling commonly used in the integrability
literature,
g2 ≡ λ
16pi2
=
g2YMN
16pi2
. (3.13)
Step 3: Integrating in bosonic bilocal fields As the third step, we perform the stan-
dard Hubbard-Stratonovich transformation. We first integrate in the auxiliary bosonic fields
ρij with i, j = 1, . . . ,m and i 6= j as
Gm =
1
Zρ
∫
dρdχ¯kdχkOS exp
[
N
g2
∑
i 6=j
ρijρji − g
2
N
∑
i 6=j
dij(χ¯iχj)(χ¯jχi)
]
, (3.14)
with
Zρ =
∫
dρ exp
[
N
g2
∑
i 6=j
ρijρji
]
=
(
g2pi
2N
)m(m−1)/2
. (3.15)
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We then shift ρ in (3.14) as
ρij → ρij − g
2
N
(dij)
1
2 χ¯iχj , (3.16)
and rewrite the action as
Gm =
1
Zρ
∫
dρdχ¯kdχkOS exp
[
N
g2
Trm
[
ρ2
]
+ 2Trm [ρˆ(χ¯χ)]
]
, (3.17)
with13
ρˆij ≡ (dij) 12ρij . (3.18)
Here we are regarding ρij and (χ¯iχj) as m×m matrices without diagonal entries and the trace
is over such matrix indices, namely Trm[ρ
2] ≡∑i 6=j ρijρji and Trm [ρˆ(χ¯χ)] ≡∑i 6=j ρˆij(χ¯jχi).
Note that the quadratic term of ρ comes with a factor of N , indicating that ρ becomes
classical in the large N limit. We will see this more explicitly in the next step.
Step 4: Integrating out fermions Since the new action (3.17) is quadratic in fermions
χk, one can easily integrate them out. As a result, we obtain
Gm =
1
Zρ
∫
dρ 〈OS〉χ exp (NSeff [ρ]) , (3.19)
where the large N effective action Seff [ρ] consists of the quadratic term of ρ and the term
coming from the one-loop fermion determinants,
Seff =
1
g2
Trm
(
ρ2
)
+ Trm log(−2ρˆ) . (3.20)
The expectation value 〈OS〉χ is defined by
〈OS〉χ ≡
∫
dχkdχkOS exp [2Trm[ρˆ(χ¯χ)]]∫
dχkdχk exp [2Trm[ρˆ(χ¯χ)]]
, (3.21)
and can be computed by performing the Wick contraction of OS using
χ¯k,a χl,b = −δab
2
(
ρˆ−1
)
k,l
, (3.22)
where a and b are U(N) indices and ρˆ−1 is a matrix inverse of ρˆ, which is a m×m matrix.
In general, one needs to sum up various different Wick contractions of OS. There is
however a drastic simplification in the large N limit. To understand this, let us analyze how
the computation works for the following operator O:
O =tr (· · ·ΦI1ΦI2ΦI3 · · · ) = · · · (ΦI1)ab(ΦI2)bc(ΦI3)cd · · · . (3.23)
13Note that the indices in (3.18) are not summed over.
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In the second equality, we wrote down explicitly the U(N) indices of each field. We also
colored each field to make it easier to track contributions from each field. Now, after in-
tegrating out N = 4 SYM fields, Φ’s are replaced with S’s given in (3.8), leading to the
following sequence of fermions:
OS =
∑
ks
(∏
s
g2YM
8pi2
Y Isks
|y − xs|2
)
× (· · ·χak1χ¯k1,b χbk2χ¯k2,c χck3χ¯k3,d · · · ) . (3.24)
Note that each ks runs from 1 to m with m being the number of determinant operators in
the original correlator. We then compute the expectation value using the Wick contraction
(3.22). It turns out that the leading contribution at large N comes from pair-wise con-
tractions of neighboring fields with the same indices. Namely we just need to consider the
following contraction:
· · · χ¯k1,bχbk2χ¯k2,cχck3 · · · ∝ δbbδcc = N2 . (3.25)
Other contractions pair up more than two fields, and leads to a smaller power of N , for
instance
· · · χ¯k1,bχbk2χ¯k2,cχck3 · · · ∝ δbcδcb = N . (3.26)
Now, after performing such large N contractions, we obtain the following sequence of m×m
matrices ρˆ−1,
〈OS〉χ = −
∑
ks
(∏
s
g2YMN
16pi2
Y Isks
|y − xs|2
)
×
(
· · · (−ρˆ−1)
k1,k2
(−ρˆ−1)
k2,k3
· · ·
)
. (3.27)
(Note that an overall extra minus sign comes from reshuffling the order of fermions.) This
can be expressed simply as the following matrix trace,
〈OS〉χ = −Trm
[· · ·M I1M I2M I3 · · · ] , (3.28)
with14
M I ≡ diag
(
g2Y I1
|y − x1|2 ,
g2Y I2
|y − x2|2 , . . . ,
g2Y Im
|y − xm|2
)
· (−ρˆ−1) . (3.29)
This matrix-trace representation (3.28) resembles the one that appeared in the computation
of one-point functions in the presence of a domain wall in [91]. There is however one im-
portant qualitative difference: In the case of one-point functions, the domain wall creates a
classical profile of fields in N = 4 SYM and the computation naturally boils down to evalu-
ating the single-trace operator on that profile. Because of this, the resulting matrix trace is
taken over a subgroup of the original U(N) gauge group. On the other hand, in our setup
nothing in the original N = 4 SYM Lagrangian is classical and the classical background
only emerges after a series of rewriting that we explained above. Correspondingly, the ma-
trix space over which the trace is taken is also emergent, having no relation to the U(N)
gauge group of N = 4 SYM. As we discuss later, the ρ fields can be interpreted as open
14Here diag denotes a diagonal matrix and the dot product means a matrix multiplication.
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string fields on the Giant Graviton D-branes, and from this perspective, we can interpret the
matrix trace Trm as defining a gauge-invariant observable in that open string field theory,
not in the original N = 4 SYM.
Having computed the expectation value 〈OS〉, one can now perform the ρ-integral by
using the saddle-point approximation. Since 〈OS〉 does not produce a large exponent, we
can simply look for the saddle point of the effective action Seff ,
∂Seff
∂ρji
= 0 ⇐⇒ ρij
g2
= −
(
1
2ρˆ
)
ij
dij . (3.30)
Then, the final answer in the large N limit is given by
Gm
N→∞
= 〈OS〉χ
∣∣
ρ=ρ∗ e
NSeff [ρ
∗] , (3.31)
with ρ∗ being the solution to the saddle-point equation (3.30). In general, there can be
multiple saddle points and one needs to find the one which gives the dominant contribution.
However, for m = 2, 3, we will see below that there is only one saddle point and it gives the
correct result for the corresponding correlators.
Before ending this subsection, let us make a few remarks: First, although we mostly
discussed single-trace operators which only contain scalar fields, the computation can be
readily generalized to operators with derivatives. We will see this in explicit examples in
section 5.2. Second, as with the analysis in [91], one can alternatively represent 〈OS〉 as the
following overlap between a matrix product state and a state corresponding to the operator
O,
〈OS〉χ = 〈M(ρ)|O〉 , (3.32)
with
|M(ρ)〉 ≡
∑
I1,...,Im
−Trm
[
M I1M I2M I3 · · · ] |ΦI1 · · ·ΦIm〉 , |O〉 ≡ |ΦI1 · · ·ΦIm〉 . (3.33)
It is amusing to note that the way matrix product states show up in our context has some
similarity with the way they are used in condensed matter physics: The matrix product
state is often used as a variational ansatz for the spin-chain ground state. In that context,
the matrix M I is a function of several unfixed parameters and one determines them by
minimizing the expectation value of the energy. Also here, the matrix M I is a function of
the “parameter” ρ, and one determines it by extremizing the effective action Seff [ρ].
3.2 String theory interpretation
The sequence of rewritings that we explained above might seem like technical computational
tricks. However, we now point out that there is a natural interpretation from string theory
which suggests that each step of rewritings has a physical meaning.
The basic idea is to interpret the determinant operators as point-like intersections between
a stack of N D3 branes, which describe N = 4 SYM, and probe D3 branes (to be denoted by
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Integrate out
N=4 SYM
N D3
D3'
D3'
D3'
D3'
AdS
Figure 8: The string theory interpretation of our rewritings. The determinant operators
would correspond to two extra D3 branes intersecting perpendicularly with a stack of D3
branes. After integrating out N = 4 SYM fields, we are left with a single connected D3
brane in AdS and the ρ-fields on top of it, which are mesons made out of “quarks” χ1,2 and
χ¯1,2. The mechanism is similar to the chiral symmetry breaking in holographic QCD, such
as the Sakai-Sugimoto model [109].
D3′ branes). In this configuration, in addition to open strings connecting N D3 branes which
become N = 4 SYM fields in the near horizon limit, we also have open strings connecting
D3 branes and the D3′ branes. Such open strings give rise to localized degrees of freedom at
the intersections which are in the fundamental representation of the U(N) gauge group. The
fermionic fields χ that we introduced above have precisely such a property and can therefore
be understood as such open strings.
Next in step 2, we integrated out N = 4 SYM fields. In the D-brane picture, this
amounts to integrating out the degrees of freedom on N D3 branes and replacing it with a
classical curved background. After this manipulation, we expect that the probe D3′ branes
get reconnected15 as shown in figure 8. We are then left with open string excitations on
the reconnected D3′ branes, which are “bound states” of two fermions. Such bound states
are nothing but the ρ-fields that we introduced in step 3 through the Hubbard-Stratonovich
transformation. This suggests that one can interpret the effective action for ρ-fields as
the action of open string field theory on the reconnected D3′ branes, which become Giant
Graviton D3 branes in AdS5×S5 after taking the near horizon limit. This interpretation is
further supported by the fact that the resulting ρ-fields are valued in k × k matrices when
there are k determinant operators. From the bulk point of view, this is just a reflection of
the fact that open strings on k D-branes carry Chan-Paton factors16 and can be thought of
as k × k matrices.
Of course, what we said here is at best qualitative. It would be better to make these
arguments more precise by finding the relevant D3-brane configurations in flat space and
15In terms of ρ-fields, this reconnection corresponds to the off-diagonal ρ-fields getting nonzero expectation
values.
16The emergence of the gauge symmetry for the Giant Gravitons was discussed also in [9,44] from different
approaches. It would be interesting to understand the relation to our method.
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analyzing the open string spectrum. In addition, it would be interesting to know how closely
related operators such as subdeterminant operators and Schur polynomial operators17 are
realized in a similar D-brane picture. Such analysis was indeed carried out for the BPS
Wilson loops in [110] and we expect that it can be generalized to determinant operators.
3.3 Matrix model, graph duality and “open-closed-open” duality
As we already mentioned above, our trick of rewritings appeared previously in the literature
on matrix models. For instance, the trick was utilized in a series of works by Brezin and
Hikami on the computation of intersection numbers of the moduli space of curves [83–85].
It also played a key role in the duality between (2, 2k+ 1) minimal string theory and matrix
models [52]: The minimal string theory is a noncritical string theory whose worldsheet theory
consists of Liouville theory and a minimal model. When the minimal model is a (2, 2k + 1)
minimal model, the theory is conjectured to have two different dual descriptions: The first
description is a double-scaling limit of the standard one-matrix model, which can be viewed
as a theory on ZZ branes in the minimal string theory. The second description is the so-
called Kontsevich matrix model, which corresponds to a theory on FZZT branes. The two
descriptions appear to be quite different; in particular, while the first description involves the
large N limit, the size of the matrix in the second description is not necessarily large. This
raises a question of whether one can go from one description to the other. This question was
addressed and solved in [52] using precisely the same rewritings as the one described above:
The strategy was to realize the FZZT branes in the first description by inserting determinant
operators, and then perform a sequence of rewritings to obtain a dual description18, which
coincides with the Kontsevich model after taking the double-scaling limit.
This duality between matrix models was revisited recently in an unpublished work by
Gopakumar [86] in which he pointed out that the duality can be understood pictorially as
a graph duality. Since his argument applies also to our problem and gives another useful
perspective, we will explain it below. We want to emphasize that the explanation in the
following paragraph is just a review of his argument and does not contain original materials.
The Wick contractions among determinant operators are complicated collections of prop-
agators. In order to simplify them, we introduced the fermions χ’s and replaced each deter-
minant with a Gaussian integral of χ’s. As shown in figure 9, graphically this amounts to
adding new lines (denoted by red dashed lines) to the endpoints of the original propagators
(denoted by black lines). After doing so, we have two kinds of double lines; the original
double lines which describe the N = 4 SYM fields and the double lines made up of a black
line and a red dashed line, which carry only one U(N) index and correspond to χ. Next in
step 2, we integrated out the original N = 4 SYM fields. This corresponds to eliminating the
black double lines and creating four-fermi interactions of χ. Such four-fermi interactions can
be resolved by inserting new double lines made up of two red dashed lines. This is precisely
our step 3, in which we integrated in ρ fields. After doing so, we can integrate out χ fields
and this creates non-linear interactions of ρ’s as shown in figure 9. After this sequence of
17See also section 3.5.4 for discussions of such operators in our formalism.
18In our language this is nothing but the integral of ρ fields.
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Figure 9: Graphical interpretation of the rewriting procedure. The fermion fields χ and
χ¯ correspond to a double line made up of a dashed line and a black line. As a result of
integrating in and out, we resolve the quartic interaction and introduce a double line made
up of two dashed lines. This corresponds to the ρ field that we obtained in the end.
Figure 10: Rewriting as a graph duality. The diagram of ρ fields is a dual graph of the
original Feynman diagram; the faces of the original graph become the vertices and vice
versa.
rewritings, the original graph is converted to its dual graph, for which the roles of vertices
and faces are swapped (see figure 10).
The duality—or more precisely the triality—between the two matrix models and the
minimal string was called “open-closed-open” duality in [86]. He further suggested that an
analogous relation might exist also for the AdS5/CFT4 correspondence and mentioned that
it would be interesting to find the missing “open” description. In a sense, what we did in
this section is one realization19 of such an idea in a simple toy example (see figure 11). It
would be interesting to further explore it. See the conclusion section (section 11) for further
discussions.
3.4 Analogies with open string field theory
In section 3.2, we explained that our large N effective action can be interpreted as open
string field theory on Giant Gravitons, based on the D-brane picture and the Chan-Paton
structure. Here we discuss that the analogy goes further by pointing out similarities with
works done in open string field theory.
Open string field theory (OSFT) is a second-quantized formulation of open strings [111].
19In fact it was even mentioned in [86] that the Giant Graviton might provide the missing “open” descrip-
tion.
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Figure 11: Open-closed-open duality. The field theory of ρ can be regarded as an analogue
of the Kontsevich model in the minimal string duality.
For bosonic OSFT, the action and the equation of motion take simple forms and they read
S =
1
2
〈Ψ, QBΨ〉+ 1
3
〈Ψ,Ψ ∗Ψ〉 , QBΨ + Ψ ∗Ψ = 0 , (3.34)
where Ψ is a string field, QB is a BRST operator of a chosen open string background, and
∗ is the star-product which maps a product of two string fields to a single string field. The
symbol 〈A,B〉 denotes a BPZ inner product of the worldsheet CFT.
An interesting feature of OSFT is the way it describes different string backgrounds: In
the first-quantized formalism, different open string backgrounds correspond to different con-
formal boundary conditions on the worldsheet, or equivalently boundary CFTs (BCFTs),
and one needs to find them by imposing a set of consistency conditions such as the Cardy
condition. On the other hand, in OSFT one can find different backgrounds by simply20
solving the equation of motion (3.34); the trivial solution Ψ = 0 corresponds to the orig-
inal background we started with while other solutions describe non-perturbatively distinct
backgrounds.
This feature allows us to systematically search different string backgrounds with the help
of numerical/analytical techniques. At the same time it also raises a puzzle: How and why
are these two descriptions equivalent? One way to compare the two approaches is to compute
the BRST cohomology of a new background using a shifted BRST operator,
QnewB = QB + {Ψ0, •} , (3.35)
with Ψ0 being a solution to (3.34), and compare it with the spectrum of a candidate BCFT.
This does provide a way to identify solutions in OSFT with BCFTs, but it is not necessarily
the simplest way. Another possible way is to compute some physical observables on both
sides and compare. This was indeed an approach discussed by Ellwood: In [89], he considered
a class of gauge-invariant observables in open string field theory which were first introduced
in [87,88]. They are often called Ellwood invariants, whose formal expression reads
W (Ψ0,Vcl) = 〈I|Vcl(i)|Ψ0〉 , (3.36)
with I being the identity open string field and Vcl being an on-shell closed-string vertex
operator inserted at the midpoint of open string. The Ellwood invariant is a functional
20Of course it is hard in practice to solve the equation of motion, but here we wanted to emphasize it is
conceptually much simpler than finding all consistent conformal boundary conditions.
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of the solution Ψ0 and roughly speaking it can be interpreted as a closed string vertex
operator evaluated on the classical background sourced by the open string field Ψ0. The
conjecture by Ellwood states that these observables are the same as disk one-point functions
in a BCFT, or equivalently, an overlap between the closed string state Vcl and a boundary
state corresponding to the solution Ψ0:
W (Ψ0,Vcl) ∼ 〈BΨ0 |Vcl〉 . (3.37)
Although the conjecture is not proven yet, this gives an efficient way to read off the boundary
state from a given classical solution Ψ0 as was demonstrated in [112]. A more explicit
connection between OSFT and BCFTs was made in a beautiful paper [113] in which they
put forward a prescription to construct a relevant boundary state starting from a solution
to OSFT. In their construction, the boundary state for the solution Ψ0 is given in the form,
|BΨ0〉 ∼
∮
P exp
(
−
∫
dt [LR(t) + {BR,Ψ0}]
)
, (3.38)
where LR and BR are certain line integrals of a stress energy tensor and a b-ghost while
∮
stands for identification of half-string boundaries, which roughly can be thought of as a trace
over the half-string Hilbert space. The detailed explanation of this expression is certainly
beyond the scope of this paper and we simply refer the readers to the original article. What
is important for us is that the expression provides a generalization of Wilson loops in gauge
theories to open string field theory, and realizes the idea of expressing closed strings using
the Wilson loop [114] in a concrete form.
We can now see some analogy with our story. In section 3.1, we showed that the computa-
tion of correlators of determinants and a single-trace operator reduces to evaluating a certain
matrix trace (3.28), which is a function of ρ and can be interpreted as a gauge-invariant ob-
servable on Giant Graviton D-branes. Upon identification of ρ with the string field Ψ0, one
can see that this is analogous to the Ellwood invariant given in (3.36). In our case, it is
rather straightforward to rewrite such a matrix trace as an overlap between a matrix product
state and a closed string state as shown in (3.32). The resulting matrix product state can
be interpreted as a boundary state describing the Giant Graviton D-branes. Interestingly,
the structure of the matrix product state
|M(ρ)〉 ≡
∑
I1,...,IL
−Trm
[
M I1(ρ)M I2(ρ)M I3(ρ) · · · ] |ΦI1 · · ·ΦIL〉 (3.39)
resembles the boundary state constructed in [113]. Namely, the matrices M I(ρ)’s can be
viewed as discretization of the path-ordered exponential in (3.38). In other words, we propose
that the physical interpretation of the matrix product state is the “Wilson loop” on the Giant
Graviton D-branes.
Of course, we admit that the analogies are rather formal and qualitative. It would be
interesting if one could make the arguments more quantitative. Even more interesting would
be to reconstruct full-fledged open string field theory on Giant Gravitons in AdS purely from
N = 4 SYM. We hope that the analogies presented here may provide some useful guidance
towards such an ambitious goal.
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3.5 Examples
We now see how the method works in several simple examples.
3.5.1 Two- and three-point functions of determinants
Let us first discuss the two- and the three-point functions of determinants without any
single-trace insertions. In the absence of single-trace operators, the computation boils down
to solving the saddle-point equation (3.30) and evaluating the effective action (and the
fluctuation around it).
For the two-point functions, there are only two ρ variables ρ12 and ρ21, and the saddle-
point equation reads
ρ12ρ21 = −g
2
2
. (3.40)
Plugging this into the effective action, we get
Seff [ρ
∗] = −1+log(2g2d12) ⇐⇒ 〈D1D2〉|N→∞ = eNSeff [ρ
∗] = (2g2d12)
Ne−N . (3.41)
Note that the result correctly reproduces the expected space-time dependence of the two-
point function of determinant operators.
We can also compute the one-loop fluctuation around this saddle-point. For this purpose,
we express ρ12 and ρ21 as
ρ12 = i(a+ ib) , ρ21 = i(a− ib) , (3.42)
and perform the integral of a and b around the saddle point. Note that the extra factors
of i are necessary in order to make the integral convergent and it is related to the fact that
the appropriate contour for ρ is not along the real axis21. In the new variables a and b, the
saddle point is given by
a2 + b2 =
g2
2
. (3.43)
As this equation shows, there is actually a flat direction around the saddle point and it is
therefore convenient to introduce the polar coordinates a + ib = reiθ. Then the one-loop
integral gives
(one-loop) = 2pi︸︷︷︸
θ integral
g√
2︸︷︷︸
saddle-point value of r
∫
dδr exp
[
−4N
g2
(δr)2
]
=
pi3/2g2√
2N
. (3.44)
Combining this with 1/Zρ factor, we obtain
〈D1D2〉|O(1/N) = (2g2d12)N
√
2piNe−N
2
. (3.45)
21This can be seen explicitly in the free partition function (3.15).
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Later in section 4.2, we will see that this result agrees with the result from the direct Wick
contractions.
Similarly one can compute the three-point function of determinant operators. For the
three-point functions, there are 6 relevant ρ variables ρ12, ρ23, ρ31, ρ21, ρ32 and ρ13. The
saddle-point equations for the first three read
ρ12
g2
= − ρ13ρ32
2(ρ12ρ23ρ31 + ρ13ρ32ρ21)
,
ρ23
g2
= − ρ21ρ13
2(ρ12ρ23ρ31 + ρ13ρ32ρ21)
,
ρ31
g2
= − ρ32ρ21
2(ρ12ρ23ρ31 + ρ13ρ32ρ21)
.
(3.46)
The other three equations can be obtained by permuting the indices of these equations. The
solution to those six equations is given by
ρ12ρ21 = ρ23ρ32 = ρ31ρ13 = −g
2
4
. (3.47)
Evaluating the action at the saddle point, we obtain
Seff [ρ
∗] = −3
2
+ log(2(d12d23d31)
1/2g2) , (3.48)
which leads to the following expression for the correlator:
〈D1D2D3〉|N→∞ = eNSeff [ρ
∗] = (2g2(d12d23d31)
1/2)Ne−
3
2
N . (3.49)
Again the expected space-time dependence is correctly reproduced from this saddle-point
analysis. Dividing this by the normalization of two-point functions, we can also read off the
structure constant,
〈D1D2D3〉
n
3/2
D
∣∣∣∣∣
N→∞
= (d12d23d31)
N/2 × 2−N/2 . (3.50)
The fact that the structure constant 2−N/2 is exponentially small is consistent with the
general expectation for the three-point function of heavy operators. It would be interesting
if one can reproduce this number at strong coupling, namely by finding a classical solution
describing the three-point function of Giant Graviton D-branes and evaluating its action.
3.5.2 2 determinants and 1 BPS single-trace
Let us now consider the three-point function of two determinants and one single-trace op-
erator. The detailed analysis for general non-BPS operators will be performed in section 5,
and here we focus on the BPS single-trace operators,
O◦(x3) = tr
(
(Y3 · Φ)L
)
(x3) , (3.51)
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just to illustrate how the method works. In this case, the matrix trace (3.28) can be simplifies
as
〈OS◦ 〉χ = −Tr2
[
(Y3 ·M)L
]
, (3.52)
with
Y3 ·M = g2
(
d31 0
0 d23
)(
0 −(√d12ρ21)−1
−(√d12ρ12)−1 0
)
. (3.53)
To evaluate (3.52), we diagonalize the matrix (Y3 ·M). We then obtain eigenvalues,
e±(ρ) = ±
√
d23d31
d12ρ12ρ21
, (3.54)
which can be evaluated on the saddle point (3.40) as
e±(ρ∗) = ±i
√
2g
√
d23d31
d12
. (3.55)
As a result, we obtain the following expression for the three-point function in the large N
limit:
〈D1D2O◦〉|N→∞ = −2
L
2 gL
(
iL + (−i)L)(d31d23
d12
)L/2
(2g2d12)
Ne−N︸ ︷︷ ︸
= eNSeff [ρ
∗]
. (3.56)
Also in this case, one can see that the expected spacetime dependence (2.6) is correctly
reproduced from this computation. The last term on the right hand side comes from eNSeff [ρ
∗],
and can be eliminated by taking a ratio with 〈D1D2〉.
To read off the structure constant, it is convenient to normalize O◦ by dividing the result
by the normalization constant nO◦ of the two-point function
〈tr ((Y1 · Φ)L) (x1) tr ((Y2 · Φ)L) (x2)〉 = L(2g2)L︸ ︷︷ ︸
= nO◦
×dL12 . (3.57)
We then get
〈D1D2O◦〉
〈D1D2〉√nO◦
∣∣∣∣
N→∞
= DO◦
(
d31d23
d12
)L/2
, DO◦ = −
(
iL + (−i)L)√
L
, (3.58)
with DO◦ being the structure constant.
A few comments are in order: First the factor 1/
√
L simply comes from the fact that
there are L different contractions for the two-point function (3.57), which are related to each
other by a cyclic permutation of fields inside a trace. This structure is universal and persists
also for the non-BPS three-point functions as we will see in section 5. Second, owing to the
factor (iL + (−i)L) which comes from a sum of two eigenvalues of (Y3 ·M), the structure
constant vanishes unless the length of the single-trace operator L is even. This selection rule
can also be reproduced from more direct Wick contractions as we see in the next section.
Third, when we introduce a non-perturbative integrability description in section 7, we will see
that different eigenvalues correspond to different boundary states and the sum (iL + (−i)L)
can be interpreted as coming from a sum of two different boundary states. It is interesting
that the semi-classical approach allows us to see such an intricate structure already at weak
coupling.
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Figure 12: The structure of a solution to the saddle-point equation for the five-point function,
which corresponds to a disconnected diagram. The black solid lines denote ρ fields which
are nonzero while the dashed line and the lines which are not drawn correspond to ρ fields
which vanish. The one shown in figure corresponds to a product of a three-point function
and a two-point function.
3.5.3 Four-point functions of determinants
Let us also discuss qualitative features of the four-point functions of determinants (without
any single-trace insertions). In this case, there are 12 independent ρ fields and the saddle-
point equation
ρij
g2
= −
(
1
2ρˆ
)
ij
dij (3.59)
takes a complicated form. Furthermore, the equation admits a multiple of physically distinct
solutions and one has to look for the one which gives the most dominant contribution.
Nevertheless, there are three simple solutions which have a clear physical interpretation:
Solution 1: ρ12ρ21 = ρ34ρ43 = −g2/2 , others = 0 ,
Solution 2: ρ13ρ31 = ρ24ρ42 = −g2/2 , others = 0 ,
Solution 3: ρ14ρ41 = ρ23ρ32 = −g2/2 , others = 0 .
(3.60)
As can be seen from the structure of the solutions, they have a “block-diagonal” structure
and can be obtained by superposing the solutions for the two-point functions (3.30). Cor-
respondingly, the saddle-point actions are given by a product of two-point functions, for
instance
Solution 1: eNSeff [ρ
∗] = (2g2d12)
N(2g2d34)
Ne−2N . (3.61)
Physically, they represent disconnected diagrams in which the determinant operators are
pair-wise contracted. More generally one can show that the saddle-point equation for higher-
point functions always admits solutions which are just superpositions of solutions for lower-
point functions (see figure 12 for an example). This reflects the fact on the field theory that
the disconnected diagrams for higher-point functions factorize into a product of lower-point
functions.
Although such disconnected diagrams are not quite interesting by themselves, we expect
that the fluctuation around such a saddle point contains rich physics: For instance, the
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Figure 13: The four-point function of determinant operators. The leading contribution is
given by a disconnected diagram, which corresponds to two disconnected disks from the
worldsheet point of view. The next leading contribution is given by a cylinder, which po-
tentially encodes various interesting physics.
leading 1/N fluctuations around the saddle point (3.60) describes an exchange of single-trace
states between two pairs of determinants (see figure 13). On the AdS side, the corresponding
process is an exchange of a single string state between two geodesic Witten diagrams created
by the Giant Graviton D-branes. Such a process is expected to exhibit various interesting
phenomena such as the tachyonic instability of open string modes and the phase transitions
between different geodesic Witten diagrams. We will discuss them in more detail in the
conclusion section (section 11).
We also want to point out that the analysis of the four-point function reveals an interest-
ing interplay among three different concepts; the correlation of operators, the condensation
of ρ fields, and the reconnection of D-branes. Whenever different determinants are corre-
lated, the corresponding off-diagonal ρ-field gets a nonzero expectation value. On the AdS
side, this corresponds to a reconnection of the corresponding D-branes. The relation between
the condensation of open strings and the reconnection of D-branes was discussed before in a
different context (see for instance [115]), but the connection to correlation of operators in the
dual CFT has never been discussed. In a sense, what we are observing here is a toy-model
version of the relation between geometry and quantum correlation, which is often discussed
in the context of entanglement entropy in recent years [116].
3.5.4 Other applications
We now briefly mention other applications of our approach. A more detailed analysis will
be presented in an upcoming paper [117].
Higher loop In this section we only discussed the tree-level correlators. To include the
loop corrections, one simply needs to bring down the interaction Lagrangian from the action
and consider it as a correlator with multiple single-trace insertions. Alternatively, one could
try to use a more sophisticated Lagrangian insertion approach. It would be interesting to
work it out and develop perturbative techniques for the correlator of determinant operators.
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Generating function and Schur polynomial In addition to determinant operators,
there are closely related operators called subdeterminant operators22
detM(Z) ≡ 1
M !
δ
[b1···bM ]
[a1···aM ]Z
a1
b1
· · ·ZaMbM
(
δ
[b1···bM ]
[a1···aM ] ≡
∑
σ∈SM
(−1)|σ|δb1aσ1 · · · δ
bM
aσM
)
, (3.63)
which are also dual to (non-maximal) Giant Gravitons in AdS. A convenient way to deal
with such operators is to consider a “generating function”
D[z] ≡ det(z − Z) = zN
N∑
M=0
(−z)−M detM(Z) , (3.64)
where z is a c-number parameter. Such an operator is commonly used in the matrix model
literature. The generating function D[z] can be studied straightforwardly in our formalism:
The only modification is that the fermion action now gets a mass term z(χ¯χ). This makes the
resulting saddle-point equation slightly more complicated but does not add any conceptual
difficulty.
There are also a whole class of operators, often called Schur polynomial operators, which
are labelled by the Young tableau. The determinant and subdeterminant operators are a
particular subclass of such operators which correspond to the Young tableau with a sin-
gle column. Although general Schur polynomial operators are not contained in a single
generating function (3.64), one can extract them from a product of generating functions23,
det(z1 − Z) det(z2 − Z) · · · det(zm − Z) . (3.65)
A particularly interesting class of operators are the ones with O(N2) since they are dual to
the deformation of the geometry called 1/2-BPS bubbling geometries. It would be interesting
to see if our approach can be used to efficiently compute the correlators of such operators.
From determinant to single trace What we explained so far is a trick to recast the
determinant operators into some emergent classical backgrounds. One could then wonder
if a similar trick works also for single-trace operators, which are more commonly studied in
planar N = 4 SYM. If the operators are BPS, there is indeed a way to apply our approach.
For this purpose, we first consider the resolvent operator, which is a generating function
of BPS single-trace operators,
R[z] ≡ tr
(
1
z − Z
)
=
1
z
∞∑
M=0
z−Mtr
(
ZM
)
. (3.66)
22Using the identities (B.4) and (B.5) that we discuss in section 4.1, we can express it alternatively as
detM (Z) ≡ 1
M !(N −M)!a1,...,aM ,cM+1,...,cN 
b1,...,bM ,cM+1,...,cNZa1b1 · · ·ZaM bM . (3.62)
This is in fact the original expression introduced in [45].
23After the submission of this paper to arXiv, an interesting paper [118] appeared in arXiv in which the
idea explained here was worked out and elaborated. It was also shown in [118] that subdeterminant operators
and other 1/2-BPS Schur polynomial operators do not correspond to integrable boundary states.
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In the matrix-model literature, there are two known approaches to relate the resolvent op-
erator with the generating function (3.64). The first approach is the replica method, which
is based on the following identity:
tr
(
1
z − Z
)
= lim
n→0
1
n
∂
∂z
(det(z − Z))n . (3.67)
The idea is to first study the right hand side for positive integer n and then analytically
continue the final result to obtain the result. In our context, the size of the matrix of
ρ-variables is determined by the number of determinant operators. Therefore, the limit
n → 0 corresponds to a limit in which the size of the ρ-matrix goes to zero. Although this
might sound like an unusual limit, it was actually used effectively in the study of matrix
models [84,85]. Also, a similar limit was discussed recently in [65] in the study of correlators
of large-charge single-trace operators. The matrix-model duality utilized in [65] is closely
related to the integrating-in-and-out tricks that we explained above, and from that point of
view, it is not too surprising that the same limit shows up in their computation.
One drawback of the replica method is that it is not always easy to compute the final
result as a function of the replica number n. The other approach, which avoids such an
analytic continuation in n, is the supersymmetry method, which was also used in the recent
study of doubly-nonperturbative effects in Jackiw-Teitelboim gravity [119]. In this approach,
one expresses the resolvent as.
tr
(
1
z − Z
)
=
∂
∂z
det(z − Z)
det(z′ − Z)
∣∣∣∣
z′→z
. (3.68)
We can then rewrite det(z−Z) as a fermion one-loop determinant while expressing 1/(det(z′−
Z)) as a boson one-loop determinant. The tricks that we explained above are applicable also
in this case, and the upshot is that the resulting ρ-matrix becomes a supermatrix. This
is actually consistent with the string-theory interpretation: The inverse of a determinant
is expected to describe a ghost D-brane and the theory living on a combined system of
D-branes and ghost D-branes is known to be a supergroup gauge theory [120, 121]. More
detailed analysis and further explanation will be presented in [117].
Note that the two approaches described here are standard techniques used in the analysis
of disordered systems. In that context, there is yet another commonly-used approach, called
dynamic or stochastic method (see for instance [122]). It might be interesting to apply that
method to our problem.
4 Alternative Approach: Partially-Contracted Giant
Gravitons
In this section, we explain an alternative approach to compute the correlation function of two
determinants and several single-trace operators building on the analysis in [7]. As compared
to the semi-classical method presented in the previous section, it is less intuitive and does
not straightforwardly generalize to higher-point correlators of determinants. However, it also
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has the advantage that the computation boils down to evaluating correlators of single- and
multi-trace operators and makes it easier to recycle the results in the literature. Because of
this, one-loop computations presented later in this paper were performed using this approach.
It also serves as a cross check of the results obtained in the semi-classical approach.
4.1 Partial contraction of determinant operators
Let us discuss correlators of two determinant operators and (a multiple of) single-trace
operators
G = 〈D1(x1)D2(x2)
∏
k
Ok〉 , (4.1)
with
D1(x1) = det(Y1 · Φ)(x1) , D2(x2) = det(Y2 · Φ)(x2) . (4.2)
The key idea of the method is to perform the computation in two steps: We first perform
(partial) free Wick contractions between two determinant operators, and then take into
account other contractions and loop corrections. To perform the computation, we make use
of various identities worked out previously in the literature on Giant Gravitons; in particular
in [7].
As the first step, we rewrite determinant operators using the epsilon symbols as
D1(x1) = 1
N !
a1···aN 
b1···bNΦa1b1 · · ·ΦaN bN ,
D2(x2) = 1
N !
a¯1···a¯N 
b¯1···b¯N Φ¯a¯1 b¯1 · · · Φ¯a¯N b¯N .
(4.3)
Here we used the shorthand notation Φ ≡ Y1 · Φ(x1) and Φ¯ ≡ Y2 · Φ(x2). Now, to express
the result of the computation we define a quantity G` called the partially contracted Giant
Graviton (PCGG) of length 2`, which is defined by contracting N − ` pairs of fields in
determinants while leaving ` pairs free. The fields that are left free will later be contracted
with other operators or interaction vertices. The result of the partial contractions of two
determinant operators can be expressed as
D1(x1)D2(x2)|partial contractions =
N∑
`=0
(
g2YMd12
8pi2
)N−`
G`(x1, x2) , (4.4)
with24
G`(x1, x2) ≡ 1
(N !)2
(
N
N − `
)2
a1···aN−`c1···c`
b1···bN−`d1...d`a¯1···a¯N−`c¯1···c¯`
b¯1···b¯N−`d¯1...d¯`
× 〈Φ
a1
b1 · · ·ΦaN−`bN−`Φ¯a¯1 b¯1 · · · Φ¯a¯N−` b¯N−`〉0
(g2YMd12/(8pi
2))
N−` Φ
c1
d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` .
(4.5)
24We colored the indices in (4.5) and (B.2) to clarify the patterns of index contractions.
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Figure 14: The contractions between a single-trace operator and a PCGG. The alternating
sequence of Φ and Φ¯ creates a boundary of the ’t Hooft surface and the contraction has
topology of a disk with one puncture.
Here 〈 〉0 stands for the tree-level Wick contraction and the prefactor comes from the
free propagators
〈ΦabΦ¯cd〉0 = g
2
YMd12
8pi2
δadδ
c
b . (4.6)
The combinatorial factor
(
N
N − `
)2
in (4.5) is due to the fact that one can in principle
contract any N − ` fields inside each determinant while in the formula the first N − ` fields
are contracted25. Using the identities of epsilon tensors discussed in [7], one can evaluate the
right hand side of (4.5) explicitly. Relegating the derivation to Appendix B, here we present
the final formula:
G`(x1, x2) = (N − `)!(−1)`
∑
k1,...,k`∑
s sks=`
∏`
m=1
(−tr [(ΦΦ¯)m])km
mkmkm!
. (4.7)
This is the main result of this section.
The expression (4.7) allows us to express the partially contracted Giant Graviton as a
sum of non-local multi-trace operators. There are two important features worth emphasizing:
First the multi-trace terms in (4.7) do not come with extra powers of N as compared to the
single-trace term. This allows us to use the standard planar expansion to compute correlators
with single-trace operators (4.1): For instance, for the tree-level three-point function of
two determinants and one single-trace operator at large N , we can focus on the single-
trace term in (4.7) since the correlator between a multi-trace operator and a single-trace
operator is suppressed by powers of 1/N . We should contrast this with the naive perturbation
mentioned in the introduction, in which non-planar diagrams cannot be neglected because
of the enhancement due to combinatorial factors. Second the final result is given by an
alternating sequence of fields Φ and Φ¯, see figure 14. The relevance of alternating structures
in the study of determinants is not a priori obvious, but it also showed up in the previous
studies [7] in a slightly different manner. We also want to point out that such an alternating
sequence appeared already in an interesting pioneering work26 [123] on the relation between
baryons and the worldsheet with boundaries.
25Different choices of fields lead to the same answer owing to the anti-symmetry of epsilon tensors.
26To our knowledge, this is the first paper in which the relation between baryonic operators and holes in
the ’t Hooft surface was pointed out. However the paper appears to be largely unknown.
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Before ending this subsection, let us also make one remark on the loop corrections. As
mentioned earlier, the loop corrections can be taken into account by contracting the PCGG
given in (4.5) with interaction vertices. However, for the computation of four-point functions
which we explain in Appendix M.2, it turned out ot be more convenient to include the
interaction vertices already when we perform the partial contractions (4.4). If we perform
the computation in this way, the PCGG itself would be expanded in powers of g2YM as
G` (x1, x2) = G(0)` (x1, x2) + G(1)` (x1, x2) + . . . (4.8)
where G(0)` and G(1)` are produced by contractions at tree-level and one-loop order respectively.
G(0)l coincides with (4.5) while the expression for G(1)` will be given in Appendix B.
4.2 Examples
Let us now see the use of the method in several examples.
4.2.1 Two-point functions of determinants
As the simplest example, let us evaluate the tree-level two-point functions of determinant
operators. This amounts to taking ` = 0 term in the PCGG expansion (4.4). Setting ` = 0
in (4.7), we obtain
〈D1(x1)D2(x2)〉0 =
(
g2YMd12
8pi2
)N
N ! = (2g2d12)
N
√
2piNe−N [1 +O(1/N)] . (4.9)
In the last equality, we used the Stirling formula N ! ∼ √2piNNNe−N . The result (4.9) is in
perfect agreement with the result that we obtained in the semiclassical method (3.45).
4.2.2 2 determinants and 1 BPS single-trace
Let us next study the correlator of two determinant operators and one single-trace BPS
operator 〈D1(x1)D2(x2)O◦(x3)〉 at tree level with O◦(x3) ≡ tr
[
(Y3 · Φ)L(x3)
]
. The first
thing to notice is that the PCGG expansion only produces the operators of even lengths.
Therefore unless L is even, the result vanishes being in agreement with the result that we
got from the semiclassical approach.
As mentioned above, at large N we can focus on the single-trace term in the PCGG
expansion. Thus the result at large N is given by
〈D1(x1)D2(x2)O◦(x3)〉|N→∞ =
−
(
g2YMd12
8pi2
)N−`
(N − `)!(−1)`
`
〈
tr
[
((Y1 · Φ)(Y2 · Φ))`
]
tr
[
(Y3 · Φ)L(x3)
]〉
0
,
(4.10)
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with L = 2`. Evaluating the right hand side using the planar contraction, we get27
〈D1(x1)D2(x2)O◦(x3)〉|N→∞ = −2L2 gL
(
iL + (−i)L)(d31d23
d12
)L/2
(2g2d12)
Ne−N , (4.12)
which is in agreement with the result of the semi-classical method.
It is rather interesting that the PCGG approach leads directly to a two-point function of
single-trace operators, which can be immediately recast as an overlap of two spin-chain states,
while the semi-classical approach gives a matrix-trace representation (3.28), which can be
interpreted as an expectation value of the operator in the presence of the emergent classical
background. As mentioned in section 3.4, the equivalence between the two is reminiscent of
the Ellwood conjecture in open string field theory.
5 Weak Coupling Analysis
We now apply the techniques developed in the previous two sections to compute the three-
point functions of two determinants and one non-BPS single-trace operator at the leading
order at weak coupling: More precisely, we perform the computation at tree level, but the
single-trace operators that we use are the one-loop eigenstates of the dilatation operator.
This is simply because the tree-level dilatation operator has huge degeneracies and one first
needs to lift them by going to one loop in order to perform a systematic weak-coupling
expansion [124]. Note that this is a standard recipe for degenerate perturbation theory in
quantum mechanics.
Two interesting outcomes of the computation is that
• The results are nonzero only for parity-symmetric states.
• The results are given by a ratio of simple determinants (see (5.25), (5.55) and (5.76)).
To perform the computation, we use the twisted-translated frame introduced in section
2.1. We also specialize the position of the single-trace operator O to be at the origin: Namely
we consider
〈D1(a1)D2(a2)O(0)〉 (D1,2(a1,2) = detZ(a1,2)) , (5.1)
with28 Z(a) ≡ Z +κ2a2Z¯ +κa(Y − Y¯ ). In this setup, the operator O can be described as an
excited state on the standard Z-vacuum tr
(
ZL
)
, making it easier to make connection with
the commonly-used spin-chain description of single-trace operators in the literature.
27Here we used the leading order Stirling approximation and the identity
2(−1)L/2 = iL + (−i)L , (4.11)
which holds for even integers L.
28See also section 2.1 for more detailed explanation of the setup.
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5.1 SU(2) sector
Let us first discuss operators made up only of two complex scalars Z and Y :
O = tr(ZY ZZY · · · ) + · · · . (5.2)
5.1.1 Bethe states
To compute three-point functions, we need to use operators which are eigenstates of the
dilatation operator. At the leading order at weak coupling, such states are known to be
in one-to-one correspondence with eigenstates of the Heisenberg XXX spin chain under the
identification
Z ↔ ↑ , Y ↔ ↓ , tr (ZY ZZY Y Z · · · ) ↔ |↑ ↓ ↑↑ ↓↓ ↑ · · · 〉 . (5.3)
Moreover, since the XXX spin chain is integrable, one can systematically construct eigen-
states using the so-called Bethe ansatz29. The eigenstates given by the Bethe ansatz (to be
called Bethe states) are of a plane-wave form. Namely we regard the down spins as quasi-
particles excitations on the up-spin ground state and write down an ansatz for the wave
function as a sum of plane waves,
|Ψ〉 =
∑
n1<···<nM
ψ(n1, . . . , nM)|↑ · · · ↓
n1
· · ·
···
↓
nM
· · · ↑〉 , (5.4)
with M being the number of down spins and
ψ(n1, . . . , nM) =
∑
σ∈SM
∏
j<k
σk<σj
SSU(2)(uσk , uσj)
M∏
j=1
eip(uσj )nj . (5.5)
Here the momentum p and the S-matrix SSU(2) are given in terms of auxiliary variables called
rapidities or Bethe roots:
SSU(2)(u1, u2) =
u1 − u2 − i
u1 − u2 + i , e
ip(u) =
u+ i/2
u− i/2 . (5.6)
In order for |Ψ〉 to be an eigenstate of the Hamiltonian, the rapidities must obey the so-called
Bethe equation30,
eip(uj)L
∏
k 6=j
SSU(2)(uj, uk) = 1 , (5.7)
where L is the length of the spin chain (or equivalently the number of fields inside the single-
trace operator). Imposing the Bethe equation (5.7) is sufficient to construct the eigenstate
29For a concise review of the Bethe ansatz in the context of AdS/CFT integrability, see section 2 of [124].
30More precisely the ansatz (5.5) with SSU(2) and e
ip given by (5.6) automatically provides the eigenstate
of an infinitely long spin chain. The Bethe equation is an additional requirement coming from the periodicity
of the wave function on a finite chain of length L.
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of the Hamiltonian. It turns out, however, that we need to impose an additional condition,
called the level matching condition, in order to have a well-defined single-trace operator:
M∏
j=1
eip(uj) = 1 . (5.8)
The condition comes from the cyclicity of the trace and requires that the state is invariant
under shifting the overall state by one spin-chain site31.
As is clear from the construction above, the Bethe state and the corresponding single-
trace operator are function(al)s of the set of rapidity variables u ≡ {u1, . . . , uM}. Therefore,
in the following discussion we denote them as
|Ψ〉 → |u〉 , O → Ou . (5.9)
5.1.2 Matrix trace and matrix product state
Having explained the structure of the single-trace operator O, we now evaluate its three-
point function with two determinant operators. Let us first perform the computation using
the semi-classical method in section 3.
In the semi-classical method, the computation boils down to evaluating the matrix trace
given in (3.28), which can be obtained by replacing the fields inside the trace with appropriate
2× 2 matrices32 (see also (3.52)):
tr (ZY ZZY Y Z · · · ) 7→ −Trm=2 [MZMYMZMZMYMYMZ · · · ] . (5.10)
Using the Wick contractions
Z(a) Z = κ2 , Z(a) Y = −κ/a , (5.11)
and the general formula (3.29), we can compute MZ,Y as
MZ =
(
κ2 0
0 κ2
)
·mρ∗ , MY =
( −κ/a1 0
0 −κ/a2
)
·mρ∗ , (5.12)
with
mρ∗ = −g
2
κ
(
0 1/ρ∗21
1/ρ∗12 0
)
. (5.13)
Here ρ∗ are the saddle-point values of the ρ-field satisfying (3.40), ρ∗12ρ
∗
21 = −g2/2. To
evaluate this matrix trace, it is convenient to use the basis in which MZ is diagonal
33:
M¯Z =i
√
2gκ
(
1 0
0 −1
)
,
M¯Y =
ig√
2
( − (a−11 + a−12 ) −i (a−11 − a−12 )
−i (a−11 − a−12 ) (a−11 + a−12 )
)
,
(5.14)
31If this condition is not met, the state does not make sense as a single-trace operator; in other words, we
simply get zero if we try to construct an operator from a state.
32Here and below, we always evaluate 〈O〉χ at the saddle-point solution ρ∗ and omit writing the symbol
|ρ∗ .
33Note that the matrix trace is invariant under such a change of basis.
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As explained in section 3.1, one can also recast this matrix trace as an overlap between
a single-trace state and a matrix product state, which in the spin chain notation reads
〈Ou〉χ = 〈M¯ |u〉 , (5.15)
with
〈M¯ | = −Trm=2
[
L∏
s=1
(
〈↑|s ⊗ M¯Z + 〈↓|s ⊗ M¯Y
)]
. (5.16)
Here 〈↑|s and 〈↓|s denote states on the s-th site of the spin chain. In this form, we can
clearly see the resemblance with the matrix product state discussed in the context of one-
point functions in the presence of a domain-wall defect [91]. The relation becomes even more
transparent if we further specialize the positions of the determinant operators to be
a1 = −a2 . (5.17)
In what follows we call it the symmetric configuration and abbreviate it by sym. In this
configuration, M¯Y becomes purely off-diagonal and leads to
〈M¯ |∣∣
sym
= −(2
√
2igκ)LTrm=2
[
L∏
s=1
(
〈↑|s ⊗ t1 − iz〈↓|s ⊗ t2
)]
, (5.18)
where t1,2 and z are
34
t1 ≡ σ3/2 , t2 ≡ σ1/2 , z ≡ 1
κa1
. (5.19)
Remarkably, the right hand side of (5.18) coincides (up to an overall factor) with the gener-
alized matrix product state defined in [91].
This coincidence allows us to immediately write down an overlap with the Bethe state
|u〉 using the results in [91,100,125–129]. The results obey two important selection rules:
1. It is nonzero only when the length of the spin chain L and the number of magnons M
are both even.
2. It is nonzero only when the rapidities are parity symmetric, namely
u = {u1,−u1, u2,−u2, . . . , uM/2,−uM/2}.
When both of these conditions are met, the result is given by the following determinant
expression35,
〈M¯ |u〉∣∣
sym
=− (
√
2g)LκL−M
aM1
[
iL−M + (−i)L−M]
M/2∏
s=1
us − i2
us ∂up(us)
 detGSU(2)+ , (5.20)
34σ1,3 are the Pauli matrices.
35Written explicitly, ∂up(u) = −1/(u2 + 1/4).
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where we introduced M
2
× M
2
matrices G
SU(2)
± by
36
(
G
SU(2)
±
)
ij
=
L∂up(ui) + M2∑
k=1
KSU(2)+ (ui, uk)
 δij −KSU(2)± (ui, uj) , (5.21)
with
KSU(2)± (u, v) ≡
1
i
(
∂u logSSU(2)(u, v)± ∂u logSSU(2)(u,−v)
)
. (5.22)
To read off the structure constant, we need to divide the answer by the normalization of
the two-point function, which reads37
nOu = L(2g
2)L〈u|u〉 , (5.23)
where 〈u|u〉 is the so-called Gaudin norm of the spin-chain state [130, 131], which takes
a factorized form detG
SU(2)
+ detG
SU(2)
− for parity-symmetric states (see Appendix C). As a
result we get the following expression for the ratio of correlators,
〈D1D2Ou〉
〈D1D2〉√nOu
∣∣∣∣
sym
= −κ
L−M
aM1
[
iL−M + (−i)L−M]√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detGSU(2)+
detG
SU(2)
−
. (5.24)
Comparing this with the general form of the ratio of correlators (2.18) using ∆ = L and
J = L−M , we conclude that the structure constant is given by
DOu = −
iJ + (−i)J
2M
√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detGSU(2)+
detG
SU(2)
−
. (5.25)
The factor iJ + (−i)J = iL−M + (−i)L−M is a natural generalization of the factor that we
encountered for the BPS three-point function (3.58). We will later see that this can be
interpreted as a sum of contributions from two boundary states. Note also that the factor√
L in the denominator comes from the normalization of the two-point function as is the
case with the BPS three-point function.
So far, we have been working in the symmetric configuration (5.17) in order to make
use of the results in [91]. However, once we get the result (5.25), we can reverse-engineer it
using the general structure of the correlator (2.18) to predict the overlap between a Bethe
state and a general matrix product state (5.16). This leads to a conclusion that the overlap
between a Bethe state |u〉 and a one-parameter family of matrix product states
〈MPS(x)| ≡ Trm=2
[
L∏
s=1
(
〈↑|s ⊗ t1 + 〈↓|s ⊗ (t2 + x t1)
)]
, (5.26)
36Note that we have different normalizations for G
SU(2)
± as compared to G± in [91]. The ones in [91] are
normalized in the momentum basis whereas ours are normalized in the rapidity basis. The difference of the
normalizations drop out if we take the ratio detG+/ detG−.
37The overall factor L comes from cyclic permutations of fields inside the trace and (2g2)L comes from
the normalization of propagators. See also (3.58).
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does not depend on the parameter x. This is actually easy to prove since 〈MPS(x)| can be
expressed as
〈MPS(x)| = 〈MPS(0)|+ 〈· · · |S+ , (5.27)
and the Bethe state |u〉 satisfies the highest weight condition S+|u〉 = 0.
5.1.3 PCGG and generalized Ne´el state
Let us now see how the computation goes in the PCGG approach. As discussed in section 4,
at large N we can focus on the single-trace term of the PCGG. This reduces the computation
of the three-point function in the twisted translated frame to the following correlator:
〈D1D2Ou〉 = −
(
2g2Nκ2
)N−L
2
2(N − L
2
)!(−1)L/2
L
〈
tr
[
(Z(a1)Z(a2))
L/2
]
Ou(0)
〉
. (5.28)
Using the contraction rules (5.11), one can translate the correlator into the spin-chain lan-
guage, 〈
tr
[
(Z(a1)Z(a2))
L/2
]
Ou(0)
〉
=
L(2g2κ2)L
2(−κa1)M × 〈Ne´ela1/a2|u〉 , (5.29)
where the weighted Ne´el state 〈Ne´elx| is defined by
〈Ne´elx| ≡
∑
ψ: all states
(
xN
ψ
even + xN
ψ
odd
)
〈ψ| . (5.30)
Here Nψeven, odd denote the numbers of down spins at even/odd sites in the state 〈ψ|.
Upon setting x = 0, the weighted Ne´el state can be expressed as a sum of two terms,
〈Ne´el0| =
∑
Nψeven=0
〈ψ|+
∑
Nψ
′
odd=0
〈ψ′| , (5.31)
where each term is a sum of states with down spins only at even/odd sites. This coincides
with (a sum of) generalized Ne´el states defined in [91]:
〈Ne´el0| =
∑
M
∑
n1<···<nM
|ni−nj |:even
〈
↑ · · · ↓
n1
· · · ↓
nM
· · · ↑
∣∣∣∣
︸ ︷︷ ︸
generalized Ne´el state in [91]
(5.32)
For other values of x, (5.30) provides a one-parameter generalization of generalized Ne´el
state.
By performing the computation for various states, we found that the overlap between
the weighted Ne´el state and a Bethe state is given by the following simple expression38,
〈Ne´elx|u〉 = (1− x)M〈Ne´el0|u〉 , (5.33)
38In principle, one should be able to prove this equality by expressing 〈Ne´elx| in terms of 〈Ne´el0| and the
action of global symmetry generators S3 and S+. However, we will not attempt it in this paper.
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where 〈Ne´el0|u〉 is given by [91]
〈Ne´el0|u〉 = 2
(
i
2
)M M/2∏
s=1
us − i2
us ∂up(us)
 detGSU(2)+ . (5.34)
Plugging this expression into (5.28) and (5.29) and normalizing the correlator39, we obtain
〈D1D2Ou〉
〈D1D2〉√nOu
= −κL−M
(
a1 − a2
2a1a2
)M [iL−M + (−i)L−M]√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detGSU(2)+
detG
SU(2)
−
,
which agrees with the result obtained from the semi-classical approach (5.24) upon setting
a1 = −a2.
An interesting outcome of our computation is that the semi-classical approach naturally
leads to the matrix product states introduced in [91] while the PCGG approach gives gen-
eralized Ne´el states. In order for them to reproduce the same answers, it is important that
the two states are related40 up to an overall factor 2L−M iM and non-highest weight contribu-
tions as was discovered in [91]. In particular, the constant of proportionality between the two
states, 2L−M iM , is precisely what is needed to reproduce the correct spacetime dependence.
This shows that the relation between the two states is not just a technical coincidence, but
it is actually a consequence of the spacetime Ward identity of N = 4 SYM.
5.2 SL(2) sector
We now perform a similar analysis for operators in the SL(2) sector,
O = tr (ZD+ZZ(D+)3Z · · · )+ · · · , (5.36)
with D+ being a covariant derivative defined by D+ ≡ (D1 − iD2)/2. Since we only ana-
lyze the tree-level correlators, we can also replace the covariant derivatives with ordinary
derivatives ∂+.
5.2.1 Bethe state
Operators in the SL(2) sector can be mapped to the so-called SL(2) spin chain. One notable
difference from the SU(2) spin chain is that each site in the SL(2) spin chain can host an
arbitrary number of magnon excitations. This reflects the fact that one can act an arbitrary
39Note that in the twisted translated frame, the two-point function of determinants (4.9) reads
〈D1D2〉 =
(
2g2κ2
)N
N ! . (5.35)
40For an explicit relation between the two states, see (5.12) in [91].
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number of derivatives to a given Z-field. A more precise map between the field and the spin
is
(D+)
nZ
n!
↔ |n〉 , tr
(
ZD+ZZ
(D+)
3Z
3!
Z · · ·
)
↔ |0 1 0 3 0 · · · 〉 , (5.37)
where |n〉 is an n magnon state of a single-site SL(2) spin chain. The factorial factor 1/n! in
the relation (5.37) comes from the normalization of states: In the spin-chain language, the
derivative D+ corresponds to one of the generators in SL(2, R), S+, and the field (D+)
nZ is
mapped to a state (S+)
n|0〉. Computing the norm of this spin-chain state using the SL(2,R)
algebra, we get (n!)2. On the other hand, the n-th excited state is unit-normalized, 〈n|n〉 = 1.
This difference of the normalizations accounts for the factorial in (5.37).
With slight modifications, the Bethe ansatz can be applied also to the SL(2) spin chain.
To write down the Bethe state, we again express the state in terms of positions of magnons
as
|Ψ〉 =
∑
n1≤···≤nS
ψ(n1, · · · , nS)|0 · · · 0 1
n1
0 · · · 0 1
nS
0 · · · 0〉 . (5.38)
Note that, in the SL(2) spin chain several magnons can live at the same site, and therefore
the summation includes ni = nj
41. The Bethe wave function ψ is again a sum of plane waves,
ψ(n1, . . . , nM) =
∑
σ∈SM
∏
j<k
σk<σj
SSL(2)(uσk , uσj)
M∏
j=1
eip(uσj )nj , (5.40)
where the SL(2) S-matrix SSL(2) is given by the following expression
42:
SSL(2)(u1, u2) =
u1 − u2 + i
u1 − u2 − i . (5.41)
With the replacement of the S-matrix, the Bethe equation takes the same form,
eip(uj)
∏
k 6=j
SSL(2)(uj, uk) = 1 , (5.42)
and we again need to impose the zero-momentum condition (5.8) in order to have a well-
defined single-trace operator.
5.2.2 Matrix trace and matrix product state
Let us now analyze the three-point function using the semi-classical approach. As with the
SU(2) sector, the computation boils down to evaluating a certain matrix trace. The only
41For instance, for n1 = n2, the summand is given by
ψ(n1, n1, n3 · · · , nS)|0 · · · 0 2
n1
0 · · · 0 1
nS
0 · · · 0〉 . (5.39)
42The momentum p is given by the same expression as before (5.6).
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thing we need to figure out is how each field, which now comes with derivatives, gets mapped
to a 2×2 matrix. This can be deduced straightforwardly by repeating the analysis in section
3 using the following Wick contraction:
Z(a)
(D+)
n
n!
Z(0) = κ2 (ia)−n . (5.43)
This results in the following substitution rule,
O = tr
(
ZD+ZZ
(D+)
3Z
3!
Z · · ·
)
7→ 〈O〉χ = −Trm=2 [M0M1M0M3M0 · · · ] . (5.44)
where Mn is given by
Mn =
(
κ2(ia1)
−n 0
0 κ2(ia2)
−n
)
·mρ∗ , (5.45)
with mρ∗ being given in (5.13).
As is the case with the SU(2) sector, it is convenient to use the basis in which M0 is
diagonal. The result reads
M¯n =
igκ√
2
(
(ia1)
−n + (ia2)−n i [(ia1)−n − (ia2)−n]
i [(ia1)
−n − (ia2)−n] −(ia1)−n − (ia2)−n
)
. (5.46)
Using these matrices, one can write down a matrix product state of the spin chain whose
overlap with a Bethe state gives 〈Ou〉χ = 〈M¯ |u〉:
〈M¯ | ≡ −Trm=2
[
L∏
s=1
( ∞∑
n=0
〈n|s ⊗ M¯n
)]
. (5.47)
Here 〈n|s is the n-th excited state on the s-th site of the spin chain.
Interestingly, also in the SL(2) sector the matrix product state simplifies in the symmetric
configuration a1 = −a2: In this configuration, M¯even is purely diagonal while M¯odd is purely
off-diagonal. As a result, we get
〈M¯ |∣∣
sym
= −(2
√
2igκ)LTrm=2
[
L∏
s=1
( ∑
n: even
〈n|s
(ia1)n
⊗ t1 + i
∑
n: odd
〈n|s
(ia1)n
⊗ t2
)]
, (5.48)
with t1 = σ3/2 and t2 = σ1/2. The result turns out to take an even simpler form if we use
〈n| = 〈0|(S−)n/n!. We then have an expression
〈M¯ |∣∣
sym
= −(2
√
2igκ)LTrm=2
[
L∏
s=1
(
〈0|s cos
(
S
(s)
−
a1
)
⊗ t1 + 〈0|s sin
(
S
(s)
−
a1
)
⊗ t2
)]
,
(5.49)
where S
(s)
− is a spin-lowering operator acting on the s-th site.
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Having obtained an explicit representation for the matrix product state, we can now
experimentally compute overlaps with various Bethe states and see if the result admits a
simple expression as is the case with the SU(2) sector. The answer turned out to be positive:
We again found the selection rule which forces both L and S to be even and the set of
rapidities to be parity-symmetric. We also numerically observed that the overlap is given by
the following formula:
〈M¯ |u〉∣∣
sym
=− (
√
2gκ)L
aS1
[
iL + (−i)L]
S/2∏
s=1
us +
i
2
us ∂up(us)
 detGSL(2)+ , (5.50)
where G
SL(2)
± are
S
2
× S
2
matrices given by
(
G
SL(2)
±
)
ij
=
L∂up(ui) + M2∑
k=1
KSL(2)+ (ui, uk)
 δij −KSL(2)± (ui, uj) , (5.51)
with
KSL(2)± (u, v) ≡
1
i
(
∂u logSSL(2)(u, v)± ∂u logSSL(2)(u,−v)
)
. (5.52)
Although the result is similar to the one for the SU(2) sector, some of the factors43 which
were given previously by L−M in the SU(2) sector now get replaced with L, not with L−S.
This is because those factors are associated with the R-charge J of the operator, not the
length L, as will become clear when we discuss the nonperturbative approach in section 7.
Dividing the result (5.50) by the normalization of the two-point function,
nOu = L(2g
2)L〈u|u〉 , (5.53)
with 〈u|u〉 being the Gaudin norm (see Appendix C for an explicit expression), we obtain
〈D1D2Ou〉
〈D1D2〉√nOu
∣∣∣∣
sym
= −κ
L
aS1
[
iL + (−i)L]√
L
√√√√√
 ∏
1≤s≤S
2
u2s +
1
4
u2s
 detGSL(2)+
detG
SL(2)
−
. (5.54)
From this, we can read off the structure constant as follows:
DOu = −
iJ + (−i)J
2S
√
L
√√√√√
 ∏
1≤s≤S
2
u2s +
1
4
u2s
 detGSL(2)+
detG
SL(2)
−
. (5.55)
To our knowledge, the matrix product state (5.49) and the determinant formula for its
overlap (5.50) never appeared before in the literature. Here we checked the determinant
formula numerically, but it would be desirable to derive it analytically44. It would also
43For instance we had iL−M + (−i)L−M in the SU(2) sector while we now have iL + (−i)L.
44Another interesting question is whether the matrix product state (5.49) is annihilated by odd higher
conserved charges as is the case with the SU(2) matrix product state [91]. We expect the answer to be yes.
It would be nice to work that out explicitly.
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be interesting to consider the application of our formula to condensed matter or statistical
physics. Recently it was pointed out that the SL(2) spin chain is related to certain integrable
stochastic processes [132, 133]. It might be possible to use our matrix product state (or its
appropriate generalization) as an initial probability distribution and study its relaxation to
a nonequilibrium steady state using integrability.
5.2.3 PCGG and generalized Ne´el state
We now apply the PCGG method to the SL(2) sector. The advantage of the PCGG
is that the computation in any sector boils down to the (non-local) two-point function〈
tr
[
(Z(a1)Z(a2))
L/2
]
Ou(0)
〉
. Using the Wick contraction rules (5.43), one can express this
two-point function in terms of an overlap in the SL(2) spin chain,〈
tr
[
(Z(a1)Z(a2))
L/2
]
Ou(0)
〉
=
L(2g2κ2)L
2(ia1)S
× 〈Ne´ela1/a2|u〉 . (5.56)
Here 〈Ne´elx| is the SL(2) version of the weighted Ne´el state defined by
〈Ne´elx| ≡
∑
ψ: all states
(
xN
ψ
even + xN
ψ
odd
)
〈ψ| , (5.57)
with Nψeven, odd being the numbers of magnons at even/odd sites in the state 〈ψ|. What is
interesting is that the structure of the weighted SL(2) Ne´el state is exactly the same as the
one for the SU(2) sector. Furthermore, it turns out that the relation (5.33) holds also for
the SL(2) Ne´el state,
〈Ne´elx|u〉 = (1− x)M〈Ne´el0|u〉 . (5.58)
The state 〈Ne´el0| turned out to be a direct analogue of the generalized Ne´el state in the
SU(2) sector and admits the following representation,
〈Ne´el0| =
∑
all states with
|ni−nj |:even
〈
◦ · · · ◦ •
n1
◦ · · · ◦ •
n2
◦ · · ·
∣∣∣∣ , (5.59)
where • denotes a site occupied by magnons while ◦ denotes an empty site. As a result of
numerical computations, we found that the overlap 〈Ne´el0|u〉 is given by
〈Ne´el0|u〉 = 2
(
i
2
)SM/2∏
s=1
us +
i
2
us ∂up(us)
 detGSL(2)+ , (5.60)
which again resembles the result for the SU(2) sector. Let us emphasize that the results
(5.58) and (5.60) were obtained by numerical computations and it would be interesting to
prove them analytically.
Putting together these ingredients, we obtain the following ratio for the correlator,
〈D1D2Ou〉
〈D1D2〉√nOu
= −κL
(
a1 − a2
2a1a2
)S [iL + (−i)L]√
L
√√√√√
 ∏
1≤s≤S
2
u2s +
1
4
u2s
 detGSL(2)+
detG
SL(2)
−
,
which is in agreement with the result of the semi-classical approach (5.54).
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Figure 15: Dynkin diagram of SO(6) and rapidities. The rapidities associated with the
middle node describe the actual propagation of magnons on a spin chain while the rapidities
associated with the wings correspond to the spin-wave excitations which describe the index
structure of magnon wave functions.
5.3 SO(6) sector
We now extend the analysis to operators in the SO(6) sector by allowing arbitrary scalars
to appear inside the trace:
O = tr (ZY XX¯Z¯Y¯ · · · )+ · · · . (5.61)
5.3.1 Bethe state
The generalization to the SO(6) sector is not just a technical complication: It allows us to
explore qualitatively different features of our problem. Unlike the SU(2) and SL(2) sectors
studied above, magnons in the SO(6) sector carry indices and the states are described by
the nested Bethe ansatz. Correspondingly, there are three sets of rapidities, each of which
is associated with a node of the SO(6) Dynkin diagram (see figure 15). The one associated
with the middle node (to be denoted by u) corresponds to the momenta of excitations in
the spin chain while the other two (denoted by v and w respectively) correspond to the
momenta of “spin waves”, which move on top of magnon excitations and describe the index
structure.
More concretely the relation between scalar fields and patterns of rapidities is given as
follows:
X ↔ u , X¯ ↔ v,wu , Y ↔ vu , Y¯ ↔ wu , Z¯ ↔ v,wu1, u2 . (5.62)
This relation should be understood as follows: A magnon which only carries one middle-
node rapidity u corresponds to the X-field while, if it carries v and w in addition to u, it
corresponds to the X¯ field. Two different magnons with the middle-node rapidities u1 and u2
can be at the same site if and only if v and w are also at the same site. In case this happens,
it describes the Z¯ field. Of course, if there are no magnons at all, that would describe the
vacuum, namely the Z field.
Rather surprisingly, the coordinate Bethe ansatz for the SO(6) spin chain relevant for
N = 4 SYM was not developed until recently [134]45. Since the explicit structure of the
45In [134], the algebraic Bethe ansatz and the relation to the vertex model were also worked out.
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Bethe state is rather complicated, we will not display it here, referring the interested readers
to Appendix E of [134]. Instead, here we show the Bethe equation which now consists of
three sets of equations:
1 = eiφuj ≡
(
uj + i/2
uj − i/2
)L M∏
k 6=j
uj − uk − i
uj − uk + i
Kv∏
k=1
uj − vk + i/2
uj − vk − i/2
Kw∏
k=1
uj − wk + i/2
uj − wk − i/2 ,
1 = eiφvj ≡
M∏
k=1
vj − uk + i/2
vj − uk − i/2
Kv∏
k 6=j
vj − vk − i
vj − vk + i ,
1 = eiφwj ≡
M∏
k=1
wj − uk + i/2
wj − uk − i/2
Kw∏
k 6=j
wj − wk − i
wj − wk + i ,
(5.63)
Here M , Kv and Kw are the numbers of u, v and w respectively, and we introduced the
symbols for the phase factors φu,v,w for later convenience.
In what follows, we denote the Bethe state by |u,v,w〉 and the corresponding operator
by Ou,v,w in order to manifest the dependence on the rapidities.
5.3.2 Matrix trace, matrix product state and generalized Ne´el state
We now apply the approaches in sections 3 and 4 to the SO(6) sector. Here we focus on the
derivation of the matrix product state and the generalized Ne´el state, postponing writing
the final results for overlaps and the structure constant.
Let us first write down the matrix-trace representation. To derive it, we use the following
Wick contractions in addition to the ones in (5.11)
Z(a) Z¯ = 1/a2 , Z(a) Y¯ = κ/a others = 0 . (5.64)
As a result we get the substitution rule
Z 7→MZ , X 7→ 0 , X¯ 7→ 0 , Y 7→MY , Y¯ 7→MY¯ Z¯ 7→MZ¯ ,
O = tr (ZY Y¯ Z¯ · · · ) 7→ 〈O〉χ = −Trm=2 [MZMYMY¯MZ¯ · · · ] , (5.65)
with
MZ = κ
2mρ∗ , MZ¯ = diag
(
1
(κa1)2
,
1
(κa2)2
)
·MZ ,
MY = −diag
(
1
κa1
,
1
κa2
)
·MZ , MY¯ = diag
(
1
κa1
,
1
κa2
)
·MZ .
(5.66)
The substitution rule (5.65) immediately implies that the result for operators with X or X¯
is always zero.
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Now, to write down a simple matrix product state, it is again convenient to go to a basis
in which MZ is diagonal. In that basis, M¯Z and M¯Y are given by (5.14) while the other two
are
M¯Y¯ = −M¯Y , M¯Z¯ =
ig√
2κ
(
a−21 + a
−2
2 i
(
a−21 − a−22
)
i
(
a−21 − a−22
) − (a−21 + a−22 )
)
. (5.67)
Using these, we get the following matrix product state46,
〈M¯ | = −Trm=2
[
L∏
s=1
(
〈Z¯|s ⊗ M¯Z + 〈Z|s ⊗ M¯Z¯ + 〈Y¯ |s ⊗ M¯Y + 〈Y |s ⊗ M¯Y¯
)]
, (5.68)
whose overlap with a Bethe state 〈M¯ |u,v,w〉 gives 〈Ou,v,w〉χ. This further simplifies in the
symmetric configuration a1 = −a2 as follows:
〈M¯ |∣∣
sym
= −(2
√
2igκ)L Trm=2
[
L∏
s=1
( (〈Z¯|s + z2〈Z|)⊗ t1 − iz (〈Y¯ |s − 〈Y |s)⊗ t2)] ,
(5.69)
with t1,2 = σ3,1/2 and z = 1/(κa1). Note that this matrix product state is different
47 from
the one that appeared in [98] in the analysis of the SO(6) sector.
Alternatively, one can use the PCGG approach to compute the three-point function.
The PCGG approach always leads to the same non-local two-point function (5.28). Using
the Wick contraction rules (5.11) and (5.64), one can recast this two-point function as the
following overlap of the spin chain
〈tr
[
(Z(a1)Z(a2))
L/2
]
Ou,v,w(0)〉 = L(2g
2κ2)L
2(κa1)M
× 〈Ne´ela1/a2|u,v,w〉 , (5.70)
with
〈Ne´elx| = 〈Z¯1Z¯xZ¯1Z¯x · · · |+ 〈Z¯xZ¯1Z¯xZ¯1 · · · | , Z¯x ≡ x2Z + x(Y − Y¯ ) + Z¯ . (5.71)
As with the SU(2) and SL(2) sectors, this overlap turns out to satisfy the identity48
〈Ne´elx|u,v,w〉 = (1− x)M〈Ne´el0|u,v,w〉 . (5.72)
The state 〈Ne´el0| is a sum of two states each of which contains magnons only at even or odd
sites. In this sense, this is a natural generalization of the Ne´el state to the SO(6) sector, and
it would be interesting to study its property in more details.
46Here we are using the convention in which overlaps read 〈Z¯|Z〉 = 〈X¯|X〉 = 〈Y¯ |Y 〉 = 1 and 〈Z|Z〉 = 0.
47A general framework to analyze the integrable matrix product states in spin chains was proposed recently
in [135], and it would be interesting to see the relation to the matrix product state obtained here.
48As with the SL(2) sector, this identity was checked only through the numerical computation, and it
would be better to prove it analytically.
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5.3.3 Result for overlaps and structure constant
As a result of numerical computations, we found that the relevant overlaps again obey
selection rules:
1. Both L and M must be even.
2. The rapidities of the middle node must be parity-symmetric, u = {u1,−u1, u2,−u2, · · · }.
3. The rapidities of the left node are (−1) times the rapidities of the right node: w = −v.
This also implies Kv = Kw.
A point worth noting is that this selection rules are similar but different from the ones found
for the defect one-point functions in [98], where the overlaps in the SO(6) sector are found to
be nonzero only when all the rapidity sets are separately parity-symmetric. The difference
comes from the difference of the underlying symmetry: In our setup, the SU(2)×SU(2)
symmetry49 governing the index structure of magnons gets broken to the diagonal SU(2)
while in the defect one-point function it is broken down to U(1). In section 8, we will see
that the symmetry structure and its compatibility indeed imply the selection rule w = −v.
It would be desirable to develop a similar understanding for the ones found in [98].
To write down the results, it is convenient to introduce the generalization of G± matrices
which are (Kv +
M
2
)× (Kv + M2 ) matrices50,
G
SO(6)
± ≡
(
∂vˆi
(
φvˆj ± φwˆj
)
∂vˆi
(
φuˆ2j−1 ± φuˆ2j
)
∂uˆ2i−1
(
φvˆj ± φwˆj
)
∂uˆ2i−1
(
φuˆ2j−1 ± φuˆ2j
) )∣∣∣∣uˆ2j−1=−uˆ2j=uj
vˆj=−wˆj=vj
, (5.73)
with φu,v,w being the phase factors associated with the Bethe equations (5.63). As indicated,
in this formula one has to compute derivatives assuming all the rapidities to be independent.
Only after taking derivatives do we impose the selection rule, uˆ2j−1 = −uˆ2j = uj etc.
We wish to emphasize that the structures of these matrices are different from the ones in
the defect one-point functions [98]. This makes clear that the ratio of determinants—which
is sometimes regarded as universal and insensitive to the details of the boundary states—does
depend on the underlying symmetry of the problem.
As a result of numerical computations, we found that the overlaps are given by
〈M¯ |u,v,w〉∣∣
sym
= −(
√
2g)LκL−M
aM1
[
iL−M + (−i)L−M]
M/2∏
s=1
us − i2
us
 detGSO(6)+ ,
〈Ne´el0|u,v,w〉 = 2
(
i
2
)M M/2∏
s=1
us − i2
us
 detGSO(6)+ .
(5.74)
49This is a subgroup of SO(6) which is associated with the left and the right Dynkin nodes.
50Note that we can further simplify the expression since the rapidities on the two different wings are not
coupled, namely ∂vφw = ∂vφw = 0.
57
Multiplying the necessary factors and dividing by the Gaudin norm51 (see Appendix C), we
obtain the following expression for the ratio of correlators
〈D1D2Ou,v,w〉
〈D1D2〉√nOu,v,w
= −κL−M
(
a1 − a2
2a1a2
)M [iL−M + (−i)L−M]√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detGSO(6)+
detG
SO(6)
−
,
which reproduces the correct spacetime dependence (2.18). From this, the structure constant
DOu,v,w can be read off as follows:
DOu,v,w = −
iJ + (−i)J
2M
√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detGSO(6)+
detG
SO(6)
−
. (5.76)
Remarkably, the result takes exactly the same form as the results in the SU(2) and SL(2)
sectors! This is in marked contrast to the results for the defect one-point functions [98] and
we will explain the origin of this simplicity in section 9.
In section 8, we will propose a generalization of this result to finite coupling and to all
sectors, and perform extensive tests of the proposal in section 10.
6 Relation to Integrable Boundary
We now explain that the two important features observed in the previous section—the selec-
tion rule of the rapidities and the determinant structure of the final result—can be under-
stood naturally from a point of view of integrable boundaries of 2d integrable field theories.
6.1 From overlap to boundary scattering
To understand the connection between the three-point function and the integrable bound-
aries, it is useful to start our discussion with something slightly more general; an overlap
between an asymptotic state and some translationally invariant state |R〉 in a generic inte-
grable field theories in the infinite volume,
FR(p1, p2, · · · ) = 〈R|(E1, p1), (E2, p2), · · · 〉 . (6.1)
Here the set (Ek, pk) denotes the energy and the momentum of the k-th particle. This can
be expressed alternatively as a form factor52 of a state-creating operator R, 〈R| = 〈Ω|R, as
FR(p1, p2, · · · ) = 〈Ω|R|(E1, p1), · · · 〉 . (6.2)
51More precisely, we divide by the normalization of the two-point function which is
nOu,v,w = L(2g
2)L〈u,v,w|u,v,w〉 (5.75)
52This point of view will be expanded and utilized in section 7.1.
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Figure 16: The relation between the form factor and the reflection matrix. In order to relate
the two, we perform the double-Wick rotation, and appropriate crossing transformations
which map particles with negative energy to the out state. As a result, we obtain a process
in which particles get scattered off a boundary.
Since the state is translationally invariant, the asymptotic state must have a zero total
momentum in order for the overlap (6.1) to be nonzero. Then the particles can be grouped
into the ones with positive momenta and the ones with negative momenta as follows53:
| (E1, p1), . . . , (Em, pm)︸ ︷︷ ︸
positive
, (Em+1,−pm+1), · · · , (Em+n,−pm+n)︸ ︷︷ ︸
negative
〉 , (6.3)
m∑
k=1
pk =
m+n∑
k=m+1
pk . (6.4)
Note that, although momenta can take both signs, the energies of the particles are all positive,
namely Ek > 0 for all k. For a pictorial explanation, see figure 16.
Now, to relate this to the boundary scattering, we rotate the whole picture by 90 degrees;
namely we perform the Wick rotation and swap the roles of space and time. After doing
so, the energy and the momenta of the original theory are mapped to the energy E˜ and the
momenta p˜ of the rotated theory in the following way54:
E → ip˜ , p→ iE˜ , (6.5)
In what follows, we call the rotated theory the mirror theory while we call the original theory
the physical theory, following the convention in AdS/CFT integrability.
53For simplicity we do not consider particles with zero momentum, but this does not really affect our
discussion.
54Here we are following the standard but slightly misleading convention in which the mirror theory is
defined by a combination of the double Wick rotation and the parity transformation. If we just perform
the double-Wick rotation, we will get E → −ip˜ and p→ iE˜. In relativistic field theories, these two choices
correspond to two different ways to perform the mirror transformation, θ → θ+ ipi/2 and θ → ipi/2− θ. The
former choice is more convenient but it is the latter choice which corresponds to the honest Wick rotation.
For more details, see for instance [136].
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The Wick rotated overlap has the structure,
F˜R(p˜1, p˜2, · · · ) = 〈Ω|R| (p˜1, E˜1), · · · , (p˜m, E˜m)︸ ︷︷ ︸
positive
, (p˜m+1,−E˜m+1), · · · , (p˜m+n,−E˜m+n)︸ ︷︷ ︸
negative
〉 , (6.6)
with p˜k ≡ −iEk and E˜k ≡ −ipk. We now see that the energies of the particles can take
both signs55 while the momenta of the particles have the same sign. To recast it into a more
physically-looking process, we perform the crossing transformation to the “negative-energy”
particles and bring them to the bra:
F˜R(p˜1, p˜2, · · · ) = 〈(−p˜m+n, E˜m+n), · · · , (−p˜m+1, E˜m+1)|R|(p˜1, E˜1), · · · , (p˜m, E˜m)〉 . (6.7)
The resulting expression can be interpreted as a transition process in which the signs of the
momenta get all flipped, whereas the energy is conserved
∑m
k=1 E˜k =
∑m+n
k=m+1 E˜k owing to
(6.4). This is precisely what we expect for a scattering off a boundary and it is also evident
from figure 16. This shows that the overlap (or the form factor) (6.1) in the original theory
can be understood as a reflection amplitude in the mirror theory.
The discussion so far applies to general overlaps which do not necessarily exhibit selec-
tion rules. In the presence of the selection rules, the asymptotic states need to be parity-
symmetric; namely, for each particle, there is a corresponding particle with the opposite
momentum. Starting from such a special kinematics and applying the argument above, we
arrive at the following reflection process:
F˜R(p˜1, p˜2, · · · ) = 〈(−p˜1, E˜1), · · · , (−p˜m, E˜m)|R|(p˜1, E˜1), · · · , (p˜m, E˜m)〉 . (6.8)
Notable features of this process are that no particle is created or annihilated in the process,
and the momenta of individual particles get flipped separately. Such features are reminiscent
of the (bulk) S-matrix in integrable quantum field theories, and much like in that case, they
imply the existence of infinitely many conservation laws. More specifically, they imply the
existence of infinitely many “even” charges56:∑
k: incoming
(p˜k)
n =
∑
k: outcoming
(p˜k)
n n : even . (6.9)
The boundary conditions which admit such conservation laws are known as integrable bound-
ary conditions and discussed in detail in [137] (see also [135, 138] for integrable boundaries
in lattice models). We therefore conclude that
The existence of the selection rules57 in the overlap is a strong indication that the problem
is related to an integrable boundary condition in the mirror theory (or equivalently to an
overlap with a integrable boundary state58).
55Precisely speaking, here both the energies and momenta are pure imaginary since we are interpreting
physical excitations from the point of view of the mirror theory. Nevertheless it still makes sense to talk
about whether all the particles come with the same sign or not.
56This is basically the mirror-theory version of the statement that the state |R〉 is annihilated by infinitely
many “odd” charges, which was proven at weak coupling for the defect one-point functions.
57The argument presented in this subsection does not quite explain the selection rules for the Bethe roots
at the nested level observed in the SO(6) sector. This comes from detailed symmetry structures of the
boundary state which we discuss in section 7.
58The relation between integrable initial states for quantum quenches and integrable boundaries in lattice
models was discussed in [138].
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Figure 17: Conserved charges and the factorized reflection. By acting the higher conserved
charges to the reflection process, one can factorize it into one-particle reflection processes.
There are two different ways of performing the factorization and the equality between the
two is the boundary Yang-Baxter equation.
In the subsequent sections, we will assume that this is the case and solve our problem at
finite coupling using integrability.
Before concluding this subsection, let us explain one important dynamical implication of
the conservation laws (6.9). This can be seen most easily by generalizing the argument by
Shankar and Witten on the bulk scattering [139]. Consider a 2 → 2 reflection process in
which two localized wave packets
〈x|ψi〉 =
∫
dp e−a
2(p−pi)2eip(x−xi) (i = 1, 2) , (6.10)
scatter off an integrable boundary and evolve into two other localized wave packets labelled
by i = 3, 4. If we act a higher conserved charge with spin 2n to such a process, each plane
wave gets multiplied by a factor eiαp
2n
, and as a result the center of the wave packet gets
shifted as
δxi = α∂pp
2n
∣∣
p=pi
= 2αnp2n−1i . (6.11)
Since the shift depends on the momenta of individual particles, this will move particles
relative to one another. However, a crucial difference from the bulk scattering is that the
shift is always given by an odd power of the momentum. This means that the shifts for the
particles with momentum p and −p are always correlated, and one cannot move them far
apart. Taking this into account and applying appropriate linear combinations of higher spin
conserved charges to the reflection process, one can factorize the 2 → 2 reflection process
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into a product of two successive 1 → 1 reflection processes. Importantly, there are two
different ways of factorization as shown in figure 17. Clearly their spacetime interpretations
are different, but nevertheless they should give the same reflection amplitude since the two
processes are related by the action of conserved charges. This gives a nontrivial equality for
the reflection amplitudes and is called the boundary Yang-Baxter equation. The boundary
Yang-Baxter equation will be used in section 7.2 to “bootstrap” the boundary reflection
amplitude of our problem.
6.2 Thermodynamic Bethe ansatz and g-function
So far we have seen that the selection rules can be naturally interpreted as an integrable
boundary condition for the mirror theory. We now show how such a physical picture also
explains the determinant structure of the overlap. The discussion here is mostly qualitative
and focuses on a simple toy example. A more rigorous discussion can be found in Appendix
D, and the application to our problem is explained in section 9.
6.2.1 Cylinder partition function and g-function
For this purpose, we consider the partition function of a cylinder with a circumference L
and a length R, where the two ends of the cylinder are contracted with integrable boundary
states 〈Ba| and |Bb〉. See figure 18 for pictorial explanation. This partition function, to
be denoted by Zab, admits two different expansions. The first one is the expansion in the
closed-string channel, which reads
Zab =
∑
ψc:closed strings
e−REψc (L)
〈Ba|ψc〉〈ψc|Bb〉
〈ψc|ψc〉 . (6.12)
In the limit R  1, the expansion is dominated by the contribution from the ground state
|Ω〉, and we get
Zab
R→∞∼ e−REΩgag∗b , (6.13)
with
ga ≡ 〈Ba|Ω〉√〈Ω|Ω〉 , gb ≡ 〈Bb|Ω〉√〈Ω|Ω〉 . (6.14)
This shows that the overlaps between the boundary states and the ground state can be read
off from the R→∞ limit of the cylinder partition function. In what follows, we focus on the
computation of the ground-state overlap first and discuss the generalization to other states
afterwards.
The quantities ga,b are called g-functions: The g-function, also known as the ground
state degeneracy or boundary entropy, was first introduced by Affleck and Ludwig in the
study of Kondo problem [67]. It is known to be a useful measure of the boundary degrees
of freedom and plays the role similar to the central charge c of theories without boundaries.
In relativistic field theories, it was proven in [68,69] that the g-function decreases along the
RG flow, much like the famous c-theorem by Zamolodchikov [140].
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Figure 18: The cylinder partition function and the g-function. The cylinder partition func-
tion can be expanded in two different channels: In the closed string channel, it is given in
terms of overlaps between the boundary states and the closed string states and the propaga-
tion factor e−REψc . In the open string channel, it is a standard thermal partition function.
Now, to compute the g-function using integrability, one needs to use the expansion in
the other channel, namely the open-string channel or equivalently the mirror channel. In
this channel, the partition function can be interpreted as a thermal partition function of a
theory with boundaries at temperature T = 1/L,
Zab =
∑
ψo:open strings
e−LE˜ψo (R) . (6.15)
Equating the two expansions and taking the limit, we obtain the following expression for the
g-functions:
e−REΩgag∗b = lim
R→∞
∑
ψo:open strings
e−LE˜ψo (R)︸ ︷︷ ︸
thermal partition function in the infinite volume
. (6.16)
Now, the crucial point is that the R → ∞ limit corresponds to the infinite volume limit
in the open-string channel and therefore can be studied using the S-matrix description of
integrable quantum field theories, or more precisely the thermodynamic Bethe ansatz (TBA).
Before explaining the TBA approach to the g-function, let us make three clarifying
remarks: First, in simple nonrelativistic systems such as the spin chains with the nearest-
neighbor interaction, the standard Bethe ansatz can be directly applied to a system in a finite
volume. However this is not the case for relativistic field theories or long-range spin chains,
which are relevant for N = 4 SYM at finite ’t Hooft coupling: In such theories, there are
genuine finite-volume corrections known as the wrapping corrections, which come from virtual
particles circulating the cylinder. These corrections give an infinite series of corrections to
the answer obtained by the Bethe ansatz. Thus, for such theories, it is actually crucial to go
to the mirror channel in which the spatial volume is infinite, in order to perform any reliable
computations using integrability.
Second, the trick of going to the mirror channel and analyzing the infinite-volume thermal
system is also used in the computation of the finite-size spectrum in integrable QFTs. In
such cases, one simply needs to compute the leading large R behavior of the thermal sum—
namely, the right hand side of (6.16)—and read off the exponent e−RE0 . This is usually
achieved by expressing the thermal sum as a path integral of the density of excitations ρ
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and compute its saddle point ρ∗,
lim
R→∞
∑
ψo:open strings
e−LE˜ψo (R) ∼ lim
R→∞
∫
Dρ e−RS[ρ] ∼ e−RS[ρ∗] (6.17)
In our case however, we are interested in the coefficients multiplying the exponential, and
therefore we have to compute the next leading correction in the large R expansion. As
we explain below, this amounts to computing the fluctuation around the saddle point and
also taking into account O(1) prefactors which are normally neglected in the standard TBA
analysis.
Third, we should emphasize that the use of TBA in our problem is different from the so-
called boundary Thermodynamic Bethe ansatz (BTBA), which was introduced by LeClair et
al in [70] and applied to the cusped Wilson loop in N = 4 SYM [101,102] and the spectrum
on D-branes [30, 31]. In our case, we take the open-string length R to be infinite and apply
the TBA in the open-string channel in order to read off the overlaps in the closed-string
channel. By contrast, in the BTBA, the closed-string length L is taken to be infinite and the
TBA was used to read off the finite-volume spectrum of the open string. Our use of TBA
never appeared before in the context of N = 4 SYM.
6.2.2 Thermodynamic Bethe ansatz for g-function
Let us now explain how to compute the g-functions using integrability.
The computation of the g-function in integrable QFTs was first attempted in [70] based
on Thermodynamic Bethe ansatz. The result however turned out to be incomplete as was
pointed out in [78]. A more systematic analysis was carried out in [71] in which they
performed an explicit computation of the thermal sum for states with a few excitations and
conjectured a correct form of the g-function, which includes further corrections to the result
in [78]. Later, the same result was reproduced in [72] by a careful analysis of Thermodynamic
Bethe ansatz, giving support for the conjecture. Recently, a more rigorous derivation of the
g-function was put forward in [74], in which they used the combinatorial techniques such as
the cluster expansion and the matrix tree theorem59 [142] and computed a complete thermal
sum of states.
In Appendix D, we present a derivation which is in a sense hybrid of the methods in [72],
[73] and [74]. It has an advantage that the discussion can be made rigorous throughout the
analysis but nevertheless avoids the use of sophisticated combinatorial techniques. However,
since the derivation still involves several steps, here we present a more heuristic argument
based on the standard derivation of TBA. Although less rigorous60, the derivation in this
59See also [141] for a beautiful application of the cluster expansion and the matrix tree theorem to the
generalized hydrodynamics in integrable systems. It would be interesting to see if such a generalized hydro-
dynamics can capture an interesting kinematical limit of the correlation functions in N = 4 SYM.
60The derivation in this section uses the standard concepts in the TBA analysis, such as the density of
energy levels and the density of holes, which are physically well-motivated but might be hard to digest in
the beginning. For this reason, the readers with less familiarity with the standard TBA argument might
actually find the derivation in Appendix D simpler since it does not rely on such concepts.
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Figure 19: A pictorial explanation of the boundary Bethe equation. When a magnon moves
along the chain and comes back to its original position, it scatters with other magnons twice
(in the opposite directions) and also gets reflected at the boundaries. The phase shift in this
process is given by the right hand side of (6.19).
section shares two important benefits with the derivation in Appendix D: First it leads to
a simple TBA action for which one can straightforwardly compute the fluctuation around
the saddle point. Second the so-called Y -function naturally shows up in the derivation as
a fundamental field variable. To elucidate the basic idea in a simple setup, we discuss a
theory with a single species of particles without any bound states. However, the result can
be readily generalized to theories with multiple species and bound states as we see in section
9.
In the large R limit, each state in the open-string channel can be described as a collection
of excitations on the vacuum with a set of rapidities u = {u1, . . . , uM}. This in particular
means that the energy of each state is given by a sum of the energies of individual excitations,
E˜ =
M∑
k=1
E˜(uk) . (6.18)
We should however keep in mind that the rapidities cannot take arbitrary values; they need
to satisfy the quantization condition called the boundary Bethe equation (see figure 19 for
a pictorial explanation)
1 =R˜(L)a (−uj)R˜(R)b (uj)e2ip˜(uj)R
∏
k 6=j
S˜(uj, uk)S˜(uj,−uk) = R(uj)
∏
k
S(uj, uk) . (6.19)
Here R˜
(L,R)
a,b and S˜(u, v) are the reflection amplitude and the S-matrix in the mirror channel,
and in the second equality we introduced a compact notation:
S(u, v) ≡ S˜(u, v)S˜(u,−v) , R(u) ≡ R˜(L)a (−u)R˜(R)b (u)e2ip˜(u)R/S(u, u) . (6.20)
The superscripts (L,R) specify whether the reflection happen at the left or the right bound-
ary. Owing to the parity symmetry and the unitarity, the reflection matrices (both R˜a and
R˜b) satisfy
R˜(R)(u) = R˜(L)(−u) = 1/R˜(R)(−u) = 1/R˜(L)(u) . (6.21)
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Here the first equality comes from the parity symmetry while the latter two equalities are
due to the unitarity. Using this relation, one can always express the left reflection matrix
in terms of the right reflection matrix and vice versa. For instance, R(u) can be expressed
purely in terms of the left reflection matrices as
R(u) =
(
R˜(L)a (u)R˜
(L)
b (u)S(u, u) e−2ip˜(u)R
)−1
. (6.22)
The parity and the unitarity also give constraints on the bulk S-matrix:
Unitarity: S˜(u, v)S˜(v, u) = 1 , Parity: S˜(u,−v) = S˜(v,−u) . (6.23)
In addition, it satisfies the following important property,
Exclusion: S˜(u, u) = −1 . (6.24)
In the limit R → ∞, we expect that the thermal partition function receives main con-
tributions from finite particle-density states, namely states with M ∼ R  1. To describe
such a state, it is convenient to introduce a rapidity density defined by
ρ(u) =
1
R
∑
k
δ(u− uk) . (6.25)
Using the density ρ, one can express the energy of the state as E˜ = R
∫
du E˜(u)ρ(u). One
might then think that the thermal partition function in the R→∞ limit is simply given by
Zab =
∑
ψo
e−LE˜ψo (R) ?∼
∫
Dρ e−R
∫
duLE˜(u)ρ(u) . (6.26)
Unfortunately, this turns out to be incorrect for the following reason: In the limitR→∞, the
typical distance between rapidities scale as 1/R. Therefore, for any small but finite interval
∆u, there will be a large number of rapidities of order R/∆u. Because of this, a large number
of microscopically different rapidity configurations lead to the same macroscopic density ρ
and one needs to take into account such degeneracy.
To do so, we first write the logarithm of the Bethe equation in terms of the density as
2pinj =
1
i
logR(uj) + R
i
∫ ∞
0
du′ logS(uj, u′)ρ(u′) , (j = 1, . . . ,M) . (6.27)
with nj being integer. Note that the range of integration is (0,∞) since particles with rapidi-
ties u and −u are identified61 in the presence of boundaries. Physically, nj can be interpreted
as the mode numbers of excitations: For any given state, the set n = {n1, . . . , nM} provides a
subset of all possible positive62 integers and we interpret them as “occupied modes”. On the
other hand, the (positive) integers that do not belong to n are interpreted as “unoccupied
61This is because particles flip the signs of rapidities when reflected by the boundaries.
62Again we restrict ourselves to positive integers since particles with the mode number ±n are identified
in the boundary scattering problem.
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modes” or “holes”. For each occupied mode, there is a corresponding rapidity uj determined
by the equation (6.27). We now extend this relation also to holes by defining a rapidity for
any (positive) mode number n as
2pin =
1
i
logR(u(n)) + R
i
∫ ∞
0
du′ logS(u(n), u′)ρ(u′) n ∈ Z>0 . (6.28)
Although this is a standard argument in TBA, this idea of defining rapidities for both
occupied and unoccupied modes might appear a bit artificial at first sight: In particular it
might be a priori unclear whether the rapidities for holes have any real physical meaning.
To understand this point, let us consider a situation in which we already have a large
(M ∼ R  1) number of excitations and want to add one more excitation. Since there
are already a large number of excitations, one can regard the added excitation as a small
perturbation and approximate the Bethe equation by its linearized form. It then turns out
that the linearized equation precisely coincides with the equation (6.28). This shows that the
rapidities for holes can be interpreted as the positions at which one can add extra excitations
and the equation (6.28) governs small deformations of a given solution to the Bethe equation.
With this remark, we can now follow the standard arguments used in TBA: In a small
but finite interval of the rapidity [u, u+ ∆u], there are Rρ(u)∆u number of occupied modes.
On the other hand, the number of available modes in this interval is given by Rρtot(u)∆u
where
ρtot ≡ 1
R
dn
du
= σ(u) +K+ ∗ ρ(u) ,
with σ(u) ≡ 1
2piiR
∂u logR(u)− δ(u)
2R
, K+(u, v) ≡ 1
i
∂u logS(u, v) ,
(6.29)
and A ∗B stands for a convolution integral ∫∞
0
dv
2pi
A(u, v)B(v). The offset −δ(u)/2R in σ(u)
comes from the fact that, although the Bethe equation admits u = 0 as a solution63, it does
not correspond to a physical state since the corresponding wave function vanishes. Using
this, we can compute the microscopic degeneracy for a given macroscopic ρ as
ω[u, u+ ∆u] =
(
Rρtot(u)∆u
Rρ(u)∆u
)
. (6.30)
Normally we then approximate this binomial factor using the Stirling approximation assum-
ing that the number of modes in the interval is huge. This however is not very efficient for
the computation of g-functions, in which one has to keep the subleading term in the Stirling
approximation. Instead, here we express the binomial factor as the following integral
ω[u, u+ ∆u] =
(
Rρtot(u)∆u
Rρ(u)∆u
)
=
∮
dη
2pi
e−iRρ(u)∆uη
(
1 + eiη
)Rρtot∆u
, (6.31)
63More precisely this corresponds to excluding solutions with the mode number n = 0. See Appendix D
for a more rigorous treatment.
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where η is integrated from [0, 2pi]. As a result, we obtain the following path-integral repre-
sentation for the degeneracy:
Ω[ρ] ≡ lim
∆u→0
∏
u
ω[u, u+ ∆u]
=
∫
Dη(u) exp
[
R
∫ ∞
0
du
{
(σ(u) +K+ ∗ ρ(u)) log(1 + eiη(u))− iη(u)ρ(u)
}]
.
(6.32)
We now combine the degeneracy factor with the energy factor and write down the path-
integral representation of the thermal sum,
Zab =
∑
ψo
e−LEψo (R) R→∞=
∫
DρDη N × e−RS[ρ,η] , (6.33)
with
S[ρ, η] =
∫ ∞
0
du
[
LE˜(u)ρ(u) + iη(u)ρ(u)− (σ(u) +K+ ∗ ρ(u)) log(1 + eiη(u))
]
. (6.34)
Here N is a subtle normalization factor that we discuss later. In the leading large R limit,
one can approximate the path integral by its saddle point. An important feature of our
action (6.34) is that it is linear in ρ. This makes the computations much simpler than the
standard formulation. For instance, if we take a variation with respect to ρ, we immediately
get the equation
δS
δρ
= 0 ⇐⇒ 0 = LE˜(u) + log Y (u)− log (1 + Y ) ∗ K+(u) , (6.35)
with Y ≡ eiη, which coincides with the TBA equation once we identify Y (u) with the so-
called Y -function. In other words, the Y -function, which is of prime importance in TBA
and its generalization, is a fundamental field variable in our formulation. If, on the other
hand, we take a variation with respect to η, we get
δS
δη
= 0 ⇐⇒ ρ(u) = (σ(u) +K+ ∗ ρ(u)) Y (u)
1 + Y (u)
, (6.36)
which is nothing but the relation between the Y -function and the density of rapidities ρ(u).
To compute the saddle-point value of the action, we just need to drop all the terms that
contain ρ since the action is linear in ρ. We then get
S[ρ, η]|saddle = −
∫ ∞
0
du σ(u) log(1 + Y (u)) , (6.37)
which matches with the result in the literature.
The beauty of our formulation is that it makes manifest the simplicity of the answers
obtained by the TBA formalism, which are somewhat obscured in the standard formulation.
We emphasize that it is mainly due to the auxiliary field η. The inclusion of the auxiliary
field in the action is reminiscent of the Yang-Yang functional for the TBA system discussed
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in the study of supersymmetric gauge theories [143] and the null polygonal Wilson loops in
N = 4 SYM at strong coupling [144]. The details are however slightly different and it would
be interesting to clarify the relation64 between the two.
Let us now compute the fluctuation around the saddle point. Since the action is linear
in ρ, the Hessian takes the following simple form,
Hessian =

δ2S
δηδη
δ2S
δηδρ
δ2S
δρδη
δ2S
δρδρ
= 0
 . (6.38)
From this, we can compute the fluctuation around the saddle point as65
fluctuation =
(
det
1
i
δ2S
δηδρ
)−1
. (6.39)
This can be computed by taking a functional variation of the TBA equation (6.35), δS/δρ,
with respect to η. As a result, we obtain the Fredholm determinant
fluctuation =
(
det
[
1− Gˆ+
])−1
, (6.40)
with66
Gˆ+ · f(u) ≡
∫ ∞
0
dv
2pi
K+(u, v)
1 + 1/Y (v)
f(v) . (6.41)
It is interesting to note that the way we derived the Fredholm determinant is reminiscent
of the Gaudin norms of the spin chain, which can be computed by taking a variation of the
Bethe equation. We will later see that this point of view is useful when writing down the
g-function for more complicated theories.
To obtain an expression for the g-function, we also need to include the normalization
factor N . Physically, it comes from the difference of the normalizations between the rapidity
basis and the mode-number basis of the states in the mirror channel, and it is given by a
continuum limit of the Gaudin norm. The necessity of this factor was first discussed in [72]
and a rigorous derivation was given in [73]. It is however not easy to derive this factor within
the heuristic argument presented in this section. So in this section we just present the result
relegating the derivation to Appendix D. The result reads
N = det
[
1− Gˆ−
]
, (6.42)
64As we explain below, our action is useful also for the computation of quadratic fluctuations around
the saddle point. It is therefore interesting to see if our formulation of the action can capture quantum
corrections to the results in [143] and [144].
65The factor 1/i arises from diagonalizing the Hessian in the basis ρ± η/√2 and computing the Gaussian
integrals.
66Precisely speaking, we need to perform the “transposition” to the integral kernel after taking a functional
variation in order to bring it into a form (6.41). This however does not affect the Fredholm determinant.
69
with
Gˆ− · f(u) ≡
∫ ∞
0
dv
2pi
K−(u, v)
1 + 1/Y (v)
f(v) , K−(u, v) ≡ 1
i
∂u log
S˜(u, v)
S˜(u,−v) . (6.43)
Combining everything, we finally get the expression for the thermal partition function in
the large R limit,
e−REΩgag∗b = e
−RS|saddle ×
det
[
1− Gˆ−
]
det
[
1− Gˆ+
] . (6.44)
Separating RS|saddle into O(R) and O(1) pieces, we obtain the following expression for the
ground-state energy and the g-function67,
EΩ = −
∫ ∞
0
du
pi
∂up˜(u) log(1 + Y (u)) , (6.46)
ga = exp
[∫ ∞
0
du
2pi
Θa(u) log(1 + Y (u))
]
×
√√√√√det
[
1− Gˆ−
]
det
[
1− Gˆ+
] , (6.47)
with
Θa(u) = −1
i
∂u log R˜
(L)
a (u)− piδ(u)−
1
i
∂u log S˜(u, v)
∣∣∣∣
v=−u
. (6.48)
Interestingly, the expression (6.47) resembles the results obtained at weak coupling in section
5: Both are given by a ratio of determinants multiplied by some factor. The resemblance
becomes more apparent if we write the kernel K± explicitly in terms of the S-matrix:
K±(u, v) = 1
i
[
∂u log S˜(u, v)± ∂u log S˜(u,−v)
]
. (6.49)
The details are however somewhat different: Here we have Fredholm determinants while
in section 5 we had standard determinants. In addition, the ratio we have here is of the
form det[1 − Gˆ−]/ det[1 − Gˆ+] but the ratio we had in section 5 is more like an inverse;
detG+/ detG−.
In the next subsection, we explain that these differences can be naturally explained once
we extend (6.46) and (6.47) to excited states, and the two formula are indeed related.
6.2.3 Useful rewriting
Before proceeding to the discussions on the excited states, let us mention that there exists
another expression for the ratio of the Fredholm determinants, which will turn out to be
useful later in section 9.3.
67The expression for the TBA energy can be expressed in a more standard way by rewriting (6.46) as
EΩ = −
∫ ∞
−∞
du
2pi
∂up˜(u) log(1 + Y (u)) , (6.45)
by extending the definition of the Y -function as Y (−u) ≡ Y (u).
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The idea is simple: We rewrite the ratio of the Fredholm determinants as
det
[
1− Gˆ−
]
det
[
1− Gˆ+
] = det
[
1− Gˆ+
]
det
[
1− Gˆ−
]
(
det
[
1− Gˆ+
])2 . (6.50)
Of course, this is just a trivial rewriting, but the key observation is that one can replace a
product of the Fredholm determinants in the numerator with
det
[
1− Gˆ+
]
det
[
1− Gˆ−
]
= det
[
1− Gˆ
]
, (6.51)
where Gˆ is an integral kernel acting on the full real axis whose action is given by
Gˆ · f(u) =
∫ ∞
−∞
dv
2pi
K(u, v)
1 + 1/Y (v)
f(v) , (6.52)
with Y (v) ≡ Y (−v) (v < 0) and
K(u, v) ≡ 1
2
[K+(u, v) +K−(u, v)] = 1
i
∂uS˜(u, v) . (6.53)
Postponing the derivation of (6.51), let us first discuss the implication of this rewriting.
As already mentioned, the Fredholm determinant det [1−G+] can be obtained by taking a
functional variation of the TBA equation in the presence of boundaries (6.35). As it turns
out, det
[
1− Gˆ
]
can also be interpreted as a functional variation of the TBA equation but
now for standard periodic boundary conditions,
0 = LE˜(u) + log Y (u)− log(1 + Y ) ? K(u) , (6.54)
with ? being the convolution along the full real axis. Therefore, after rewriting both the
numerator and the denominator of det[1−Gˆ]/(det[1−Gˆ+])2 are associated with the variations
of the TBA. This feature makes it simpler to generalize the g-functions to more complicated
systems such as N = 4 SYM as we will see in section 9.3.
Derivation of (6.51) To show the relation (6.51), we first decompose the action of Gˆ
depending on whether the arguments of the functions are positive or negative:
Gˆ · f+(u) =
∫ ∞
0
dv
2pi
K(u, v)
1 + 1/Y (v)
f+(v) +
∫ ∞
0
dv
2pi
K(u,−v)
1 + 1/Y (v)
f−(v) ,
Gˆ · f−(u) =
∫ ∞
0
dv
2pi
K(−u, v)
1 + 1/Y (v)
f+(v) +
∫ ∞
0
dv
2pi
K(−u,−v)
1 + 1/Y (v)
f−(v) .
(6.55)
Here both u and v are positive real and f±(v) ≡ f(±v) with v > 0. This can be combined
into a 2× 2 matrix structure
Gˆ ·
(
f+(u)
f−(u)
)
=
∫ ∞
0
dv
2pi
1
1 + 1/Y (v)
(
K(u, v) K(u,−v)
K(u,−v) K(u, v)
)(
f+(v)
f−(v)
)
, (6.56)
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where we have used the equalities between kernels
K(−u, v) = K(u,−v) , K(−u,−v) = K(u, v) , (6.57)
which can be shown by using the parity invariance68 of the S-matrix. Now, using this 2× 2
matrix representation, one can compute log det
[
1− Gˆ
]
as
log det
[
1− Gˆ
]
= −
∞∑
n=1
1
n
Tr
[
(Gˆ)n
]
= −
∞∑
n=1
1
n
(
Tr
[
(Gˆ+)
n
]
+ Tr
[
(Gˆ−)n
])
, (6.58)
where, in the second equality, we diagonalized the matrix of K’s to compute the trace
Tr
[
(Gˆ)n
]
:(
K(u, v) K(u,−v)
K(u,−v) K(u, v)
)
diagonalization7→
( K+(u, v) 0
0 K−(u, v)
)
. (6.59)
Clearly, the right hand side of (6.58) is the expansion of log
(
det
[
1− Gˆ+
]
det
[
1− Gˆ−
])
thereby proving the statement (6.51).
6.3 Analytic continuation and excited state g-function
6.3.1 Analytic continuation of TBA
For the finite-volume spectrum, the generalization of TBA to excited states was discussed
first by Dorey and Tateo [103,104]. The key idea in their approach is to analytically continue
some parameter, such as the mass or the coupling constant, to complex values: Suppose that
we start with the ground state and adiabatically continue the parameter to complex values.
In many physical situations, there are branch cuts in the complex parameter plane, and by
crossing them and coming back to the same position on a different Riemann sheet, we can
transform the original ground state to an excited state [103]. Although it is often difficult
to specify which analytic continuation we need to perform in order to obtain a desired state,
the net effect of the analytic continuation is simple and well-understood: In the process of
analytic continuation, some poles in the integrand, both in the TBA equation (6.35) and in
the energy formula (6.46), cross the integration contour and produce extra contributions.
To see this more explicitly, it is useful to rewrite (6.46) using integration by parts69
EΩ =
∫ ∞
0
du
pi
p˜(u)
∂uY (u)
1 + Y (u)
. (6.60)
68For instance, the first equality can be shown as follows:
K(−u, v) ≡ 1
i
∂′u log S˜(u
′, v)|u′=−u = −1
i
∂u log S˜(−u, v)
parity
= −1
i
∂u log S˜(v,−u) unitarity= 1
i
∂u log S˜(u,−v) = K(u,−v) .
69We used p(0) = 0 to kill boundary contributions which arise from integration by parts.
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(a) Relativistic (b) N = 4 SYM
Figure 20: The analytic continuation for the relativistic theories (a) and N = 4 SYM (b).
In both cases, the red lines are the integration contours in the mirror channel. The poles
cross the contour from above and end up in the physical kinematics.
We can now see that the integrand has poles with a unit residue at 1 + Y (u) = 0. Without
analytic continuation, such poles sit somewhere away from the integration contour but they
can move and cross the contour once we analytically continue. When this happens, the
equation (6.60) gets transformed into
E = 2i
∑
k
p˜(u˜k) +
∫ ∞
0
du
pi
p˜(u)
∂uY (u)
1 + Y (u)
, (6.61)
where u˜k are the positions of the poles and we assumed that they crossed the contour from
above. This is indeed what we expect physically as explained in figure 20. Using the relation
between the energies and momenta in the two channels (6.5), one can rewrite this as
E = 2
∑
k
E(uk)−
∫ ∞
0
du
pi
∂up˜(u) log(1 + Y (u)) , (6.62)
where the rapidities in the physical channel uk were defined by ip˜(u˜k) = E(uk). This gives
the expression for the energy of excited states.
The analytic continuation also affects the TBA equation (6.35), which determines the
Y -function. This is again easy to see once we rewrite the convolution using integration by
parts,
− log(1 + Y (u)) ∗ K+ =
∫
dv
2pii
∂vY (v)
1 + Y (v)
(
log S˜(v, u) + log S˜(v,−u)
)
. (6.63)
We can then see the poles explicitly and follow the same steps as above. As a result, we
arrive at the following TBA equation for excited states:
0 = log Y (u) + LE˜(u) +
∑
k
log
(
S˜(u˜k, u)S˜(u˜k,−u)
)
− log(1 + Y ) ∗ K+(u) . (6.64)
Let us now check that the excited-state TBA correctly reproduces the standard Bethe
ansatz equation in the physical channel upon taking the infinite volume limit L→∞. Owing
to the TBA equation (6.64), the Y -function behaves as Y ∼ e−Lm with m being the mass of
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excitations and therefore is exponentially small in the infinite volume limit. This allows us to
drop the last term in the TBA equation (6.64). We then get the infinite-volume expression
for the Y -function,
Y (u) =
e−LE˜(u)∏
k S˜(u˜k, u)S˜(u˜k,−u)
. (6.65)
Evaluating this equation at u = u˜j, we obtain
1 + eLE˜(u˜j)
∏
k
S˜(u˜k, u˜j)S˜(u˜k,−u˜j) = 0 . (6.66)
To bring it into a standard form of the Bethe equation, we first replace E˜(u˜j) by −ip(uj)
using the relation (6.5). In addition, we also need to re-express the S-matrix S˜(u˜k,±u˜j) in
terms of the rapidities in the physical channel uk’s. To be concrete, let us for now consider
relativistic field theories in which the energy and the momentum are parameterized by the
rapidity θ as
E = m cosh θ , p = m sinh θ . (6.67)
In such theories, the physical excitations carry rapidities θ− ipi/2 with θ ∈ R when described
in the mirror channel. Note that this is simply the inverse of the mirror transformation
θ → θ+ipi/2 in the literature, which describes the mirror excitations in the physical channel.
Using this more standard convention, we can re-express the S-matrices as
S˜(u˜k, u˜j) 7→ S˜
(
θk − ipi
2
, θj − ipi
2
)
, S˜ (u˜k,−u˜j) 7→ S˜
(
θk − ipi
2
,−θj+ipi
2
)
. (6.68)
Here we highlighted in color that the second argument in the second S-matrix comes with a
positive imaginary part. Now, using the unitarity, we can rewrite the first S-matrix as
S˜
(
θk − ipi
2
, θj − ipi
2
)
= S (θk, θj) = (S(θj, θk))
−1 . (6.69)
Here S(θ, θ′) is the S-matrix in the physical channel70 On the other hand, for the second S-
matrix, we need to use the crossing relation71 and the parity (6.23) to eliminate the mismatch
of imaginary parts:
S˜
(
θk − ipi
2
,−θj + ipi
2
)
crossing
= S˜
(
−θj − ipi
2
, θk − ipi
2
)
= (S (θk,−θj))−1
parity
= (S (θj,−θk))−1 .
(6.70)
Putting things together and using S(θ, θ) = −1, we find that the equation (6.66) can be
rewritten as
eip(θj)LS(θj,−θj)
∏
k 6=j
S(θj, θk)S(θj,−θk) = 1 . (6.71)
70Precisely speaking, in relativistic invariant theories, the physical and mirror S-matrices are equivalent,
S˜ = S. Here we distinguished the two in order to make clear that the derivation works also for more general
theories.
71For relativistic invariant theories with a single species of particles, the crossing transformation reads
S(u, v ± ipi) = S(v, u).
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This can be interpreted as the Bethe equation in the physical channel for a parity symmetric
state, θ = {θ1,−θ1, . . .}. The appearance of a parity-symmetric state is consistent with the
discussion in section 7.1. It is also consistent with the factor of 2 in (6.62); it simply means
that, for every particle with a positive rapidity uk, there is a corresponding particle with a
rapidity −uk. The argument above works as long as the following relations are satisfied:
S˜(u˜k, u˜j) = (S(uj, uk))
−1 , S˜(u˜k,−u˜j) = (S(uj,−uk))−1 . (6.72)
Note that the second equality requires the crossing symmetry of the S-matrix as shown in
(6.70).
Let us also point out that one can write a finite-volume version of the Bethe equation
(6.71) by reinstating the last factor in (6.64). Switching back to the general notation, the
result (in the logarithmic form) reads
2pinj = φ(uj) ≡ p(uj)L+1
i
∑
k 6=j
[logS(uj, uk) + logS(uj,−uk)]+1
i
log(1+Y )∗K+(uj) , (6.73)
with nj being a (positive) integer. In the infinite volume limit, we simply drop the last term
which describes the interaction between physical and mirror particles and the result reduces
to the standard Bethe equation.
6.3.2 Analytic continuation of g-function and determinant formula
Having understood the analytic continuation of TBA, it is now rather straightforward to
perform the analytic continuation of the g-function (6.47).
Let us first discuss the prefactor containing Θa. Since the structure of this factor is the
same as that for the energy, one can simply follow the arguments above. Namely we first
perform integration by parts to Θa to get
log(prefactor) ≡
∫ ∞
0
du
2pi
Θa(u) log(1 + Y (u))
= − log(1 + Y (0))
2
+
∫ ∞
0
du
2pii
log
(
R˜(L)a (u)
√
S˜(u,−u)
)
∂uY (u)
1 + Y (u)
.
(6.74)
Perhaps the square root of S˜(u, u) deserves explanation: When we perform integration by
parts, we need to rewrite i∂u log S˜(u, v)
∣∣∣
v=−u
in (6.48) using the parity symmetry,
i∂u log S˜(u, v)
∣∣∣
v=−u
=
i
2
∂u log S˜(u,−u) , (6.75)
where, on the right hand side, the derivative acts on both arguments. This is the origin of
the square root in (6.74). Then, after the analytic continuation, we get
log(prefactor) =
∑
k
log
(
R˜(L)a (u˜k)
√
S˜(u˜k,−u˜k)
)
+
∫ ∞
0
du
2pi
Θa(u) log(1 + log Y (u)) .
(6.76)
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To recast it in a standard form, we express the first term using rapidities in the physical
channel. This can be achieved by using the relation (6.72), and we get
(prefactor) =
(∏
k
Fa(uk)√
S(uk,−uk)
)
exp
[∫ ∞
0
du
2pi
Θa(u) log(1 + Y (u))
]
, (6.77)
where we introduced a “form factor” in the physical channel by72
Fa(uk) ≡ R˜(L)a (u˜k) . (6.78)
As will be discussed in section 7, this form factor satisfies the so-called Watson relation,
S(uk,−uk) = Fa(uk)/Fa(−uk). Using this relation, we arrive at the final expression for the
prefactor
(prefactor) =
√∏
k
Fa(uk)Fa(−uk) exp
[∫ ∞
0
du
2pi
Θa(u) log(1 + Y (u))
]
. (6.79)
Let us next discuss the ratio of Fredholm determinants. The idea is simple; the Fredholm
determinants are defined through integral kernels whose actions are given in (6.41) and (6.43).
If we perform the analytic continuation, poles of the kernel cross the contour and deform the
action on functions. To be more explicit, let us recall the action of the integral kernel Gˆ±:
Gˆ± · f(u) =
∫ ∞
0
dv
2pi
K±(u, v)
1 + 1/Y (v)
f(v) , (6.80)
As can be seen from this, the kernel can have poles at 1 + Y (u˜) = 0. If such poles cross the
contour, its action gets deformed as
Gˆ•± · f(u) =
∑
k
iK±(u, u˜k)
∂u log Y (u˜k)
f(u˜k) +
∫ ∞
0
dv
2pi
K±(u, v)
1 + 1/Y (v)
f(v) , (6.81)
where the superscript • signifies that the kernel was analytically continued. This can also
be expressed in terms of the finite-volume phase factor φ in (6.73) as73
Gˆ•± · f(u) =
∑
k
K±(u, u˜k)
∂uφ(uj)
f(u˜k) +
∫ ∞
0
dv
2pi
K±(u, v)
1 + 1/Y (v)
f(v) , (6.82)
Combining the two factors, we conjecture that the excited-state g-function is given by
the following simple formula:
ga = exp
[∫ ∞
0
du
2pi
Θa(u) log(1 + Y (u))
]√√√√√M/2∏
k=1
Fa(uk)Fa(−uk)
det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
] . (6.83)
72Normally Fa(u) is denoted by “K” in the literature. However, we chose to use this notation in order to
avoid the clash of notations.
73Note that a similar kernel played a key role in the recent study on the diagonal finite volume form factor
in the sinh-Gordon model [145], which is based on the hidden Grassmann structure [146] and generalizes
earlier results for the ground state [147]. One can bring our results to a form closer to theirs by first
performing the integral convolution and reducing it to a finite-dimensional determinant [148].
76
A conjecture for the excited state g-function was put forward previously in [74]. However,
their expression does not match with what we wrote here: First, their formula does not
include Fa factors. Second, the action of their kernel does not contain the first term on
the right hand side of (6.82). As we see below, these two features are essential in order to
reproduce the structures of the results in section 5. Because of this, we think the results
in [74] are incomplete.
Let us finally explain how (6.83) reproduces the structure that we observed at weak
coupling of N = 4 SYM in section 5. To see the connection, we again take the infinite
volume limit L → ∞. As mentioned already, in the infinite volume limit, the Y -function
is exponentially small. We can therefore simply drop the first term in (6.83). To see what
happens for the ratio of determinants, it is useful to rewrite it as
det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
] = exp[∑
n
1
n
(
Tr
[
(G•+)
n
]− Tr [(G•−)n])
]
. (6.84)
We can then compute each term on the right hand side as iterated integrals and sums. In
the infinite volume limit, the terms that involve integrals become exponentially small due to
the suppression coming from the Y -function. Therefore the result is given purely by iterated
sums,
Tr
[
(G•±)
n
]
=
∑
k1,...,kn
K±(u˜k1 , u˜k2)
∂uφ(uk1)
K±(u˜k2 , u˜k3)
∂uφ(uk2)
· · · K±(u˜kn , u˜k1)
∂uφ(ukn)
. (6.85)
Now, the first important observation is that one can re-express the kernels K± in terms of
physical rapidities uk’s as follows:
K±(u˜k, u˜j) =1
i
[
∂uk log S˜(u˜k, u˜j)± ∂uk log S˜(u˜k,−u˜j)
]
(6.72)
= − 1
i
[∂uk logS(uj, uk)± ∂uk logS(uj,−uk)]
=
1
i
[∂uk logS(uk, uj)∓ ∂uk logS(uk,−uj)] ≡ K∓(uk, uj) .
(6.86)
Here in the second equality we used (6.72) while in the third equality we used the unitarity
S(u, v) = 1/S(v, u) for the first term and the parity S(u,−v) = S(v,−u) for the second
term. Surprisingly, this rewriting swaps K+ and K−! This is precisely what is needed to
relate the g-function formula and the results at weak coupling in N = 4 SYM.
The second important observation is that the iterated sum (6.85) can be regarded as a
trace of a product of finite dimensional matrices. From this, it immediately follows that the
ratio (6.84) reduces in the limit to a ratio of finite-dimensional matrix determinants. Using
the asymptotic form of φ(u) (see the discussion below (6.73)) and multiplying the com-
mon factors ∂uφ(uk) to the numerator and the denominator, we finally obtain the following
expression,
det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
] L→∞= detG+
detG−
, (6.87)
77
with
(G±)ij ≡
[
L∂up(ui) +
∑
k
K+(ui, uk)
]
︸ ︷︷ ︸
∂uφ(ui)
δij −K±(ui, uj) .
(6.88)
Combining the two factors, we finally obtain the excited-state g-function in the infinite
volume limit,
〈B|u〉√〈u|u〉 L→∞=
√√√√M/2∏
k=1
Fa(uk)Fa(−uk)detG+
detG−
. (6.89)
This beautifully reproduces the structure that we observed in section 5!
So far, we have been discussing a toy example with a single species of particles and no
bound states. In addition, the match with the weak-coupling answer is only qualitative
since we did not specify the form factor Fa. In the subsequent sections, we apply the
general formalism of TBA and g-function to our problem, by determining the form factor Fa
explicitly and generalizing the results to theories with multiple particles and bound states.
7 Bootstrapping the Boundary State
We now set out to apply the framework discussed in section 6 to our problem; the three-point
function of two determinant operators and one non-BPS single-trace operator. As the first
step, we determine the reflection matrix at finite ’t Hooft coupling using the symmetry and
integrability.
7.1 Kinematics, form factor and reflection matrix
Before discussing the details on the reflection matrix, it is useful to elaborate on the relation
between the form factor and the reflection matrix, specializing to the case of the spin chain
for N = 4 SYM.
7.1.1 Kinematics and dispersion relation
In order to explain our convention, let us give a brief review of the kinematics and the
dispersion relation of the N = 4 SYM spin chain.
At finite coupling, the momentum and the energy of magnons are parametrized by the
rapidity u in the following way74,
eip =
x+
x−
, E =
1
2
1 + 1
x+x−
1− 1
x+x−
, (7.1)
74Note that here we are using the convention E = (∆ − J)/2, which is natural on the gauge-fixed string
worldsheet.
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Figure 21: The crossing and the mirror transformations. The left figure shows the analytic
continuation in the rapidity plane while the right figure shows the spacetime interpretation
of each manipulation. In the left figure, the upper branch cut comes from x− while the
lower branch cut comes from x+. In the right figure, we also indicated the direction of space
coordinates in each channel by thick black arrows.
where x(u) is the Zhukowsky variable defined by
u = g
(
x(u) +
1
x(u)
)
⇐⇒ x(u) = u+
√
u2 − 4g2
2g
, (7.2)
and the notation f± means f(u± i/2). The coupling constant g is defined by
g2 ≡ λ
16pi2
. (7.3)
As can be seen from (7.2), the momentum and the energy contain two branch cuts in the
rapidity plane, one for x+ and the other for x−. If we cross those branch cuts, the corre-
sponding Zhukovsky variable gets inverted as x(u) → 1/x(u). This property allows us to
define the crossing and the mirror transformation: Consider the analytic continuation in
which one crosses both cuts once. In this process (to be denoted by 2γ), the Zhukovsky
variables get transformed as
Crossing : x+(u2γ) = 1/x+(u) , x−(u2γ) = 1/x−(u) . (7.4)
As shown above, this can be interpreted as the crossing transformation, which maps a particle
to an antiparticle (or equivalently an incoming particle to an outgoing particle). We can see
this explicitly from the transformations of the momentum and the energy:
eip(u
2γ) =
x−
x+
= e−ip(u) , E(u2γ) =
1
2
1 + x+x−
1− x+x− = −E(u) . (7.5)
One can also perform a “half” of this transformation in which one crosses only one of
the two branch cuts. Such processes correspond to the mirror transformations in which one
maps a magnon in the physical channel to a magnon in the mirror channel:
Mirror+ : x
+(uγ) = 1/x+(u) , x−(uγ) = x−(u) ,
Mirror− : x+(u−γ) = x+(u) , x−(u−γ) = 1/x−(u) .
(7.6)
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Figure 22: Noncommutativity of the mirror transformation and the parity transformation.
The red dashed line denotes the reflection axis for the parity transformation. If we first
perform the mirror transformation and then perform the parity transformation, we follow
the upper path and the particle ends up on the right edge. On the other hand, if we perform
the transformations in the opposite order, the particle ends up on the left edge.
For a pictorial explanation, see figure 21. The energy and momentum of the mirror theory
are defined through the mirror transformations as75
E˜(u) ≡ −ip(uγ) = log (x+(u)x−(u)) , p˜(u) ≡ −iE(uγ) = 1
2i
1 + x
+(u)
x−(u)
1− x+(u)
x−(u)
. (7.7)
In order to discuss the boundary scattering, we also need the parity transformation. We
denote it by u→ u¯ and define it as follows:
Parity : x+(u) = −x−(u) , x−(u) = −x+(u) . (7.8)
For a magnon in the physical channel, the parity transformation is simply given by u =
−u, but we choose to use this notation since it allows us to distinguish different orders of
manipulations such as uγ and uγ (see also the discussion in the next paragraph). One can
check explicitly that it gives the correct momentum and energy for the parity-transformed
state both in the physical and the mirror channels:
eip(u) =
x−
x+
= e−ip(u) , E(u) =
1
2
1 + 1
x+x−
1− 1
x+x−
= E(u) ,
p˜(u) = −iE(uγ) = −p˜(u) , E˜(u) = −ip(uγ) = E˜(u) .
(7.9)
It is worth emphasizing that the parity transformation and the mirror transformation do
not commute. One can see this explicitly by comparing the Zhukovsky variables x±(uγ) and
75See also (6.5).
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x±(uγ)76:
x+(uγ) = −x−(uγ) = −x−(u) , x−(uγ) = −x+(uγ) = −1/x+(u) ,
x+(uγ) = 1/x+(u) = −1/x−(u) , x−(uγ) = x−(u) = −x+(u) .
(7.10)
By inspecting the transformations of the Zhukovsky variables, one can in fact show that
uγ = u−γ , u−γ = uγ . (7.11)
The relation can also be understood pictorially; see figure 22.
In relativistic field theories, the counterparts of the manipulations that we described here
are given by
Crossing : θ2γ = θ + pii , Mirror± : θ±γ = θ ± ipi
2
, Parity : θ = −θ .
Also here we can see that the crossing and the mirror transformations do not commute and
the relation θγ = θ
−γ
is satisfied.
7.1.2 Form factor and reflection matrix for N = 4 SYM spin chain
In section 6.1, we gave a qualitative explanation for the relation between the form factor
and the boundary reflection. We now specialize the discussion to N = 4 SYM taking into
account the index structure and the charge conjugation.
Magnons for N = 4 SYM Elementary magnons in the N = 4 SYM spin chain transform
in bifundamental representations under the PSU(2|2)2 symmetry of the BPS two-point func-
tion [149,150]. To manifest the structure of the group and the representation, it is customary
to represent magnons as
XA = χAχ˙A˙ , (7.12)
where A ≡ AA˙ is a collective notation of the indices. Here χ and χ˙ are the fundamental
representations of the left and the right PSU(2|2) and consist of two bosonic (ϕ) and two
fermionic (ψ) components:
χA = (ϕ
1, ϕ2, ψ1, ψ2) , χ˙A˙ = (ϕ˙
1, ϕ˙2, ψ˙1, ψ˙2) . (7.13)
They are related to the fields in N = 4 SYM as
ϕ1ϕ˙1 = X , ϕ1ϕ˙2 = Y , ϕ2ϕ˙1 = Y¯ , ϕ2ϕ˙2 = −X¯ ,
ψαψ˙α˙ = Dαα˙Z ψαϕ˙a˙ , ϕ˙aψα˙ = fermion .
(7.14)
Here D is a covariant derivative and X, X¯, Y , Y¯ and Z are complex scalars defined in (2.11).
We also denote scalars as Φaa˙(ϕaϕ˙a˙) in the rest of this paper.
76In the former case, we perform first the mirror transformation and then the parity transformation while
in the latter case, we apply the transformations in the opposite order.
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Figure 23: The relation between the form factor and the reflection matrix. After the mirror
transformation, the particle with rapidity u moves to the left edge while the particle with
rapidity u¯ moves to the right edge. If we further perform the charge conjugation (and rotate
the whole picture by 90 degrees), we end up with a standard reflection process.
Reflection matrix from form factor To see the relation between the form factor and
the reflection matrix, let us start with the following form factor depicted in figure 23,
FAB(u) = 〈G|XA(u)XB(u¯)〉 , (7.15)
where 〈G| is a boundary state describing the Giant Gravitons. We then perform the mirror
transformation u→ uγ to get
FAB(u
γ) = 〈G|XA(uγ)XB(u¯−γ)〉 , (7.16)
As shown in figure 23, after the transformation, the first particle can be regarded as a particle
on the left edge with rapidity u while the second particle can be regarded as a particle on the
right edge with rapidity u¯. Rotating the whole picture by 90 degrees, we can then interpret
this process as a reflection process in which the particle with rapidity u scatters off the left
boundary. To read off the reflection matrix, there is one more step to go: We need to flip the
orientation of the arrow for the outgoing particle. This amounts to performing the charge
conjugation to the index of the outgoing particle B. As a result, we arrive at the relation
[RL(u)]
B
A = FAC(u
γ)CCB , (7.17)
with CAB being the charge conjugation matrix. Switching back to the bi-fundamental nota-
tion, we get
[RL(u)]
BB˙
AA˙ = FAA˙,CC˙(u
γ)CCBCC˙B˙ . (7.18)
where CAB is the charge conjugation matrix of a single PSU(2|2) which reads
CAB =
(
iab 0
0 αβ
)
. (7.19)
The reflection matrix RR(u) at the right boundary can be obtained from RL(u) by using
the parity transformation
RR(u) = RL(u¯) = (RL(u))
−1 . (7.20)
We thus focus on the left reflection matrix in what follows. We should however keep in mind
that the left reflection matrix always enters the Bethe equation in a form RL(u¯) = (RL(u))
−1.
See for instance (6.19).
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Figure 24: The boundary crossing relation and the Watson equation. The boundary crossing
relation in the reflection picture (the upper figure) is equivalent to the Watson equation in
the form factor picture (the lower figure).
7.1.3 Form factor axioms
In [137], several conditions satisfied by the integrable reflection matrix were written down.
In what follows, we translate them into the form-factor language since the latter formulation
turns out to be easier to deal with in our setup.
Boundary crossing = Watson One of the conditions is called the boundary crossing
relation, which is given by figure 24. As was already noted in [137], this condition takes a
simpler form in the form factor picture. Although the condition was called “boundary cross-
unitarity” in [137], this is nothing but the well-known Watson equation, which states that
the permutation of particles generates the bulk S-matrix. Written explicitly, the relation
reads
〈G|XA(u)XB(u¯)〉 = 〈G|S|XA(u)XB(u¯)〉 ⇐⇒ FAB(u) = SCDAB(u, u¯)FCD(u¯) . (7.21)
where S is the two-particle (bulk) S-matrix. See figure 24.
Boundary unitarity = Decoupling The second important condition is the boundary
unitarity condition, which states that
[RL(u)]
A
B[RL(u¯)]
B
C = δ
A
C . (7.22)
Using the relation between the form factor and the reflection matrix (see figure 25), one can
rewrite this in terms of F in the following way:
FAB(u
γ)CBB
′
FB′C′(u¯
γ)CC
′C = δCA ⇐⇒ FAB(u)CBB
′
FB′C′(u¯
2γ)CC
′C = δCA . (7.23)
To understand its physical meaning, it is useful to contract both sides with δAC , and express
it as a pairwise contracted four-particle form factor:
FAB(u)C
BB′FB′C′(u¯
2γ)CC
′A =CBB
′
CC
′A〈G|XA(u)XB(u¯)XB′(u¯2γ)XC′(u−2γ)〉
=δCAδ
A
C .
(7.24)
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Figure 25: The boundary unitarity and the decoupling condition. By cutting the lower figure
along the black dashed line, we can see that the boundary unitarity in the reflection picture
(the upper figure) is equivalent to the decoupling condition for a pair of particle-antiparticle
pairs in the form factor picture (the lower figure). The extra red dashed curve denotes the
contraction with δAC .
Now the crucial observation is that the index contractions and the rapidities of the particles
are arranged such that these pairs individually form singlets which carry zero net charge
under any symmetry. Therefore, the boundary unitarity simply states that adding a pair
of singlets decouple from the rest and do nothing to the form factor. This is physically
reasonable since the singlets are always produced by the vacuum fluctuation and should not
have any physical consequence. This property of the singlet was previously used to formulate
the crossing equation for the S-matrix [150,151] and for the hexagon form factor [55].
Remark on the decoupling condition In the form factor of a local operator or in the
hexagon form factor, the “decoupling” condition involves taking residue since the form factor
diverges when a singlet is formed. This divergence is an IR divergence: Initially, particles
are attached to a point in space (in the case of local operators) or to a half space (in the case
of hexagon form factors). When a particle and an anti-particle form a singlet, they decouple
from the operator and start moving in the full space. This produces a divergence which is
proportional to the volume of space (which is infinite).
On the other hand, the decoupling equation we derived does not involve taking residue.
In fact, our form factor is completely finite even if we have a singlet. This is due to the fact
that the boundary state is fully non-local and translationally invariant: Because of this, even
when there are no singlets, particles can explore the full space. Thus, if we defined the form
factor of a boundary state in the same way as the form factor of a local operator, there would
always be a divergence proportional to the volume. To define a finite quantity, we need to
divide it by the volume factor. What we are calling “the form factor of the boundary state”
is in fact the quantity after division. This explains the reason why we do not encounter any
extra divergence in the decoupling condition.
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Figure 26: The boundary Yang-Baxter equation in the form factor picture.
Boundary Yang-Baxter equation In a similar vein, one can translate the boundary
Yang-Baxter equation to the form factor language. It simply becomes the relation between
two different ways of computing the four-particle form factors:
〈G|S24S34|X1(u)X2(v)X3(v¯)X4(u¯)〉 = 〈G|S13S12|X1(u)X2(v)X3(v¯)X4(u¯)〉 . (7.25)
Here Sij is a two-particle S-matrix between Xi and Xj. See also a pictorial explanation in
figure 26.
7.2 Bootstrapping the matrix structure
We now determine the matrix structure of the form factor by requiring the symmetry, Watson
equation and the boundary Yang-Baxter relation.
7.2.1 Symmetry constraints
The matrix structure of the form factor is constrained by the underlying symmetry. As
explained in section 2.1, the symmetry of three-point functions is the PSU(2|2)D symmetry,
which is the diagonal subgroup of PSU(2|2)2 symmetry governing the spin chain of N = 4
SYM. A crucial insight by Beisert is that this PSU(2|2)2 symmetry gets centrally extended
once we consider an infinitely long spin chain and cut open the trace. Physically, the central
charges are the analogues of “asymptotic symmetry”; namely they are field-dependent gauge
transformations which do not die off at spatial infinity of the spin chain77.
It turns out that the PSU(2|2)D symmetry of our problem is also centrally extended.
This can be seen by computing the anticommutators of the fermionic charges
Qαa = Qαa + iκαβ˙ab˙S˙ b˙β˙ , Saα = Saα +
i
κ
ab˙αβ˙Q˙
β˙
b˙ , (7.26)
which gives
{Qαa ,Qβb} = αβabP , {Saα ,Sbβ} = 1
κ2
αβ
abP . (7.27)
Here P is a linear combination of the central charges for PSU(2|2)2,
P = P − κ2K . (7.28)
77See for example [152] for explanation on this point.
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We can then impose the invariance of this centrally extended PSU(2|2)D symmetry to
relate different matrix elements. In practice this amounts to imposing
〈G|t|XA(u)XB(u¯)〉 = 0 , t ∈ psu(2|2)D + P , (7.29)
with psu(2|2)D being the Lie algebra of PSU(2|2)D.
Since the underlying symmetry is identical, the analysis is quite similar to the one for the
hexagon form factor. However, there is one important difference: In the case of the hexagon
form factor, the invariance under P provided a nontrivial constraint which allows us to read
off the rules to pull out the so-called Z-markers. On the other hand, in our problem, the
action of P reads
〈G|P|X (u)X (u¯)〉 =
g
(
1− x
+(u)x+(u¯)
x−(u)x−(u¯)
)
︸ ︷︷ ︸
=0
〈G|ZX (u)X (u¯)〉+ gκ2
(
1− x
−(u)x−(u¯)
x+(u)x+(u¯)
)
︸ ︷︷ ︸
=0
〈G|Z−X (u)X (u¯)〉 , (7.30)
which identically vanishes. Because of this, one needs to impose a rule to pull out Z-markers
separately, which we write in the following way:
〈G|ZX (u)X (u¯)〉 = iκz〈G|X (u)X (u¯)〉 , (7.31)
where z is an unfixed constant and z = ±1 corresponds to the solution for the hexagon form
factor. With this extra rule, one can proceed in the same way as the hexagon form factor
and determine all the matrix elements as a function of z up to an overall scalar factor.
The result of the analysis has the following structure:
〈G|XAA˙(u)XBB˙(u¯)〉 = g0(u)× (−1)|A˙||B| ×M [XAA˙XBB˙](u) . (7.32)
Here g0(u) is an unfixed overall scalar factor and |A˙| and |B| are the fermion numbers of
each index. The matrix part M [XAA˙XBB˙] is given by
M [Φaa˙Φbb˙] =
1
2
(AG +BG) ab˙ba˙ +
1
2
(AG −BG) aa˙bb˙ ,
M [Dαα˙Dββ˙] =
1
2
(DG + EG) αβ˙βα˙ +
1
2
(DG − EG) αα˙ββ˙ ,
M [Φaa˙Dββ˙] = GG aa˙ββ˙ ,
M [Dαα˙Φbb˙] = LG αα˙bb˙ ,
M [Ψaα˙Ψbβ˙] = CG abα˙β˙ ,
M [Ψaα˙Ψ¯βb˙] = HG ab˙βα˙ ,
M [Ψ¯αa˙Ψbβ˙] = KG ba˙αβ˙ ,
M [Ψ¯αa˙Ψ¯βb˙] = FG a˙b˙αβ ,
(7.33)
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with
AG = 1 , BG = − x
− + z4(x+)3
z2x+(1 + x+x−)
, EG =
z4x+ + (x−)3
z2x−(1 + x+x−)
CG = FG = − i [z
4(x+)2 − (x−)2]
2z2
√
x+x−(1 + x+x−)
, DG = −1 ,
GG = LG =
x− + z2x+
2z
√
x+x−
, HG = KG =
x− − z2x+
2z
√
x+x−
.
(7.34)
As expected, the matrix part reduces to the one for the hexagon form factor [55] upon setting
z = ±1. However, at this point, the value of z is completely arbitrary78.
7.2.2 Watson equation and boundary Yang-Baxter equation
Another constraint comes from the Watson equation
〈G|XA(u)XB(u¯)〉 = 〈G|S|XA(u)XB(u¯)〉 . (7.35)
If we plug our ansatz (7.33) to this equation, we get separate constraints for the matrix part
M and the scalar factor g0. The constraint on g0 is rather simple and reads
g0(u)
g0(u¯)
= S0(u, u¯) , (7.36)
where S0 is the scalar factor for the bulk S-matrix (see Appendix E for an explicit expression).
The constraints of the matrix part are rather complicated and we will not write them down,
but it turns out that all of them are satisfied regardless of the value of z.
The analysis so far does not assume that the boundary state is integrable. However, we
know, from the results at weak coupling in section 5 and the argument presented in section
6, that the relevant boundary state is likely to be an integrable boundary state. Thus, below
we assume that it is true and impose the most significant consequence of the boundary
integrability, namely the boundary Yang-Baxter equation. The analysis is straightforward
but somewhat laborious. We therefore simply state the outcome:
The boundary Yang-Baxter equation is satisfied only when z = +i or −i.
This in particular excludes the solutions corresponding to the hexagon form factor, z = ±1.
To summarize, the matrix part for our problem is given by (7.34) with z = ±i. In section
7.3, we provide a more intuitive understanding of why this solution satisfies the boundary
Yang-Baxter equation.
7.2.3 Physical interpretation
Having determined the matrix part, let us now pause and try to understand the physical
meaning of the solution we obtained. As shown in (7.31), the parameter z originates from
78It can even depend on the rapidity u.
87
the rule for pulling out Z markers. Although not completely justified, we could imagine
repeatedly applying this rule to a chain of J Z markers and write79
〈G| Z · · · Z︸ ︷︷ ︸
J
〉 ∼ (zκ)J〈G|∅〉 , (7.37)
where 〈G|∅〉 is the three-point function of Giant Gravitons and a “length-0” operator, which
is basically the two-point function of Giant Gravitons and normalized to be 1. Upon setting
z = ±i, this yields a factor (iκ)J and (−iκ)J .
We already encountered something similar: In the computation in the SU(2) sector at
weak coupling in section 5.1, the final result was given by a sum of two terms, each of which
is proportional to (iκ)J and (−iκ)J . There, the two contributions arose from the 2 × 2
structure of the matrix trace, which upon diagonalization gave two eigenvalues proportional
to iκ and −iκ. This strongly suggests that what we are seeing here is a finite-coupling version
of the same phenomenon. Namely, we interpret the two choices z = ±i as representing the
two eigenvalues of the matrix trace. As discussed in section 3.2, the matrix trace can be
interpreted as a gauge-invariant observable of open string field theory on Giant Gravitons.
To guarantee the gauge invariance, we always need to take a trace, namely sum the two
eigenvalue contributions. This also implies that the three-point function corresponds to a
sum of two boundary states,
〈G|true = 〈G|z=+i + 〈G|z=−i . (7.38)
In what follows, we assume that this is the case and sum the two contributions when we
write down the final result.
Given this observation, it would be interesting to ask if the existence of the two solutions
for the hexagon form factor, z = ±1, has any physical consequence. In particular, it is worth
exploring if extra signs observed for the single-trace three-point functions involving fermions
in [153] could be explained by this. Note also that a similar Z2 structure showed up in the
computation of four-point functions [56].
7.3 Unfolding picture
The solution for the matrix part turns out to be related to the Beisert’s S-matrix in a simple
way. In particular it admits an “unfolding” interpretation as is the case with the reflection
matrix for the cusped Wilson loop.
To see this, it is useful to go from the form factor picture to the boundary reflection picture
using (7.18). By inspecting the action of the reflection matrix spelled out in Appendix F,
79Precisely speaking, there is also an extra iJ factor in front. This is due to the fact that our Z marker
does not correspond to an insertion of a Z-field. It rather corresponds to an insertion of iZ. One should be
able to see this by carefully comparing the transformation laws of the supercharges, but we will not attempt
to do so in this paper.
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Figure 27: The unfolding interpretation of the reflection matrix. One can regard the re-
flection process of a single magnon with PSU(2|2)2 indices as the scattering process of two
magnons, each with a single PSU(2|2) index.
one finds that the following identity holds80
[RL(u)]
BB˙
AA˙
(
= [RR(u¯)]
BB˙
AA˙
)
= r0(u¯)× SB˙BAA˙ (u¯γ, uγ) , (7.39)
where the scalar factor r0(u¯) is given by
r0(u¯) ≡ g0(uγ)× (x
− + 1/x−)(1 + x+x−)
2(x+ + x−)
. (7.40)
while S is the matrix part of Beisert’s PSU(2|2) S-matrix (for a definition, see Appendix E).
Note also that we defined r0 so that the scalar factor for the right reflection matrix is r0(u).
Remarkably, the right hand side of (7.39) is precisely the “square-root” of the bulk S-
matrix in the mirror channel. This property allows us to perform the “unfolding trick”,
as was done in [101, 102] for the cusped Wilson loop. Namely, we can view the reflection
process as a scattering process on a spin chain with a single PSU(2|2)D symmetry, in which
a magnon with rapidity u scatters with a magnon with rapidity u¯. See figure 27.
This also makes it trivial to see why the boundary Yang-Baxter equation is satisfied. After
unfolding, it is simply a consequence of the standard Yang-Baxter equation for Beisert’s S-
matrix. As we see in section 9, this unfolding property also makes it easier to write down
the asymptotic Bethe ansatz in the mirror channel and determine the TBA equations.
Before concluding our discussion on the matrix part, let us make one clarifying remark.
At first sight, the fact that the reflection matrix is proportional to Beisert’s S-matrix might
seem like a trivial consequence of the symmetry; the symmetry of our problem is the centrally-
extended PSU(2|2), which we know to be strong enough to uniquely fix the matrix structure.
However, it is a bit too hasty to draw this conclusion. As we saw above, the constrained
kinematics of the boundary scattering allows for extra solutions to the symmetry constraints
and we need to pick a right solution to see the unfolding property. It is also amusing to note
that the solution we did not pick—the one corresponding to the hexagon form factor—has
a similar unfolding property in the physical channel while the one we picked exhibits a nice
property in the mirror channel. See figure 28 for the comparison.
80Here we wrote the result for z = i. For z = −i, one needs to flip the roles of the dotted indices and
undotted indices. We also omitted writing prefactors which arise from the redefinition of the basis and
reordering of the particles. See Appendix F for all these technicalities.
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Figure 28: The comparison of the matrix structures for the Giant Graviton form factor (left)
and the hexagon form factor (right). The two are related by a swap of the dotted indices as
shown in the figure. Because of this difference, the matrix structure for the hexagon form
factor does not admit a simple interpretation as an unfolded reflection process.
7.4 Bootstrapping boundary dressing phase
We now sketch the derivation of the overall scalar factor g0(u) in (7.32). Details of the
computation can be found in Appendix G.
Ansatz for Watson equation The first constraint on g0(u) comes from the Watson
equation (7.36), which reads
g0(u)
g0(u¯)
= S0(u, u¯) =
(
x+
x−
)2 x− + 1
x−
x+ + 1
x+
1
(σ(u, u¯))2
, (7.41)
where σ(u, v) is the dressing phase for the bulk S-matrix. This can be solved explicitly by
the following simple ansatz:
g0(u) =
x+
x−
u− i
2
u
σB(u)
σ(u, u¯)
, (7.42)
Here σB(u) is an unfixed function satisfying
σB(u) = σB(u¯) . (7.43)
In what follows, we call σB(u) the boundary dressing phase.
Decoupling condition To determine σB(u), we impose the decoupling condition (7.23).
Since the equation involves the summation over indices, in general one needs to consider a
sum of different states. However, for special choices of external indices, we do not need to
perform a sum. One such choice is the following four-particle form factor
〈G|ψ1ψ˙1(u) ψ2ψ˙2(u¯) ψ1ψ˙1(u¯2γ) ψ2ψ˙2(u−2γ)〉 . (7.44)
The decoupling condition equates this form factor to 1. Plugging in our ansatz and simpli-
fying the answer (see Appendix G for details), we get the crossing equation for σB(u),
σB(u)σB(u
2γ) =
u
u+ i/2
u
u− i/2 . (7.45)
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Minimal solution We now solve the crossing equation using the techniques developed in
related contexts [154]. Our strategy is to first assume the following ansatz,
σminB (u) =
G(x+)
G(x−)
, (7.46)
derive a functional equation for G(x) and solve it. The details of the computation can be
found in Appendix G. As a result we obtain the following minimal solution to the crossing
equation:
σminB (u) =
G(x+)
G(x−)
,
G(x) = exp
[∮
dz
2pii
1
x− z logG(g(z + z
−1))
]
, G(u) ≡ Γ
(
1
2
− iu)Γ (1 + iu)
Γ
(
1
2
+ iu
)
Γ (1− iu) .
(7.47)
This expression for G(x) is valid only when |x| > 1. For |x| < 1, the result is given by
G(x) =
Γ
(
1
2
− iu)Γ (1 + iu)
Γ
(
1
2
+ iu
)
Γ(1− iu) exp
[∮
dz
2pii
1
x− z logG(g(z + z
−1))
]
|x| < 1 . (7.48)
One can explicitly check that the minimal solution σmin(u) satisfies both the crossing equation
and the Watson equation (7.43).
CDD ambiguity The minimal solution σmin(u) gives one particular solution to the cross-
ing equation. This however is not the unique solution: One can construct an infinite family
of solutions by multiplying to σminB (u) a factor σCDD(u) which satisfies
σCDD(u) = σCDD(u¯) , σCDD(u)σCDD(u
2γ) = 1 . (7.49)
This is the boundary analogue of the famous Castillejo-Dalitz-Dyson (CDD) ambiguity [155]
for the bulk S-matrix. A particularly simple class of CDD factors are given by
σCDD(u) = e
f(u) , (7.50)
where f(u) is any odd function of the magnon energy
E(u) =
1
2
1 + 1
x+x−
1− 1
x+x−
. (7.51)
It turns out that the consistency with the weak-coupling answers forces us to pick one such
a factor
σCDD(u) = 2
−4E(u) = exp
(
−2 log 2× 1 +
1
x+x−
1− 1
x+x−
)
. (7.52)
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Full solution and expansions Putting things together, we arrive at the following ex-
pression for the dressing phase,
σB(u) = 2
−4E(u) × G(x
+)
G(x−)
, (7.53)
with G(x) given by (7.47) and (7.48). At weak and strong couplings, this dressing phase can
be expanded as
σB(u) =
1
4
[
1− g4 12
u2 + 1
4
ζ3 + g
6
(
4(1− 12u3)
(u2 + 1
4
)3
ζ3 +
120
u2 + 1
4
ζ5
)
+ · · ·
]
, (7.54)
log σB(u) = O(g
−1) . (7.55)
Here and below ζn denotes a zeta function ζ(n). In section 10, we test the result both at
weak and strong couplings, confirming the validity of our solution.
Scalar factor for the reflection matrix Using the result for the scalar factor for the
form factor, one can compute the scalar factor for the reflection matrix defined in (7.40):
r0(u¯) =
(x− + 1/x−)(1 + 1/x+x−)
2(x+ + x−)
u− i
2
u
σB(u
γ)
σ(uγ, u¯−γ)
. (7.56)
This can be expressed in a remarkably simple form by rewriting the bulk dressing phase as
σ(uγ, u¯−γ) = σ(uγ, u¯−γ)σ(uγ, u¯γ)σ(u¯γ, uγ) =
σ(u¯γ, uγ)
σ(u¯−γ, uγ)σ(u¯γ, uγ)
, (7.57)
and using the crossing equation of the bulk S-matrix,
σ(u1, u2)σ(u
2γ
1 , u2) =
(1− 1/x+1 x+2 )(1− x−1 /x+2 )
(1− 1/x+1 x−2 )(1− x−1 /x−2 )
. (7.58)
As a result we get
r0(u¯) =
u− i
2
u
σB(u
γ)
σ(u¯γ, uγ)
⇐⇒ r0(u) =
u+ i
2
u
σB(u¯
γ)
σ(uγ, u¯γ)
. (7.59)
7.5 Spacetime dependence from CDD factor
At first sight, the CDD factor 2−4E(u) might seem like an ad hoc way to match the result
with perturbative data. However, as we see below, it turns out to be deeply rooted in the
spacetime physics of N = 4 SYM.
To see this, let us consider a more general solution to the crossing equation which can
be obtained by multiplying an extra CDD factor,
σB(u) 7→ σ(α)B (u) = α4E(u)σB(u) . (7.60)
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Figure 29: The cut-off in AdS provides a cut-off on the worldsheet. However the relation
between the two depends on the positions of operator insertions.
We saw in the toy example in section 6 that the two-particle form factor appears multiplica-
tively in the final answer for the overlap (6.89). As will be discussed in section 8, this is also
true for N = 4 SYM at finite coupling. We therefore expect that the modification of the
dressing phase changes the final answer purely by a multiplicative factor,
DO 7→ α2
∑M
k=1 E(uk)DO = α∆−JDO . (7.61)
As indicated, the exponent of the multiplicative factor is ∆− J of the single-trace operator
O.
Now the crucial observation is that this multiplicative factor is of the same form as the
factor that appears in the ratio between the three-point function and the two-point function
of determinant operators given in (2.18),
〈D1D2O(0)〉
〈D1D2〉 ∝
(
a2 − a1
a1a2
)∆−J
DO . (7.62)
Here a1 and a2 are the positions of two determinant operators and we placed the single-trace
operator at the origin. This means that, by multiplying an appropriate CDD factor to the
boundary dressing phase, we can reproduce not just the structure constant, but also the
spacetime dependence! A particularly interesting choice is α = 2. With this choice, the
extra CDD factor cancels the CDD factor (7.52) and the boundary dressing phase reduces
to the minimal solution,
σ
(α=2)
B = σ
min
B . (7.63)
On the other hand, this choice corresponds to a “symmetric” configuration of the three-point
function in which the determinant operators are at a1 = 1 and a2 = −1.
There is a simple way to understand this relation between the CDD ambiguity and
the spacetime dependence. The extra CDD factor that we introduced for the form factor
translates to the following phase factor for the reflection matrix in the mirror channel:
α4E(u) 7→ e4ip˜(u) logα . (7.64)
Being of the form exp(ip˜ ∗), this factor can be simply absorbed by the change of the length in
the mirror channel. Thus, what all these are suggesting is that the spacetime dependence is
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Figure 30: The symmetric configuration and the AdS picture. For the symmetric configura-
tion, the string worldsheet (drawn in the global AdS) is cut into halves by the geodesics of
the Giant Graviton.
related to the change of the length in the mirror channel. This is actually what was observed
in the computation of correlation functions at strong coupling in [156–158]: To compute the
worldsheet action, one needs to introduce a cut-off near the boundary. This spacetime cutoff
translates into cutoffs on the worldsheet, but the actual values of the worldsheet cutoffs
depend on the positions of the operators (see figure 29). This effectively changes the length
in the mirror channel providing a direct connection between the spacetime dependence and
the length in the mirror channel. One can also explain the relation purely from field theory:
See the first exercise problem in [152].
This point of view also explains why the symmetric configuration a1 = −a2 = 1 is special:
In the symmetric configuration, the string worldsheet in AdS is precisely cut in the middle
as shown in figure 30. We therefore expect that the answer should be the simplest, and
indeed that is what we observed in (7.63).
It would be interesting to see if other observables in N = 4 SYM can have CDD factors
with a natural spacetime interpretation. This is particularly so in view of recent interest in
the T T¯ deformation of the two-dimensinal QFTs [159–161] (see [162] for a review).
8 Asymptotic Structure Constants
Having determined the reflection amplitude, we are now in a position to present one of the
main results of this paper: We conjecture the asymptotic formula for the structure constant
at finite coupling, which is valid when the length of the operator is large. In this section, after
briefly reviewing the necessary backgrounds, we simply present the conjecture postponing
justification and tests of the formula to subsequent sections (sections 9 and 10 respectively).
8.1 Asymptotic Bethe equation
Before writing down our results, let us briefly recall the asymptotic Bethe equation at finite
coupling, also known as the Beisert-Staudacher equation [163].
When the length of the single-trace operator is sufficiently large, the spectrum of the
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Figure 31: Dynkin diagram for PSU(2, 2|4) and rapidities.
operator is governed by the Bethe equation even at finite coupling. The equation at finite
coupling was derived in [163], and it consists of seven sets of rapidities, {w3,2,1,u,v1,2,3},
each of which is associated with the Dynkin nodes of the superconformal algebra PSU(2, 2|4),
see figure 31. The “middle-node” rapidities u describe the physical momenta of magnons on
the chain while the other rapidities describe the “spin waves”, or in other words the index
structures of magnons.
In the case of the Lie superalgebra, there are several different ways to draw a Dynkin
diagram and we use the so-called SL(2) grading81 throughout this paper, as shown in the
figure. In this grading, the quantum number of the single-trace operator are given in terms
of the number of the rapidities M and K1,2,3v,w as
R-symmetry [q1, p, q2] : q1 = K
3
w − 2K2w +K1w ,
p = L+K2w −K1w +K2v −K1v ,
q2 = K
3
v − 2K2v +K1v ,
Conformal [s1, r, s2] : s1 = M −K3w −K1w ,
r = −L− 2M +K1w +K1v − δ∆ ,
s2 = M −K3v −K1v ,
(8.1)
where δ∆ is the anomalous dimension. For the traceless symmetric representation of the
Lorentz group, what we normally call spin corresponds to s = s1 = s2. For later convenience,
let us also give an expression for the R-charge J , which rotates Z and Z¯:
J = L− 1
2
(
K1w −K3w +K1v −K3v
)
. (8.2)
Written explicitly, the Bethe equation (in the so-called spin-chain frame) reads
1 = eiφv3,j ≡
M∏
k=1
S3,0(v3,j, uk)
Kv2∏
k=1
S3,2(v3,j, v2,k) ,
1 = eiφv2,j ≡
Kv2∏
k 6=j
S2,2(v2,j, v2,k)
Kv1∏
k=1
S2,1(v2,j, v1,k)
Kv3∏
k=1
S2,3(v2,j, v3,k) ,
81This however is not the grading used for the superconformal blocks. We therefore need to shift the
quantum numbers appropriately when we compare the integrability prediction with the superconformal
block decomposition of the four-point functions. See section 10.3 for more details.
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1 = eiφv1,j ≡
M∏
k=1
S1,0(v1,j, uk)
Kv2∏
k=1
S1,2(v1,j, v2,k) ,
1 = eiφuj ≡
(
x+(uj)
x−(uj)
)L M∏
k 6=j
S0(uj, uk) (8.3)
×
Kv1∏
k=1
S0,1(uj, v1,k)
Kv3∏
k=1
S0,3(uj, v3,k)
Kw1∏
k=1
S0,1(uj, w1,k)
Kw3∏
k=1
S0,3(uj, w3,k) ,
1 = eiφw1,j ≡
M∏
k=1
S1,0(w1,j, uk)
Kw2∏
k=1
S1,2(w1,j, w2,k) ,
1 = eiφw2,j ≡
Kw2∏
k 6=j
S2,2(w2,j, w2,k)
Kw1∏
k=1
S2,1(w2,j, w1,k)
Kw3∏
k=1
S2,3(w2,j, w3,k) ,
1 = eiφw3,j ≡
M∏
k=1
S3,0(w3,j, uk)
Kw2∏
k=1
S3,2(w3,j, w2,k) .
with S0 being the overall scalar phase given in Appendix E and
S0,1(u, v) =
(
S1,0(v, u)
)−1
=
x−(u)− x(v)
x+(u)− x(v) ,
S0,3(u, v) =
(
S3,0(v, u)
)−1
=
1− 1/x−(u)x(v)
1− 1/x+(u)x(v) ,
S2,2(u, v) =
u− v − i
u− v + i ,
S2,1(u, v) = S2,3(u, v) =
(
S1,2(v, u)
)−1
=
(
S3,2(v, u)
)−1
=
u− v + i/2
u− v − i/2 .
(8.4)
In addition to these equations, one also need to impose the “level-matching condition”,
Level matching :
M∏
j=1
x+j
x−j
= 1 . (8.5)
Dynamical transformation The equations (8.3) are invariant under the following trans-
formations, which take the Bethe roots in the third nested levels v3 and w3 and bring them
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to the first levels v1 and w1,
v1 = {v1,1, . . . , v1,K1}
v3 = {v3,1, . . . , v3,K3}
L
7→

v1 = {v1,1, . . . , v1,K1 , v˜3,K3}
v3 = {v3,1, . . . , v3,K3−1}
L+ 1
,

w1 = {w1,1, . . . , w1,K1}
w3 = {w3,1, . . . , w3,K3}
L
7→

w1 = {w1,1, . . . , w1,K1 , w˜3,K3}
w3 = {w3,1, . . . , w3,K3−1}
L+ 1
,
(8.6)
where the rapidities with tilde are defined by
x(v˜3,K3) =
1
x(v3,K3)
, x(w˜3,K3) =
1
x(w3,K3)
. (8.7)
These transformations are called the dynamical transformation, and they physically represent
the fact that the length of the spin chain can fluctuate at finite coupling and there will be
mixing between operators of different lengths.
By repeated applications of the dynamical transformation, one can completely eliminate
the Bethe roots at the third nested levels and trade them with the roots in the first nested
levels. Such transformations are important when we state the selection rule as we see below.
8.2 Main result
We now state our conjecture for the structure constant, which is expected to be valid when
the operator is sufficiently long and the wrapping corrections are neglected.
Selection rule Let us first discuss the selection rule. In the analysis of the SO(6) sector
at tree level, we found that the structure constant is nonzero only when the middle node
rapidities are parity symmetric and the Bethe roots of the left and the right wings are parity-
conjugate to each other. A natural generalization to the full PSU(2,2|4) sector at finite
coupling is to impose that u is parity symmetric and v and w are related by w1,2,3 = v¯1,2,3.
As we see in section 9.1, this is also motivated by the unfolding interpretation of the Bethe
equation in the mirror channel since the unfolding naturally identifies the left wing with
the parity-transformed right wing. We however need to be careful when we state this rule
since the Bethe roots at the first and the third levels are not invariant under the dynamical
transformation. The correct and unambiguous way to state the selection rule is as follows:
The structure constant is nonzero only when
1. The middle node Bethe roots are parity symmetric; u = {u1, u¯1, · · · , uM
2
, u¯M
2
}.
2. The Bethe roots for the left and the right wings are parity-conjugate to each other
(w = v¯) after performing the dynamical transformations and eliminating the roots at
the third levels v3 and w3.
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In section 10.3, we compare our integrability prediction with the OPE expansion of the
four-point function and find that the OPE data are indeed zero when there are no Bethe
roots satisfying the selection rule.
Asymptotic formula Without further delay, we present the asymptotic formula:
DO|asymptotic = −
iJ + (−i)J√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
σ2B(us)
 detG+
detG−
. (8.8)
Here J and L are the R-charge and the length of the operator O, and σB is the boundary
dressing phase (7.53). The matrices G± are defined by82
G± ≡
∂vˆ3,k
(
φvˆ3,j ± φwˆ3,j
)
∂vˆ3,k
(
φvˆ2,j ± φwˆ2,j
)
0 ∂vˆ3,k
(
φuˆ2j−1 ± φuˆ2j
)
∂vˆ2,k
(
φvˆ3,j ± φwˆ3,j
)
∂vˆ2,k
(
φvˆ2,j ± φwˆ2,j
)
∂vˆ2,k
(
φvˆ1,j ± φwˆ1,j
)
0
0 ∂vˆ1,k
(
φvˆ2,j ± φwˆ2,j
)
∂vˆ1,k
(
φvˆ1,j ± φwˆ1,j
)
∂vˆ1,k
(
φuˆ2j−1 ± φuˆ2j
)
∂uˆ2k−1
(
φvˆ3,j ± φwˆ3,j
)
0 ∂uˆ2k−1
(
φvˆ1,j ± φwˆ1,j
)
∂uˆ2k−1
(
φuˆ2j−1 ± φuˆ2j
)
 ,
(8.9)
where the parity conditions
uˆ2j−1 = uˆ2j = u2j−1 , vˆ1,j = wˆ1,j = v1,j etc. (8.10)
are imposed after computing the derivatives.
Let us now make several remarks on different factors in the formula and explain how the
formula was conjectured: First, the prefactor iJ+(−i)J comes from the fact that the relevant
boundary state is a sum of two different boundary states 〈G|z=+i + 〈G|z=−i as discussed in
section 7.2. Second, the extra factor 1/
√
L is a standard factor which comes from the
normalization of the two-point function, which in turn comes from the number of Wick
contractions related to each other by the cyclic permutations. In next section, we also show
that this factor is in fact necessary83 in order to rewrite the result in the spin-chain frame
into the one in the string frame. For the comparison with the perturbative data, it is often
convenient to strip off this factor and define the length-stripped structure constant dO defined
by
dO ≡
√
LDO . (8.11)
Third, the factor inside the square root
∏
s
u2s+
1
4
u2s
σ2B(us) is a product of the boundary
scalar factor
u2s +
1
4
u2s
σ2B(us) = g0(us)g0(u¯s) . (8.12)
82Note that ∂vφw = ∂vφw = 0 since the rapidities on the two different wings are not coupled. However,
here we wrote such terms in the formula in order to express the matrices in a more symmetric form.
83This factor is also needed to realize the invariance under the diagonal SU(2|2) symmetry (in particular
that changes the length of the operator). See Appendix B in [134] for a related discussion.
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Note that we only included the overall scalar factor because, in the diagonalized reflection
matrix, the reflection amplitudes at the nested level are trivial. See section 9.1 for more
detailed explanation. Fourth, the ratio of the determinant is a natural generalization of a
similar ratio which showed up in the SO(6) sector. It is further supported by the fact that,
for the Bethe roots satisfying the aforementioned selection rule, the Gaudin norm can be
factorized into
〈u,v,w|u,v,w〉|u=u,w=v = detG+ detG− . (8.13)
See Appendix C for a derivation. Finally, there is an overall minus sign. This sign comes
from the ambiguity of taking the square root and we simply chose it in order to match it
with the weak-coupling counterparts in section 5.
8.3 From spin-chain frame to string frame
The results above are written in the spin-chain frame, in which the length of the spin chain L
is given by the number of fields. Although the spin-chain frame makes it easier to perform the
comparison with the weak-coupling result, it has one drawback that the “number of fields” is
not a well-defined quantum number and therefore can be ambiguous84 at finite coupling. In
particular, to compare the results with the nonperturbative g-function discussed in section
9, it is more convenient to use the string frame, in which the length of the chain is given by
the R-charge J .
At the level of the Bethe equation, the transition from the spin-chain frame to the string
frame is well-understood: We simply need to replace the length L with the R-charge J and
redefine the S-matrices as
S0,1string(u, v) = S
0,1
spin(u, v)
√
x−(u)
x+(u)
, S1,0string(v, u) = S
1,0
spin(v, u)
√
x+(u)
x−(u)
,
S0,3string(u, v) = S
0,3
spin(u, v)
√
x+(u)
x−(u)
, S3,0string(v, u) = S
3,0
spin(v, u)
√
x−(u)
x+(u)
,
(8.14)
where Sspin are the S-matrices in the spin-chain frame given in (8.4). One can explicitly
check that the Bethe equation is invariant under such transformations provided that the
middle-node Bethe roots satisfy the level matching condition (8.5).
Since the Bethe equation is invariant. one might think that this implies that the determi-
nants detG± are also invariant under the change of the frames. This however is not correct:
When we compute the determinants, we need to compute the derivatives of the phase factors
φu,v,w without imposing the Bethe equations or the level-matching conditions. This gives rise
to a small difference in detG+, but not in detG−.
Let us see this more explicitly: The phase factors on the left and the right wings are
84We should nevertheless emphasize that, in the asymptotic regime where the length of the operator is
large, the final results computed from the spin-chain frame are well-defined and unambiguous.
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modified under the transformations (8.14) in the following way,
φv1,j 7→ φv1,j +
Ptot
2
, φv3,j 7→ φv3,j −
Ptot
2
,
φw1,j 7→ φw1,j +
Ptot
2
, φw3,j 7→ φw3,j −
Ptot
2
,
(8.15)
with
eiPtot =
M∏
k=1
x+(uk)
x−(uk)
. (8.16)
while the ones for the middle node are invariant. From this, one can immediately conclude
that the determinant detG− is invariant since the shifts of φv and φw cancel out:
detG−|spin-chain = detG−|string . (8.17)
On the other hand, the shifts add up in detG+ and therefore it gets modified when changing
the frames. To compute how it changes, it is useful to rewrite detG+ in both frames by
replacing the phase factor φuˆM−1 + φuˆM in the last column of G+ in the following way:
φuˆM−1 + φuˆM 7→
M
2∑
j=1
(φuˆ2j−1 + φuˆ2j) +
Kv1∑
j=1
(φv1,j + φw1,j) +
Kv3∑
j=1
(φv3,j + φw3,j)
=
{
LPtot (spin chain)
JPtot (string)
(8.18)
Note that this does not modify the value of the determinant since it simply amounts to adding
different columns to the last column. After this manipulation, we can add or subtract this
last column from any of other columns without modifying the final result. By doing so,
we can eliminate the differences of the phases (8.15) between the spin-chain frame and the
string frame. We thus conclude that, after the rewriting, the only difference of detG+ in the
two frames comes from the last column (8.18). By comparing them, we conclude that
detG+|spin-chain =
L
J
detG+|string . (8.19)
The extra factor L/J nicely converts the spin-chain length L appearing in the asymptotic
formula (8.8) into the R-charge J :
DO|asymptotic = −
iJ + (−i)J√
J
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
σ2B(us)
 detG+
detG−
∣∣∣∣
string
. (8.20)
In this form, the result depends only on the quantum numbers of the single-trace operator
and is unambiguous at finite coupling.
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8.4 Eliminating the nested levels
The determinants detG± in (8.8) depend explicitly on the rapidities at the nested levels v
and w, which in turn depend on the choice of the grading structure of the super Dynkin
diagrams85. It is therefore more convenient to express the result purely in terms of the
rapidities at the middle node. In what follows, we work in the spin chain frame, but the
argument straightforwardly applies also to the expressions in the string frame.
For this purpose, we first rewrite the ratio of determinants as
detG+
detG−
=
detG
(detG−)2
, (8.21)
where detG = detG+ detG− is the full PSU(2,2|4) Gaudin norm. In the next step, we
use a trick discussed in [134] and factorize detG into an induced Gaudin determinant and a
Gaudin determinant for the nested Bethe roots. For this, we first note that the full Gaudin
determinant is a Jacobian between the phase factors φu,v,w to the rapidities,
(detG)× du ∧ dv ∧ dw = dφu ∧ dφv ∧ dφw , (8.22)
where du’s and dφu’s denote a wedge product
du ≡ du1 ∧ · · · ∧ duM , dφu ≡ dφu1 ∧ · · · ∧ dφuM . (8.23)
Now, to see the factorization, we first rewrite the left hand side of (8.22) as follows,
(detG)× du ∧ dv ∧ dw = detG
Jv|uJw|u
du ∧ dφv ∧ dφw . (8.24)
Since we only performed the change of variables to v and w, the Jacobians Jv|u and Jw|u
are given by determinants
Jv|u ≡ det
∂φvj
∂vk
(= 〈v|v〉) , Jw|u ≡ det
∂φwj
∂wk
(= 〈w|w〉) , (8.25)
where the derivatives are computed keeping the middle-node rapidities u fixed. As indicated,
these can be identified with the Gaudin norms for the nested Bethe roots 〈v|v〉 and 〈w|w〉.
We then trade u with φu,
(detG)× du ∧ dv ∧ dw = detG〈v|v〉〈w|w〉 ×
1
Ju|φv∪w
dφu ∧ dφv ∧ dφw . (8.26)
Since we already eliminated v and w, the Jacobian Ju|φv∪w is given by a determinant of
derivatives with φv,w fixed rather than fixing rapidities v and w:
Ju|φv∪w ≡ det G˜u = det
∂φuj
∂uk
∣∣∣∣
φv,w
. (8.27)
85Or equivalently they depend on the choice of the definition of the “highest weights”.
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In other words, the determinant Ju|φv∪w can be computed in the following procedures: We
first solve the Bethe equations at the nested levels and express v and w as functions of u.
This results in the effective Bethe equation which only involves u. The Gaudin norm of
this effective Bethe equation is Ju|φv∪w and was called the induced Gaudin norm in [134].
Comparing (8.22) and (8.26), we have
detG = 〈v|v〉〈w|w〉 det G˜u . (8.28)
Next we perform a similar rewriting for detG−. To do so, let us recall the structure of
G−:
G− ≡
∂vˆ3,kφvˆ3,j ∂vˆ3,kφvˆ2,j 0 ∂vˆ3,k
(
φuˆ2j−1 − φuˆ2j
)
∂vˆ2,kφvˆ3,j ∂vˆ2,kφvˆ2,j ∂vˆ2,kφvˆ1,j 0
0 ∂vˆ1,kφvˆ2,j ∂vˆ1,kφvˆ1,j ∂vˆ1,k
(
φuˆ2j−1 − φuˆ2j
)
∂uˆ2k−1
(
φvˆ3,j − φwˆ3,j
)
0 ∂uˆ2k−1
(
φvˆ1,j − φwˆ1,j
)
∂uˆ2k−1
(
φuˆ2j−1 − φuˆ2j
)
 ,
(8.29)
with the parity condition imposed after computing the derivatives. The crucial observation
is that this determinant coincides with the Gaudin determinant computed by first imposing
the parity condition and then taking the derivatives. Written more explicitly, we have the
following relation:
G− =

∂v3,kφ
p
v3,j
∂v3,kφ
p
v2,j
0 ∂v3,kφ
p
uˆj
∂v2,kφ
p
v3,j
∂v2,kφ
p
v2,j
∂v2,kφ
p
v1,j
0
0 ∂v1,kφ
p
v2,j
∂v1,kφ
p
v1,j
∂v1,kφ
p
uj
∂ukφ
p
v3,j
0 ∂ukφ
−
vˆ1,j
∂ukφ
p
uj
 , (8.30)
with
1 = eiφ
p
v3,j ≡
M/2∏
k=1
S3,0(v3,j, uk)S
3,0(v3,j, u¯k)
Kv2∏
k=1
S3,2(v3,j, v2,k) ,
1 = eiφ
p
v2,j ≡
Kv2∏
k 6=j
S2,2(v2,j, v2,k)
Kv1∏
k=1
S2,1(v2,j, v1,k)
Kv3∏
k=1
S2,3(v2,j, v3,k) ,
1 = eiφ
p
v1,j ≡
M/2∏
k=1
S1,0(v1,j, uk)S
1,0(v3,j, u¯k)
Kv2∏
k=1
S1,2(v1,j, v2,k) ,
1 = eiφ
p
uj ≡
(
x+(uj)
x−(uj)
)L
S0(uj, u¯j)
M/2∏
k 6=j
S0(uj, uk)S0(uj, u¯k)×
Kv1∏
k=1
S0,1(uj, v1,k)S
0,1(uj, v¯1,k)
Kv3∏
k=1
S0,3(uj, v3,k)S
0,3(uj, v¯3,k) .
(8.31)
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Note that in (8.30) the derivative ∂uk acts
86 both on uk and u¯k = −uk.
Having identified detG− with a kind of the Gaudin determinant, we can simply apply
the same logic and show the factorization of detG− into two parts
detG− = 〈v|v〉 × det G˜− , (8.32)
where 〈v|v〉 is the Gaudin norm for the nested Bethe roots on the right wing while the
induced Gaudin determinant det G˜− is given by
det G˜− = det
∂φpuj
∂uk
∣∣∣∣
φpv
, (8.33)
which can be computed by first solving for v and then evaluating the derivatives.
As a result, we find that the Gaudin norms for the nested Bethe roots cancel in the ratio,
detG+
detG−
=
detG
(detG−)2
=
det G˜u
(det G˜−)2
, (8.34)
where we used 〈w|w〉 = 〈v|v〉, which holds for the parity-symmetric states. This allows us
to eliminate the dependence on the nested Bethe roots from the asymptotic formula,
DO|asymptotic = −
iJ + (−i)J√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
σ2B(us)
 det G˜u
(det G˜−)2
, (8.35)
thereby making the result manifestly invariant under the change of gradings. In the next
section, we will see that a similar rewriting is possible also for the non-perturbative g-
functions.
9 Exact g-Function for Giant Gravitons
We now apply the general framework of g-functions outlined in section 6 to our problem
and write down the nonperturbative expression for the three-point function which applies
also to operators of finite size. The strategy is as follows: In section 9.1 we write down
the asymptotic Bethe equation in the mirror channel (mirror ABA). Then in section 9.2,
we derive the TBA based on the mirror Bethe equation. After doing so, we compute the
g-function for the ground state in section 9.3. We then present the main result in this
paper; we conjecture a generalization to the SL(2) excited states at finite coupling in section
9.4 based on the analytic continuation trick [103, 104], mimicking what was done for the
spectrum [164]. Finally in section 9.5, we provide brief discussions on the relation between
this conjecture and the asymptotic formula in the previous section.
86Similarly ∂vk acts both on vk and v¯k.
103
9.1 Mirror asymptotic Bethe ansatz
To write down the Bethe equation in the mirror channel, we need to diagonalize both the
S-matrix and the reflection matrix. As was pointed out in the study of cusped Wilson loops,
this task greatly simplifies when the reflection matrix admits the unfolding interpretation.
The argument is basically the same as the one in [101, 102], the only difference being that
we work in the mirror channel while [101, 102] analyze the physical channel. Thus we only
sketch the derivation, referring interested readers to the references [101,102].
9.1.1 Fundamental magnons
Let us first consider a state with M fundamental magnons with rapidities u = {u1, . . . , uM}
in the mirror channel (or equivalently the open-string channel) in order to illustrate some
of the key features of the mirror ABA. As in section 6, we denote the length of the cylinder
by R and the circumference by L. In order for this description to be valid, we assume that
the length is large, namely R  1. The key insight coming from the unfolding picture is
that one can view this open string alternatively as a closed string with length 2R and 2M
magnons with rapidities {u1, . . . , uM , u¯M , . . . , u¯1}:
|XA1A˙1(u1) · · · XAM A˙M (uM)〉open 7→ |XA1(u1) · · · XAM (uM)XA˙M (u¯M) · · · XA˙1(u¯1)〉closed . (9.1)
As indicated, after unfolding, each magnon only carries one SU(2|2) index.
This observation makes the diagonalization of matrix structures trivial; we simply need
to apply the nested Bethe ansatz to a periodic spin chain with a single SU(2|2) symmetry.
Normally, this can be done by introducing as many rapidities as the number of Dynkin
nodes. However, for the centrally extended SU(2|2) spin chain of our interest, the rapidities
for the first node and the last node can be combined into one set: In the physical channel, we
already saw this in section 8.1 as the invariance of the Bethe equations under the dynamical
transformation.
Thus here we introduce two, rather than three, sets of rapidities at the nested level, which
we denote by v1 = {v1,1, . . . , v1,K1} and v2 = {v2,1, . . . , v2,K2}. The relevant S-matrices can
be computed simply by performing the mirror transformation of the middle-node rapidities,
x+(u)→ 1/x+(u), to the corresponding S-matrices in the physical channel (8.4):
S˜0(u, v) = S0(u
γ, vγ) ,
S˜0,1(u, v) =
(
S˜1,0(v, u)
)−1
=
√
x+(u)x−(u)
x−(u)− x(v)
1
x+(u)
− x(v) ,
S˜2,2(u, v) =
u− v − i
u− v + i , S˜
2,1(u, v) =
(
S˜1,2(v, u)
)−1
=
u− v + i/2
u− v − i/2 .
(9.2)
(Here and below we work in the string frame.) The only difference between the standard
periodic chain and the unfolded open chain is the overall scalar factor S0 and r0. This leads
to an effective rule that, when the magnon scattering occurs at the position of the original
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Figure 32: The unfolding interpretation of the boundary Bethe equation in the mirror chan-
nel. After unfolding, the open chain with length R becomes a closed chain with length 2R.
The boundary Bethe equation can be derived by imposing the periodicity condition for a
pair of excitations u and u¯.
boundary, we multiply r0 while if it happens at other positions we multiply
√
S0, see figure
32 for further explanation.
With these ingredients, we can now derive the Bethe equation by imposing the period-
icity in the original spin chain. In the unfolded description, this amounts to imposing the
periodicity condition for a pair of magnons, which are moving in the opposite directions, see
figure 32. As a result we obtain the following set of equations87:
1 = e2ip˜(uj)Rr0(uj)
2
M∏
k 6=j
S˜0(uj, uk)S˜0(uj, u¯k)
K1∏
k=1
S˜0,1(uj, v1,k)
S˜0,1(u¯j, v1,k)
,
1 =
M∏
k=1
S˜1,0(v1,j, uk)S˜
1,0(v1,j, u¯k)
K2∏
k=1
S˜1,2(v1,j, v2,k) ,
1 =
K1∏
k=1
S˜2,1(v2,j, v1,k)
K2∏
k 6=j
S˜2,2(v2,j, v2,k) .
(9.3)
A point worth emphasizing is that only the middle node rapidities come in parity symmetric
pairs {u, u¯} in this equation. This is in stark contrast to the situation discussed in [74] where
the boundaries preserve the full bulk symmetry and the Bethe roots at all levels come in
pair. Because of this, the Fredholm determinants that we derive later in this section are
structurally different from the ones derived in [74].
For the derivation of TBA, it is useful to rewrite the first equation using the parity
invariance of the S-matrix as
1 = e2ip˜(uj)Rr0(uj)
2
M∏
k 6=j
S˜0(uj, uk)S˜0(uj, u¯k)
K1∏
k=1
S˜0,1(uj, v1,k)S˜
0,1(uj, v¯1,k) , (9.4)
where the parity transformation for the nested root is defined by v¯ ≡ −v and x(v¯) ≡ −x(v).
87They are basically the mirror version of (56)-(58) in [102].
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The unfolding structure shown in figure 32 suggests that the left wing of the Dynkin
diagram of the bulk magnon is identified with the parity-transformed right wing. This is
one of the motivations for the selection rule that we conjectured in section 8.2.
9.1.2 General mirror ABA
For the purpose of deriving the TBA, we also need to include the bound states in the mirror
ABA. In what follows, in order to clarify the relations to the results in the literature, we use
the notations in the review [165].
Review of mirror ABA for periodic chain Before discussing the general ABA for our
problem, let us briefly review the bound-state spectrum and their S-matrices for the periodic
chain in the mirror channel.
1. Bound states and fermions: In the mirror channel, there are four types of particle
states, including three infinite types of bound states (•Q, .M , ◦N) and also fermionic
excitations yδ δ ∈ {±}. The bound states •Q are the momentum-carrying bound states
while others correspond to the bound states at the nested level (which correspond to
the “spin-wave” excitations). Note also that there are two sets of bound states at the
nested level, each of which is associated with the left or the right wing of the Dynkin
diagram. The relation to the notations for the rapidities of fundamental magnons we
have been using so far is given by
•1 7→ uk , y+ 7→ {v1,k, w1,k} , y− 7→ {v3,k, w3,k} , ◦1 7→ {v2,k, w2,k} . (9.5)
2. S-matrices: The S-matrices of these bound states can be determined by fusing the
S-matrices of the fundamental excitations. Since their explicit forms are not necessary
in this paper, we will not display them here and refer the interested readers to the
review [165]. As shown below, some of the S-matrices turn out to be trivial:
•Q2 .M2 ◦N2 yδ2
•Q1 S••Q1Q2 S•.Q1M ′2 1 S
•y
Q1δ2
.M1 S
.•
M1Q2
S..M1M2 1 S
.y
M1δ2◦N1 1 1 S◦◦N1N2 S◦yN1δ2
yδ1 S
y•
δ1Q2
Sy.δ1M2 S
y◦
δ1N2
1
(9.6)
3. Asymptotic Bethe ansatz: Using the bound states and the S-matrices, we can write
down the full ABA in the mirror channel which describes the scattering of a given type
of particle (fundamental or bound state) with all other types of particles. For instance,
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the ABA of a •Q particle is given by
1 = eip˜Qj (uj)R
∏
k 6=j
S••QjQk(uj, uk)
×
∏
l
S•yQjδl(uj, v
y
l )
∏
m
S•.QjMm(uj, v
.
m)
∏
n
S•◦Qj ,Nn(uQj , v
◦
n)
×
∏
l
S•yQjδl(uj, w
y
l )
∏
m
S•.QjMm(uj, w
.
m)
∏
n
S•◦Qj ,Nn(uj, w
◦
n) .
(9.7)
Here p˜Q(u) is the fused mirror momentum given by
p˜Q(u) ≡ −i
[
Q
2
+
g
i
(
1
x[−Q]
− x[+Q]
)]
, (9.8)
with f [±Q](u) ≡ f(u ± iQ/2). The factors on the second line come from the bound
states in the right PSU(2|2) while the factors on the third line come from those in the
left PSU(2|2).
Mirror ABA with boundaries We now introduce the bound states for the mirror ABA
of our problem. The differences from the periodic chain are
1. Bound state: The types of bound states are basically the same as in the periodic case,
namely ? = (•Q, .M , ◦N , yδ). The main difference is that now we have only one set of
bound states at the nested levels. Another small difference is that for the middle-node
bound states •Q, we can restrict their rapidity to the range uQ ≥ 0.
2. S-matrices: They are exactly the same as the periodic case.
3. Asymptotic Bethe ansatz: Even in the presence of bound states, we can use the un-
folding picture to write down the asymptotic Bethe ansatz. As a result, we obtain a
set of equations in which only the momentum-carrying bound states •Q come in parity
symmetric pairs.
We then obtain the following equation for the middle-node bound states88:
1 = e2ip˜Qj (uj)R × rQj(uj)2
∏
k 6=j
S••QjQk(uj, uk)S
••
QjQk
(uj, u¯k)
×
∏
l
S•yQjδl(uj, v
y
l )S
•y
Qjδl
(uj, v¯
y
l )
∏
m
S•.QjMm(uj, v
.
m)S
•.
QjMm
(uj, v¯
.
m) .
(9.9)
The reflection amplitude for the bound state rQ(u) can be obtained by the standard fusing
procedure and reads
rQ(u) =
 Q−12∏
k=−Q−1
2
u+ ik + i
2
u+ ik
 σB,Q(u¯γ)
σQQ(uγ, u¯γ)
, (9.10)
88Here we already used the parity invariance of the S-matrix to bring it into a form of (9.4).
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where σab(u, v) = e
iχ(u[a],v[b])+iχ(u[−a],v[−b])−iχ(u[−a],v[b])−iχ(u[a],v[−b]) is the bulk dressing phase for
bound states89 while σB,Q(u) is defined by
σB,Q(u) ≡ 2−EQ(u)G(x
[+Q])
G(x[−Q])
, (9.11)
with
EQ(u) =
Q
2
+
g
i
(
1
x[−Q]
− 1
x[+Q]
)
. (9.12)
The other Bethe equations are given by
1 =
∏
k
S.•MjQk(v
.
j , uk)S
.•
MjQk
(v.j , u¯k)
∏
l
S.yMjδl(v
.
j , v
y
l )
∏
m6=j
S..MjMm(v
.
j , v
.
m)
∏
n
S.◦MjNn(v
.
j , v
◦
n),
1 =
∏
k
Sy•δjQk(v
y
j , uk)S
y•
δjQk
(vyj , u¯k)
∏
m
Sy.δjMm(v
y
j , v
.
m)
∏
n
Sy◦δjNn(vj, wNn), (9.13)
1 =
∏
l
S◦yNjδl(v
◦
j , v
y
l )
∏
m
S◦.NjMm(v
◦
j , v
.
m)
∏
n6=j
S◦◦NjNn(v
◦
j , v
◦
n) .
9.2 Thermodynamic Bethe ansatz
As with the toy example in section 6, the next step would be to take the thermodynamic limit
of the Bethe equation (9.13) by introducing densities of roots, write down a path integral for
the densities using the auxiliary variables η, and compute the saddle point and fluctuations.
These are straightforward yet laborious tasks whose derivations can be lengthy. We therefore
relegate the discussion along this line to Appendix H. Instead, we now explain a shortcut to
obtain the final answer, which is based on the following observations:
1. The resulting TBA equation must describe the spectral problem in the closed string
sector, which is already solved. The only difference is that our TBA equation would
only describe the spectrum of the parity-symmetric states. In practice, this amounts
to performing some Z2 identification of Y -functions in the standard TBA.
2. The Fredholm determinant coming from the fluctuations can be computed by taking
functional variations of the TBA equations.
Both of these features can be seen explicitly in the toy example in section 6, in which there
is only a single species of particles. In addition, we show in Appendix H that these features
survive even if there are multiple species of particles.
Let us see quickly how the Z2 identification works for the toy example in section 6. The
standard TBA in that case is given by
0 = LE˜(u) + log Y (u)− log (1 + Y ) ? K(u) , (9.14)
89See for instance [166] for definitions of the χ function.
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Figure 33: Bound state Y -functions and Y -functions in the T-hook. Y -functions in N = 4
SYM are defined for each node of the T-hook shown above. The identification with the
bound-state label can be read off from the symbols at each node.
where K(u, v) = 1
i
∂u logS(u, v) and ? denotes the convolution along the full real axis,
A ? K(u) ≡
∫ ∞
−∞
dv
2pii
A(v)K(v, u) . (9.15)
On the other hand, the TBA obtained in section 6 reads
0 = LE˜(u) + log Y (u)− log (1 + Y ) ∗ K+(u) . (9.16)
Recall that ∗ denotes the convolution from 0 to ∞ and K+(u, v) = K(u, v) +K(u,−v). To
obtain (9.16) from (9.14), one simply needs to assume the parity-invariance of the Y -function,
Y (u) = Y (−u) and rewrite the convolution term as follows:
log(1 + Y ) ? K(u) =
∫ ∞
0
dv
2pii
log Y (v) K(v, u) +
∫ 0
−∞
dv
2pii
log Y (v) K(v, u)
=
∫ ∞
0
dv
2pii
log Y (v) K(v, u) +
∫ ∞
0
dv
2pii
log Y (v) K(−v, u)︸ ︷︷ ︸
=K(v,−u)
= log(1 + Y ) ∗ K+(u)
(9.17)
In passing to the last line, we used the parity invariance of the S-matrix S(−v, u) =
[S(v,−u)]−1 to rewrite the kernel as follows:
K(−v, u) = −1
i
∂v logS(−v, u) = +1
i
∂v logS(v,−u) = K(v,−u) . (9.18)
This exercise illustrates that the simple Z2 identification allows us to convert the usual
TBA into the TBA relevant for the g-function. In our case, the Z2 identification also needs
to reflect the unfolding structure of the mirror ABA. By embedding the bound-state Y -
functions into the Y -functions in the T-hook (see figure 33)90,
Y •Q 7→ YQ,0 , Y .M 7→ YM+1,±1 , Y ◦N 7→ Y1,±(N+1) , Y y+ 7→ Y2,±2 , Y y− 7→ Y1,±1 , (9.19)
90The two signs correspond to the left and the right wings.
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we can express the relevant Z2 identification for our problem as follows:
Ya,s(u) = Ya,−s(u¯) . (9.20)
With this Z2 identification, we can “fold” the standard TBA [164,167–170] to get the TBA
of our problem. The result reads
log Ya,0 = ϕ
p
a,0 ≡ − LE˜a + log(1 + Yb,0) ∗ (K+)••b,a + log(1 + Ym,1) ? (K+).•m−1,a
+ log(1 + 1/Y2,2) ?̂ (K+)y•+a + log(1 + Y1,1) ?̂ (K+)y•−a,
log Ya,1 = ϕ
p
a,1 ≡ log(1 + Yb,0) ∗ (K+)•.b,a−1 + log(1 + Yb,1) ? K..b−1,a−1
+ log
1 + Y1,1
1 + 1/Y2,2
?̂ Ky.−,a−1,
log Y1,s = ϕ
p
1,s ≡ log(1 + 1/Y1,t) ? K◦◦t−1,s−1 + log
1 + Y1,1
1 + 1/Y2,2
?̂ Ky◦−,s−1,
log Y2,2 = ϕ
p
2,2 ≡ − log(1 + Ya,0) ∗ (K+)•ya,+ − log
1 + 1/Y1,m
1 + Ym,1
? K◦ym−1,+ + pii,
log Y1,1 = ϕ
p
1,1 ≡ log(1 + Ya,0) ∗ (K+)•ya,− + log
1 + 1/Y1,m
1 + Ym,1
? K◦ym−1,− + pii ,
(9.21)
where the kernels K’s are the logarithmic derivatives of the S-matrices defined, for instance,
by
K..a,b(u, v) ≡
1
i
∂u logS
..
a,b(u, v) etc. , (9.22)
and the indices runs over positive integers and the summation over the repeated indices
are assumed. The symbols ?, ∗, and ?̂ denote the convolutions along [−∞,∞], [0,∞] and
[−2g, 2g] respectively while the kernel K+ is defined by
K+(u, v) = K(u, v) +K(u,−v) . (9.23)
We also introduced the TBA analogues of phase factors ϕp’s by the right hand sides of the
TBA equations. We also checked these equations by going through the standard derivation.
9.3 Exact g-function
Having derived the TBA equations, we are now in a position to write down the exact g-
function for the ground state. In the toy example in section 6, the result for the g-function
consists of two parts,
gtoy = exp
[∫ ∞
0
du
2pi
Θ(u) log(1 + Y (u))
]
︸ ︷︷ ︸
= prefactor
×
√√√√√det
[
1− Gˆ−
]
det
[
1− Gˆ+
]
︸ ︷︷ ︸
= Fredholm
, (9.24)
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where Θ is the log derivative of the reflection amplitude while Gˆ± give the Fredholm de-
terminants. Among the two contributions, the prefactor part is rather easy since it simply
comes from the O(1) piece of the saddle-point action. In the present case, the reflection
amplitudes are nontrivial only for the middle-node bound states and we thus have
prefactor = exp
[∑
a
∫ ∞
0
du
2pi
Θa(u) log(1 + Ya,0(u))
]
, (9.25)
with91
Θa(u) = −1
i
∂u log ra(u¯)− piδ(u)− 1
2i
∂u logS
••
aa(u, u¯) . (9.26)
See Appendix H for further explanations.
As discussed in section 6.2, the Fredholm determinant for the toy example can be re-
expressed as
Fredholm|toy =
√
det
[
1− Gˆ
]
det
[
1− Gˆ+
] , (9.27)
and the numerator and the denominator can be computed simply by taking functional vari-
ations of the periodic TBA and the TBA with boundaries respectively. As we discuss in
Appendix H, this feature continues to hold also for the nested Bethe ansatz systems. We
thus obtain the following representations for the Fredholm determinant part
Fredholm =
√
det
[
1− Gˆ
]
det
[
1− Gˆ+
] , (9.28)
where the kernel Gˆ+ is given by the functional variation[
Gˆ+
]
(a,s),(b,t)
(u, v) =
[
δϕpa,s(u)
δ(log Yb,t(v))
]T
. (9.29)
The (left) action of the operator Gˆ+ involves an integral over v and a summation over the
indices (b, t). Here, to bring the final result into a form more standard in the literature, we
performed the “transposition”92 T , which technically amounts to swapping u and v and the
corresponding indices in the bilocal kernel. For instance, for (a, 0) and (b, 0), we have[
δϕpa,0(u)
δ(log Yb,0(v))
]T
=
[
(K+)••b,a (v, u)
1 + 1/Yb,0(v)
]T
=
(K+)••a,b (u, v)
1 + 1/Yb,0(v)
. (9.30)
91Note that since ra(u) satisfies ra(u)ra(u¯) = 1, we can alternatively express the first term as +
1
i ∂ura(u).
Note also that, in section 6, the last term in (9.26) was written in a form − 1i ∂u log S••aa(u, v)|v=−u. One can
show the equivalence of the two expressions by using the parity invariance of the S-matrix.
92This is a functional analogue of the transposition of a matrix and does not change the value of the
determinant.
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Similarly, Gˆ can be computed by taking a functional variation of the phase factors for the
periodic TBA ϕa,s which we list in Appendix J:[
Gˆ
]
(a,s),(b,t)
(u, v) =
[
δϕa,s(u)
δ(log Yb,t(v))
]T
. (9.31)
Final result Combining the two factors, we obtain the following expression for the ground
state g-function (or equivalently the structure constant for the BPS operator),
DO◦ = −
iJ + (−i)J√
J
× g , (9.32)
with
g = exp
[ ∞∑
a=1
∫ ∞
0
du
2pi
Θa(u) log(1 + Ya,0(u))
]
×
√
det
[
1− Gˆ
]
det
[
1− Gˆ+
] . (9.33)
As is the case with the asymptotic formula, we included the universal prefactor −(iJ +
(−i)J)/√J , which comes from the cyclicity of the single-trace operator and the fact that the
relevant boundary state is a sum of two boundary states.
From the field-theory analysis, we know that the structure constant of the BPS operator
is protected; namely g in (9.32) must be unity. To check this, we use the fact that the
middle-node Y -functions all vanish for the ground states, Ya,0 = 0. This immediately sets
the term involving Θa to be unity. We can also see that the ratio of determinants becomes
unity in the following way: Setting Ya,0 = 0 kills all the kernels involving Ya,0. As a result,
the Fredholm determinant det[1− Gˆ] gets factorized into contributions from the left and the
right wings which are identical and we get
det
[
1− Gˆ
]
Ya,0=0
=
(
det
[
1− Gˆ+
])2
. (9.34)
We could also rewrite the final result into a more standard form by factorizing the 1− Gˆ
into (1 − Gˆ+) × (1 − Gˆ−) where the action of Gˆ− is defined by replacing the kernel K+ in
Gˆ+ with
K+ 7→ K−(u, v) ≡ K(u, v)−K(u,−v) . (9.35)
We then get
g = exp
[∑
a
∫ ∞
0
du
2pi
Θa(u) log(1 + Ya,0(u))
]
×
√√√√√det
[
1− Gˆ−
]
det
[
1− Gˆ+
] . (9.36)
Clarifying remark Let us also address the subtlety in the derivation of the g-function
in the nested Bethe ansatz system pointed out recently in [81]. In the derivation of the
g-function, we used the string-hypothesis for the bound states at the nested level. In order
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to justify the use of the string hypothesis, one needs to have a large number of momentum-
carrying magnons. This is true as long as the temperature of the system (or equivalently the
circumference of the cylinder R) is O(1), but it can potentially break down in the extreme
low temperature limit (which corresponds to the limit R→∞). This basically implies that
the result computed in this method can be contaminated by some “offset” which changes
the value at R→∞:
gcomputed(R) = goffset × gtrue(R) . (9.37)
This was indeed the case in the SU(2)k WZNW model studied in [81], in which they found
goffset to be infinite and regularized it by twisting the periodicity.
By contrast, in the case at hand, such an offset seems absent since, as we saw above,
the result correctly reproduces the structure constants of BPS operators of any length. In
a sense, our setup is much nicer than what they considered since the supersymmetry plays
the role of a regulator and cancels various potential divergences. We should also note that
the detailed structure of our g-function is rather different from what they considered in [81].
Most notably, the Θ-part of our result only contains the momentum-carrying Y -functions
making it obviously convergent in the large R limit.
9.4 Excited state g-function in SL(2) sector
Let us now try to generalize the result to the excited states by employing the idea of the
analytic continuation trick. Although the basic idea is simple—we analytically continue
the TBA and pick up whatever poles which cross the integration contour—the details of
the procedure are not clearly understood for general operators. Therefore, here we restrict
ourselves to the operators in the SL(2) sector, for which the analytic continuation is well-
understood [164]93. In what follows, we use the expression (9.36), which involves Gˆ±, but it
is also straightforward to apply the analytic continuation to the original expression (9.33).
The analytic continuation employed in [164] simply amounts to adding the contributions
from poles to log(1+Y1,0) in the TBA equations. Following exactly the same logic as in section
6.3, one can show that this modifies the action of all the kernels involving (1 + 1/Y1,0)
−1 in
the following way,∫ ∞
0
dv
2pi
(K±)X,•x,1 (u, v)
1 + 1/Y1,0(v)
f(v) 7→
M/2∑
k=1
i (K±)X,•x,1 (u, uk)
∂u log Y1,0(uk)
f(uk) +
∫ ∞
0
dv
2pi
(K±)X,•x,1 (u, v)
1 + 1/Y1,0(v)
f(v) ,
(9.38)
where x andX can take various indices and symbols representing different bound states. Note
also that uk and u¯k are living on the physical sheet and the relevant quantities are defined
through the analytic continuation. Following the convention in section 6.3, we denote the
kernels after these modifications by Gˆ•±.
93This is up to potential subtleties discussed in [171], which come from new poles and zeros crossing the
integration contour above critical couplings. When this happens, our expression needs to be modified by the
additional source terms.
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For the Θ-part, again following the logic in section 6.3, we find that the contributions
from the poles give extra factors94
M/2∏
k=1
(
r0(u
−γ
k )
√
S˜0(u
−γ
k , u
−γ
k )
)
=
M/2∏
k=1
(x−k + 1/x
−
k )(1 + x
+
k /x
−
k )
2(x−k + 1/x
+
k )
g0(u)
√
S0(uk, u¯
2γ
k )
=
M/2∏
k=1
u2k + 1/4
u2k
σ2B(uk) .
(9.39)
Combining everything, we arrive at the following formula for the structure constant in
the SL(2) sector at finite coupling:
DOu =−
iJ + (−i)J√
J
exp
[ ∞∑
a=1
∫ ∞
0
du
2pi
Θa(u) log(1 + Ya,0(u))
]
×
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
σ2B(us)
 det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
] .
(9.40)
This is the main result in this paper. We should however note that, as is well-known, the
procedures of the analytic continuation contain some ambiguities and therefore the result
here should be regarded as a conjecture. It would be an important future problem to put
this formula to extensive tests by analyzing various limits and also by performing numerical
computations.
9.5 From exact result to the asymptotic formula
Let us now discuss the relation to the asymptotic formula derived in section 8. In the toy
examples analyzed in section 6, one could recover the asymptotic formula from the excited-
state g-function by dropping the integral convolutions in the Fredholm determinants and
recasting the remaining contribution into finite-dimensional determinants. In the case at
hand, such an argument still applies to the prefactor since the integrals involving Θa in
(9.40) all vanish in the asymptotic limit. However it is rather nontrivial to see that the
Fredholm determinants reduce to the correct finite-dimensional determinants because of the
following reasons:
1. Some of the convolution kernels contain only the Y -functions at the nested levels,
which are not suppressed in the asymptotic limit. Therefore, we cannot simply drop
those integrals in the Fredholm determinants.
2. In the toy example in section 6, we used the crossing symmetry of the S-matrix to
convert the kernels K± in the mirror channel to K∓ in the physical channel. The same
94Here we used S˜0(u, v) ≡ S0(uγ , vγ) (see (9.2)), and the crossing equation for the bulk dressing phase
together with the zero momentum condition.
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argument does not apply in the present case since the scalar factor of the S-matrix S0
does not satisfy the crossing symmetry by itself; it only satisfies the crossing symmetry
after including the matrix part.
These difficulties can be overcome by re-expressing the Fredholm determinants in terms
of the exact Gaudin determinant. We will illustrate the main idea by working with the
simply toy model introduced in section 6.3. Generalization to the cases with nested levels is
straightforward and will be discussed in appendix I.
To start with, we split the action of the kernel Gˆ•± into a discrete sum and an continuous
integral
Gˆ•± · f(u) = S± · f(u) + I± · f(u) (9.41)
where from (6.82), we have
S± · f(u) ≡
M/2∑
k=1
iK±(u, u˜k)
∂u log Y (u˜k)
f(u˜k) =
M/2∑
k=1
K±(u, u˜k)
∂uφ(uj)
f(u˜k), (9.42)
I± · f(u) ≡
∫ ∞
0
dv
2pi
K±(u, v)
1 + 1/Y (v)
f(v).
We can then factorize the Fredholm determinant as
det(1− Gˆ•±) = det(1− I±) det(1− Ŝ±) , (9.43)
where Ŝ± are the dressed summation kernel defined by
Ŝ± ≡ S±
1− I± = S± ∗
(
1 + I± + I2± + · · ·
)
. (9.44)
Therefore, the ratio of Fredholm determinants can be written as
det(1− Gˆ•−)
det(1− Gˆ•+)
=
det(1− I−)
det(1− I+) ×
det(1− Ŝ−)
det(1− Ŝ+)
(9.45)
The first ratio on the right hand side of (9.45) becomes trivial in the asymptotic limit, as
was already discussed in section 6.3. The second ratio can be rewritten as
det
(
1− Ŝ−
)
det
(
1− Ŝ+
) = det (∂uφ(uj)δjk − K̂−(u˜j, u˜k))
det
(
∂uφ(uj)δjk − K̂+(u˜j, u˜k)
) (9.46)
where
K̂± = K±
1− I± = K± ∗
(
1 + I± + I2± + · · ·
)
(9.47)
The crucial observation is that the determinants in (9.46) can be identified with the Gaudin
determinants associated to the exact quantization condition.
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Exact Gaudin determinant In finite volume, the exact quantization condition for the
rapidities of a parity symmetric state is given by (6.73):
φ(uj) = 2pinj, nj ∈ Z (9.48)
where
φ(u) = p(u)L+
1
i
M/2∑
k=1
log [S(u, uk)S(u,−uk)] + 1
i
log(1 + Y ) ∗ K+(u). (9.49)
Using this quantization condition, the exact Gaudin determinant is given by
det
j,k
(
∂φ(uj)
∂uk
)
. (9.50)
Each matrix element is given by
∂φ(uj)
∂uk
= ∂uφ(uj)δjk −K−(uk, uj) + 1
i
∫ ∞
0
∂(v)
∂uk
K+(v, u˜j)
1 + 1/Y (v)
dv
2pi
. (9.51)
Notice that the integral over v is in the mirror channel and we have introduced the pseudo-
energy (u) = log Y (u) for simplicity. The excited state pseudo energy (u) depends on the
rapidities uk. To proceed, we need to calculate the ‘back reaction’ ∂(u)/∂uk, which can be
done by taking the derivative with respect to the TBA equation (6.64)
∂(u)
∂uk
+ iK+(u˜k, u)−
∫ ∞
0
dv
2pi
K+(v, u)
1 + 1/Y (v)
∂(v)
∂uk
= 0. (9.52)
Using (9.42), it can be rewritten as
∂(u)
∂uk
= −iK+(u˜k, u) + ∂
∂uk
∗ I+(u). (9.53)
A formal solution can be obtained by iteration
∂(u)
∂uk
= −iK+ ∗
(
1 + I+ + I
2
+ + · · ·
)
. (9.54)
Plugging this into (9.51) we find
∂φ(uj)
∂uk
= ∂uφ(uj)δjk −K−(uk, uj)−K+ ∗
(
I+ + I
2
+ + · · ·
)
(u˜k, u˜j) (9.55)
= ∂uφ(uj)δjk − K̂−(uk, uj)
where in the second line we have used the relation
K±(u˜j, u˜k) = K∓(uj, uk). (9.56)
Therefore we have proved that(
∂φ(uj)
∂uk
)T
= ∂uφ(uj)δjk − K̂−(uj, uk) (9.57)
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Final rewriting We have shown that the denominator of (9.46) can be written as exact
Gaudin determinant corresponding to the exact quantization conditions (9.48) and (9.49).
The numerator cannot be written directly as a Gaudin determinant for a certain quantization
condition. To proceed, we use the rewriting in section 6.3
det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
] = det [1− Gˆ•−] det [1− Gˆ•+](
det
[
1− Gˆ•+
])2 = det
[
1− Gˆ•](
det
[
1− Gˆ•+
])2 (9.58)
where the kernel Gˆ• is defined as
G• · f(u) =
M∑
k=1
iK(u, u˜k)
∂u log Y (u˜k)
f(u˜k) +
∫ ∞
−∞
dv
2pi
K(u, v)
1 + 1/Y (v)
f(v) (9.59)
Notice that the sum is over the full set of M physical rapidities {u1,−u1, · · · , uM/2,−uM/2}
and the integral is over the whole real axis, which are different from (9.42). The kernel K is
given by
K = 1
2
(K+ +K−) (9.60)
One can prove
det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
]
= det
[
1− Gˆ•] (9.61)
using a similar approach to the proof of (6.51). The right hand side of (9.58) can be written
as
det
[
1−G•](
det
[
1−G•+
])2 = det
[
1− I](
det
[
1− I+
])2 × det
[
1− Ŝ](
det
[
1− Ŝ+
])2 (9.62)
Repeating the derivation of (9.57), we find
det
[
1− Ŝ](
det
[
1− Ŝ+
])2 = det
[
∂uk φ˜(uj)
](
det
[
∂ukφ(uj)
])2 (9.63)
where φ˜(u) is given by
φ˜(u) = p(u)L+
1
i
M∑
k=1
logS(u, uk) +
1
i
log(1 + Y ) ∗ K(u). (9.64)
Therefore we see that the determinants in (9.63) are given by the exact Gaudin determinants,
which correspond to the exact quantization conditions of the rapidities in finite volume. The
key point is that, in the asymptotic limit L 1, the exact quantization condition becomes
the asymptotic Bethe equations. As a result, we have
det
[
∂uk φ˜(uj)
](
det
[
∂ukφ(uj)
])2 L→∞→ det
[
∂uk φ˜
asym(uj)
](
det
[
∂ukφ
asym(uj)
])2 = detG+detG− (9.65)
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At the same time, as mentioned before, the integral parts are exponentially suppressed and
become trivial in the asymptotic limit
det
[
1− I](
det
[
1− I+
])2 L→∞→ 1 (9.66)
Combining (9.65) and (9.66), we see that in the asymptotic limit we have
lim
L→∞
det
[
1− Gˆ•−
]
det
[
1− Gˆ•+
] = detG+
detG−
(9.67)
10 Further Checks
In this section, we perform extensive tests of our conjecture at finite coupling. More precisely,
we test the asymptotic formula and also the reflection matrix at weak and strong couplings
and find perfect agreements. Unfortunately, there is currently no available data that we
can use to test the finite-size effects. Nevertheless, since the asymptotic formula and the
nonperturbative g-function are closely related—the asymptotic formula was conjectured by
inspecting the structure of the exact g-function, and it is likely, although not proven yet,
that the two are related by the analytic continuation—the validity of the asymptotic formula
is a strong indication of the correctness of the whole formalism.
10.1 SU(2) sector at one loop
The first test is the one-loop correction to the result in the SU(2) sector. As with the single-
trace three-point functions [172–174], there are two sources of corrections at one loop: The
first one is a correction to the Bethe state itself since we now need an eigenstate of the
two-loop dilatation operator. The second one is a correction from the one-loop Feynman
diagrams. We performed the computation explicitly in Appendix L for the operators in the
SO(6) sector, and found that this second correction produces an insertion of the one-loop
Hamiltonian. Written explicitly, we found that all we need to do is to perform the following
substitution:
〈Ne´el0|u〉√〈u|u〉 7→
(
〈Ne´el0| − 12〈Ne´el0|H
)
|u; g2〉√〈u; g2|u; g2〉
=
〈Ne´el0|u; g2〉√〈u; g2|u; g2〉 − 12 〈Ne´el0|H|u〉√〈u|u〉 +O(g4) .
(10.1)
Here |u; g2〉 is a loop-corrected Bethe state and H is the one-loop Hamiltonian
H|u〉 = γu|u〉 , γu =
∑
k
2g2
u2k +
1
4
. (10.2)
118
We should emphasize that we have the full Hamiltonian of the spin chain unlike the case
of the single-trace three-point function, in which we insert the Hamiltonian densities at the
splitting points. This is mainly because every neighboring sites in the Ne´el state come from
different operators and therefore can be regarded as an analogue of the splitting points.
Among the two contributions, the overlap between the Ne´el state and the loop-corrected
Bethe state was computed95 in [97] in the context of the defect one-point function. The
result reads
〈Ne´el0|u; g2〉√〈u; g2|u; g2〉 = 2
(
i
2
)M (
1 +
γu
2
)√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detGSU(2)+
detG
SU(2)
−
∣∣∣∣∣
O(g2)
. (10.3)
Here G±|O(g2) are the one-loop counterparts of the tree-level G±, which are defined by the
loop corrected momentum and the S-matrix and evaluated at the two-loop Bethe roots.
The other contribution is even easier; since the Bethe state is an eigenstate of the Hamil-
tonian, we can simply replace H with γu. Combining the two contributions, we find that
the terms proportional to γu cancel. As a result, we obtain the following formula for the
one-loop structure constant96:
DOu = −
iJ + (−i)J
2M
√
L
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
 detGSU(2)+
detG
SU(2)
−
∣∣∣∣∣
O(g2)
. (10.4)
This is in precise agreement with our asymptotic formula at one loop.
10.2 Direct test of reflection matrix at weak coupling
We can also check directly the matrix part of the reflection matrix that we determined in
section 7. The strategy is to first construct the two-particle states in an infinitely long spin
chain and contract it with the Ne´el state,
tr (Z(+1)Z(−1)Z(+1)Z(−1) · · · ) . (10.5)
The computations are performed in the SO(6) and the SO(4,2) sectors at tree level. In this
subsection, we do not keep track of the overall normalization, and instead focus on relative
coefficients between different matrix structures.
SO(6) sector The two-particle eigenstate in the one-loop SO(6) sector, which is computed
in Appendix O.1, takes the following form,
|Ψcc˙|dd˙〉 =
∑
n
χcc˙|dd˙(n)| . . . , Z¯n , . . .〉+
∑
n<m
ψ
aa˙|bb˙
cc˙|dd˙(n,m)| · · · ,Φn
aa˙, · · · ,Φ
m
bb˙, · · · 〉 , (10.6)
95We also performed extensive tests of the formula by ourselves.
96Note that dO is the length-stripped structure constant defined in (8.11).
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with
ψ
aa˙|bb˙
cc˙|dd˙(n,m) = δ
a
c δ
b
dδ
a˙
c˙ δ
b˙
d˙
eipn+iqm + Sabcd S˙
a˙b˙
c˙d˙
eipm+iqn ,
χcc˙|dd˙(n) = χ˜cc˙|dd˙e
i(p+q)n .
(10.7)
For explicit expressions for χ˜ and S, see (O.8).
Contracting this state with q = −p against the Ne´el state (10.5), we find that the overlap
is given by
overlap ∝
∑
n
χcc˙|dd˙(n) +
∑
n<m
(−1)n+maa˙bb˙ψaa˙|bb˙cc˙|dd˙(n,m) . (10.8)
The form factor can be determined by reading off a term which is proportional to the length97
L 1 of the chain. The result reads
overlap ∝ i
2u
cc˙dd˙ − cd˙dc˙ , (10.9)
where u is defined by eip = (u+ i/2)/(u− i/2).
On the other hand, the tree-level expression for the matrix part (7.34) reads
AG = 1 , BG =
u+ i/2
u− i/2 . (10.10)
This leads to an expression
〈G|Φcc˙(u)Φdd˙(u¯)〉 ∝ −u
u− i/2
(
i
2u
cc˙dd˙ − cd˙dc˙
)
. (10.11)
Comparing (10.9) and (10.11), we see that the relative coefficients between matrix structures
perfectly agree.
SO(4,2) sector One can also perform the same analysis in the SO(4,2) sector. The two-
particle state is given by
|Ψγγ˙|δδ˙〉 =
∑
n
χ
αα˙|ββ˙
γγ˙|δδ˙ (n)| . . . , Dαα˙Dββ˙Z︸ ︷︷ ︸
n
, . . .〉
+
∑
n<m
ψ
αα˙|ββ˙
γγ˙|δδ˙ (n,m)| . . . , Dαα˙Z︸ ︷︷ ︸
n
, . . . , Dββ˙Z︸ ︷︷ ︸
m
, . . .〉 ,
(10.12)
with
ψ
αα˙|ββ˙
γγ˙|δδ˙ (n,m) = δ
α
γ δ
β
δ δ
α˙
γ˙ δ
β˙
δ˙
eipn+iqm + Sαβγδ S˙
α˙β˙
γ˙δ˙
eipm+iqn ,
χ
αα˙|ββ˙
γγ˙|δδ˙ (n) = χ˜
αα˙|ββ˙
γγ˙|δδ˙ e
i(p+q)n .
(10.13)
For details, see Appendix O.2.
97As mentioned in the discussion about the decoupling condition in section 7.1, the form factor of the
boundary state is defined by removing the volume factor from the overlap.
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Now, to compute the contraction with the Ne´el state, we need to know how the derivative
acts on the propagators. This is mostly easily figured out by first going to the vector notation
of the derivatives98,
Dαα˙ ≡ 1
2
( −∂0 + ∂3 ∂1 − i∂2
∂1 + i∂2 −∂0 − ∂3
)
, (10.14)
and then act on the propagator. The action on the propagator is given by
∂i 6=2 7→ 0 , ∂2 7→
{
−2 for Z(+1)
2 for Z(−1)
(∂i 6=2)2 7→ −2 , ∂22 7→ 6 .
(10.15)
This translates to the following conversion rule:
| . . . , Dαα˙Z︸ ︷︷ ︸
n
, . . .〉 7→ iαα˙(−1)n , | . . . , Dαα˙Dββ˙Z, . . .〉 7→ −
(
αα˙ββ˙ + αβ˙βα˙
)
. (10.16)
Using the conversion rule and setting q = −p, we find that the overlap is proportional to
the following answer99:
overlap ∝ i
2u
αα˙ββ˙ + αβ˙βα˙ . (10.17)
On the other hand, the weak-coupling expansion of the matrix part gives
〈G|Dαα˙(u)Dββ˙(u¯)〉 ∝ − 2
u+ i/2
(
i
2u
αα˙ββ˙ + αβ˙βα˙
)
. (10.18)
Again the relative coefficients are in complete agreement.
Before ending this subsection, let us make a clarifying remark: Since we only discussed
the relative coefficients, the checks performed here might seem rather trivial. However, we
emphasize that, if we took other solutions to the symmetry constraints such as the one for the
hexagon form factor, the relative coefficients would be different. Therefore, the agreement of
the relative coefficients does provide a nontrivial check of our choice of the matrix structure.
10.3 Four-point functions at tree level and one loop
We now want to test our conjecture for the asymptotic formula in the higher rank sectors by
comparing the results with the superconformal block expansion of the four-point functions
at tree level and one loop.
Set-up More specifically, we study the four-point functions of two determinant operators
and two BPS single-trace operators of equal lengths,
O(p)◦ (x, Y ) ≡ tr ((Y · Φ)p) (x) . (10.19)
98The prefactor 1/2 is just a convenient convention.
99Here again we focused on terms proportional to the spin-chain length L 1.
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In the large N limit, the four-point function consists of a disconnected part, which is a
product of two-point functions, and a connected part G{p,p} whose leading contribution is
proportional100 to 1/N :
〈D1(x1, Y1)D2(x2, Y2)O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)〉 = disconnected +
p
N
G{p,p}(
disconnected ≡ 〈D1(x1, Y1)D2(x2, Y2)〉〈O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)〉
)
.
(10.20)
As indicated in red, we defined the connected part by factorizing out the factor p/N in
order to make it easier to compare the result with integrability. The factor 1/N accounts for
the large N counting and p is a combinatorial factor of Wick contractions which originates
from the cyclicity of the trace101. Another important remark is that, in this and the next
subsections, we choose the normalization of the operators so that their two-point functions
are unit-normalized. This allows us to read off the normalized structure constant directly
from the superconformal block expansion.
In what follows, we analyze the connected contribution G{p,p} in the planar limit.
Perturbative data In Appendix M, we computed G{p,p} at tree level and one loop in ’t
Hooft coupling. For the tree-level computation, we simply used the direct Wick contractions
using the PCGG method described in section 4. For the one-loop computation, we performed
the direct Feynman-diagram computation for odd p and then used the lightcone OPE analysis
of [175] to generalize the results to even p.
The tree-level result G
(0)
{p,p} is given by
G
(0)
{p,p}
(d12)N(d34)p
=−
b p+1
2
c∑
s=1
(
− zz¯
αα¯
)2s−1 [((1− α)(1− α¯)
(1− z)(1− z¯)
)s
+
(
(1− α)(1− α¯)
(1− z)(1− z¯)
)s−1]
− 2
b p
2
c∑
s=1
(
− zz¯
αα¯
)2s((1− α)(1− α¯)
(1− z)(1− z¯)
)s
.
(10.21)
As explained in Appendix M, each term in the sum describes a different Wick contraction.
Here z, z¯, α and α¯ are the conformal and the R-symmetry cross ratios defined by
zz¯ =
x212x
2
34
x213x
2
24
, (1− z)(1− z¯) = x
2
14x
2
23
x213x
2
24
, αα¯ =
y212y
2
34
y213y
2
24
, (1− α)(1− α¯) = y
2
14y
2
23
y213y
2
24
,
(10.22)
with y2ij ≡ Yi · Yj.
The result at one loop G
(1)
{p,p} is given by
G
(1)
{p,p}
(d12)N(d34)p
=− 2g2 r1234 F (1)(z, z¯)
b p
2
c−1∑
s=0
(
(zz¯)2(1− α)(1− α¯)
(αα¯)2(1− z)(1− z¯)
)s
(10.23)
100Precisely speaking, there is a O(1) connected term when p is even. See Appendix M. However such
contributions only affect the OPE data with the twist τ ≥ 2p and therefore does not affect the analysis in
this section.
101See the discussion around (3.57).
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where r1234 is a prefactor which follows from the superconformal Ward identity
102
r1234 ≡ zz¯(1− z)(1− z¯)(z − α)(z − α¯)(z¯ − α)(z¯ − α¯)
(αα¯)2(1− z)(1− z¯) , (10.24)
and F (1) is the one-loop conformal integral given in (A.8).
Superconformal block expansion To test the predictions from integrability, we perform
the superconformal block expansion of the four-point functions in the 12→ 34 channel.
At tree level, the four-point function is given by a sum of three contributions, BPS
single-trace operators and non-BPS single-trace operators, and double-trace operators:
G
(0)
{p,p} =
∑
O(L)◦
(dO(L)◦ cppO(L)◦ )×FL +
∑
O
(dOcppO)|O(g0) ×F∆0,s,n,m
+ (double traces with ∆− S ≥ 2p) .
(10.25)
Here FL is the 1/2-BPS superconformal block for operators with dimension L while F∆,s,n,m
are the non-BPS superconformal block for operators with SO(6) Dynkin label [n,m], dimen-
sion ∆ and spin S. The superscript in ∆0 signifies the fact that we are using the tree-level
conformal dimension O to evaluate F . The explicit expressions for these blocks can be
found in Appendix A of [134] (see also [176, 177]). dO(=
√
LDO) is the length-stripped
structure constant between determinant operators and a single-trace operator while cppO is
the length-stripped structure constant for three single-trace operators defined by
cppO ≡ N√
p× p× L × CO(p)◦ O(p)◦ O , (10.26)
where L is the length of the operator O, and the symbol CO1O2O3 denotes the structure
constant of operators O1,2,3. The contribution of the double-trace operators always have
∆−S ≥ 2p since the relevant double-trace operators are made out of the two external single-
trace operators. Therefore, as long as we consider the conformal data with ∆− S < 2p, we
can ignore the contribution from the double trace operators.
At one loop, all the non-BPS OPE data, namely the structure constants and the dimen-
sions, receive corrections. Therefore we expect that the one-loop four-point function can be
expanded in the following way:
G
(1)
{p,p} =
∑
O
[
(dOcppO)|O(g2) ×F∆0,s,n,m + (dOcppO)|O(g0) δ∆|O(g2) × ∂∆0F∆0,s,n,m
]
+ (double traces) .
(10.27)
The first term represents the correction to the structure constant while the second term
comes from the correction to the dimension δ∆. The conformal data for the BPS operators
102Note that our definition of the universal prefactor is related to the universal prefactor R1234 used in [175]
by an overall factor by R1234 = (x
2
13x
2
24d
2
12d
2
34)r1234.
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are tree level exact and therefore do not show up at one loop. An important point worth
emphasizing is that the expansion of the one-loop four-point function involves not only the
superconformal blocks but also their derivatives ∂∆F∆,s,n,m. By looking at coefficients in
front of such derivatives, one can also extract the dimension of the operator δ∆.
Now, assuming these structures, one can extract the relevant OPE data from the four-
point functions that we computed. However, owing to the degeneracy of the spectrum
at weak coupling, what we can extract is not the OPE data of individual operators, but
a sum of contributions from several operators with identical tree-level quantum numbers.
A convenient way to package the resulting sum is to consider the “generating function”
introduced in [134]:
P[n,m]τ,s ≡
∑
O:[∆,s,n,m]
(dOcppO) eyδ∆ . (10.28)
Here y is the expansion parameter of the generating function that we introduced and the
sum is over all the single-trace operators with the tree-level quantum numbers [∆, s, n,m]:
τ is the (tree-level) twist of the operator defined by τ = ∆− s and n and m are the SO(6)
Dynkin labels
[q1, p, q2] = [n−m, 2m,n−m] . (10.29)
The expansion of P at weak coupling contains the perturbative OPE data which appear in
(10.25) and (10.27):
P = (dOcppO)|O(g0) + (dOcppO)|O(g2) + (dOcppO)|O(g0) × δ∆|O(g2) × y + · · · . (10.30)
Integrability prediction To compare the perturbative result with the result from inte-
grability, we need to compute dOcppO, or more precisely the generating function P[n,m]τ,s , from
integrability. For dO, we simply use our asymptotic formula (8.8). On the other hand,
the single-trace structure constant cppO can be computed from the hexagon approach [134].
Applying the formula in [134] to our case, we obtain
(
cppOu,v,w
)2
=
〈v|v〉2∏Mk=1 µ(uk)
〈u|u〉∏i<j S0(ui, uj)A2 with v = w , (10.31)
with
A =
∏
i<j
h(ui, uj)
∑
α∪α¯=u
(−1)|α¯|
∏
j∈α¯
T (uj)e
ip(uj)L/2
∏
ui∈α,uj∈α¯
1
h(ui, uj)
. (10.32)
Here h(u, v) is the hexagon form factor, µ is the measure factor while T (u) is the fundamental
su(2|2) transfer matrix103. For more detailed definitions, see [134].
As indicated in (10.31), cppOu,v,w vanishes unless the selection rule v = w is satisfied. On
the other hand, dOu,v,w is conjectured to vanish unless v = w(≡ −w). Combining the two
selection rules, we reach the conclusion that a given operator Ou,v,w can appear in the OPE
103In [134], T (u) is denoted by f(u). However, as was already noted there, f(u) is nothing but the
fundamental su(2|2) transfer matrix.
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expansion only when all the sets of roots are parity-symmetric by themselves and the roots
on the left and the right wings coincide:
u = u , v = v = w = w . (10.33)
This strong selection rule on the OPE is a clear spacetime implication of the worldsheet inte-
grability, which is beyond the scope of the standard representation theory of superconformal
algebra. This also suggests that the four-point function of two determinants and two BPS
single-trace operators is a nice and simple object which deserves a further study—perhaps
even simpler than the four-point functions of four BPS single-trace operators.
Result Using the methods outlined above, we computed the generating function P both
from the OPE expansion of the perturbative data and from integrability. To generate the
prediction from integrability, we first used the Q-system code in [178] to obtain the tree-
level Bethe roots (see Appendix N.1 for details of the procedure), computed the one-loop
corrections to them, and then plugged them in our asymptotic formulae. When doing so,
there are two small points that one has to take into account:
1. The OPE data P[n,m]s is given in terms of the quantum number of the superconfor-
mal primary states. This is not the same as the representative in the SL(2) grading
discussed in section 8. Because of this, we need to modify the relation between the
quantum numbers and the number of Bethe roots slightly in the following way:
s = M −Kv1 −Kv3 − 2 , n =
L
2
+Kv3 −Kv2 − 1 , m =
L
2
+Kv2 −Kv1 − 1 . (10.34)
Here the numbers in red are the required shifts.
2. Our integrability formulae for dO and cppO contain square roots and therefore can
produce sign ambiguities. To resolve this, we first rewrote a product dOcppO slightly
and eliminated the square roots (see Appendix N.2 for an explicit expression), and
then evaluate the resulting expression. In this way, the answer is unambiguous.
For the actual comparison, we considered the expansion of G{4,4} and extracted the
single-trace OPE data up to twist 6. The result is summarized in Table 1. As shown there,
in all the cases we tested, the integrability predictions were in agreement with the OPE
data104. Note that we did not test all the numbers in the table since the computation on the
104Precisely speaking, we found some sign mismatches for the rows of P[0,0]4,s and P
[1,1]
6,s even after resolving
the square roots. They are just overall factors and the results are in perfect agreement once we fix the
signs for the tree-level data. There can be several sources of this sign mismatch: First, there might be some
subtlety that we missed when we resolved the square root ambiguity in the formulae. Second the overall
signs might come from the integrability prediction for cppO rather than dO since the overall signs for the
hexagon approach were never tested extensively. (See for instance [153] for a potential sign issue in the
hexagon formalism.) Third, fixing the overall sign of the structure constant is rather nontrivial even on
the field-theory side since changing the signs of the operators does not modify the two-point function but
modifies the three-point function. It would definitely be desirable to understand this point further, but we
will postpone it to future investigations.
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integrability side—in particular solving the Bethe equation and finding all the solutions—is
computationally costly even with the help of the Q-system method. It would be certainly
interesting to push the integrability computation further and check more data. Nevertheless
we should emphasize the current result already provides extensive tests of our formula in
higher-rank sectors and provide strong support for our conjecture.
One interesting outcome of our analysis is that the OPE data for P[1,0]4,s , P
[1,0]
6,s , and P
[2,1]
6,s
are all zero although they are allowed from the representation theory of the superconformal
symmetry. On the integrability side, this is due to the absence of Bethe roots satisfying
the selection rule. This is another manifestation of the hidden simplicity of the four-point
functions of two determinants and two single-traces.
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Table 1: The result for the generating function P[n,m]τ,s up to one loop, extracted from G{4,4}. The quantum numbers τ , s, n,
and m are for the top components of the superconformal multiplet. To read off the quantum number for the representatives
in the SL(2) sector, one has to shift the spin by 2; s → s + 2. We colored the numbers checked against integrability and the
generating functions in red correspond to the SL(2) sector. We found that P[1,0]4,s , P
[1,0]
6,s , and P
[2,1]
6,s are all zero both from the OPE
and integrability.
s 0 2 4 6
P[0,0]2,s 13 − 4g2 + 4g2y 135 − 205441g2 + 1021g2y 1462 − 110627225g2 + 7165g2y 16435 − 143800574509004500g2 + 761225225g2y
P[0,0]4,s − 130 + 725g2 − 25g2y − 1378 + 1277938g2 − 263g2y − 15148 + 18652208492g2 − 1429g2y − 172930 + 24471590976100g2 − 212155g2y
P[1,1]4,s −15 + 0× g2 + 0× g2y − 163 + 0× g2 + 0× g2y − 1858 + 0× g2 + 0× g2y − 112155 + 0× g2 + 0× g2y
P[0,0]6,s 1105 − 2182205g2 + 435g2y 1660 − 306071633500g2 + 1014950g2y 210725 − 17641288967635067500g2 + 94193378375g2y 150388 − 17016154975598385949520g2 + 854926453700g2y
P[1,1]6,s 235 − 25g2 + 25g2y 1110 − 5215445g2 + 16165g2y 43575 − 10909760500g2 + 432925g2y 18398 − 44150792556060500g2 + 10156525g2y
P[2,0]6,s − 115 + 23g2 − 23g2y − 177 + 5213267g2 − 1699g2y − 1585 + 10909456300g2 − 431755g2y − 210659 + 1471693511212100g2 − 10133915g2y
P[2,2]6,s 47 − 4g2 + 4g2y 111 − 10421089g2 + 3233g2y 8715 − 1090976050g2 + 86585g2y 54199 − 441507925560605g2 + 20211305g2y
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10.4 Two-loop four-point functions: dressing phase and large spin
We now perform a nontrivial test of the boundary dressing phase σB computed in section
7.4. Since its weak-coupling expansion starts at two loops, we need two-loop perturbative
data. Computing the two-loop four-point function directly from perturbation is quite a
laborious task. Fortunately, for the length-2 BPS single-trace operators—also known as 20′
operators—we succeeded in computing the four-point functions using the idea of bootstrap,
namely by imposing the consistency under the OPE expansion and determining the final
answer without direct computations.
Bootstrap method The method employs a combination of several different techniques,
details of which are explained in Appendix P. First, we used the Lagrangian insertion ap-
proach [175] and the superconformal Ward identity to write down an allowed form of the
integrand at two loops, up to two unfixed constants c1,2. As a result, the four-point function
can be expressed as
G
(2)
{2,2} =R˜1234(d12)
N−2 [(c1zz¯ + c2(1− z)(1− z¯) + c2)(F (1))2
+4c2F
(2)
z + 2(c1 + c2)F
(2)
1−z + 4c2F
(2)
z
z−1
]
.
(10.35)
Here F (2)’s are two-loop conformal integrals and R˜1234 is a prefactor dictated by the super-
conformal Ward identity (see Appendix P for explicit expressions).
We then analyze the resulting four-point function in the 12→ 34 channel. As a natural
extension of (10.27), we expect that the two-loop four-point function can be expanded as105
G
(2)
{2,2} =
∑
O
[
(dOc22O)|O(g4) ×F∆0,s,n,m + (dOc22O)|O(g2) δ∆|O(g2) × ∂∆0F∆0,s,n,m
+ (dOc22O)|O(g0) δ∆|O(g4) ∂∆0F∆0,s,n,m + (dOc22O)|O(g0)
(
δ∆|O(g2)
)2
2
∂2∆0F∆0,s,n,m
 .
All but the first term in the sum are given by the lower loop data or the anomalous dimensions
which we already know. Therefore, by imposing that these terms are correctly reproduced,
we can constrain the structure of the four-point function. As a result we get c2 = 1.
We still need to determine c1. This can be done by analyzing the OPE in a different
channel 23 → 14. In this channel, the exchanged operators correspond to open spin chains
attached to a determinant operator106 (to be denoted by Oopen), which were studied in [20].
Also in this channel, the four-point function can be expanded in a similar manner and
we imposed that the second derivative term of the operator with the lowest dimension is
correctly reproduced:
G
(2)
{2,2} ⊃
(
c20′DOopen
)2∣∣∣
O(g0)
(
δ∆Oopen |O(g2)
)2
2
∂2∆0F∆0,s,n,m . (10.36)
105Here we omitted writing the double-trace contributions.
106More precisely, the ones that are relevant for this analysis are the operators attached to the Z = 0 Giant
Graviton.
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Table 2: Products of structure constants dOc22O for spin S twist-2 operators O2,S. As shown
below, the results are completely rational in contrast to the OPE data for the single-trace
four-point functions given in Table 1 of [179]. (See also [180]).
S dO2,Sc22O2,S
2 1
3
− 4g2 + 56g4
4 1
35
− 205g2
441
+ 73306g
4
9261
6 1
462
− 1106g2
27225
+ 826643623g
4
1078110000
8 1
6435
− 14380057g2
4509004500
+ 2748342985341731g
4
42652702617525000
10 1
92378
− 3313402433g2
13995964873800
+ 156422034186391633909g
4
31100584702491617040000
To impose this condition, we need to know the anomalous dimension of the open spin-chain
operator δ∆Oopen |O(g2), and its structure constant with the 20′ operator and the determinant
operator, c20′DOopen . As for the anomalous dimension, we used the result in [20] while the
structure constant was read off by performing the same OPE expansion for the one-loop
four-point function G
(1)
{2,2}. As a result we could determine c1 to be c1 = −1.
OPE expansion and comparison We then performed the OPE expansion of the result-
ing four-point function and extracted the two-loop OPE coefficients (dOc22O)|O(g4). We in
particular focused on the structure constants of the length-2 operators in SL(2) sector, also
known as the twist-2 operators, since other OPE data are contaminated by the double-trace
contributions. One benefit of studying the twist-2 operators is the absence of the degener-
acy; there is only one supermultiplet for a given spin S. Thus the expansion gives a single
structure constant not a sum of many. The result of the analysis is summarized in Table 2.
We then computed the same combination (dOc22O)|O(g4) from our asymptotic formula
and the hexagon approach. As compared to the tree-level and the one-loop computations
discussed above, there are two new ingredients; at two loops, the boundary dressing phase σB
starts to give a nontrivial contribution proportional to a zeta function, ζ3. In addition, the
result from the hexagon approach receives a correction from the so-called bottom wrapping,
which gives a sum of a rational number and a term proportional to ζ3 (see [179] for further
explanations). Remarkably, the terms proportional to ζ3 completely cancel out making the
final result in complete agreement with the numbers in Table 2, which are purely rational.
Curious numerology The absence of terms proportional to ζ3 is utterly unexpected since
the four-point function of 20′’s, which was studied in [179], does contain such terms in
contrast to the one discussed above. This is another evidence for the hidden simplicity of
the four-point functions with two determinant operators.
As it turns out, a further inspection reveals a more interesting pattern of the OPE
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Table 3: Length-stripped structure constants
(
dO2,S/2
)2
computed from integrability. The
numbers colored in black coincide with the asymptotic hexagon formula while the numbers
colored in red coincide with the bottom wrapping corrections.
S
(
dO2,S/2
)2
2 1
6
− 2g2 + 28g4 − g412ζ3
4 1
70
− 205g2
882
+ 36653g
4
9261
− g4 (10
7
ζ3 +
1
6
)
6 1
924
− 553g2
27225
+ 826643623g
4
2156220000
− g4 ( 7
55
ζ3 +
199
7920
)
8 1
12870
− 14380057g2
9018009000
+ 2748342985341731g
4
85305405235050000
− g4 ( 761
75075
ζ3 +
1721
655200
)
10 1
184756
− 3313402433g2
27991929747600
+ 156422034186391633909g
4
62201169404983234080000
− g4 ( 671
881790
ζ3 +
578887
2461415040
)
data. As mentioned above, the two-loop structure constants of two 20′ and a twist-2 spin
S operator c22O2,S are given by a sum of the asymptotic hexagon formula (10.31) and the
bottom wrapping correction,
c22O2,S = Hasympt + Hbottom . (10.37)
Comparing this with the structure constants with the determinant operators dO2,S , we ob-
served an interesting relation (see also Table 3)
dO2,S = 2(Hasympt − Hbottom) . (10.38)
Namely dO2,S is twice the asymptotic hexagon minus the bottom wrapping! This is basically
the origin of the absence of the ζ3 terms in the OPE data dO2,Sc22O2,S .
The relation (10.38) is surprising from the integrability point of view. The left hand side
dO2,S is given purely by the asymptotic formula without any contributions from the mirror
particles. By contrast, the right hand side contains a contribution from mirror particles and
is given in terms of integrals. If this relation persists at finite coupling, this would suggest
that there should be a simple way to resum (at least a part of) wrapping corrections to the
hexagon approach. In view of this, it is quite interesting to compute the structure constant
at three loops and see if such a relation still holds107.
Large spin limit The relation (10.38) also allows us to write dO2,S in terms of harmonic
sums, using the harmonic-sum representation of the single-trace structure constants [181]
and the bottom wrapping [55]. (The details can be found in Appendix Q.) This provides an
107We should however warn the readers that such a relation does not seem to exist for operators with higher
twists. (This can be seen already at tree level and one loop.) Thus, pessimistically, one might think that
this is merely a coincidence. However, one could also be optimistic and hope that the twist-2 operators are
somewhat special and the relation extends to finite coupling.
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expression analytic in spin and makes it straightforward to take the large spin limit. As a
result, we found
log
[
dO2,S
dO2,S
∣∣
tree
]
=− 2g2 [2 log 2 log S ′ + ζ2]
+ 8g4
[(
ζ2 log 2 +
9
2
ζ3
)
logS ′ +
4
5
(ζ2)
2 +
3
2
ζ3 log 2
]
+O(1/S) ,
(10.39)
with logS ′ ≡ logS + γE. Importantly, the result does not contain a term proportional to
(logS)2. This is in stark contrast to the structure constant of a twist 2 operator and two
20′ operators, which contains a term proportional to (logS)k at k loops.
Physically, this seems to be related to the absence of the level crossing [182]: In the case
of single-trace structure constants [105], the (logS)k terms get resummed into a Gamma
function108
c22O2,S ∼ Γ
(
1− γ
2
)
, (10.40)
which produces poles of the structure constants at finite coupling. As discussed in [182], the
existence of such poles is an indication of the level crossing between the twist 2 operator
and double-trace operators made out of external single-trace operators. On the other hand,
we do not expect such a level crossing to happen in our set up since the external operators
are determinants and are always much heavier than the single-trace operators. From this
perspective, it seems plausible that higher powers of logS will be absent at higher loops as
well. It would be interesting to verify this from integrability.
Also, if what we said is really correct, then it would be quite interesting to determine the
O(logS) and O(1) coefficients at finite ’t Hooft coupling using integrability,
log
[
dO2,S
dO2,S
∣∣
tree
]
= f(g) logS ′ + f˜(g) +O(1/S) . (10.41)
These coefficients are the analogues of the cusp anomalous dimension [183] for the structure
constant, and would provide quantities which interpolate the weak-coupling and the strong-
coupling physics.
10.5 Dressing phase at strong coupling
The boundary dressing phase can also be tested at strong coupling.
For this purpose, we consider the symmetric configuration of the twisted translated frame,
in which the two determinants are at a1 = +1 and a2 = −1 and the single-trace operator is
sitting at the origin. We furthermore assume for now that the single-trace operator is BPS.
In the global AdS, which is dual to the radial quantization of N = 4 SYM, this corresponds
to a point-like string propagating from τ = −∞ and terminating at τ = 0 at the geodesics
of Giant Gravitons (see figure 30).
108γ is the anomalous dimension of the twist−2 operator which scales as logS in the large spin limit.
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Prediction from worldsheet Now, to read off the boundary dressing phase, we then an-
alyze this classical worldsheet configuration from the mirror channel and study the reflection
of a solitonic excitation off the boundary. As in the analysis in [102], one can read off the
reflection phase from the time delay of the classical solution describing the reflection pro-
cess. One important difference from the standard analysis is that, since we are considering a
reflection process in the mirror channel, we need to consider a mirror giant magnon instead
of the standard giant magnon solutions. While a solution describing a single mirror giant
magnon was studied in [184], a solution describing a reflection of a mirror giant magnon was
never discussed in the literature. Nevertheless, one can predict the relevant phase factor
without constructing an explicit solution as we explain below:
To be concrete, let us consider the scattering of the excitation transverse to the D-brane
in AdS109. Being transverse to the D-brane, the excitation obeys the Neumann boundary
condition. As was discussed in [102], this allows us to use the “method of images” to relate
a solution describing a reflection process to a solution describing a scattering of two solitons
with momenta −p˜ and p˜ (see figure 34). The relation between the time delay ∆T and the
bulk scattering phase δ reads [102]
∆T =
dp˜1
dE˜1
∂p˜1δ(p˜1, p˜2)
∣∣∣∣
−p˜1=p˜2=p˜
=
dp˜2
dE˜2
∂p˜2δ(p˜1, p˜2)
∣∣∣∣
−p˜1=p˜2=p˜
. (10.42)
On the other hand, the relation between the boundary scattering phase δB(p˜) and the time
delay reads
∆T =
dp˜
dE˜
∂p˜δB(p˜) . (10.43)
Comparing the two, we can express the boundary scattering phase in terms of the bulk
scattering phase as110
δB(p˜) =
1
2
δ(−p˜, p˜) . (10.44)
This relation can be translated to the following simple relation between the scalar factor for
the reflection matrix r0 = e
iδB and the scalar factor for the bulk S-matrix S0 = e
iδ:
(r0(u¯))
2 ' S0(u¯γ, uγ) g →∞ . (10.45)
Note that the arguments of the bulk S-matrix account for the fact that the scattering occurs
in the mirror channel.
Comparison with integrability Let us now check that the relation (10.45) is satisfied
by our solution. When comparing the two, we need to take into account one subtle point: As
discussed in section 7.4, the symmetric configuration corresponds to the minimal boundary
dressing phase σminB (u) rather than the full boundary dressing phase. We thus have
r0(u¯) =
u− i
2
u
σminB (u
γ)
σ(u¯γ, uγ)
. (10.46)
109In the spin-chain language, it amounts to considering a scattering of a transverse derivative D12˙ −D21˙.
110A factor of 1/2 is necessary since the derivative in (10.42) can act on both arguments.
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Figure 34: The method of images for computing the time-delay at strong coupling.
On the other hand, S0(u¯
γ, uγ) reads
S0(u¯
γ, uγ) =
u− i
2
u+ i
2
1
(σ(u¯γ, uγ))2
. (10.47)
At strong coupling, all the factors that are rational in the the rapidities are subleading.
The only possible contributions come from σ and σminB . However, as shown in Appendix G,
σB is simply unity at strong coupling (even in the mirror kinematics). Therefore we conclude
that
(r0(u¯))
2 ' 1
(σ(u¯γ, uγ))2
' S0(u¯γ, uγ) g →∞ , (10.48)
which is in agreement with the prediction (10.45).
11 Conclusion and Future Directions
In this paper, we presented a powerful nonperturbative formalism to compute the three-
point function of two determinant operators and one single-trace operator in N = 4 SYM.
The method is based on integrability and uses the fact that the three-point functions can be
interpreted as the overlaps between the integrable boundary state and the states describing
the single-trace operator. We determined the boundary state and its reflection matrix from
symmetry and integrability, and used them to derive the non-perturbative expressions for
the overlaps both for the ground state and the excited states in the SL(2) sector.
We also introduced two new methods to efficiently compute the correlation functions of
determinant operators at weak coupling. The first one is based on the large N collective
fields, which can be interpreted as the open string field theory on Giant Gravitons, while the
other is based on a judicious use of Wick contractions and combinatorics.
The results in this paper are the first fully nonperturbative proposals on correlation
functions of operators of finite size in contrast to the previous proposals on the single-trace
correlators [55, 56], which are so-far proven to be effective only when the operators are
large [64,65].
However, the quality of the work should be judged not just based on what was achieved,
but based also on whether it opens up new directions or raises interesting physical questions.
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Standing on this viewpoint, below we discuss various potentially interesting questions that
could be addressed with the results and the methods developed in this paper.
Let us first list several immediate questions that could be studied with our method. One
simple computation would be to make predictions for the structure constants at weak cou-
pling and compare them with the perturbative computations. In particular, the computation
at four loops111 is quite interesting since it allows us to see the effect of the wrapping cor-
rections. It would also be interesting to analyze various limits of our formula. For instance
it would be worth studying the structure constant of long operators in the strong coupling
limit, and comparing them with the computations based on the classical string solutions112.
Also interesting would be to perform the numerical computation of the Fredholm deter-
minants and make a plot of the structure constant at finite coupling. For this purpose, it
might be helpful to simplify the formula first by rewriting it in terms of more basic quantities
such as the Q-functions in the quantum spectral curve [194, 195]. At weak coupling, this
is in fact possible as we demonstrate in Appendix R. In any case, the results in this paper
provide a concrete reference point, analogous to the TBA for the spectrum [164, 167–170],
from which one can develop more sophisticated techniques following the path taken in the
study of the spectrum.
It is worth mentioning that the structures similar to the Fredholm determinants were
observed in the study of wrapping corrections to the hexagon formalism [196,197]. Since our
setup shares several features with the hexagon formalism including the underlying symmetry,
it might be interesting to try to draw lessons from our approach.
Using the framework developed in this paper, one can study other observables that
also correspond to the worldsheet g-functions, for instance the correlation functions on the
Coulomb branch [198] and the correlators of a Wilson loop and a single-trace operator [199].
Other possible setups would be one-point functions in the presence of domain-wall defects
discussed in [91–99].
In the case of defect one-point functions, there are a family of integrable boundary states
at weak coupling labelled by the integer k, which counts the worldvolume flux. In our
setup, the analogue will be to consider a higher-point correlator of a single-trace operator
and k(> 2) determinant operators. Although it is unlikely that the boundary state remains
integrable for generic configurations, there might be some special kinematics of higher-point
functions for which integrability is preserved. Finding such integrable higher-point functions
would be extremely interesting since this opens up a possibility of analyzing the higher-point
functions using the well-established TBA framework.
In addition to these immediate questions, there are also other interesting questions which
potentially have deeper physical implications. In what follows, we address them one by one.
111For single-trace correlators, there have been recent developments in computing the four-point functions
perturbatively and extracting the OPE data [185–188]. It would be interesting to see if these approaches
can be generalized to the correlators with determinants.
112Even if it is difficult to compute a relevant classical solution, one might be able to compute the structure
constant directly by using the classical integrability of the worldsheet. See for instance examples in other
set ups [156,189–193].
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Figure 35: The cylinder partition function and the ρ-coordinate. The connected four-point
function of determinant operators is given by the (exponentiated) cylinder partition function.
The length of the cylinder is related to the absolute value of the ρ coordinate, which is defined
in the lower figure. The angle of the ρ coordinate is related to the twist of the boundary
condition eiLθ, where is the L is the spacetime rotation.
11.1 Four-point functions and spacetime physics
It is often said that the correlation functions of local operators in CFT are captured entirely
by the two- and three-point functions. While it is true that every higher-point function can
be decomposed into a product of two- and three-point functions, interesting physics is often
hidden in the higher-point functions in a subtle manner, and cannot be accessed by studying
the individual two- and three-point functions. Below we discuss possibilities of applying our
framework to study the four-point functions and extract interesting physics.
11.1.1 Four-point function = finite cylinder
In the derivation of the g-function, we considered a partition function of a cylinder whose
ends are capped off by the boundary states. Although this was just a trick to use the
thermodynamic Bethe ansatz in this paper, the cylinder partition function actually admits
a concrete spacetime interpretation; namely it corresponds to the four-point function of
determinant operators.
This basically follows from the fact that a single boundary state describes a pair of
determinant operators as we saw in this paper. Thus the cylinder with two boundaries
would correspond to observables involving four determinant operators,
〈D1D2D3D4〉 , (11.1)
where the left boundary is created by the operators D1,2 while the right boundary is created
by the operators D3,4. However, to make this statement more quantitative, we need to
understand how to incorporate the dependence on the cross ratios of the four-point functions
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Figure 36: The phase transition of the geodesic Witten diagrams and the tachyon conden-
sation. If we increase the cross ratio ρρ¯, the original configuration of the geodesic Witten
diagrams become unstable after some point owing to the open string tachyon. As a result
of the tachyon condensation, the D-branes get recombined into different geodesics.
into the cylinder partition function. For this purpose, it is useful to use the so-called ρ-
coordinates in CFT [200]. In terms of the ρ-coordinates, the operators D1,2 are on a circle of
radius
√
ρρ¯ while the other two operators D3,4 are on the unit circle (see figure 35). Recalling
the fact that the length of the cylinder R is conjugate to the Hamiltonian in the closed string
channel, which in our setup is the spacetime dilatation, it is natural to identify the length
with − log ρρ¯; the amount of the dilatation one needs to perform in order to map one circle
to the other.
On the other hand, the angle of ρ, e2iθ ≡ ρ/ρ¯, can be incorporated by “rotating” one
of the boundary states relative to the other. At the level of the (diagonalized) reflection
matrix, this would correspond to multiplying phase factors113 to the right reflection matrix
as was shown in an analogous case of the cusped Wilson loop in [101,102].
Thus, to summarize, we expect that the four-point function corresponds to a cylinder
partition function of finite length where the circumference of the cylinder determines the
R-charge of the exchanged operator while the length and the rotation angle encode the
conformal cross ratios.
Unfortunately this does not immediately tell us how to compute the full four-point func-
tions with generic conformal cross ratios since the computation of the partition function of
a cylinder is tractable only when one of the lengths becomes large. Nevertheless, this does
provide a way to analyze various physically interesting limits as we see below.
11.1.2 D-brane recombination and Hagedorn behavior
One simple limit of the cylinder partition function is the limit in which the length R =
− log ρρ¯ becomes large, namely ρρ¯  1. This is precisely the limit discussed in this paper,
which is the OPE limit of the four-point function. On the AdS side, this corresponds to a pair
geodesics of D-branes, one between D1,2 and the other between D3,4, which are connected
by a long thin tube of closed string worldsheet, as shown in figure 36.
As we increase ρρ¯, these two geodesics come closer and eventually get recombined into
113One can also perform a similar rotation for the R-symmetry, which also results in the multiplication of
some phase factors.
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Figure 37: The cylinder partition function in two different limits. When ρρ¯ is small (as in
the left figure), we can study the four-point function by applying the TBA in the mirror
channel. This is nothing but the OPE limit and is precisely what is done in this paper.
On the other hand, when ρρ¯ is large (as in the right figure), the behavior of the four-point
function can be studied by applying the TBA in the physical channel.
yet another pair of geodesics, which now connect D2 and D3, and D1 and D4. From the
spacetime point of view, this is basically the phase transition between two geodesic Witten
diagrams and is analogous to what is known to happen for the entanglement entropy for
disjoint intervals in the large c 2d CFT (see for instance [201,202]).
This phase transition admits an interesting interpretation on the worldsheet. Let us first
consider it from the closed string point of view. In the closed string channel, the length of
the cylinder R = − log ρρ¯ plays the role of the inverse temperature β, and increasing ρρ¯
would correspond to increasing the temperature. We then expect that, at some value of ρρ¯,
the partition function would stop converging due to the Hagedorn growth of states as is the
case with the standard torus partition function [203]. On the other hand, in the open string
channel, this divergence would be associated with the emergence of tachyons in the spectrum
of open string. Past this point, the tachyons will get condensed and transform the original
D-brane configurations to a new configuration. This is precisely the phase transition114 that
we discussed above.
In order to address these questions using integrability, one needs to study the cylinder
partition function in a region where the length − log ρρ¯ is small. As mentioned above,
computing the partition function at small length is generically hard. However, things will
become tractable if we send the other length L to be very large. This was indeed the
strategy employed in the recent analysis of the Hagedorn temperature of the torus partition
function [205, 206], and we expect that the same would work also in our setup. Namely the
idea is to analyze a cylinder whose circumference L is very large and a length R is small
(or finite) by applying the TBA to the physical channel (see figure 37). This would tell us
the spectrum of the (mirror) open string sector thereby allowing us to see the tachyons and
analyze the Hagedorn behavior.
In the setup of [205,206], the “configuration” after the tachyon condensation is the AdS
black hole geometry to which the integrability machineries would not be applicable. On the
114Precisely speaking, the phase transition could also be first order. In that case, the new configuration
starts to dominate before the tachyons show up in the original configuration. It would be interesting to figure
out which is the case by performing the explicit weak-coupling computations as was done for the transition
of the thermal partition function [204].
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Figure 38: The Regge limit of the four-point function and the cylinder partition function.
From the worldsheet point of view, the Regge limit corresponds to the limit in which the
twist angle goes to i∞.
other hand, in our setup, the configuration after the tachyon condensation is still given by
Giant Gravitons in AdS. Therefore it might be possible to perform more detailed analysis
of the condensation process with the help of integrability. We should also mention that the
tachyon spectrum was analyzed in a different context in [31], but the advantage in our setup
is that we have a better idea about what happens after the tachyon condensation.
11.1.3 Regge and BFKL limit, and light-ray operators
Regge and BFKL There are also other limits of four-point functions which can potentially
be studied within the TBA framework. One such limit is the Regge limit, which corresponds
to a large boost limit of the operators D1,2 relative to D3,4. In terms of the cylinder partition
function, this simply corresponds to sending the rotation angle θ to i∞ (see figure 38).
Applying our methods to this limit, we might be able to extract the spectrum and the OPE
coefficients of pomerons. It would also be possible to apply the TBA in the physical channel
to directly explore the behavior of the four-point function in this limit.
Note also that a similar limit was discussed in the context of the cusped Wilson loop
[101, 102]. In that case, the limit corresponds to a cusp of lightlike Wilson loops, whose
anomalous dimension is given by the well-known Γcusp [183]. It might be interesting to
compare it with the setup described above and try to find a possible connection.
From the integrability point of view, the rotation by θ corresponds to twisting a boundary
condition. It is then interesting to consider an analogue of the “fishnet” limit [207–210];
namely the double-scaling limit in which the twist angle goes to i∞ while λ goes to zero
keeping a product λe−iθ fixed. In our setup, this would correspond to the famous BFKL
limit. Much like the fishnet limit, the BFKL limit is governed by the ladder diagrams and
it would be interesting to generalize the computation to include the determinant operators
and compare it with the integrability predictions.
Light-ray operators and inversion formula Another potentially interesting future di-
rection would be to study the light-ray operators [211]. The light-ray operator is defined by
fusing two operators O1 and O2 and performing the Lorentzian integral transform. At the
level of four-point functions, this amounts to performing a certain integral transformation for
the conformal cross ratios, which coincides with the Lorentzian inversion formula [212]. It
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Figure 39: The bulk-point limit and the cylinder partition function. The bulk-point limit
corresponds to taking the length of the cylinder to be −2pii. This is similar to the situation
studied in the context of the Loschmidt echo [215–217].
would be interesting to apply it to the cylinder partition function and see if one can directly
extract the CFT data for the light-ray operators.
An advantage of using the light-ray operators and the Lorentzian inversion formula is
that it allows us to perform the analytic continuation in spin from first principles. As for the
spectrum, the analytic continuation in spin was achieved already by the use of the quantum
spectral curve [213], but the application of the light-ray operator to the cylinder partition
function would put the results on a firmer ground, and also allow us to extract the OPE
coefficients as well.
11.1.4 Bulk-point limit and Loschmidt echo
Yet another interesting limit is the so-called bulk-point limit [214]. In terms of the ρ-
coordinates, it is defined as a limit
ρ ∼ eipieiθ , ρ¯ ∼ eipie−iθ . (11.2)
In this limit, there is a point in the bulk of AdS which are lightlike separated from the oper-
ator insertion points. Therefore, in the strong coupling limit where we expect to recover the
local physics in AdS, this four-point function is expected to exhibit an enhanced singularity.
In terms of the cylinder partition function, this limit corresponds to taking the length of
the cylinder to be −2ipi, which is imaginary and finite. As is the case with the Hagedorn
transition, we expect that the singular behavior in this limit can be captured by applying
the TBA in the physical channel, instead of the mirror channel TBA used in this paper (see
figure 39).
In the physical channel, setting the length to be −2ipi would correspond to analytically
continuing the temperature to be imaginary. Interestingly, a similar analytic continuation
of TBA was analyzed recently in a completely different context: In [217], they analyzed the
quantity called the Loschmidt echo in integrable spin chains, which is defined as a return
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probability of some initial state |Ψ〉
G(t) ≡ 〈Ψ|e
−iHt|Ψ〉
〈Ψ|Ψ〉 . (11.3)
In generic quantum field theories, the Loschmidt echo is expected to provide access to various
interesting physical phenomena such as chaos, scrambling and the random matrix behavior.
Some of these features will be lost if the theory is integrable, but it still provides a simple
nonequilibrium observable.
In particular, if one uses an integrable boundary state as the initial state |Ψ〉, the compu-
tation boils down to evaluating the analytically continued cylinder partition function using
the TBA analysis, as was shown in [217]. The most interesting outcome of their analysis is
a non-analytic behavior in time which is induced by the competitions of two different TBA
saddle points. We expect that a similar non-analytic behavior will be observed also in our
setup and it can potentially explain various spacetime singularities including the bulk-point
singularity mentioned above.
We should also note that the four-point function discussed above is not an ideal setup
for probing the bulk-point singularity since, in the same kinematical configuration, there can
also be boundary singularities which come from points on the boundary lightlike separated
from all the operators. In order to isolate the bulk singularity, we need to study the six-
point function [214]. From this point of view, it is extremely interesting to see if there is an
integrable boundary state created by three determinant operators as was mentioned already
above. If the answer is positive, we can then study the six-point function using the cylinder
partition function and take the bulk-point limit.
11.2 Application of collective fields
There are also interesting questions one can ask regarding our collective field approach to
the determinant operators.
11.2.1 Other operators and other theories
Baryonic operators in other theories One interesting possibility is to generalize our
idea of collective fields to baryonic operators in other theories, such as the Chern-Simons
vector models in three dimensions. The spectrum of the baryonic operators in the large
N limit was computed already [218, 219], but it would be interesting to understand the
small deformations of the baryonic operators and also their structure constants. It would
also be interesting to study baryonic operators in the SYK model [220, 221] and the tensor
models [222,223].
Bubbling geometry Also interesting would be to analyze the operators of size O(N2),
which correspond to the so-called bubbling geometry [224]. The simplest way to obtain such
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Figure 40: The three-point function of the bubbling geometries and the corresponding ρ field.
Each operator insertion modifies the geometry near the AdS boundary. The full geometry
is expected to be a nontrivial connected geometry connecting three asymptotic regions. The
ρ field is now a huge matrix with a block structure where each block is of O(N). We expect
that there is a relation among the expectation value of the off-diagonal block, the correlation
between two operators and the connectedness of the dual geometry.
an operator would be to take N -th product of determinant operators inserted at the same
position:
B = (detZ)N . (11.4)
Since they are just a product of determinant operators, one can use the same trick to recast
the correlators of B’s into an effective theory of ρ variables. The difference from the analysis
in this paper is that the size of the ρ-matrix now becomes of O(N). This certainly makes
the computation—in particular the fluctuation around the saddle point—more complicated
but we expect that the main qualitative features discussed in section 3 are still the same:
Namely whenever there are correlations between two operators, the corresponding ρ variable
will acquire a nonzero expectation value. See also figure 40. It would be interesting to study
such correlators in more details using the ρ variables and try to relate them to the topology
of the dual spacetime [225, 226]. It would also be interesting to generalize and apply our
method to the so-called fermi liquid operators discussed in [227,228], which were conjectured
to be dual to the 1/16 BPS black holes.
11.2.2 Towards a full-fledged open-closed-open duality
In section 3, we discussed the relation between our approach and the open-closed-open
duality discussed by Gopakumar. We should however note that the result is still far from
being called “duality” since they only capture a small subset of observables in N = 4 SYM
and the computations are mainly done at tree level.
To explain a potential route to make it into a full-fledged duality, let us consider a field
theory of a single real scalar in the adjoint of U(N) group,
Z =
∫
DΦ exp
[
−
∫
ddx
1
2
tr [∂µΦ∂
µΦ] + tr [V (Φ)]
]
, (11.5)
where V (Φ) is some polynomial potential. One way to apply our trick would be to ap-
proximate the polynomial potential V (Φ) by multiple insertions of determinant operators
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det(1− zΦ). Written explicitly, we consider the insertion of the following operators into the
Gaussian path integral of Φ:
∏
x
M∏
k=1
det(1− zkΦ(x)) ∼ exp
[∫
ddx
∑
k
tr log(1− zkΦ(x))
]
= exp
[
−
∫
ddx
M∑
k=1
tr
[
V˜ (Φ(x))
]]
.
(11.6)
Here
∏
x denotes the insertion of the operators at every spacetime point and the approxi-
mated potential V˜ is given by
V˜ (Φ) ≡
∑
n
cnΦ
n , cn ≡
M∑
k=1
(zk)
n
n
. (11.7)
By increasing M , one can in principle approximate any polynomial potential V . We can
then use our trick to rewrite the path integral into a path integral of ρ fields. As a result
of rewriting, the ρ field now becomes a bilocal field of spacetime points ρ(x, y), and it also
carries a M ×M matrix structure115.
Since this rewriting converts the standard field theory into a somewhat peculiar bilocal
field theory, it is unclear if this is useful for any practical computation. However, there is
one conceptually interesting point in this rewriting. As was the case with the analysis in
section 3, we expect that ρ(x, y) acquires a nontrivial expectation value whenever there is
a nontrivial correlation between the two points. In this sense, this rewriting allows us to
convert a standard field theory into a field theory whose fundamental variable is a correlation
of the original theory. This may have some interesting implications for holography and the
entanglement structure of the field theory [231].
11.3 Closed string from ghost D-brane
In section 3.5, we briefly described how to obtain the correlator of single-trace operators
from the correlator of determinant operators. The strategy is to either use the replica trick
or consider the ratio
tr
(
1
x− Z
)
= ∂x′
det(x′ − Z)
det(x− Z)
∣∣∣∣
x′=x
. (11.8)
It would be interesting to see if this trick allows us to relate the integrable structure found
in this paper and the hexagon formalism for the single-trace three-point function [55]. For
this purpose, we need to generalize our analysis to a one-parameter family of determinant
operators det(x−Z). Unfortunately, the preliminary analysis shows that these determinant
operators do not correspond to integrable boundary states. This however does not exclude
the existence of a more general integrable structure which encompasses both the integrable
boundary and the hexagon formalism; we know that the hexagon form factor is not an
integrable boundary state but nevertheless has a nice factorized structure.
115Related ideas were discussed in interesting papers [229,230].
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On the string-theory side, the ratio of determinants in (11.8) corresponds to a system
of a D-brane and a ghost D-brane (to be denoted by the D/D-system). From this point of
view, the relation (11.8) can be understood as a mechanism of realizing a perturbative closed
string state from the D/D-system. An interesting question is whether something similar can
be realized in string theory in flat space. More specifically, the relation implies a certain
mapping between a space of exactly marginal boundary deformations of the D/D-system
and the BRST cohomology of closed string states. It would be interesting to prove/disprove
this statement. One can also address this question using string field theory since the solution
corresponding to a ghost D-brane was constructed in [232].
11.4 g-functions in 2d QFT
The analysis of this paper relies on the TBA-approach to the exact g-functions in integrable
quantum field theories. Although we successfully applied the approach to our problem,
there is still room for improvements. For instance, although the Fredholm determinants give
a nonperturbative expression for the g-function, it is not necessarily easy to compute them
in general integrable QFTs. In addition, as was pointed out in [81], for general integrable
theories there is some subtlety116 in the application of TBA to g-functions, and it would be
desirable to better understand the formalism.
One possible way of making progress is to analyze the theories with N = (2, 2) supersym-
metry. For such theories, it is likely that g-functions for supersymmetric boundary conditions
are computable using methods based on supersymmetry117. For instance it would be nice to
find an analogue of the CFIV index [238] which is computable both from integrability and
supersymmetry.
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A Action, Feynman rules and integrals
In this appendix, we summarize our convention for the color algebra, the action and the
Feynman rules. It is the same convention as the one in [239], which is equivalent to [240] with
minor modifications. We also summarize relevant integrals which appear in the perturbative
computations.
A.1 Gauge group
The generators in the fundamental representation of the gauge group U(N) are N × N
matrices that obey
tr(TATB) =
δAB
2
, [TA, TB] = ifABCTC , (A.1)
fACDfBCD =
{
NδAB if A,B 6= N2
0 otherwise
, (TA)ab(T
A)cd =
1
2
δadδ
c
b , (A.2)
with A = 1, . . . , N2 and TN
2
:= I/
√
2N . The identities relevant to this paper follow straight-
forwardly, with the exception of (B.17) below which needs
fAA1A2fAA3A4(TA1)a1b1(T
A2)a2b2(T
A3)a3b3(T
A4)a4b4 (A.3)
=
1
8
(−δa1b2 δa2b3 δa3b4 δa4b1 + δa1b2 δa2b4 δa3b1 δa4b3 + δa1b3 δa2b1 δa3b4 δa4b2 − δa1b4 δa2b1 δa3b2 δa4b3 ) .
The proof of this uses the second formula in (A.1) to create pairs of matrices with the same
color index
fAA1A2fAA3A4(TA1)a1b1(T
A2)a2b2(T
A3)a3b3(T
A4)a4b4 =
[
TA2 , TA
]a1
b1
(TA2)a2b2
[
TA, TA4
]a3
b3
(TA4)a4b4 ,
(A.4)
and the repeated application of the second formula in (A.2).
A.2 Action and propagators
The action of N = 4 SYM (in the Euclidean signature) is given by
S =
1
g2YM
∫
d4x L , (A.5)
L = tr
[
− [Dµ, Dν ]
2
2
+ (DµΦ
I)2 +
[ΦI ,ΦJ ]2
2
+ iΨ¯ΓµDµΨ + Ψ¯Γ
I [ΦI ,Ψ] + ∂
µc¯Dµc+ (∂µA
µ)2
]
,
where Dµ ≡ ∂µ − i[Aµ, •] while c and c¯ are the BRST ghosts. ΓA = (Γµ,ΓI) are the Dirac
matrices in ten dimensions which are normalized as follows:
Tr
(
ΓAΓB
)
= 16δAB . (A.6)
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From this action, one can read off the propagators of the individual fields. For instance,
for the gauge field and the scalar field, we have
〈(Aµ)ab(x)(Aν)cd(y)〉 = g
2
YMδ
a
dδ
c
b
8pi2
δµν
|x− y|2 ,
〈(ΦI)ab(x)(ΦJ)cd(y)〉 = g
2
YMδ
a
dδ
c
b
8pi2
δIJ
|x− y|2 .
(A.7)
A.3 Toolkit for perturbative computations
Conformal integrals The basic building blocks for the perturbative computation at one
loop are the conformal integrals. In particular, the most fundamental is the four-point
conformal integral defined by
F (1)(z, z¯) ≡ x
2
13x
2
24
pi2
∫
d4x5
x215x
2
25x
2
35x
2
45
=
2Li2(z)− Li2(z¯) + log zz¯ log 1−z1−z¯
z − z¯ . (A.8)
It satisfies the following relations:
F (1)(1− z, 1− z¯) = F (1)(z, z¯) , F (1)
(
1
z
,
1
z¯
)
= zz¯F (1)(z, z¯) ,
F (1)
(
z
z − 1 ,
z¯
z¯ − 1
)
= F (1)
(
1
1− z ,
1
1− z¯
)
= (1− z)(1− z¯)F (1)(z, z¯) .
(A.9)
Another important building block is the three-point integral,
Y123 =
∫
d4x5
x215x
2
25x
2
35
, (A.10)
which can be obtained by taking the limit of the four-point integral as follows:
Y123 = limx4→∞x24
∫
d4x5
x215x
2
25x
2
35x
2
45
=
pi2F (1)(z′, z¯′)
x213
. (A.11)
Here z′ and z¯′ are defined by
z′z¯′ =
x212
x213
, (1− z′)(1− z¯′) = x
2
23
x213
. (A.12)
One-loop diagrams We now list the planar result for the one-loop diagrams which show
up in our computations. At one loop, the relevant diagrams falls into three different classes;
the self-energy diagram, the gluon exchange diagram and the scalar quartic diagram (see
figure 41). All these diagrams were computed in the literature and we can simply use
the existing results. In what follows, we assume that the end points of the propagtors
are contracted with a scalar field (Yj · Φ)(xj). We also assume that the contractions are
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Figure 41: The self-energy diagram, the gluon exchange diagram and the scalar quartic
diagram.
performed inside a planar diagram and converted the Yang-Mills coupling constant g2YM into
the ’t Hooft coupling g2 by multiplying appropriate factors of N .
The contribution from the self-energy diagram Sij reads
Sij = −4g2
(
log
x12

+ 1
)
d¯ij , (A.13)
where d¯ij ≡ 2g2dij is the tree-level propagator. Similarly, the contributions from the gluon
exchange diagram Gij|kl and the scalar quartic diagram Qijkl are given by
G12|34 =
g2
2
d¯12d¯34F
(1)(z, z¯) (zz¯ − z − z¯) + C[12][34] ,
Q1234 =
g2
2
F (1)(z, z¯)
[
2d¯13d¯24 − (1− z)(1− z¯)d¯23d¯14 − zz¯d¯12d¯34
]
.
(A.14)
Here C[12][34] is defined by
C[12][34] =
g2
2
d¯12d¯34×
(x213 − x223)Y123 − (x214 − x224)Y124 + (x213 − x214)Y134 − (x223 − x224)Y234
pi2
.
(A.15)
To organize the results of the perturbative computations, it is often useful to split the
contribution from the scalar quartic diagram in the following way,
Q1234 = Q
−
1234 + Q
+
1234 , (A.16)
with
Q−1234 =
g2
2
F (1)(z, z¯)zz¯
(
1
α
+
1
α¯
− 1
)
d¯12d¯34 ,
Q+1234 =
g2
2
F (1)(z, z¯)(1− z)(1− z¯)
(
1
1− α +
1
1− α¯ − 1
)
d¯23d¯14 .
(A.17)
This allows us to decompose the quartic interaction into two parts representing different
Wick contractions. See figure 42 for a pictorial explanation.
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Figure 42: The decomposition of the scalar quartic diagram. One can decompose the scalar
quartic diagram into two different Wick contraction patterns.
Corner contribution Other diagrams can be obtained by taking the limit of these basic
diagrams. For instance, the “corner” contribution defined in [241],
c123d¯12d¯23 =
1
4
(
S12d¯23 + d¯12S23
)
+ G12|23 + Q1223 , (A.18)
can be expressed as
c123 =
g2
2
x213 + x
2
23 − 2x213
pi2
Y123 . (A.19)
Using the definition of Y123, one can verify that the corner contribution satisfies the following
identities:
c123 = c321 , c123 + c231 + c312 = 0 . (A.20)
In terms of the corner contributions, C[12][34] can be rewritten as
C[12][34] =
d¯12d¯34
3
[(c312 − c123)− (c412 − c124) + (c134 − c341)− (c234 − c243)] . (A.21)
In the coincident limit, the corner contributions give
cjjk = −g2
(
1 + log
|xjk|

)
, cjkj = 2g
2
(
1 + log
|xjk|

)
. (A.22)
Useful identities Using the results above, one can show various useful relation between
the integrals, which we list below:
G12|21 + Q1221 =− S12d¯12 , (A.23)
2G12|12 + Q1212 =2S12d¯12 , (A.24)
−G21|23 − 1
2
Q2123 +
1
4
(
S12d¯23 + S23d¯12
)
=c123d¯12d¯23 , (A.25)
G13|3ˆ2 + Q133ˆ2 +
1
4
(
S13d¯23ˆ + S23ˆd¯13
)
=c132d¯13d¯23ˆ + g
2
[
y212y
2
33ˆ
+ 2y213y
2
23ˆ
− 2y2
13ˆ
y223
]︸ ︷︷ ︸
= H33ˆ
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×
(
log
x12
x13x23
− 1
)
1
x213x
2
23
. (A.26)
In the last inequality, 3 and 3ˆ denotes the same spacetime points but carry different R-
symmetry polarizations. Note also that the notation y2ij denotes a dot product of the polar-
ization vectors, y2ij ≡ Yi · Yj. As indicated, the prefactor on the right hand side of the last
equality coincides with the action of the Hamiltonian density in the SO(6) sector acting on
the polarizations 3 and 3ˆ. Upon setting 3ˆ = 3, the last equality reduces to
G13|32 + Q1332 +
1
4
(
S13d¯23 + S23d¯13
)
= c132d¯13d¯23 (A.27)
B PCGG in terms of multi-trace operators
In this Appendix we write explicit expressions at finite N for the tree-level and one-loop
part of the PCGG in (4.8).
B.1 Tree level
We derive the expression for the PCGG in terms of multi-trace operators (4.7) by evaluating
G(0)` (x1, x2) ≡
1
(N !)2
(
N
N − `
)2
a1···aN−`c1···c`
b1···bN−`d1...d`a¯1···a¯N−`c¯1···c¯`
b¯1···b¯N−`d¯1...d¯`
× 〈Φ
a1
b1 · · ·ΦaN−`bN−`Φ¯a¯1 b¯1 · · · Φ¯a¯N−` b¯N−`〉0
(g2YMd12/(8pi
2))
N−` Φ
c1
d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` .
(B.1)
First by performing the tree-level Wick contraction, we get
〈Φa1b1 · · ·ΦaN−`bN−`Φ¯a¯1 b¯1 · · · Φ¯a¯N−` b¯N−`〉0
(g2YMd12/(8pi
2))
N−` =
∑
σ∈SN−`
δa1
b¯σ1
· · · δaN−`
b¯σN−`
δa¯1bσ1
· · · δa¯N−`bσN−` , (B.2)
where the sum is over all possible permutations of N − ` elements. Plugging this expression
into (B.1), one finds that different permutations give the same result owing to the anti-
symmetry of the epsilon tensors and therefore we obtain the following expression:
G(0)` (x1, x2) =
(N − `)!
(N !)2
(
N
`
)2
a1···aN−`c1···c`
b1···bN−`d1...d`b1···bN−`c¯1···c¯`
a1···aN−`d¯1...d¯`
× Φc1d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` .
(B.3)
The contracted epsilon tensors that appear in (B.3) can be replaced with anti-symmetric
Kronecker delta’s introduced in [7],
a1···aN−`c1···c`
a1···aN−`d¯1...d¯` = (N − `)! δ[d¯1···d¯`][c1···c`] , (B.4)
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with
δ
[d¯1···d¯`]
[c1···c`] ≡
∑
σ∈S`
(−1)|σ|δd¯1cσ1 · · · δ
d¯`
cσ`
. (B.5)
The identity (B.4) can be shown rather straightforwardly by noticing that both sides are
totally antisymmetric and nonzero if and only if {c1, · · · , c`} and {d¯1, · · · , d¯`} coincide as a
set. The overall coefficient (N − `)! can be read off by specifying the indices to particular
values.
Substituting these expressions to (B.3), we arrive at
G(0)` (x1, x2) =
(N − `)!
(`!)2
∑
σ,ρ∈S`
(−1)|σ|+|ρ|δd¯1cσ1 · · · δ
d¯`
cσ`
δd1c¯ρ1 · · · δ
d`
c¯ρ`
Φc1d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯`
(B.6)
To proceed, we relabel the barred indices as
c¯oldρk = c¯
new
k , d¯
old
ρk
= d¯newk ⇐⇒ c¯oldk = c¯newρ−1k , d¯
old
k = d¯
new
ρ−1k
, (B.7)
and rewrite (B.6) as
G(0)` (x1, x2) =
(N − `)!
(`!)2
∑
σ,ρ∈S`
(−1)|σ|+|ρ|δ
d¯
ρ−11
cσ1
· · · δ
d¯
ρ−1
`
cσ`
δd1c¯1 · · · δd`c¯` Φc1d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯`
=
(N − `)!
`!
∑
σ′∈S`
(−1)|σ′|δd¯1cσ′1 · · · δ
d¯`
cσ′
`︸ ︷︷ ︸
= δ
[d¯1···d¯`]
[c1···c`]
(
ΦΦ¯
)c1
d¯1 · · ·
(
ΦΦ¯
)c`
d¯` . (B.8)
In passing from the first line to the second line, we introduced a new permutation σ′ ≡ σ ◦ ρ
and summed over ρ. As indicated, the summation over σ′ reconstructs the antisymmetric
Kronecker delta and we see that the result is proportional to a subdeterminant of (ΦΦ¯) (see
(3.63)). We then use the generating function of subdeterminants to get118
G(0)` (x1, x2) =(N − `)!(−1)`
∮
dx
2pii
1
xN−`+1
det(x− ΦΦ¯)
=(N − `)!(−1)`
∮
dx
2pii
1
x1−`
exp
[
tr log(1− x−1ΦΦ¯)] . (B.9)
By expanding tr log in powers of x−1, we arrive at the formula in the main text:
G(0)` (x1, x2) = (N − `)!(−1)`
∑
k1,...,k`∑
s sks=`
∏`
m=1
(−tr [(ΦΦ¯)m])km
mkmkm!
. (B.10)
118Here 1 is the identity matrix.
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Figure 43: One-loop corrections to the partially contracted Giant Graviton.
B.2 One loop
In analogy to (4.5), the one-loop partially contracted Giant Graviton of length 2` is
G(1)` (x1, x2) ≡
1
(N !)2
(
N
N − `
)2
a1···aN−`c1···c`
b1···bN−`d1...d`a¯1···a¯N−`c¯1···c¯`
b¯1···b¯N−`d¯1...d¯`
× 〈Φ
a1
b1 · · ·ΦaN−`bN−`Φ¯a¯1 b¯1 · · · Φ¯a¯N−` b¯N−`〉1
(g2YMd12/(8pi
2))
N−` Φ
c1
d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` ,
(B.11)
where 〈 〉1 denotes the one-loop part of the Wick contraction. We rewrite it using (B.4)
and define the tensor M from the contraction of two generalized Kronecker deltas (B.5)
δ
[d1...d`c]
[c¯1...c¯`c¯]
δ
[d¯1...d¯`c¯]
[c1...c`c]
≡ Nδ[d1...d`][c¯1...c¯`] δ
[d¯1...d¯`]
[c1...c`]
+Md1...d`;d¯1...d¯`c¯1...c¯`;c1...c` . (B.12)
There are two ways of dressing the tree-level diagrams with the vertices in figure 41.
One possibility is to construct a tree-level PCGG of length 2` + 2 and insert here one
scalar self-energy, which takes two scalars out and leaves the remaining 2` uncontracted, see
first diagram in figure 43. This contributes with
(N − `− 1)!
((`+ 1)!)2
(`+ 1)2
[
−g
2
YMN
4pi2
(
log
x12

+ 1
)]
(B.13)
×
{[
(N − `)2 − 1] δ[d1...d`][c¯1...c¯`] δ[d¯1...d¯`][c1...c`] − 1NMd1...d`;d¯1...d¯`c¯1...c¯`;c1...c`
}
Φc1d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` .
The factor (` + 1)2 is the number of different pairs ΦΦ¯ that can be chosen out of the ` + 1
pairs in G(0)`+1. The tensor in the second line stems from the contraction of two tensors
δ
[d1...d`d]
[c¯1...c¯`c¯]
δ
[d¯1...d¯`d¯]
[c1...c`c]
(
δcd¯δ
c¯
d −
1
N
δcc¯δdd¯
)
=
[
(N − `)2 − 1] δ[d1...d`][c¯1...c¯`] δ[d¯1...d¯`][c1...c`] − 1NMd1...d`;d¯1...d¯`c¯1...c¯`;c1...c` ,
(B.14)
where one is carried by the tree-level PCGG and the other by the one-loop part of the
self-energy [240,242] 119〈(
ΦI (x1)
)A (
ΦJ (x2)
)B〉
S
= −g4N3δIJ
(
δAB − δAN2δBN2
) 1
16pi4x212
(
log
x12

+ 1
)
(B.15)
119The subscript S selects the first diagram in figure 41. We cannot use (A.13) because we seek an expression
exact in N .
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dressed up with color matrices.
The other contribution arises from a tree-level PCGG of length 2`+ 4 with the insertion
of the four-scalar interactions, see last three diagrams in figure 43. It evaluates to
(N − `− 2)!
((`+ 2)!)2
1
4
(`+ 2)2 (`+ 1)2
[
g2YMN
3
4pi2
(
log
x12

+ 1
)]
(B.16)
×
{
4
[
(N − `)2 +N] (N − `− 1)2 δ[d1...d`][c¯1...c¯`] δ[d¯1...d¯`][c1...c`] + 4 (N − `− 1)2Md1...d`;d¯1...d¯`c¯1...c¯`;c1...c` }
× Φc1d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` .
The number (`+ 2)2 (`+ 1)2 /4 counts the way of choosing two Φ’s and two Φ¯’s out of those
in G(0)`+2. The second line is the result of the contraction of two tensors
δ
[d1...d`dd
′]
[c¯1...c¯`c¯c¯′] δ
[d¯1...d¯`d¯d¯
′]
[c1...c`cc′]
(
−2δdc¯ δd
′
c¯′ δ
d¯
c′δ
d¯′
c − 2δdc¯′δd
′
c¯ δ
d¯
c δ
d¯′
c′ + δ
dd¯′δd
′
c¯ δ
d¯
c′δcc¯′
+δdc¯ δ
d′d¯δd¯
′
c′ δcc¯′ + δ
dd¯′δd
′
c¯′ δ
d¯
c δc′c¯ + δ
d
c¯′δ
d′d¯δd¯
′
c δc′c¯
)
(B.17)
= 4
[
(N − `)2 +N] (N − `− 1)2 δ[d1...d`][c¯1...c¯`] δ[d¯1...d¯`][c1...c`] + 4 (N − `− 1)2Md1...d`;d¯1...d¯`c¯1...c¯`;c1...c` ,
where one is carried by tree-level PCGG and the other by the one-loop part of the connected
four-point function120, which is the sum of the gluon exchange121〈(
ΦI (x1)
)A (
ΦJ (x2)
)B (
ΦK (x3)
)C (
ΦL (x4)
)D〉
G
(B.18)
=
g6YM
(2pi)4
(
fABEfCDEδIJδKL
F12,34
x212x
2
34
+ fACEfBDEδIKδJL
F13,24
x213x
2
24
+ f ILEfBCEδILδJK
F14,23
x214x
2
23
)
and the four-scalar vertex〈(
ΦI (x1)
)A (
ΦJ (x2)
)B (
ΦK (x3)
)C (
ΦL (x4)
)D〉
Q
= g6YM
[− (fACEfBDE + fADEfBCE) δIJδKL
+
(
fADEfBCE − fABEfCDE) δIKδJL + (fABEfCDE + fACEfBDE) δILδJK]X1234 . (B.19)
One needs to use (A.3) when (B.18) and (B.19) multiply the color matrices. We defined [242]
X1234 ≡ 1
(2pi)8
∫
d4x5
x215x
2
25x
2
35x
2
45
, G1,23 ≡ x
2
13 − x212
(2pi)4
Y123 , (B.20)
F12,34 ≡ (2pi)4
(
x213x
2
24 − x214x223
)
X1234 +G1,34 −G2,34 +G3,12 −G4,12
and Y is (A.10). The integrals are evaluated in appendix A.3.
120See [241] for the definition of the relevant regularized integrals. Notice that the last formula in (21)
therein should read F12,12 = −
(
log(2/x212)− 3
)
/(8pi2).
121The subscripts Q and G select the second and third diagram in figure 41 respectively, but do not use
the large-N expressions (A.14).
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The sum of (B.13) and (B.16) yields
G(1)` = −g2YM
`(N − `− 1)
4pi2N2
(
log
x12

+ 1
)
G(0)`
+ g2YM
(N − `)!
8pi2 ((`)!)2
(
log
x12

+ 1
)
Md1...d`;d¯1...d¯`c¯1...c¯`;c1...c` Φ
c1
d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` .
(B.21)
The first addend can be written as a multiplicative correction to the tree-level PCGG,
whereas the other displays the new tensor M (B.12).
We are ready to expand (B.21) in terms of multi-trace operators. While the expansion
(4.7) takes care of the first line, we need to set up an algorithm, in the form of (B.25) below,
for the scalars contracted with M .
The starting point is the identity
δ
[d1...d`+1]
[c¯1...c¯`+1]
δ
[d¯1...d¯`+1]
[c1...c`+1]
Φc1d1 · · ·Φc`+1d`+1Φ¯c¯1 d¯1 · · · Φ¯c¯`+1 d¯`+1 (B.22)
=−
∑
k1,k2,...k`+1=0∑
s sks=`+1
(−)` ((`+ 1)!)2
k1! . . . k`+1!
(−tr (ΦΦ¯))k1 . . .(−tr (ΦΦ¯)`+1
`+ 1
)k`+1
.
Next, one defines a replacement rule that turns a collection of Φ’s and Φ¯’s into the sum over
all ways of substituting a pair of scalars ΦcdΦ¯
c¯
d¯
in it with δcdδ
c¯
d¯
; for example
Φc1d1Φ
c2
d2
Φ¯c¯1
d¯1
Φ¯c¯2
d¯2
∣∣∣
rule
= δc1d1δ
c¯1
d¯1
Φc2d2Φ¯
c¯2
d¯2
+ δc1d1δ
c¯2
d¯2
Φc2d2Φ¯
c¯1
d¯1
(B.23)
+ δc2d2δ
c¯1
d¯1
Φc1d1Φ¯
c¯2
d¯2
+ δc2d2δ
c¯2
d¯2
Φc1d1Φ¯
c¯1
d¯1
.
Applying this operation on (B.22) delivers a new identity. On its rhs, terms linear in N are
produced when the rule sends tr(ΦΦ¯) into tr(I) = N . On the lhs, the (`+1)2 ways of picking
one Φ and one Φ¯ are equivalent to select the last Φ and Φ¯ thanks to the antisymmetry
property of the generalized Kronecker delta, hence they all display an index contraction like
(B.12):
(`+ 1)2
(
Nδ
[d1...d`]
[c¯1...c¯`]
δ
[d¯1...d¯`]
[c1...c`]
+Md1...d`;d¯1...d¯`c¯1...c¯`;c1...c`
)
Φc1d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` . (B.24)
After identifying the terms proportional to N0 and N1 on the two sides, we can discard the
latter in order to read off the expansion of the tensor M . In practice, this is realized by a
modified rule that takes the rhs of (B.22) and returns the sum over all ways of substituting
one Φcd and one Φ¯
c¯
d¯
that have c 6= d¯ and d 6= c¯ with δcdδc¯d¯. This change has the effect of
ignoring length-2 traces tr(ΦΦ¯) that would produce N upon the action of the original rule
stated above (B.23).
In conclusion, the multitrace expansion of the second line in (B.21) is
Md1...d`;d¯1...d¯`c¯1...c¯`;c1...c` Φ
c1
d1 · · ·Φc`d`Φ¯c¯1 d¯1 · · · Φ¯c¯` d¯` = − (`+ 1)−2 (B.25)
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×
∑
k1,k2,...k`+1=0∑
s sks=`+1
(−)` ((`+ 1)!)2
k1! . . . k`+1!
(−tr (ΦΦ¯))k1 . . .(−tr (ΦΦ¯)`+1
`+ 1
)k`+1∣∣∣∣∣∣∣∣
modified
rule
.
Since the modified rule removes two scalars at most in a trace and each trace displays the
alternating pattern tr(ΦΦ¯ΦΦ¯ . . . ), it is easy to realize that (B.25) contains non-alternating
sequences. The expansion of the one-loop PCGG (B.21) in multi-trace operators inherits this
feature. This contrasts with (4.7) at tree level, where only the alternating pattern appears.
The expressions found for the PCGG can be used in the large-N limit with a word of
caution because expansion in multi-trace operators and Wick contractions do not generally
commute. For example, taking the naive limit of (B.21) and plugging the surviving terms into
a correlator overlooks the fact that Wick contractions of the dropped terms may produce
powers of N that overcome the suppressions in N−1. The correct procedure consists in
plugging the finite-N expression (B.21) and taking the limit of the expectation value.
C Gaudin Norms and Factorization
In this appendix, we provide explicit expressions for the Gaudin norms in the one-loop SU(2),
SL(2) and SO(6) sectors. In particular, we show that the Gaudin norm for the SO(6) sector
can be factorized into two determinants if the state obeys the selection rule discussed in the
main text. We then show a similar factorization for the SU(2|2)2 chain at finite coupling.
C.1 SU(2) sector
The norm of the Bethe state in the SU(2) sector is given by122
〈u|u〉 =
( ∏
1≤i<j≤M
SSU(2)(ui, uj)
)( ∏
1≤s≤M
1
∂up(us)
)
× det
1≤i,j≤M
[
∂ui
(
Lp(uj) +
1
i
∑
k 6=j
logSSU(2)(uj, uk)
)]
.
(C.1)
A point worth mentioning is that in this paper the norm is defined through the two-point
function in the twisted-translated frame (3.57) while it is normally defined in the litera-
ture through the two-point functions of complex conjugate operators 〈O¯O〉. This difference
results in the difference between the prefactor
∏
SSU(2)(ui, uj) and the prefactor of (17)
in [174]. Our normalization is more suited for the computation of the structure constant
since it eliminates a phase from the structure constant.
122See for instance [174].
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When the rapidities are parity-symmetric, the norm can be further simplified in the
following way123 as was shown in [91]:
〈u|u〉 =
 ∏
1≤s≤M
2
us − i/2
us + i/2
1
(∂up(us))2
 detGSU(2)+ detGSU(2)− . (C.2)
C.2 SL(2) sector
The results for the SL(2) sector is almost identical to the ones for the SU(2) sector; one
simply needs to replace the S-matrix by the SL(2) S-matrix.
For instance the norm of a general Bethe state is given by
〈u|u〉 =
( ∏
1≤i<j≤M
SSL(2)(ui, uj)
)( ∏
1≤s≤M
1
∂up(us)
)
× det
1≤i,j≤M
[
∂ui
(
Lp(uj) +
1
i
∑
k 6=j
logSSL(2)(uj, uk)
)]
,
(C.3)
while the norm for a parity-symmetric state reads
〈u|u〉 =
 ∏
1≤s≤M
2
us + i/2
us − i/2
1
(∂up(us))2
 detGSL(2)+ detGSL(2)− . (C.4)
The proof of factorization is the same as the one for the SU(2) sector.
C.3 SO(6) sector
Gaudin Norm The norm of the Bethe state in the SO(6) sector (in the coordinate Bethe
ansatz normalization) reads
〈u ,v ,w|u ,v ,w〉 =(−1)M+Kv+Kw
M∏
i<j
ui − uj − i
ui − uj + i
Kv∏
i<j
vi − vj − i
vi − vj + i
Kw∏
i<j
wi − wj − i
wi − wj + i
× detG ,
(C.5)
with
G ≡
 ∂viφvj ∂viφuj 0∂uiφvj ∂uiφuj ∂uiφwj
0 ∂wiφuj ∂wiφwj
 , (C.6)
where φ’s are the phase factors of the Bethe equation (5.63).
123Since the (coordinate) Bethe state depends on the order of rapidities, it is important that we order them
as {u1,−u1, u2,−u2, . . .} in order to obtain the expression (C.2).
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Factorization We now show that for the Bethe roots which satisfy the selection rule,
u = {u1,−u1, u2,−u2, . . . , uM
2
,−uM
2
} , v = {v1, . . . , vK} , w = {−v1, . . . ,−vK} , (C.7)
the Gaudin determinant detG factorizes into a product of determinants. For this purpose,
we first reorder rows and columns of the matrix G to write
detG = det

V++ B++ V+− B+−
B¯++ U++ B¯+− U+−
V−+ B−+ V−− B−−
B¯−+ U−+ B¯−− U−−
 , (C.8)
with
[V++]ij = ∂viφvj , [V−−]ij = ∂wiφwj , [U++]ij = ∂ui+φuj+ , [U−−]ij = ∂ui−φuj− ,
[B++]ij = ∂viφuj+ , [B+−]ij = ∂viφuj− , [B−+]ij = ∂wiφuj+ , [B−−]ij = ∂wiφuj− ,[
B¯++
]
ij
= ∂uj+φvi ,
[
B¯+−
]
ij
= ∂uj+φwi ,
[
B¯−+
]
ij
= ∂uj+φvi ,
[
B¯−−
]
ij
= ∂uj−φwi ,
[V+−]ij = ∂viφwj , [V−+]ij = ∂wiφvj .
(C.9)
Here the indices i+ and j+ run from 1 to
M
2
while i− and j− run from M2 + 1 to M . When
wj = −vj, uj+ = uj and uj− = −uj, one can show that the different matrix elements are
related by
U−∓ = U+± , V−∓ = V+± , B−∓ = B+± , B¯−∓ = B¯+± . (C.10)
We can now rewrite the determinant by adding and subtracting the rows and the columns
as
detG = det

V++ B++ V+− B+−
B¯++ U++ B¯+− U+−
V+− B+− V++ B++
B¯+− U+− B¯++ U++

= det

V++ + V+− B++ +B+− V+− + V++ B+− +B++
B¯++ + B¯+− U++ + U+− B¯++ + B¯+− U+− + U++
V+− B+− V++ B++
B¯+− U+− B¯++ U++

= det

V++ + V+− B++ +B+− 0 0
B¯++ + B¯+− U++ + U+− 0 0
V+− B+− V++ − V+− B++ −B+−
B¯+− U+− B¯++ − B¯+− U++ − U+−
 .
(C.11)
Then we see that the determinant factorizes into a product determinants of diagonal blocks,
detG
SO(6)
+ and detG
SO(6)
− given in (5.73). As a result, we obtain the following expression for
the norm of the parity symmetric states:
〈u ,v ,w|u ,v ,w〉|u=−u ,w=−v =
 M2∏
j=1
uj − i2
uj +
i
2
 detGSO(6)+ detGSO(6)− (C.12)
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C.4 SU(2|2)2 chain at finite coupling
The factorization of the Gaudin determinant discussed above is applicable also to the full
SU(2|2)2 spin chain at finite coupling. To see this, we simply need to note that the Gaudin
norm of the SU(2|2)2 spin chain takes the following form
〈u ,v ,w|u ,v ,w〉 = detG , (C.13)
with
G ≡
 ∂ViφVj ∂Viφuj 0∂uiφVj ∂uiφuj ∂uiφWj
0 ∂Wiφuj ∂WiφWj
 , (C.14)
where the notations Vi and Wj denote collectively all the nested Bethe roots on the right
and the left wings. Written more explicitly, they are defined by
V = {v1,1, . . . , v1,Kv1 , v2,1, . . . , v2,Kv2 , v3,1, . . . , v3,Kv3 } ,
W = {w1,1, . . . , w1,Kw1 , w2,1, . . . , w2,Kw2 , w3,1, . . . , w3,Kw3 } .
(C.15)
Since the structure of the matrix coincides with that of the SO(6) sector at weak coupling,
one can simply follow the same argument and show that the Gaudin norm for the parity-
symmetric state can be factorized into a product of two determinants,
〈u ,v ,w|u ,v ,w〉|u=u¯ ,w=v¯ = detG+ detG− , (C.16)
where G± are given by (8.9).
D More Rigorous Derivation of TBA and g-Functions
In this appendix, we present a derivation which is in a sense a hybrid of the methods
in [72], [73] and [74]. It in particular follows closely the arguments in [73] but shortcut
some of the combinatorial arguments, by introducing an auxiliary field variable η. It has an
advantage that it leads to a simple TBA action with the Y -function being a fundamental
field variable as is the case with the heuristic argument presented in the main text.
As discussed in the main text, we can label the states in the large R limit using the
“mode numbers” nj’s which appear in the logarithm of the Bethe equations:
2pinj =
1
i
logR(uj) + 1
i
∑
k
logS(uj, uk) , (j = 1, . . . ,M) . (D.1)
Using these mode number basis, we can express the thermal partition function as
Zab =
∞∑
M=0
ZM , ZM =
∑
0<n1<n2<···<nM
e−LE˜(n1,n2,··· ,nM ) . (D.2)
Here the constraints on the sum 0 < n1 < · · · < nM come from the physical requirements
that no two particles can occupy the same mode (see the exclusion property in (6.24)),
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and that particles with mode numbers n and −n must be identified124 in the presence of
boundaries. We remind the readers that the energy E˜ is given by a sum of the energies of
individual rapidities
E˜(n1, . . . , nM) =
M∑
k=1
E˜(uk) , (D.3)
which in turn are determined by the mode numbers through the Bethe equation (D.1).
The second step is to convert the constrained sum into an unconstrained sum as in [73].
This can be done by first computing the sum without any constraints and then subtracting
unnecessary terms involving coincident mode numbers. This leads to the following identity
derived in [73], ∑
n1<...<nM
f(n1, . . . , nM) =
∑
p∈PM
c(p)
∑
n1,...,n|p|
f (p)(n1, . . . , n|p|) , (D.4)
where
∑
p∈PM is a sum over the partitions p of the integer N . For a given partition p =
(r1, r2, · · · , r|p|) with r1 + · · ·+ r|p| = M , the function f (p) is defined by
f (p)(n1, · · · , n|p|) = f(
M︷ ︸︸ ︷
n1, . . . , n1︸ ︷︷ ︸
r1
, n2, . . . , n2︸ ︷︷ ︸
r2
, . . . , n|P |, . . . , n|P |︸ ︷︷ ︸
r|P |
) . (D.5)
The combinatorial coefficient c(p) can be computed explicitly125, but all we need is the fact
that the constrained sum for a factorized quantity g(n1, . . . , nM) =
∏M
k=1 g(nk) is given by∑
M
∑
n1<...<nM
g(n1, . . . , nM) =
∑
M
∑
p∈PM
c(p)
∑
n1,...,n|p|
g(p)(n1, . . . , n|p|) =
∏
n
(1 + g(n)) . (D.6)
This can be shown either by using an explicit form of c(P ) or by interpreting the sum as a
partition function of free fermion. To apply this formula to our problem, we need to clarify
what we mean by the energy E˜(n1, . . . , nM) when mode numbers are coincident. This is
simply defined by taking the limit; we solve for the rapidities in terms of mode numbers,
take the limit in which several mode numbers coincide and then plug them into the expression
(D.3). As discussed in [73], this in practice amounts to solving the following modified Bethe
equation
2pinj =
1
i
logR(uj) + 1
i
∑
k
rk logS(uj, uk) , (j = 1, . . . , |p|) (D.7)
and plug them into the following expression
E˜ =
|p|∑
k=1
rkE˜(uk) . (D.8)
124This follows from the fact that the momenta of the particles get flipped after the reflection.
125The explicit expression can be found in (A.12) of [73].
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The third step is to approximate the sum over the mode numbers by integrals126,∑
0<n1,...,n|p|
7→
∫ ∞
0
(1− δ(n1))dn1 · · ·
∫ ∞
0
(1− δ(n|p|))dn|p| . (D.9)
We included the factor 1 − δ(nk) for each integration variable in order to eliminate the
contribution from nk = 0 modes. Now we further convert this into the integrals over the
rapidities. This can be done by first expanding
∏
k(1 − δ(nk)) factor and then using the
relation (D.7), as was explained in [74]:
∑
α⊂{1,2,··· ,|p|}
|p|∏
k=1
∫ ∞
0
dnk(−1)|α|
∏
k∈α
δ(nk) =
∑
α
|p|∏
k=1
∫ ∞
0
duk(−1)|α¯| det α¯
[
∂nj
∂uk
]∏
k∈α
δ(uk)
=
|p|∏
k=1
∫ ∞
0
duk det
[
∂nj
∂uk
− δ(uj)δjk
]
Here det α¯ is a determinant of a submatrix in which the rows and columns corresponding to
the set α are omitted. On the second line, we used the fact that the first line can be regarded
as an expansion of a determinant. To proceed, we factorize the Jacobian as follows:
det
[
∂nj
∂uk
− δ(uj)δjk
]
= J (p)(u1, . . . , u|p|)
|p|∏
k=1
µ(uk) , (D.10)
with
µ(uj) ≡ 1
2pii
∂uj logR(uj)− δ(uj) +
1
2pii
∑
k
rk∂uj logS(uj, uk) ,
J (p)(u1, . . . , u|p|) ≡ det
[
δjk − irk∂uk logS(uj, uk)
2piµ(uk)
]
.
(D.11)
As a result we obtain the following expression for the thermal partition function
Zab =
∑
M
∑
p∈PM
c(p)
 |p|∏
k=1
∫ ∞
0
µ(uk)duk
 J (p) exp
−L |p|∑
k=1
rkE˜(uk)
 . (D.12)
Now comes the crucial step in which we deviate from the discussions in [73] and [74]. We
now insert the following path integral inside the integral over uk’s:
1 =
∫
DρDη exp
−i ∫ ∞
0
du Rη(u)
ρ(u)− 1
R
|p|∑
k=1
rkδ(u− uk)
 . (D.13)
126The approximation error can be estimated by using the Euler-Maclaurin formula and can be shown to
be exponentially small.
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If we integrate out η(u), we get
ρ(u) =
1
R
|p|∑
k=1
rkδ(u− uk) . (D.14)
Therefore, the variable ρ(u) can be interpreted as a generalized density function. After
inserting (D.13) to the multiple integrals (D.12), one can then rewrite the integrand in
terms of ρ(u) in the following way:
exp
−L |p|∑
k=1
rkE˜(uk)
 7→ exp(−R ∫ ∞
0
duLE˜(u)ρ(u)
)
,
J (p) 7→ det
[
1− Gˆ−
]
, µ(u) 7→ logR(u)
2pii
+
R
2pii
∫
dv∂u logS(u, v)ρ(v)
(D.15)
Here det
[
1− Gˆ−
]
is a Fredholm determinant with a kernel
Gˆ− · f(u) ≡ R
∫ ∞
0
dv
iρ(v)∂u logS(v, u)
µ(v)
f(v) . (D.16)
This conversion from a finite-dimensional determinant to a Fredholm determinant is slightly
nontrivial, but one can check the equivalence explicitly by taking the logarithm of the two
expressions and expand both using the log det = Tr log relation.
Now, after this rewriting the partition function reads
Zab =
∑
M
∑
p∈PM
c(p)
∫
DρDη
 |p|∏
k=1
∫ ∞
0
µ(uk)duke
irkη(uk)

× det
[
1− Gˆ−
]
exp
(
−L
∫ ∞
0
duE˜(u)ρ(u)
) (D.17)
In this expression, the dependence on uk and the partition p only shows up in a factorized
form inside the bracket on the first line. We can therefore use the identity (D.6)—more
precisely, the continuum limit of the identity127—to rewrite it as
Zab =
∫
DρDη det
[
1− Gˆ−
]
× e−RS[ρ,η] , (D.18)
with128
S[ρ, η] =
∫ ∞
0
du
LE˜(u)ρ(u) + iη(u)ρ(u)− (σ(u) +K+ ∗ ρ(u))︸ ︷︷ ︸
=µ(u)/R
log(1 + eiη(u))
 . (D.20)
127Basically, we can discretize the u-integral so that
∫
µ(u)du → ∑n, apply the identity (D.6) and then
take the continuum limit again.
128For rewriting we used
σ(u) =
1
2piiR
∂u logR(u)− δ(u)
R
, K+(u, v) = 1
i
∂uS(u, v) . (D.19)
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We can also rewrite the action of the kernel Gˆ− using the relations
∂u logS(v, u) = ∂u
[
log S˜(v, u) + log S˜(v,−u)
]
= −∂u
[
log S˜(u, v)− log S˜(u,−v)
]
,
R
ρ(v)
µ(v)
=
1
1 + 1/Y (v)
∣∣∣∣
saddle point
,
(D.21)
where the right hand side of the second equation is evaluated using the saddle-point value
of Y (v) (6.35). As a result, we obtain the formula used in the main text:
Gˆ− · f(u) ≡
∫ ∞
0
dv
2pi
K−(u, v)
1 + 1/Y (v)
f(v) , K−(u, v) ≡ 1
i
∂u log
S˜(u, v)
S˜(u,−v) . (D.22)
The rest of the discussions follows the one in the main text.
E SU(2|2)2 symmetry and S-matrix
In this appendix, we review the centrally-extended SU(2|2)2 symmetry and the S-matrix of
the spin chain for N = 4 SYM.
The main purpose is to set the convention used in this paper: Throughout this paper,
we use the so-called string frame [184] to describe magnon excitations. The string frame is
a natural frame for the worldsheet in the uniform lightcone gauge and has the following two
advantages:
1. The S-matrix does not produce the Z markers.
2. The length of the spin chain is given by the R-charge J , which is well-defined nonper-
turbatively129.
Different frames are related by each other by a redefinition of the magnon excitations on the
spin chain.
In addition to the choice of the frames, there is also a choice of notations to keep track of
the Hopf-algebraic structure of the PSU(2|2) symmetry. In this paper, we use two different
(but physically equivalent) notations, both of which will be reviewed in this appendix: The
first one is the twisted notation in [150] and makes use of the Z-markers. This notation is
used in the main text to determine the matrix structure of the form factor. The second one
is the cumulative notation in [150]. This is the notation used often with the string frame in
the literature. We will use this notation to discuss the details of the unfolding structure of
the reflection matrix in Appendix F.
129By contrast, the length in the spin-chain frame is given by the number of fields inside the operators,
which is not a well-defined quantum number.
160
E.1 Symmetry and representation
The centrally-extended SU(2|2)2 symmetry consists of the following two sets generators,
Lorentz, R-symmetry, supersymmetry and superconformal,
{Lαβ , Rab , Qαa , Saα} , {L˙α˙β˙ , R˙a˙b˙ , Q˙α˙a˙ , S a˙α˙} , (E.1)
and three central charges
P , K , C =
D − J
2
. (E.2)
Here all the indices run from 1 to 2, and P and K originate from the gauge transformation
of N = 4 SYM. The nontrivial part of the (anti)commutation relation reads
{Qαa , Qβb} = {Q˙αa , Q˙βb} = αβabP , {Saα , Sbβ} = {S˙aα , S˙bβ} = abαβK ,
{Qαa , Sbβ} = {Q˙αa , S˙bβ} = δbaLαβ + δαβRba + δbaδαβC .
(E.3)
Twisted notation As discussed in section 7.1, magnons in the N = 4 SYM spin chain
transform as a bifundamental representation under this symmetry algebra. One important
feature of this symmetry algebra is that the action on the multi-particle states is not simply
given by a sum of the action on single-particle states: Rather it has a mild nonlocality
described by a coproduct of the Hopf algebra. One way to keep track of such nonlocality is
to introduce the so-called Z-markers. In this notation, the action of the symmetry generators
reads130
Rab |φc〉 = δcb|φa〉 −
1
2
δab |φc〉 , Lαβ |ψγ〉 = δγβ |ψα〉 −
1
2
δαβ |ψγ〉 ,
Qαa |φb〉 = aδba|Z+1/2ψα〉 , Qαa |ψβ〉 = bαβab|Z+1/2φb〉 ,
Saα|φb〉 = cabαβ|Z−1/2ψβ〉 , Saα|ψβ〉 = dδβα|Z−1/2φa〉 .
(E.4)
C|X 〉 = 1
2
(ad + bc)|X 〉 , P |X 〉 = ab|ZX〉 ,
K|X 〉 = cd|Z−X〉 ,
(E.5)
where a-d are given by
a(u) =
√
gη , b(u) =
√
g
η
(
1− x
+
x−
)
, c(u) =
i
√
gη
x+
, d(u) =
√
gx+
iη
(
1− x
−
x+
)
(E.6)
and
η =
(
x+
x−
)1/4√
i(x− − x+) , U =
(
x+
x−
)1/2
. (E.7)
The positions of the Z-markers can be shifted according to the following rule:
|XZ±〉 =
(
x+
x−
)±1
|Z±X〉 , (E.8)
which effectively reproduces the nonlocality of the action of the symmetry generators.
130Here we only wrote the action for the left PSU(2|2), since the right PSU(2|2) acts in the same way.
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Cumulative notation There is another way to deal with the coproduct structure of the
symmetry algebra, which is called cumulative notation. In this notation, we do not use the
Z markers. Instead we introduce an extra parameter ζ and write the action of the symmetry
generators as
Qαa |φb〉 = aδba|ψα〉 , Qαa |ψβ〉 = bαβab|φb〉 ,
Saα|φb〉 = cabαβ|ψβ〉 , Saα|ψβ〉 = dδβα|φa〉 ,
(E.9)
where a-d are now given by
a(u, ζ) =
√
gζη , b(u, ζ) =
√
gζ
η
(
1− x
+
x−
)
,
c(u, ζ) =
√
g
ζ
iη
x+
, d(u, ζ) =
√
g
ζ
x+
iη
(
1− x
−
x+
)
.
(E.10)
The newly introduced phase factor ζ takes into account the nonlocality of the action of the
symmetry generators: More precisely, for a multiparticle state |χ1(u1)χ2(u2) · · · 〉, ζ’s for the
j-th particle and (j + 1)-th particle are related by
ζj+1 = ζje
ipj . (E.11)
E.2 S-matrix
The full SU(2|2)2 S-matrix consists of a product of two matrix parts and an overall factor
S(u1, u2) = S0(u1, u2)S12 ⊗ S˙12 . (E.12)
The overall factor is given by
S0(u1, u2) =
x+1 − x−2
x−1 − x+2
1− 1/x−1 x+2
1− 1/x+1 x−2
1
(σ(u1, u2))2
. (E.13)
with σ being the bulk dressing phase.
The action of the matrix part of the S-matrix in the string frame reads
S12|φa1φb2〉 = A12|φ{a2 φb}1 〉+B12|φ[a2 φb]1 〉+
1
2
C12
abαβ|ψα2ψβ1 〉 ,
S12|ψα1ψβ2 〉 = D12|ψ{α2 ψβ}1 〉+ E12|ψ[α2 ψβ]1 〉+
1
2
F12
αβab|φa2φb1〉 ,
S12|φa1ψβ2 〉 = G12|ψβ2φa1〉+H12|φa2ψβ1 〉 ,
S12|ψα1 φb2〉 = K12|ψα2 φb1〉+ L12|φb2ψα1 〉 ,
(E.14)
with
A12 = U1U
−1
2
x+2 − x−1
x−2 − x+1
,
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B12 = U1U
−1
2
x+2 − x−1
x−2 − x+1
(
1− 21− 1/(x
−
2 x
+
1 )
1− 1/(x+2 x+1 )
x−2 − x−1
x+2 − x−1
)
,
C12 = U1
2η1η2
x+1 x
+
2
1
1− 1/(x+1 x+2 )
x−2 − x−1
x−2 − x+1
,
D12 = −1 ,
E12 = −
(
1− 21− 1/(x
+
2 x
−
1 )
1− 1/(x−2 x−1 )
x+2 − x+1
x−2 − x+1
)
, (E.15)
F12 = −U−12
2(x+1 − x−1 )(x+2 − x−2 )
η1η2x
−
1 x
−
2
1
1− 1/(x−1 x−2 )
x+2 − x+1
x−2 − x+1
,
G12 = U
−1
2
x+2 − x+1
x−2 − x+1
,
H12 =
η1
η2
x+2 − x−2
x−2 − x+1
,
K12 = U1U
−1
2
η2
η1
x+1 − x−1
x−2 − x+1
,
L12 = U1
x−2 − x−1
x−2 − x+1
,
where x±1,2 are the Zhukovsky variables of the first and the second particles. Although not
obvious at first sight, one can verify that the S-matrix elements satisfy H12 = K12 and
C12 = F12.
F Reflection Matrix
In this appendix, we explicitly write down the action of the reflection matrix in the mirror
channel. We then compare it with the bulk S-matrix and show that they are related by the
“unfolding” relation.
F.1 Action of the reflection matrix
The reflection matrix on the right boundary can be computed from the form factor by using
the relation (7.18). The result consists of two parts, the overall scalar phase and the matrix
part which we denote by R:
RL(u) = g0(u
γ)× Rˆ(u) . (F.1)
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Using the bifundamental notation, the action of R reads
Rˆ|φaφa˙(u)〉 = A˜G + B˜G
2
|φ{aφa˙}(u¯)〉+ −3A˜G + B˜G
2
|φ[aφa˙](u¯)〉 − L˜Gaa˙αα˙|ψαψα˙(u¯)〉
Rˆ|ψαψα˙(u)〉 = D˜G + E˜G
2
|ψ{αψα˙}(u¯)〉+ −3D˜G + E˜G
2
|ψ[αψα˙](u¯)〉+ G˜Gαα˙aa˙|φaφa˙(u¯)〉
Rˆ|φaψα˙(u)〉 = −iK˜G|ψα˙φa(u¯)〉+ iC˜G|φaψα˙(u¯)〉
Rˆ|ψαφa˙(u)〉 = iH˜G|φa˙ψα(u¯)〉+ iF˜G|ψαφa˙(u¯)〉 ,
(F.2)
where A˜G-H˜G are defined simply by A˜G(u) ≡ AG(uγ) (see (7.34)). Written more explicitly
they read with
A˜G = 1 , B˜G =
1 + x−(x+)3
x+(x+ + x−)
, E˜G = − 1 + x
+(x−)3
x−(x+ + x−)
,
C˜G = F˜G = i
1− (x+x−)2
2
√
x+x−x+(x+ + x−)
, D˜G = −1 ,
G˜G = L˜G = ∓i x
+x− − 1
2x+
√
x+x−
, H˜G = K˜G = ∓i x
+x− + 1
2x+
√
x+x−
.
(F.3)
Here the upper and lower signs for G˜G-K˜G correspond to z = +i and z = −i respectively.
F.2 Unfolding interpretation
We now want to “unfold” the reflection matrix and relate it to the bulk S-matrix. To
understand this, it is useful to analyze how each magnon transforms under the diagonal
PSU(2|2) symmetry.
Let us first go back to a form factor description, in which all magnons are in the “ket”,
FAA˙,BB˙(u) = 〈G|XAA˙(u)XBB˙(u¯)〉
= 〈G|χA(u)χ˙A˙(u)χB(u¯)χ˙B˙(u¯)〉 .
(F.4)
In the second line, we expressed the excitations using the bifundamental notation, anticipat-
ing the expected unfolding structure.
In the next step, we act the diagonal PSU(2|2) generators to this state. In particular, we
focus on the action of the fermionic charges
Qαa = Qαa + iκαβ˙ab˙S˙ b˙β˙ Saα = Saα +
i
κ
ab˙αβ˙Q˙
β˙
b˙ . (F.5)
On the undotted part of the first particle χA(u), the diagonal PSU(2|2) act in the same
way as the standard PSU(2|2) generators. Using the cumulative notation, in which the
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representation of each fundamental magnon is specified with the rapidity u and the phase ζ,
we conclude that χA(u) belongs to the following module:
χA(u) : V(u, ζ) . (F.6)
On the other hand, the action on the dotted parts is nonstandard since the labelling of
the generators get reshuffled. For instance, the action on χA˙(u) reads
χA˙(u) : Qαa |φb〉 = iκcδba|ψα〉 , Qαa |ψβ〉 = iκdαβab|φb〉 ,
Saα|φb〉 =
ia
κ
abαβ|ψβ〉 , Saα|ψβ〉 =
ib
κ
δβα|φa〉 ,
(F.7)
with a ≡ a(u, ζ) etc. Now, the crucial observation is that reshuffling of the coefficients a-d
can be “undone” if we use the following relation
c = −a(u¯
2γ, ζ ′)
ζ
, d =
b(u¯2γ, ζ ′)
ζ
, a = −ζc(u¯2γ, ζ ′) , b = ζd(u¯2γ, ζ ′) , (F.8)
with
ζ ′ = ζe−ip(u¯
2γ) . (F.9)
One can further eliminate the extra factors of i, κ and ζ by noticing that the overall phase
factor ζ is related to an insertion of the Z marker in the twisted notation, and therefore it
is natural to set it to be
ζ = iκz (z = ±i) , (F.10)
in view131 of the rule of pulling out the Z-markers in (7.31). By doing so, we can rewrite
(F.7) as
χA˙(u) : Qαa |φb〉 = a(u¯2γ, ζ ′)δba|ψˆα〉 , Qαa |ψˆβ〉 = b(u¯2γ, ζ ′)αβab|φb〉 ,
Saα|φb〉 = c(u¯2γ, ζ ′)abαβ|ψˆβ〉 , Saα|ψˆβ〉 = d(u¯2γ, ζ ′)δβα|φa〉 ,
(F.11)
where we redefined the fermionic basis as
|ψˆ〉 ≡ z|ψ〉 . (F.12)
We thus conclude that a single-particle state χAχA˙(u) transforms under the diagonal
PSU(2|2) as follows:
χAχA˙(u) : V(u¯2γ, ζ ′)︸ ︷︷ ︸
A˙
⊗V(u, ζ ′eip(u¯2γ))︸ ︷︷ ︸
A
. (F.13)
Note that we brought the dotted excitation to the left in order to conform with the standard
rule for the phase factor ζj+1 = ζje
ipj . This gives an extra sign (−1)|A||A˙| in the final result
(F.18).
131We must admit that this part of the argument is heuristic. It however leads to a nice and consistent
unfolding description as we see below.
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Performing a similar analysis to the second particle χBχB˙(u¯), we arrive at the conclusion
that the two-particle state |χA(u)χ˙A˙(u)χB(u¯)χ˙B˙(u¯)〉 transforms as
V(u¯2γ, ζ ′)︸ ︷︷ ︸
A˙
⊗V(u, ζ ′eip(u¯2γ))︸ ︷︷ ︸
A
⊗V(u¯, ζ ′eip(u¯2γ)+ip(u))︸ ︷︷ ︸
B
⊗V(u−2γ, ζ ′eip(u¯2γ)+ip(u)+ip(u¯))︸ ︷︷ ︸
B˙
, (F.14)
where the fermionic basis of the dotted indices are redefined as follows:
χA˙ : |ψˆ〉 ≡ z|ψ〉 , χB˙ : |ψˆ〉 ≡ −z|ψ〉 . (F.15)
Having understood how magnons transform under the diagonal PSU(2|2), we can now
perform the mirror transformation u→ uγ to get the reflection matrix. This brings the first
two excitations to the left edge while the last two excitations to the right edge. As a result,
we conclude that the reflection matrix can be understood as a map between the following
representations of the diagonal PSU(2|2):
Rˆ : V(u¯γ, ζ ′)︸ ︷︷ ︸
A˙
⊗V(uγ, ζ ′eip(u¯γ))︸ ︷︷ ︸
A
7→ V(uγ, ζ ′)︸ ︷︷ ︸
B˙
⊗V(u¯γ, ζ ′eip(uγ))︸ ︷︷ ︸
B
. (F.16)
This is precisely the same map as the one induced by the PSU(2|2)-invariant S-matrix
determined by Beisert. Taking into account prefactors which arise from swapping the indices
A and A˙ and the redefinition of fermionic basis, we expect the following relation to hold:
RˆBB˙
AA˙
(u) ∝ z|A˙|+|B˙|(−1)|A||A˙|SBB˙
A˙A
(u¯γ, uγ) . (F.17)
We can then check explicitly if the relation (F.17) is satisfied or not. For z = −i, we
found that the relation is indeed satisfied. On the other hand, the relation is not satisfied as
it is for z = i. However, it turns out that, once we redo the analysis exchanging the roles of
dotted indices and undotted indices, we obtain a slightly modified relation which is satisfied
for z = i. In summary, we found that the relation between the S-matrix and the reflection
matrix is given as follows:
RˆBB˙
AA˙
=
(x− + 1/x−)(1 + x+x−)
2(x+ + x−)
×
{
z|A˙|+|B˙|(−1)|B||B˙|SB˙B
AA˙
(z = +i)
z|A˙|+|B˙|(−1)|A||A˙|SBB˙
A˙A
(z = −i) . (F.18)
We thus arrive at the unfolding representation used in the main text,
RL = r0(u¯)× S , (F.19)
with
r0(u¯) ≡ g0(uγ)× (x
− + 1/x−)(1 + x+x−)
2(x+ + x−)
. (F.20)
G Crossing Equation
In this appendix, we give details of the derivation of the crossing equation and its solution,
together with the expansions at weak and strong couplings.
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G.1 Details of the derivation
The decoupling condition that we want to solve is
1 = 〈G|ψ1ψ˙1(u) ψ2ψ˙2(u¯) ψ1ψ˙1(u¯2γ) ψ2ψ˙2(u−2γ)〉 . (G.1)
Using the explicit form of the two-particle form factor (7.32) and (7.34), one can rewrite the
right hand side as
1 = g0(u)g0(u¯
2γ)︸ ︷︷ ︸
phase
DG(u) + EG(u)
2
DG(u¯2γ) + EG(u¯2γ)
2︸ ︷︷ ︸
matrix
. (G.2)
Using
− DG(u) + EG(u)
2
=
(
x− + 1
x−
)
(x+ + x−)
2(1 + x+x−)
, (G.3)
the matrix part can be computed as follows:
matrix =
(x+ + 1
x+
)(x− + 1
x− )
4(x+x−)2
(
x+ + x−
1 + 1/x+x−
)2
. (G.4)
On the other hand, the phase factor is given by
phase = g0(u)g0(u¯
2γ) =
(
x+
x−
)2
u+ i/2
u
u− i/2
u
σB(u)σB(u¯
2γ)
σ(u, u¯)σ(u¯2γ, u−2γ)
. (G.5)
The product of the bulk dressing phase can be evaluated using the crossing equation
σ(u1, u2)σ(u
2γ
1 , u2) =
(1− 1/x+1 x+2 )(1− x−1 /x+2 )
(1− 1/x+1 x−2 )(1− x−1 /x−2 )
, (G.6)
as follows
σ(u, u¯)σ(u¯2γ, u−2γ) =
(
σ(u, u¯)σ(u−2γ, u¯)
)× (σ(u¯, u−2γ)σ(u¯2γ, u−2γ))
=
(x+ + 1
x+
)(x− + 1
x− )
4(x−)4
(
x+ + x−
1 + 1/x+x−
)2
.
(G.7)
Putting things together and using the Watson’s equation σB(u¯) = σB(u), we obtain
σB(u)σB(u
2γ) =
u
u+ i/2
u
u− i/2 . (G.8)
G.2 Solving the crossing equation
We now solve the equation (G.8). For this, we make an ansatz for the minimal solution,
σminB (u) = G(x
+)/G(x−). We can then rewrite the crossing equation as
(G(x)G(1/x))D−D
−1
= u2−D−D
−1
, (G.9)
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with D ≡ e i2∂u . Rewriting this equation, we obtain
G(x)G(1/x) = uF (D) , (G.10)
where F (D) is given formally as
F (D) =
2−D −D−1
D −D−1 . (G.11)
This expression however needs to be interpreted with care. Depending on how we expand
F (D) as the Laurent series of D, the resulting answer, in particular its analytic properties,
will be quite different. The choice which gives the correct analytic properties is to expand
F as
F (D) = − D
1 +D
+
D−1
1 +D−1
=
∞∑
k=1
(−1)k(Dk −D−k) . (G.12)
We then get
logG(x)G(1/x) =
∞∑
k=1
(−1)k log
[
u+ ik
2
u− ik
2
]
. (G.13)
The right hand side is not convergent as it is. One can make it convergent is by first taking
the second derivative, perform the sum and then integrate twice. As a result, we get
G(x)G(1/x) = G(u) , (G.14)
with
G(u) ≡ Γ(
1
2
− iu)Γ(1 + iu)
Γ(1
2
+ iu)Γ(1− iu) . (G.15)
Equation (G.14) can be solved by the standard Wiener-Hopf method and the solution
reads132
G˜(x) = exp
∮
dz
2pii
(
1
x− z +
1
2z
)
logG(g(z + 1/z)) |x| > 1 . (G.17)
In the actual computation, one can drop 1/2z term in the kernel since the dressing phase is
given by a ratio G(x+)/G(x−), and the contributions from 1/2z cancel in the final answer.
Thus, in what follows we define G(x) by
G(x) = exp
∮
dz
2pii
1
x− z logG(g(z + 1/z)) |x| > 1 . (G.18)
From this integral expression, we can readily verify G(−x) = G(x)−1. This guarantees
that our ansatz satisfies the Watson’s equation:
σminB (u¯) =
G(−x−)
G(−x+) =
G(x+)
G(x−)
= σminB (u) . (G.19)
132An important property of the kernel in (G.17) is that it is invariant under the simultaneous transforma-
tions x→ 1/x and z → 1/z up to an overall sign:(
1
x− z +
1
2z
)
dz 7→ −
(
1
x− z +
1
2z
)
dz . (G.16)
This is necessary to guarantee that (G.17) is a solution to (G.14).
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G.3 Weak and strong coupling expansions
Let us now expand the result at weak and strong couplings. For this purpose, we expand
the logarithm of G(x) as
logG(x) =
∞∑
n=1
cn(g)
xn
, (G.20)
with
cn(g) =
∮
dz
2pii
zn−1 logG(g(z + z−1)) , (G.21)
and expand cn(g). Note that this expansion is valid only for |x| > 1. When |x| < 1, we need
to use the relation (G.14) to rewrite it as G(x) = G(u)/G(1/x) and expand G(1/x).
Weak coupling To compute the weak-coupling expansion of cn(g), we use the following
integral representation of log Γ(z):
log Γ(z) =
∫ ∞
0
dt
e−t
t
(
z − 1− 1− e
−t(z−1)
1− e−t
)
. (G.22)
We then get
logG(g(z + z−1)) =
∫ ∞
0
dt
eigt(z+1/z) − e−igt(z+1/z)
t(1 + et/2)
. (G.23)
Now, using the generating function of Bessel functions, we get
eigt(z+z
−1) − e−igt(z+z−1) = 2i
∞∑
n=−∞
(−1)nJ2n+1(2gt)z−(2n+1) . (G.24)
Plugging this expression into (G.21) and (G.23), we arrive at the following integral repre-
sentation:
c2r+1(g) = 2i(−1)r
∫ ∞
0
dt
J2r+1(2gt)
t(1 + et/2)
. (G.25)
Expanding the integrand in powers of g, we obtain
c2r+1(g) =
∞∑
n=0
c
(n)
2r+1g
1+2(n+r) , (G.26)
with
c
(n)
2r+1 =
4i(−1)n+r(4n+r − 1)Γ(1 + 2r + n)
Γ(n+ 1)Γ(2 + 2r + n)
ζ(1 + 2r + 2n) . (G.27)
This gives odd-zeta values except for n = r = 0, in which case we obtain
c
(0)
1 = 4i log 2 . (G.28)
Using these results, one can write down the weak-coupling expansion of the minimal
solution σB(u) as
σminB (u) =
24E(u)
4
[
1− g4 12ζ(3)
u2 + 1
4
+ g6
(
4(1− 12u3)
(u2 + 1
4
)3
ζ(3) +
120
u2 + 1
4
ζ(5)
)
+ · · ·
]
. (G.29)
169
Here we separated the prefactor 24E(u)/4, which comes from c
(0)
1 . Combining this with the
CDD factor (7.52), we obtain the result in the main text (7.54).
Strong coupling The strong-coupling expansion can be obtained directly from (G.21)
using the asymptotic expansion of the Gamma functions. We then get
cn(g) =
in(−1 + (−1)n)
8g
[
1 +
1− n2
192g2
+ · · ·
]
. (G.30)
We can then resum (G.30) to get
logG(x) = − ix
4g(1 + x2)
[
1 +
x2
24g2(1 + x2)2
+ · · ·
]
|x| > 1 . (G.31)
The important point of this result is the absence of the term linear in g. Therefore, at the
leading strong coupling limit, G(x) can simply be approximated by unity.
To compare with the phase shift of the mirror giant magnon, we also need an expansion
of G(x) for |x| < 1. For this purpose, we use the crossing equation to reexpress G(x) in
terms of G(x) and expand. However, we should keep in mind that it is G˜ rather than G
which satisfy the crossing equation (G.14). Taking into account this subtle point, we obtain
the following expansion
logG(x) = O(g−5) |x| < 1 . (G.32)
We again see that G(x) is unity at the leading order at strong coupling.
H g-Functions for Nested Bethe Ansatz System
In this Appendix, we derive the g-function for theories described by the nested Bethe ansatz
generalizing the argument in [72]. To explain the derivation in a simple setup relevant for
the analysis in the main text, we consider the TBA associated with the mirror ABA with
fundamental excitations only133.
H.1 Derivation
Our starting point is the nested Bethe ansatz equation (nBAE) derived in section 9.1, which
can be rewritten as follows:
133For N = 4 SYM, this is not a consistent truncation since the S-matrix contains bound-state poles which
require us to include the bound states when deriving the TBA. However the discussion below does not rely on
the detailed form of the S-matrix and can be applicable to any theories with the same symmetry structure.
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1 = eiφ
0
j =R(v0,j)
M∏
k=1
S00(v0,j, v0,k)
K1∏
l=1
S01(v0,j, v1,l),
1 = eiφ
1
j =
K0∏
l=1
S10(v1,j, v0,l)
K2∏
m=1
S12(v1,j, v2,m),
1 = eiφ
2
j = −
K1∏
l=1
S21(v2,j, v1,l)
K2∏
k=1
S22(v2,j, v2,k).
(H.1)
Here we denoted the middle node rapidities by v0,j to simplify the notations and R and S
are given by
S00(u, v) ≡ S˜0(u, v)S˜0(u, v¯) , S01(u, v) ≡ S˜0,1(u, v)S˜0,1(u, v¯) ,
S10(u, v) ≡ S˜1,0(u, v)S˜1,0(u, v¯) , S12(u, v) = (S21(v, u))−1 ≡ S˜1,2(u, v) ,
S22 ≡ S˜2,2(u, v) , R(u) ≡ e
2ip˜(u)Rr0(u)
2
S00(u, u) .
(H.2)
As usual, we introduce densities of rapidities for both the main roots and the auxiliary
roots to analyze the thermodynamic limit. The nBAE in this limit gives the number of
available energy levels ρtot,
ρ0tot(u) ≡ σ(u) +K00+ ∗ ρ0(u) +K01+ ∗ ρ1(u) ,
ρ1tot(u) ≡ K10+ ∗ ρ0(u) +K12 ? ρ2(u) ,
ρ2tot(u) ≡ K21 ? ρ1(u) +K22 ? ρ2(u) ,
(H.3)
where ? is the convolution along the full real axis while ∗ is the convolution along the positive
real axis, and
σ(u) ≡ 1
2piiR
∂u logR(u)− δ(u)
R
, KAB(u, v) ≡ 1
i
∂u log S˜
A,B(u, v) ,
KA0+ (u, v) ≡
1
i
∂u logSA0(u, v) = KA0(u, v) +KA0(u,−v) ,
K0A+ (u, v) ≡
1
i
∂u logS0A(u, v) = K0A(u, v) +K0A(u,−v) .
(H.4)
Effective action Proceeding as before, we write the path integral for the degeneracies for
the three sets of rapidities
Ω[ρ0] =
∫
Dη0(u) exp
[
R
∫ ∞
0
du
{
ρ0tot(u) log(1 + e
iη0(u))− iη0(u)ρ0(u)
}]
, (H.5)
Ω[ρa] =
∫
Dηa(u) exp
[
R
∫ ∞
−∞
du
{
ρatot(u) log(1 + e
iηa(u))− iηa(u)ρa(u)}] , a = 2,3.
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Note that the integration ranges for the middle-node roots and others are different. We
can combine these path integral for the degeneracy and the thermal sum to write down the
partition function as a path integral
Zab =
∑
ψ
e−LEψ = N ×
∫ 3∏
A=0
DηADρA e−RSeff[ρA,ηA]. (H.6)
where the effective action Seff[η
A, ρA] is given by
Seff[η
a, ρa] =
∫ ∞
0
du
[
LE(u)ρ0(u) + iη0(u)ρ0(u)− ρ0tot(u) log(1 + eiη
0(u))
]
(H.7)
+
2∑
a=1
∫ ∞
−∞
du
[
iηa(u)ρa(u)− ρatot(u) log(1 + eiη
a(u))
]
Saddle point In the limit R 1, the path integral (H.6) is dominated by the saddle point
and the leading quadratic fluctuations. The saddle point equations for ηB
δ
δηB
Seff[η
A, ρA] = 0 (H.8)
relate ηA with the corresponding Y -functions
ηA = −i log YA, YA = ρ
A
ρAtot − ρA
. (H.9)
The saddle point equation for ρA then leads to the TBA equations,
log Y0 = −LE + log (1 + Y0) ∗ K00+ + log (1 + Y1) ?K10+ , (H.10)
log Y1 = log (1 + Y0) ∗ K01+ + log (1 + Y2) ? K21,
log Y2 = log (1 + Y1) ? K
12 + log (1 + Y2) ? K
22.
Dropping the terms that are linear in ρA, we obtain the saddle point of the partition function
Seff[η
A, ρA]
∣∣
saddle
= −
∫ ∞
0
du σ(u) log(1 + Y0(u)) (H.11)
Quadratic fluctuation To obtain the quadratic fluctuation, we compute the Hessian of
the effective action as before. It is straightforward to find that
fluctuation = (detGeff)−1 (H.12)
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where134
iGeff =

δ2Seff
δη0δρ0
δ2Seff
δη0δρ1
0
δ2Seff
δη1δρ0
δ2Seff
δη1δρ1
δ2Seff
δη1δρ2
0
δ2Seff
δη2δρ1
δ2Seff
δη2δρ2

(H.13)
The matrix elements of Geff can be computed using (H.7)
(Geff)A,B =
1
i
δ2Seff
δρAδηB
= δA,B − GˆA,B+ (H.14)
The operator GˆA,B+ is defined as
GˆA,0+ · f(u) =
∫ ∞
0
dv
2pi
KA,0+ (u, v)
1 + 1/Y0(v)
f(v)dv ,
Gˆ0,b+ · f(u) =
∫ ∞
−∞
dv
2pi
K0,b+ (u, v)
1 + 1/Yb(v)
f(v)dv ,
Gˆb,c+ · f(u) =
∫ ∞
−∞
dv
2pi
Kb,c(u, v)
1 + 1/Yc(v)
f(v)dv ,
(H.15)
with A = 0,1,2 and b, c = 1,2. Therefore the fluctuation is again given by a Fredholm
determinant
fluctuation =
(
det
[
1− Gˆ+
])−1
. (H.16)
Normalization factor Finally we compute the normalization factor N in (H.6). This
factor basically comes from the Jacobian of the change of variables from mode numbers
{φAi } to rapidities {vB,j}. It is therefore proportional to the Gaudin determinant of the
nBAE,
N ∝ det
(
∂φAi
∂vB,j
)
. (H.17)
We compute ∂φ0i /∂v0,j as an example,
∂φ0i
∂v0,j
= δij
[
2piRσ(v0,i) +
M∑
k=1
K00+ (v0,i, v0,k) +
K1∑
k=1
K02+ (v0,i, v1,k)
]
+
1
i
∂
∂v0,j
logS00(v0,i, v0,j)
134The “i” factor has the same origin as in the toy model discussed before.
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The quantity in the bracket on the right hand side coincides with 2piRρ0tot(v0,j) in the ther-
modynamic limit. On the other hand, the last term can be rewritten as
1
i
∂u logS00(v, u) = 1
i
∂u
log S˜0(v, u)︸ ︷︷ ︸
=− log S˜0(u,v)
+ log S˜0(v,−u)︸ ︷︷ ︸
=log S˜0(u,−v)
 = −K00− (u, v) , (H.18)
with KAB− (u, v) ≡ KAB(u, v) −KAB(u,−v). Similarly, we can compute other elements and
show that the determinant can be factorized as
det
(
∂φAi
∂vB,j
)
= %tot × det
[
1− Gˆ−
]
(H.19)
where
%tot =
M∏
k=1
2piRρ0tot(v0,k)×
K1∏
k=1
2piRρ1tot(v1,k)×
K2∏
k=1
2piRρ2tot(v2,k) . (H.20)
As discussed in [72], the prefactor %tot can be absorbed into the definition of the measure
when writing the partition function in the path integral form in the thermodynamic limit.
Alternatively we can apply the argument in Appendix D to derive the path integral and see
explicitly that this factor drops out from the integrand. In the thermodynamic limit, the
determinant part det
[
1− Gˆ−
]
becomes a Fredholm determinant whose action is given by
GˆA,0− · f(u) =
∫ ∞
0
dv
2pi
KA,0− (u, v)
1 + 1/Y0(v)
f(v) ,
Gˆ0,b− · f(u) =
∫ ∞
−∞
dv
2pi
K0,b− (u, v)
1 + 1/Yb(v)
f(v) ,
Gˆb,c− · f(u) =
∫ ∞
−∞
dv
2pi
Kb,c(u, v)
1 + 1/Yc(v)
f(v) ,
(H.21)
with A = 0,1,2 and b, c = 1,2.
Combing what we obtained and reading off the O(1) piece, we obtain the following
expression for the g-function,
g = exp
[∫ ∞
0
du
2pi
Θ(u) log(1 + Y0(u))
]√√√√√det
[
1− Gˆ−
]
det
[
1− Gˆ+
] , (H.22)
with
Θ(u) =
1
i
∂ur0(u)− piδ(u)− 1
2i
∂u log S˜
00(u, u¯) . (H.23)
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H.2 Rewriting
We now show that one can rewrite the ratio of Fredholm determinants as in section 6.2.
Namely we want to show
det
[
1− Gˆ−
]
det
[
1− Gˆ+
] = det
[
1− Gˆ
]
(
det
[
1− Gˆ+
])2 . (H.24)
Here Gˆ is a convolution kernel associated with the TBA of the periodic system which contains
both the left and the right wings. Written explicitly, its action is defined by
GˆA,B · f(u) =
∫ ∞
−∞
dv
2pi
KA,B(u, v)
1 + 1/Y0(v)
f(v) , (H.25)
where the indices A and B take 0,±1,±2, and the Y -functions are extended by
Y−a(u) ≡ Ya(u¯) , Y0(u¯) ≡ Y0(u) . (H.26)
The derivation of (H.24) closely follows the one in section 6.2. We first decompose the
action of GˆA,0 as
GˆA,0 · f+(u) =
∫ ∞
0
dv
2pi
KA,0(u, v)
1 + 1/Y0(v)
f+(v) +
∫ ∞
0
dv
2pi
KA,0(u,−v)
1 + 1/Y0(v)
f−(v) ,
GˆA,0 · f−(u) =
∫ ∞
0
dv
2pi
KA,0(−u, v)
1 + 1/Y0(v)
f+(v) +
∫ ∞
0
dv
2pi
KA,0(−u,−v)
1 + 1/Y0(v)
f−(v) ,
(H.27)
where both u and v are positive real and f±(v) ≡ f(±v) with v > 0. We can then express
the full action of Gˆ in the following matrix form,
Gˆ ·

f2(u)
f1(u)
f+(u)
f−2(u)
f−1(u)
f−(u)
 = (H.28)
∫
dv
2pi

K2,2(u,v)
1+1/Y2(v)
K2,1(u,v)
1+1/Y2(v)
0 0 0 0
K1,2(u,v)
1+1/Y2(v)
0
[
K1,0(u,v)
1+1/Y0(v)
]
0 0
[
K1,0(u,−v)
1+1/Y0(v)
]
0 K
0,1(u,v)
1+1/Y1(v)
[
K0,0(u,v)
1+1/Y0(v)
]
0 K
0,1(u,−v)
1+1/Y1(v)
[
K0,0(u,−v)
1+1/Y0(v)
]
0 0 0 K
2,2(u,v)
1+1/Y2(v)
K2,1(u,v)
1+1/Y2(v)
0
0 0
[
K1,0(u,−v)
1+1/Y0(v)
]
K1,2(u,v)
1+1/Y2(v)
0
[
K1,0(u,v)
1+1/Y0(v)
]
0 K
0,1(u,−v)
1+1/Y1(v)
[
K0,0(u,−v)
1+1/Y0(v)
]
0 K
0,1(u,v)
1+1/Y1(v)
[
K0,0(u,v)
1+1/Y0(v)
]


f2(v)
f1(v)
f+(v)
f−2(v)
f−1(v)
f−(v)
 ,
where the integration range for the terms inside the brackets are from 0 to ∞ while others
are from −∞ to ∞.
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Now the crucial observation is that the structure of the matrix is the same as the Gaudin
norm in the SO(6) spin chain discussed in Appendix C. Namely it can be decomposed into
four 3× 3 blocks and the two off-diagonal blocks and the two diagonal blocks are identical.
This structure will not be modified even if we consider the full operator 1 − Gˆ since “1”
only adds a piece proportional to the identity matrix. We then add and subtract rows and
columns as in Appendix C without modifying the determinant to get the following matrix
structure:
K2,2(u,v)
1+1/Y2(v)
K2,1(u,v)
1+1/Y2(v)
0 0 0 0
K1,2(u,v)
1+1/Y2(v)
0
[ K1,0+ (u,v)
1+1/Y0(v)
]
0 0 0
0
K0,1+ (u,v)
1+1/Y1(v)
[ K0,0+ (u,v)
1+1/Y0(v)
]
0 0 0
∗ ∗ ∗ K2,2(u,v)
1+1/Y2(v)
K2,1(u,v)
1+1/Y2(v)
0
∗ ∗ ∗ K1,2(u,v)
1+1/Y2(v)
0
[ K1,0− (u,v)
1+1/Y0(v)
]
∗ ∗ ∗ 0 K
0,1
− (u,v)
1+1/Y1(v)
[ K0,0− (u,v)
1+1/Y0(v)
]

. (H.29)
It is then straightforward to see that 1 − Gˆ factorizes into (1 − Gˆ+)(1 − Gˆ−) proving the
statement (H.24).
I Asymptotic limit for Nested Bethe Ansatz System
In this appendix, we take the asymptotic limit of the exact g-function for models that can
be solved by nested Bethe ansatz. We focus on the simplified version of the TBA system
discussed in Appendix H, which only contains the fundamental excitations. Nevertheless the
argument can be readliy generalized to other systems. In particular, we comment on how it
can be applied to the giant graviton OPE coefficient in the SL(2) sector.
As the first step, we consider the ratio of the Fredholm determinants (H.24) in the exact
formula and perform the analytic continuation of the momentum carrying Y-function, Y0(u).
We then get
det
[
1− Gˆ•(A,B)−
]
det
[
1− Gˆ•(A,B)+
] , (I.1)
where G•’s are the analytically continued kernels
Gˆ
•(A,0)
± · f(u) =
M/2∑
k=1
iKA0± (u, u˜k)
∂u log Y0(u˜k)
f(u˜k) +
∫ ∞
0
dv
2pi
KA0± (u, v)
1 + 1/Y0(v)
f(v),
Gˆ
•(0,b)
± · f(u) =
∫ ∞
−∞
dv
2pi
K0b± (u, v)
1 + 1/Yb(v)
f(v),
Gˆ
•(a,b)
± · f(u) = Gˆ(a,b) · f(u) =
∫
dv
2pi
Kab(u, v)
1 + 1/Yb(v)
f(v) ,
(I.2)
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with A = 0,1,2 and a, b = 1,2.
Our derivation follows closely the one for the toy model in the main text. We first write
Gˆ
•(A,B)
± · f(u) = S(A,B)± · f(u) + I(A,B)± · f(u) (I.3)
where S± and I± denote the convolution kernel for the discrete sum and the continuous
integral. From the structure of the TBA kernels (I.2), we have
S
(A,b)
± = 0, I
(a,b)
+ = I
(a,b)
− = I
(a,b). (I.4)
We then rewrite the ratio of determinant as
det
[
1− Gˆ•(A,B)−
]
det
[
1− Gˆ•(A,B)+
] = det [1− I(A,B)− ]
det
[
1− I(A,B)+
] × det [1− Ŝ(A,B)− ]
det
[
1− Ŝ(A,B)+
] (I.5)
where the dressed summation kernel is given by
Ŝ
(A,B)
± (u, v) =
∑
C
S
(A,C)
± ∗
(
1 + I± + I2± + · · ·
)(C,B)
(u, v). (I.6)
The next step is to re-express the second term on the right hand side of (I.5) in terms of
the exact Gaudin determinants. The exact quantization condition for the physical parity
symmetric rapidities are given by
φ(uj) = 2pinj, nj ∈ Z (I.7)
where the explicit form of φ(u) is
φ(u) = Lp(u) +
1
i
M/2∑
l=1
log
[
S00(u, ul)S
00(u,−ul)
]
+
1
i
∑
A
log(1 + YA) ∗ KA0+ (u). (I.8)
We can first rewrite
det
(
1− Ŝ(A,B)−
)
det
(
1− Ŝ(A,B)+
) = det
[
∂uφ(ui)δij − K̂00+ (ui, uj)
]
det
[
∂uφ(ui)δij − K̂00− (ui, uj)
] (I.9)
where the dressed TBA kernels are given by
K̂AB± (u, v) = K
AC
± ∗
(
1 + I± + I2± + · · ·
)(C,B)
(u, v). (I.10)
In (I.9) we have used the relation
K̂00± (u˜j, u˜k) = K̂00∓ (uj, uk). (I.11)
We can prove that
∂uφ(ui)δij − K̂00− (ui, uj) =
∂φ(ui)
∂uj
(I.12)
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following the same steps as the toy model and using the analytically continued TBA equation
log YA(u) = −LE˜(u)δ0A +
∑
B
log(1 + YB) ∗ KBA+ (u)−
M/2∑
l=1
log
[
S˜0A(u˜l, u)S˜
0A(u˜l,−u)
]
(I.13)
Similarly, we can define the quantity φ˜
φ˜(u) = Lp(u) +
1
i
M∑
l=1
logS00(u, ul) +
1
i
∑
A
log(1 + YA) ∗KA0(u). (I.14)
Together with the corresponding excited state TBA equation
log YA(u) = −LE˜(u)δ0A +
∑
B
log(1 + YB) ∗KBA(u)−
M∑
l=1
log S˜0A(u˜l, u) (I.15)
we can show that
det
[
∂uφ(ui)δij − K̂00+ (ui, uj)
]
det
[
∂uφ(ui)δij − K̂00− (ui, uj)
]
= det
i,j
(
∂φ˜(uj)
∂uj
)
(I.16)
for the parity symmetric Y -functions. Therefore we arrived at the same decomposition
det
[
1− Gˆ•(A,B)−
]
det
[
1− Gˆ•(A,B)+
] = det [1− I(A,B)− ]
det
[
1− I(A,B)+
] × det [∂uj φ˜(ui)](
det
[
∂ujφ(ui)
])2 (I.17)
Using this decomposition, it is straightforward to take the asymptotic limit. As in the toy
model, the exact quantization condition reduces to the asymptotic Bethe equation in the
L→∞ limit. We thus have
lim
L→∞
det
[
∂uj φ˜(ui)
](
det
[
∂ujφ(ui)
])2 = det
[
∂uj φ˜
asym(ui)
](
det
[
∂ujφ
asym(ui)
])2 = det
(
1−G(A,B)+
)
det
(
1−G(A,B)−
) (I.18)
Now, to show that the first ratio in (I.17) becomes trivial, we use the fact that in the
asymptotic limit Y0 is exponentially suppressed. Thus the kernels I
(A,0) all vanish in the
asymptotic limit and we have
tr
[ (
I
(A,B)
±
)n ]
= tr
[
I
(A1,A2)
± I
(A2,A3)
± ∗ · · · ∗ I(An,A1)±
]
7→ tr[I(a1,a2)± I(a2,a3)± ∗ · · · ∗ I(an,a1)± ] = tr[I(a1,a2)I(a2,a3) ∗ · · · ∗ I(an,a1)]. (I.19)
(Here we used (I.4) in the second line). We then get
log
(
det
[
1− I(A,B)−
]
det
[
1− I(A,B)+
]) = log (det [1− I(A,B)− ])− log (det [1− I(A,B)+ ])
= −
∞∑
n=1
1
n
[
(I
(A,B)
− )
n − (I(A,B)+ )n
]
7→ 0 ,
(I.20)
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which shows that the ratio is indeed trivial in the asymptotic limit. Combining the two
ratios, we recovers the asymptotic formula in the limit L→∞,
lim
L→∞
det
[
1− Gˆ•(A,B)−
]
det
[
1− Gˆ•(A,B)+
] = det (1−G(A,B)+ )
det
(
1−G(A,B)−
) . (I.21)
Giant Graviton OPE coefficient in SL(2) sector Let us make brief comments on the
asymptotic limit of the Giant Graviton OPE coefficient in the SL(2) sector. To apply our
argument, we denote the Y -functions as YA and split the indices as A = (0, a) where 0
corresponds to momentum carrying nodes 0 7→ (a, 0) while a corresponds to all the rest,
a 7→ (a, s) with s 6= 0. As compared to the simplified version discussed above, there are
two main complications in this case; First there are infinitely many momentum carrying
nodes, each of which corresponds to different bound states. Second among those infinitely
many momentum carrying nodes, we only perform the analytic continuation of Y(1,0), which
corresponds to the Y -function for the fundamental excitation [164]. This is because we are
interested in the operators in the SL(2) sector135. Nevertheless, it is still true that all the
Y -functions for the momentum carrying nodes vanish in the asymptotic limit Y0 → 0, and
I
(a,b)
+ = I
(a,b)
− for the other nodes. These two properties are enough to apply our argument
and derive the asymptoptic formula (8.8).
J Thermodynamic Bethe Ansatz for N = 4 SYM
In this appendix, we display the standard TBA equations for the periodic system, from which
one can derive the TBA equation for the Giant Gravitons through the folding procedures
discussed in section 9.
135For operators outside of the SL(2) sector, the analytic continuation one needs to perform is more com-
plicated and is not well-understood in general [171]. This is why we focus on the SL(2) sector.
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By going through the standard procedures, we find that the “raw” TBA’s are given by
log Ya,0 = ϕa,0 ≡ − LE˜a +
∑
±
[
log(1 + Yb,0) ? K
••
b,a + log(1 + Ym,±1) ? K
.•
m−1,a
+ log(1 + 1/Y2,±2) ? K
y•
+a + log(1 + Y1,±1) ? K
y•
−a
]
,
log Ya,±1 = ϕa,±1 ≡ log(1 + Yb,0) ? K•.b,a−1 + log(1 + Yb,±1) ? K..b−1,a−1
+ log
1 + Y1,±1
1 + 1/Y2,±2
?̂ Ky.−,a−1,
log Y1,±s = ϕ1,±s ≡ log(1 + 1/Y1,±t) ? K◦◦t−1,s−1 + log
1 + Y1,±1
1 + 1/Y2,±2
?̂ Ky◦−,s−1,
log Y2,±2 = ϕ2,±2 ≡ − log(1 + Ya,0) ? K•ya,+ − log
1 + 1/Y1,m
1 + Ym,1
? K◦ym−1,+ + pii,
log Y1,±1 = ϕ1,±1 ≡ log(1 + Ya,0) ? K•ya,− + log
1 + 1/Y1,±m
1 + Ym,±1
? K◦ym−1,− + pii ,
(J.1)
Here ± denote the contributions from the left and the right wings, and the Y -functions here
are related to the Y -functions in the review article [165] in the following way:
Y •Q 7→ YQ,0 , Y .M 7→ YM+1,±1 , Y ◦N 7→ Y1,±(N+1) , Y y+ 7→ Y2,±2 , Y y− 7→ Y1,±1 . (J.2)
K Eliminating Nested Levels from Fredholm Determi-
nants
In this appendix, we show that one can (at least formally) eliminate the dependence on the
Y -functions at the nested level generalizing the idea in section 8.4.
The idea is based on the fact that the Fredholm determinants in (9.33) can both be
obtained from the functional variations of the TBA equations. This procedure of computing
the Fredholm determinants can be regarded as the functional analogue of computing the
Gaudin-like determinants from the derivatives of the Bethe equations. We can therefore
argue, at least formally, that the Fredholm determinants det[1− Gˆ] and det[1− Gˆ+] can be
factorized as follows:
det
[
1− Gˆ
]
= det
[
1− Gˆv
]
det
[
1− Gˆw
]
det
[
1− ˆ˜Gu
]
,
det
[
1− Gˆ
]
= det
[
1− Gˆv
]
det
[
1− ˆ˜G+
]
.
(K.1)
Here the kernels Gˆv and Gˆw are given by[
Gˆv
]
(a,s),(b,t)
(u, v) ≡
[
δϕa,s(u)
δ(log Yb,t(v))
]T
with s, t > 0 ,
[
Gˆw
]
(a,s),(b,t)
(u, v) ≡
[
δϕa,s(u)
δ(log Yb,t(v))
]T
with s, t < 0 .
(K.2)
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On the other hand ˆ˜Gu and
ˆ˜G+ are induced Fredholm operators defined by[
ˆ˜Gu
]
a,b
(u, v) ≡
[
δ¯ϕa,0(u)
δ¯(log Yb,0(v))
]T
,
[
ˆ˜G+
]
a,b
(u, v) ≡
[
δ¯ϕa,0(u)
δ¯(log Yb,0(v))
]T
,
(K.3)
where the variation δ¯ means that we first express all the Y -functions at the nested levels (Ya,s
with s 6= 0) in terms of the middle-node Y -functions Ya,0 and then perform the variation. In
practice, this amounts to the following manipulations: First we take the variations of ϕa,0
and ϕpa,0 assuming that all the Y -functions at the nested level are also functionals of Ya,0.
This produces terms like
δ log Yb,t
δ log Ya,0
, (K.4)
after the variation. We then rewrite these terms in terms of the middle-node Y -functions
using the TBA equations at the nested levels.
For the parity-symmetric states, it is easy to see that the Fredholm operators for the two
wings are identical, Gˆv = Gˆw. Thus, we can express the final result simply in terms of the
induced Fredholm operators as
g = exp
[ ∞∑
a=1
∫ ∞
0
du
2pi
Θa(u) log(1 + Ya,0(u))
]
×
√
det
[
1− ˆ˜Gu
]
det
[
1− ˆ˜G+
] . (K.5)
Of course, the procedures explained here are rather formal and not mathematically rigor-
ous. Nevertheless it has an advantage that the integral kernels for the induced Fredholm
operators only contain Ya,0 and are suppressed in the asymptotic limit. However, it also
has a disadvantage that the kernels one gets from this are rather complicated and it is not
so obvious how to perform the analytic continuation to get the excited states. It would be
interesting to see if one could simplify the kernels for the induced Fredholm operators and
put to a more practical use such as the numerical computations.
L One-Loop Three-Point Functions in SO(6) Sector
In this appendix, we compute the one-loop diagrams relevant for the three-point function in
the SO(6) sector. We perform the computation using the method of the partially-contracted
Giant Graviton (PCGG).
As explained in section 4, the basic idea of the PCGG approach is to first perform
partial free-field Wick contractions between two determinants and then later consider the
contractions with a single-trace operator or with interaction vertices. As a result of the
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Figure 44: One-loop corrections to the three-point function. Here we depicted corrections
associated with the face colored in blue in the first diagram. The diagrams drawn on a gray
background come with a factor of 1/2.
partial contractions, we obtain a sum of non-local multi-trace operators,
D1(x1)D2(x2)|partial contractions N→∞=
N∑
`=0
(N − `)!
(
g2YMd12
4pi2
)N−` (−1)` ∑
k1,...,k`∑
s sks=`
∏`
m=1
(−tr [(ΦΦ¯)m])km
mkmkm!
 . (L.1)
As in section 4, Φ and Φ¯ denote fields in the first and the second determinant operators
(D1 and D2) respectively. Except for special multi-trace terns that we will discuss later,
only the single-trace terms in (L.1) survive in the large N limit. Since the contractions with
the interaction vertices can change the length of the operators, the length of the relevant
single-trace terms can be L, L + 2 or L + 4 (with L being the length of the single-trace
operator O).
To efficiently compute the sum of one-loop corrections, we first draw the tree-level con-
traction between the single-trace operator O and the PCGG (see figure 44). As shown in the
figure, the propagators split the region between the PCGG and O into L faces. At one loop,
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each face gets dressed by the interaction diagram. For instance, the face colored in figure 44
gets dressed by the diagrams listed there. Among the diagrams listed in the figure, the ones
drawn on a gray background are associated with edges rather than faces. Since each edge
is shared between two adjacent faces, we need to include a factor of 1/2 when we sum such
terms. We also need to keep in mind that. when the length of the PCGG is L+ 2, there will
be an additional relative sign136 coming from (−1)` in (L.1).
Taking these points into account, we get the following result as the corrections to the
face in figure 44:
face|single
x213x
2
23
=G13|3ˆ2 + Q133ˆ2︸ ︷︷ ︸
first line; (A.26)
+
[
2G12|12 + Q1212 − S12d¯12
] d¯13d¯23ˆ
(d¯12)2︸ ︷︷ ︸
second line; (A.24)
+
1
2
[
S13d¯23ˆ + S23ˆd¯13
]︸ ︷︷ ︸
third line
− 1
d¯12
[
G12|13d¯23ˆ +
1
2
Q1213d¯23ˆ + G21|23d¯13 +
1
2
Q2123d¯13
]
︸ ︷︷ ︸
last line; (A.25)
.
(L.2)
Here we stripped off the factor proportional to the tree-level propagator 1/(x213x
2
23) from the
definition of face|single. This can be evaluated explicitly using the identities (A.24)-(A.26)
as indicated below each term in (L.2).
In addition to these contributions, we need to consider the contributions from the multi-
trace terms in (L.1) where the interaction vertices get contracted with extra traces: For
instance, we need to consider the contribution in which the self-energy diagram gets con-
tracted with tr[Φ¯Φ] in the double-trace term (see figure 45)(
N − L
2
− 1
)
!×
(
g2YMd12
4pi2
)N−L
2
−1
× (−1)L2 +1 tr
[
(ΦΦ¯)L/2
]
L/2
× tr [ΦΦ¯] . (L.3)
As a result of the contraction, this gives
disc1 =
{(
N − L
2
)
!×
(
g2YMd12
4pi2
)N−L
2
(−1)L2 +1
〈
tr
[
(ΦΦ¯)L/2
]
L/2
O
〉
0
}
×
(
N +
L
2
+O(1/N)
)
S12
d¯12
.
(L.4)
Here the terms on the first line coincides with the tree-level contribution. Similarly, the
gluon exchange diagrams and the scalar quartic diagram can get contracted with(
N − L
2
− 2
)
!×
(
g2YMd12
4pi2
)N+L
2
−2
× (−1)L2 +2 tr
[
(ΦΦ¯)L/2
]
L/2
× tr
[
(ΦΦ¯)2
]
2
, (L.5)
136There is also the extra 1/m factor in (L.1). This factor is cancelled if we sum over all possible physically
equivalent contractions which are related to each other by the cyclic permutation of fields inside the trace
of the PCGG.
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Figure 45: The corrections coming from the multi-trace terms.
or (
N − L
2
− 2
)
!×
(
g2YMd12
4pi2
)N+L
2
−2
× (−1)L2 +1 tr
[
(ΦΦ¯)L/2
]
L/2
×
(
tr
[
ΦΦ¯
])2
2
. (L.6)
After the contraction, this gives
disc2 =
{(
N − L
2
)
!×
(
g2YMd12
4pi2
)N−L
2
(−1)L2 +1
〈
tr
[
(ΦΦ¯)L/2
]
L/2
O
〉
0
}
×
(
−N
2
− L
2
+O(1/N)
)(
2G12|12 + Q1212
(d¯12)2
)
.
(L.7)
Summing the two contributions disc1 and disc2 using (A.24), we find that the leading
O(N) terms cancel out while the subleading O(1) term is proportional to L and can be
understood as a correction to each face
face|double
x213x
2
23
= −1
2
[
2G12|12 + Q1212 − S12d¯12
] d¯13d¯23ˆ
(d¯12)2
. (L.8)
Then, after eliminating the term proportional to c123 + c231 + c312 using (A.20), we find
that the full result for the face in figure 44 is given simply by
face|single + face|double = H33ˆ
(
log
x12
x13x23
− 1
)
. (L.9)
The first term in the bracket correctly reproduces the expected space-time behavior coming
from the anomalous dimension
∼ δ∆ log x12
x13x23
, (L.10)
while the second term corresponds to the correction to the structure constant. However one
has to keep in mind that what we computed is un-normalized three-point function and one
needs to subtract off the correction to (the square root of) the normalization in order to read
off the scheme-independent structure constant. The correction to the normalization can be
read off from the results in the literature [173] and it boils down to multiplying the following
term for each face
norm = −H33ˆ . (L.11)
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As a result, we conclude that the scheme-independent structure constant can be computed
by inserting
−H33ˆ −
1
2
norm = −1
2
H33ˆ , (L.12)
to each face. When summed up, it reconstructs a −1/2 times the full Hamiltonian in the
SO(6) sector H. We thus conclude that the correction coming from the one-loop diagram is
given by the following substitution
〈Ne´el0| 7→ 〈Ne´el0|H . (L.13)
M Four-Point Functions at Tree Level and One Loop
In this appendix, we compute the connected four-point function of two determinant operators
and two length-p BPS single-trace operators
〈D1(x1, Y1)D2(x2, Y2)O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)〉connected ≡
p
N
G{p,p} (M.1)
at tree level and one loop. To perform the computation, we use the PCGG approach. For the
three-point function in the SO(6) sector discussed in Appendix L, we only needed special
multi-trace terms in the PCGG expansion (L.1) in the large N limit. For the four-point
functions, there is yet another contribution which we need to take into account when p is
even: For even p, the following double-trace term in the PCGG produces a term of O(1),
〈tr [(ΦΦ¯)p/2] tr [(ΦΦ¯)p/2]O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)〉 =
〈tr [(ΦΦ¯)p/2]O(p)◦ (x3, Y3)〉 × 〈tr [(ΦΦ¯)p/2]O(p)◦ (x4, Y4)〉 ∼ O(1) . (M.2)
with Φ = Y1 · Φ(x1) and Φ¯ = Y2 · Φ(x2). At tree level, one can easily compute such
contributions and confirms that they only affect the OPE data with twist τ ≥ 2p, which is
not discussed in the main text. Therefore as long as the tree-level analysis is concerned, we
can simply discard such contributions. At one loop, to avoid any possible subtleties coming
from such contributions, we first perform the computation assuming p to be odd. We then
extend the final result to even p using the lightcone OPE analysis in [175].
M.1 Tree level
Using the PCGG approach, the connected four-point function large N can be computed by
evaluating the following sum of correlators
(4pt)0 =
p∑
`=1
(2g2d12)
N−` (−1)`+1
`
〈
tr
[(
ΦΦ¯
)`]O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)〉
(0)
. (M.3)
The subscript (0) reminds that Wick contractions are at tree level. Since each summand
is a planar three-point function, one can simply compute them by performing the Wick
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Figure 46: For even `, the diagrams that are related by the permutation of 1 and 2 give the
same contribution while for odd ` they are different.
contractions. One should however keep in mind that there is a small difference between even
` and odd `: For even `, different contractions which are related by the cyclic permutation
of fields inside tr
[(
ΦΦ¯
)`]
give always the same contribution while for odd ` there are two
distinct contributions which arise from the cyclic permutation. See figure 46.
Taking this into account, we perform the computation and get the following expression
for the normalized four-point function
G
(0)
{p,p}
(d12)N(d34)p
=−
b p+1
2
c∑
s=1
(
− zz¯
αα¯
)2s−1 [((1− α)(1− α¯)
(1− z)(1− z¯)
)s
+
(
(1− α)(1− α¯)
(1− z)(1− z¯)
)s−1]
− 2
b p
2
c∑
s=1
(
− zz¯
αα¯
)2s((1− α)(1− α¯)
(1− z)(1− z¯)
)s
,
(M.4)
where the first line is from odd ` while the second line is from even `.
M.2 One loop
We plug (4.4) with the expansion (4.8) into the four-point function. The one loop part
(4pt)1 =
p∑
`=1
(
g2YMd12
8pi2
)N−` 〈
G(0)` (x1, x2)O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)
〉
(1)
+
p∑
`=1
(
g2YMd12
8pi2
)N−` 〈
G(1)` (x1, x2)O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)
〉
(0)
(M.5)
takes contributions from the tree-level PCGG G(0)` , in the correlator evaluated at subleading
order (with subscript 1), and the one-level PCGG G(1)` , in the correlator evaluated at leading
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order (0). Keeping the relevant traces in (4.7) and (B.21), the correlators read explicitly
(4pt)1 =
p∑
`=1
(2g2d12)
N−` (−1)`+1
`
〈
tr
[(
ΦΦ¯
)`]O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)〉
(1)
+ 4g2
(
log
x12

+ 1
) p∑
`=1
(
2g2d12
)N−`
(−)`
〈
tr
[(
ΦΦ¯
)`] O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)〉
(0)
(M.6)
+
4g2
N
(
log
x12

+ 1
) (
2g2d12
)N−p 〈
tr
[
Φ(ΦΦ¯)
p−1
2
]
tr
[
Φ¯(ΦΦ¯)
p−1
2
]
O(p)◦ (x3, Y3)O(p)◦ (x4, Y4)
〉
(0)
.
In particular, the last line comes from the part in (B.21) carrying the tensor M and comment
below (B.25) becomes relevant: such term survives the planar limit because contractions
generate a power of N that overcomes the suppression 1/N of the prefactor.
The third line in (M.6) splits into the product of two-point functions at tree level:
partM = − 2p
2
Nd12
(
2g2d12
)N+p+1 (
log
x12

+ 1
)(d13d14d23d24
(d12)
4
)p/2
×
[(
d13d24
d23d14
)1/2
+
(
d23d14
d13d24
)1/2]
.
(M.7)
As for the first two lines, the basic strategy of the computation is similar to the one in
Appendix L: We first consider planar tree-level diagrams and dress each face of the diagrams
by the interaction vertices. As shown in figure 47, there are three different kinds of faces
for the four-point functions; faces which contain two spatial points (to be called two-point
faces), faces which contain three spatial points (three-point faces) and faces which contain
all the four points (four-point faces). The corrections to the three-point faces are basically
the same as the one computed in Appendix L, whose result is given by (L.12). Since here
we are considering the BPS operators, which are annihilated by the one-loop Hamiltonian,
the corrections of this type simply vanish. The same is true also for the corrections to the
two-point faces. We can therefore focus on the corrections to the four-point faces.
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A list of diagrams associated with a single four-point face is given in figure 47. A point
worth mentioning is that, unlike the gluon exchange diagrams, the scalar quartic diagrams
do not really correspond to a particular tree-level diagram. To associate them with a definite
tree-level diagram, we performed the decomposition of the scalar quartic diagram given in
(A.16).
As shown in the figure, the diagrams can be grouped into several different contributions.
The first one is extra, which combines the diagrams that give rise to the second line of
(M.6). This reads137
extra = −S12
d¯12
+
Q1212 + 2G12|12
(d¯12)2
=
S12
d¯12
, (M.8)
where we used (A.24). All diagrams below contribute to the first line of (M.6). The next
four contributions are the “corner contributions” which read
corner1 =
G13|34 + Q1334
d¯13d¯34
= c134 − 1
4
(
S13
d¯13
+
S34
d¯34
)
,
corner2 =
G34|42 + Q3442
d¯34d¯42
= c342 − 1
4
(
S34
d¯34
+
S24
d¯24
)
,
corner3 = −G12|13 +
1
2
Q1213
d¯12d¯13
= c213 − 1
4
(
S12
d¯12
+
S13
d¯13
)
,
corner4 = −G21|24 +
1
2
Q2124
d¯12d¯24
= c421 − 1
4
(
S12
d¯12
+
S24
d¯24
)
,
(M.9)
where we used (A.27) and (A.25). We also have the 4pt contribution which reads
4pt =
G13|42
d¯13d¯42
− G12|34
d¯12d¯34
− Q
−
1234
d¯12d¯34
− Q
+
2134
d¯13d¯24
=− (c134 + c342 + c213 + c421) + g2F (1)(z, z¯)
[
z + z¯ − 1 + 1
2
(α + α¯)
(
1− zz¯
αα¯
)]
.
(M.10)
In addition, there are contributions from the self-energy diagrams and the multi-trace terms
as discussed in Appendix L, which give
self =
1
2
[
S13
d¯13
+
S34
d¯34
+
S24
d¯24
]
,
disconnected = −1
2
[
−S12
d¯12
+
Q1212 + 2G12|12
(d¯12)2
]
= −1
2
S12
d¯12
.
(M.11)
Summing up all these contributions, we find that cijk and Sij all cancel, giving the
following result for the correction to the face in figure 47:
fz,α ≡ g2F (1)(z, z¯)
[
z + z¯ − 1 + 1
2
(α + α¯)
(
1− zz¯
αα¯
)]
. (M.12)
137The results below are for the ratios between one-loop diagrams and tree-level diagrams.
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Figure 47: One-loop corrections to the four-point function. The diagrams extra correspond
to the second line in (M.6) and the others to the first line therein. For the four-point
functions, there are three different kinds of faces; the two-point faces, the three-point faces
and the four-point faces (colored in different colors in the first diagram). Here we listed
corrections associated with the four-point face in the first diagram.
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Figure 48: The diagrams that contribute for L = 0 and 2p. The first four diagrams are for
L = 0 while the remaining ones are for L = 2p. For L = 2p, we omitted drawing diagrams
with the same topology; we have only drawn one representative for each.
Since there are two four-point faces for each tree-level diagram, the result of dressing faces
with the interaction vertices is given by
bulk =− 2
p−1
2∑
s=1
(
− zz¯
αα¯
)2s−1 [
f z
z−1 ,
α
α−1
(
(1− α)(1− α¯)
(1− z)(1− z¯)
)s
+ fz,α
(
(1− α)(1− α¯)
(1− z)(1− z¯)
)s−1]
− 4
p−1
2∑
s=1
(
− zz¯
αα¯
)2s (
f z
z−1 ,
α
α−1 + fz,α
)((1− α)(1− α¯)
(1− z)(1− z¯)
)s
(M.13)
Here we assumed that p is odd in order to avoid the subtlety mentioned in the beginning of
this appendix. Note also that some of the arguments of f get transformed since, depending
on the tree-level diagrams that we dress, the roles of Φ and Φ¯ are swapped.
The result (M.13) only captures when the length of the PCGG is 2 ≤ L ≤ 2p − 2. For
L = 0 and L = 2p, some of the diagrams in figure 48 will be missing while there will be some
new diagrams. See figure 48 for the diagrams that contribute for L = 0 and 2p. The result
for L = 0 reads
boundary|L=0 = 2
G12|34 + G21|34 + Q−1234 + Q
−
2134
d¯12d¯34
. (M.14)
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One can also compute the correction for L = 2p (boundary|L=2p) explicitly. However, since
it contains various diagrams and the expression is lengthy, we will not present them here138.
Summing up all the contributions bulk, boundary|L=0, boundary|L=2p and (after nor-
malization) partM, we find that the final result drastically simplifies and is given by
G
(1)
{p,p}
(d12)N(d34)p
=− 2g2 r1234 F (1)(z, z¯)
p−1
2∑
s=0
(
(zz¯)2(1− α)(1− α¯)
(αα¯)2(1− z)(1− z¯)
)s
. (M.15)
with
r1234 ≡ zz¯(1− z)(1− z¯)(z − α)(z − α¯)(z¯ − α)(z¯ − α¯)
(αα¯)2(1− z)(1− z¯) . (M.16)
The result so far is valid only for odd p. In order to extend this result to even p, we impose
the lightcone OPE constraint used first in [175]. The constraints requires the correlator to
satisfy the following property:
lim
x234→0
Y3→Y4
d12:fixed
[
G
(1)
{p+1,p+1} − d12G(1){p,p}
]
= O(d12) . (M.17)
For a derivation, see [175]. Using this result, we can extend the result to even p and obtain
the result shown in the main text (10.23).
N Details on Comparison between OPE and Integra-
bility
N.1 Bethe Roots from Q-system
An important ingredient for computing the integrability result is the Bethe roots, or solutions
of the Beisert-Staudacher equations up to O(g2) order. We first find the solutions at tree
level and then find loop corrections by perturbation. The tree level Bethe roots can be found
by the Q-system method of Marboe-Volin [178], which has been coded up in a Mathematica
file. In this appendix, we give some details for the computation of Bethe roots at the leading
order using Q-system method.
Quantum numbers The functions which finds all the Q-functions on a given lattice are
DQ[ns] and cDQ[ns] in the Mathematica file. The difference between these two functions
is that cDQ[ns] imposes additional constraints on the solutions which selects the ones that
satisfy the zero momentum condition. Since we consider solutions corresponding to single
138In addition, this contribution does not affect the analysis in the main text since it only produces the
OPE data with twist τ ≥ 2p.
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trace operators in N = 4 SYM, we shall use the function cDQ[ns] to find the solutions. The
input of both functions ns is a set of 8 oscillator numbers
[nb1 , nb2|nf1 , nf2 , nf3 , nf4|na1 , na2 ] (N.1)
The oscillator numbers are related to the Dynkin labels of so(4) (denoted by [s1, s2]) and
so(6) (denoted by [q1, p, q2]) by
s1 = nb2 − nb1 , s2 = na1 − na2 , q1 = nf1 − nf2 , p = nf2 − nf3 , q2 = nf3 − nf4 (N.2)
In addition, we have
∆0 =
nf
2
+ na, L =
nf
2
+
na
2
− nb
2
(N.3)
which allows us to fix the oscillator numbers (we need to impose some obvious condition
such as na, nf , nb are non-negative). From (8.1), we can find how it is related to the number
of Bethe roots.
To apply the Q-system method to our case, we notice that there is one subtlety related to
the grading of the Dynkin diagram. The Beisert-Staudacher equations in (8.3) corresponds
to the so-called SL(2) grading or non-compact ABA (ncABA) grading according to Marboe-
Volin. However, the default grading for the input of the function cDQ[ns] is the compact
beauty (cb) grading. Therefore, we first convert the quantum numbers to the compact beauty
grading and then plug in DQ[ns]. This can be achieved by a function in that notebook called
nTOn[ns,ncABA,cb]. (N.4)
The output of cDQ[ns] is a list of all possible solutions of Q-functions Qa,s with a, s =
0, 1, · · · , 4. To select the Q-functions that are related to the solutions of Beisert-Staudacher
equations (8.3), we need to read the Dynkin diagram using the non-compact ABA grading.
In more detail, the Bethe roots of different nodes are related to the Q-functions as
Kv3∏
j=1
(u− v3,j) = u−LQ0,1(u),
Kv2∏
j=1
(u− v2,j) = Q1,1(u),
Kv1∏
j=1
(u− v1,j) = uLQ2,1(u), (N.5)
Kw1∏
j=1
(u− w1,j) = Q2,3(u),
Kv2∏
j=1
(u− w2,j) = Q3,3(u),
Kv3∏
j=1
(u− w3,j) = Q4,3(u)
where the factors of u±L originate from the asymptotic behaviors of Q-functions and the
main roots are given by
M∏
j=1
(u− uj) = Q2,2(u). (N.6)
Having the Q-functions, it is straightforward to find their zeros numerically. This gives the
solutions of Beisert-Staudacher equation at the leading order. We can further impose the
selection rules and choose the ones that give non-zero OPE coefficients.
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N.2 Asymptotic OPE Data from Integrability
The integrability formulae for dO and cppO separately contain the square roots. In this
appendix, we show that the product can be rewritten in a form free of square roots.
For this purpose, we first express dO as
dO = −(iJ + (−i)J)
√√√√√
 ∏
1≤s≤M
2
u2s +
1
4
u2s
σ2B(us)
 〈u|u〉
(detG−)2
, (N.7)
where 〈u|u〉 is the full Gaudin norm 〈u|u〉 = detG+ detG−. On the other hand, the single-
trace structure constant can be expressed as
cppO = 〈v|v〉
√∏M
k=1 µ(uk)
∏
i<j h(ui, uj)h(uj, ui)
〈u|u〉 A˜ , (N.8)
with
A˜ =
∑
α∪α¯=u
(−1)|α¯|
∏
j∈α¯
T (uj)e
ip(uj)L/2
∏
ui∈α,uj∈α¯
1
h(ui, uj)
. (N.9)
Multiplying the two expressions and using the fact that the rapidities are parity sym-
metric, we can simplify the expression for the product as follows:
dOcppO = −(iJ + (−i)J) 〈v|v〉
detG−
 M2∏
k=1
µ˜(uk)
 ∏
1≤i<j≤M
2
H(ui, uj)
 A˜ , (N.10)
with
µ˜(u) ≡ σB(u)µ(u)
√
h(u,−u)h(−u, u)u
2 + 1
4
u2
= σB(u)
(
1 + 1
(x+)2
)(
1 + 1
(x−)2
)
(
1− 1
(x+)2
)(
1− 1
(x−)2
) (1− 1x+x−
1 + 1
x+x−
)2
,
(N.11)
and
H(u, v) ≡
√
h(u, v)h(v, u)h(u¯, v¯)h(v¯, u¯)h(u¯, v)h(v, u¯)h(u, v¯)h(v¯, u) (N.12)
=
(u2 − v2)2
((u− v)2 + 1) ((u+ v)2 + 1)

(
1 + 1
x+y+
)(
1 + 1
x−y−
)
(
1− 1
x+y+
)(
1− 1
x−y−
)
(
1− 1
x+y−
)(
1− 1
x−y+
)
(
1 + 1
x+y−
)(
1 + 1
x−y+
)
2 ,
with x± ≡ x±(u) and y± ≡ x±(v).
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O Two-Particle States in SO(6) and SO(4,2) Sectors
In this appendix, we directly construct two-particle Bethe wave functions in the SO(6) and
SO(4,2) sectors at tree level. The results are used in the main text to test the matrix
structure of the form factor.
O.1 SO(6) sector
The Hamiltonian of the SO(6) spin chain is
H = 2g2
∑
n
1
2
Kn,n+1 + (In,n+1 − Pn,n+1) , (O.1)
where the subscripts denote on which site the operators act, and I, P and K are defined by
I| . . . , I
n
, J
n+1
, . . .〉 = | . . . , I
n
, J
n+1
, . . .〉 , P| . . . , I
n
, J
n+1
, . . .〉 = | . . . , J
n
, I
n+1
, . . .〉 ,
K| . . . , I
n
, J
n+1
, . . .〉 = δI,J
6∑
K=1
| . . . , K
n
, K
n+1
, . . .〉 .
(O.2)
To construct a two-particle eigenstate, we first make the following plane wave ansatz,
|Ψcc˙|dd˙〉 =
∑
n
χcc˙|dd˙(n)| . . . , Z¯n , . . .〉+
∑
n<m
ψ
aa˙|bb˙
cc˙|dd˙(n,m)| · · · ,Φn
aa˙, · · · ,Φ
m
bb˙, · · · 〉 , (O.3)
with
ψ
aa˙|bb˙
cc˙|dd˙(n,m) = δ
a
c δ
b
dδ
a˙
c˙ δ
b˙
d˙
eipn+iqm + Sabcd S˙
a˙b˙
c˙d˙
eipm+iqn ,
χcc˙|dd˙(n) = χ˜cc˙|dd˙e
i(p+q)n .
(O.4)
Here . . . denote a sea of Z fields and we used the SU(2)2 notation to express magnons:
X = Φ11˙ , X¯ → −Φ22˙ , Y → Φ12˙ , Y¯ → Φ21˙ . (O.5)
Note that the indices aa˙ and bb˙ are summed while the indices cc˙ and dd˙ are labels for different
wave functions and not summed.
To determine the unfixed constants χ˜, S and S˙, we impose the eigenvalue equation
H|Ψcd|c˙d˙〉 = E|Ψcd|c˙d˙〉 , (O.6)
with
E = 4g2(1− cos p) + 4g2(1− cos q) . (O.7)
This is a straightforward yet tedious exercise. As a result we get
χ˜cc˙|dd˙ =
u− v
u− v − icdc˙d˙ ,
Sabcd S˙
a˙b˙
c˙d˙
=
1
(u− v)2 + 1
(
(u− v)δac δbd − iδbcδad
)(
(u− v)δa˙c˙ δb˙d˙ − iδb˙c˙δa˙d˙
)
,
(O.8)
where the rapidities are defined by eip = (u+ i/2)/(u− i/2) and eiq = (v + i/2)/(v − i/2).
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O.2 SO(4,2) sector
The Hamiltonian for the full PSU(2, 2|4) spin chain at one loop was determined in [243] by
Beisert. To write it down, we need to express fields in N = 4 SYM in terms of oscillators,
[aα, a¯
β] = δβα , [bα˙, b¯
β˙] = δβ˙α˙ ,
{ca, c¯b} = δba , {da˙, d¯b˙} = δb˙a˙ .
(O.9)
Different states in the oscillator correspond to different letters in N = 4 SYM as follows139:
|0〉 7→ Z , a¯αb¯β˙|0〉 7→ Dαβ˙Z , . (O.10)
In terms of these oscillators, the Hamiltonian density acting on the two neighboring sites
is given by
H12|A〉1 ⊗ |B〉2 =
∑
A′,B′
cntot,n12,n21|A′〉1 ⊗ |B′〉2 , (O.11)
where ntot is the total number
140 of oscillators of states |A〉 and |B〉, and n12 and n21 are
the number of oscillators hopping from the site 1 to the site 2 and vice versa. cntot,n12,n21 is
given by
cntot,n12,n21 = (−1)1+n12n21
Γ
(
1
2
(n12 + n21)
)
Γ
(
1 + 1
2
(ntot − n12 − n21)
)
Γ(1 + 1
2
ntot)
, (O.12)
if n12 6= 0 or n21 6= 0. When both n12 and n21 are zero, we instead have
cntot,0,0 = h(ntot/2) , (O.13)
with h being the harmonic number.
Let us now consider the action of this Hamiltonian on the two-particle states in the
SO(4,2) sector. The relevant terms for the computation are141
Z ⊗ Z 7→0 ,
Dαα˙Z ⊗ Z 7→Dαα˙Z ⊗ Z − Z ⊗Dαα˙Z ,
Z ⊗Dαα˙Z 7→Z ⊗Dαα˙Z −Dαα˙Z ⊗ Z ,
Dαα˙Z ⊗Dββ˙Z 7→3
2
Dαα˙Z ⊗Dββ˙Z − 1
2
(
Dαα˙Dββ˙Z ⊗ Z + Z ⊗Dαα˙Dββ˙Z
)
+
1
2
(
Dαβ˙Z ⊗Dβα˙Z +Dβα˙Z ⊗Dαβ˙Z
)
− 1
2
Dββ˙Z ⊗Dαα˙Z ,
139Note that the oscillator Hilbert space is actually larger than the space of fundamental fields. To restrict
it to the space of fundamental fields, we need to impose that the total numbers of dotted and undotted
oscillators are the same.
140The total number of oscillators is conserved upon the action of the Hamiltonian.
141These actions are written in the oscillator normalization of states.
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Dαα˙Dββ˙Z ⊗ Z 7→3
2
Dαα˙Dββ˙Z ⊗ Z − 1
2
Z ⊗Dαα˙Dββ˙Z
− 1
2
(
Dαα˙Z ⊗Dββ˙Z +Dββ˙Z ⊗Dαα˙Z +Dαβ˙Z ⊗Dβα˙Z +Dβα˙Z ⊗Dαβ˙Z
)
,
Z ⊗Dαα˙Dββ˙Z 7→3
2
Z ⊗Dαα˙Dββ˙Z − 1
2
Dαα˙Dββ˙Z ⊗ Z
− 1
2
(
Dαα˙Z ⊗Dββ˙Z +Dββ˙Z ⊗Dαα˙Z +Dαβ˙Z ⊗Dβα˙Z +Dβα˙Z ⊗Dαβ˙Z
)
The wave function for the two-particle states can be written in general as
|Ψγγ˙|δδ˙〉 =
∑
n
χˆ
αα˙|ββ˙
γγ˙|δδ˙ (n)| . . . , Dαα˙Dββ˙Z︸ ︷︷ ︸
n
, . . .〉osc
+
∑
n<m
ψˆ
αα˙|ββ˙
γγ˙|δδ˙ (n,m)| . . . , Dαα˙Z︸ ︷︷ ︸
n
, . . . , Dββ˙Z︸ ︷︷ ︸
m
, . . .〉osc .
(O.14)
Let us make a cautionary remark: The states defined above do not correspond directly to
the fields with derivatives owing to the difference of the normalization factors. This is similar
to what we encountered in section 5 for the SL(2) sector. To convert them to the fields with
derivatives, we need to use redefined states,
|Ψγγ˙|δδ˙〉 =
∑
n
χ
αα˙|ββ˙
γγ˙|δδ˙ (n)| . . . , Dαα˙Dββ˙Z︸ ︷︷ ︸
n
, . . .〉
+
∑
n<m
ψ
αα˙|ββ˙
γγ˙|δδ˙ (n,m)| . . . , Dαα˙Z︸ ︷︷ ︸
n
, . . . , Dββ˙Z︸ ︷︷ ︸
m
, . . .〉 ,
(O.15)
with
|Dαα˙Dββ˙Z〉 =

4|Dαα˙Dββ˙Z〉osc α 6= β , α˙ 6= β˙
2|Dαα˙Dαβ˙Z〉osc α˙ 6= β˙
2|Dαα˙Dβα˙Z〉osc α 6= β
|Dαα˙Dαα˙Z〉osc
. (O.16)
The constants of proportionality can be determined by comparing the two-point functions
and the norms of the oscillator states.
The following steps are similar to the ones for the SO(6) sector. We first make a plane-
wave ansatz
ψ
αα˙|ββ˙
γγ˙|δδ˙ (n,m) = δ
α
γ δ
β
δ δ
α˙
γ˙ δ
β˙
δ˙
eipn+iqm + Sαβγδ S˙
α˙β˙
γ˙δ˙
eipm+iqn ,
χ
αα˙|ββ˙
γγ˙|δδ˙ (n) = χ˜
αα˙|ββ˙
γγ˙|δδ˙ e
i(p+q)n ,
(O.17)
and impose the eigenvalue equation (O.6). As a result we get
χ˜
αα˙|ββ˙
γγ˙|δδ˙ =
(u− v)
4(u− v − i)
(
δαγ δ
β
δ + δ
α
δ δ
β
γ
)(
δα˙γ˙ δ
β˙
δ˙
+ δα˙
δ˙
δβ˙γ˙
)
,
Sαβγδ S˙
α˙β˙
γ˙δ˙
=
1
(u− v)2 + 1
(
iδαγ δ
β
δ + (u− v)δαδ δβγ
)(
iδα˙γ˙ δ
β˙
δ˙
+ (u− v)δα˙
δ˙
δβ˙γ˙
)
.
(O.18)
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P Bootstrapping Two-Loop Four-Point Functions
In this appendix, we provide details on how we determined the two-loop correlator of two
determinant operators and two 20′ operators.
Lagrangian insertion and superconformal Ward identity To determine the two-loop
correlator, we first use the Lagrangian insertion formula and express G
(k)
{2,2} as an integral of
a (4 + k)-point function [175],
G
(k)
{2,2} ∼
∫
d4x5 · · · d4x4+k〈D1D2O3O4L(x5) · · · L(x4+k)〉Born , (P.1)
where O3,4 are 20′ operators, L is the chiral Lagrangian density and the correlator on the
right hand side is evaluated at the Born level. The basic strategy of the computation is to
determine an integrand of G
(k)
{2,2} (to be denoted by G(k){2,2}) by imposing various consistency
conditions:
G
(k)
{2,2} =
∫
d4x5 · · · d4x4+k G(k){2,2}(x1, . . . , x4;x5, . . . , x4+k) . (P.2)
The first constraint comes from the supersymmetry. Owing to the superconformal Ward
identity, the loop correction to the four-point function is proportional to a universal factor
R1234 =
(z − α)(z − α¯)(z¯ − α)(z¯ − α¯)
zz¯(1− z)(1− z¯) d
2
13d
2
24x
2
13x
2
24 , (P.3)
What is important in the subsequent analysis is that the factor R1234 defined here is purely
quadratic142 in the harmonic variables Yi’s.
Let us now express the integrand G(k){2,2} (k ≥ 1) as143
G(k){2,2} = R1234(d12)N−2
P (k)∏
1≤p≤4
5≤q≤4+k
x2pq
∏
5≤p<q≤4+k
x2pq
. (P.5)
By counting the conformal and harmonic weights, one can readily see that P (k) carries har-
monic weight 0 and conformal weight 2(1 − k) at every point, x1, . . . x4+k. Since the final
142This can be mostly easily seen by writing R1234 as
R1234 =d
2
12d
2
34x
2
12x
2
34 + d
2
13d
2
24x
2
13x
2
24 + d
2
14d
2
23x
2
14x
2
23
+ d12d23d34d14(x
2
13x
2
24 − x212x234 − x214x223)
+ d12d13d24d34(x
2
14x
2
23 − x212x234 − x213x224)
+ d13d14d23d24(x
2
12x
2
34 − x214x223 − x213x224) .
(P.4)
143Note that here the factor (d12)
N−2 is the only possible propagator factor which has the correct harmonic
weights and is a polynomial in Yk’s. This is however not true if the lengths of the single-trace are longer
than 2. In such a case, the result is given by a sum of several different structures.
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result must be a polynomial in Yk’s, this means that P
(k) must be independent of the har-
monic variables Yk’s. This argument still leaves a possibility that P
(k) is a rational function
of the distances x2ij. However, by analyzing the singularity structure of the integrand, one
can show that P (k) must be a polynomial of x2ij. See sections 3.1 and 3.3.3 in [175].
This observation drastically simplifies the analysis at low loop orders. In particular, it
immediately follows that the one-loop polynomial P (1) must be constant and the computation
of the four-point function boils down to computing that constant. To determine the two-loop
answer, we impose yet another symmetry constraint on P (2): Namely, the polynomial must
be completely symmetric under the permutation of the positions of 20′ and the positions of
the Lagrangian insertions L; namely the permutation of x3, . . . , x6. Imposing this constraint,
we find that there are two allowed polynomials with conformal weight −2:
p1 =x
2
12(x
2
34x
2
56 + x
2
35x
2
46 + x
2
36x
2
45) ,
p2 =x
2
16x
2
25x
2
34 + x
2
15x
2
26x
2
34 + x
2
16x
2
24x
2
35 + x
2
15x
2
24x
2
36 + x
2
14x
2
26x
2
35 + x
2
14x
2
25x
2
36
+ x216x
2
23x
2
45 + x
2
15x
2
23x
2
46 + x
2
13x
2
26x
2
45 + x
2
13x
2
25x
2
46 + x
2
14x
2
23x
2
56 + x
2
13x
2
24x
2
56 .
(P.6)
Therefore, the computation of the four-point function boils down to the computation of two
constants multiplying p1 and p2
144:
P (2) =
c1p1 + c2p2
pi4
. (P.7)
Performing the integration, this leads to the following expression for the four-point function:
G
(2)
{2,2} =R˜1234(d12)
N−2
[
(c1zz¯ + c2(1− z)(1− z¯) + c2)
(
F (1)(z, z¯)
)2
+4c2F
(2)
z + 2(c1 + c2)F
(2)
1−z + 4c2F
(2)
z
z−1
]
,
(P.8)
where F (1) is the one-loop conformal integral (A.8) and R˜1234 = R1234/(x
2
13x
2
24). We used the
shorthand notations for the two-loop conformal integrals,
F (2)z = F
(2)(z, z¯), F
(2)
1−z = F
(2)(1− z, 1− z¯), F (2)z
z−1
=
F (2)
(
z
z−1 ,
z¯
z¯−1
)
(1− z)(1− z¯) , (P.9)
with
F (2)(z, z¯) =
x213x
2
24x
2
14
pi4
∫
d4x5d
4x6
x215x
2
25x
2
45x
2
56x
2
16x
2
36x
2
46
(P.10)
=
1
z − z¯
[
log(zz¯)2
2
(Li2(z)− Li2(z¯))− 3 log(zz¯)(Li3(z)− Li3(z¯)) + 6(Li4(z)− Li4(z¯))
]
.
OPE constraint in the s-channel Now, to determine the constants c1,2, we next analyze
the four-point function in the s-channel, namely in the 12 → 34 channel. Expanding the
144 Here we factored out 1/pi4 for convenience.
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resulting four-point function in the OPE limit 0 < z, z¯  1, we obtain the following leading
contribution:
G
(2)
{2,2} = zz¯
[
56c2 + 12(c1 + c2)ζ(3)− 32c2 log zz¯ + 6c2 (log zz¯)2
]
+ · · · . (P.11)
This can be identified with a contribution from the Konishi operator
∑
I tr
(
ΦIΦI
)
which
has ∆|O(g0) = 2 and S = 0, and is singlet145 in SO(6). In particular, one should identify the
(log zz¯)2 term with the expansion of the anomalous dimension δ∆,
(dOc22O)|O(g0) (zz¯)
2+δ∆
2 = (dOc22O)|O(g0) zz¯
[
1 +
δ∆
2
log zz¯ +
(δ∆)2
8
(log zz¯)2 + · · ·
]
.
(P.12)
Comparing the two expressions and using the anomalous dimension of the Konishi operator
and the tree-level structure constant (dOc22O)|O(g0), which can be read off from the lower-loop
four-point functions,
δ∆ = 12g2 +O(g4) , (dOc22O)|O(g0) =
1
3
, (P.13)
we conclude that c2 is given by
c2 = 1 . (P.14)
OPE constraint in the t-channel To determine the remaining constant c1, we need
to consider the OPE expansion in the t-channel, or equivalently 14 → 23 channel. This
amounts to expanding the four-point function around z = z¯ = 1. Performing the expansion
for the one-loop and two-loop four-point functions, we get
G
(1)
{2,2} =
(1− α)2(1− α¯)2
(1− z)(1− z¯)α2α¯2 (2 log [(1− z)(1− z¯)]− 4) + · · · ,
G
(2)
{2,2} =
(1− α)2(1− α¯)2
(1− z)(1− z¯)α2α¯2
(
−2(c1 + 2c2)
(
log [(1− z)(1− z¯)]
)2
−2(5c1 + 11c2) log [(1− z)(1− z¯)] + · · · ) + · · · .
(P.15)
In this channel, the operator with dimension ∆ = N + 2−α comes with a factor 1/|1− z|α.
Therefore the terms in (P.15) can be identified with a contribution from an operator with tree-
level dimension N . It turns out that there is only a single candidate of such a supermultiplet;
the multiplet which contains the ground state of a length 1 open spin chain attached to the
so-called Z = 0 brane:
Oopen ∼ j1...jN−1ai1...iN−1b Zi1j1 · · ·Z
iN−1
jN−1Y
b
a . (P.16)
145This identification follows from the fact that 1. the operator with dimension ∆ and spin S contributes
to the OPE as z(∆+S)/2z¯(∆−S)/2 and 2. the absence of the R-symmetry cross ratios α and α¯ indicates that
the operator is singlet.
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Matching with the expected structure of the OPE expansion, we can express the numbers
in (P.15) in terms of the following OPE data:
2 =
(
c20′DOopen
)2∣∣∣
O(g0)
δ∆Oopen
∣∣
O(g2)
2
, −4 = (c20′DOopen)2∣∣∣
O(g2)
,
2(c1 + 2c2) =
(
c20′DOopen
)2∣∣∣
O(g0)
(
δ∆Oopen
∣∣
O(g2)
)2
8
, (P.17)
−2(5c1 + 11c2) =
(
c20′DOopen
)2∣∣∣
O(g0)
δ∆Oopen
∣∣
O(g4)
2
+
(
c20′DOopen
)2∣∣∣
O(g2)
δ∆Oopen
∣∣
O(g2)
2
.
The dimension of this operator can be computed by a sum of the energies of two “boundary
magnons” in [20],
δ∆Oopen = 4g
2 − 4g4 . (P.18)
Using this result and the first two equations in (P.17), we can determine the structure
constants as follows: (
c20′DOopen
)2
= 1− 4g2 . (P.19)
We can then plug this result into the latter two equations in (P.17) to obtain
2 = 2(c1 + 2c2) , −2(5c1 + 11c2) = −12 . (P.20)
Solving these equations we get
c1 = −1 , c2 = 1 . (P.21)
The fact that this solution is consistent with (P.14) provides additional support for the
validity of our analysis.
Q Harmonic Sums and Large Spin Limit
Harmonic Sum In this appendix, we present an analytic expression for the two-loop
structure constants of determinant operators and a twist-2 operator. Owing to the relation
(10.38), this becomes almost a trivial task since such expressions for c22O2,j and the bottom
wrappings are already known. Below we simply summarize the results emphasizing the
difference from c22O2,j . To express the results, we use the nested harmonic sums defined by
Sa(j) ≡
{∑j
n=1
1
n|a| a ≥ 0∑j
n=1
(−1)n
n|a| a < 0
, Sa,b,...(j) ≡
{∑j
n=1
1
n|a|Sb,...(n) a ≥ 0∑j
n=1
(−1)n
n|a| Sb,...(n) a < 0
. (Q.1)
In what follows, we omit writing the argument of the harmonic sum, but it is always spin
j. Note also that in this appendix we use j to denote spin in order to avoid the clash of
notations.
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Up to two loops, the result is given by(
dO2,j
dO2,j
∣∣
tree
)2
= (prefactor)×
[
1− 4g2S2 + 8g4(r2 − 6ζ3S1)
]
, (Q.2)
with
r2 ≡ 5S−4 + 8S−3S1 + 4S−2(S1)2 + 2S−2S2 + 2(S2)2 + 8S1S3
+ 7S4 − 8S−3,1 − 8S1S−2,1 − 6S−2,2 − 4S1,3 − 4S3,1 + 8S−2,1,1 .
(Q.3)
The prefactor is given by146
(prefactor) =
Γ(j + 1 + γ
2
)2
Γ(j + 1)2
Γ(2j + 1)
Γ(2j + 1 + γ)
+
1
4
ζ2γ
2 , (Q.4)
where γ is the anomalous dimension,
γ = 8g2S1 + 16g
4 (−S−1 − 2S−2S1 − 2S1S2 − S3 + 2S−2,1) . (Q.5)
On the other hand, the result for the single-trace structure constant reads(
c22O2,j
c22O2,j
∣∣
tree
)2
= (prefactor)×
[
1− 4g2S2 + 8g4(r˜2 + 6ζ3S1)
]
, (Q.6)
with
r˜2 ≡ 5S−4 + 2(S−2)2 + 4S−3S1 + 2S−2S2 + 2(S2)2
+ 4S1S3 + 5S4 − 4S−3,1 − 2S−2,2 − 4S−1,3 .
(Q.7)
As highlighted in red, the difference from (Q.2) is a rational term (Q.7) and the sign in front
of ζ3.
Just as a reference, here we also show the tree level structure constants:(
dO2,j/2
)2∣∣∣
tree
=
(
c22O2,j
)2∣∣∣
tree
=
Γ(2j + 1)
Γ(j + 1)2
. (Q.8)
Large spin limit From the harmonic sum representation, we can compute the large spin
behavior of the three-point function. It simply follows from the asymptotic behavior of the
harmonic sum given in [105]. Referring the details of the analysis to [105], here we simply
present the final answer:
log
( dO2,j
dO2,j
∣∣
tree
)2 =− 4g2 [2 log 2 log j′ + ζ2]
+ 16g4
[(
ζ2 log 2 +
9
2
ζ3
)
log j′ +
4
5
(ζ2)
2 +
3
2
ζ3 log 2
]
.
(Q.9)
Here log j′ ≡ log j + γE. As emphasized in the main text, an important feature of this
formula is the absence of a term proportional to (log j)2. This makes the large-spin behavior
drastically different from the single-trace three-point functions. It would be interesting to
understand its physical origin.
146ζ2 is just pi
2/6, but we chose to use it to have a compact formula.
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R Q-Functions and Overlap with Ne´el State
In this appendix, we show that the overlap between the generalized Ne´el state and a Bethe
state in the SU(2) sector can be expressed as multiple integrals of Q-functions.
Bethe states in algebraic Bethe ansatz Throughout the main text, we have been using
the Bethe states in the coordinate Bethe ansatz, which depend explicitly on the order of the
rapidities u = {u1, u2, · · · }. However, for the purpose of deriving the integral expressions,
it turned out to be more convenient to use the Bethe states in the algebraic Bethe ansatz,
which do not depend on the order. The relation between the two is well-known (see for
instance [124]) and reads
|u〉algebraic =
(
M∏
i=1
i(u− i/2)L
u+ i/2
)(∏
i<j
ui − uj + i
ui − uj
)
|u〉coordinate , (R.1)
with L being the length of the spin chain and M being the number of magnons, u =
{u1, . . . , uM}. Since we exclusively use the algebraic Bethe ansatz normalization in this ap-
pendix, we will omit writing the subscript algebraic in what follows. This change of normal-
ization affects the value of the overlap 〈Ne´el0|u〉, but the normalized overlap 〈Ne´el0|u〉/
√〈u|u〉
is invariant under the change of the normalization.
Rewriting for M = L/2 To rewrite the overlap into integrals, we use the relation
between the overlap and a certain partition function in the six-vertex model discussed in
[100].. As shown there, the overlap of interest can be expressed as a sum of two partition
functions Zu,θ as follows
147:
〈Ne´el0|u〉 = (−1)M/2
(
Zu,θ|ξ= i
2
+ Zu,θ|ξ=− i
2
)∣∣∣
θi→0
. (R.2)
Here 〈Ne´el0| is the weighted Ne´el state defined in (5.30), which is a sum of the generalized
Ne´el state 〈Ne´el [91]M | introduced in [91]:
〈Ne´el0| =
L/2∑
M=0
〈Ne´el [91]M | . (R.3)
and θ is a set of inhomogeneities of the spin chain which are parity symmetric, θ =
{θ1,−θ1, . . . , θL
2
,−θL
2
}. ξ is an extra parameter whose definition can be found in [100].
In what follows, we assume that both the length L and the number of magnons M to be
even.
The partition function Zu,θ admits a simple
L
2
× L
2
determinant expression when M = L
2
,
147The result in [100] contains yet another parameter λ. Here we set it to be −2i throughout this appendix.
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as was shown in [100],
Zu,θ = i
L2
4
+2L
L/2∏
j=1
(uj + ξ)
L/2∏
a=1
(2θa + i)×
∏
j,a
[
(uj − θa)2 + 14
] [
(uj + θa)
2 + 1
4
]∏
j<k(u
2
j − u2k)
∏
a<b(θ
2
a − θ2b )
× detM ,
(R.4)
with
Mij ≡ 1[
(θi − uj)2 + 14
] [
(θi + uj)2 +
1
4
] . (R.5)
Note that the determinants that appeared in the main text are of the form of the Gaudin
norm. By contrast, the determinant (R.4) is similar to the so-called Izergin determinant for
the overlaps of the Bethe states.
In what follows, we rewrite this determinant expression into a sum over partitions. We
then later show that the same sum over partitions arise from an integral representation,
thereby establishing the equivalence between the determinant formula and the integral rep-
resentation. The derivation closely follows the one in Appendix B of [244]148.
The first step of rewriting is to factorize the matrix M and convert it to a sum of two
matrices,
M = Θ · (M+ −M−) , (R.6)
with
M±ij ≡
1
(θj ± i2)2 − u2j
, Θij =
iδij
2θi
. (R.7)
We then have
detM =
(
i
2
)L/2 L/2∏
k=1
1
θk
det
(
M+ −M−) . (R.8)
The determinant of a sum of two matrices can be decomposed (simply using the definition
of the determinant) as
det(M+ −M−) =
∑
σ∈SL/2
(−1)|σ|(M+1σ1 −M−1σ1) · · · (M+L
2
σL/2
−M−L
2
σL/2
)
=
∑
k=±
(−1)n−
∑
σ∈SL/2
(−1)|σ|M 11σ1 · · ·M
L/2
L
2
σL/2
,
(R.9)
where n− is the total number of −’s in the set {k}. Since the second line in (R.9) by itself
takes a form of an expansion of a determinant, we can reexpress it as
det(M+ −M−) =
∑
k=±
(−1)n− detM iij . (R.10)
At this point, one can use the Cauchy determinant formula to express the determinant as
detM iij = det
(
1
(θi +
ii
2
)2 − u2j
)
=
∏
j<k(u
2
j − u2k)((θjj )2 − (θkk )2)∏
j,k((θ
j
j )
2 − u2k)
, (R.11)
148See also [245].
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where we introduced the notation
θ
j
j = θj +
ij
2
. (R.12)
Substituting this expression into (R.4), we get
Zu,θ|M=L/2 = i
L2
4
+ 5L
2
L/2∏
j=1
(uj + ξ)
L/2∏
a=1
(
1 +
i
2θa
)
×
∑
k=±
(−1)n−
L/2∏
j,k
[
(θ
−j
j )
2 − u2k
] L/2∏
j<k
(θ
j
j )
2 − (θkk )2
θ2j − θ2k
.
(R.13)
Integral representation Let us now consider the following integral representation:
I =
L/2∏
k=1
(∮
θk±i/2
xkdxk
2pii
) L/2∏
j<k
(x2j − x2k)
L/2∏
k=1
Qu(xk)Qu(−xk)
Q+θ (xk)Q
−
θ (xk)
, (R.14)
with
Qu(x) ≡
M∏
k=1
(x− uk) , Qθ(x) =
L/2∏
k=1
(x2 − θ2k) . (R.15)
Here the integration contour of xk goes around the two points θk ± i/2 counterclockwise.
The function Qu(x) is often called the Baxter function or Q-function in the literature.
The integral I can be computed explicitly by taking the residues. The result reads
I =(−1)L
2
4
L/2∏
k=1
1
2θk
∑
k=±
∏
k
1
2ik
L/2∏
j,k
[
(θ
j
j )
2 − u2k
]
×
L/2∏
j<k
(θ
j
j )
2 − (θkk )2[
θ2j − θ2k
]2 [
(θ
2j
j )
2 − θ2k
] [
θ2j − (θ2kk )2
]
(R.16)
Now, using the following identity which can be verified for every pair of k,j = ±,
(θ
j
j )
2 − (θkk )2[
(θ
2j
j )
2 − θ2k
] [
θ2j − (θ2kk )2
] = (θ−jj )2 − (θ−kk )2[(θj − θk)2 + 1] [(θj + θk)2 + 1] , (R.17)
we can further rewrite it as149
I =iL
2
2
+L
2
L/2∏
k=1
1
4θk
L/2∏
j<k
1
[(θj − θk)2 + 1] [(θj + θk)2 + 1]
×
∑
k=±
∏
k
(−1)n−
L/2∏
j,k
[
(θ
−j
j )
2 − u2k
]∏
j<k
(θ
j
j )
2 − (θkk )2
(θ2j − θ2k)2
.
(R.18)
149To derive the right hand side, we flipped the signs of k’s and used the identity
∏
k k = (−1)n− .
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Comparing (R.13) and (R.18), we arrive at the following formula:
Zu,θ|M=L/2 =
i−
L2
4
∏L/2
k (2θk + i)(2uk + 2ξ)∏L/2
j<k [(θj − θk)2 + 1] [(θj + θk)2 + 1]
L/2∏
j<k
(θ2j − θ2k)
×
L/2∏
k=1
(∮
θk±i/2
xkdxk
2pii
) L/2∏
j<k
(x2j − x2k)
∏
k
Qu(xk)Qu(−xk)
Q+θ (xk)Q
−
θ (xk)
.
(R.19)
Although the formula establishes the relation between the partition function and the integral,
it is unfortunately singular in the homogenous limit θk → 0 since the integration contours get
pinched by the poles of the integrand. To make it nonsingular, we perform a trick developed
in [244]; we add an extra Vandermonde-like factor,
L/2∏
j<k
sinh[pi(xj − xk)] sinh[pi(xj + xk)] , (R.20)
extend the contours so that they encircle all θk±i/2, and divide by the overall factor150. This
however turned out to be insufficient in the present case since the integrand contains poles
also at −θk ± i/2. To resolve this problem, we perform the change of variables xk → −xk
to each xk separately. This gives 2
L different integral expressions and we average over all
those expressions. Effectively, this amounts to extending the contour so that they include
both θk ± i/2 and −θk ± i/2. We thus finally get
Zu,θ|M=L/2 =
i−L/2
∏L/2
k (2θk + i)(uk + ξ)(
L
2
)
!
∏L/2
j<k((θj − θk)2 + 1)((θj + θk)2 + 1)
L/2∏
j<k
pi2(θ2j − θ2k)
sinh[pi(θj − θk)] sinh[pi(θj + θk)]
×
∮
C
∆˜(x1, . . . , xL
2
)×
L/2∏
k=1
xkdxk
2pii
Qu(xk)Qu(−xk)
Q+θ (xk)Q
−
θ (xk)
,
(R.21)
with
∆˜(x1, . . . , xL
2
) =
L/2∏
j<k
(x2j − x2k)
sinh[pi(xj − xk)] sinh[pi(xj + xk)]
pi2
=
L/2∏
j<k
(x2j − x2k)
sinh2(pixj)− sinh2(pixk)
pi2
.
(R.22)
The contour C now encircles all the poles of the integrand. It is now trivial to take the
homogenous limit θk → 0, and the result reads
Zu,0|M=L/2 =
∏
k(uk + ξ)(
L
2
)
!
∮
C
∆˜(x1, . . . , xL/2)×
L/2∏
k=1
xkdxk
2pii
Qu(xk)Qu(−xk)
Q+0 (xk)Q
−
0 (xk)
. (R.23)
150For more detailed discussion, see [244].
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Generalization to M < L/2 We now extend the result to a state with a less number of
magnons. This can be done by sending some of the rapidities to infinite. Since the creation
operator in the algebraic Bethe ansatz behaves as
B(u) ∼ iuL−1S− + · · · , (R.24)
the limit converts the overlap in the following way:
lim
uL/2→∞
〈Ne´el0|u1, . . . , uL/2〉
iuL−1L/2
= 〈Ne´el0|S−|u1, . . . , uL/2−1〉 . (R.25)
Repeating this procedure, we get
lim
uM+1,...uL
2
→∞
Zu,0(
L
2
−M)!× iL2−M∏L/2k=M+1 uL−1k . (R.26)
The extra factor
(
L
2
−M)! comes from the following equality
〈Ne´el0|(S−)k|u〉 = k!〈Ne´el0|u〉 , (R.27)
which can be verified by expanding the weighted Ne´el state as a sum of generalized Ne´el
states and using the property
〈Ne´el [91]L/2 |(S−)k = k!〈Ne´el [91]L/2−k| . (R.28)
Taking the limit (R.26) carefully, we obtain the following expression for the partition function
Zu,0 =
i
L
2
−M∏M
k=1(uk + ξ)(
L
2
)
!
(
L
2
−M)!
∮
C
∆˜(x1, . . . , xL/2)
L/2∑
k
x2k
L2−M L2∏
k=1
xkdxk
2pii
Qu(xk)Qu(−xk)
Q+0 (xk)Q
−
0 (xk)
.
(R.29)
The expression (R.29) does not take quite a simple form owing to the factor
(∑L/2
k x
2
k
)L
2
−M
.
This however can be remedied by rewriting the integral by introducing the “twist” parameter
φ as
Zu,0 =
∏M
k=1(uk + ξ)(
L
2
)
!
∫ 2pi
0
dφ
2pi
eiφ(
L
2
−M)
∮
C
∆˜×
L
2∏
k=1
xkdxk
2pii
Qu(xk)Qu(−xk)e−iφx2k
Q+0 (xk)Q
−
0 (xk)
. (R.30)
Final result So far we did not use the fact that u’s is parity symmetric. When u is parity
symmetric we have Zu,0|ξ= i
2
= Zu,0|ξ=− i
2
, and therefore the overlap can be expressed simply
as
〈Ne´el0|u〉 =
2
∏M/2
k=1 (u
2
k +
1
4
)(
L
2
)
!
∫ 2pi
0
dφ
2pi
eiφ(
L
2
−M)
∮
C
∆˜×
L
2∏
k=1
xkdxk
2pii
Qu(xk)Qu(−xk)e−iφx2k
Q+0 (xk)Q
−
0 (xk)
,
(R.31)
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where Qu is now given by
Qu(x) =
M/2∏
k=1
(x2 − u2k) . (R.32)
This is our final expression for the overlap. To write down the normalized overlap 〈Ne´el0|u〉/
√〈u|u〉,
we combine this result with the integral expression for the norm151 obtained in [244]:
〈u|u〉 = 1
L!
∫ 2pi
0
dφ
2pi
eiφ(L−2M)
∮
C
∆×
L∏
k=1
dxk
2pii
Qu(xk)Qu(xk)e
−iφxk
Q+0 (xk)Q
−
0 (xk)
, (R.33)
with
∆(x1, . . . , xL) =
∏
i<j
(xi − xj) sinh[pi(xi − xj)]
pi
. (R.34)
It is intriguing that the results for the norm and the overlap take remarkably similar forms.
It would be interesting to develop a deeper understanding of this similarity.
The results we obtained resemble the integral expressions in the so-called Sklyanin’s
separation of variable (SoV) approach. In recent years, the SoV approach has been applied
successfully to several interesting physical observables; the norms of Bethe states [245], the
expectation value of the null polygonal Wilson loop at weak coupling [246,247], the
three-point function at weak coupling [244,248], certain fishnet type diagrams in two
dimensions [249], and the lightlike limit of correlation functions at weak coupling [250].
More recently, similar integral expressions showed up152 also in the computation of
correlation functions on the BPS Wilson loop [251,252] and the Wilson loop in the ladder
limit [253]. Recurrent appearance of such integral expressions strongly suggest that the SoV
method might be a useful framework to study the correlation functions at finite coupling.
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