Abstract. We study a decomposition of F`(n) d?1 , where F`(n) denotes the ag manifold over C n . The strata are de ned by the dimensions of intersections of one space from each ag, so for d equals 2, this is the usual Bruhat cell decomposition. The strata are indexed by "permutation arrays", which are d-dimensional analogs of permutation matrices. We present a partial order on these permutation arrays, specializing to the Bruhat order on Sn when d equals 2, and specializing to the lattice of partitions of a d-set when n equals 2.
1. Introduction 1.1. The Bruhat decomposition of the ag manifold. We start by reviewing some basic facts, referring to Fulton's book 4] for all details.
A complete ag E in C n is a sequence of n subspaces of increasing dimension:
E 1 E 2 E n = C n ; where every subspace E j has dimension j, and hence belongs to the Grassmannian Gr j of all subspaces of C n of dimension j. The ag manifold F`(n) is the submanifold of Gr 1 Gr 2 Gr n consisting of all complete ags in C n .
The we refer to F`(n) d?1 as the product manifold. The analogy will work as follows.
1.2.1. A combinatorial theory of permutation arrays. A permutation array P will be a hypercubic object of side length n and dimension d, where some positions x = (x 0 ; : : : ; x d?1 ) 2 n] d contain a dot, according to certain rules. To every position x we can assign a rank (of the corresponding principal subarray) rank P x], which is a nonnegative integer. Di erent permutation arrays will di er in rank in at least one position. A combinatorial theory of permutation arrays, including an e cient algorithm for generating them, is developed in another article by the authors 3], brie y surveyed in Section 2 of this paper. setting, see Section 3.2. Their strata are indexed by certain chains of permutations, and their algorithm for generating these chains resembles our algorithm for generating permutation arrays in this special case. In 6] is given a formula for the shape of their strata (lying in F`(n)), from which we can deduce a similar result for our strata (lying in F`(n) 2 , since d = 3). In particular, all these strata are nonempty and the locally closed varieties are irreducible. For d 4 , we have found neither proof nor counterexamples for nonemptiness or irreducibility. 1.2.4. Bruhat order. Proceeding the analogy with the classical case, in Section 4 we de ne varieties X P by taking inequalities instead of equalities in the denition of X o P , and we de ne X o P by taking the closure in F`(n) d?1 . For d 3, it is in general not the case that the variety X P is irreducible, nor that it equals the closure X o P . Hence we get two alternative analogs to the Bruhat order, as we may de ne a partial order P 0 P on permutation arrays either by the condition X o P 0 X o P or by the condition X P 0 X P . Although these two orders will di er in general, we prove that for d = 2 they both specialize to the Bruhat order on S n , and for n = 2 they both specialize to the lattice of partitions of a d-set. 2. A combinatorial theory of permutation arrays In this section we brie y present the necessary material from 3]. We shall now generalize the concept of permutation matrix to higher dimensions, using d-dimensional arrays where every position x = (x 0 ; x 1 ; : : : ; x d?1 ) may be either empty or dotted. We will identify such an array P with its set of dotted positions. We denote by P x] the \principal" subarray of P consisting of all entries at positions componentwise less than or equal to x (so in the twodimensional case, principal subarrays are upper left submatrices).
Definition For an arbitrary d-dimensional dot array P, say that the rank of P along the j-axis, denoted by rk j P, is the number of values of the index x j such that there exists at least one dot in P in some position whose jth coordinate is x j . If rk j P = r for all j = 0; : : : ; d ? 1, so that the rank is the same along any axis, then we say that P is rankable with rank P = r. The intuitive picture is that in whichever direction we traverse P, the number of layers containing a dot will be the same.
P is totally rankable if every principal subarray of P is rankable. If P is totally rankable then we can de ne the rank array of P as the integer array (of the same shape as P) whose entry at position x is rank P x]. Two totally rankable arrays are rank equivalent if they have the same rank array.
Finally, de ne a join operation on positions by componentwise maximum:
x _ y = z where z i = max(x i ; y i ) for all coordinate indices i.
Example Below, we picture a 3 by 3 by 3 totally rankable dot array (as three layers of size 3 by 3) and the corresponding rank array. The layers are numbered from left to right, the columns from left to right and the rows from top to bottom. Proposition 2.1. Two totally rankable dot arrays P and P 0 of the same shape are rank equivalent if and only if P n R(P) P 0 P R(P);
where R(P) denotes the set of redundant positions in P.
In particular, there exists a unique minimal member (with no redundant dots) of every rank equivalence class of totally rankable dot arrays. This fact enables us to make the following de nition.
Definition A permutation array of side length n and dimension d is a totally rankable dot array of shape n] d and rank n with no redundant dots. (3) The greatest rank, n; n; : : : ; n], is n.
2.3. An algorithm for generation of permutation arrays. Permutation arrays can be generated in an e cient way. We will here describe a recursive algorithm for constructing every permutation array of speci ed parameters n and d. Definition Let P be a totally rankable n d -array of rank k > 0 with no redundant dots. Let A be an antichain of dots in P, that is, for every pair of dots x and y in A there are coordinate indices i and j such that x i < y i and x j > y j . LetÃ be the set of positions that are covered by A. i.e., the antichains chosen in step 2 form the layers of P from bottom and up.
Example Let P 1 be the totally rankable array to the left below, with the dots in an antichain A 1 circled. Then downsizing with respect to A 1 results in the array P 2 to the right, etc. Putting the antichains as layers from bottom and up gives us the following permutation array, where as before the top layer is pictured to the left. 3. A decomposition of F`(n) d?1 based on intersections We now shift attention to geometric issues: how can we describe the relative position of more than two ags? As we mentioned in the introduction, of several possible approaches we will here take the one that most directly generalize the mathematical de nition in the two-dimensional case, and say that the relative position of d ags in n-space is described by the dimension of all the n d possible intersections, i.e. the numbers dim(E 0 The reduced length of a decreasing subsequence is its length minus one. The total reduced length of a chain of permutations is the sum of reduced lengths of the decreasing subsequences de ning the chain.
The domination of a decreasing subsequence in a permutation is the number of nonblocked elements i such that i < j and i < j for some j in the subsequence. The total domination of a chain of permutations is the sum of dominations of the decreasing subsequences in their respective permutations in the chain.
Interpretation for permutation arrays.
For a three-dimensional permutation array P, let P i , i = 0; : : : ; n?1, denote the two-dimensional projection, with all redundant dots removed, of the n ? i uppermost layers of P. The chains of permutations correspond bijectively to three-dimensional permutation arrays, as follows. A permutation (i) with i blocked elements corresponds to a twodimensional dot array with n?i dots located at coordinates (n+1? (i) j ; n+1?j) for every nonblocked element (i) j . This will be P i . A decreasing subsequence is an antichain in the layer. Cyclic shift and blocking of the largest element is equivalent to downsizing with respect to the antichain. The reduced length of a decreasing subsequence is equivalent to the number of dots in the corresponding antichain minus one, so the total reduced lengthì s the number of dots in the permutation array minus n.
The domination of an antichain A i is the number of dots (x 0 1 ; x 0 2 ) in P i , such that there is at least one dot (x 1 ; x 2 ) 2 A i satisfying x 1 < x 0 1 ; x 2 < x 0 2 . The total domination d in the terminology of 6] is then the sum of the domination for all antichains A i . Definition For a given permutation array P, let m = d + inv(P 1 ), where inv(P 1 ) is the number of inversions in P 1 .
It is well-known that Schubert cell X o P 1 is isomorphic to C inv(P 1 ) . A question for further geometric study is to determine if X o P is isomorphic to (C )` C m .
An interesting combinatorial question is give a description of m directly from P without using the Construction Algorithm.
Bruhat order analogs
Let P n;d be the set of permutation arrays of side length n and dimension d. Let Q n;d be the subset of P n;d consisting of those permutation arrays P such that their corresponding stratum X o P is nonempty. Thus the realizability conjecture in the previous section amounts to the equality P n;d = Q n;d .
It is immediate from the previous material that P n;1 consists of the single n]-array with all positions dotted, while P n;2 is the set of all n by n permutation matrices. In this section we will discuss possible partial orders on P n;d and Q n;d that are analogs of the Bruhat order on classical permutations. We will nd that there is no perfect analog, but instead we nd two di erent alternative possibilities, r on P n;d and i on Q n;d , both of which coincide with the Bruhat order when d = 2. The two orders coincide also when n = 2, in which case they are both isomorphic to the partition lattice, that is, the set of all partitions of a d-set ordered by re nement.
In Figure 1 in 3] we show the rst case that does not belong to the families above: P 3;3 , with 70 elements. 4.1. The Bruhat order on permutation matrices. For a permutation matrix P we have the ordinary Bruhat cell X o P . Let X o P denote the closure of X o P in F`(n). The Bruhat order on permutations can now be de ned by P 0 P if X o P 0 X o P . (In fact, this is usually taken to be the reverse Bruhat order, but this is no big deal since the Bruhat order is self-dual.)
De ne the Schubert variety X P by relaxing the equality conditions (in the de nition of X o P ) to inequalities:
Then it is a theorem that X P = X o P . To show this, one can rst note that X P is closed so X o P X P , and then show the harder direction that every point in X P is a limit point to a sequence of points in X o P . We refer to Fulton's book 4] for a complete proof of this result.
Thus Below is a counterexample, which also shows that the variety X P does not have to be irreducible. Example The zeroth coordinate direction is from top to bottom, the rst is from left to right, the second coordinates are the circled digits. The permutation arrays P and P 0 above satisfy rank P 0 x] rank P x] for every position x. In particular, note that rank P 0 3; 3; 3] = 3 while rank P 3; 3; 3] = 2,
3 ) = 3 and 2 in X o P 0 and X o P respectively.
From P 0 P we have X P 0 X P , but we shall see that X o P 0 is not contained in X o P . By analyzing the geometric conditions, one nds that X o P 0 can be described by E Hence, X P is the union of two six-dimensional pieces, so it is not an irreducible variety.
4.3. Two partial orders on permutation arrays. The counterexample above implies that the following two alternative generalizations of Bruhat order are not equivalent.
Definition De ne the partial order r on P n;d by P 0 r P if rank P 0 x] rank P x] for all positions x. De ne another partial order i on the set Q n;d of realizable permutation arrays by P 0 i P if X o P 0 X o P .
Although r and i are not always equal on Q n;d , they do share some common features as we will see below: they have unique minimal and maximal elements; for d = 2 both orders coincide with the Bruhat order; for n = 2 both orders coincide with the partition lattice. As we noted in the introduction to this section, for d = 2 the permutation arrays are the permutation matrices. We have P n;2 = Q n;2 since all permutations correspond to nonempty strata in the classical Bruhat decomposition. The two orders r and i were both de ned as generalizations of certain aspects of Bruhat order, so obviously they both specialize to the Bruhat order for d = 2.
4.3.3. n = 2 gives the partition lattice. Let us now x n = 2, that is, we will deal with 2 d -arrays. We shall rst give an encoding of these permutation arrays as partitions of a d-set, then show that the permutation arrays are all realizable, and nally show that the orders r and i coincide with the order of partitions under re nement.
Given a permutation array P 2 P 2;d , associate to every dot in (x 0 ; x 1 ; ; : : : ; x d?1 ) 2 P the set fi : x i = 1g f0; : : : ; d ? 1g. De ne (P ) to be the family of such sets. Note that (2; 2; : : : ; 2), which will be mapped to the empty set, is a dot only in the permutation array that contains the dot (1; 1; : : : ; 1) as well, i.e. the maximal element of P 2;d . Disregard the empty set when de ning . Lemma 4.2. For any permutation array P in P 2;d , the family of sets (P ) is a partition of f0; 1; : : : ; d ? 1g. Proof. First we claim that two dots x and x 0 in P cannot both have x j = 1 and x 0 j = 1 for any j. We also claim that for every coordinate j there is a dot in the permutation having the jth coordinate equal to 1. With these claims we see that (P ) is a partition of f0; 1; : : : ; d ? 1g.
The rst claim follows from the characterization theorem of permutation arrays, since x = x _ x 0 is redundant and hence covered, and since x j = 1 there must in the covering be some dot with j-coordinate less than 1 which is absurd.
To prove the second claim we notice that for every i = 0; : : : ; d ? 1 the rank along the i-axis of P must be 2.
We now turn to the geometric side. only if i and j belong to the same subset in the partition (P ). Thus, by the previous lemma, every P is realizable.
Since the dimensions of subspace intersections in this case contain all the information of the relative position, we have
Thus the second statement follows. follow from the conditions on subspaces in X o P 0 . In our setting, this is equivalent to (P ) being a re nement of (P 0 ). 
Remarks and open problems
One obvious question to ask is how many di erent intersection patterns there are for d ags in an n-dimensional vector space V . For d = 3 this is the same as counting the number of permutation arrays, and for d 4 at least this gives an upper bound. Let q(n; d) = jQ n;d j be the number of realizable permutation arrays, and let p(n; d) = jP n;d j be the total number of permutation arrays.
Obviously q(n; d) p(n; d), but neither numbers is easily computed in general.
See 3] for more details on enumeration of permutation arrays. Remark 1 Both specializations above, the Bruhat order and the partition lattice, are graded posets. It is a natural question whether this common property carry over to P n;d or Q n;d under r . The answer is negative. We have found that already P 4;3 is a counter-example. It has maximal chains of lengths 12, 13 and 14. However, the same question for the alternative order is open: Is the poset Q n;d under i ranked by the dimension of the varieties X o P and hence graded?
Remark 2 The example in Section 4.2 shows that our proposed decomposition is too crude to completely describe the relative positions of several ags. In addition to prescribing the dimensions of intersections one should also deal with spans, and with all expressions constructed by the two operators intersection and span. However, as soon as both n > 2 and d > 2, this re nement will result in an in nite number of nonempty strata. An interesting possibility is to consider nested intersections and spans, with some restriction on nesting level. This would give a possible sequence of ner and ner decompositions of F`(n) d?1 . For example, if we considered spans but did not allow any nesting then we would get two more strata for n = d = 3. The strata corresponding to the bottom element and the middle element in the row above in Figure 1 in 3] would be split into two strata, each depending on whether the three onedimensional spaces in the ags spanned all of V or a two-dimensional subspace.
Note that one can study the span of ags by passing to studying intersections of the orthogonal spaces. So studying both the spans and intersections without nesting can potentially be done by using ordered pairs of permutation arrays.
Remark 3 The example in Section 4.2 also shows that X P need not be irreducible since it is the union of two 6 dimensional pieces. We have not been able to draw similar conclusions for the varieties X o P . In a special case when considering only certain equalities of the subspaces in the ags and not intersection, Remark 4 A. Zelevinsky 7] asked the interesting question if we can use our methods to determine when the Littlewood-Richardsson coe cients are nonzero. In other words, given three partitions tting into a (n ? k) n box having the right total codimensions, and given three complete ags in general position, does there exists a k-dimensional subspace intersecting the three ags as given by the three partitions? In our setting, this corresponds to taking the smallest element in P n;3 , downsizing it until it has rank k and seeing what projections are possible there.
Again the fact that we only consider intersections and not complete general position among the three ags makes it impossible to get su cient conditions for the L-R coe cients to be non-zero, even if we did prove the Realizability 
