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Abstract
We present a theoretical study aiming at model fitting for sensory neurons.
Conventional neural network training approaches are not applicable to this
problem due to lack of continuous data. Although the stimulus can be con-
sidered as a smooth time dependent variable, the associated response will
be a set of neural spike timings (roughly the instants of successive action
potential peaks) which have no amplitude information. A recurrent neural
network model can be fitted to such a stimulus-response data pair by us-
ing maximum likelihood estimation method where the likelihood function is
derived from Poisson statistics of neural spiking. The universal approxima-
tion feature of the recurrent dynamical neuron network models allow us to
describe excitatory-inhibitory characteristics of an actual sensory neural net-
work with any desired number of neurons. The stimulus data is generated by
a Phased Cosine Fourier series having fixed amplitude and frequency but a
randomly shot phase. Various values of amplitude, stimulus component size
and sample size are applied in order to examine the effect of stimulus to the
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identification process. Results are presented in tabular form at the end of
this text.
Keywords: Sensory Neurons, Recurrent Neural Network, Excitatory
Neuron, Inhibitory Neuron, Neural Spiking, Maximum Likelihood
Estimation
1. Introduction
1.1. General Discussion on Neurons and Information Flow
Theoretical or computational neuroscience is a recent field of research
emerged after the development of mathematical models of real biological
neurons. The Hodgkin-Huxley model [1] which can be considered as a bio-
logical oscillator is the first sounding attempt in this field. After that, a lot
of similar research is conducted and simpler or more complicated models are
derived. Most of these involve the membrane potential as the main dynam-
ical variable (Fitzhugh-Nagumo [2], Morris-Lecar [3] models). On the other
hand some others involve different variables. One example that seemed to
have a crucial position in computational neuro-science is the neural firing
rate based model [4] which is actually an extension to the continuous time
dynamical recurrent neural network [5, 6]. The efficiency and usability of
these models depend on the aim of the research and the limitations set by
the simulation/experiment environment. In experiments related to computa-
tional neuroscience field, one such limitation may arise from the measurement
capability. In vivo experiments, does not allow the real time measurement of
the membrane potential. An attempt to achieve this will likely to interrupt
the propagation of action potentials due to a change in the axial membrane
physical properties at the instant of electrode placement. In some cases the
neuron may be damaged. Thus, the most practical way to gather data in
vivo from a live neuron is to record the instants of successive action potentials
(in other words the spiking instants) using an electrode attached at a site in
the surrounding medium. By that, the current flow through the surrounding
conductance helps us to record the spiking times. Concerning theoretical or
computational neuro-science studies that will be quite interesting. Recent
studies such as [7] suggests that the information transmitted along the sen-
sory and motor neurons are coded somehow by the temporal locations of
the spikes and/or the associated firing rates. So the timings of the spikes
can be collected by placing an electrode in the surroundings of the studied
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neuron. Another tackling feature of the neural spiking phenomena is that,
it is not a deterministic event. The stochasticity of the ion channels [8] and
synaptic noise led to the fact that the data transmitted along the neurons
is corrupted by noise. Again from related research [9] it can be noted that,
this stochasticity of neural spiking obeys the famous Inhomogeneous Poisson
Process at least for the sensory neurons. So a proper likelihood methodology
may aid the parameter identification procedures.
1.2. Modeling
Knowing the fact that there are a dozen of neuron models in the literature,
a question will arise: How type of a model should we use?. In this research
our aim is to identify the parameters of a neuron model based on the recorded
stimulus-response data. As the response data does not reflect any membrane
potential information but the distribution of the neural spikes instead, a
model reflecting the firing rate will be much meaningful for this research. So,
one may eliminate the complicated models like Hodgkin-Huxley or Morris
Lecar. Instead, we may use a more generic model where the number of
neurons can be set to any desired value. Based on these facts, a continuous
time generic dynamical recurrent neural network (CTRNN) model can fit
this purpose. CTRNNs can be modeled in two forms. One employs the
membrane potential variable as its states (but no channel related dynamics
explicitly modeled, they are embedded into model) and the other presents
the dynamics of the neural firing rates directly as states. The former can
provide the firing rate as an output variable. The two types are proven to be
equivalent [6]. In this research we prefer the first one, namely the membrane
potential based one and the firing rate will be mapped through a sigmoidal
function. See Section 2.1 for details. In addition, some of the neurons in
the selected CTRNN can be made excitatory and others be inhibitory. Doing
this will allow one to model the firing and refractory response of the neuron
more truly. The dynamic properties of the neuron membrane is represented
by time constants and the synaptic excitation and inhibition are represented
as network weights (scalar gains). Though not the same, a similar excitatory-
inhibitory structure is utilized in numerous studies such as [10, 11, 12].
1.3. Parameter Identification
Having chosen the model structure, one has to decide how the parameters
will be estimated. The first discussion is centered around the structure of
the stimulus driving the neural network. There can be various forms for
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stimulus. As the study targets auditory cortex, a sine related stimulus can
be chosen where a stimulus modeled by a Fourier Series seemed to be a good
choice.
Concerning parameter estimation, the best choice is to develop a likeli-
hood based approach as one can only talk about the statistics of the collected
spike times. As the timing is stochastic and supposed to obey the Inhomo-
geneous Poisson statistics we can employ a maximum likelihood estimation
procedure. The likelihood function will be derived from the Inhomogeneous
Poisson probability mass function or a more specific one developed by [13, 14].
The latter one is expected to provide a better identification result. The rea-
son for this is that, the second likelihood is a function of firing rate and
individual spike times where as the former one only requires the number
of spikes other than the firing rate. So the firing rate output of identified
CTRNN is expected to approach to the true firing rate as the identification
algorithm knows the location of the spikes.
1.4. Challenges
There are certain challenges in this research. First of all, we will most
probably not be able to have a reasonable estimate just from a single spiking
response data set as we do not have a continuous response data. This is
also demonstrated in the related kernel density estimation research such as
[15, 16, 17, 18]. From these sources, one will easily note that repeated tri-
als and superimposed spike sequences are required to obtain a meaningfully
accurate firing rate information from the neural response data. In a real
experiment environment, repeating the trials with the same stimulus profile
will not be appropriate as the repeated responses of the same stimulus are
found to be attenuated. Because of this issue, a new stimulus should be pro-
vided at each excitation. This can be provided by choosing a fixed amplitude
and frequency but randomly shot phase angle for our Fourier Series stimulus.
Secondly, in the likelihood estimation, the complete data from the beginning
will be used in the likelihood optimization. This will be a computational
challenge as a very large data will be accumulated in each computation step.
When considering an experiment we collect the data only by providing a
random stimulus entry to the animal (experiment subject) and record the
spike counts and locations. As animal is not involved in the computational
part of the random stimuli based experiments an high performance comput-
ing (HPC) facility can be involved without a need of any wet experimental
element. In this research, we are employing the high performance computing
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facilities (TRUBA/TR-GRID) of the National Academic Information Cen-
ter (ULAKBIM) of Turkish Scientific and Technological Research Institution
(TUBITAK).
1.5. Previous Studies
This work is a fairly novel attempt. There are very few studies in the
literature that have a similar goal. Some examples can be given as [20, 14,
21, 22, 23]. The work in [20] presents a system identification study based
on maximum likelihood estimation of the internal parameters of an integrate
and fire neuron model. Likelihood function is derived from firing probabili-
ties through local Bernoulli approximation. [21] aims at the detection of the
functional relationships between neurons. Rather than modeling an individ-
ual neuron, it involves a characterization of the neural interactions through
maximum likelihood estimation. [22] is somehow similar to [20]. A thorough
explanation of maximum likelihood explanation is presented with an appli-
cation to a linear-nonlinear Poisson cascade and an integrate and fire model
generalized linear model. It also presents a comparison with traditional spike
triggered average estimator. [23] presents a similar work to that of [20] and
[22] with a different model. The model involve an estimation of a conditional
intensity function modulated by an unobservable latent state-space process.
Study also involves the identification of the latent process. Both estima-
tion approaches are based on maximum likelihood method. [22] and [23]
applies expectation maximization method in the solution of the maximum
likelihood problems. For a more general discussion on the application of
statistical techniques and their challenges in theoretical and computational
neuroscience interested readers can apply to the reference [24].
This research has some common grounds with [20] and [22] due to the
application of maximum likelihood method to a neural network identifica-
tion problem. However the model used in this research is quite different
from the ones in those sources. Instead of an integrate and fire model we
prefer a more general continuous time recurrent neural network due to their
universal approximation capability which is expected to be an advantage to
model a multi-cellular region of the nervous system. In addition their dy-
namical properties are closer to network models such as Hodgkin-Huxley or
Moris-Lecar equations. Research such as [25, 26] implements a generic neural
network model which is of the a static feed-forward type. Based on all these,
one can say that this study can be considered as a novel contribution to the
neuroscience literature. In addition the work done in [20, 14, 21, 22, 23] are
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too elaborate in statistical theory with a very limited discussion on how to
apply the theory to neuron modeling. This restricts the reproducibility of
those research. This text concentrates also on how to apply the theory on
the identification problem using computational tools such as MATLAB to
increase its reproducibility.
2. Models & Methods
2.1. Continuous Time Recurrent Neural Networks (CTRNN)
The continuous time recurrent neural networks have a similar structure
to that of the discrete time counterparts that are often met in artificial intel-
ligence studies. In Figure 1, one can see a general continuous time network
that may have any number of neurons.
Figure 1: (A) A generic recurrent neural network structure. The stimulus means external
inputs to the network. (B) A simple recurrent network with one excitatory unit and one
inhibitory unit, with both units having nonlinear sigmoidal gain functions. Here each
unit may represent a population of neurons.We assume that the recorded responses are
inhomogeneous Poisson spike trains based on the continuous rate generated by the state
of the excitatory unit.
The mathematical representation of this generic model can be written as
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shown below [5]:
τi
dVi
dt
= −Vi +
n∑
j=1
Wijgj (Vj) +
m∑
k=1
CikIk (1)
where τi is the time constant, Vi is the membrane potential of the i
th neuron,
Wij is the synaptic connection weight between the i
th and jth neurons Cik
is the connection weight from ith input to the kth neuron and Ik is the k
th
input. The term gj (Vj) is a membrane potential dependent function which
acts as a variable gain on the synaptic inputs to from the jth neuron to the
kth one. It can be shown by a logistic sigmoid function which can be shown
as:
gj (Vj) =
Γj
1 + exp (−aj (Vj − hj)) (2)
where Γj is the maximum rate at which the j
th neuron can fire, hj is a soft
threshold parameter of the jth neuron and aj is a slope constant. This is
the only source of non-linearity in (1). Similar functional forms are also
met in more complicated neuron models such as Hodgkin-Huxley equation
[1]. The equations describing the dynamics of the channel activations and
inactivations involve sigmoid functions like (2). The work by [6] shows that
(2) gives a relationship between the firing rate rj and membrane potential Vj
of the jth neuron. In sensory nervous system, some of neurons have excitatory
synaptic connections while some have inhibitory ones. This fact is reflected
to the model in (1) by assigning negative values to the weight parameters
which are originating from neurons with inhibitory synaptic connections. At
this point, one has to note that As shown in a CTRNNs may have any
number of neurons with multiple inputs, outputs and layers (see Figure
1a). Depending on the applications a complicated neural network may or
may not be necessary. Regardless of that, having large numbers of neurons
will increase constitute a computational burden. As we are desiring to prove
the methodology presented in this text, it will be beneficial to start with
a basic model. This should also be a right choice as there are a very few
number of similar studies which will guide the researchers. So we choose
a CTRNN with only two neurons. In this contect, we will assume that
the dynamics od the excitatory and inhibitory members of a part of the
auditory cortex are lumped into two neurons. Here one neuron will represent
the average response of the excitatory neurons and be denoted by subscript
.e and the other will be denoted by subscript .i and represent the average
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response of the inhibitory neurons in the network. The stimulus will also
be represented by a single input signal and distributed to the neurons by
weights. As stated this approach is preferred to validate the development in
this research. Of course, it can be extended to a network with any number of
neurons and layers (like (1)). So a basic excitatory and inhibitory continuous
time recurrent dynamical network can be written as shown in the following:
τeV˙e = −Ve + weege (Ve)− weigi (Vi) + weI (3)
τiV˙i = −Vi + +wiege (Ve)− wiigi (Vi) + wiI (4)
where Ve and Vi are the membrane potentials of the individual excitatory and
inhibitory neurons respectively. As we have just mentioned, the response
of all excitatory and inhibitory units are lumped into two single neurons
connecting to excitatory and inhibitory synapses respectively. Stimulus is
represented by a single input that is I. In addition in order to suit the
model equations to the estimation theory formalism the time constant may
be moved to the right hand side as shown below:
d
dt
[
Ve
Vi
]
=
[
βe 0
0 βi
]{
−
[
Ve
Vi
]
+
[
wee −wei
wie −wii
] [
ge (Ve)
gi (Vi)
]
+
[
we
wi
]
I
}
(5)
where βe and βi are the reciprocals of the time constants τe and τi. They are
taken to the right for easier manipulations of the equations. Note that this
equation is written in matrix form to be suit the formal non-linear system
forms. A descriptive illustration related to (5) is presented in Figure 1b.
It should also be noted that, in (4) and (5) the weights are all assumed as
positive coefficients and they have signs in the equation. So negative signs
indicate that originating neuron is inhibitory (tend to hyper-polarize the
other neurons in the network).
2.2. Inhomogeneous Poisson spike model
The theoretical response of the network in (4) will be the firing rate of
the excitatory neuron as re = ge (Ve). In the actual environment, the neural
spiking due to the firing rate re (t) is available instead. While introducing this
research, it is stated that this spiking events conform to an inhomogeneous
Poisson process which is defined below:
Prob [N (t+ ∆t)−N (t) = k] = e
−λλk
k!
(6)
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where
λ =
∫ t+∆t
t
re (τ) dτ (7)
is the mean number of spikes based on the firing rate re(t) which varies with
time, and N(τ) indicates the cumulative total number of spikes up to time
τ , so that N (t+ ∆t)−N (t) is the number of spikes within the time interval
[t, t+ ∆t).
In other words, the probability of having k number of spikes in the interval
(t, t+ ∆t) is given by the Poisson distribution above.
Consider a spike train (t1, t2, . . . , tK) in the time interval (0, T ) (here
0 ≤ t1 ≤ t2 ≤ . . . ≤ tK ≤ T so t and ∆t become t = 0 and ∆t = T ). Here
the spike train is described by a list of the time stamps for the K spikes. The
probability density function for a given spiking train (t1, t2, . . . , tK) can be
derived from the inhomogeneous Poisson process [13, 14]. The result reads:
p (t1, t2, . . . , tK) = exp
(
−
∫ T
0
re (t,x, θ) dt
) K∏
k=1
re (tk,x, θ) (8)
This probability density describes how likely a particular spike train (t1, t2, . . . , tK)
is generated by the inhomogeneous Poisson process with the rate function
re (t,x, θ)., Of course, this rate function depends implicitly on the network
parameters and the stimulus used.
2.3. Maximum Likelihood Methods and Parameter Estimation
The network parameters to be estimated are listed below as a vector:
θ = [θ1, . . . , θ8] = [βe, βi, we, wi, wee, wei, wie, wii] (9)
which includes the time constants and all the connection weights in the E-
I network. Our maximum-likelihood estimation of the network parameters
is based on the likelihood function given by (8), which takes the individual
spike timings into account. It is well known from estimation theory is that
maximum likelihood estimation is asymptotically efficient, i.e., reaching the
Crame´r-Rao bound in the limit of large data size. To extend the likelihood
function in (8) to the situation where there are multiple spike trains elicited
by multiple stimuli, consider a sequence of M stimuli. This means that we
drive the network in (5) M times by generating M different stimuli at each
trial. If Ij and Ik are the stimuli for the j
th and kth trials respectively for
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j, k = 1, . . . ,M , Ij 6= Ik for all cases where j 6= k. Suppose the m-th stimulus
(m = 1, . . . ,M) elicits a spike train with a total of Km spikes in the time
window [0, T ], and the spike timings are given by Sm =
(
t
(m)
1 , t
(m)
2 , . . . , t
(m)
Km
)
.
By (8), the likelihood function for the spike train Sm is
p (Sm | θ) = exp
(
−
∫ T
0
r(m)e (t) dt
) Km∏
k=1
r(m)e
(
t
(m)
k
)
(10)
where r
(m)
e is the firing rate in response to the m-th stimulus. Note that the
rate function r
(m)
e depends implicitly on the network parameters θ and on the
stimulus parameters. The left-hand side of (10) emphasizes the dependence
on network parameters θ, which is convenient for parameter estimation. The
dependence on the stimulus parameters will be discussed in the next section.
We assume that the responses to different stimuli are independent, which
is a reasonable assumption when the inter-stimulus intervals are sufficiently
large. Under this assumption, the overall likelihood function for the collection
of all M spike trains can be written as
L (S1, S2, . . . , SM | θ) =
M∏
m=1
p (Sm | θ) (11)
By taking natural logarithm, we obtain the log likelihood function:
l (S1, S2, . . . , SM | θ) = −
M∑
m=1
∫ T
0
r(m)e (t) dt+
M∑
m=1
Km∑
k=1
ln r(m)e
(
t
(m)
k
)
(12)
Maximum-likelihood estimation of the parameter set is given formally by
θˆML = arg max
θ
[l (S1, S2, . . . , SM | θ)] (13)
2.4. Stimulus
As discussed in Section 1.3, we will model the stimulus signal by a
phased cosine Fourier series as shown below:
I =
N∑
n=1
An cos (ωnt+ φn) (14)
where An is the amplitude, ωn is the frequency of the n-th Fourier component,
and φn is the phase of the component. Here the amplitude An and frequency
ωn are fixed but the phase φn will be a randomly chosen from a uniform
distribution between [−pi, pi] radians.
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3. Results
In this section, we will summarize the functional and numerical details of
the neural network parameter estimation algorithm.
3.1. Details of the example model
This section is devoted to the detailed presentation of the simulation set-
up. An numerical example will be presented which will demonstrate our
approach. In the example application, the algorithms presented in Section
2.3 are applied to probe an EI network. In order to verify the performance of
the parameter estimation we have to compare the estimates with their true
values. So we will need a set of reference values of the model parameters in
(5). These are shown in Table 1. The example model can also be seen in
Figure 1b.
Table 1: The true values of the parameters of the network model in (5). These are the
parameters to be estimated.
Parameter Unit True value (θ)
βe 1/s 50
βi 1/s 25
we kΩ 1.0
wi kΩ 0.7
wee mV·s 1.2
wei mV·s 2.0
wie mV·s 0.7
wii mV·s 0.4
Our model in (5) has two more important components which are the
gain functions ge (Ve) and gi (Vi). These are obtained by setting j in (2) by
either ’e’ or ’i’. So one has 6 additional parameters [Γe, ae, he,Γi, ai, hi] which
have direct effect on the neural model behaviour. This research targets the
estimation of the network weights (we, wi, wee, wei, wie, wii) and reciprocal
time constants (βe, βi) only. Because of that, the parameters of the gain
11
functions are assumed to be known and they have the values as shown in
Table 2.
Table 2: The parameters of the sigmoidal gain functions gj(V ) in (2) for the excitatory
(e) and inhibitory (i) neurons of the example model.
Parameter Value
Γe 100
ae 0.04
he 70
Γi 50
ai 0.04
hi 35
This set of parameters (gain functions and Table 1) allows the network to
have a unique equilibrium state for each stationary input. To demonstrate
the excitatory and inhibitory characteristics of our model, we can stimulate
the model with a square wave (pulse) stimulus as shown in Figure 2A.
The resultant excitatory and inhibitory neural membrane potential responses
(Ve (t) and Vi (t)) are shown in Figure 2B and Figure 2C. It can be said
that, the network has shown both transient and sustained responses. In
Figure 2D, the excitatory firing rate response re (t) which is related to
excitatory potential as re (t) = ge (Ve (t)) is shown. The response Vi (t) is
slightly delayed which leads to the depolarization of excitatory unit until
t = 250 ms. This delay is also responsible from the subsequent re-polarization
and plateau formation in the membrane potential of excitatory neuron. The
firing rate re (t) is higher during excitation and lower in subsequent plateau
and repolarization phases (Figure 2D).
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Figure 2: The network model in Figure 1B in response to a square-wave stimulus. The
states of the excitatory and inhibitory units, Ve and Vi, are shown, together with the
continuous firing rate of the excitatory unit, re = ge (Ve). The firing rate of the excitatory
unit (bottom panel) has a transient component with higher firing rates, followed by a
plateau or sustained component with lower firing rates.
3.2. Spike Generation
As we have discussed in Section 1.2, we will not have any measure-
ment of membrane potential Ve(t) or Vi(t). Instead, we will record the spike
timings of the neuron and try to solve a maximum likelihood estimation of
network parameters θˆ using the likelihood function in (11). Because of that,
the simulation needs a method to generate the spike timings of the neurons.
As we know from [9] that, the spikes obey an inhomogeneous Poisson distri-
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bution, the best way to achieve the spike timings is to perform a simulation
of an inhomogeneous Poisson process of which firing rate is given by:
re(t) = ge (Ve) =
Γe
1 + exp (−ae (Ve − he)) (15)
There are numerous methodologies to generate the Poisson events given the
event rate re(t). These ranging from discrete simulation [13] to thinning [27].
Discrete simulation may be beneficial when one solves the dynamical models
by fixed step solvers such as Euler Integration or Runge-Kutta. The only
disadvantage of this approach is that, it confines the spikes into discrete time
bins. However in a fixed step integration, the situation for different methods
is expected to become same. Discrete simulation of neural spiking can be
summarized as shown below:
1. Given the firing rate of any neuron as r(t)
2. Find the probability of firing at time ti by evaluating pi = r(ti)∆t
where ∆t is the integration interval. It should be as small as 1 ms.
3. Compute a random variable by drawing a sample from a distribution
which is uniform between 0 and 1. Define this as xrand = U [0, 1] where
U stands for uniform distribution.
4. If pi > xrand fire a spike at t = ti, else do nothing.
5. Collect spikes as S = [t1, . . . , tNs ] where Ns will be the number of spikes
obtained at a single run of simulation.
3.3. Step-by-step description of the Problem and Simulation
The working principles in the example problem can be described in a
step-by-step fashion as shown below:
1. A single run of simulation will last for Tf = 3 seconds.
2. The neuron model in (5) will be simulated at the true value of param-
eters which are given in Table 1 and Table 2 and firing rate data is
stored as rk(t) where k is the current number of simulation.
3. Firing rate data rm(t) is used to generate neural spikes Sm in the m
th
run using the methodology defined in Section 3.2. This data will be
used to compute the likelihood. The number of spikes will be Km at
the mth run.
4. Repeat the simulation M times to obtain enough number of spikes.
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5. The spiking data needed by (12) will be obtained at the 4th step. How-
ever, the firing rate component of (12) should be computed at the
current iteration of the optimization.
6. Run an optimization algorithm of which objective computes the firing
rate at the current iterated value of the parameters but the spikes from
Step 4.
3.4. Optimization Algorithm
Theoretically, any optimization algorithm ranging from gradient descent
to derivative free simulated annealing. Most of these algorithms are provided
as ready made routines in the optimization and global optimization toolboxes
of MATLAB. Regardless of the type of algorithm, all of the methods converge
to a local optimum and requires an initial guess. As a result, one needs to
start from multiple initial guesses to have a adequate amount of local opti-
mum that will allow us to detect the global one. If we have a convex problem,
different initial guesses are expected to converge to same local optimum. In
this case, our job will be much easier. The main criteria on the choice of the
algorithms is the speed of convergence. Though we have a HPC computing
facility we should choose the fastest algorithm as we need to collect a huge
amount of data to conclude about the efficiency of the project. Some ini-
tial evaluations, suggested that most suitable one in this sense is the local
optimizer fmincon provided my MATLAB optimization toolbox. The algo-
rithm needed gradient information but it can be provided by itself through
finite difference approximations. There will be 14 (this number equals to the
number of cores in a local machine) initial guesses and each initial run will
be performed on one core. The whole optimization will be run parallel by
the parfor parallel for loop structure of MATLAB. The initial guesses are
generated randomly from a uniform distribution.
3.5. Simulation data
The nominal data in the current problem are given in Table 3. In order to
reveal the effect of different number of stimulus components NU , amplitude
level An and number of trials Nit we will repeat the problem for a set of
different values of those parameters. The different values of those parameters
are provided in Table 4.
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Table 3: The data related to the current problem. The numerical and methodological data
presented here are associated with the main simulation which provides the best outcome.
The other situations are presented in Table 4
Parameter Symbol Value
Simulation Time Tf 3 sec.
Number of Trials M 100
# of Components in Stimulus NU 5
Method of Optimization N/A Interior-Point Gradient Descent (MATLAB)
# of True Parameters Size(θ) 8
Stimulus Amplitude An 100
Base Frequency f0 3.333 Hz
Table 4: The data related to the analysis of the problem for different number of trials Nit,
number of stimulus components NU , stimulus amplitude An
Parameter Symbol Value(s)
Number of Trials M 25, 50, 100
# of Components in Stimulus NU 5, 10, 20
Stimulus Amplitude An 25, 50, 100
The initial levels of membrane potentials of excitatory and inhibitory
neurons are Ve(0) = 0 and Vi(0) = 0. As we will most probably not know the
true values of those conditions assumption of zero values should be sufficient.
We will repeat the simulation 20 times for each case, so that we will have
sufficient number of results to perform a statistical analysis.
3.6. Presentation of the numerical results
In this section, the numerical results of the maximum likelihood estima-
tion of the parameters of our neuron model in (5) using maximum likelihood
estimation through the maximization of (12) against parameters in (9). The
optimization is performed using the gradient based interior-point method
provided by MATLAB’s fmincon algorithm. All the cases in Table 4 are
examined under the conditions Table 3. The overall results are presented
in Table 5 and Table 6. The former presents mean values of the estimated
parameters (average of the results obtained from 20 runs) and the latter
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presents the percent errors between each estimated and true parameters re-
spectively. The second table also presents the mean square estimation errors.
4. Discussion & Conclusion
4.1. Summary & General Discussion
This research is a devoted to a theoretical study of model fitting to noisy
stimulus/response data obtained from sensory neurons. Sensory neurons
are known to code the transmitted information in the temporal position
of the peaks of their generated successive action potentials. It is also known
that, the temporal distribution of the peaks obey inhomogeneous Poisson
process where the event rate is considered as a neural firing rate. This firing
characteristic allows us to implement a maximum likelihood estimation of
the parameters of the fitted model. We use a likelihood function derived
from local Bernoulli process which is a function of both the firing rate and
the location of individual spikes. The stimulus is modeled as a real phased
cosine Fourier series fixed amplitude and frequency but random phase. The
maximization of the likelihood is performed by gradient based interior-point
method (available as fmincon function in MATLAB).
4.2. Evaluation of the Results
The main results of this research are available in Tables 5 and 6. The
first table shows the mean values of the estimated parameters against varying
values of the number of samples Nit, amplitude An and stimulus order NU .
The second table makes a similar presentation but it has the mean square
and percent errors between the estimated and true parameters. According
to these results one can make the following comments:
1. The main actors that affect the mean square errors of estimation ap-
peared to be the number of samples Nit collected from experiment or
simulation with true parameters and the level of stimulus amplitude
An.
2. The mean square errors does not show a considerable variation with
the number of components in stimulus NU .
3. The individual percentage errors revealed that the number of stimu-
lus components NU has an effect on the relative level of the errors.
However, this seemed to be more apparent when Nit and An are large.
17
4. Among all these, the best result is shown to be given by Nit = 100,
An = 100 and NU = 20.
4.3. Future Work
This study is a fairly new contribution to the theoretical neuroscience
literature. Thus, there are a few points that can be addressed in future
studies. These may be:
1. Application of different fundamental frequencies f0 and overall simula-
tion time Tf .
2. A different stimulus profies can be applied. These may be pure noise,
exponential function, ramp or parabola.
3. An interesting application on the same model is to derive the stim-
ulus through an optimal design process. At least the amplitude and
frequency component can be optimally calculated using information
maximization approaches. Generally Fisher Information Metric is the
main objective function here. An approach is given in [28].
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