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Cap´ıtulo 1
Introduccio´n
Este cap´ıtulo esta´ organizado de la siguiente manera: en la seccio´n 1.1, se
presenta la motivacio´n del estudio de esta investigacio´n. En la seccio´n 1.2, se describe
la problema´tica que aborda este trabajo. En la seccio´n 1.3, se muestra la justificacio´n
de esta investigacio´n. En las secciones 1.4 y 1.5, se plantean las hipo´tesis y objetivos
de la investigacio´n, respectivamente. Por u´ltimo, en la seccio´n 1.6 se muestra la
contribucio´n cient´ıfica y en la seccio´n 1.7, se indica la estructura del contenido de la
tesis.
1.1 Motivacio´n
Existen diferentes niveles de decisio´n en las empresas del sector industrial. Estos
niveles pueden ser clasificados como: nivel estrate´gico (nivel alto), nivel ta´ctico (nivel
medio) y nivel operativo (nivel bajo). En cada uno de estos niveles se involucran
decisiones de suma importancia. La programacio´n de produccio´n es una actividad
que se encuentra en el nivel operativo. En los sistemas de manufactura, esta actividad
es alimentada de un plan maestro de produccio´n, de requerimientos de material y
de la capacidad de plantas. Esto se puede ver en la figura 1.1, un diagrama de flujo
de un sistema de manufactura presentado en Pinedo [42]. Como puede verse en este
diagrama, existe una interaccio´n con la planeacio´n y la ejecucio´n en planta, siendo
1
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factible algunos cambios de la programacio´n inicial debido a diferentes causas que
pueden suceder en piso.
Figura 1.1: Diagrama de flujo de sistemas de manufactura
En la actualidad, la mayor parte de las empresas realizan la programacio´n de
produccio´n de forma manual. Es decir, sus sistemas trabajan en base a decisiones
tomadas por un programador de produccio´n. Debido a la inmensa cantidad de in-
formacio´n que interviene, como lo es, la cantidad de ma´quinas, la capacidad de cada
una de ellas, la cantidad de productos, los componentes de cada productos, el to-
tal de trabajos de cada producto a procesar, etc., tiende a ser un problema muy
complejo para cualquier persona.
Debido a la complejidad de esta tarea, es necesario que las empresas tomen
decisiones basadas en modelos matema´ticos y algoritmos que beneficien la optimi-
zacio´n de sus sistemas de produccio´n. Una decisio´n basada en estas herramientas
puede minimizar el tiempo total de produccio´n, mejorar los tiempos perdidos en las
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ma´quinas, mejorar las fechas de entregas el cliente, entre otras cosas. Lo anterior,
no solo lleva un beneficio interno en la empresa, sino tambie´n, a un buen servicio al
cliente.
La programacio´n de produccio´n o scheduling, como se le conoce en la literatura,
es uno de los problemas con mayor complejidad dentro de la optimizacio´n discreta.
En la literatura existen diversos trabajos relacionados con el scheduling en diferentes
industrias. El trabajo presentado por P. Gomez-Gasquet [20] relaciona un problema
de secuenciacio´n de operaciones en un sistema hibrido (HFS) en la industria de
la cera´mica. Por otra parte, el trabajo presentado por Behnamian y Zandieh [7]
relaciona una aplicacio´n del scheduling en la industria de los semicondutores. Por
u´ltimo, la industria del acero es otro caso donde se presenta este tipo de problemas,
el trabajo mostrado por Liao et al. [38] muestra una aplicacio´n real en esta industria.
Este trabajo es motivado de una aplicacio´n real de una l´ınea de produccio´n de
ensamble de una empresa del sector automotriz. La compan˜´ıa se encuentra ubicada
en Escobedo Nuevo Leo´n. Esta empresa cuenta con varias l´ıneas de produccio´n, sin
embargo, este trabajo se concentra en la programacio´n de produccio´n de la l´ınea
que es considerada por parte de la empresa, como el proceso ma´s cr´ıtico dentro
todo su sistema de produccio´n. Se propone una herramienta basada en un modelo
matema´tico y en metodolog´ıas heur´ısticas para la solucio´n del problema.
1.2 Descripcio´n del problema
La l´ınea de produccio´n a analizar es divida en dos sub-l´ıneas de produccio´n
paralelas, las cuales son unidas en una etapa para ensamblar el producto. Cada
sub-l´ınea produce una componente. La sub-l´ınea uno produce la corona, la cual
llamaremos componente uno, y la sub-l´ınea dos produce el pin˜o´n, el cual llamaremos
componente dos. Existen diferentes modelos de los componentes uno y dos, a estos
modelos los llamaremos productos. Se conoce a priori la demanda de cada producto.
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En cada sub-l´ınea se cuenta con un conjunto de etapas, y en cada una de estas se
tiene un conjunto de ma´quinas en paralelo.
La figura 1.2 representa la l´ınea de produccio´n del caso real de la empresa. Ca-
da cuadro representa una etapa del proceso, y en cada uno de estos existen ma´quinas
paralelas. Se puede ver en color azul celeste la sub-l´ınea de produccio´n de la com-
ponente uno, as´ı como, en color lila la sub-l´ınea de produccio´n de la componente
dos. Como se puede ver ambas son paralelas y coinciden en la etapa de color ama-
rillo, la cual representa la etapa de ensamble. Adema´s, se sabe que una sub-l´ınea de
produccio´n es hasta tres veces ma´s ra´pida que la otra.
Figura 1.2: L´ınea de produccio´n
El problema puede ser considerado como un caso especial de un Hybrid Flow
Shop (HFS). Ruiz et al. [46] describe a un HFS como un conjunto de n trabajos
que tienen que ser procesados en serie por un conjunto de m etapas, en las cuales
se tienen en cada una de estas k ma´quinas paralelas. En la literatura es conocida a
la etapa de ensamble como aquella en la cual los dos componentes son unidos para
formar un solo producto. As´ı, cada sub-l´ınea de produccio´n puede verse como un
HFS, donde existe una etapa de ensamble en la que se juntan ambas sub-l´ıneas. En
el cap´ıtulo dos se detalla el problema de HFS.
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1.3 Justificacio´n
El impacto de esta tesis se puede clasificar en teo´rico y pra´ctico. En el contexto
pra´ctico, la competencia actual en el sector industrial lleva a la necesidad por parte de
las empresas de adquirir tecnolog´ıa que implique mejoras a sus procesos operativos.
En este caso, la empresa dedicada a ensamblar partes de automo´viles, decidio´ optar
por una herramienta que mejore su programacio´n de produccio´n dentro de su l´ınea
de ensamble.
El desarrollo final de esta tesis, es un modelo matema´tico y un conjunto de
metodolog´ıas heur´ısticas que se pueden utilizar para la programacio´n de produccio´n
de la l´ınea de ensamble de la empresa. La integracio´n de estas metodolog´ıas con la
colaboracio´n del factor humano (programador de produccio´n) ayudara´ a mejorar el
sistema de produccio´n. Esto conducira´ a una reduccio´n del tiempo total de flujo del
proceso y ayudara´ a disminuir los tiempos muertos en las ma´quinas. Favoreciendo
el crecimiento econo´mico de la empresa y la satisfaccio´n de los clientes.
Por otra parte, en el contexto teo´rico, estos estudios ayudara´n a complementar
el conjunto de conocimientos de la programacio´n de produccio´n en l´ıneas de ensam-
ble. Adema´s, esta investigacio´n contribuira´ a incrementar el estado del arte de los
siguientes temas: Adaptacio´n de algoritmos metaheur´ısticos en sistemas de produc-
cio´n, variantes de modelacio´n para el problema de HFS e implementacio´n de una
heur´ıstica basada en programacio´n matema´tica.
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1.4 Hipo´tesis
Desarrollo de una formulacio´n matema´tica permite representar la l´ınea de pro-
duccio´n aqu´ı estudiada.
La implementacio´n de dos procedimientos metaheur´ısticos basados en GRASP
y BRKGA perimiten obtener soluciones de calidad para el problema de este trabajo.
La integracio´n de la programacio´n matema´tica y te´cnicas heuristicas permiten
obtener soluciones de calidad para el problema estudiado.
1.5 Objetivos
El objetivo principal de este trabajo consiste en estudiar, proponer y comparar
diferentes alternativas de solucio´n para resolver el problema de programacio´n de
produccio´n de una l´ınea de ensamble. Los me´todos de solucio´n esta´n basados en
programacio´n matema´tica, te´cnicas metaheur´ısticas y matheuristics.
Con el fin de lograr el objetivo principal se puntualizan los siguientes objetivos
particulares:
Formulacio´n matema´tica del problema con un modelo de optimizacio´n discreta,
para abordar el problema de programacio´n de produccio´n de una l´ınea de
ensamble.
Adaptacio´n e implementacio´n de la metaheur´ıstica GRASP para encontrar
soluciones de buena calidad.
Implementacio´n de la metaheur´ıstica BRKGA para encontrar buenas solucio-
nes.
Disen˜o e implementacio´n de una te´cnica basada en una metaheur´ıstica basada
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en programacio´n matema´tica.
Afinacio´n de para´metros de las diferentes te´cnicas de solucio´n.
Comparacio´n y ana´lisis de resultados de las diferentes metodolog´ıas de solucio´n.
1.6 Contribucio´n cient´ıfica
Despue´s de una extensa revisio´n de literatura, nos dimos cuenta que el HFS
con las caracter´ısticas que se proponen en este trabajo, no ha sido abordado en la
literatura por otras autores. Se decidio´ clasificar la contribucio´n cient´ıfica en dos
aspectos, la modelacio´n y la metodolog´ıa de solucio´n:
Modelacio´n
El modelo matema´tico propuesto, decide la programacio´n de produccio´n de
la l´ınea de ensamble mediante variables de asignacio´n, secuenciacio´n y tiempo. Mi-
nimiza el tiempo total de ciclo de todas las tareas a realizar, aunado a la llegada
simulta´nea de las dos componentes de cada producto a la etapa de ensamble. El
modelo contempla incompatibilidad producto-ma´quina.
Metodolog´ıa de solucio´n
Se realizo´ la adaptacio´n, implementacio´n y validacio´n de las metodolog´ıas
GRASP y BRKGA. Se obtuvieron soluciones de buena calidad al problema de HFS
de una l´ınea de ensamble.
En la metodolog´ıa basada en Matheur´ıstic, se considero´ la l´ınea de produccio´n
en sentido inverso. Es decir, se realiza en primer orden la programacio´n de la eta-
pa de ensamble continuando con las dema´s etapas y terminando en la fase inicial.
En esta metodolog´ıa se propuso una te´cnica basada en matheuristics, descompo-
niendo el problema en dos sub-problemas, el primero de asignacio´n y el segundo de
secuenciacio´n.
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1.7 Estructura de la tesis
Este documento esta´ estructurado en seis cap´ıtulos. Este cap´ıtulo corresponde
a la presentacio´n del tema de esta investigacio´n. Se muestra la motivacio´n por la
cual se resuelve este problema, se describe el problema, las hipo´tesis y los objetivos
de esta tesis, por u´ltimo, se muestra la contribucio´n cient´ıfica.
En el cap´ıtulo dos se describira´ el marco teo´rico, as´ı como los conceptos necesa-
rios para el estudio de este problema. Se describen las caracter´ısticas de los sistemas
de produccio´n basados en un Hybrid Flow Shop. Adema´s, se describen algunas va-
riantes de solucio´n que han sido abordados en la literatura. As´ı como se presenta la
relacio´n de este problema con otros modelos en la literatura.
En el cap´ıtulo tres se describe a detalle el planteamiento del problema. Se
presenta la formulacio´n matema´tica del problema. Se describen todos los elementos,
como las variables, restricciones y funcio´n objetivo. Se muestra la complejidad del
problema y la justificacio´n de optar por otras te´cnicas de solucio´n.
En el cap´ıtulo cuatro se muestra a detalle cada una de las metodolog´ıas de
solucio´n. Se presenta la metodolog´ıa GRASP, sus pseudoco´digos y se detallan las
caracter´ısticas de su implementacio´n. As´ı como se muestra cada una de las etapas
del BRKGA implementado. Se detalla la etapa de descodificacio´n. Por u´ltimo, se
justifica el ana´lisis de la l´ınea de produccio´n en sentido inverso y posteriormente se
describe el algoritmo basado en matheuristic.
En el cap´ıtulo cinco se describe el ambiente computacional y se presentan los
resultados computacionales de las metodolog´ıas propuestas. Por u´ltimo, se comparan
las te´cnicas de solucio´n en la calidad de la funcio´n objetivo y tiempo. En el u´ltimo
cap´ıtulo se presentan las conclusiones y la propuesta de trabajo a futuro.
Cap´ıtulo 2
Estado del arte
En el presente cap´ıtulo se aborda la programacio´n de produccio´n y sus diferen-
tes ambientes en el sector productivo, as´ı como definiciones y nomenclaturas dentro
de la literatura. Despue´s, se realiza una extensa revisio´n de literatura de los trabajos
relacionados y las metodolog´ıas de solucio´n empleadas.
2.1 Introduccio´n
Dentro de los sistemas de produccio´n existen diferentes niveles en la jerar-
qu´ıa de las decisiones, estos son: el nivel estrate´gico (primer nivel), el nivel ta´ctico
(segundo nivel) y el nivel operativo (el tercer nivel). Lo anterior podemos verlo en
Domı´nguez Machuca et al. [13]. En el trabajo de Gaither et al. [18], se considera al
primer nivel de produccio´n como aquel que establece la estrategia de produccio´n,
que considera los criterios por los cuales sera´ invertido el esfuerzo del sistema de
produccio´n a trave´s de decisiones estrate´gicas en un largo plazo.
Por otra parte, en el trabajo Domı´nguez-Machuca et al. [13], se define el nivel
ta´ctico como aquel que se encarga de definir las necesidades de entregar el volumen
de produccio´n dada una capacidad estimada en cada periodo. A este te´rmino se le
puede conocer como planeacio´n agregada.
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En Pinedo [41], se define al nivel operativo como el proceso en cual se asignan
los recursos en un corto plazo con el fin de dar cumplimiento a los programas de
produccio´n. En este trabajo seguimos la definicio´n propuesta por Alharkan [3], el cual
define la programacio´n de produccio´n (scheduling) como: asignar a cada operacio´n
de cada trabajo un tiempo de inicio y fin dentro de una ma´quina, considerando
las relaciones de precedencia. Adema´s, establece la diferencia entre los te´rminos de
scheduling y secuenciacio´n. Este u´ltimo te´rmino indica que en cada ma´quina se tiene
que establecer un orden en que los trabajos sera´n procesados por e´sta. Como se puede
apreciar, en la secuenciacio´n no implica la decisio´n de los tiempos de inicio y fin.
En la actualidad, los problemas de secuenciacio´n y programacio´n cuentan con
diversas aplicaciones reales en diferentes industrias, acontinuacio´n se presentan al-
gunos casos: En la industria del transporte, el trabajo presentado por Ibarra-Rojas
y Rı´os-Sol´ıs [32], en el que se se propone un modelo matema´tico y un algoritmo VNS
para determinar los tiempos de salida de un conjunto de viajes, buscando maximizar
el nu´mero de sincronizaciones de las l´ıneas de autobuses este caso en la ciudad de
Monterrey.
En hospitales, al disen˜ar la programacio´n de los me´dicos en salas de emergen-
cia, considerando todas los requisitos como turnos, reglas de antigu¨edad, periodos
vacacionales, preferencias, entre otros. Un trabajo que aborda esta problematica es
el presentado por Beaulieu et al. [6], en el cual proponen un modelo matema´tico
para un hospital en Montreal.
En procesos de manufactura, la tesis presentado por Herrera [30], propone un
modelo matema´tico y una heur´ıstica basada en GRASP para resolver la programa-
cio´n de una l´ınea produccio´n que fabrica partes de automo´viles.
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2.2 Nomenclatura del scheduling
De acuerdo a la seccio´n anterior, en este trabajo se define la programacio´n de
produccio´n o scheduling, como asignar a cada operacio´n de cada trabajo un tiempo
de inicio y fin dentro de una ma´quina, considerando las relaciones de precedencia. A
continuacio´n se presenta la nomenclatura de estos problemas.
La notacio´n para la clasificacio´n de los problemas de scheduling fue introdu-
cida por Graham et al. [24] Esta notacio´n clasifica en tres campos α|β|γ, donde α
especifica el ambiente de la ma´quina, β representa las caracter´ısticas de las tareas y
γ presenta el criterio de optimalidad.
Enseguida describimos los posibles ambientes de ma´quinas para el para´metro
α:
Sistema de una sola ma´quina (l). So´lo existe una ma´quina, por lo cual, es el
ambiente ma´s simple. Es considerado el caso especial de todos los dema´s ambientes.
En los ambientes de ma´quinas en paralelo, todos cuentan con m ma´quinas
en paralelo y cualesquier trabajo puede ser procesado en cualequier ma´quina. Las
diferencias son las siguientes:
Ma´quinas ide´nticas en paralelo (Pm). Sea pi,j el tiempo de procesamiento
del trabajo j en la ma´quina i, en cada ma´quina el mismo tiempo, esto se puede
denotar como: pi,j = pj.
Ma´quinas paralelas uniformes. Cada ma´quina i cuenta con una velocidad
vi diferente a otras las ma´quinas, sin embargo, dentro de cada ma´quina se tiene la
misma velocidad para todos los trabajos. Por lo cual, el tiempo de procesamiento
del trabajo j en la ma´quina i es igual pj/vi.
Ma´quinas paralelas no relacionadas (Rm). En este ambiente la velocidad
de cada ma´quina i depende de cada trabajo j. As´ı, el tiempo de procesamiento del
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trabajo j en la ma´quina i es igual pj/vi,j
Flow Shop (Pm). Existen m ma´quinas en serie y cada trabajo debe ser pro-
cesado en cada una de ellas siguiendo el mismo flujo, es decir, se procesan en la
ma´quina uno, despue´s en la ma´quina dos y as´ı sucesivamente hasta terminar.
Hybrid Flow Shop (FFc). Es la generalizacio´n del flow shop. Ahora se tie-
nen k etapas en serie y en cada una de estas se tienen ma´quinas en paralelo, no
necesariamente la misma cantidad de ma´quinas en cada etapa. Cada trabajo tiene
que pasar por todas y cada una de las etapas en el mismo flujo. Tambie´n es conoci-
do como Flexible Flow Shop o Multiprocess Flow Shop. Ma´s adelante se hablara´ a
detalle.
Job Shop (Jm). Sean m ma´quinas y n trabajos, entonces, cada trabajo tiene
una ruta predefinida. Existen dos posibles casos, uno es cuando cada trabajo solo
visita a lo ma´s una vez cada ma´quina y el segundo, cuando los trabajos pueden
visitar ma´s de una vez cada una de ellas.
Hybrid Job Shop (FJc). Es la generalizacio´n del job shop con ambiente
ma´quinas en paralelo. Se tienen estaciones de trabajo y en cada uno se cuenta con
ma´quinas ide´nticas en paralelo. Cada trabajo tiene su propia ruta a seguir.
A continuacio´n se muestran algunas de las restricciones que son entradas del
para´metro β:
Tiempos de liberacio´n (rj).Si este para´metro aparece en el campo, entonces
el trabajo j no puede empezar su proceso antes de su fecha de lanzamiento rj. Sino
aparece este para´metro, entonces, el trabajo puede empezar en cualquier tiempo.
Tiempo de preparacio´n (sj,k). Los sj,k representan los tiempos de prepara-
cio´n que dependen de la secuencia de los trabajos, en este caso, primero es el trabajo
j y despue´s el k.
Preemptions (prmp). Si existe esta condicio´n, los trabajos no podra´n ser
Cap´ıtulo 2. Estado del arte 13
interrumpidos una vez que inicien en una ma´quina.
Precedencia (prec). Esta restriccio´n implica que un trabajo depende de la
terminacio´n de otro.
Breakdowns (brkdwn). Implica que las ma´quinas no esta´n disponibles de
forma continua.
Recirculacio´n (recrc).Este ambiente implica que un trabajo visita a una
ma´quina ma´s de una ocasio´n.
Permutation (prmu). El orden de los trabajos antes de ser procesados en
una ma´quina es de acuerdo con la regla FIFO.
Por u´ltimo, se describen algunos de los criterios de optimalidad del para´metro
γ. En todos ellos se implica la minimizacio´n:
Makespan (Cmak). Sea Cj el tiempo de completamiento del trabajo j, esto
es, el tiempo final al salir del sistema del trabajo j, el makespan es igual el ma´ximo
tiempo de completamiento de todas las tareas.
Para los siguientes criterios se definen previamente la fecha de entrega, el retra-
so y la tardanza. La fecha de entrega se refiere a la fecha especificada de cua´ndo debe
estar listo un trabajo. Mientras que el retraso Lj, se define como la diferencia entre
el tiempo de completamiento del trabajo menos la fecha de entrega Lj = Cj−dj. Por
otra parte, la tardanza Tj difiere al retraso en que si la diferencia es negativa entre
el tiempo de completamiento y la fecha de entrega, entonces su valor es cero, por lo
cual, solo se considera la demora en el tiempo de entrega Tj = max{Cj − dj, 0}.
Ma´ximo retraso(Lmak). Se define Lmax como el ma´ximo de los retrasos de
cada trabajo Lj. Esta medida implica la violacio´n de restricciones de fechas de en-
trega.
Tiempo total ponderado de completamiento (
∑
wj ∗ Cj). Minimizar el
tiempo total ponderado de completamiento implica minimizar los costos de inventa-
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rio o almacenamiento.
Tiempo total ponderado de tardanza (
∑
wj ∗ Tj). Minimizar el tiempo
total ponderado de tardanza implica la minimizacio´n de costos.
2.3 El problema del Hybrid Flow Shop
El problema de programacio´n del flow shop ha sido tratado desde la de´cada
de los cincuenta. El trabajo seminal presentado en Johnson [35] muestra el cla´sico
problema con un conjunto de trabajos que tienen que ser procesados en un conjunto
de etapas en serie, en las cuales existe una sola ma´quina en cada etapa. A lo largo
de la historia, la produccio´n industrial ha crecido enormemente, por este motivo las
empresas tienen la necesidad de incrementar sus capacidades. Una alternativa para
aumentar la capacidad es el aumento de ma´quinas dentro de un mismo proceso. Es
aqu´ı donde nace el Hybrid Flow Shop.
Como se menciono´ en el cap´ıtulo uno, en este trabajo se consideran las carac-
ter´ısticas de un Hybrid Flow Shop (por sus siglas en ingles HFS) presentadas por
Ruiz y Va´zquez-Rodr´ıguez [46] en un ambiente de manufactura.
Se tiene un conjunto de N trabajos, los cuales tienen que ser procesados en
serie por un conjunto de K etapas para optimizar una funcio´n objetivo. Usualmente,
los problemas poseen las siguientes propiedades:
El nu´mero de etapas en la l´ınea de produccio´n es de al menos dos
Cada etapa k tiene al menos una ma´quina Mk y al menos una etapa tiene al
menos dos ma´quinas en paralelo.
Todos los trabajos tienen que ser procesados en el mismo flujo, etapa 1, etapa
2, . . . , etapa |K|. En ocasiones un trabajo puede saltarse algu´n conjunto de
etapas.
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Cada trabajo i en la etapa k requiere un tiempo de procesamiento pi,k.
De acuerdo a la revisio´n de literatura realizada, podemos decir que los proble-
mas de HFS pueden clasificarse en base a la direccio´n de sus flujos de produccio´n. Los
primeros son considerados como flujos unidireccionales, en estos los trabajos empie-
zan en la primer etapa y termina en la u´ltima. Este es el caso de nuestro problema,
el cual se describira´ ma´s adelante. Mientras que el segundo caso, son caracterizados
por el flujo reentrantes, aqu´ı los trabajos pueden entrar ma´s de una vez a cada etapa,
como en el trabajo de Choi et al. [12].
Como se pudo observar en la seccio´n anterior, existen diversos objetivos den-
tro de los problemas de secuenciacio´n. En la actualidad, diversas compan˜´ıas prefie-
ren minimizar los tiempos totales de ciclo, y a su vez, benefician la utilizacio´n de
sus ma´quinas o estaciones de trabajo. Asociados a estos objetivos se encuentra el
Makespan. Este objetivo es el ma´s comu´n dentro de la literatura. En la siguiente
sub-seccio´n se describen algunos trabajos relacionados con el objetivo del Makespan
y otros. Posteriormente, se presentan los trabajos ma´s destacados del HFS en la
industria.
2.3.1 El Makespan y otros criterios en el HFS
Existen diversos trabajos relacionados con el criterio del makespan y los proble-
mas del HFS y sus casos paticulares. En la mayor´ıa de estos trabajos usan estrategias
de solucio´n como te´cnicas heur´ısticas. En el trabajo de Guinet y Solomon [25], usan
algoritmos heur´ısticos para resolver un HFS que tiene como objetivos la minimiza-
cio´n del makespan y la tardanza. Otro trabajo es el propuesto por Haouari et al. [28],
en este trabajo resuelven un HFS con dos etapas con un algoritmo de ramificacio´n y
acotamiento de forma o´ptima, minimizando el tiempo total de completamiento, aun-
que en la seccio´n experimental se observa que no resuelve en optimalidad todas las
instancias medianas (20-50 trabajos). Mientras que en Rebaine [43], se construyen
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dos algoritmos heur´ısticos para un flexible flow shop en el cual se busca minimizar
el objetivo del makespan.
En algunos de esta revisio´n de literatura algunos trabajos utilizan el algoritmo
de Johnson, por lo cual se explican a continuacio´n.
Este algoritmo se usa cuando se tienen dos ma´quinas en serie. Primero se
decide la secuenciacio´n de la primer ma´quina y despue´s se repite esta secuencia
en la otra ma´quina. Al inicio se enlistan los trabajos en cada ma´quina con sus
respectivos tiempos de procesamiento. Despue´s, se selecciona el trabajo con menor
tiempo de procesamiento, si este tiempo pertenece a la primer ma´quina, este trabajo
se ordena en la posicio´n inicial, de lo contrario, si pertenece a otra ma´quina se
debe secuenciar en la posicio´n final de la primer ma´quina. Despue´s se selecciona el
siguiente trabajo con el menor tiempo y se decide secuenciar en la segunda posicio´n
o en la penu´ltima, dependiendo si su tiempo pertenece a la primer ma´quina o a
la segunda. As´ı hasta terminar con todos los trabajos. Como se puede apreciar, el
algoritmo decide secuenciar al inicio o al final de la ma´quina.
Dos trabajos interesantes son los propuestos por Kurz et al [36] y Logendran
et al. [40] en los cuales se estudia un HFS con tiempos de preparacio´n dependientes
de la secuencia. En la primer investigacio´n se proponen tres heur´ısticas basadas en
insercio´n y en adaptaciones del algoritmo de Johnson. Mientras que en la segun-
da investigacio´n consideran algoritmos basados en la Metaheur´ıstica tabu search,
estos algoritmos var´ıan en la solucio´n inicial. Como se puede apreciar los trabajos
combinan el enfoque heur´ıstico con las reglas de despacho (dispatching rules).
Como se menciono´ anteriormente, este trabajo esta´ inspirado en un problema
real de una empresa del sector automotriz. Por lo cual, enseguida se describen va-
rios trabajos que han sido inspirados en casos reales en diferentes a´reas del sector
industrial.
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2.3.2 El problema del HFS en la industria
El problema del Hybrid Flow Shop ha sido identificado en muchas a´reas, en esta
seccio´n se presentara´ una variedad de trabajos aplicados a la industria. Estos trabajos
tienen en comu´n que sus procesos cuentan con mu´ltiples ma´quinas en cada etapa (por
ejemplo, Brah y Hunsuckerl [9]). En esta tesis se hara´ e´nfasis en los trabajos que se
desarrollan en ambientes de manufactura flexible (Zijm y Nelissen [53]), debido a que
describe un ambiente similar. Despue´s de esta seccio´n, se presentara´n los trabajos
relacionados con l´ıneas de produccio´n con etapas de ensamble.
Un trabajo interesante en la industria manufacturera de filmes fotogra´ficos es
el presentado por Tsubone et al. [51]. En este trabajo se analiza la programacio´n de
produccio´n la cual presenta el ambiente de un HFS formado por una etapa de corte
de rollos de pel´ıculas y posteriormente la fase de entrelazado, as´ı hasta finalizar con
la etapa de envoltura de hojas del filme. El problema es subdividido en dos problemas
y resuelto mediante un algoritmo heur´ıstico.
La industria de la construccio´n es una de las a´reas donde frecuentemente se
ven aplicaciones de HFS. La produccio´n de o´rdenes de blocks de concreto se analizan
como un sistema de mu´ltiples etapas en serie. El problema analizado en Grabowski
y Pempera [23] considera ocho etapas, y en la mayor´ıa de estas se cuentan con una
sola ma´quina. Ellos proponen un algoritmo basado en Tabu Search para la solucio´n
de este problema.
El trabajo propuesto por Lin y Liao [39] analiza una l´ınea de produccio´n de una
empresa que se dedica a elaborar etiquetas adhesivas. El objetivo de ellos consiste
en minimizar la tardanza ma´xima ponderada. En la primer etapa se cuenta con
una ma´quina para pegar el material de la superficie y crear las etiquetas, mientras
la segunda consiste en ma´quinas paralelas encargadas del corte de las etiquetas.
Ellos utilizan un algoritmo heur´ıstico, en este algoritmo determinan la secuencia
mediante el algoritmo propuesto por Gupta y Tunc [27], posteriormente mejoran el
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valor objetivo de la solucio´n mediante una bu´squeda Tabu´.
En el sector financiero existen problemas relacionados con el HFS. En el traba-
jo de Bertel y Billaut [8] resuelven un problema relacionado con el cobro de cheques
de una compan˜´ıa. Se consideran tres etapas y operaciones como la Captura de ID.,
empaquetamiento, escaneo, impresio´n y captura final de datos. Es interesante ver el
impacto de su funcio´n objetivo, ya que ellos consideran minimizar el nu´mero prome-
dio de trabajos tard´ıos, esta funcio´n esta´ asociada con disminuir la inmovilizacio´n
de dinero. Este trabajo cuenta con el supuesto de recirculacio´n de trabajos. Para
resolver este problema utilizan un algoritmo voraz y un gene´tico.
El trabajo propuesto de Ruiz y Va´zquez-Rodr´ıguez[45] en el cual adapta un
algoritmo gene´tico para resolver un HFS, ha sido implementado en sistemas de pro-
duccio´n de compan˜´ıas dedicadas a los azulejos de cera´mica. Una caracter´ıstica im-
portante en este problema es elegibilidad de algunos trabajos con ma´quinas, a este
proceso en este trabajo se le conocera´ como incompatibilidad. Cabe destacar que este
mismo algoritmo ha sido encajado en software de sistemas de produccio´n dedicados
a la industria textil o de pinturas sinte´ticas.
Otro sector de aplicaciones de HFS, es la arquitectura de las redes en los
centros de co´mputo, especialmente donde se cuentan con servidores en paralelo. Un
trabajo en esta a´rea es el propuesto por Allahverdi y Al-Anzi [4], ellos desarrollan
un algoritmo basado en la metaheur´ıstica de Recocido Simulado para un problema
de HFS con un objetivo basado en el tiempo promedio de respuesta del sistema de
computo.
Otras dos implementaciones de la metaheur´ıstica Tabu Search en HFS pueden
verse en los trabajos de Chen et al. [11] y Janiak et al [34]. El primer trabajo
esta´ relacionado con la programacio´n de equipos de trabajo de contenedores de un
puerto. En este trabajo se consideran los buffers con capacidades finitas, tiempos de
preparacio´n en las ma´quinas. El segundo trabajo es motivado en el estudio de una
fa´brica de fundicio´n de hierro en la cual existe cumplimiento de pedidos, en base a
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esto consideran una funcio´n objetivo relacionando costos de almacenamiento y de
incumplimiento. Ellos proponen tres algoritmos basados en Tabu Search, Recocido
Simulado y un hibrido de los dos anteriores, posteriormente comparan sus resultados
mediante dos me´tricas, una de porcentaje de desviacio´n de las soluciones y la otra
tiempo promedio de ejecucio´n.
En el trabajo propuesto por Voss y Witt [52], es interesante ver que la l´ınea de
produccio´n de la compan˜´ıa de acero que analizan cuenta con diecise´is etapas, pues es
similar a la l´ınea de produccio´n estudiada en esta tesis. Ellos resuelven su problema
mediante un algoritmo heur´ıstico basado en reglas de secuenciacio´n. El objetivo se
basa en minimizar la tardanza ponderada.
Se han encontrado pocos trabajos relacionados con el HFS y la capacidad en
los buffers, uno de ellos es el propuesto por Tavakkoli-Moghaddam et al. [49], en este
trabajo proponen un algoritmo meme´tico para la solucio´n del HFS.
En el trabajo propuesto por Gicquel et al. [19], se estudia un bio-proceso in-
dustrial, el cual cuenta con etapas de fermentacio´n, mezcla de nutrientes y filtracio´n
de nutrientes. Ellos proponen un modelo matema´tico y un algoritmo basado en ra-
mificacio´n y acotamiento para la solucio´n del problema.
Despue´s de este breve recorrido por los diferentes sectores industriales donde
han surgido problemas de HFS, se pudo observar que las te´cnicas de solucio´n ma´s
usadas son Tabu Search, Recocido Simulado y Algoritmos Geneticos. Enseguida se
realiza una descripcio´n de los trabajos relacionados con el HFS y el ensamble.
2.3.3 HFS en l´ıneas de ensamble
El problema abordado en esta tesis es encontrado en una l´ınea de produccio´n
de ensamble. Algunos trabajos previos de l´ıneas de ensamble sugieren programar
las sub-l´ıneas de produccio´n por separado. En este trabajo se decidio´ abordar la
Cap´ıtulo 2. Estado del arte 20
problema´tica como una sola programacio´n. A continuacio´n mostramos los trabajos de
HFS con ensamble ma´s sobresalientes de la literatura que tienen algunas semejanzas
con el problema central de la tesis.
Uno de los primeros trabajos propuestos fue el de Agnetis et al. [2], en este
trabajo estudian una l´ınea de produccio´n de ensamble de automo´viles. Este sistema
tiene dos procesos: meca´nica y tableros. El primer proceso cuenta con seis etapas
y con buffer en cada etapa. Mientras que el segundo proceso cuenta con dos sub-
a´reas y un total de cinco etapas. Ellos establecen como funcio´n objetivo minimizar
el nu´mero de componentes tard´ıos y solucionan el problema mediante dispatching
rules y te´cnicas de simulacio´n.
Otro trabajo interesante es el propuesto por Leey Vairaktarakis [37], ellos com-
paran tres disen˜os de una l´ınea de produccio´n de ensamble. El tercer disen˜o es el
que se relaciona con nuestro trabajo, este disen˜o es considerado como un Flexible
flow Shop. En estos disen˜os se cuenta u´nicamente con dos etapas, con m ma´quinas
en la primer etapa y una sola en la etapa de ensamble. Ellos analizan el problema
desde el enfoque de programacio´n dina´mica y consideran como funcio´n objetivo el
makespan, adema´s que proponen diferentes heur´ısticos para solucionar el problema.
Diversos trabajos consideran u´nicamente dos etapas en las l´ıneas de produc-
cio´n. En He et al. [29] estudian una l´ınea con etapas de mecanizado y ensamble. Con-
templan caracter´ısticas similares a nuestro trabajo, como: tiempos de preparacio´n,
sin capacidad en los buffers, tareas sin interrupcio´n y como objetivo el makespan,
sin embargo, ellos no contemplan la incompatibilidad y establecen un conjunto de
restricciones diferentes a nuestro modelo para la secuenciacio´n de los tiempos entre
las dos etapas. Ellos proponen algunos algoritmos heur´ısticos para la solucio´n del
problema. En este caso es mucho ma´s sencillo establecer la llegada simulta´nea en
dos etapas de dos sub-l´ıneas de produccio´n, por lo cual, la llegada simulta´nea no es
considerada en esta etapa.
Otro trabajo que involucra dos etapas y mu´ltiples ma´quinas en una ambiente
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de ensamble es el propuesto por Sung et al. [48]. Ellos proponen algoritmos basados
en dispatching rules y heur´ısticas basados en ramificacio´n y acotamiento.
En el trabajo de Sawik et al. [47] analizan la programacio´n de una l´ınea de
produccio´n de placas de circuitos impresos (PCB). Estos problemas son muy fre-
cuentes en empresas dedicadas a la tecnolog´ıa. En este trabajo el HFS cuenta con
capacidad en los buffers y cada uno de estos es considerado como etapa. En total se
consideran alrededor de trece etapas. Ellos proponen un modelo matema´tico, el cual
consideran varios escenarios que pueden presentarse, como: la capacidad limitada en
los buffers y la recirculacio´n de trabajos, entre otros. Su modelo busca minimizar el
tiempo total de flujo.
Un trabajo que involucra ma´s decisiones dentro de la cadena de suministro es
el propuesto por Torabi et al. [50]. En este trabajo se decide la cantidad de elementos
a producir y la programacio´n de produccio´n. Sus objetivos son minimizar el costo
promedio de almacenamiento, de preparacio´n en ma´quinas y de transportacio´n. El
modelo matema´tico de este problema es no lineal. Desarrollan un algoritmo gene´tico
h´ıbrido con bu´squeda local y un me´todo enumerativo para resolver el problema. En
la decisio´n de la secuenciacio´n de tareas, se observa que su modelo esta´ basado en
la posicio´n de la tarea en la ma´quina, esto difiere al modelo propuesto en esta tesis.
De acuerdo con la revisio´n realizada en esta tesis, los trabajos con ma´s caracte-
risticas similares al nuestro pueden ser vistos en [15] - [16]. En el trabajo propuesto
por Fattahi et al. [15] estudian un HFS con una etapa de ensamble. En este trabajo
no se contemplan los tiempos de preparacio´n en las ma´quinas, la incompatibilidad de
productos y adema´s los autores cosideran u´nicamente tres etapas, contando la etapa
de ensamble y proponen un algoritmo basado en Johnson para resolver el problema.
En el segundo trabajo Fattahi et al. [14] estudia el mismo problema presentado en
Fattahi et al. [15], teniendo como variante la integracio´n de tiempos de preparacio´n
(setup times) y operaciones de cambio (setup operation). Adema´s, introducen un
nuevo concepto de integracio´n de operaciones y tiempos de cambio en una misma
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ma´quina de un producto, a este concepto le llaman bloques. Ellos resuelven me-
diante algoritmos gene´ticos, recocido simulado y heur´ısticos basados en Jonhson.
Por u´ltimo, en Fattahi et al. [16] desarrollan un algoritmo basado en ramificacio´n y
acotamiento para el problema presentado en [15].
De acuerdo a la revisio´n de literatura presentada en este cap´ıtulo, se observa
que nadie ha estudiado el problema presentado en esta tesis. Adema´s, no se han
propuesto adaptaciones de metaheur´ısticas como GRASP, BRKGA y Matheur´ıstics
para solucionar un HFS con ensamble. Las adaptaciones de estas metodolog´ıas son
presentadas en el cap´ıtulo cuatro.
Cap´ıtulo 3
Planteamiento y formulacio´n
del problema
En este cap´ıtulo se describe el problema de programacio´n de produccio´n de
una l´ınea de ensamble estudiado en esta disertacio´n, se mencionan los supuestos que
fueron considerados en este problema y se presenta la formulacio´n matema´tica. Por
u´ltimo, se concluye y se justifica el uso de metodolog´ıas heur´ısticas.
3.1 Planteamiento del problema
El problema consiste en la programacio´n de produccio´n de dos componentes
que son ensamblados en una etapa de una l´ınea de produccio´n. Cada componente
es producida en una sub-l´ınea de produccio´n. Cada sub-l´ınea tiene una diferente
cantidad de etapas y en cada una de estas se tiene un conjunto de ma´quinas en
paralelo. La demanda de cada producto es divida en un conjunto de lotes (los cuales
en su mayor´ıa cuentan con el mismo taman˜o). Cada lote debe ser procesado en una
sola ma´quina de cada etapa, y deben pasar por todas y cada una de las diferentes
etapas de cada sub-l´ınea de produccio´n. Nuestro objetivo consiste en minimizar el
makespan, es decir, el tiempo total de produccio´n. A continuacio´n enlistamos los
supuestos del problema:
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Se conocen los tiempos de procesamiento de los trabajos en cada ma´quina.
Se cuentan con tiempos de preparacio´n (setup times) en lotes de diferentes
productos.
Se tiene incompatibilidad de algunos productos con algunas ma´quinas.
Se cuentan con buffers entre cada etapa, sin embargo, se tiene una amplia
capacidad por lo cual no se considera.
Cada ma´quina procesa un lote sin interrupcio´n, es decir, una vez que el pro-
cesamiento de una tarea ha iniciado, este no puede ser interrumpido.
Se sabe que la sub-l´ınea de produccio´n uno es hasta tres veces ma´s ra´pida que
la sub-l´ınea de produccio´n dos.
El lote i de la componente uno y dos (correspondientes en cada sub-l´ınea)
deben llegar al mismo tiempo en la etapa de ensamble.
Gra´ficamente, en la figura 3.1 se muestra una representacio´n de los productos,
componentes y etapas. En la primer columna, se pueden observar tres productos,
en la columna dos, se muestra la descomposicio´n de cada producto en dos compo-
nentes. Despue´s, cada componente se traslada a cada sub-l´ınea de produccio´n. La
sub-l´ınea de produccio´n de la componente uno consta de dos etapas, con tres y dos
ma´quinas respectivamente. La sub-l´ınea de produccio´n de la componente dos consta
de tres etapas, con tres, una y dos ma´quinas respectivamente. La etapa ensamble es
considerada como la etapa dos y tres de cada sub-l´ınea de produccio´n.
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Productos
Componentes
Etapas
Etapa 1
Etapa 2
(Ensamble)
Etapa 3
(Ensamble)
Etapa 2
Etapa 1
Producto 3
Producto 2
Producto 1
Componente 1-3
Componente 2-3
Componente 1-2
Componente 2-2
Componente 1-1
Componente 2-1
Figura 3.1: Productos-Componentes-Etapas
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La l´ınea de produccio´n real, cuenta con quince y doce etapas en cada sub-
l´ınea de produccio´n, de una a tres ma´quinas en cada etapa etapa, ma´s de cincuenta
productos y dos componentes en cada producto. En este cap´ıtulo se realiza un mo-
delo matema´tico que generaliza el problema de HFS con ensamble de k etapas, m
ma´quinas, n productos y l componentes en una l´ınea de ensamble.
3.2 Formulacio´n matema´tica
En esta seccio´n se presentan los elementos del modelo matema´tico, en primer
orden los conjuntos e ı´ndices, despue´s los para´metros y variables usadas en el modelo.
Posteriormente se muestra el modelo y su descripcio´n detallada.
3.2.1 Conjuntos, para´metros y variables
Conjuntos
N : Conjunto de productos, indexados por n.
In : Conjunto de lotes de cada producto n, indexado por i, j. (tareas)
0: Lote ficticio.
L : Conjunto de componentes, indexado por l = {l1, l2}.
K : Conjunto de etapas, indexado por k.
Kl: Subconjunto de etapas k del componente l.
a: Etapa de ensamble a.
M : Conjunto de ma´quinas, indexado por la ma´quina m.
Mk,l: Subconjunto de ma´quinas m de la etapa k, del componente l.
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Ml: Subconjunto de ma´quinas m del componente l. Ml = {M1,l ∪M2,l ∪
... ∪Mk,l}.
Para´metros
eli,m =


1, Si es compatible el lote i en la ma´quina m del componente l.
0, De otro modo.
pj,m Tiempo de procesamiento del lote j en la ma´quina m.
τm,l(i,j) Tiempo de preparacio´n del lote i al lote j en la ma´quina m del componente l.
Variables
yli,m =


1, Si se asigna el lote i en la ma´quina m del componente l.
0, De otro modo.
xm,li,j =


1, Si el lote i es secuenciado inmediatamente antes del lote j
en la ma´quina m del componente l.
0, De otro modo.
C li,k Tiempo de completamiento del lote i en la etapa k del componente l.
Sk,li,j Tiempo de iniciacio´n del lote j secuenciado inmediatamente despue´s del lote i
en la etapa k del componente l.
Cmax Variable auxiliar para el makespan.
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3.2.2 Modelo matema´tico
Al modelo matema´tico presentado en esta seccio´n se citara´ con las siglas MM-
HFS-E. A continuacio´n se presenta el modelo MM-HFS-E y la descripcio´n de cada
una de sus expresiones.
min Cmax (3.1)
s.t.:
C li,a ≤ Cmax i ∈ I, l ∈ L, etapa final a (3.2)
yli,m ≤ e
l
i,m i ∈ I, m ∈Ml, l ∈ L (3.3)∑
m∈Mk,l
eli,m ∗ y
l
i,m = 1 i ∈ I, k ∈ K, l ∈ L (3.4)
xm,li,j − x
m,l
j,i ≤ 1 i, j ∈ I, i < j, m ∈Ml, l ∈ L (3.5)
xm,li,j ≤ y
l
j,m i, j ∈ I, i < j, m ∈Ml, l ∈ L (3.6)∑
j∈I
xm,l0,j = 1 m ∈Mk,l, k ∈ K, l ∈ L (3.7)
∑
i∈I∪0, k 6=i
xm,li,h −
∑
j∈I∪0, k 6=j
xm,lh,j = 0 h ∈ I, m ∈Mk,l, k ∈ K, l ∈ L (3.8)
∑
j∈I
xm,lj,0 = 1 m ∈Mk,l, k ∈ K, l ∈ L (3.9)
∑
m∈Mk,l
∑
i∈I∪0
xm,li,j = 1 j ∈ I, k ∈ K, l ∈ L (3.10)
C lj,k ≥ S
k,l
i,j + pj,m ∗ y
l
j,m + τ
m,l
(i,j) ∗ x
m,l
i,j − B ∗ (1− x
m,l
i,j )
i, j ∈ I, i 6= j, m ∈Mk,l, k ∈ K, l ∈ L (3.11)
Sk,li,j ≥ C
l
j,k−1 i, j ∈ I, i 6= j, k ∈ Kl, k > 1, l ∈ L (3.12)
Sk,li,j ≥ C
l
i,k i, j ∈ I, i 6= j, k ∈ Kl, l ∈ L (3.13)
C l1i,a − C
l2
i,a = 0 i ∈ I (3.14)
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xm,l1i,j − x
m,l2
i,j = 0 i, j ∈ I, i 6= j, m ∈ Pn (3.15)
yl1i,m − y
l2
i,m = 0 i ∈ I, m ∈Mn1,l ∪Mn2,l, l ∈ L (3.16)
xm,li,j , y
l
i,m ∈ {0, 1} i, j ∈ I, m ∈Mk,l, k ∈ K, l ∈ L (3.17)
C li,k, S
k,l
i,j , Cmax >= 0 i, j ∈ I, m ∈Mk,l, k ∈ K, l ∈ L (3.18)
La expresio´n (3.1) representa la funcio´n objetivo del Makespan, para encontrar
Cmax nos apoyamos en la desigualdad (3.2) la cual encuentra el tiempo final de todos
los lotes en la u´ltima etapa. La desigualdad (3.3) implica la incompatibilidad de
cada lote en cada ma´quina. El para´metro del lado derecho representa una matriz
binaria. La igualdad (3.4) indica que cada lote debe ser asignado a una ma´quina en
cada etapa. La expresio´n (3.5) indica que si el lote i es secuenciado antes del lote
j en una ma´quina, no debera´ permitirse realizar la secuencia del lote j y despue´s
el i. La desigualdad (3.6) establece que si el lote i no es asignado en la ma´quina
m, las variables de secuenciacio´n no deben ser activadas. Las ecuaciones (3.7)-(3.9)
establecen la conservacio´n de flujo. En las ecuaciones (3.7) y (3.9) respectivamente,
implican el inicio y fin en cada ma´quina en un lote ficticio. Mientras que en la (3.8)
establece la conservacio´n de flujo. En la ecuacio´n (3.10) forzamos a que cada lote
debe ser secuenciado en una ma´quina de cada etapa.
La restriccio´n (3.11) proporciona un orden de procesamiento correcto, evitando
ciclos dentro de una misma ma´quina. El tiempo de completamiento de cada lote en
cada etapa, es mayor o igual al tiempo inicial ma´s su tiempo de produccio´n y su
setup time menos la penalizacio´n si no es activada la variable. El setup time depende
de la combinacio´n de lotes secuenciados, estas combinaciones son representadas por
una matriz τ . El tiempo de iniciacio´n de cada lote j en cada etapa depende de quie´n
es mayor entre el tiempo del lote (terminacio´n) secuenciado anteriormente i en esa
misma ma´quina (3.13) o el tiempo de terminacio´n del mismo lote j en una etapa
anterior (3.12). Finalmente, la restriccio´n (3.14) indica la igualacio´n de tiempos en la
etapa de ensamble, las restricciones (3.15)-(3.16) implican la igualacio´n de variables
de asignacio´n y secuenciacio´n en las de etapas posteriores a esta.
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En el trabajo de Gupta [26], demuestran que un HFS con dos etapas de pro-
cesamiento, una y dos ma´quinas respectivamente en cada etapa, n trabajos y con
funcio´n objetivo makespan, es NP-duro. Si el problema que se aborda en este trabajo
se considera una sola componente en cada producto, dos etapas, una y dos ma´qui-
nas y no cuenta con la etapa de ensamble, se tendr´ıa una versio´n similar al HFS
mencionado en Gupta [26], y por lo cual se mantiene la complejidad ya demostrada.
El modelo MM-HFS-E es considerado como un modelo de programacio´n lineal
mixto entero (por sus siglas en ingles MILP) y fue implementado en CPLEX 12.5, se
valido´ con instancias de diferentes taman˜os, las cuales son descritas en la el cap´ıtulo
cinco. Previamente se define el GAP se define como:
GAP =
V alor encontrado−Mejor V alor
Mejor V alor
(3.19)
A continuacio´n se presenta la Tabla 3.1, la cual indica la instancia, el mejor
valor de la funcio´n objetivo y el GAP alcanzado por CPLEX en un tiempo de una
hora.
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Tabla 3.1: Resultados CPLEX
Instancia CPLEX GAP
1 1365.82 0.68
2 891.636 0.24
3 1297.93 0.73
4 1106.77 0.68
5 1194 0.70
6 - -
7 3411.88 0.97
8 4722.18 1
9 4180.94 1
10 - -
11 - -
12 - -
13 - -
14 - -
15 - -
16 - -
17 - -
18 - -
19 - -
20 - -
En la Tabla 3.1, se observa que valor del GAP proporcionado por CPLEX
de la solucio´n incumbente no bajaba de veinticinco por ciento en las instancias
pequen˜as (1-5). Para las instancias grandes (11-20) no se encontro´ solucio´n, por lo
cual, decidimos emplear metodolog´ıas heur´ısticas para encontrar buenas soluciones
al problema.
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3.3 Resumen del cap´ıtulo
En este cap´ıtulo se presenta la descripcio´n del problema y el modelo matema´ti-
co de programacio´n lineal mixto entero. Se formula el problema bajo el enfoque de
optimizacio´n entera mixta, donde las variables de decisio´n asignan los lotes a las
ma´quinas y realizan la secuencia´cio´n de estos lotes en cada una de las ma´quinas.
Mientras que las variables auxiliares dan a conocer los tiempos de inicio y termina-
cio´n de cada lote en cada etapa. Se toma en cuenta todos los supuestos planteados
en esta seccio´n, buscando minimizar el tiempo de terminacio´n.
Cap´ıtulo 4
Metodolog´ıas de solucio´n para
el problema de HFS con
ensamble
El modelo matema´tico presentado en el cap´ıtulo tres fue validado con instancias
de diferentes taman˜os y fue resuelto en el optimizador CPLEX 12.5. En las instancias
ma´s pequen˜as se obtuvieron GAP’s mayores de un veinticuatro por ciento, en un
tiempo de ejecucio´n de un d´ıa. Estas instancias cuentan con dos ma´quinas, dos etapas
y alrededor de ocho trabajos en cada sub-l´ınea de produccio´n. En una instancia real,
se tienen alrededor de catorce etapas en ambas sub-l´ıneas de produccio´n y ma´s de
cincuenta trabajos, por lo cual, se decidio´ implementar algoritmos heur´ısticos para
la obtencio´n de buenas soluciones en tiempo aceptable.
Este cap´ıtulo presenta diferentes metodolog´ıas de solucio´n, la primera de ellas
esta´ basada en la metaheur´ıstica GRASP, la cual consiste en una fase constructiva
y una bu´squeda local. La segunda es una adaptacio´n de la metaheur´ıstica BRKGA.
Por u´ltimo, se presenta una metodolog´ıa basada en matheuristics, la cual aprovecha
la estructura del modelo matema´tico y descompone el problema en asignacio´n y
secuenciacio´n. Estas metodolog´ıas sera´n comparadas en un cap´ıtulo cinco.
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4.1 Una metodolog´ıa de solucio´n basada en
GRASP
La metodolog´ıa GRASP fue desarrollada por Feo y Resende [17] en el an˜o
de 1989, al estudiar un problema de cobertura de alta complejidad. GRASP es
el acro´nimo de greedy randomized adaptative search procedure (procedimiento de
bu´squeda miope, aleatorizado y adaptativo). Este algoritmo consiste en dos fases, la
fase de construccio´n y la fase de mejora.
Los principales caracter´ısticas de GRASP para la fase de construccio´n son una
funcio´n de evaluacio´n miope, la seleccio´n al azar y un proceso de actualizacio´n adap-
tativo. La fase de construccio´n consiste en incorporar elementos en una solucio´n
parcial. Previamente se tienen un conjunto de elementos candidatos que pueden in-
corporarse a la solucio´n parcial. Para cada elemento candidato se calcula el beneficio
en la funcio´n miope c(e). Posteriormente, se forma una lista de candidatos restringi-
dos (LRC), esta lista contiene elementos de alta calidad que cumplan la desigualdad
(4.1). El para´metro c∗ representa el valor ma´s pequen˜o de la funcio´n miope al evaluar
los candidatos. Mientras que c∗ representa el valor ma´s grande de la funcio´n miope.
El valor de α toma valores del intervalo [0,1]
c(e) ≤ c∗ + α(c
∗–c∗). (4.1)
De los elementos de la lista (LRC) se escogera´ uno aleatoriamente y se ingre-
sa a la solucio´n parcial. Una vez agregado un elemento candidato a la solucio´n se
debera´ recalcular los valores de la funcio´n miope, para realizar nuevamente el pro-
ceso de seleccio´n de la lista LRC, as´ı el procedimiento adquiere la caracter´ıstica de
adaptabilidad.
Al ejecutar el proceso anterior una cantidad de veces, se pretende que se genere
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una cantidad diversa de soluciones. A cada una de estas soluciones se aplicara´ un pro-
ceso de bu´squeda local. Como se menciona en Resende et al. [44], la bu´squeda local
consiste en explorar repetidamente una vecindad de solucio´n en busca de encontrar
una mejor solucio´n. Primero se describe la nomenclatura del algoritmo, posterior-
mente el Algoritmo basado en GRASP (1) y en las siguientes secciones mostramos
cada una de sus etapas.
Las figuras que se muestran en esta seccio´n para ejemplificar los algoritmos
tienen las siguientes caracter´ısticas: los lotes de un mismo producto tienen un mismo
color. Se tienen tres productos y un total de nueve lotes. Se cuenta con cuatro etapas
y un total de ocho y nueve ma´quinas en cada sub-l´ınea. En color rojo se muestra la
etapa de ensamble, en la cual debe de existir una igualdad de lotes en cada posicio´n
en las dos sub-l´ıneas de produccio´n. La terna (a, b, c) esta formada por el para´metro
a que indica la cantidad de elementos del lote, el para´metro b, el cual representa el
producto al que pertenece el lote y el para´metro c indica el nu´mero del lote.
Para fines del algoritmo basado en GRASP, llamaremos insercio´n de un lote i
al proceso de an˜adir un lote al final de la secuencia inicial de una ma´quina m. Ve´ase
las ima´genes 4.1-4.2 en las que se inserta el lote de color verde.
Figura 4.1: Antes de la insercio´n
Figura 4.2: Despue´s de la insercio´n
El Algoritmo 1 basado en GRASP consiste en realizar un total de iteraciones
Iter. En cada iteracio´n construiremos una solucio´n parcial dos (x2) y una solucio´n
parcial uno (x1), correspondientes a la componente dos y uno respectivamente. La
unio´n de estas dos soluciones parciales x1∪x2 forman la solucio´n x. Despue´s de la fase
de construccio´n, la solucio´n x entrara´ al me´todo de Bu´squeda Local para obtener la
solucio´n mejorada xnew. En cada iteracio´n, el valor objetivo de la solucio´n mejorada
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Fmak(xnew) es comparado con el valor de la mejor solucio´n Fmak(X
∗) encontrada
hasta el momento. Al terminar todas las iteraciones, el algoritmo devuelve la mejor
solucio´n encontrada y su valor objetivo (X∗, Fmak(X
∗)).
La siguiente nomenclatura representa los conjuntos e indices que estan inter-
actuando en el algoritmo basado en GRASP, parte de ella es de la formulacio´n
matema´tica presentada en el cap´ıtulo tres.
Nomenclatura de conjuntos
N : Conjunto de productos, indexados por n.
L : Conjunto de componentes, indexados por l.
I : Conjunto de lotes, indexados por i.
In : Conjunto de lotes I de cada producto n, indexado por in.
In,a : Conjunto de lotes I de cada producto n en la etapa de ensamble a.
Kl : Conjunto de etapas del componente l, ordenadas desde el inicio al fin.
K−1l : Conjunto de etapas del componente l, ordenadas desde el fin al inicio.
Mi : Conjunto de ma´quinas del componente l, ordenadas desde el inicio al fin.
M−1i : Conjunto de ma´quinas del componente l, ordenadas desde el fin al inicio.
C : Conjunto de soluciones parciales.
Fn : Conjunto de funciones del subconjunto de lotes de cada producto.
Fs : Conjunto de funciones de makespan parcial.
En la siguiente seccio´n se muestra una descripcio´n de la nomenclatura que identifica
a la solucio´n x y sus diferentes movimientos.
Nomenclatura de soluciones:
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x : Solucio´n.
X∗ : Mejor Solucio´n.
xl : Solucio´n parcial del componente l.
xlmi : Solucio´n parcial del componente l, insertando el lote i en la ma´quina m
xlm∗i : Solucio´n parcial del componente l, insertando el lote i en la mejor opcio´n de
las ma´quinas m∗
xlmi,k : Solucio´n parcial del componente l, insertando el lote i en la ma´quina m de la
etapa k
xlki : Solucio´n parcial del componente l, insertando el lote i en todas las ma´quinas
de la etapa k
xlin : Solucio´n parcial del componente l, insertando todos los lotes i del producto
n: In
xnew : Solucio´n mejorada despue´s de la Bu´squeda Local
Por u´ltimo, se muestran los para´metros que interactu´an en el algoritmo y pos-
teriormente su pseudoco´digo principal.
Nomenclatura de para´metros:
Iter : Total de iteraciones.
a : Etapa de ensamble.
λmi,j : Tiempo perdido del lote i al lote j secuenciado en la ma´quina m
α : El nivel de aleatoridad de la lista restringida de candidatos LRC.
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Algoritmo 1 Basado en GRASP
X∗ ← ∅
Fmak(X
∗)←∞
para i <= Iter hacer
x2 ← Construccio´n de la solucio´n parcial dos ()
x1 ← Construccio´n de la solucio´n parcial uno ()
x← x1 ∪ x2
xnew ← Busqueda Local(x)
si Fmak(xnew) ≤ Fmak(X
∗) entonces
X∗ ← xnew
fin si
fin para
(X∗, Fmak(X
∗))
En las siguientes secciones se describen detalladamente cada uno de los proce-
dimientos utilizados en el Algoritmo 1 basado en GRASP.
4.1.1 Fase constructiva
La fase constructiva es dividida en dos subprocesos. El primero se denomina
Construccio´n de la solucio´n parcial dos, este consiste en crear la programacio´n de
produccio´n de la componente dos. El segundo se denomina Construccio´n de la so-
lucio´n parcial uno, y ana´logamente al primero, consiste en programar la produccio´n
de la componente uno.
Debido a que la sub-l´ınea de produccio´n de la componente uno es ma´s ra´pida
que la de la componente dos, se decidio´ construir primero la solucio´n parcial dos y
una vez terminado esta, construir la de la solucio´n uno en sentido inverso. Despue´s
de construir la solucio´n parcial dos se conocera´n los tiempos de la etapa de ensamble,
as´ı, estos servira´n como datos de entrada para la construccio´n de la solucio´n parcial
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uno, la cual se realizara´ desde la etapa ensamble hasta la etapa inicial.
Algoritmo 2 construccio´n de la solucio´n parcial dos. En cada solucio´n se realiza
lo siguiente: Para cada lote i a probar, se calcula una funcio´n parcial de tiempo en
cada ma´quina m. Esta funcio´n 4.2 consiste en minimizar el tiempo final Tf (x
2
m)
menos el tiempo inicial T0(x
2
m) ma´s la suma de los tiempos perdidos λ
m
i,j:
Fm ← Tf (x
2
m)− T0(x
2
m) +
∑
λmi,j. (4.2)
As´ı hasta encontrar la mı´nima insercio´n paralela x2m∗ en cada etapa k.. En las si-
guientes figuras (4.3, 4.4, 4.5, 4.6) se muestra la evaluacio´n de la funcio´n Fm en la
etapa uno, insertando el lote con la terna (25, 2, 5) (color verde) y se encuentra la
mı´nima insercio´n x2m∗ .
Figura 4.3: Imagen inicial
Figura 4.4: Insercio´n en ma´quina uno
Figura 4.5: Insercio´n en ma´quina dos
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Figura 4.6: Mejor insercio´n: x2m∗
Lo anterior lo realizaremos para todos los lotes i de cada producto n compati-
bles con cada ma´quina m de cada etapa k. Como se muestra en la siguiente figura
(4.7) en la cual el lote (25, 2, 5) ya fue´ insertado en todas las etapas.
Figura 4.7: Lote (25, 2, 5) insertado en todas las etapas
Despue´s de que el conjunto de lotes candidatos de un mismo producto in es
probado en todas las etapas, este sera´ evaluado en una funcio´n llamada Makespan
parcial Fmak(x
2
in
), es decir, se calculara´ el tiempo final en la u´ltima etapa hasta la
insercio´n del u´ltimo elemento de este conjunto. Para este trabajo sera´ la funcio´n mio-
pe. A continuacio´n se muestran las figuras (4.8)-(4.9) que representan la evaluacio´n
de los lotes de cada producto en la funcio´n Fmak(x
2
in
)
Figura 4.8: Lotes del producto dos (verde)
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Figura 4.9: Lotes del producto tres (amarillo)
Despue´s de evaluar todos los conjuntos de lotes de todos productos, se hara´
una lista restringida de candidatos LRC, y seleccionaremos un candidato al azar (un
conjunto de lotes de un producto) para realizar una insercio´n en la solucio´n dos. La
lista queda definida de la siguiente manera:
LRC ← {x2in ∈ C : F (x
2
n) ≤ Fmin + α(F
max − Fmin)}. (4.3)
Este u´ltimo proceso se realizara´ hasta terminar de insertar todos los candidatos.
Como ya lo mencionamos, para el Algoritmo 3 construccio´n de la solucio´n parcial
dos se necesita saber el tiempo de cada lote en la etapa de ensamble, por lo cual,
igualaremos los tiempos de inicio y fin de la etapa de ensamble de la solucio´n parcial
dos con la solucio´n parcial uno. Enseguida se presenta el pseudoco´digo del Algoritmo
2 construccio´n de la solucio´n parcial dos.
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Algoritmo 2 Construccio´n de la solucio´n parcial dos
mientras In 6= ∅ hacer
para n ∈ N hacer
para i ∈ In hacer
para k ∈ K2 hacer
para m ∈Mk hacer
si i es compatible con m entonces
x2mi ← x
2
mi
∪ i: Se prueba el lote i en cada ma´quina m
Fm ← Tf (x
2
mi
)−T0(x
2
mi
)+
∑
λmi,j : Se calcula la funcio´n Fm en cada ma´quina
fin si
fin para
Fk(x
2
m∗
i
)← mı´nFm(x
2
mi
): Se obtiene el valor ma´s pequen˜o de la funcio´n Fm en cada
etapa k
x2ki ← x
2
ki
∪ x2m∗
i
: En cada etapa k se actualiza la solucio´n parcial x2k
fin para
x2in ← x
2
kl
: Se actualiza la solucio´n x2in para cada conjunto de lotes de cada producto
in
fin para
C ← C ∪ x2in : Al terminar la insercio´n en todas las etapas, se actualiza el conjunto C
con la solucio´n parcial x2in
Fn ← Fn ∪ Fmak(x
2
in
): Se calcula el Makespan Parcial Fmak(x
2
in
) y se guarda en Fn
fin para
Fmax ← ma´x (Fn) : Se calcula el valor ma´ximo de Fn de todos los conjuntos de lotes de
cada producto n
Fmin ← mı´n (Fn) : Se calcula el valor mı´nimo de Fn de todos los conjuntos de lotes de cada
producto n
LRC ← {x2in ∈ C : F (x
2
n) ≤ Fmin + α(F
max − Fmin)} : Se calcula la LRC
Se selecciona de forma aleatoria x2in un conjunto de lotes de un producto in de la lista LRC
x2 ← x2 ∪ x2in : Se ingresa el conjunto de lotes de un producto in a la solucio´n parcial x
2
In ← In \ in : Se elimina el conjunto de lotes del producto in insertado
fin mientras
T0(x
1
a) = T0(x
2
a): Se actualiza los tiempos iniciales de la etapa de ensamble de la solucio´n
parcial uno
Tf (x
1
a) = Tf (x
2
a): Se actualiza los tiempos finales de la etapa de ensamble de la solucio´n parcial
uno
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Constructivo solucio´n parcial uno [3]. En el algoritmo de construccio´n de la
solucio´n parcial uno, realizaremos un proceso similar a la construccio´n anterior, sin
embargo, este proceso se hara´ en sentido inverso y u´nicamente para etapas anteriores
a la etapa de ensamble. En cada etapa seleccionaremos el lote i con el menor tiempo
al insertarse, restando el tiempo final Tf (x
1
m) menos el tiempo inicial T0(x
1
m) en cada
ma´quina.
Fm(x
1
m)← Tf (x
1
m)− T0(x
1
m). (4.4)
En las siguientes figuras (4.10)- (4.11) se muestra la insercio´n del lote (10, 2, 7) (color
verde) en las etapas anteriores a la fase de ensamble en la sub-l´ınea del componente
uno.
Figura 4.10: Antes de la insercio´n del lote (10, 2, 7) en sub-l´ınea del componente uno
Figura 4.11: Despue´s de la insercio´n del lote (10, 2, 7) en sub-l´ınea del componente
uno
Es importante sen˜alar que el orden en que los lotes son insertados en la solucio´n
parcial uno es igual al orden en que fueron insertados en la etapa de ensamble de la
solucio´n parcial dos.
En cada insercio´n se puede tener alguna infactibilidad de tiempo, esto sucede
cuando el tiempo inicial de un lote T0(x
1
mk+1
) insertado en una ma´quina de la etapa
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k + 1, es menor que el tiempo final del lote antecesor Tf (x
1
mk
) insertado en una
ma´quina de la etapa anterior k. Para corregir esta infactibilidad se debe restar la
diferencia del tiempo final menos el tiempo inicial (Tf (x
1
mk
) − T0(x
1
mk+1
)) a todos
los tiempos (iniciales y finales) de las ma´quinas de las etapas anteriores a k. Esto se
muestra en el pseudoco´digo Ajuste de Tiempos [4].
Las figuras que a continuacio´n se muestran (4.12)-(4.13), representan la cons-
truccio´n de una solucio´n inicial.
Figura 4.12: Construccio´n de solucio´n parcial uno
Figura 4.13: Construccio´n de solucio´n parcial dos
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Algoritmo 3 Construccio´n de la solucio´n parcial uno
para i ∈ Ia,n hacer
para k ∈ K−1
1
hacer
para m ∈M−1k hacer
si i compatible con m entonces
x1mi,k ← x
1
mk
∪ i: Se prueba el lote i en cada ma´quina m
si T0(x
1
mi,k+1
) ≥ Tf (x
1
mi,k
) entonces
Fm(x
1
mi,k
) ← Tf (x
1
mi,k
) − T0(x
1
mi,k
): Se calcula la funcio´n tiempo final menos
tiempo inicial en una ma´quina
si no
diferencia = Tf (x
1
mi,k
) − T0(x
1
mi,k+1
): Se calcula la diferencia que provoca la
infactibilidad
AjustedeT iempos(T (x1mi,k), diferencia) Se ajusta los tiempos de las ma´quinas
anteriores
Fm(x
1
mi,k
)← Tf (x
1
mi,k
)− T0(x
1
mi,k
)
fin si
fin si
fin para
x1m∗
i,k
← mı´nFm(x
1
mi,k
): Se encuentra la insercio´n ma´s pequen˜a en cada etapa
x1k ← x
1
k ∪ x
∗
mi,k
: Se actualiza la solucio´n en cada etapa
fin para
x1 ← x1 ∪ x1k
fin para
Algoritmo 4 Ajuste de Tiempo
β : m1,m2, ...,mk−1
para m ∈ β hacer
para i ∈ Im hacer
Tf (xml
i
) = Tf (xml
i
)− diferencia
T0(xml
i
) = T0(xml
i
)− diferencia
fin para
fin para
Cap´ıtulo 4. Metodolog´ıas de solucio´n para el problema de HFS con ensamble46
4.1.2 Bu´squeda local
Las soluciones obtenidas con los me´todos de Algoritmo 2 construccio´n de la
solucio´n parcial dos y Algoritmo 3 construccio´n de la solucio´n parcial uno, se mejo-
ran con el me´todo de bu´squeda local. Como se menciono´ anteriormente, este es un
proceso iterativo, en cada iteracio´n se realiza un movimiento buscando minimizar la
funcio´n objetivo de la solucio´n actual dentro de un vecindario.
Como se construyeron las soluciones, si hay lotes de un mismo producto dentro
de una ma´quina, estos deben de estar secuenciados continuamente. Por ejemplo, si
un conjunto de lotes de un producto tiene tres elementos, estos debera´n tener las
posiciones i, i + 1, i + 2 dentro de la secuencia. Debido a lo anterior, se decidio´
aprovechar la estructura de la solucio´n y realizar un movimiento inter-ma´quina, es
decir, dentro de la misma ma´quina. El movimiento consiste en lo siguiente:
Supongamos que se tiene la siguiente secuencia dentro de una ma´quina:
{ ln1 , ln2 , . . . , lnd−1 , lnd }.
Cada elemento lnd representa un conjunto de lotes de un producto n. Se remueve
el conjunto de lotes de la primera posicio´n ln1 y se inserta en la u´ltima posicio´n
de la ma´quina, en este caso la u´ltima posicio´n pertenece a lnd . Todos los dema´s
conjuntos de lotes se recorrera´n una posicio´n. Despue´s de este movimiento tendremos
la siguiente nueva secuencia:
{ ln2 , ln3 , . . . , lnd−1 , lnd , ln1 }.
Este movimiento se realizara´ en todas las ma´quinas de todas las etapas las cuales
tengan el mismo conjunto de lotes ln1 . Una iteracio´n se considera despue´s de cambiar
todos los lotes de un mismo producto en todas las etapas y actualizar los tiempos de
las secuencias. Para actualizar los tiempos de las secuencias, primero se actualizara´
los tiempos de la solucio´n parcial dos, desde la etapa de inicio hasta la etapa ensamble
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y posteriormente los tiempos de la solucio´n parcial uno, desde una etapa anterior a
la de ensamble hasta la etapa de inicio. Lo anterior es ana´logo a lo realizado en el
me´todo de construccio´n.
Despue´s de realizar este movimiento con el conjunto de lotes ln1 en todas las
etapas, esto se repetira´ de forma iterativa con todos los dema´s conjuntos de lotes
hasta terminar en la misma posicio´n inicial.
En las siguientes figuras (4.14a)(4.15a) (4.16a) se muestra la bu´squeda local
aplicada a la solucio´n inicial (4.14a). En este ejemplo la mejor solucio´n de acuerdo
al valor del Makespan es la figura (4.15a).
(a) Sub-l´ınea componente dos
(b) Sub-l´ınea componente uno
Figura 4.14: Solucio´n inicial
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(a) Sub-l´ınea componente dos
(b) Sub-l´ınea componente uno
Figura 4.15: Iteracio´n uno bu´squeda local
(a) Sub-l´ınea componente dos
(b) Sub-l´ınea componente uno
Figura 4.16: Iteracio´n dos bu´squeda local
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4.2 Una adaptacio´n de la metaheur´ıstica
BRKGA
Los Algoritmos Gene´ticos (por sus siglas en ingle´s GA) son algoritmos basados
en procesos gene´ticos de organismos biolo´gicos. Se basan en la supervivencia de los
individuos ma´s fuertes y el intercambio de informacio´n entre ellos. Estos algoritmos
fueron introducidos por Holland [31] en el an˜o de 1975. Estos algoritmos consisten en
realizar un conjunto de generaciones, en las cuales se crea un conjunto de individuos
(cromosomas) llamados poblacio´n. Cada individuo (solucio´n) debe ser codificado en
una cadena de genes, estos pueden ser nu´meros enteros, los cuales son modificados
a trave´s de operaciones ba´sicas como reproduccio´n, cruzamiento y mutacio´n.
La reproduccio´n consiste en conservar los mejores individuos de la actual ge-
neracio´n, esta seleccio´n se realiza a trave´s de la evaluacio´n de los individuos en una
funcio´n llamada aptitud. El cruzamiento consiste en elegir dos individuos de for-
ma aleatoria y combinar sus genes para producir un nuevo individuo. La mutacio´n
consiste en la modificacio´n de algunos genes de ciertos individuos.
Una llave aleatoria es la representacio´n de una solucio´n en una cadena de valores
aleatorios dentro del intervalo (0, 1]. En el trabajo de Bean [5], se proponen las llaves
aleatorias para la codificacio´n de soluciones de algoritmos basados en GA. A cada
elemento de una llave aleatoria es llamado alelo. El algoritmo RKGA inicia generando
una poblacio´n P de valores aleatorios entre cero y uno. Despue´s, los individuos de
esta poblacio´n pasan por un conjunto de operadores como reproduccio´n, cruce y
mutantes, los cuales tienen diferencias a los operadores cla´sicos. Algunas diferencias
de estos operadores son las siguientes.
El operador de reproduccio´n clasifica las soluciones en dos conjuntos: el con-
junto elite Pe y el conjunto no elite P
′
e. Estos conjuntos son clasificados en base
a su aptitud. El conjunto elite se actualiza en cada generacio´n y permanece en la
Cap´ıtulo 4. Metodolog´ıas de solucio´n para el problema de HFS con ensamble50
siguiente. El operador de cruce selecciona de forma aleatoria dos individuos de la
poblacio´n y busca generar un nuevo individuo. En lugar de realizar el operador de
mutacio´n (como en los GA), el cual modifica algunos genes de ciertos individuos, se
busca generar nuevos individuos de la misma forma que fue´ generada la poblacio´n
inicial. Ma´s adelante se detallara´n estos operadores.
Una evolucio´n del RKGA son los algoritmos gene´ticos de llaves aleatorias sesga-
das (por sus siglas en ingle´s BRKGA), los cuales fueron introducidos por Goncalves
y Resende [22] en el an˜o 2009. Estos algoritmos difieren al RKGA en la manera en
que seleccionan los dos padres en el operador de cruzamiento. El algoritmo BRKGA
selecciona una llave aleatoria del conjunto elite y otra del no elite, de esta manera,
al efectuar el operador de cruce con probabilidad sesgada hacia el conjunto elite, se
busca conservar mayor cantidad de individuos de este conjunto.
Esta metaheur´ıstica no ha sido implementada en problemas de HFS, por lo cual
se decidio´ implementar esta metodolog´ıa al problema presentado en este trabajo. A
continuacio´n se describe este algoritmo y posteriormente se detalla la adaptacio´n de
cada uno de los pasos.
Primero se genera una poblacio´n inicial P , despue´s, se ingresa al me´todo de
descodificacio´n y se evalu´a la aptitud de los individuos. Posteriormente se ordenan
de forma ascendente en base a su aptitud. Enseguida se clasifica la poblacio´n en dos
conjuntos: El conjunto elite Pe y no elite P
′
e. Despue´s se realiza una nueva generacio´n
de individuos, en la cual se an˜ade el conjunto de individuos elite. A esta nueva
generacio´n se an˜aden individuos mutantes e individuos generados por el me´todo de
cruzamiento. La nueva poblacio´n se actualiza, y vuelve a entrar a un ciclo hasta que
el criterio de parada sea satisfecho. Esta descripcio´n se puede ver en el Algoritmo 5
basado en BRKGA.
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Algoritmo 5 Basado en BRKGA
BRKGA(|P |, |Pe|, |Pm|, prob)
Generacio´n de Poblacio´n Inicial P
mientras Criterio de parada no sea satifecho hacer
Descodificas la poblacio´n inicial P
Evaluas la aptitud y ordenas P
Clasificas las soluciones en elite Pe y no elite P
′
e (P
′
e = P \ Pe)
Actualizas la nueva generacio´n P+ (P+ ← P+ ∪ Pe)
Generas mutantes (Pm)
Actualizas la nueva generacio´n P+ (P+ ← P+ ∪ Pm)
Generas nuevos individuos con el me´todo de cruzamiento ( Pc, prob )
Actualizas la nueva generacio´n P+ (P+ ← P+ ∪ Pc)
Actualizas la poblacio´n P ← P+
fin mientras
El algoritmo tiene los siguientes para´metros de entrada: |P | La cardinalidad de
la poblacio´n inicial, |Pe| el taman˜o de la poblacio´n elite y el taman˜o de la poblacio´n
de mutantes. La afinacio´n de estos para´metros se presenta en el cap´ıtulo cinco.
4.2.1 Poblacio´n Inicial
La poblacio´n inicial es generada de forma aleatoria. Cada vector esta poblacio´n
es llamado cromosoma o llave aleatoria. El taman˜o de este conjunto es representado
por P .
4.2.2 Codificacio´n
La llave aleatoria R esta´ dividida en tres sub-secuencias R : {R1, R2, R3} y
tiene un total de alelos |R|. Se decidio´ dividir la llave aleatoria en tres sub-secuencias
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debido a la estructura de la solucio´n. Cada alelo r de la primer sub-secuencia R1
representa al conjunto de lotes de un producto In, esta sub-secuencia tiene la misma
dimensio´n que la cantidad de productos existente |N |. Como se sabe, estos productos
sera´n programados en ambas sub-l´ıneas de produccio´n, por lo cual, las otras dos sub-
secuencias pertenecen a cada una de estas sub-l´ıneas.
La segunda sub-secuencia es subdividida entre el total de etapas |K2| de la sub-
l´ınea de produccio´n de la componente dos. En cada etapa se tienen que programar
un total de lotes |I|, as´ı en cada una de estas subdivisiones (etapas) se tiene un total
de |I| alelos, los cuales, su valor representa la ma´quina a la cual sera´ asignada cada
uno de los lotes. El taman˜o de esta sub-secuencia es |R2| = |K2|*|I|.
La codificacio´n de la tercer sub-secuencia R3 es ana´loga a la segunda, u´nica-
mente difiere en lo siguiente: En lugar de tener todas las etapas de la sub-l´ınea de
produccio´n uno, quitaremos la u´ltima, debido que esta representa la etapa de en-
samble y ya es considerada en la segunda sub-secuencia. Por lo cual, el taman˜o de
esta tercera es |K1−1|*|I|. De esta forma la cantidad de alelos de una llave aleatoria
esta´ definida como: |R| = (|N |) + (|K2| ∗ |I|) + (|K1 − 1| ∗ |I|)
La siguiente figura 4.17 representa una llave aleatoria con un total de tres
productos y cinco lotes entre estos tres. La sub-secuencia dos tiene dos etapas, en
la primer etapa se tienen tres ma´quinas y en la segunda etapa se cuenta con dos
ma´quinas. En la sub-secuencia tres so´lo hay una etapa con dos ma´quinas. Como se
puede apreciar no se agrega la etapa de ensamble en la tercer sub-secuencia. Los
nu´meros (1, 2, 3, 4, 5) debajo de cada alelo (valor aleatorio) representan el nu´mero
del lote al que pertenece.
Figura 4.17: Llave aleatoria inicial
En esta seccio´n se llamara´ un bloque al conjunto de alelos (lotes) juntos de un
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mismo producto dentro de una llave aleatoria. En la figura 4.17, un ejemplo de un
bloque es la unio´n de los alelos {0.43, 0.15} los cuales tienen color gris y pertenecen
al producto uno.
4.2.3 Descodificacio´n
Previamente a este me´todo, algunos trabajos de la literatura sugieren alterna-
tivas para la minimizacio´n del makespan, una alternativa es tener la menor cantidad
de setup times dentro de las secuencias. Por lo cual, se decidio´ formar bloques dentro
de la segunda y tercer sub-secuencia, as´ı permanecera´n juntos los lotes de un mismo
producto y u´nicamente cambiara´ el orden de los bloques dependiendo del orden de
los alelos la primer sub-secuencia. Esto se explica a continuacio´n.
Al inicio, la llave aleatoria no esta´ ordenada. El primer paso consiste en ordenar
u´nicamente la primer sub-secuencia de forma ascendente. De esta forma, el primer
conjunto de lotes de un producto a programarse es el que corresponde a aquel alelo
que cuenta con el valor aleatorio ma´s pequen˜o, posteriormente, el siguiente conjunto
de lotes a programar son aquellos a los que les corresponde el alelo con el segundo
valor aleatorio ma´s pequen˜o. Este proceso continuara´ hasta terminar de ordenar los
alelos de la primer subsecuencia. El orden establecido en la primer sub-secuencia,
prevalecera´ en cada una de las etapas (subdivisiones) de las otras dos subsecuencias.
Es decir, como se ordenaron los productos, sera´n ordenados los conjuntos de lotes
(bloques) de cada uno de estos en todas las etapas. En la siguiente imagen 4.18 se
ilustra lo mencionado.
Figura 4.18: Llave ordenada
Como se menciono´ anteriormente, cada alelo de la segunda y tercera sub-
secuencia representan la ma´quina al que sera´ asignado el lote. En cada una de las
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etapas (subdivisiones), se dividira´ el intervalo (0, 1] entre el total de ma´quinas m que
haya en estas. Supongamos que hay tres ma´quinas en una etapa, entonces, el interva-
lo sera´ dividido en los siguientes sub-intervalos: (0, 0.333), [0.333, 0.666) y [0.666, 1].
Si el alelo (lote) perteneciente a esta etapa toma el valor de 0.5, tendra´ que asignarse
a la ma´quina dos. Y posteriormente ser secuenciado en base al orden predeterminado
por la sub-secuencia uno. Cabe sen˜alar que en la etapa de ensamble los alelos de la
sub-secuencia tres esta´n representados por los de la subsecuencia dos, lo anterior
para la llegada simulta´nea a esta etapa.
En la siguiente figura 4.19, debajo de cada alelo (valor aleatorio) de la segunda
y tercer subsecuencia se indica la ma´quina a la que pertenece el alelo (lote), mientras
que debajo de cada alelo de la primer sub-secuencia indica el nu´mero del producto
al que pertenece. En este ejemplo el orden de los productos a programar es primero
el producto dos, despue´s el producto uno y al final el producto tres.
Figura 4.19: Llave con asignacio´n de ma´quina
La siguiente figura 4.20 ilustra co´mo el ejemplo anterior es transformado a un
arreglo donde se realiza la secuenciacio´n en cada etapa. Es muy importante mencio-
nar que siempre iniciamos con la sub-l´ınea de la componente dos, y posteriormente
la sub-l´ınea de la componente uno. Lo anterior es para calcular los tiempos de se-
cuenciacio´n y respetar la llegada simulta´nea en la etapa de ensamble. Los valores
dentro del arreglo representan el nu´mero del lote secuenciado, este puede asociarse
con la figura 4.17.
La aptitud de esta descodificacio´n sera´ evaluada con la funcio´n makespan. Los
tiempos de secuencia en las ma´quinas son calculados de forma similar a la que se
hizo en el algoritmo basado en GRASP. Primero se calcula los tiempos en las etapas
de la sub-l´ınea de la componente dos, desde la etapa inicial hasta la etapa final y
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Figura 4.20: Llave transformada
posteriormente, ya se tienen los tiempos de ensamble, se calcula en sentido inverso
los de la sub-l´ınea de la componente uno.
4.2.4 Mutantes
En este trabajo se decidio´ usar el me´todo presentado en Bean et al. [5] para
la generacio´n de mutantes. Este operador consiste en crear nuevos cromosomas de
forma aleatoria. En el trabajo presentado por Goncalves et al. [21] sugiere que la
proporcio´n de estos elementos en cada generacio´n debe ser entre cinco y quince por
ciento. El para´metro |Pm| indica la cantidad de elementos mutantes.
4.2.5 Cruzamiento
El operador de cruzamiento que se implemento´ en este trabajo consiste en
seleccionar dos individuos aleatorios, uno es seleccionado del conjunto elite y otro
del conjunto no elite. Despue´s de seleccionar los individuos, se genera un nu´mero
aleatorio entre cero y uno para decidir que alelo de los dos cromosomas prevalecera´
en el nuevo individuo. Si el nu´mero generado pertenece al intervalo (0, prob) selec-
cionaremos el alelo del individuo elite, de lo contrario seleccionaremos el alelo del
individuo no elite. El taman˜o de este conjunto depende del taman˜o de los conjuntos
elite y mutantes, esto es, Pc = |P | − |Pe| − |Pm|.
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4.2.6 Criterio de parada
En este trabajo se decidio´ usar una cantidad total de generaciones. La afinacio´n
de este para´metro y los dema´s, sera´n presentados en el siguiente cap´ıtulo.
4.3 Una metodolog´ıa basada en Matheuristic
A lo largo del tiempo se han desarrollado diversos algoritmos exactos y me-
taheur´ısticos, los cuales han podido resolver problemas de forma exacta o propor-
cionando buenas soluciones en tiempo razonable. En las u´ltimas de´cadas, se han
intensificado me´todos que combinan la programacio´n matema´tica y metaheur´ısticas.
En el trabajo de Caserta et al. [10], describen la hibridacio´n de me´todos exactos y
metaheur´ısticas en te´rminos de una estructura maestro-esclavo. En esta estructura
puede presentarse los siguientes dos casos:
El metaheur´ıstico actu´a como un maestro en un nivel superior y controla al
enfoque exacto.
El me´todo exacto actu´a como un maestro en un nivel superior y controla al
enfoque metaheur´ıstico.
En esta tesis se decidio´ disen˜ar una Matheuristic debido a la estructura del
modelo matema´tico. En el modelo presentado en cap´ıtulo tres se tienen dos variables
de decisio´n, la asignacio´n y la secuenciacio´n, por lo cual, se buscara´ descomponer el
modelo en dos subproblemas que dependan de cada una de estas dos decisiones.
El algoritmo basado en Matheuristic que se implemento´ en este trabajo, consis-
te en descomponer el modelo inicial en dos problemas, a uno se le llamara´ Problema
Principal y al otro Problema Secundario. Estos dos problemas se estara´n resolviendo
por separado y compartiendo informacio´n mediante una restriccio´n que sera´ agre-
gada al Problema Principal basada en el Problema Secundario. El primer problema
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realizara´ un cluster de lotes en ma´quinas, y el segundo realizara´ la secuenciacio´n
dentro de ellas.
Como se menciono´ anteriormente, una de las condiciones del problema original
es la llegada simulta´nea de los componentes a la etapa final, este supuesto es muy
r´ıgido dentro del modelo inicial. En esta metodolog´ıa se decidio´ cambiar el orden
de las etapas en sentido inverso. Es decir, la etapa de ensamble sera´ la etapa inicial
por la cual tienen que empezar los productos. Posteriormente, pasara´n a las dema´s
etapas terminando en la etapa inicial del problema original. De esta forma, se puede
decir que primero “se ensambla y despue´s se procesa”.
Cabe destacar que en el cambio propuesto, las ma´quinas siguen conservando
los tiempos de procesamiento y los setup times entre lotes se siguen manteniendo.
Todos los dema´s supuestos se conservan. Dicho lo anterior, la solucio´n del problema
original no cambia, u´nicamente se realiza un intercambio entre los tiempos iniciales
y finales.
A continuacio´n se presenta y describe el algoritmo de esta metodolog´ıa. Poste-
riormente se describe a detalle cada uno de los dos problemas.
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Algoritmo 6 Pseudoco´digo Matheuristic
Rw,m ← ∅
C∗max ←∞
i← 0
mientras Criterio de parada (1) no sea satisfecho hacer
Resolver el PP : Problema Principal(Rw,m)
Corte = 0
mientras Criterio de parada (2) no sea satisfecho hacer
Resolver el PS : Problema Secundario(C∗max)
si PS es factible entonces
si Objetivo PS > 0 entonces
Rw,m ← Rw,m ∪ Wm :Agregas la secuencia Wm perteneciente a la
ma´quina m en la etapa de ensamble, al conjunto de secuencias Rw,m
C∗max ← C
∗
max +D ∗ C
∗
max :Aumentas el makespan
Corte = 1 Activas la variable corte
si no
C∗max ← C
∗
max −D ∗ C
∗
max :Disminuyes el makespan
fin si
si no
C∗max ← C
∗
max +D ∗ C
∗
max :Aumentas el makespan
Corte = 1 :Activas la variable corte
fin si
i← i+ 1
fin mientras
fin mientras
El Pseudoco´digo Matheuristic [6] consiste en entrar en un ciclo que sera´ reali-
zado mientras el Criterio de parada (1) no sea satisfecho. Este criterio de paro es
satisfecho si cumple una de las siguientes dos condiciones:
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Realizar un total de iteaciones Iter.
Obtener el mismo valor del para´metro C∗max ma´s de cinco ocasiones en las
pasadas iteraciones.
Una vez que se entra al ciclo se resolvera´ el Problema Principal. Despue´s, se entrara´
a otro ciclo en el cual se estara´ resolviendo el Problema Secundario hasta que no sea
satisfecho el Criterio de parada (2) . Este criterio de paro es satisfecho si cumple
una de las siguientes dos condiciones:
La variable Corte sea igual a uno.
Encontrar al menos una solucio´n factible en un tiempo l´ımite.
Para continuar con el siguiente ciclo, primero se define el siguiente conjunto:
Sea Rw,m el conjunto de secuencias w de lotes asignados a la ma´quinam. Por ejemplo,
el conjunto R1,2 : {3, 4, 6, 10} representa los lotes de la secuencia uno asignados a la
ma´quina dos y se observa que su cardinalidad |R1,2| es cuatro.
Dentro del segundo ciclo, primero se resolvera´ el Problema Secundario. Si la
funcio´n objetivo de e´ste problema es mayor que cero, la secuenciaWm de la ma´quina
m sera´ an˜adido al conjunto de secuencias Rw,m, el cual se agregara´ al Problema
Principal para no volver a ser asignados de la misma manera, adema´s, la variable
Corte se igualara´ a uno. De lo contrario, el Problema Secundario se estara´ resolviendo
si la funcio´n objetivo es cero y disminuiremos el para´metro C∗max un porcentaje D.
Esto para reducir la funcio´n objetivo del problema original Makespan.
Es importante mencionar, que cuando no se encuentre solucio´n factible, au-
mentaremos el para´metro C∗max el mismo porcentaje D para volver a la factibilidad,
y la variable Corte se igualara´ a uno. Al finalizar, el algoritmo se quedara´ con la
mejor solucio´n que se haya encontrado antes de salir del primer ciclo.
En este algoritmo se decidio que el para´metro D sea un valor aleatorio dentro
del intervalo (0,0.2). Lo anterior es para no tener un mismo aumento o disminucio´n en
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el para´metro C∗max. Despue´s de realizar las pruebas computacionales, se observo´ que
antes de las veinte iteraciones el algoritmo converg´ıa, por lo que se decidio´ el valor
del para´metro Iter en veinte. En algunos casos no se ejecutaron todas las iteraciones,
por lo cual tambie´n se decidio´ la otra opcio´n del Criterio de parada (1), terminar
si se repite ma´s de cinco veces el para´metro C∗max. A continuacio´n se describe el
Problema Principal y el Problema Secundario.
4.3.1 El Problema principal
El Problema Principal decidira´ la asignacio´n de los lotes a las ma´quinas. En-
seguida se presenta y se describe el modelo matema´tico.
Problema Principal
min
∑
l∈L
∑
k∈K−1
C
′
k,l (4.5)
s.t.:
∑
j∈I
pj,m ∗ y
l
j,m ≤ C
′
k,l m ∈Mk,l k ∈ K
−1, l ∈ L (4.6)
yli,m ≤ e
l
i,m i ∈ I, m ∈Ml, l ∈ L (4.7)∑
m∈Mk,l
eli,m ∗ y
l
i,m = 1 i ∈ I, k ∈ K
−1, l ∈ L (4.8)
yl1i,m − y
l2
i,m = 0 i ∈ I, m ∈M0 (4.9)∑
i∈Rw,m
yli,m ≤ |Rw,m| − 1 l ∈ L, w ∈ W, m ∈Me (4.10)
yli,m ∈ {0, 1} i ∈ I, m ∈Mk,l, k ∈ K, l ∈ L (4.11)
C
′
k,l >= 0 k ∈ K, l ∈ L (4.12)
Los conjuntos siguen siendo los mismos del modelo planteado en el Cap´ıtulo
Tres, excepto K−1 el cual indica las etapas en sentido inverso. La variable de de-
cisio´n es la asignacio´n de lote i a la ma´quina m de la componente l: yli,m. En las
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variables C
′
k,l se guarda el tiempo final de procesamiento dentro de cada etapa. Esta
variable se calcula en la restriccio´n (4.6), como se puede apreciar esta restriccio´n no
contempla los tiempos de preparacio´n debido a que en este subproblema no se tiene
la informacio´n de la secuenciacio´n.
El conjunto de restricciones (4.7) - (4.9) contemplan la incompatibilidad y la
asignacio´n de lotes a ma´quinas, as´ı como, la igualdad de lotes del componente uno
y componente dos en las ma´quinas de la etapa inicial M0. El Problema Secundario
busca conectarse con el Problema Principal mediante la restriccio´n (4.10), la cual
establece no volver asignar de la misma forma los lotes pertenecientes al conjunto
Rw,m. Para restringir esta asignacio´n, se establece que la sumatoria de las variables
de asignacio´n de los lotes pertenecientes a cada secuencia del conjunto Rw,m no debe
ser mayor a la cardinalidad de cada secuencia (|Rw,m|) menos uno.
Por u´ltimo, la funcio´n objetivo de este problema (4.5) busca minimizar la suma
de los tiempos de procesamiento en totas las ma´quinas. Esto es para intentar acotar
la cantidad de tiempo en cada etapa y buscar soluciones en las cuales se tengan lotes
distribuidos en todas las ma´quinas de cada etapa.
4.3.2 El Problema secundario
El Problema Secundario decide la secuenciacio´n de los lotes en cada ma´quina
y los tiempos de inicio y fin en cada una estas. A continuacio´n se presenta y describe
el modelo matema´tico, es importante sen˜alar que cambia la funcio´n objetivo y un
conjunto de restricciones.
Problema Secundario
min
∑
i∈I
Di (4.13)
(4.14)
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s.t.:
xm,li,j − x
m,l
j,i ≤ 1 i, j ∈ I, i < j, m ∈Ml, l ∈ L (4.15)
xm,li,j ≤ y
∗l
j,m i, j ∈ I, i < j, m ∈Ml, l ∈ L (4.16)∑
j∈I
xm,l0,j = 1 m ∈Mk,l, k ∈ K
−1, l ∈ L (4.17)
∑
i∈I∪0, h 6=i
xm,li,h −
∑
j∈I∪0, h 6=j
xm,lh,j = 0 h ∈ I, m ∈Mk,l, k ∈ K
−1, l ∈ L (4.18)
∑
j∈I
xm,lj,0 = 1 m ∈Mk,l, k ∈ K
−1, l ∈ L (4.19)
∑
m∈Mk,l
∑
i∈I∪0
xm,li,j = 1 j ∈ I, k ∈ K
−1, l ∈ L (4.20)
C lj,k ≥ S
k,l
i,j + pj,m ∗ y
∗l
j,m + τ
m,l
(i,j) ∗ x
m,l
i,j −M ∗ (1− x
m,l
i,j )
i, j ∈ I, i 6= j, m ∈Mk,l, k ∈ K
−1, l ∈ L (4.21)
Sk,li,j ≥ C
l
j,k−1 i, j ∈ I, i 6= j, k ∈ Kl, s > 1, l ∈ L (4.22)
Sk,li,j ≥ C
l
i,k i, j ∈ I, i 6= j, k ∈ Kl, l ∈ L (4.23)
xm,l1i,j − x
m,l2
i,j = 0 i, j ∈ I, i 6= j, m ∈M0 (4.24)
C l1i,0 − C
l2
i,0 ≤ Di i ∈ I (4.25)
C l2i,0 − C
l1
i,0 ≤ Di i ∈ I (4.26)
C li,nl ≤ C
∗
max i ∈ I (4.27)
xm,li,j , y
l
i,m ∈ {0, 1} i, j ∈ I, m ∈Mk,l, k ∈ K, l ∈ L (4.28)
C li,k, S
k,l
i,j , Di >= 0 i, j ∈ I, m ∈Mk,l, k ∈ K, l ∈ L (4.29)
Despue´s de analizar el modelo inicial se observo´ que una de las restricciones
ma´s fuertes es la igualdad de tiempos de las dos componentes en la etapa de ensam-
ble. Se decidio´ prescindir de este conjunto de restricciones y cambiarlas por nuevas
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restricciones y una funcio´n objetivo que ayuden a beneficiar la llegada simulta´nea
en esta etapa.
El conjunto de restricciones (4.15) - (4.24) son iguales a las del modelo plan-
teado en el cap´ıtulo tres, u´nicamente difieren en que en este conjunto existe una
variable y∗lj,m la cual ya es conocida despue´s de resolver el Problema Principal. Las
desigualdades (4.25)-(4.26) indican la diferencia D entre los tiempos finales de cada
pareja de lotes de la componente uno y dos en la etapa de ensamble, ahora etapa
inicial. En este problema usaremos un para´metro que ira´ disminuyendo de acuerdo al
algoritmo, este para´metro es el C∗max. En la restriccio´n (4.27), este para´metro acota
el tiempo final del u´ltimo lote en la u´ltima etapa, antes etapa inicial.
La funcio´n objetivo busca minimizar la sumatoria de las diferencias de los
tiempos en la etapa de ensamble. De esta forma se buscara que esta diferencia tienda
a ser cero para lograr la llegada simulta´nea. Las variables D son mayores o iguales
a cero.
Cap´ıtulo 5
Experimentacio´n computacional
y resultados
Este cap´ıtulo describe el ambiente computacional con el que fue realizada la
experimentacio´n. Adema´s, describe las instancias y la forma en que fueron generadas.
As´ı tambie´n, muestra los resultados que se obtuvieron de la afinacio´n de para´metros.
Por u´ltimo, detalla las me´tricas de evaluacio´n y los resultados finales de las instancias.
5.1 Ambiente computacional e instancias
En esta seccio´n primero se presenta como se desarrollo´ la generacio´n de ins-
tancias y posteriormente se muestran las caracter´ısticas del equipo de co´mputo en
el que fue desarrollada la investigacio´n.
Para esta tesis, las instancias fueron creadas debido a que no existe en la litera-
tura instancias con las mismas caracteristicas del problema aqu´ı estudiado. Adema´s,
las instancias fueron clasificadas en cuatro tipos. Cada una de estas clasificaciones
cuenta con cinco instancias para un total de veinte. El taman˜o de cada tipo de ins-
tancia depende del total de productos, total de lotes, nu´mero de etapas y nu´mero
de ma´quinas.
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En el problema real, el total de lotes depende de tres factores, la demanda (di),
el safety stock (ssi) y el inventario (hi) de cada producto, estos tres son conocidos por
parte de la empresa. Para encontrar el total de lotes por producto, primero sumamos
la demanda y el safety stock y le restamos lo que hay en inventario (di + ssi − hi) y
posteriormente los dividimos entre veinticinco para saber cua´ntos lotes hay. Los lotes
no necesariamente tienen que tener el mismo taman˜o. A continuacio´n se muestra la
Tabla 5.1, la cual contiene los intervalos de los para´metros descritos anteriormente.
Tabla 5.1: Para´metros de pre-procesamiento
Para´metro Tipo 1 Tipo 2 Tipo 3 Tipo 4
Demanda 40-65 50-100 50-200 50-300
Safety Stock 10-15 20-50 40-70 60-90
Inventario 5-10 15-40 25-50 35-60
De cada uno de los intervalos de la Tabla 5.1 fue seleccionado de forma aleatoria
un valor para los para´metros de Demanda, Safety Stock e Inventario. Los l´ımites
inferiores y superiores de esta tabla fueron sugeridos por parte de la empresa de
acuerdo al tipo de instancia. Las instancias de Tipo 1 representan a las de taman˜o
ma´s pequen˜o, por lo cual, tienen los l´ımites menores de la tabla. As´ı como, las
instancias de tipo cuatro representan las de taman˜o ma´s grande y por ende, cuentan
con los l´ımites mayores de la tabla.
A continuacio´n se presenta la Tabla 5.2, en la cual se representan los intervalos
de todos los para´metros utilizados para la generacio´n de instancias.
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Tabla 5.2: Para´metros
Tipo Prod. Lotes Eta. C1 Eta. C2 Ma´q. C1 Ma´q. C2 Cap. M/h C1 Cap. M/h C2 Tiem. de prep.
1 4 10-12 2 2 4 3 40-70 10-20 25-45
2 10 29-35 3 3 5 5 40-70 15-25 25-45
3 30 50-60 5 6 10 12 60-90 20-30 25-45
4 50 90-125 12 14 25 29 40-65 10-20 25-45
La columna uno de la Tabla 5.2 representa el tipo de instancia, mientras que
las columnas dos y tres indican la cantidad de productos y el intervalo del total de
lotes que hay en cada tipo de instancia. Las columnas cuatro y cinco muestran la
cantidad de etapas en las sub-l´ıneas de la componente uno (C1) y la componente
dos (C2). Las columnas seis y siete representan la cantidad de ma´quinas de C1 y
C2 respectivamente. Por u´ltimo, las columnas ocho y nueve, muestran los intervalos
de las capacidades de las ma´quinas por hora, de los cuales fue seleccionado un valor
aleatorio para cada etapa, es decir cada ma´quina tiene el mismo valor de la capacidad.
As´ı como, en la u´ltima columna representa el intervalo de los tiempos de preparacio´n
del que tambie´n fue seleccionado un valor aleatorio para cada ma´quina en cada
instancia. Las instancias de tipo cuatro emulan el comportamiento del caso real de
la empresa.
Las caracter´ısticas del equipo de co´mputo donde se desarrollaron las pruebas
computacionales son: un procesador intel core (R) con una velocidad de 2.9 GHz y
8 gb de memoria ram. Los co´digos fueron implementados en Visual Studio 2012 en
lenguaje de programacio´n C++. Los modelos matema´ticos fueron implementados en
Ilog Cplex 12.6.
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5.2 Afinacio´n de para´metros
En este trabajo se utilizo´ freeware calibra para la afinacio´n de los para´metros de
los algoritmos basados en GRASP y BRKGA. El calibra fue presentado por Adenso-
Dı´az y Laguna [1] en el an˜o de 2001. Calibra esta basado en la combinacion de un
disen˜o de experimentos y una bu´squeda local. El disen˜o de experimentos proporciona
una manera de enfocar la bu´squeda en los espacios de bu´squeda ma´s prometedores.
A continuacio´n se muestra la Tabla 5.3 la cual contiene los resultados de dichos
para´metros.
Tabla 5.3: Afinacio´n de para´metros
Heur´ıstico basado en GRASP Heur´ıstico basado en BRKGA
Para´metro Rango Valor Para´metro Rango Valor
α 0-1 0.3 |P | 100-1000 887
Iter 100-1000 763 |Pm| 0- 0.3 0.3
|Pe| 0- 0.7 0.6
pc 0.5-1 0.9
Totgen 10-100 78
Los valores que fueron afinados en el algoritmo tipo Grasp son: la aleatoriedad
de la lista de candidatos α y el total de iteraciones Iter. Mientras que en el BRKGA
los para´metros fueron el total de la poblacio´n |P |, la proporcio´n de mutantes |Pm|,
la proporcio´n del conjunto elite |Pe|, la probabilidad de cruce pc y el total de genera-
ciones Totgen. Estos u´ltimos valores encontrados son muy similares a los propuestos
en la literatura de estas metaheur´ısticas.
5.3 Resultados
En esta seccio´n se presentan los resultados finales de la implementacio´n del mo-
delo matema´tico resuelto en CPLEX y los tres algoritmos presentados en el cap´ıtulo
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cuatro. Cada uno de estos me´todos fueron probados con las instancias presentadas
en la seccio´n anterior.
En este trabajo se decidieron utilizar tres me´tricas para evaluar el desempen˜o
de los tres algoritmos. La primer me´trica consiste en encontrar el mejor valor de
la funcio´n objetivo despue´s de finalizar el algoritmo. Debido a que en los tres al-
goritmos se realizan un conjunto de iteraciones, se decidio´ que la segunda me´trica
fuese el promedio de los valores de las funciones objetivos encontrados en todas las
iteraciones. Por u´ltimo, la tercer me´trica muestra el tiempo promedio que se tardo´
en correr cada instancia.
A continuacio´n se presenta la tabla 5.4, en ella se muestran los resultados de
la me´trica uno (mejor valor de la funcio´n objetivo).
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Tabla 5.4: Resultados me´trica 1
Instancia CPLEX GAP Algoritmo GRASP Algoritmo BRKGA Matheuristic
1 1365.82 0.68 1420.36 1402.95 1389.1
2 891.636 0.24 949.81 881.636 880.92
3 1297.93 0.73 1320.33 1300.24 1289.89
4 1106.77 0.68 1200.54 1154.38 1132.66
5 1194 0.70 1229 1212 1197.25
6 - - 4775.29 4778.14 6589.08
7 3411.88 0.97 2779.06 2749.88 4693.73
8 4722.18 1 4061.01 4062.18 5131.76
9 4180.94 1 3674.52 3665.95 5368.2
10 - - 4852.75 4824.25 6388.94
11 - - 3557.48 3638.22 3754.34
12 - - 3738.06 3805.73 5310.25
13 - - 3328.96 3457.52 3590.62
14 - - 2990 3047.87 5271.04
15 - - 3983.19 3985.17 4037.58
16 - - 12640.4 14241.4 33730.5
17 - - 11087.2 14103.2 -
18 - - 12769.2 16528.4 -
19 - - 14784.7 22467.8 -
20 - - 11496.7 14443.6 -
La primer columna representa la instancia, la segunda columna representa el
valor de la funcio´n objetivo encontrado por CPLEX y a un lado se encuentra el valor
del GAP encontrado por CPLEX.
La cuarta, quinta y sexta columna representan el mejor valor de la funcio´n
objetivo encontrado por los algoritmos GRASP, BRKGA y Matheuristic respecti-
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vamente. Como podemos observar, el optimizador CPLEX solo encontro´ soluciones
en las instancias del uno al cinco, y del siete al nueve. Lo anterior en un l´ımite de
tiempo de una hora. Si comparamos u´nicamente las tres metodolog´ıas planteadas
en el cap´ıtulo cuatro, podemos ver el valor ma´s pequen˜o de cada instancia en letra
negrita.
En la Tabla 5.5, se calculo´ el GAP (multiplicado por cien) de las tres metodo-
log´ıas implementadas en este trabajo. Donde el mejor valor esta´ mostrado en letra
negrita. A continuacio´n se presentan los resultados de la Tabla 5.5:
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Tabla 5.5: Gap del mejor valor encontrado
Instancia Algoritmo GRASP Algoritmo BRKGA Matheuristic
1 2.27% 1.00% 0.00%
2 7.82% 0.08% 0.00%
3 2.36% 0.80% 0.00%
4 5.99% 1.92% 0.00%
5 2.65% 1.23% 0.00%
6 0.00% 0.06% 37.98%
7 1.06% 0.00% 70.69%
8 0.00% 0.03% 26.37%
9 0.23% 0.00% 46.43%
10 0.59% 0.00% 32.43%
11 0.00% 2.27% 5.53%
12 0.00% 1.81% 42.06%
13 0.00% 3.86% 7.86%
14 0.00% 1.94% 76.29%
15 0.00% 0.05% 1.37%
16 0.00% 12.67% 166.85%
17 0.00% 27.20% -
18 0.00% 29.44% -
19 0.00% 51.97% -
20 0.00% 25.63% -
En esta Tabla 5.5, si el valor del GAP de una metodolog´ıa es cero por ciento,
quiere decir que la metodolog´ıa obtuvo el mejor valor del GAP. Por otra parte, la
Tabla 5.6 muestra los resultados de la segunda me´trica (promedios) evaluando las
tres metodolog´ıas.
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Tabla 5.6: Resultados me´trica 2
Instancia GRASP GAP (GR) BRKGA GAP (BR) Matheuristic GAP (MA)
1 1420.37 0.01% 1411.6 0.62% 1396.33 0.52%
2 1033.2 8.78% 929.13 5.39% 885.42 0.51%
3 1320.32 0.01% 1308.25 0.62% 1300.95 0.86%
4 1200.54 0.00% 1165.10 0.93% 1137.28 0.41%
5 1236.19 0.59% 1218.52 0.54% 1213.20 1.33%
6 4826.73 1.82% 4799.21 6.33% 6698.52 6.90%
7 2829.55 1.08% 2924.02 0.44% 5017.54 1.66%
8 4067.12 0.15% 4067.12 0.12% 5205.09 1.43%
9 3700.34 0.70% 3678.77 0.35% 5368.2 0.00%
10 4863.15 0.21% 4835.29 0.23% 6408.29 0.30%
11 3667.81 7.67% 3917.23 3.10% 3754.34 0.00%
12 4199.97 12.36% 4228.37 11.11% 5310.25 0.00%
13 3857.13 15.87% 3964.69 14.67% 3590.62 0.00%
14 3229.98 8.03% 3309.18 8.57% 5271.04 0.00%
15 4199.87 5.44% 4228.37 6.10% 4037.58 0.00%
16 14201.2 12.35% 18393.7 29.16% 33730.5 0.00%
17 12486.8 12.62% 20660.2 46.49% - -
18 14377.9 12.60% 25785.4 56.01 - -
19 16095.6 8.87% 45194.9 101.15 - -
20 12854.1 11.81% 19757.2 36.79% - -
La me´trica dos (promedio) mide la eficiencia del conjunto de soluciones gene-
radas en todas las iteraciones de cada algoritmo. La primer columna nos indica la
instancia. Las columnas pares (2, 4, 6), representan el promedio de la funcio´n obje-
tivo de todas las iteraciones. Mientras que las columnas impares (3, 5 y 7), muestran
el GAP comparando el valor promedio y el mejor valor de la funcio´n objetivo encon-
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trado en cada algoritmo.
El GAP presentado en la Tabla 5.5, ayuda a mostrar la cercan´ıa en la funcio´n
objetivo de las soluciones encontradas en cada algoritmo. Valores muy cercanos a
cero por ciento, indican que las soluciones fueron muy cercana a la mejor solucio´n
en su respectiva instancia. Por u´ltimo, el mejor valor promedio de cada instancia
comparando todos los algoritmos es resaltado en letra negrita.
A continuacio´n se presenta la Tabla 5.7, en ella se presenta la Me´trica tres, que
muestra los tiempos en segundos de cada algoritmo en cada instancia.
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Tabla 5.7: Resultados me´trica 3
Instancia GRASP BRKGA Matheuristic
1 1 < 1 2117
2 < 1 1 1176
3 < 1 1 2287
4 < 1 < 1 2227
5 < 1 < 1 2241
6 1 1 8145
7 1 8 7645
8 2 1 7294
9 1 4 7585
10 2 2 8121
11 15 24 7958
12 20 28 13225
13 15 23 9243
14 12 22 7117
15 15 24 7659
16 293 102 34940
17 319 107 40300
18 338 110 45242
19 483 134 -
20 360 113 -
Como se puede apreciar las heur´ısticas basadas en GRASP y BRKGA obtu-
vieron tiempos muy bajos en la mayor´ıa de las instancias. Los valores en negritas
son los de menor tiempo En el siguiente cap´ıtulo se hara´n las conclusiones basadas
en el desempen˜o de las tres me´tricas presentadas en este cap´ıtulo.
Cap´ıtulo 6
Conclusiones y trabajo a futuro
En este trabajo se estudio´ un problema de programacio´n de produccio´n en una
l´ınea de ensamble. La l´ınea de produccio´n consta de dos sub-l´ıneas de produccio´n
las cuales son unidas en una etapa de ensamble. En cada sub-l´ınea se tienen un
conjunto de etapas por las cuales tienen que pasar todos los lotes de produccio´n. En
cada etapa se tiene ma´quinas en paralelo. El flujo de produccio´n es unidireccional.
Se busca minimizar el makespan en la u´ltima etapa de la l´ınea de produccio´n. Este
problema puede verse como una variante del Hybrid Flow Shop con ensamble.
Primero, se represento´ el problema con un modelo matema´tico, el cual fue
descrito a detalle en el cap´ıtulo tres. Este modelo fue´ implementado en el lenguaje
de programacio´n C++ y resuelto en el optimizador CPLEX. Posteriormente, despue´s
de analizar los resultados presentados y analizar la complejidad del problema (NP-
duro), se decidio´ implementar un conjunto de metodolog´ıas para obtener soluciones
de buena calidad.
Dentro de la revisio´n de literatura no se encontro´ un problema que posea la
integracio´n de todas las caracter´ısticas mostradas en el cap´ıtulo tres. Existen algunos
trabajos con similitudes, pero no hay uno que aborde la misma problema´tica.
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6.1 Conclusiones generales
En esta seccio´n se describen las conclusiones del problema, del modelo ma-
tema´tico y las tres metodolog´ıas implementadas.
La integracio´n de las caracter´ısticas como la incompatibilidad y la llegada
simulta´nea de los lotes en la etapa de ensamble en un HFS, son las variantes que
presenta este problema comparado con los trabajos de la literatura. Por lo cual, el
modelo matema´tico presentado en el Cap´ıtulo tres, es uno de los aportes de este
trabajo a la literatura. En este trabajo se presento´ una formulacio´n cla´sica con
variables de asignacio´n, de secuenciacio´n (inmediata) y de tiempo. Sin embargo, la
diferencia consiste en la integracio´n de todas las consideraciones planteadas dentro
de las restricciones.
De acuerdo a los resultados presentados en la Tabla 5.4, observamos que la
implementacio´n en CPLEX solo resuelve ocho instancias de un total de veinte en un
tiempo de una hora. Las instancias del tipo uno se obtuvieron GAPS entre veinti-
cinco y setenta por ciento, lo cual implica que el problema no puede ser resuelto de
forma exacta en un tiempo razonable. Debido a la complejidad del problema (NP-
duro) y a los resultados mostrados en Cap´ıtulo tres se decidio´ optar por otro tipo
de metodolog´ıas. A continuacio´n se presentan las conclusiones de las metodolog´ıas
implementadas en este trabajo.
De acuerdo a la Tabla 5.5 la metodolog´ıa basada en GRASP obtuvo un total
de once valores mı´nimos. Siendo la mayor cantidad de estos valores en las instancias
de tipo tres y tipo cuatro. Adema´s, podemos decir que los valores obtenidos por la
Metodolog´ıa GRASP implican que las soluciones no fueron encontradas de forma
casual, esto debido a los valores mostrados en la Tabla 5.6, indican que el gap de los
promedios no rebasa del quince por ciento en todas las instancias. As´ı tambie´n, la
Tabla de tiempos 5.7, se reporta que en las primeras quince instancias (tipo uno, dos
y tres) se obtuvo´ un tiempo de ejecucio´n menor de quince segundos. A excepcio´n de
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las instancias tipo cuatro, las cuales poseen tiempos entre trescientos y cuatrocientos
segundos.
La metodolog´ıa basada en BRKGA gano´ en tres instancias de un total de
veinte en la me´trica del mejor valor de la funcio´n objetivo. De acuerdo a la Tabla
5.5, se obtuvieron GAP’s menores de un cuatro por ciento en las primeras quince
instancias. Los cua´les representan porcentaje muy cercanos a los mejores valores. As´ı
como, se obtuvieron tiempos competitivos comparados con la metodolog´ıa GRASP
en las instancias tipo uno, dos y tres, mientras que en las instancias tipo cuatro se
encontraron los mejores tiempos de las tres metodolog´ıas. Sin embargo sus valores
objetivos no son buenos en las instancias tipo cuatro comparado con las otras dos.
La metodolog´ıa basada en Matheuristic obtuvo cinco mejores valores en la
me´trica uno. Sus promedios son muy cercanos al mejor valor encontrado en todas
las iteraciones. Por lo cual, podemos decir que este algoritmo converge muy ra´pi-
do. Los tiempos requeridos por esta metodolog´ıa son muy grandes. Se sugiere la
implementacio´n de este algoritmo en instancias pequen˜as.
Por u´ltimo, podemos concluir que las metodolog´ıa basada en GRASP es mejor
en calidad de la funcio´n objetivo comparada con las otras dos. Por lo cual, se sugiere
la implementacio´n de esta metodolog´ıa en el caso real. Sin embargo, existen diversas
l´ıneas de produccio´n que tienen menos etapas y poseen carcater´ısticas muy similares.
En esos casos se puede implementar la metodolog´ıa del l BRKGA. En empresas donde
se tenga alguna licencia de un optimizador y tenga una l´ınea de produccio´n no mayor
a tres etapas, se puede implementar el algoritmo basado en Matheur´ıstic.
6.2 Trabajo a futuro
En esta seccio´n se presentan las diferentes extensiones que pueden existir de
e´sta tesis.
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Como primera extensio´n, se pretende incorporar en el modelo matema´tico el
para´metro de tiempos de entrega para cada tarea. Compan˜´ıas dedicadas a la ela-
boracio´n de chips o dispositivos electronicos, son casos de l´ıneas de produccio´n de
ensamble donde se presentan periodos cortos de entrega.
Por otra parte, una vez incorporado el para´metro de las fechas de entrega, se
puede considerar un segundo objetivo. Este objetivo se pretende que sea minimizar
la tardanza. Esto con el fin de encontrar un equilibrio que beneficie al cliente y a la
empresa al mismo tiempo.
En este mismo contexto de programacio´n multiobjetivo, la reprogramacio´n es
un tema que se puede considerar. Una vez que se tiene una decisio´n de la programa-
cio´n de produccio´n, diversas causas pueden ser propensas a modificar esta decisio´n,
por lo cual se pretende considerar un segundo objetivo que minimice la cantidad de
movimiento de una solucio´n inicial sujeto a todas las restricciones ya establecidas
junto con su objetivo inicial.
Otro para´metro importante es la incorporacio´n de capacidades en los ”buffers”.
En este trabajo, la empresa contaba con amplias lugares de almacenamiento entre
estaciones de trabajo, por lo cual no se considero´ dentro de la tesis. Sin embargo, sa-
bemos que no todas las empresas cuentan con una amplia infraestructura, por lo que
ser´ıa conveniente analizar los cambios pertinentes en el modelo con la incorporacio´n
de e´ste para´metro.
En la actualidad, diversos trabajos estudian la planeacio´n y programacio´n en
conjunto. Como extensio´n de este trabajo se contempla el decidir cuantos elementos
de cada lote tienen que programarse y a su vez decidir la programacio´n de produccio´n.
De acuerdo a algunos modelos presentados en la literatura, (Ibarra-Rojas et al. [33])
podemos considerar que la integracio´n de esta decisio´n a nuestro modelo, lo volver´ıa
un problema no lineal. Por lo cual, ser´ıa muy interesante aplicar un algoritmo basado
en la Matheuristic como el que se presento´ en este trabajo.
Por u´ltimo, una de las consideraciones ma´s fuertes de este problema son las
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llegadas simulta´neas en la etapa de ensamble. Una extensio´n importante ser´ıa con-
siderar una tolerancia ǫ mayor que cero. Este para´metro podr´ıa ayudar significati-
vamente a soluciones ma´s flexibles de este problema.
Bibliograf´ıa
[1] Adenso-Diaz, B. y M. Laguna, ✭✭Fine-tunning of algorithm using fractional
experimental designs and local search✮✮, Operations Research, 54(1), pa´gs. 99–
114, 2006.
[2] Agnetis, A., A. Pacifici, F. Rossi, M. Lucertini, S. Nicoletti, F. Ni-
colo, G. Oriolo, D. Pacciarelli y E. Pesaro, ✭✭Scheduling of flexible
flow lines in an automobile assembly plant✮✮, International Journal of Produc-
tion Economics, 97(2), pa´gs. 348–362, 1997.
[3] Alharkan, I. M., Algorithm for sequencing and scheduling, primera edicio´n,
Springer Science and Business Media, USA, 1997.
[4] Allahverdi, F., A. & Al-Anzi, ✭✭Scheduling multi-stage parallel processor
services to minimize average response time✮✮, Journal of the Operational Re-
search Society, 57(1), pa´gs. 101–110, 2006.
[5] Bean, J. C., ✭✭Genetic algorithms and random keys for sequencing and opti-
mization✮✮, ORSA Journal on Computing, 6(1), pa´gs. 154–160, 1994.
[6] Beaulieu, H., J. A. Ferland, B. Gendron y P. Michelon, ✭✭A mathema-
tical programming approach for scheduling physicians in the emergency room✮✮,
Health Care Management Science, 3(1), pa´gs. 193–200, 2000.
[7] Behnamian, J. y M. Zandieh, ✭✭A discrete colonial competitive algorithm
for hybrid flowshop scheduling to minimize earliness and quadratic tardiness
penalties✮✮, Expert Systems with Applications, 38(12), pa´gs. 14 490–14 498, 2011.
80
Bibliograf´ıa 81
[8] Bertel, S. y J.-C. Billaut, ✭✭A genetic algorithm for an industrial multipro-
cessor flow shop scheduling problem with recirculation✮✮, European Journal of
Operational Research, 159(3), pa´gs. 651–662, 2004.
[9] Brah, S. A. y J. L. Hunsucker, ✭✭Branch and bound algorithm for the
flow shop with multiple processors✮✮, European Journal of Operational Research,
51(1), pa´gs. 88–99, 1991.
[10] Caserta, M. y S. Voß, ✭✭Metaheuristics: Intelligent problem solving.✮✮, Mat-
heuristics, Annals of Information Systems, 10(1), pa´gs. 1–38, 2009.
[11] Chen, L.,N. Bostel, P. Dejax, J. Cai y L. Xi, ✭✭A tabu search algorithm for
the integrated scheduling problem of container handling systems in a maritime
terminal✮✮, European Journal of Operational, 181(1), pa´gs. 40–58, 2007.
[12] Choi, H.-S., J.-S. Kim y D.-H. Lee, ✭✭Real-time scheduling for reentrant hy-
brid flow shops: A decision tree based mechanism and its application to a TFT-
LCD line✮✮, Expert Systems with Applications, 38(1), pa´gs. 3514–3521, 2011.
[13] Dom´ınguez Machuca, J. A., Direccio´n de Operaciones: Aspectos estrate´gi-
cos en la Produccio´n y los servicios, primera edicio´n, Editorial McGraw–Hill,
Madrid, 1995.
[14] Fattahi, P., S. Hosseini y F. Jolai, ✭✭Some heuristics for the hybrid flow
shop scheduling problem with setup and assembly operations✮✮, International
Journal of Industrial Engineering Computations, 4(1), pa´gs. 393–416, 2013.
[15] Fattahi, P., S. M. H. Hosseini y F. Jolai, ✭✭A mathematical model and
extension algorithm for assembly flexible flow shop scheduling problem✮✮, Int J
Adv Manuf Tech, 65(1), pa´gs. 787–802, 2013.
[16] Fattahi, P., S. M. H. Hosseini, F. Jolai y R. Tavakkoli-Moghaddam,
✭✭A branch and bound algorithm for hybrid flow shop scheduling problem with
setup time and assembly operations✮✮, Applied Mathematical Modelling, 38(1),
pa´gs. 119–137, 2014.
Bibliograf´ıa 82
[17] Feo, T. A. yM. G. Resende, ✭✭A probabilistic heuristic for a computationally
difficult set covering problems✮✮, Operations Research Letters, 8(2), pa´gs. 109–
133, 1989.
[18] Gaither, N. y G. Frazier, Administracio´n de Produccio´n y Operaciones,
primera edicio´n, Internacional Thomson Editoresl, Me´xico, 2000.
[19] Gicquel, C., L. Hege, M. Minoux y W. Van Canneyt, ✭✭A discrete time
exact solution approach for a complex hybrid flow-shop scheduling problem
with limited-wait constraints✮✮, Computers & Operations Research, 39(3), pa´gs.
629–636, 2012.
[20] Go´mez-Gasquet, P., ✭✭Programacio´n de la produccio´n en un taller de flujo
h´ıbrido sujeto a incertidumbre: arquitectura y algoritmos. Aplicacio´n a la in-
dustria cera´mica✮✮, Departamento de Organizacio´n de Empresas. Universidad
Polite´cnia de Valencia, 2010.
[21] Gonc¸alves, J. F. y M. G. Resende, ✭✭Biased random-key genetic algo-
rithms for combinatorial optimization✮✮, Journal Heuristics, 17(5), pa´gs. 487–
525, 2011.
[22] Gonc¸alves, J. F., M. G. Resende y J. J. Mendes, ✭✭A Biased Random-
Key Genetic Algorithm with Forward-Backward Improvement for the Resource
Constrained Project Scheduling Problem✮✮, .
[23] Grabowski, J. y J. Pempera, ✭✭Sequencing of jobs in some production sys-
tem✮✮, European Journal of Operational Research, 125(3), pa´gs. 535–550, 2000.
[24] Graham, R. L., E. L. Lawler, J. K. Lenstra y A. R. Kan, ✭✭Optimization
and approximation in deterministic sequencing and scheduling: a survey✮✮, An-
nals of Discrete Mathermatics, 5(1), pa´gs. 287–326, 1977.
[25] Guinet, A. y M. Solomon, ✭✭Scheduling hybrid flowshops to minimize ma-
ximum tardiness or maximum completion time✮✮, International Journal of Pro-
duction Research, 34(6), pa´g. 1643–1654, 2011.
Bibliograf´ıa 83
[26] Gupta, J. N., ✭✭Two-Stage, Hybrid Flowshop Scheduling Problem✮✮, Operations
Research Society, 39(4), pa´gs. 359–364, 1988.
[27] Gupta, J. N. y E. A. Tunc, ✭✭Schedules for a two-stage hybrid flow shop with
parallel machines at the second stage✮✮, The International Journal of Production
Research, 29(7), pa´gs. 1489–1502, 1991.
[28] Haouari, M., L. Hidri y A. Gharbi, ✭✭Optimal scheduling of a two-stage
hybrid flow shop✮✮, Mathematical Methods of Operations Research, 64(1), pa´gs.
107–124, 2006.
[29] He, D. yA. Babayan, ✭✭Scheduling manufacturing systems for delayed product
differentiation in agile manufacturing✮✮, International Journal of Production Re-
search, 40(11), pa´gs. 2461–2481, 2002.
[30] Herrera, M., ✭✭Programacio´n de la produccio´n en una empresa automotriz✮✮,
Tesis de Maestr´ıa, Posgrado en Ingenier´ıa en Sistemas, Universidad Autonoma
de Nuevo Leo´n, 2016.
[31] Holland, J. H., Adaptation in Natural and Artificial Systems, primera edi-
cio´n, University of Michigan Press, Ann Arbor, 1975.
[32] Ibarra-Rojas, O. y Y. Rios-Solis, ✭✭Disen˜o de horarios para sincronizar
l´ıneas de buses en mu´ltiples periodos de planificacio´n✮✮, INGENIERI´A DE
TRANSPORTE, 18(1), pa´gs. 24–31, 2013.
[33] Ibarra-Rojas, O. J., R. Z. R´ıos-Mercado, Y. A. Rios-Solis y M. A.
Saucedo-Espinosa, ✭✭A decomposition approach for the piece–mold–machine
manufacturing problem✮✮, International Journal of Production Economics,
134(1), pa´gs. 255–261, 2013.
[34] Janiak, A., E. Kozan, M. Lichtenstein y C. Og˘uz, ✭✭Metaheuristic ap-
proaches to the hybrid flow shop scheduling problem with a cost-related crite-
rion✮✮, International Journal of Production Economics, 105(2), pa´gs. 407–424,
2007.
Bibliograf´ıa 84
[35] Johnson, S. M., ✭✭Optimal two and three stage production schedules with set
up times included✮✮, Naval Research Logistic Quarterly, 1(1), pa´gs. 61–68, 1954.
[36] Kurz, M. E. y R. G. Askin, ✭✭Comparing scheduling rules for flexible flow
lines✮✮, International Journal of Production Economics, 85(3), pa´gs. 371–388,
2003.
[37] Lee, C.-Y. yG. L. Vairaktarakis, ✭✭Performance comparison of some classes
of flexible flow shops and job shops✮✮, The International Journal of Flexible
Manufacturing Systems, 98(1), pa´gs. 379–405, 1998.
[38] Liao, C.-J., E. Tjandradjaja y T.-P. Chung, ✭✭An approach using particle
swarm optimization and bottleneck heuristic to solve hybrid flow shop schedu-
ling problem✮✮, Expert Systems with Applications, 12(6), pa´gs. 1755–1764, 2012.
[39] Lin, H.-T. y C.-J. Liao, ✭✭A case study in a two-stage hybrid flow shop with
setup time and dedicated machines✮✮, International Journal of Production Eco-
nomics, 86(2), pa´gs. 133–143, 2003.
[40] Logendran, R., F. Barnard et al., ✭✭Sequence-dependent group scheduling
problems in flexible flow shops✮✮, International Journal of Production Econo-
mics, 102(1), pa´gs. 66–86, 2001.
[41] Pinedo, M., Planning and Scheduling in Manufacturing and Services, primera
edicio´n, Springer Science and Business Media, USA, 2005.
[42] Pinedo, M. L., Scheduling: Theory, Algorithms, and Systems, Springer Science
& Business Media, 2012.
[43] Rebaine, D., ✭✭Scheduling flexible flowshops with unit-time operations and
minimum time delays✮✮, Electronic Notes in Discrete Mathematics, 36(1), pa´gs.
1193–1200, 2010.
[44] Resende, M. G. y J. L. Gonza´lez-Velarde, ✭✭GRASP: Greedy Randomi-
zed Adaptive Search Procedures✮✮, Inteligencia artificial: Revista Iberoamericana
de Inteligencia Artificial, 7(2), pa´gs. 67–71, 2003.
Bibliograf´ıa 85
[45] Ruiz, R. y C. Maroto, ✭✭A genetic algorithm for hybrid flowshops with se-
quence dependent setup times and machine eligibility✮✮, European Journal of
Operational Research, 169(3), pa´gs. 781–800, 2006.
[46] Ruiz, R. y J. A. Va´zquez-Rodr´ıguez, ✭✭The hybrid flow shop scheduling pro-
blem✮✮, European Journal of Operational Research, 205(12), pa´gs. 1–18, 2010.
[47] SAWIK, T., A. SCHALLER y T. M. TIRPAK, ✭✭Scheduling of printed wi-
ring board assembly in Surface mount technology lines✮✮, Journal of Electronics
Manufacturing, 11(1), pa´gs. 1–17, 2002.
[48] Sung, C. y H. A. Kim, ✭✭A two-stage multiple-machine assembly scheduling
problem for minimizing sum of completion times✮✮, Int. J. Production Econo-
mics, 113(1), pa´gs. 1038–1048, 2008.
[49] Tavakkoli-Moghaddam, R., N. Safaei y F. Sassani, ✭✭A memetic algo-
rithm for the flexible flow line scheduling problem with processor blocking✮✮,
Computers and Operations Research, 36(2), pa´gs. 402–414, 2009.
[50] Torabi, S. A., S. F. Ghomi y B. Karimi, ✭✭A hybrid genetic algorithm for the
finite horizon economic lot and delivery scheduling in supply chains✮✮, European
Journal of Operational Research, 173(1), pa´gs. 173–189, 2006.
[51] Tsubone, H., M. Ohba, H. Takamuki y Y. Miyake, ✭✭Production schedu-
ling system for a hybrid flow shop a case study✮✮, Omega, 21(2), pa´gs. 205–214,
1993.
[52] Voß, S. y A. Witt, ✭✭Hybrid flow shop scheduling as a multi mode multipro-
ject scheduling problem with batching requirements: A real world application✮✮,
International journal of production economics, 105(2), pa´gs. 445–458, 2007.
[53] Zijm, W. y E. Nelissen, ✭✭Scheduling a flexible machining centre✮✮, Engineering
Costs and Production Economics, 19(1), pa´gs. 249–258, 1990.
RESUMEN AUTOBIOGRÁFICO 
 
Rafael Muñoz Sánchez 
 
Candidato para obtener el grado de 
 
Doctor en Ingeniería con 
Especialidad en Ingeniería de Sistemas 
 
Universidad Autónoma de Nuevo León 
Facultad de Ingeniería Mecánica y Eléctrica 
 
 
 
Tesis 
 
TÉCNICAS DE OPTIMIZACIÓN PARA RESOLVER UN PROBLEMA DE 
PROGRAMACIÓN DE PRODUCCIÓN DE UNA LÍNEA DE ENSAMBLE 
 
  
 
Nací el 19 de septiembre de 1989 en Tampico, Tamaulipas. Realicé mis estudios de 
licenciatura en matemáticas y maestría en ciencias con orientación en matemáticas 
en la Facultad de Ciencias Físico Matemáticas de la Universidad Autónoma de 
Nuevo León. Ingresé en el 2014 al doctorado en Ingeniería con especialidad en 
ingeniería de sistemas, de la FIME, bajo la dirección de la Dra. Iris Abril. He sido 
profesor de matemáticas en la UANL y el TecMilenio. Actualmente trabajo en el 
área de modelación matemática en una empresa de consultoría en optimización. 
 
