We forecast the realized and median realized volatility of agricultural commodities using variants of the Heterogeneous AutoRegressive (HAR) model. We obtain tick-by-tick data for five widely traded agricultural commodities (Corn, Rough Rice, Soybeans, Sugar, and Wheat) from the CME/ICE. Real out-of-sample forecasts are produced for 1-up to 66-days ahead. Our in-sample analysis shows that the variants of the HAR model which decompose volatility measures into their continuous path and jump components and incorporate leverage effects offer better fitting in the predictive regressions. However, we convincingly demonstrate that such HAR extensions do not offer any superior predictive ability in the out-of-sample results, since none of these extensions produce significantly better forecasts compared to the simple HAR model. Our results remain robust even when we evaluate them in a Value-at-Risk framework. Thus, there is no benefit by adding more complexity, related to volatility decomposition or relative transformations of volatility, in the forecasting models.
Introduction & Brief Review of the Literature
Examining the behaviour of agricultural commodity prices and volatilities is of significant importance since they represent a major component of household consumption. They also have a pronounced impact on food security, which primarily affects the poorer parts of the population (Ordu et al., 2018) .
The Food and Agricultural Organisation (FAO) of the United Nations (2010) have claimed that food prices had rarely experienced any significant volatility prior to 2008 (FAO, 2010) ; however, over the last decade (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) agricultural commodities have experienced enormous price swings resulting in both high and low volatility regimes (Greb & Prakash, 2015) . This new normal suggests that the food system is becoming progressively more vulnerable to price volatility (FAO, 2010) and this led the G20 to request a report from several international bodies (including the World Bank, IMF, UNCTAD, OECD, and FAO, among others) in order "to develop options for G20 consideration on how to better mitigate and manage the risks associated with the price volatility of food and other agriculture commodities, without distorting market behaviour, ultimately to protect the most vulnerable." (FAO, 2011, p.3) .
The Council on Foreign Relations (CFR, 2011) promotes that such increased volatility is the result of extreme weather events, biofuels production, market speculation but also rising demand coupled with declines in food stocks. von Braun & Tadesse (2012) also show that agricultural commodities price volatility is impacted by the increasing linkages among agricultural prices, energy commodities, and financial markets. Ordu et al. (2018) further suggest that the agricultural market is becoming financialized since institutional investors are increasing their holdings in the commodity markets, which further suggests the rise in the speculative activity in this market. It is rather easy to understand that such cross-market linkages and financialization processes could have destabilizing effects on agricultural food prices.
Proper modeling and detection of long-memory dynamics in the volatility of commodity futures improves risk-management techniques, such as volatility forecasting and hedging performance, and better characterizes equilibrium relationships. Over the last few years there is an increased effort either to model agricultural price volatility (focusing primarily on GARCH-type and wavelet-based modelling approaches) or to provide evidence of potential predictors of such volatility, within an in-sample setting (Egelkraut & Garcia, 2006 , Elder & Jin, 2007 , Anderluh & Borovkova, 2008 , Triantafyllou et al., 2015 , Li et al., 2017 .
Given the aforementioned market conditions and previous research effort to model agricultural volatility, it becomes central to develop the necessary frameworks that would allow successful forecasts for agricultural commodity price volatility so that policy institutions can get prepared for high price volatility periods or design preventing policies, as also implied by Greb & Prakash (2017) .
Despite the recent evidence provided by policy institutions for the need of successful agricultural price volatility forecasts, the fact that modelling approaches for agricultural price volatility have developed for over 15 years now, as well as, the fact that the first effort to produce real out-of-sample forecasts was by Giot & Laurent (2003) , we observe the paradox that there are only four other recent studies in this strand of the literature, those by Tian et al. (2017a,b) , Yang et al. (2017), and Luo et al. (2019) .
Starting with the former study, Giot & Laurent (2003) focus on Cocoa, Coffee, and Sugar futures price volatility and use GARCH-type models to generate the forecasts. By contrast, Tian et al. (2017a) , Tian et al. (2017b) and Yang et al. (2017) utilize the increased availability of ultra-high frequency data and extend Corsi (2009) Heterogeneous AutoRegressive (HAR) model to produce short-run volatility forecasts (up to 20-days ahead).
More specifically, Tian et al. (2017a) use a two regime-switching Markov models to forecast realized volatility for five agricultural commodities traded in the Chinese market, namely, Soybean, Soybean oil, White Sugar, Gluten Wheat and Cotton. They find evidence that regime switching dynamics offer predictive gains compared to both a simple AR(1) and a Markov-Switching AR(1) model. Yang et al. (2017) also use intra-day data from the Chinese commodity futures markets (Zhenzhou Commodity Exchange and Dalian Commodity Exchange) of Soybean, Cotton, Gluten Wheat and Corn futures prices and employ a similar strategy with Tian et al. (2017b) , where the HAR model is extended with potential predictors (such as day-of-the-week dummies, past cumulative returns and the jump component) and forecasts are generated based on bagging and combination methods. Their conclusions suggest the forecasts based on the HAR models with bagging and principal component combination methods are able to outperform the AR model. Finally, Tian et al. (2017b) use Soybean, Cotton, Gluten Wheat, Corn, Early Indica Rice and Palm futures prices, traded in the Chinese market, to construct and forecast their realized volatility measure. Furthermore, the authors use several other realized volatility measures (such as daily log-range volatility, realized threshold multi-power variation and the realized threshold bi-power variation) and the jump component, as potential predictors of the realized volatility. Their predictive models allow both predictors and coefficients to vary over time. Their findings show that the Dynamic Model Average and Bayesian Model Average models are able to exhibit superior predictive ability, relatively to the simple HAR model. More importantly, they show that the HAR model with time-varying sparsity produces the most accurate forecasts for all the chosen commodities.
Given the limited research efforts on agricultural price volatility forecasting as well as the importance of such forecasts, it is imperative to further extend this line of research. Currently, the limited number of studies have not considered three rather important issues when it comes to agricultural commodities volatility forecasting. First, all previous papers use data from the Chinese futures markets, whereas there are no efforts to forecast volatility of agricultural commodities traded in the U.S., which is the most established market as well as the market with the highest penetration to both speculators and hedgers 1 . Second, the main focus has been on realized volatility forecasting, whereas other intra-day volatility measures have been ignored. Finally, the current literature focuses on the aggregation of the information of agricultural commodities volatility (through bagging, combination techniques, or time-varying approaches); nevertheless, they do not provide an answer as to whether specific volatility components, such as the jump component, the continuous component, the signed jumps, and the volatility or return leverage can provide better forecasts than simple HAR models. Thus, this study fills these voids and provides clear evidence as to whether the aforementioned components can provide predictive gains. This is rather important, given that complexity to forecasting models should only be added if this provide material predictive gains.
Succinctly, we add to this extremely scarce strand in the literature by applying several HAR-type models that accommodate the jump and continuous component, the signed jumps, and the volatility or return leverage (namely the HAR-J, HAR-CJ, HAR-PS and LHAR-CJ) to forecast different realized volatility measures (such as the realized volatility RV and the median realized volatility M edRV ). For this study we focus on five important agricultural commodities traded in the Chicago Mercantile Exchange (CME) and the Intercontinental Exchange (ICE), namely, Corn, Rough Rice, Soybeans, Sugar, and Wheat and we produce forecasts for 1-day to 66-days ahead.
The choice of the RV and M edRV volatility measures stems from the fact that the former is the most well-known volatility measure within past research but also among practitioners, whereas the latter is a more robust measure, compared to multipower variations, as large absolute returns associated with jumps tend to be eliminated from the calculation by the median operators. In addition, the M edRV offers a number of advantages over alternative measures of integrated variance in the presence of infrequent jumps and it is less sensitive to the presence of occasional zero intra-day returns (Theodosiou & Zikes, 2011) .
Our in-sample analysis shows that variants of the HAR model which decompose the volatility measure in its continuous path and jump component and take the volatility or return leverage effects into consideration (and in particular the LHAR-CJ model) are capable of offering better fit of the predictive equation for both the RV and M edRV volatility measures. Turning to the out-of-sample results, these strongly suggest that the simple HAR model significantly outperforms the Random Walk and AR models. However, contrary to the in-sample findings, none of the HAR extensions is able to generate forecasts that are statistically significantly better compared to the simple HAR model. Hence, we cannot support the view that the decomposition of the volatility measure into its continuous path and jump component or even by taking into consideration the volatility or return leverage effect in a HAR-type model adds any incremental predictive accuracy. These results hold for both the RV and M edRV , hence the results are not volatility measure specific. Finally, we show that all HAR models have a marginally better directional accuracy compared to the random walk and AR models for the shorter forecasting horizons.
The remainder of this study is structured as follows. Section 2 describes the construction of the volatility measures, the predictive models and the loss functions for the forecast evaluations. Section 3 presents the data and their descriptive statistics. Section 4 presents the results followed by a thorough discussion of the in-sample and real out-ofsample evaluation. Section 5 discusses the results from a risk management application. Finally, Section 6 concludes the study and provides avenues for further research.
Methodology

Realized Variance measures and jump detection
Let the number of intraday observations be m and the total number of observation days be M . Intraday returns are then defined as log-difference of two consecutive prices r t,i = (log P t,i − log P t,i−1 ) * 100,
at day t = 1, . . . , M for i = 2, . . . , m. The realized volatility of a given day t is then defined as
Following Andersen & Bollerslev (1998) and under the assumption of no serial correlation and other noise 2 in this discrete return data sampling, it holds that
where the integral describes the daily, continuous time volatility and the sum is the estimator of the daily realized volatility. Discretizing data by equidistant sampling, where Eq. (3) does not hold any longer, might introduce intra-day price jumps which translate to higher realized variances. In order to have a more robust measure of realized volatility, Barndorff-Nielsen & Sheppard (2004) introduce the concept of the bi-power variation (BP V t ) which is defined as
This bi-power variation is being used to separate the realized variance in a continuous and discontinuous (jump) part. We use the approach of Huang (2004) to identify the jump component
where Φ(·) refers to the density of a Standard Normal distribution with excess value
and µ 1 = E (Z) = √ 2/π. The tri-power quarticity T Q t is defined as
|r t,j | 4/3 |r t,j+1 | 4/3 |r t,j+2 | 4/3 ,
where µ p = 2 p/2 · Γ (1/2 · (p + 1)) · Γ (1/2). We set α = 0.99. The continuous component C t is then calculated as
As the BP V t is not free of flaws, e.g. a downward-bias if there are zero-return ticks, an alternative is introduced by Andersen et al. (2012) . This median realized volatility M edRV t is defined as 
with
median (|r t,j−1 |, |r t,j |, |r t,j+1 |) 4 .
In order to further disaggregate realized volatilities to account for asymmetries, we also apply realized semi-variances which are based on Barndorff-Nielsen et al. (2010) and Patton & Sheppard (2015) 
6 and it naturally holds that RV t = RS + t + RS − t .
RV Models
In this section, we present the forecasting models for the realized volatility (RV ), whereas by replacing the RV with the M edRV , we can obtain the equivalent predictive models for the latter volatility measure. We follow the formulations of Corsi & Renò (2012) . Thus, for each forecasting horizon h and each forecasting model we generate a different regression estimation. Doing so allows us to circumvent the use of recursive long-term forecasts based on the relative weights for 1-day ahead predictions for h > 1. 3 In particular, we define log(RV 
where h ∈ {1, ..., 66} denotes the days ahead forecasting horizons. Note that, log(RV (h) t+h ) is the average realized volatility for time t + 1 to t + h, log(RV (h) t ) is the average realized volatility for time t − h + 1 to t, while log(RV t ) is the realized volatility at time t and equivalent to log(RV (1) t ). As a baseline estimation, we use a simple Random Walk (RW), defined as:
a simple autoregressive model of order one (AR(1)), defined as:
as well as an autoregressive moving average model of order one (ARMA(1,1)), defined as:
Subsequent to the three aforementioned naive and simple models, we focus on the standard HAR model of Corsi (2009) and a number of extensions. The standard HAR model reads as follows:
where the RV t denotes the previous day's volatility, RV (5) t denotes the averaged volatility during the previous week and finally, RV (22) t denotes the averaged volatility over the previous month.
Next, in order to account for possible jumps, we augment the standard HAR with the simple jump measure J t to define the HAR-J model: Andersen et al. (2007) further propose to make use of bi-power variations to separate realized volatilites in a continuous and jump components, which we subsequently labeled HAR-CJ:
In analogy to the definition of RV (h) t above, we define log
. Note that jumps are aggregated, not averaged. The next model is one of the HAR specifications outlined in Patton & Sheppard (2015) who separate realized volatilites in semi-variances to include measures for positive and negative daily log-returns (r t ) as well as possible leverage effects. This model is labeled HAR-PS:
Finally, we use a leverage variant of the HAR-CJ, which is proposed by Corsi & Renò (2012) . This model separates the aggregated negative daily log-returns over the corresponding periods to account for leverage effects. The LHAR-CJ reads:
The choice of the HAR model and its extensions is motivated by the fact that the existing literature has convincingly shown that this model class is the most appropriate framework to model and forecast intra-day volatility (such as the realized volatility and the median realized volatility). This has been shown not only for agricultural commodities (Tian et al., 2017a ,b, Yang et al., 2017 , but also for other commodities, such as crude oil, copper, and aluminum as well as stock market indices (Corsi & Renò, 2012 , Sévi, 2014 , Zhang, 2017 , Degiannakis & Filis, 2017 . 8
Forecasting & Evaluation
As outlined in Section 2.2, we use different regression models for each forecasting horizon h. For example, when estimating the HAR model for h = 66, i.e. log(RV (66) t+66 ), we obtain a prediction for the average RV for the next 66 days and we use it as an estimate for the realized volatility in 66 days. Doing so allows us firstly, to circumvent any iterative forecasting procedure and secondly, to use the one-day ahead prediction for each model regardless of the forecasting horizon h. The idea is directly taken from Corsi & Renò (2012) .
To evaluate our forecasting results from the presented models over the h-days ahead horizons, for h = 1, 5, . . . , 66, we employ three widely used loss functions, namely the Mean Squared Prediction Error (MSPE), the Mean Absolute Percentage Error (MAPE), and the QLIKE (Patton, 2011):
where RV t and RV t are the actual realized volatility and the forecasted RV , respectively, at the different forecasting horizons and N is the number of real out-of-sample forecasts. The forecasting errors are then compared using the Model Confidence Set (MCS, Hansen et al., 2011) . The MCS is built by iteratively comparing all forecasts under consideration, the set M 0 , and by creating a subset of models with statistically indistinguishable performance from the best model, M * . Here, the best model refers to the one with the lowest loss function (MSPE, MAPE, and QLIKE). Thus, all models belonging to the set M * , which are not part of the MCS, are performing statistically worse than all models included in the MCS. Following Hansen et al. (2011), we calculate two MCS sets, the M * 90% for α = 10% and M * 75% for α = 25%, i.e. we construct a larger set of models with a confidence level of 90% and a more restrictive subset of the best models at the cost of a lower confidence of 75%. We use the T R statistic and 10 000 bootstraps with a block length of 3 to calculate the MCS. 4 Moreover, we evaluate the directional accuracy of the predicted RV . To this end, we calculate the Success Ratio (SR) by
where I RVt· RVt>0 is an indicator function which is one if RV t · RV t > 0 and zero otherwise. Thus, the SR displays the ratio of a model's success to correctly predict the directional movement of the actual time series. In order to obtain directions from non-negative volatility forecasts, we de-mean the actual realized volatility RV t and its forecast ( RV t ) by their corresponding overall mean beforehand. The SR is then tested using the test statistic presented by Pesaran & Timmermann (1992) . 5 We should note here that the same loss functions and evaluation methods are utilized for the M edRV forecasts as well.
Data
Our data set consists of tick-by-tick prices of the most liquid front month futures contracts of Corn, Rough Rice, Soybean, Sugar, and Wheat, traded at the CME and ICE, sampled from January 4, 2010 to June 30, 2017. The period of time is dictated by the data availability of these futures contracts. In order to circumvent microstructure noise, we aggregate our data to 5-min prices; see also Andersen & Bollerslev (1998 ), Degiannakis (2008 ), and Liu et al. (2015 . Subsequently, we obtain data on M = 1 898 trading days with a total number of intra-day prices ranging from m total = 234 798 (Sugar) to m total = 399 190 (Rice). For our in-sample analysis we use the full number of daily observations, whereas for the real out-of-sample forecasts we use the period January 4, 2010 to December 31, 2012 for our estimation period and the period January 2, 2013 to June 30, 2017 for the out-of-sample forecasts, based on a rolling window approach with fixed window length of 3 years (roughly 750 observations). We opt for a rolling window approach given its superior ability to capture changes in the market conditions, as suggested by Engle et al. (1990) , Degiannakis & Filis (2017), and Degiannakis et al. (2018) . Table 1 provides an overview of the sampling times and data sources. Descriptive statistics and test statistics of the Ljung-Box test for five, ten, and 22 lags (trading days), corresponding to the aggregation in the HAR-type models, are presented in Tables 2-6. We report statistics for the realized volatility (RV t ), the discontinuous jump component (J t ), and the continuous component (C t ) according to definitions given in Eq.
(2) and Eq. (5)-(8), respectively. Statistics for the alternative measure of realized 5 Pesaran & Timmermann (1992) provide the test statistic volatility with the median RV measure, M edRV , defined in Eq. (9), are given in the rightmost columns of those tables. Sugar (Table 5) futures present the highest mean of realized volatilities at 3.8498 as well as the highest maximum daily volatility of 44.1071 which is almost twofold the second-highest value of the maximum of RV t (Wheat). Soybean (Table 4) shows the lowest values of mean and maximum of RV t as well as the lowest standard deviation. The statistics for Corn, Rough Rice, and Wheat are quite similar and less extreme than Sugar or Soybean. The results for the alternative measure of realized volatility, M edRV t , are qualitatively the same.
We find that for all five commodities, the measures for realized volatilities show significant autocorrelation on all lags, tested with the Ljung-Box test. This further motivates the application of autoregressive models such as the HAR and its extensions. Surprisingly, even the jump components J t for all commodities show autoregressive behaviour, indicating that agricultural commodity futures are indeed a special case if compared to high-frequency prices of crude oil or metal futures. Albeit with lower test statistics compared to its measures for realized volatilities, autocorrelated jump measures suggest that jumps in realized volatilities are a very common occurrence. We follow that high intraday price movements are the rule instead of an exception for agricultural prices in our sample period. This is supported by the relatively high Kurtosis of the realized volatility measures for all commodities. As the continuous component C t refers to the remaining realized volatility after removing jumps, the Ljung-Box test statistics are naturally much higher and take dimensions similar to RV t . The findings for M edRV t and its jump and continuous part decomposition are qualitatively the same. Since M edRV t is more robust against small and high jumps compared to RV t , we can expect a better forecasting performance given this highly volatile data set. 
Results & Discussion
In-Sample Results
Our in-sample results are presented in Tables 7-11 for RV and in Tables A.17-A.21 (in Appendix A) for M edRV , given that the results are qualitatively similar for both volatility measures. Each table shows the parameter estimates as well as loss function for all seven models over all five forecasting horizons.
The best model over all commodities and horizons appears to be the LHAR-CJ, which consistently has the highest R 2 and, with a few exemptions, the lowest loss functions, i.e. it always belongs to the M * 75% . Comparing the class of HAR models with the naive Random Walk and the AR(1), we conclude that, except for a few instances, the HAR models are superior with regards to model fit. This reveals the fact that a long-term component in the volatility helps to explain the variance of the volatility. The high t-statistics for the RV and C parameters with 5 and 22 days support this assessment. For the Random Walk with forecasting horizons greater than one day, we notice that it performs even worse than the sample mean which is depicted by negative R 2 .
Another interesting observation is that the leverage effect appears weak. Thus, in the in-sample series of Corn, Rice, Soybean, Sugar, and Wheat the interaction term between dummy variable of a negative return and the RV is merely of statistical importance. For the negative return parameters in the LHAR-CJ model, we find that the lag of r − t somewhat corresponds to the forecasting horizon h, i.e. for small forecasting horizons we 13 observe higher t-statistics and decreasing t-statistics for higher horizons for the first lag. For the fifth and twenty-second lag, however, we find reverse behaviour. We presume that this association roots in the way the regression models for the different forecasting horizons are constructed, e.g. for h = 22 the model forecasts the average volatility over 22 days and the leverage component for 22-days of average negative returns contains more information for this regression than the last leverage component for the preceding day.
A similar pattern is noticeable from the jump components in the HAR-CJ and LHAR-CJ models. Again, we see a correlated behavior of the components' lag with the forecasting horizon for most commodities. However, for the HAR-J, i.e. for the model with only one lagged jump, the statistical significance varies over the five commodities. While we observe slightly statistically significant parameters for Corn, Rice, Sugar, and Wheat over all horizons from 1-day to 66-days ahead, the parameter is not distinguishable from zero for Soybean. 7 From the in-sample analysis, we conclude that the best performing model is the most complex one: the LHAR-CJ depicting long memory, leverage effect, and a differentiation between continuous and jump components. Moreover, the importance of the lags of the leverage and the jump parameters appear to be positively associated with the forecasting horizon. Thus, we conclude that stylized facts are important to describe the in-sample volatility of agricultural commodities. The fact that LHAR-CJ includes all those components at different time horizons makes it consistently superior to its peer over all horizons.
Real out-of-sample forecasting results
From the in-sample evaluation we show that the LHAR-CJ is the best performing model for all agricultural commodities, across all horizons, and for both volatility measures. Nevertheless, to be able to generate solid conclusions we need to assess the performance of our models in real out-of-sample forecasts.
Thus, we turn our attention to the real out-of-sample forecasting evaluation based on the MSPE, MAPE, and QLIKE. Furthermore, we use the MCS test to identify the set of the best models with equal predictive accuracy. The results are depicted in Tables 12-16 for RV . 8 At a first glance, we notice that none of the competing models can consistently improve the forecast accuracy that we obtain from the simple HAR model.
More specifically, the Random Walk, AR, and ARMA models largely underperform compared to the HAR-type models under any loss function and for all commodities; although they are among the best performing models in the longer forecasting horizons for the RV measure under specific loss function per commodity.
Turning to the HAR-type models, we observe that they significantly outperform the Random Walk and AR models based on the MCS test, except from the cases outlined earlier. The most important finding, though, is that the simple HAR model is not con- sistently outperformed by any of its extended versions, namely the HAR-J, HAR-CJ, HAR-PS and LHAR-CJ models; a finding that holds for both volatility measures. Hence, building forecasting models based on the jump component, the continuous component, the signed jumps, and the volatility or return leverage does not improve the forecasting accuracy. Thus, there is no scope to add complexity in the predictive models without obtaining a significant predictive gain. This finding is in some contrast to Tian et al. Comparing realized volatility measures of these two markets as well as the results of the aforementioned studies shows that Chinese and U.S. futures markets behave differently and are possibly driven by dissimilar factors. One of the most important reasons for this apparent difference of market behavior is the investor's structure in the two markets, where the Chinese market is much more driven by speculators than the U.S. market (Bloomberg, 2019 , Fan & Zhang, 2018 , Klein & Todorova, 2018 . We maintain, though, that the expected outcome for the jump components is not to provide any forecasting gains given that they are built in order to capture the surprised (sudden) changes in volatility. Hence, the jump component is not encompassing any element of either long or short memory; they are simply non-autocorrelated zero mean stochastic processes. This is the reason behind the fact that in the in-sample analysis the jump component is able to provide better fitting of the predictive regressions, whereas this ability no longer exists in a real out-of-sample exercise. Even more, the inability of the leverage effects, of either returns or volatility, to generate significant out-of-sample predictive gains, relatively to the simple HAR model, could be explained by the fact that they are not statistically powerful enough to provide incremental predictive information relative to the heterogeneous beliefs of investors. Another possible explanation might be that previous studies which provide evidence in favour of the predictive ability of the jump components in an out-of-sample setting is due to the incorporation of jump values that are not available to the forecasters at the time that the forecasts are generated, i.e. such studies do not produce real out-of-sample forecasts.
Next, we look at the success ratios of our competing models, as shown at the bottom of Tables 12-16. It is rather interesting that we cannot argue that there is a single model which is able to provide a superior directional accuracy. On the contrary, we reach the conclusion that even though the HAR-type models correctly predict the direction of the volatility at a high level (up to 75% depending on the volatility measure and commodity), these are marginally higher (lower) compared to the Random Walk and AR models for the shorter (longer) forecasting horizons. In any case, however, any differences noticed in predicting the future direction of volatility are not statistically significant.
Overall, our findings are in line with Sévi (2014) who, despite the fact that he focuses on an energy commodity volatility (i.e. oil price volatility), reaches the same conclusion as our study; namely that even though sophisticated HAR-type models outperform the simple HAR in an in-sample setting, they are not capable of outperforming it in an outof-sample exercise over different forecasting horizons. 
Real out-of-sample forecasting results: Further tests
In this section we proceed with the evaluation of the average forecasts over the different horizons, against the actual average volatility over the same horizon. This comparison is motivated by the fact that a number of different stakeholders who are interested in agricultural commodity volatility forecasting (agricultural firms, policy makers, international institutions, etc.) do not require point forecasts at a particular h-day ahead horizon, but rather with the expected average volatility over an h-period ahead. For brevity, we do not include the results in the main part of the study, but make them available in Appendix B.
Overall, the results based on the MCS test suggest that our main conclusions still hold, providing further evidence that the HAR extensions are not capable of generating any incremental predictive gains, relatively to the HAR model U.S. agricultural commodity markets. This holds for both RV and M edRV volatility measures. Even more, we report that as we move further out the forecasting horizons, the RW is also included in the set of the best forecasting models, particularly for the M edRV . This is suggestive of the fact that the ability of the HAR model to generate superior average volatility forecasts is economically valuable primarily in shorter horizons. , respectively. For the Success Ratio (SR), the asterisk *, **, and *** indicate a statistical significance at 10%, 5%, and 1%, respectively.
Value-at-Risk backtesting results
To further demonstrate the economic usefulness of the HAR model and its extensions in risk management applications, we calculate the Value-at-Risk (V aR) for the level α and the forecasting horizon h-days ahead by
where z α is the α-quantile of the Standard Normal distribution. Based on this V aR forecast, we backtest the performance of the individual models using the unconditional coverage test by Kupiec (1995) The V aR results are available in Appendix C. Evidently, they further confirm that the HAR extensions do not offer any material benefits in a risk management exercise relatively to the simple HAR. Hence, our initial conclusion that the jump component, the continuous component, the signed jumps, and the volatility or return leverage do not offer any significant and economically useful forecasting gains, remains robust.
Conclusion
The aim of this paper is to add to the extreme scarce literature on agricultural commodities volatility forecasting. Existing studies concentrate their attention to the Chinese futures markets and the benefit of developing model averaging framework. By contrast, they have not focused on the U.S. market, which is the most established market and they do not provide a clear answer as to whether specific volatility components, e.g. the jump component, the continuous component, the signed jumps and the volatility or return leverage can provide incremental predictive gains. Finally, the current literature provides evidence solely based on the realized volatility measure. This study fills these voids by utilizing naive models (Random Walk, AR, ARMA) and several extensions of the simple HAR model (the simple HAR, HAR-J, HAR-CJ, HAR-PS and LHAR-CJ) to forecast two different realized volatility measures, namely, the realized volatility (RV ) and median realized volatility (M edRV ). For our study we obtain tick-by-tick data from five important agricultural commodities, i.e. Corn, Rough Rice, Soybeans, Sugar and Wheat and we produce forecasts for 1-day to 66-days ahead. The period of study spans from January 4, 2010 to June 30, 2017 and our out-of-sample period is January 2, 2013 to June 30, 2017.
In our in-sample analysis, we show that the variants of the HAR model, which decompose the volatility measures into their continuous path and jump components, provide better fitting in the predictive regressions. However, the real out-of-sample forecasts strongly suggest that such decomposition does not offer any superior predictive ability, since none of the variants of the HAR model produce significantly better forecasts compared to the simple HAR model. Thus, there is no benefit to add more complexity in the forecasting models that relates to the volatility decomposition or its relative transformations. Such finding holds for both the RV and M edRV , hence they are not specific to the volatility measure. We note that our findings hold for U.S. markets while other studies, e.g. on Chinese futures markets (Tian et al., 2017a ,b, Yang et al., 2017 , find increased predictive power of jumps, structural breaks, and time variation of HAR coefficients. We conclude that differing driving factors, such as motive and structure of market participants, could potentially affect differently the behaviour of intra-day volatility and subsequently, its forecastability.
Hence, we maintain that the search for improving the forecasting accuracy of the U.S. agricultural commodities volatility should not be located at the development of extended HAR models that take into account properties such as jump component, the continuous component, the signed jumps and the volatility or return leverage, but rather on other direction, such as the inclusion of exogenous predictors. Degiannakis & Filis (2018), Degiannakis & Filis (2017), and Nguyen & Walther (2019) have already shown that the incorporation of different asset classes volatilities helps improving commodities prices and volatilities (oil prices and volatility in particular) and hence, further study should assess whether such asset classes could also help improve forecasts for agricultural commodities. Even more, future research should consider how extreme weather events, food stocks, biofuels production or even market speculative activity could improve further the agricultural commodity volatility forecasts. Finally, an interesting avenue of further research would be the forecasting accuracy evaluation of alternative forecasting methods, such as machine learning. Zhang, D. (2017) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0007 0.0027 0.0026 0.0016 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 AR 1 0.0010 0.0026 0.0000 0.0000 0.0018 0.0058 0.0000 0.0000 0.0026 0.0047 0.0001 0.0000 5 0.0206 0.0476 0.0000 0.0000 0.0010 0.0033 0.0000 0.0001 0.0057 0.0113 0.0026 0.0016 10 0.0004 0.0011 0.0001 0.0003 0.0010 0.0043 0.0000 0.0001 0.0057 0.0175 0.0011 0.0009 22 0.0010 0.0035 0.0000 0.0000 0.0002 0.0005 0.0000 0.0000 0.0007 0.0027 0.0001 0.0000 44 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 ARMA 1 0.0002 0.0004 0.0000 0.0000 0.0031 0.0020 0.0002 0.0008 0.1098 0.2260 0.0039 0.0019 5 0.0002 0.0004 0.0000 0.0000 0.0053 0.0168 0.0000 0.0000 0.0057 0.0050 0.0017 0.0006 10 0.0103 0.0250 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0017 0.0065 0.0000 0.0000 22 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0003 0.0003 0.0002 44 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0001 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 HAR 1 0.0049 0.0123 0.0000 0.0000 0.0018 0.0058 0.0000 0.0001 0.0835 0.1750 0.0039 0.0019 5 0.0206 0.0476 0.0000 0.0000 0.0010 0.0033 0.0000 0.0000 0.0173 0.0178 0.0011 0.0028 10 0.0010 0.0026 0.0000 0.0000 0.0089 0.0274 0.0000 0.0000 0.0039 0.0118 0.0004 0.0003 22 0.0103 0.0250 0.0000 0.0000 0.0001 0.0003 0.0000 0.0000 0.0017 0.0051 0.0000 0.0000 44 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0001 0.0002 0.0001 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 HAR-J 1 0.0022 0.0058 0.0000 0.0000 0.0031 0.0100 0.0000 0.0001 0.0835 0.1750 0.0057 0.0050 5 0.0206 0.0476 0.0000 0.0000 0.0010 0.0033 0.0000 0.0000 0.0084 0.0078 0.0017 0.0055 10 0.0022 0.0058 0.0000 0.0000 0.0053 0.0168 0.0000 0.0000 0.0084 0.0255 0.0004 0.0001 22 0.0206 0.0431 0.0000 0.0000 0.0001 0.0003 0.0000 0.0000 0.0017 0.0051 0.0000 0.0000 44 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 0.0000 0.0002 0.0001 0.0001 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 HAR-CJ 1 0.0103 0.0248 0.0000 0.0000 0.0018 0.0011 0.0001 0.0004 0.1098 0.1345 0.0039 0.0019 5 0.0206 0.0476 0.0000 0.0000 0.0018 0.0058 0.0000 0.0002 0.0121 0.0119 0.0017 0.0039 10 0.0010 0.0026 0.0000 0.0000 0.0031 0.0100 0.0000 0.0001 0.0338 0.0955 0.0003 0.0002 22 0.0206 0.0431 0.0000 0.0000 0.0001 0.0003 0.0000 0.0000 0.0017 0.0051 0.0003 0.0002 44 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0004 0.0017 0.0001 0.0001 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 HAR-PS 1 0.0022 0.0058 0.0000 0.0000 0.0006 0.0025 0.0000 0.0002 0.0835 0.1750 0.0121 0.0149 5 0.0394 0.0864 0.0000 0.0000 0.0031 0.0100 0.0000 0.0001 0.0121 0.0119 0.0017 0.0039 10 0.0004 0.0011 0.0000 0.0000 0.0031 0.0100 0.0000 0.0000 0.0084 0.0255 0.0004 0.0003 22 0.0103 0.0250 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0026 0.0078 0.0001 0.0000 44 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0001 0.0003 0.0004 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 LHAR-CJ 1 0.0049 0.0123 0.0000 0.0000 0.0010 0.0033 0.0000 0.0001 0.0244 0.0261 0.0057 0.0024 5 0.1251 0.2380 0.0000 0.0000 0.0018 0.0058 0.0000 0.0000 0.0057 0.0050 0.0007 0.0003 10 0.0004 0.0011 0.0000 0.0001 0.0230 0.0672 0.0000 0.0001 0.0057 0.0113 0.0002 0.0001 22 0.0022 0.0071 0.0000 0.0000 0.0006 0.0018 0.0000 0.0000 0.0084 0.0078 0.0001 0.0001 44 0.0000 0.0000 0.0000 0.0000 0.0001 0.0003 0.0000 0.0000 0.0004 0.0017 0.0001 0.0001 66 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 (1995), CC is the conditional coverage test by Christoffersen (1998), α is the Value-at-Risk level, Position corresponds with the trading position, which is either long (risk of rising prices) or short (risk of falling prices). The test results are presented as p-values from the UC and CC test for the forecast horizons 1-, 5-, 10-, 22-, 44-, and 66-days ahead.
