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1. Introduction
In recent years there has been a considerable interest in the problem of constructing wavelet bases on locally compact
Abelian groups. In [20–22] these questions were examined on the Cantor dyadic group. V.Yu. Protasov and Yu.A. Farkov [29,
8] gave a characterization of the dyadic compactly supported wavelets on R+ , and pointed out an algorithm for their con-
struction. V.Yu. Protasov [28] studied approximative properties of dyadic wavelets as put forward in [29]. Yu.A. Farkov [9,10]
pointed out a method for constructing compactly supported orthogonal wavelets on a locally compact Vilenkin group G with
a constant generating sequence, and derived necessary and suﬃcient conditions for a solution of the reﬁnement equation
to generate a multiresolution analysis (MRA in the sequel) of L2(G).
A good deal of studies was devoted to the construction of an MRA on the ﬁeld Qp of all p-adic numbers. S.V. Kozyrev [13,
14] found orthonormal p-adic wavelet bases consisting of eigenfunctions of p-adic pseudo-differential operators. p-Adic
wavelet basis of S.V. Kozyrev is analog of Haar basis on Vilenkin group [11]. In [2,13,14,17–19,30] it has been noted that
p-adic wavelet analysis has a close connection with the pseudo-differential operator theory.
J.J. Benedetto and R.L. Benedetto [6] have built wavelet bases on a locally compact group containing an open subgroup.
In the classic case there exist a general scheme for the construction of wavelets. This scheme is based on the notion of
multiresolution analysis (MRA). R.L. Benedetto [7] had doubts that an MRA-theory could be developed in L2(Qp) because
discrete subgroups do not exist in Qp . Trough A.Yu. Khrennikov and V.M. Shelkovich [17] conjectured that the equality
ϕ(x) =
p−1∑
j=0
ϕ
(
p−1x −˙ p−1r)
may be considered as a reﬁnement equation for the MRA generating Kozyrev’s wavelets. A.Yu. Khrennikov, V.M. Shelkovich,
and M.A. Skopina [15,16] considered the reﬁnement equation
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ps−1∑
j=0
β jϕ
(
p−1x −˙ r
ps
)
,
introduced the concept of a p-adic MRA with orthogonal reﬁnable function, and described a general scheme for their
creation. Riesz bases of wavelets over the ﬁeld of p-adic numbers were constructed in [1]. About a wavelet basis in L2(Qp)
and pseudo-differential operators see also [2–4].
The ﬁeld Qp of all p-adic numbers is a zero-dimensional locally compact Abelian group, the ring Zp of p-adic integers
is a zero-dimensional compact Abelian group and conversely: any zero-dimensional locally compact Abelian group (G,)
with condition pgn = gn+1 is the group of all p-adic numbers, any zero-dimensional compact Abelian group (G,) with
condition pgn = gn+1 is the group of p-adic integers (here (gn) is a basic system in the group G). The author [23] put
forward a scheme for constructing a Haar system on a compact zero-dimensional Abelian group, introduced [24] the concept
of MRA on locally compact zero-dimensional Abelian group with orthogonal reﬁnable function, and described a general
scheme for constructing of orthogonal wavelet bases.
The problem of constructing multidimensional MRA is more diﬃcult. During the International Conference “Wavelets and
Applications” (2009, St. Petersburg) S.V. Kozyrev has noticed this problem as a cardinal problem of multidimensional p-adic
MRA. In [30] multidimensional 2-adic orthogonal wavelet bases for L2(Qd2) was constructed by means of the tensor product
of one-dimensional MRA. In this case there exist 2d −1 wavelets. For a nonempty subset E ⊂ {1,2, . . . ,d} the corresponding
wavelets may be written in the form
ΨE(x1, x2, . . . , xd) =
∏
j∈E
ψ(x j)
∏
j /∈E
ϕ(x j)
where
ϕ(x) = 1Z2(x), ψ(x) = ϕ
(
x
2
)
− ϕ
(
x
2
−˙ 1
2
)
.
In [30] it was proved also that spectral analysis of pseudo-differential operators on Q2 is a 2-dimensional wavelets analysis.
E.J. King and M.A. Skopina [19] constructed MRA and a wavelet basis in L2(Q22). To construct this basis they used dilation
operator with Quincunx matrix
(
1
2
1
2
−˙ 12 12
)
.
But the general method of constructing of p-adic multidimensional MRA and multidimensional wavelets does not exist.
In the present paper we examine the problem of construction of MRA and orthogonal wavelet bases on product Qdp . The
product Qdp is not a ﬁeld of q-adic numbers, therefore it is impossible to solve this problem within framework p-adic
analysis. But the product Qdp is a zero-dimensional locally compact abelian group with condition pgn = gn+d and conversely:
any zero-dimensional locally compact abelian group with condition pgn = gn+d is the product Qdp of groups of all p-adic
numbers [26]. Using this fact we will construct MRA in L2(Gd), where G is an arbitrary zero-dimensional group. Taking
G = Qp we get MRA in L2(Qdp). To construct MRA we need to have a dilation operator. We describe all dilation operators
and for any dilation operators we construct the corresponding MRA. Using results of the paper [24] we get an algorithm of
constructing of orthogonal wavelet bases in L2(Gd). The case d = 2 we will study in detail.
It should be noted (see Section 2) that there exists a natural map θ : G → [0,+∞) under which we have for the
basic chain θ(Gn) = [0,1/mn]. Therefore constructed orthogonal wavelet bases on the product G2 are orthonormal bases in
L2([0,+∞)2). From it follows that these bases may be of use in image analysis. Using this method of constructing of the
dilation operator we can get “intellectual” algorithms of information processing.
2. Locally compact zero-dimensional groups, topology and characters
We proceed to give basic notions and facts in the analysis on zero-dimensional groups. A more detailed account may be
found in [5].
A topological group in which the connected component of 0 is 0 is usually referred to as a zero-dimensional group. If
a separable locally compact group (G,) is zero-dimensional, then topology on it can be generated by means of a descend-
ing sequence of subgroups. The converse statement holds for all topological groups (see [5, Chapter 1, Section 3]). So, for
a locally compact group, we are going to say ‘zero-dimensional group’ instead of saying ‘a group with topology generated
by a sequence subgroups’.
Let (G,) be a locally compact zero-dimensional Abelian group with topology generated by a countable system of open
subgroups
· · · ⊃ G−n ⊃ · · · ⊃ G−1 ⊃ G0 ⊃ G1 ⊃ · · · ⊃ Gn ⊃ · · ·
where
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n=−∞
Gn = G,
+∞⋂
n=−∞
Gn = {0}
(0 is the null element in the group G). Given any ﬁxed N ∈ Z, the subgroup GN is a compact Abelian group with respect to
the same operation  under the topology generated by the system of subgroups
GN ⊃ GN+1 ⊃ · · · ⊃ Gn ⊃ · · · .
As each subgroup Gn is compact, it follows that each quotient group Gn/Gn+1 is ﬁnite (say, of order pn). We may always
assume that all pn are prime numbers, for in fact, by Sylow’s theorem (see [12]), the chain of subgroups can be reﬁned so
that the quotient groups Gn/Gn+1 will be of prime order. We will name such chain as basic chain. In this case, a base of the
topology is formed by all possible cosets Gn  g , g ∈ G.
We further deﬁne the numbers (mn)
+∞
n=−∞ as follows:
m0 = 1, mn+1 = mn · pn.
Clearly, for n 1,
mn = p0p1 · · · pn−1, m−n = 1
p−1p−2 · · · p−n .
The collection of all such cosets Gn  g , n ∈ Z, along with the empty set forms the semiring K . On each coset Gn  g
we deﬁne the measure μ by μ(Gn  g) = μGn = 1/mn . So, if n ∈ Z and pn = p, we have μGn · μG−n = 1. The measure μ
can be extended from the semiring K onto the σ -algebra (for example, by using Caratheodory’s extension). This gives the
translation invariant measure μ, which agrees on the Borel sets with the Haar measure on G. Further, let
∫
G f (x)dμ(x) be
the absolutely convergent integral of the measure μ.
Given an n ∈ Z, consider an element gn ∈ Gn \ Gn+1 and ﬁx it. Then any x ∈ G has a unique representation of the form
x =
+∞∑
n=−∞
angn, an = 0, pn − 1, (2.1)
the sum (2.1) containing ﬁnite number of terms with negative subscripts; that is,
x =
+∞∑
n=N
angn, an = 0, pn − 1, aN = 0. (2.2)
We will name system (gn)n∈Z as a basic system.
Classical examples of zero-dimensional groups are Vilenkin groups and groups of p-adic numbers (see [5, Chapter 1,
Section 2]). A direct sum of cyclic groups Z(pk) of order pk , k ∈ Z, is called a Vilenkin group. This means that the elements
of a Vilenkin group are inﬁnite sequences x = (xk)+∞k=−∞ such that:
1) xk = 0, pk − 1;
2) only a ﬁnite number of xk with negative subscripts are different from zero;
3) the group operation  is the coordinate-wise addition modulo pk; that is,
x y = (xk  yk), xk  yk = (xk + yk) mod pk.
A topology on such group is generated by the chain of subgroups
Gn =
{
x ∈ G: x = (. . . ,0,0, . . . ,0, xn, xn+1, . . .), xν = 0, pν − 1, ν  n
}
.
It is easy to see that all the subgroups Gn form a descending sequence. As a gn , we can take a sequence consisting of all
zeros except for a 1 in the nth spot.
The group Qp of all p-adic numbers (p is a prime number) also consists of sequences x = (xk)+∞k=−∞ , xk = 0, p − 1, only
a ﬁnite number of xk with negative subscripts being different from zero. However, the group operation in Qp is deﬁned
differently. Namely, given elements
x = (. . . ,0, . . . ,0, xN , xN+1, . . .) and y = (. . . ,0, . . . ,0, yN , yN+1, . . .) ∈ Qp,
we again add them coordinate-wise, but whereas in a Vilenkin group xn  yn = (xn + yn) mod p (that is, a 1 is not carried
to the next (n+1)th position), the corresponding p-adic summation has the property that the 1 occurring as a result of the
addition of xn + yn is carried to the next (n + 1)th position. We endow the group Qp with the topology generated by the
same system of subgroups Gn as for a Vilenkin group. Similarly, as a gn , we may again take the same sequence.
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so-called modiﬁed interval [0,+∞)∗ . The modiﬁed interval [0,+∞)∗ con be interpreted as the interval [0,+∞) in which
the p-adic rational points kmn are counted twice: the “left” point
k
mn
− 0 corresponds to the element
∑
jn−1
a j g j 
∞∑
j=n
(p j − 1)g j
and the “right” point kmn + 0 corresponds to the element
∑
jn−2
a j g j  (an−1 + 1)gn−1 
∞∑
j=n
0g j.
Under this mapping we have
θ(Gn) =
[
0,
1
mn
− 0
]
and θ(Gn  g) =
[
k
mn
+ 0, k + 1
mn
− 0
]
.
The modiﬁed interval [0,+∞)∗ is very suitable model of zero-dimensional group G.
Let X be the collection of the characters of a group (G,); it is a group with respect to multiplication too. Also let
G⊥n = {χ ∈ X: ∀x ∈ Gn, χ(x) = 1} be the annihilator of the group Gn . Each annihilator G⊥n is a group with respect to
multiplication, and the subgroups G⊥n form an increasing sequence
· · · ⊂ G⊥−n ⊂ · · · ⊂ G⊥0 ⊂ G⊥1 ⊂ · · · ⊂ G⊥n ⊂ · · · (2.3)
with
+∞⋃
n=−∞
G⊥n = X and
+∞⋂
n=−∞
G⊥n = {1},
the quotient group G⊥n+1/G⊥n having order pn . The group of characters X may be equipped with the topology using the
chain of subgroups (2.3), the family of the cosets G⊥n · χ , χ ∈ X , being taken as a base of the topology. The collection
of such cosets, along with the empty set, forms the semiring X . Given a coset G⊥n · χ , we deﬁne a measure ν on it
by ν(G⊥n · χ) = ν(G⊥n ) = mn (so that always μ(Gn)ν(G⊥n ) = 1). The measure ν can be extended onto the σ -algebra of
measurable sets in the standard way (for example, using Caratheodory’s extension theorem). One then forms the absolutely
convergent integral
∫
X F (χ)dν(χ) of this measure.
The value χ(g) of the character χ at an element g ∈ G will be denoted by (χ, g). The Fourier transform fˆ of an f ∈
L2(G) is deﬁned as follows
fˆ (χ) =
∫
G
f (x)(χ, x)dμ(x) = lim
n→+∞
∫
G−n
f (x)(χ, x)dμ(x),
the limit being in the norm of L2(X). For an f ∈ L2(G), the inversion formula is valid
f (x) =
∫
X
fˆ (χ)(χ, x)dν(χ) = lim
n→+∞
∫
G⊥n
fˆ (χ)(χ, x)dν(χ);
here the limit also signiﬁes the convergence in the norm of L2(G). If f , g ∈ L2(G) then the Plancherel formula is valid∫
G
f (x)g(x)dμ(x) =
∫
X
fˆ (χ)gˆ(χ)dν(χ).
Endowed with this topology, the group of characters X is a zero-dimensional locally compact group; there is, however,
a dual situation: every element x ∈ G is a character of the group X , and Gn is the annihilator of the group G⊥n .
3. Rademacher functions and dilation operator
Let (G,) be a locally compact zero-dimensional Abelian group with a basic chain (Gn)n∈Z and G⊥n annihilators of Gn ,
(gn) a basic system in G.
Deﬁnition 3.1. A character rn ∈ G⊥n+1\G⊥n is called the Rademacher function.
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1) rn(t) = const on any coset Gn+1  g, rn(Gn+1) = 1 (n ∈ Z).
2) rn(Gn+1  jgn) are distinct roots of unity of order pn ( j = 0, p − 1).
3) 1+ rn(t) + r2n(t) + · · · + rpn−1n (t) =
{
pn, t ∈ Gn+1,
0, t ∈ Gn \ Gn+1.
Below, we will consider a dilation operator on a group G. However, we have been able to deﬁne such operator only in
the case when pn = p for any n ∈ Z. Thus in what follows we will only consider groups G for which pn = p. The translation
of the argument of a function f by an element g ∈ G will be denoted by fg ; that is, fg(x) = f (x g). As regards the
operation , we assume additionally that
pgn = c1gn+1  c2gn+2  · · · cτ gn+τ ; (3.1)
here c1, c2, . . . , cτ = 0, p − 1 are ﬁxed numbers. It is worth noting, that if pgn = 0, then G is a Vilenkin group, and if
pgn = gn+1, then G is the group Qp of all p-adic numbers. We set
Hn =
{
q ∈ G: q =
n−1∑
j=N
a j g j, N ∈ Z, a j = 0, p − 1
}
.
If G is a Vilenkin group, then Hn is a group. This is not so in the general case (for example, if G is the group of all p-adic
numbers). However, it is worth noting that Hn is always a countable set.
Deﬁnition 3.2. We deﬁne the mapping A :G → G by Ax :=∑+∞n=−∞ angn−1, where x =∑+∞n=−∞ angn ∈ G. As any element
x ∈ G can be uniquely expanded as x =∑angn , the mapping A :G → G is one-to-one onto. The mapping A is called a
dilation operator if A(x y) = Ax Ay for all x, y ∈ G.
We note that if G is a Vilenkin group (p · gn = 0) or is the group of all p-adic numbers (p · gn = gn+1), then A is
an additive operator and hence a dilation operator. Moreover, the operator A is additive if the condition (3.1) is satisﬁed. It
is also clear that AGn = Gn−1.
Lemma 3.2. Let A be a dilation operator. Then
1) A(Gn+1  αn gn  · · · αn−s gn−s) = Gn  αn gn−1  · · · αn−s gn−s−1 ,
2) A−1(Gn  αn−1gn−1  · · · αn−s gn−s) = Gn+1  αn−1gn  · · · αn−s gn−s+1 .
Lemma 3.3. Let r0 ∈ G⊥1 \ G⊥0 be a Rademacher function. Then functions rn = r0An (n ∈ Z) are Rademacher functions.
Proof. It is evident that rn is character. Let us show that rn ∈ G⊥n+1 \G⊥n . By deﬁnition rn(Gn+1) = r0An(Gn+1) = r0(G1) = 1.
Hence rn ∈ G⊥n+1. Assume that rn ∈ G⊥n . Then r0An(Gn) = r0(G0) = 1. This contradiction concludes the proof. 
Lemma 3.4. Let A be a dilation operator. Then G⊥n A = G⊥n+1 , G⊥n A−1 = G⊥n−1 .
Proof. 1) Let us show that G⊥n A ⊂ G⊥n+1. Suppose χ ∈ G⊥n A. Then χ = χn A where χn ∈ G⊥n , that is χn(Gn) = 1. Therefore
χ(Gn+1) = χn(AGn+1) = χn(Gn) = 1. Hence G⊥n A ⊂ G⊥n+1.
2) Let us show that G⊥n A ⊃ G⊥n+1. Suppose χ ∈ G⊥n+1. Then (χ A−1)Gn = χ(A−1Gn) = χ(Gn+1) = 1. Denote χ A−1 =
χn ∈ G⊥n . Then χ = χn A ∈ G⊥n A, that is G⊥n+1 ⊂ G⊥n A. 
We will assume later on rn = r0An .
4. Multiresolution analysis on locally compact zero-dimensional groups
Our main objective is to construct orthogonal wavelet bases for L2(G) and L2(Gd). For this we will use a multiresolution
analysis on the group G as follows [24].
Deﬁnition 4.1. A family of closed subspaces Vn , n ∈ Z, is said to be a multiresolution analysis of L2(G) if the following
axioms are satisﬁed:
1) Vn ⊂ Vn+1;
2)
⋃
n∈Z Vn = L2(G) and
⋂
n∈Z Vn = {0};
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4) f (x) ∈ V0 ⇒ f (x −˙ h) ∈ V0 for all h ∈ H0 (H0 is analog of Z);
5) there exists a function ϕ ∈ L2(G) such that the system (ϕ(x −˙ h))h∈H0 is an orthonormal basis for V0.
A function ϕ occurring in Axiom 5) is called a reﬁnable function.
Next we will follow the conventional approach. Let ϕ(x) ∈ L2(G), and suppose that (ϕ(x −˙ h))h∈H0 is an orthonormal
system in L2(G). With the function ϕ and the dilation operator A, we deﬁne the linear subspaces L j = (spanϕ(A jx−˙h))h∈H0
and closed subspaces V j = L j . If the subspaces V j form an MRA, then the function ϕ is said to generate an MRA in L2(G).
We will look up a function ϕ ∈ L2(G), which generates an MRA in L2(G), as a solution of the reﬁnement equation
ϕ(x) =
∑
h∈H
chϕ(Ax −˙ h), (4.1)
where H ⊂ H0 is a ﬁnite set.
The next theorem was proved in [24].
Theorem 4.1. Let ϕ ∈ L2(G) be a solution of Eq. (4.1). Suppose that |ϕˆ(χ)| = 1G⊥0 (χ). Then ϕ generates an MRA in L2(G).
We will use this theorem for constructing MRA in L2(Gd). As usual, Wn stands for the orthogonal complement of Vn
in Vn+1, that is, Vn+1 = Vn ⊗ Wn and Vn⊥Wn (n ∈ Z, and ⊗ denotes the direct sum). It is readily seen that
1) f ∈ Wn ⇔ f (Ax) ∈ Wn+1;
2) Wn⊥Wk for k = n;
3)
⊗
Wn = L2(G), n ∈ Z.
An algorithm of constructing of wavelet bases was speciﬁed in [24]. Give this algorithm now. Denote
H (s)0 = {a−1g−1  a−2g−2  · · · a−s g−s: a− j = 0, p − 1}.
We need to ﬁnd a solution ϕ of the reﬁnement equation
ϕ(x) =
∑
h∈H(s)0
βhϕ(Ax −˙ h) (4.2)
such that |ϕˆ(χ)| = 1G⊥0 (χ).
The reﬁnement equation (4.2) can be written in terms of the Fourier transform as follows
ϕˆ(χ) =m0(χ)ϕˆ
(
χ A−1
)
(4.3)
where
m0(χ) = 1
p
∑
h∈H(s)0
βh
(
χ, A−1h
)
. (4.4)
The function m0(χ) is called a mask for Eq. (4.2). We know [24] that
1) the mask m0 is a constant on any coset G⊥−s+1χ ,
2) m0(χ) = ϕˆ(1) for χ ∈ G⊥−s+1,
3) |m0(χ)| = 1 for χ ∈ G⊥0 \ G⊥−s+1,
4) m0(χ) = 0 for χ ∈ X \ G⊥0 .
Since the function m0(χ) is constant on any cosets of the subgroup G⊥−s+1, that is, on the sets
G⊥−s+1r
α−s+1
−s+1 r
α−s+2
−s+2 · · · rα−1−1 rα00 ⊂ G⊥1 ,
we can pick a character χk in each of these cosets, where
k = α−s+1 + α−s+2p + · · · + α−1ps−2 + α0ps−1.
Knowing a mask it is possible to recover the Fourier transform ϕˆ from the value of ϕˆ(1).
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m0(χk) = 1p
ps−1∑
j=0
β j
(
χk, A−1h j
) (
k = 0, ps − 1) (4.5)
in the unknowns β j . Numbers j and elements h j in (4.5) are connected by the next equations
j = a−1 + a−2p + · · · + a−s ps−1, 0 j  ps − 1,
h j = a−1g−1  a−2g−2  · · · a−s g−s ∈ H (s)0 .
Step 2. Take m0(χk) so that |m0(χk)| = 1 for k = 0, ps−1 − 1, m0(1) = 1, and m0(χk) = 0 for k = ps−1, ps − 1.
Step 3. We set ϕˆ(1) = 1 and build ϕˆ(χ) using the equation
ϕˆ(χ) = ϕˆ(1)
∞∏
k=0
m0
(
χ A−k
)
.
In [17] it was proved that |ϕˆ(χ)| = 1G⊥0 (χ), and hence the function ϕ generates an MRA.
Step 4. Deﬁne functions ml(χ) =m0(χr−l0 ), l = 1, p − 1 and write ml(χ) in the form
ml(χ) = 1p
∑
h∈H(s)0
β
(l)
h
(
χ, A−1h
)
where β(l)h = βh(r−l0 , A−1h). It is clear that |ml(G⊥0 rl0)| = 1 and |ml(G⊥0 rν0 )| = 0 for ν = l.
Step 5. Deﬁne functions
ψl(x) =
∑
h∈H(s)0
β
(l)
h ϕ(Ax −˙ h).
The function ψl(x− h), where l = 1, p − 1, h ∈ H0, forms on orthogonal basis for W0 [24].
Theorem 4.2. Functions
pn/2ψl
(
Anx −˙ h) (l = 1, p − 1, n ∈ Z, h ∈ H0)
form a complete orthonormal system in L2(Gd) [24].
Example 4.1. Let us consider this algorithm for s = 2. Let ϕ be a solution of the reﬁnement equation
ϕ(x) =
∑
h∈H(2)0
ϕ(Ax −˙ h)
and |ϕˆ(χ)| = 1G0(χ). In this case H(2)0 = {a−1g−1  a−2g−2}. Let us denote the element h = a−1g−1  a−2g−2 as h j , where
j = a−1 + a−2p. We will denote a character χ ∈ G⊥−1rα−1−1 rα00 as χk where k = α−1 + α0p. Let us write for the mask m0(χ)
the equations
m0(χk) = 1p
p2−1∑
j=0
β j
(
χk, A−1h j
)
. (4.6)
Let us denote m0(χk) = μk . We will assume that μ0 = 1, |μk| = 1 (k = 1, p − 1) and μk = 0 when k  p. Since the matrix
1
p (χk, A
−1h j)p
2−1
k, j=0 is unitary then we ﬁnd from (4.6)
β j = 1
p
p2−1∑
μk
(
χk, A
−1h j
)= 1
p
p−1∑
μk
(
χk, A
−1h j
)
.k=0 k=0
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ϕˆ(χ) = ϕˆ(1)
∞∏
k=0
m0
(
χ A−k
)
, ϕˆ(1) = 1.
If χ ∈ G⊥−1, then χ A−k ∈ G⊥−1−k ⊂ G⊥−1. Consequently ϕˆ(G⊥−1) = 1.
If χ ∈ G⊥−1rα−1 (1 α  p − 1), then m0(χ) = μα and m0(χ A−k) = 1 when k  1. Consequently ϕˆ(G⊥−1rα−1) = μα (1
α  p − 1).
If χ /∈ G⊥0 then there exists n  0 such that χ ∈ G⊥n+1 \ G⊥n . From it follows χ A−n ∈ G⊥1 \ G⊥0 and m0(χ A−n) = 0.
Consequently ϕˆ(χ) = 0. Thus we have
ϕˆ(χ) =
{
μ j, if χ ∈ G⊥−1r j−1 ( j = 0, p − 1),
0, if χ /∈ G⊥0 .
Let us ﬁnd ϕ(x). We have
ϕ(x) =
∫
X
ϕˆ(χ)(χ, x)dν(χ) =
p−1∑
j=0
μ j
∫
G⊥−1r
j
−1
(χ, x)dν(χ).
Let us prove that∫
G⊥−1
(χ, x)dν(χ) = 1
p
1G−1(x). (4.7)
We will consider elements x ∈ G as characters of group X . Denote x˜ = x|G⊥−1 . Then x˜ = a−2g−2  a−3g−3  · · · +
a−N g−N ∈ H−1. Therefore H−1 is a characters group of the compact group G⊥−1, consequently H−1 is orthogonal system
and we have∫
G⊥−1
(χ,h)(χ, g)dν(χ) = δh,g =
{
0, h = g,
1
p , h = g.
(4.8)
If x ∈ G−1, then (χ, x) = 1 for χ ∈ G⊥−1. Therefore∫
G⊥−1
(χ, x)dν(χ) = ν(G⊥−1)= 1p .
If x /∈ G−1, then x ∈ H−1 and x = 0. Consequently we have from (4.8)∫
G⊥−1
(χ, x)(χ,0)dν(χ) = 0.
The equality (4.7) is proved.
From the equality (4.7) we obtain∫
G⊥−1r
j
−1
(χ, x)dν(χ) =
∫
X
(χ, x)1
G⊥−1r
j
−1
(χ)dν(χ)
=
∫
X
(
χr j−1, x
)
1
G⊥−1r
j
−1
(
χr j−1
)
dν(χ) = (r j−1, x)
∫
X
(χ, x)1G⊥−1
(χ)dν(χ)
= 1
p
(
r j−1, x
)
1G−1(x).
Finally we obtain
ϕ(x) = 1
p
1G−1(x)
p−1∑
μ j(r−1, x) j .j=0
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h j = h j1+ j2p = j1g−1  j2g−2, χk = χk1+k2p = rk1−1 · rk20 , β j = β j1+ j2p
( j1, j2,k1,k2 = 0, p − 1).
By the deﬁnition of ψl
ψl(x) =
p−1∑
j1=0
p−1∑
j2=0
β j1+ j2p
(
rl0, A
−1h j1+ j2p
)
ϕ(Ax −˙ h j1+ j2p).
Since A−1g−1 = g0, A−1g−2 = g−1, (r−1, g0) = 1, we have(
rl0, A
−1h j1+ j2p
)= (r0, j1g0  j2g−1)l = (r0, g0) j1l(r0, g−1) j2l,
β j1+ j2p =
1
p
p−1∑
k1=0
μk1
(
rk1−1, j1g0  j2g−1
)= 1
p
p−1∑
k1=0
μk1(r−1, g−1)
k1 j2 ,
1G−1(Ax −˙ h j1+ j2p) = 1G0
(
x −˙ A−1h j1+ j2p
)= 1G0 j1g0 j2g−1(x) = 1G0 j2g−1(x),
p−1∑
i=0
μi(r−1, Ax −˙ h j1+ j2p)i =
p−1∑
i=0
μi(r0, x)
i(r−1, j1g−1  j2g−2)i .
Therefore
ϕ(Ax −˙ h j1+ j2p) =
1
p
1G0 j2g−1(x)
p−1∑
i=0
μi(r0, x)
i(r−1, j1g−1  j2g−2)i .
Since (r−1, g−1) = (r0, g0), then
p−1∑
j1=0
(r−1, g−1) j1 i(r0, g0) j1l = pδil
and we get ﬁnally
ψl(x) = μl (r0, x)
l
p
p−1∑
j=0
1G0 jg−1(x)
p−1∑
k=0
μk(r−1, g−1)kj. (4.9)
We can write wavelets ψl in the form
ψl(x) = μl(r0, x)lϕ(x). (4.10)
Indeed, take x ∈ (G0  jg−1). Then
1
p
p−1∑
j=0
1G0 jg−1(x)
p−1∑
k=0
μk(r−1, g−1)kj = 1p
p−1∑
k=0
μk(r−1, g−1)kj. (4.11)
On the other hand for x ∈ G0  jg−1
ϕ(x) = 1
p
p−1∑
k=0
μk(r−1, x)k = 1p
p−1∑
k=0
μk(r−1, g−1)kj . (4.12)
Combining (4.11) and (4.12) we obtain (4.10).
If μ0 = μ1 = · · · = μp−1 = 1, then
ψl(x) = (r0, x)l1G0(x).
We will use wavelet functions ψl in Section 6.
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For construction MRA in L2(Gd) we need to have a dilation operator Ad in Gd . For deﬁnition of the dilation operator
in Gd we need to have a basic chain in Gd . We describe an algorithm for construction such basic chain.
Let (G,) be a compact zero-dimensional group with a basic chain
· · · ⊃ G−n ⊃ · · · ⊃ G−1 ⊃ G0 ⊃ G1 ⊃ · · · ⊃ Gn ⊃ · · · .
We denote by G = Gd = G × G × · · · × G the direct sum of d copies of group G. The base of neighborhood of zero in Gd
consists of all products Gn1 × Gn2 × · · · × Gnd . We can take the chain of d-dimensional cubes
Gn × Gn × · · · × Gn = Gdn
as a base of neighborhood of zero in Gd . We note that the chain
· · · ⊃ Gd−n ⊃ · · · ⊃ Gd−1 ⊃ Gd0 ⊃ Gd1 ⊃ · · · ⊃ Gdn ⊃ · · · (5.1)
is not a basic chain, since (Gdn/G
d
n+1) = pd is not a prime number. Denote Gdn as Gnd and reﬁne the chain (5.1) to obtain a
basic chain in the following way.
Let Gdn+1 ⊂ Gdn . Take a nonzero element
g(n+1)d−1 =
(
a(n)1,0gn,a
(n)
1,1gn, . . . ,a
(n)
1,d−1gn
) ∈ Gnd \ G(n+1)d.
Cosets
(G(n+1)d  j1g(n+1)d−1)p−1j1=0
form a group of prime order p, whence the set
G(n+1)d−1 =
p−1⊔
j1=0
(G(n+1)d  j1g(n+1)d−1),
where
⊔
stands for the disjoint union, is a group such that
G(n+1)d ⊂ G(n+1)d−1 ⊂ Gnd, (G(n+1)d−1/G(n+1)d) = p,
and
(Gnd/G(n+1)d−1) = pd−1.
If d − 1> 1, we take an element
g(n+1)d−2 =
(
a(n)2,0gn,a
(n)
2,1gn, . . . ,a
(n)
2,d−1gn
) ∈ Gnd \ G(n+1)d−1.
Similarly to the previous situation, we conclude that the set
G(n+1)d−2 =
p−1⊔
j2=0
(G(n+1)d−1  j2g(n+1)d−2)
is a group such that
G(n+1)d ⊂ G(n+1)d−1 ⊂ G(n+1)d−2 ⊂ Gnd, (G(n+1)d−2/G(n+1)d−1) = p
and
(Gnd/G(n+1)d−2) = pd−2.
Continuing this process we obtain for any n matrix An = (a(n)l,ν ) (a(n)l,ν = 0, p − 1; ν = 0,d − 1; l = 1,d) the set of subgroups
G(n+1)d−l and the set of elements g(n+1)d−l ∈ Gnd \ G(n+1)d−l+1 such that
g(n+1)d−l =
(
a(n)l,0 gn,a
(n)
l,1 gn, . . . ,a
(n)
l,d−1gn
)
, (5.2)
G(n+1)d−l =
p−1⊔
jl=0
(G(n+1)d−l+1  jlg(n+1)d−l),
(G(n+1)d−l/G(n+1)d−l+1) = p. (5.3)
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a(n)l,0 ,a
(n)
l,1 , . . . ,a
(n)
l,d−1
)
= ((a(n)1,0 j1 + a(n)2,0 j2 + · · · + a(n)l−1,0 jl−1)mod p, . . . , (a(n)1,d−1 j1 + a(n)2,d−1 j2 + · · · + a(n)l−1,d−1 jl−1)mod p) (5.4)
for all j1, j2, . . . , jl−1 = 0, p − 1. Thus we obtain the nested sequence of subgroups
· · · ⊃ G−n ⊃ · · · ⊃ G−1 ⊃ G0 ⊃ G1 ⊃ · · · ⊃ Gn ⊃ · · · (5.5)
and the sequence of elements gn ∈ Gn \ Gn+1, such that
(Gn/Gn+1) = p, n ∈ Z.
Theorem 5.1. The topology and measure generated by the basic chain (5.5) coincide with the topology and measure generated by the
chain (Gnd) = (Gdn).
Proof. 1) Any coset Gnd+l  h⊂ Gnd is a ﬁnite union of cosets
G(n+1)d  ( j0gn, j1gn, . . . , jd−1gn);
therefore topologies generated by chains (Gn) and (Gnd) coincide.
2) Cosets Gnd+l  h together with empty set form a semiring Md . Deﬁne a measure μ on Md as follows:
μ(Gnd+l  h) = μGnd+l = 1
pnd+l
.
Let μ∗ be the corresponding outer measure. Cosets Gnd  g together with the empty set form a semiring Nd . Deﬁne a
measure m on Nd by
m(Gnd  g) =mGnd = 1
pnd
.
Let m∗ be the corresponding outer measure.
It is enough to prove that m∗ = μ∗ . It is evident that Nd ⊂ Md , thus measures m and μ coincide on Nd . Therefore, μ∗E 
m∗E for any E ∈ G . On the other hand, any coset Gnd+l  h ∈ Md is a ﬁnite union of pd−ln disjoint cosets G(n+1)d  g ∈ Nd
and
μ(Gnd+l  h) = pd−l · 1
p(n+1)d
= pd−lm(G(n+1)d  g) =
∑
m(G(n+1)d  g).
It means that any covering of the set E by cosets Gnd+l  h ∈ Md is a covering by sets G(n+1)d ∈ Nd with preservation of
the sum of measures of covering cosets. Therefore, μ∗E m∗E and consequently μ∗E =m∗E . 
It follows from this theorem that the set of subgroup (Gnd+l) is a basic chain, and system (gn) is a basic system. Let us
observe, that any sequence (g˜n) for which g˜n ∈ Gn+1 \ Gn is a basic system. Using this algorithm we can obtain all basic
chains in Gd .
Theorem 5.2. Let
Gdn+1 = G˜(n+1)d ⊂ G˜(n+1)d−1 ⊂ G˜(n+1)d−2 ⊂ · · · ⊂ G˜nd+1 ⊂ G˜nd = Gdn
be a chain of distinct enclosed subgroups, G˜(n+1)d = G(n+1)d, G˜nd = Gnd. Then there exists a matrixAn = (a(n)l,ν ) (a(n)l,ν = 0, p − 1; ν =
0,d − 1; l = 1,d) such that
G˜(n+1)d−l =
p−1⊔
j=0
(G˜(n+1)d−l+1  jg(n+1)d−l), (5.6)
g(n+1)d−l =
(
a(n)l,0 gn,a
(n)
l,1 gn, . . . ,a
(n)
l,d−1gn
)
. (5.7)
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(1  γ < d). Therefore (G˜nd+l/G˜nd+l+1) = p for any l = 0,d − 1. Since (G˜(n+1)d−1/G(n+1)d) = p is a prime number, it
follows that for any element g ∈ G˜(n+1)d−1 \ G(n+1)d the factor group G˜(n+1)d−1/G(n+1)d is a collection of cosets
G(n+1)d  jg ( j = 0,1, . . . , p − 1).
We can choose the element g ∈ G˜(n+1)d−1 \ G(n+1)d in the form
g= (a(n)1,0gn,a(n)1,1gn, . . . ,a(n)1,d−1gn)
where a(n)1,i = 0, p − 1 and (a(n)1,0,a(n)1,1, . . . ,a(n)1,d−1) = (0,0, . . . ,0). From it follows that
G˜(n+1)d−1 =
p−1⊔
j=0
(G(n+1)d  jg(n+1)d−1) = G(n+1)d−1.
Similarly we obtain (5.6) and (5.7) for any l = 1,d. 
We will assume that matrices An are the same for any n ∈ Z i.e. An =A for all n ∈ Z.
Using this basic system (gn) we can deﬁne an operator Ad in the following way
Adx=
∑
n∈Z
angn−1 if x=
∑
n∈Z
angn (an = 0, p − 1).
Theorem 5.3. If the operation in a groupG satisﬁes the condition (3.1) then the operator Ad is additive, consequently Ad is a dilation
operator.
Proof. We will prove that there exists a vector (α∗1 ,α∗2, . . . ,α∗τd) (α
∗
j = 0, p − 1), such that
pgn = α∗1gn+1  α∗2gn+2  · · · α∗τdgn+τd. (5.8)
By the condition (3.1)
pgn = c1gn+1  c2gn+2  · · · cτ gn+τ .
Therefore
pgnd+l = pg(n+1)d−d+l = p
(
a(n)d−l,0gn,a
(n)
d−l,1gn, . . . ,a
(n)
d−l,d−1gn
)
= (a(n)d−l,0c1gn+1,a(n)d−l,1c1gn+1, . . . ,a(n)d−l,d−1c1gn+1)

(
a(n)d−l,1c2gn+2,a
(n)
d−l,1c2gn+2, . . . ,a
(n)
d−l,d−1c2gn+2
)
...

(
a(n)d−l,0cτ gn+τ ,a
(n)
d−l,1cτ gn+τ , . . . ,a
(n)
d−l,d−1cτ gn+τ
)
= c1g(n+2)d−d+l  c2g(n+3)d−d+l  · · · cτ g(n+τ+1)d−d+l
= 0 · gnd+l+1  0 · gnd+l+2  · · · 0 · gnd+l+(d−1)  c1g(n+1)d+l
 0 · g(n+1)d+l+1  0 · g(n+1)d+l+2  · · · 0 · g(n+1)d+l+(d−1)  c2g(n+2)d+l
...
 0 · g(n+τ−1)d+l+1  0 · g(n+τ−1)d+l+2  · · · 0 · g(n+τ−1)d+l+(d−1)  cτ g(n+τ )d+l.
Thus (5.8) is fulﬁll with (α∗1 ,α∗2 , . . . ,α∗τd) = (0,0, . . . ,0︸ ︷︷ ︸
d−1
, c1,0,0, . . . ,0︸ ︷︷ ︸
d−1
, c2, . . . ,0,0, . . . ,0︸ ︷︷ ︸
d−1
, cτ ). 
Deﬁnition 5.1. We will call the matrix A a matrix of dilation operator Ad .
Now we want to get a condition under which a matrix A is the matrix of some dilation operator. Let Zp be a residue-
class ﬁeld i.e. Zp = {0,1, . . . , p − 1} with operations m n = (m+ n) mod p, m · n =mm · · ·m︸ ︷︷ ︸.n
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Proof. Since A is a nonsingular matrix over the ﬁeld Zp then conditions (5.4) are fulﬁll. Hence A is a matrix of dilation
operator Ad . 
6. MRA on product of zero-dimensional groups
Using Theorems 4.1, 5.1–5.3 we obtain
Theorem 6.1. Let (G,) be a locally compact zero-dimensional abelian group with a basic chain (Gn)n∈Z and a basic system gn ∈
Gn \ Gn+1 (n ∈ Z) such that
1) (Gn/Gn+1) = p, p is a prime number;
2) there exist numbers c1, c2, . . . , cτ ∈ 0, p − 1, such that
pgn = c1gn+1  c2gn+2  · · · cτ gn+τ .
Let G = Gd (d 2) be a direct sum of d copies of groups G, basic chain (G(n+1)d−l) and basic system g(n+1)d−l be deﬁned by Eqs. (5.2)
and (5.3). Let ϕ ∈ L2(Gd) be a solution of the equation
ϕ(x) =
∑
h∈H
chϕ
(
Ad(x −˙ h)
)
where H ⊂ H0 is a ﬁnite set, Ad is d-dimensional dilation operator. Suppose that ϕˆ(χ) = 1G⊥0 (χ). Then ϕ generates MRA on L2(G).
To construct wavelet functions on Gd we need to have a Rademacher function on Gd .
Theorem 6.2. LetA= (ai, j) be a nonsingular matrix of dilation operator Ad. Assume that numbers γ j ∈ 0,d − 1 ( j = 0,1, . . . , p−1)
satisfy the congruences system
γ0al,0 + γ1al,1 + · · · + γd−1al,d−1 ≡ 0 mod p (l = 1,d − 1), (6.1)
γ0ad,0 + γ1ad,1 + · · · + γd−1ad,d−1 ≡ 1 mod p. (6.2)
Then
1) the function
r0(t) := r0
(
γ0t
(0)) · r0(γ1t(1)) · · · r0(γd−1t(d−1)) (6.3)
is a Rademacher function on G = Gd.
2) r0(G1  g0) = r0(g0), where r0 is one-dimensional Rademacher function.
Proof. Since the matrix A= (ai, j) is nonsingular then a solution of congruences system (6.1)–(6.1) exists. We need to prove
that r0(G1) = 1 and r0(G1  jg0) = 1 when j = 1,d − 1.
Let x1 ∈ G1. By the construction of subgroups Gnd+l we have
x1 = x2  jd−1(ad−1,0g0,ad−1,1g0, . . . ,ad−1,d−1g0)
where x2 ∈ G2. By analogy
x2 = x3  jd−2(ad−2,0g0,ad−2,1g0, . . . ,ad−2,d−1g0),
where x3 ∈ G3, consequently
x1 = x3  jd−1(ad−1,0g0,ad−1,1g0, . . . ,ad−1,d−1g0)
 jd−2(ad−2,0g0,ad−2,1g0, . . . ,ad−2,d−1g0).
Finally we obtain
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 jd−2(ad−2,0g0,ad−2,1g0, . . . ,ad−2,d−1g0)
...
 j1(a1,0g0,a1,1g0, . . . ,a1,d−1g0), xd ∈ Gd.
By the deﬁnition of r0 we have
r0(x1) = r0
(
γ0x
(0))r0(γ1x(1)) · · · r0(γd−1x(d−1))
=
d−1∏
l=1
r0
(
jl(γ0a1,0 + γ1al,1 + · · · + γd−1al,d−1)g0
)
.
Using (6.1) we obtain r0(x) = 1.
Let x ∈ G1  jg0, j = 0. Using (6.2) we have
r0(G1  jg0) = r0( jg0)
= r0( jγ0ad,0g0) · r0( jγ1ad,1g0) · · · r0( jγd−1ad,d−1g0)
= r0
(
jg0(γ0ad,0 + γ1ad,1 + · · · + γd−1ad,d−1)
) = 1.
If j = 1 and γ0ad,0 + γ1ad,1 + · · · + γd−1ad,d−1 ≡ 1 mod p, then r0(G1  g0) = r0(g0). This completes the proof of Theo-
rem 6.2. 
Example 6.1. We will use Theorem 6.1 to construct wavelet bases in L2(Gd). Let A= (ai,k)dd−1i=1, j=0 be a matrix of the dilation
operator Ad ,
g(n+1)d−l = (al,0gn,al,1gn, . . . ,al,d−1gn) ∈ G(n+1)d−l \ G(n+1)d−l+1
a basic system, (G(n+1)d−l)n∈Z,l=1,d a basic chain corresponding to the matrix A. Suppose integers γ0, γ1, . . . , γd−1 satisfy
system (6.1)–(6.2), r0(x) is deﬁned by Eq. (6.3). By the deﬁnition of operator Ad and Rademacher function rn we have
(rn,x) = (r0And,x), therefore (rn,gn) = (r0, Andgn) = (r0,g0) = (r0, g0).
We will ﬁnd a reﬁnable function ϕ(x) for which ϕˆ(χ) = 1G⊥0 (χ) as a solution of the reﬁnable equation
ϕ(x) =
∑
h∈H(2)0
Chϕ
(
Ad(x −˙ h)
)
where H(2)0 = {(α−1g−1  α−2g−2)}, α j = 0, p − 1. Using Example 4.1 we ﬁnd the reﬁnable function
ϕ(x) = 1
p
1G−1(x)
p−1∑
j=0
μ j(r−1,x) j
(
μ0 = 1; |μ j| = 1, j = 1, p − 1
)
,
and wavelet functions
ψl(x) = μlp (r0,x)
l1G−1(x)
p−1∑
k1=0
μk1(r−1,x)
k1 (l = 1, p − 1), (6.4)
where
G−1 =
p−1⊔
k=0
(
G0  k(a1,0g1,a1,1g1, . . . ,a1,d−1g1)
)
, G0 = Gd0,
(r0,x) = r0
(
γ0x
(0))r0(γ1x(1)) · · · r0(γd−1x(d−1)).
It follows from (4.9) that we can write wavelet functions ψl in the form
ψl(x) = μlp (r0,x)
l
p−1∑
k=0
1G0kg−1(x)
p−1∑
j=0
(r0,g0)
jkμ j .
If
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p−1⊔
jd=0
(
G1  jd(ad,0g0,ad,1g0, . . . ,ad,d−1g0)
)
 kg−1
then x ∈ G1  jdg0  kg−1 where
g0 = (ad,0g0,ad,1g0, . . . ,ad,d−1g0), g−1 = (a1,0g−1,a1,1g−1, . . . ,a1,d−1g−1).
Therefore
(r0,x) = (r0,g0) jd (r0,g−1)k.
Thus if x ∈ G1  jdg0  kg−1 then
ψl(x) = μlp (r0,g0)
jdl(r0,g−1)kl
p−1∑
j=0
μ j(r0,g0)
kj. (6.5)
We have (r0,g0) = (r0, g0) = e
2π i
p for any group (G,). The value (r0,g−1) depends on group operation . If (G,) is a
Vilenkin group (pgn = 0), then (r0, g−1) = (r0, g0) = e
2π i
p , hence
(r0,g−1) = r0(γ0a1,0g−1)r0(γ1a1,1g−1) · · · r0(γd−1a1,d−1g−1) = 1.
Substituting (r0,g0) and (r0,g−1) in (6.5) we get
ψl(x) = μlp exp
(
2π i
p
jdl
) p−1∑
j=0
μ j exp
(
2π i
p
kj
)
.
If (G,) = Qp (pgn = gn+1), then (r0, g−1) = e
2π i
p2 , (r0, g0) = e
2π i
p , hence
(r0,g−1) = r0(γ0a1,0g−1)r0(γ1a1,1g−1) · · · r0(γd−1a1,d−1g−1)
= e
2π i
p2
(γ0a1,0+γ1a1,1+···+γd−1a1,d−1)
and we get more complicated formula for ψl .
By Theorem 4.2 the system
p
n
2 ψl
(
And(x −˙ h)
)
(n ∈ Z, h ∈ H0) (6.6)
is an orthonormal bases in L2(G) = L2(Gd). The set H0 in (6.6) is the set of shifts
H0 = {α−1g−1  α−2g−2  · · · α−Ng−N}
where
g−md−l = (al,0g−m,al,1g−m, . . . ,al,d−1g−m).
Example 6.2. Let us consider the case p = d = 2, pgn = gn+1 in detail. Under this conditions (G,) is the ﬁeld of 2-adic
numbers Q2, G0 = Z2. We have 3 possibilities for the basic chain in G2.
A1) G2(n+1)−1 =
1⊔
j=0
(
Gn+1 × Gn+1  j(gn,0)
)= Gn × Gn+1,
G2(n+1)−2 =
1⊔
j=0
(
G2(n+1)−1  j(0, gn)
)= Gn × Gn,
A2) G2(n+1)−1 =
1⊔
j=0
(
Gn+1 × Gn+1  j(0, gn)
)= Gn+1 × Gn,
G2(n+1)−2 =
1⊔(
G2(n+1)−1  j(gn,0)
)= Gn × Gn,
j=0
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1⊔
j=0
(
Gn+1 × Gn+1  j(gn, gn)
)
,
G2(n+1)−2 =
1⊔
j=0
(
G2(n+1)−1  j(0, gn)
)
.
In case A1) we have the basic system as follows
g2(n+1)−1 = (gn,0), g2(n+1)−2 = (0, gn).
We can write the dilation operator A2 in the form A2(x(0), x(1)) = (Ax(1), x(0)), where A is one-dimensional dilation operator.
Indeed
A2(g2(n+1)−1) = A2(gn,0) = (A0, gn) = (0, gn) = g2(n+1)−2,
A2(g2(n+1)−2) = A2(0, gn) = (Agn,0) = (gn−1,0) = g2n−1.
We will ﬁnd a scaling function ϕ(x) = ϕ(x(0), x(1)) with condition |ϕˆ(χ)| = 1G0(χ) as a solution of reﬁnement equation
ϕ(x) =
∑
h∈H(1)0
Chϕ(x −˙ h),
where H(1)0 = {α−1g−1}. In [23] it was proved, that
ϕ(x) = 1G0(x),
ψl(x) = rl0(x)1G0(x) (l = 1).
Since
r0(x)
{
1, x ∈ G+1 = G0 × G1,
−1, x ∈ G0 × (G0 \ G1),
we can write the wavelet function ψ1(x) in the form
ψ1
(
x(0), x(1)
)= r0(x(1))1G0(x(0), x(1)).
The wavelet ψ1 may be obtained from separable MRA [30,27]. Using separable MRA, we ﬁnd 3 wavelet functions
ψ{1}
(
x(0), x(1)
)= r0(x(1))1G0×G0(x(0), x(1))= ψ1(x(0), x(1)),
ψ{0}
(
x(0), x(1)
)= r0(x(0))1G0×G0(x(0), x(1))
= 1√
2
(
ψ1
(
A2
(
x(0), x(1)
))+ ψ1(A2(x(0), x(1))− (g−1,0))),
ψ{0,1}
(
x(0), x(1)
)= r0(x(0))r0(x(1))1G0×G0(x(0), x(1))
= 1√
2
(
ψ1
(
A2
(
x(0), x(1)
))− ψ1(A2(x(0), x(1))− (g−1,0)))
which may be written over unique wavelet ψ1. The dilation operator for wavelet system ψ{1} , ψ{0} , ψ{0,2} is A˜2(x(0), x(1)) =
(Ax(0), Ax(1)). It is evident A22 = A˜2.
In the case A3) we take the basic system as follows
g2(n+1)−1 = (gn −˙ gn+1, gn  gn+1) ∈ G2(n+1)−1 \ G2(n+1),
g2(n+1)−2 = (gn, ggn+1) ∈ G2n \ G2(n+1)−1,
and deﬁne the dilation operator A2 in the standard way. Using the equation 2gn = gn+1 we can write the operator A2 in
the following way
A2
(
x
y
)
=
(
A A
−˙A A
)(
x
y
)
=
(
A(x y)
A(−˙x y)
)
.
We will ﬁnd a scaling function ϕ(x) = ϕ(x(0), x(1)) with condition |ϕˆ(χ)| = 1G0(χ) as solution of reﬁnable equation
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∑
h∈H(1)0
Chϕ(x −˙ h).
We know that
ϕ(x) = 1G0(x), ψl(x) = rl0(x)1G0(x) (l = 1).
Using the deﬁnition of G0 and G1 we ﬁnd
ψ1
(
x(0), x(1)
)= ϕ(A2x) − ϕ(A2x −˙ (g1, g1)).
This wavelet was constructed by E.J. King and M.A. Skopina in [19]. The matrix
(
A A
−˙A A
)
is an analog of Quincunx matrix.
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