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Abstract
In this paper, we consider a frequency-division duplexing (FDD) multiple-user multiple-input-single-
output (MU-MISO) wireless-powered communication network (WPCN) consisting of one hybrid data-
and-energy access point (HAP) with multiple antennas which coordinates energy/information transfer
to/from several single-antenna wireless devices (WD). Typically, in such a system, wireless energy
transfer (WET) requires such techniques as energy beamforming (EB) for efficient transfer of energy
to the WDs. Yet, efficient EB can only be accomplished if channel state information (CSI) is available
to the transmitter, which, in FDD systems is only achieved through uplink (UL) feedback. Therefore,
while in our scheme we use the downlink (DL) channels for WET only, the UL channel frames are split
into two phases: the CSI feedback phase during which the WDs feed CSI back to the HAP and the WIT
phase where the HAP performs wireless information transmission (WIT) via space-division-multiple-
access (SDMA). To ensure rate fairness among the WDs, this paper maximizes the minimum WIT data
rate among the WDs. Using an iterative solution, the original optimization problem can be relaxed into
two sub-problems whose convexity conditions are derived. Finally, the behavior of this system when
the number of HAP antennas increases is analyzed. Simulation results verify the truthfulness of our
analysis.
Index Terms
CSI feedback, WPCN, energy beamforming, throughput, rate fairness, doubly near-far effect, MU-
MISO
I. INTRODUCTION
The limited lifetime of battery-powered wireless devices (WD)s in a conventional wireless
communication network has always been a fundamental bottleneck for which the only solu-
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2tion has been to manually replace or recharge the batteries after depletion. Yet, there exists
applications where doing so is laborious or even impractical1. Wireless-powered communication
(WPC) has recently emerged as a promising solution to prolong the lifetime of such energy-
constrained WDs [1], [2]. WPC can be used in a variety of applications, such as IOT networks,
RFID systems, and wireless sensor networks (WSNs) [3], [4]. It uses RF-enabled wireless energy
transfer (WET) [1] as a means to wirelessly supply the energy of WDs, thus enabling them to
function seamlessly without the need of battery replacement/ recharging. WET can be defined
as the use of electromagnetic (EM) waves to transfer energy from an energy transmitter (ET) to
an energy receiver (ER) over the air [2].
As with many new technologies, WET raises its own issues however. First, since the power
signal from the transmitter is severely attenuated over distance, the problem of transferring
sufficient energy over even moderately large distances is not trivial. Second, in many cases there
are multiple ERs which could all be mobile. Therefore, the scheme needs to be adaptable to
multiple receivers and at the same time robust to mobile scenarios [1]. When multiple antennas
are available at the ET, the solution is to carefully weight the transmitted signals from different
antennas in such a way that they superimpose constructively at the ERs and destructively
everywhere else [3]. This technique, referred to as energy beamforming (EB), results in the
concentration of the transmitted wave into narrow beams, and thus enables the ET to deliver
ample energy to the ERs [2], [5], [6].
WET has been studied in a number of works. In [7], the probability of outage, and in [8]–[10],
channel acquisition and training methods for WET systems have been studied. In [6] fairness-
aware EB methods were investigated and in [2] a pareto optimal energy beamformer (EB) was
derived. In what follows, we concentrate on a crucial application of WET, namely, WPC.
A. Wireless Powered Communication
WPC is the result of using WET in a wireless communication network whose purpose is
wireless information transmission (WIT). There are currently two different lines of research in
WPC: simultaneous wireless information and power transfer (SWIPT) [5] and wireless powered
communication network (WPCN) [2], [11]. In SWIPT, both energy and information are carried
via the same RF signal, while in WPCN the AP transfers energy to the WDs in downlink (DL),
1Consider, for example, a large number of WDs deployed in a large area, or a sensor implanted in the human body.
3and the WDs perform uplink (UL) WIT using the harvested energy. This means that, conceptually
in SWIPT, data is transmitted to the ER, whereas it is transmitted by the ER in case of WPCN.
Although in both cases of WPCN and SWIPT, the harvested energy decays rapidly with respect
to the distance between the wireless device (WD) and the AP, power constraints for WPCN are
more stringent than those of SWIPT. This is so because, while in SWIPT the harvested energy is
only needed to keep the WDs alive for energy harvesting (EH) and information decoding (ID), in
WPCN the transmitted power in the UL WIT is supplied by the DL WET. This is fundamentally
more difficult as the WD is now required to actively transmit, rather than silently “listen”.
WPCNs have been recently studied in the literature. References [1] and [3], for instance,
provide overviews of possible WPCN configurations and the techniques employed in such
networks. In what follows we briefly discuss the challenges encountered in designing a WPCN
with regard to our design paradigm and introduce some of the relevant papers that discuss such
issues.
1) Duplexing: The most fundamental challenge in WPCN (and SWIPT) design is the so-
called energy-information trade-off. This trade-off exists because energy and information both
use the same communication resources, such as time and bandwidth (BW). Since in WPCNs
information and energy are transferred in different directions, this trade-off is achieved via
duplexing techniques in such networks.
• When time-division duplexing (TDD) is used [2], [11]–[20], the challenge is to determine the
optimal time lengths during which the UL WIT and the DL WET occur while the advantage
is that channel reciprocity may be taken advantage of for channel state informtion (CSI)
acquisition at the transmitter when multiple antennas are available there [21]. Yet, due to the
orthogonal time allocations of the DL and UL channels, WET can not occur continuously.
This is a restriction for energy transmitters having a peak transmit power, limiting the total
amount of delivered energy.
• Although frequency division duplexing (FDD) has not been thoroughly studied in WPCNs,
it has been more successfully implemented in wireless communication networks in general
[21]. When used in WPCNs [20], [22], [23], the total available BW should be optimally
allocated to the DL and UL channels. However, since channel receiprocity does not apply to
such a system, the CSI must be fed back to the access point [21]–[24]. Hence, the optimum
design should specify how much CSI feedback is needed to achieve the best performance.
In this scheme, however, the energy may be continuously transmitted, posing less restriction
4to the peak transmit power.
2) Multiple Access: While single-device scenarios have been considered in [16], [19], [22],
[23], [25], WPCNs may also be used for multiple WDs [2], [13], [14], [17], [18]. When multiple
devices are considered, multiple access techniques should be utilized for the UL channels. In
[12], [14], [18] TDMA is used for which the challenge is to optimally partition the frame length
into orthogonal time slots serving different WDs. When the HAP is equipped with multiple
antennas, space-division-multiple-access (SDMA) may be utilized [2], [11], [15] which enjoys a
higher spectrum efficiency than TDMA. Finally, in [13] non-orthogonal multiple access (NOMA)
technique has been employed. Note that due to the intrinsic broadcast property of wireless
transmission, the transmitted energy in the DL can be harvested by all WDs and multiple
access techniques are pointless for WIT. Nevertheless, when the HAP is equipped with multiple
antennas, EB may be utilized to generate multiple beams aimed at multiple WDs. This may be
viewed as a multiple access technique for energy where the purpose is to send desired amounts
of energy to each WD.
3) Fairness: WPCNs can have separate APs for the purpose of information reception and
energy transmission for which case the APs are referred to as data access points (DAPs) and
energy access points (EAPs) respectively [25]. On the other hand, the DAP and EAP may be
collocated in which case it is called a hybrid access point (HAP). References [2], [11]–[13],
[16], [17] consider a system with a HAP, while in [14], [22], [25] both scenarios are considered.
When HAPs are emplyed, the WDs located far from the HAP, harvest less energy in each block
compared to the closer WDs. Furthermore, if they are to enjoye the same SINR and hence
throughput, WDs located far from the HAP should consume more power when transmitting data
in the UL compared to closer WDs [3]. This creates a severely unfair situation referred to as
the doubly near-far effect [11] which substantially starves far WDs of rate if rate fairness is
not considered. To address the this issue, in [2], [11] maximizing the minimum rate, among the
WDs is considered.
B. This Paper
In this paper, a FDD multiple-user multiple-input-single-output (MU-MISO) WPCN consisting
of one HAP with multiple antennas and a set of distributed single-antenna WDs, as illustrated
in Fig. 1, is studied.
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Fig. 1. Schematic of a WPCN employing multiple antennas at the HAP.
We try to address all of the aforementioned challenges for a FDD MU-MISO WPCN; specif-
ically
• Given a certain amount of available BW, the maximum allowed power spectrum density,
and a fixed frame length, the optimal UL and DL BWs as well as the optimal amount of
CSI feedback time lengths are calculated.
• It is shown that, under finite-rate CSI feedback, the beamformer for this problem can be
pareto optimal when each WD sends at least one feedback bit.
• To ensure rate fairness among the WDs, the optimization is performed such that the mini-
mum throughput among the WDs, referred to as the minimum WIT data rate, is maximized.
In order to achieve this, the HAP allocates more wireless power to the WDs located farther
away from the HAP relative to the others.
• We will define a metric called the fairness radius which describes a circular boundary
around the HAP. We will show that the WDs whose distances to the HAP are greater or
equal to this radius achieve equal data rates and those whose distances are less than this
radius attain higher data rates than the rest of the WDs.
• It is shown that as the number of HAP antennas goes to infinity, the optimal CSI feedback
phase time length ratio, the optimal DL BW ratio, and the fairness radius tend to zero.
We will use bold lower-case and upper-case letters for column vectors and matrices respec-
tively, non-bold lower or upper-case Latin or Greek letters for scalars, and caligraphic letters
6for sets. For any arbitrary m by n matrix (m-vector) A(a), AT (aT ) and AH(aH) represent its
transpose and conjugate transpose respectively. Defining sets S ⊂ {1, ...,m}, and T ⊂ {1, ..., n},
submatrix [A]S,T (subvector [a]S) is a matrix (vector) whose elements are [A]i, j, ∀i ∈ S, j ∈ T
([a]i, ∀i ∈ S) in the original column and row order (original order). 1n, 0n, and ek will be
used to represent all-one, all-zero and the k-th canonical basis vector of Rn (a vector of all
zeros, except for the k-th place, where it is one), while In will represent as an identity matrix
of order n. For two vectors a and b of the same dimension, a ⊙ b represents the element-wise
or the Hadamard product. In a small abuse of notation, we interpret vector exponentiation in an
element-wise fashion; i.e. for a ∈ CK×1 and d ∈ C, vectors b = ad and c = da are vectors of
the same dimension as a for which bi = a
d
i
, ci = d
ai, ∀i, 1 ≤ i ≤ K . Furthermore, for vector
a ∈ RK×1, {a}+ is a vector of the same dimension for which {a}+
k
= max{ak, 0} and for vector
a ∈ CK×1, diag{a} is a diagonal matrix A of order K for which [A]ii = ai ∀i, 1 ≤ i ≤ K . We
overload inequality symbols to apply to real vectors of the same dimension in a componentwise
fashion. That is, for a, b ∈ RK×1, a < b (a ≤ b) means ai < bi (ai ≤ bi) ∀i, 1 ≤ i ≤ K . Finally,
E{·} stands for the statistical expectation operator and ‖a‖p is used to represent the p-norm of
vector a.
In section II, we present the system model which consists of the frame structures and data
rates, transfer and consumption of power to and in the WDs, as well as the representation of
the UL and DL channels in the system. In addition, a table of notations will be provided for
future reference. We next solve what we call the forward problem; that is, we derive an explicit
expression for the UL WIT data rates of all WDs in terms of all parameters of the problem. In
order to do so, we need to study the UL and DL channels separately, and then equate the harvested
power in the DL to the consumed power in the UL, tying together the two channels. Based on
the results obtained, in section IV of the paper, these parameters are optimized such that the
minimum UL WIT data rate among all WDs is maximized. We then analyze the performance of
the system in asymptotic regime when the number of antennas goes to infinity. The next section
provides simulation results to examine the truthfulness of our analytical findings as well as to
offer the reader some interesting intuition. The paper is finally concluded in section VII.
II. SYSTEM MODEL
Consider a single-cell FDD WPCN consisting of a HAP equipped with M antennas and K
single-antenna WDs denoted by WDk, k ∈ K = {1, ...,K}. We assume that the WDs are sorted
7Fig. 2. Frame structure. Top: Downlink Bottom: Uplink
in an increasing order of their distances to the HAP. We begin describing the model of this
system with its frame structure which explains how different phases of information or power
transmission are scheduled. Then, we describe power transmission: the HAP sends a certain
amount of power to each WD and the WDs harvest a portion of that power along with some
additional interference power and utilize it to send data and feedback to the HAP. Finally, the
UL and DL communication channels are characterized in the last subsection.
A. Frame Structure and Data Rates
The HAP spends the whole frame length, designated as T , transmitting wireless energy to
the WDs. Using the harvested energy and through SDMA, all WDs, on the other hand, send
data to the HAP in time (1 − α)T , and send CSI feedback in time αT , where α is the CSI
feedback phase time length ratio and should satisfy 0 ≤ α ≤ 1. We represent the k-th WD
average UL data rate associated with the CSI feedback phase and the WIT phase by r f ,k = αrk
and rw,k = (1 − α)rk respectively, where rk is the total UL data rate for the k-th WD. In the
following sections, we will be switching back and forth between scalar notations, rk, f , rk,w, and
rk ; and r
f , rw, and r frequently. It is further assumed that the HAP and all WDs are perfectly
synchronized. The UL and DL frame structures are shown in Fig. 2.
8B. Power and Energy
We assume the HAP has access to a permanent wired power supply but the WDs only receive
wireless energy from the HAP through WET. In particular, the HAP continuously transmits
modulated power signals [1] to the WDs with a maximum power spectral density of smax in
a BW of βB, where β is the DL BW ratio and B is the total BW. We assume the power is
transmitted with maximum power spectral density smax and so the total DL transmit power
is βsmaxB. However, the total DL transmit power βsmaxB should not exceed maximum HAP
power budget Pb > 0. Moreover, the distribution of the harvested power among the WDs is
not uniform. In fact, as will be shown later, the HAP should send more power to WDs located
farther from the HAP than those closer to it. This is achieved through energy allocation weight
vector ξ ∈ RK×1 which, because of the positivity of energy and the total DL power constraint,
should satisfy ξ ≥ 0, and ‖ξ‖1 = 1 respectively.
On the other hand, the expected harvested energy by wireless devices 1 through K is repre-
sented by expected harvested energy vector ε ∈ RK×1. In our model, data transmission by WDs
consumes all of the harvested power which is safe to assume for most low-power circuits. In
addition, because of the zero-forcing (ZF) receivers we will later employ at the HAP, the UL
data transmission of the WDs cause no interference to each other and hence there is no reason
not to transmit with maximum power [24]. As a result, the WDs transmit with constant UL
power vector pu = T
−1ε which means that the UL WIT and CSI feedback phases use equal
powers. As a result, the energy consumed in these phases becomes proportional to their time
lengths, i.e. (1 − α), and α respectively.
Note that we assume there is no power loss in the system, i.e. the AP and the WDs transmit
and receive with absolute efficiency respectively. In addition, our analysis only holds at the
steady state where in each frame the amount of energy the WDs harvest is equal to the amount
of energy they transmit.
C. Uplink and Downlink Channels
We assume no dominant line-of-sight propagation path between the HAP and the WDs exist
and therefore we adapt the Rayleigh fading model for both the DL and UL channels. In what
follows we describe how the UL and DL channels are described using this model.
9Assuming gu,i , i ∈ K are M-component UL channel vectors, we define the UL channel matrix
by compiling gu,i into a matrix Gu =
[
gu,1 gu,2 . . . gu,K
]
∈ CM×K where Gu is modeled as
Gu = Hudiag
{
b1/2
}
,
in which Hu ∈ CM×K is the UL Rayleigh fading coefficient matrix satisfying [Hu]mk ∼ CN (0, 1),
where CN (µ, σ2) stands for circularly symmetric complex gaussian (CSCG) random variable
with mean µ and variance σ2, ∼ stands for “distributed as”, and b is the K-component large-
scale fading coefficient vector each element of which, bk , is assumed to be a known constant
both at the HAP and WDk modeling channel path loss between the HAP and WDk [2], [27].
We assume the following long-term fading model holds
b = c0d
δ
0 d
−δ, (1)
where c0 is a constant representing attenuation at the reference distance d0, δ > 0 is the pathloss
exponent and d is the K-component distance vector of the WDs to the HAP.
Similarly, let us assume gd,i, i ∈ K are M-component DL channel vectors and define the DL
channel matrix by compiling gd,i into a matrix Gd ∈ CM×K and model Gd as Gd = H ddiag{b1/2}
where H d ∈ CM×K is the DL Rayleigh fading coefficient matrix satisfying [H d]mk ∼ CN (0, 1)
[2].
The DL channel vector gd,k for WDk is estimated and then sent back to the HAP via CSI
feedback. We assume that the DL channel vector is estimated sufficiently well at each WD such
that channel estimation error incurs negligible performance degradation. The HAP receives the
quantized, and normalized fed-back DL channel vector g˜d,k which we call fed-back DL channel
vector for brevity. For the sake of consistency of notation, these vectors are represented as
columns of quantized, and normalized fed-back DL channel matrix G˜d which we call fed-back
DL channel matrix for brevity.
Lastly, we assume that the BW allocated to DL and UL channels are βB and (1 − β)B
respectively and that both channels are quasi-static flat-fading, where Gd, Gu and consequently
G˜d are constant during each block, but can change from one block to another in accordance
with the fading probability density function (PDF). The latter assumption, called block fading, is
reasonable to make in systems with stationary nodes or systems where nodes move at walking
speed.
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TABLE I
TABLE OF NOTATIONS.
Parameter Description Dimension
M Number of HAP antennas R
K Number of WDs R
α CSI feedback phase time length ratio R
β CSI feedback phase time length ratio R
r Total UL data rate RK
rw UL WIT data rate R
K
r f UL Feedback data rate R
K
smax maximum power spectral density R
B Total Bandwidth R
Pb Maximum HAP power budget R
ξ energy allocation weight vector RM
pu UL power vector R
M
ε expected harvested energy vector RM
gu,i UL channel vector C
M
gd,i DL channel vector C
M
Gu UL channel matrix C
M×K
Gd DL channel matrix C
M×K
Hu UL Rayleigh fading coefficient matrix C
M×K
Hd DL Rayleigh fading coefficient matrix C
M×K
b large-scale fading coefficient vector CK
g˜d,i fed-back DL channel vector C
M
G˜d fed-back DL channel matrix C
M×K
c0 constant attenuation at the reference distance d0 R
δ pathloss exponent R
III. THE FORWARD PROBLEM
In this section, we analyze the UL and DL channels to solve the forward problem of calculating
the WIT data rate for every WD in term of the optimization varaiables. In other words, we will
derive an explicit formula for rw(α, β, ξ).
Note that vector rw is a UL parameter. On the other hand, while α and β are related to both
DL and UL, ξ is related to DL only. As a result, to arrive at the desired formula, we will first
examine the UL and DL channels separately, and then we will combine the results to arrive at
11
the final explicit formula.
A. Uplink Transmission
As mentioned earlier, the UL transmission consists of two phases, namely a CSI feedback phase
of length αT and a WIT phase of length (1 − α)T which we will analyze in this subsection. In
particular, we derive a formula for the total UL data rate of the k-th WD and express the DL
channel vector error incurred through feedback in terms of CSI feedback phase time length ratio
α.
1) Wireless Information Transmission: Let y be the M-component received complex baseband
signal vector at the HAP in the WIT or CSI feedback phase
y = Gu
(
p
1/2
u ⊙ s
)
+ nu, (2)
where s ∼ CN (0K, IK ) is the K-component UL information carrying signal vector, and nu ∼
CN (0M, σ2u,nIM ) is the M-component UL noise vector, where σ2u,n is the UL noise variance. A
linear detector is used at the HAP to detect the signal transmitted by WDs. Here, we use the
ZF detector
A = Gu
(
GHu Gu
)−1
, (3)
which yields K-component detected signal vector r given by
r = AHGu
(
p
1/2
u ⊙ s
)
+ AHnu. (4)
Letting ai denote the i-th column of A, the k-th WD’s detected signal, shown by rk can be
expressed as
rk =
√
pu,ka
H
k gu,ksk +
K∑
i=1,i,k
√
pu,ia
H
k gu,isi + a
H
k nu, (5)
using which we can calculate γk , the signal-to-interference-plus-noise-ratio (SINR) for WDk
γk =
pu,k
aH
k
g˜u,k
2∑K
i=1,i,k pu,i
aH
k
g˜u,i
2 + aH
k
ak
σ2u,n, (6)
and the achievable total UL data rate forWDk can therefore be written as rk = BE
{
log2 (1 + γk)
}
,
where B is the UL BW. A lower bound for the total UL data rate for WDk is r˜k
rk ≥ r˜k ≡ (1 − β)B log2 (1 + γ˜k) , (7)
12
where
γ˜−1k = E

∑K
i=1,i,k pu,i
aH
k
gu,w,i
2
+
aH
k
ak
σ2u,n
pu,k
aH
k
gu,w,k
2
. (8)
Following a procedure similar to that in [2, lemma 4], we can simplify this expression to
γ˜k =
pu,k (M − K) bk
σ2u,n
, M > K . (9)
It should be emphasized that the analysis in this subsection applies to both phases in the
UL transmission. In the rest of the paper, we will assume M > K and use γ and r in lieu of
diacritical characters γ˜ and r˜ . Therefore, using the definition for rw and (7)
rw = (1 − α)(1 − β)B log2(1 + γ). (10)
2) CSI Feedback: In the CSI feedback phase, the directions of the estimated channel vectors
are fed back to the HAP via CSI feedback. This is done using a so-called codebook, known both
to the HAP and the WDs. Consequently, the WDs only need to send the index of the closest
code (vector) to the HAP, hence feeding-back the channel information.
Note that, generally, the optimal vector quantizer for this problem is not known. One approach
for creating the codebook is to choose all of the quantization vectors independently from the
isotropic distribution on a unit sphere of M-dimensions [24], [28], a technique referred to as
Random Vector Quantization (RVQ). RVQ is easy to analyze and its performance is very close
to optimal quantization [24].
We assume that the number of feedback bits for WDk is given by nk = Tr f ,k and define the
DL channel vector feedback quantization error for WDk as
σ2u, f ,k ≡ EG˜,Gˆ
{
sin2
(
∠(g˜d,k, gd,k)
)}
. (11)
In [24] it was shown that
σ2u, f ,k = 2
nk β
(
2nk,
M
M − 1
)
< 2−
nk
M−1 , (12)
where β(·) is the beta function defined by β(p, q) = Γ(p)Γ(q)
Γ(p+q) , where Γ(·) is the gamma function.
This upper error bound will be used in the DL section to derive the harvested energy formula.
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B. Downlink Transmission
The DL transmission consists of a DL WET phase only where the DL transmission power
βsmax is transferred via M-component beamforming vector w, where we assume ‖w‖2 = 1. This
vector is used to adjust the energy transmit direction adaptively according to the instantaneous
CSI of each frame [12]. WDs 1 through K receive the complex baseband signals zk, k ∈ K
where vector z ∈ RK×1 is expressed as
z =
√
BβsmaxG
H
d w + nd, (13)
in which nd ∼ CN
(
0K0
T
K, σ
2
d,n
I k
)
is used to represent the WD noise vector whose elements we
assume are negligible. As a result, the expected harvested energy vector is
ε = TBβsmaxEGd,Gˆd
{GHd w2} . (14)
In words, the expected harvested energy by WDk is proportional to the square of the vector
projection of the DL channel vector gd,k onto the beamforming vector w [6].
We now need to find the pareto optimal energy beamformer for this problem which maximizes
the harvested energy for a given energy allocation weight vector. This problem is formally defined
as the following vector optimization problem
maximize
w
ε(w), (15a)
subject to ‖w‖2 = 1. (15b)
This is an optimization problem with a vector-valued objective function for which the set of
achievable objective values does not have a maximum element, but rather a set of maximal
elements, hence the name pareto optimal [26]. In lemma 1 we obtain such a pareto optimal
beamformer and derive a simple sufficient condition of its pareto optimality.
Lemma 1: The pareto optimal beamformer can be written as a linear combination of the
normalized fed-back channel estimates
w = G˜dξ
1/2
, (16)
provided that each WD sends at least one feedback bit.
Proof : See Appendix A. 
Equation (16) means that the allocated energy should be sent along the quantized, and nor-
malized fed-back DL channel vectors of WDs. Therefore, in the absence of any feedback error,
14
the pareto optimal beamformer becomes a linear combination of the set of DL channel vectors.
Note that when the HAP intends to send energy to a single WD, for example wireless device
1, we have ξ1 = 1, ξi = 0, ∀i = 2, ...,K , and the beamforming vector reduces to w = g˜d,1, which
maximizes the harvested energy for a single WD and is known as maximum ratio transmission
(MRT) [12]. Therefore (16) is a direct extension of MRT. We expect that the more power the
HAP allocates to a DL channel vector, the more power the WD corresponding to that specific
DL channel vector receives. This is in fact true and is verified in lemma 2 where we derive the
amount of expected energy harvested by WDs.
Lemma 2: The expected harvested energy vector is given by
ε = TBβsmaxb ⊙ (Mξ), (17)
where M is the K ×K mixing power matrix for which [M]{k}{k} = M
(
1 − σ2
u, f ,k
)
, ∀k ∈ K and
whose off-diagonal elements are all one.
Proof : Following a similar procedure as that in [2, lemma 2] and using [29]
EGd |G˜d
[
gd,ig
H
d, j
]
= bi

0M0
T
M, i , j
σ2
u, f ,i
IM +
(
1 − σ2
u, f ,i
)
M g˜d,i g˜
H
d,i
, i = j
(18)
we can derive
εk = TBβsmaxbk
{
M
(
1 − σ2u, f ,k
)
ξk +
K∑
i=1,i,k
ξi
}
, (19)
which can be compactly written as (17). 
Two observations are in order. First, from the structure of the mixing power matrix M , not to
be confused with the number of HAP antennas M , we realize that, assuming DL channel vector
feedback quantization error for a particular WD is negligible, the energy harvested from the beam
aimed at this WD is multiplied by the number of HAP antennas M , while the power harvested
from beams aimed at other WDs is multiplied by one. We call the first and the second term
the beamed energy and the interference energy respectively. It is because of this multiplication
factor M that the HAP can control the distribution of power among the WDs. Second, whether
the multiplication factor M is effective depends upon the amount of DL channel vector feedback
quantization error as a large error makes the diagonal elements diminish. In the extreme case,
when nk = 0, the beamforming vector w becomes essentially random with respect to the channel
vector gd,k and hence the diagonal element for WDk becomes 1. This is verified mathematically
if we note that from (12), the expected value of the DL channel vector feedback quantization
15
error squared σ2
u, f ,k
is equal to 1 − 1/M at nk = 0. When the feedback is eliminated for all the
WDs, the harvested energy becomes ε = TBβsmaxb, at which point the HAP totally fails to
control the distribution of energy among the WDs.
C. Solution to the Forward Problem
So far, we have analyzed the DL and UL channels separately. Yet, these channels are coupled
through energy. In this subsection we combine the DL and UL formulas to obtain an explicit
expression of the total UL data rate for every WD in terms of our decision variables α, β and
ξ.
Using (9) and (17), the SINR vector can be written as
λ = Bβsmax
(M − K)
σ2u,n
b2 ⊙ (Mξ). (20)
Let us decompose M to arrive at a more intuitive formula
M = M′ − M′′, (21)
where M′s diagonal and off-diagonal elements are M and one respectively and M′′ = Mdiag{σ2
u, f
}.
Then γ can be written as γ = γmax − γloss where
γmax = Bβsmax
(M − K)
σ2u,n
b2 ⊙ (M′ξ) , (22)
γloss = Bβsmax
(M − K)
σ2u,n
b2 ⊙ (M′′ξ) . (23)
We can express γloss as
γloss = γmaxloss ⊙ σ2u, f , (24)
where
γmaxloss = Bβsmax
M (M − K)
σ2u,n
b2 ⊙ ξ. (25)
Combining equations (7), (12), and (24) we get
r = (1 − β)B log2
(
1 + γmax − γmaxloss ⊙ 2−α( TrM−1 )
)
. (26)
This equation means that the overall effect of CSI feedback is to reduce the SINR by γmaxloss ⊙
2−α( TrM−1) which is a decreasing function of α. This equation, however, is implicit, because the
WIT data rate loss for a WD is affected by the number of CSI feedback bits that is being
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transmitted which, itself depends upon the total UL data rate for that particular WD. In lemma
3, we derive an explicit formula for the UL data rate loss of every WD, from which the WIT
data rate may be easily calculated.
Lemma 3: The DL channel vector feedback quantization error for WDk is equal to
σ2u, f ,k =
1 + γmax
k(
1 + γmax
k
)1+α( TBM−1) − α ( TB
M−1
)
γmaxloss
k
. (27)
Proof : See Appendix B. 
Using (10), (24), and (27) we can get an explicit formula relating the WIT data rate of every
WD in terms of our decision variables
rw,k = (1 − α)(1 − β)B log2
©­­­«1 + γ
max
k −
γloss
k
(
1 + γmax
k
)
(
1 + γmax
k
)1+α( TBM−1) − α ( TB
M−1
)
γmaxloss
k
ª®®®¬ . (28)
We can now proceed to optimization.
IV. THROUGHPUT OPTIMIZATION
To optimize the throughput and improve the WIT data rates while attaining fairness, we
propose to maximize the minimum WIT data rate among all WDs ; that is, to solve the following
optimization problem
maximize
α,β,ξ
min
k∈K
rw,k(α, β, ξ), (29a)
subject to ξ ≥ 0, (29b)
‖ξ‖1 = 1, (29c)
0 ≤ β ≤ 1, (29d)
βBsmax < Pb, (29e)
0 ≤ α ≤ 1. (29f)
As can be seen, the optimization variables are CSI feedback phase time length ratio α, DL BW
ratio β, and energy allocation weight vector ξ which are interrelated as follows: The amount of
energy harvested by every WD in the WET phase is basically controlled by energy allocation
weight vector ξ and DL BW ratio β but is also affected by CSI accuracy. On the other hand,
CSI accuracy is dependent upon the DL channel vector feedback quantization error which is,
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in turn, determined by feedback data rate r f ,k . The feedback and WIT data rates for every WD
depend on the length of the feedback and WIT phases, i.e. αT and (1−α)T respectively, the UL
channel BW (1 − β)B, and the corresponding SINR at the HAP. Finally, the SINR at the HAP
is related to the harvested energy by the WD in question.
Solving (29) efficiently depends upon the fact that whether or not the problem is convex,
which, in turn, requires (29a) to be a concave function. Proving the concavity of (28), however,
is difficult. Instead, in order to prove the existence and uniqueness of the solution of (29), we
use (26) and assume it is solved recursively and therefore the data rate at the previous recursion
is constant; making (26) explicit at each iteration. Then, we prove the convexity of the WIT data
rate equation at each recursion and show the convergence of recursions through simulations. The
proof for concavity of (26) is given in the following lemma.
Lemma 4: When solved recursively, (26) is concave with recpect to α, β, and ξ.
Proof : Using (10) and (20)
rw = B(1 − α)(1 − β) log2
(
1 + Bβsmax
(M − K)
σ2u,n
b2 ⊙ (Mξ)
)
. (30)
Note that
diag {M} = M
(
1 − 2− 1M−1 n
)
= M
(
1 − 2− αTM−1 r
)
, (31)
therefore, assuming r is constant, M is a non-negative concave function of α. This means that
Bβsmax
(M−K)
σ2u,n
b2⊙(Mξ) is a product of non-negative affine with concave functions. As a result, it
is a log concave function. In addition, it can be shown that log2
(
1 + Bβsmax
(M−K)
σ2u,n
b2 ⊙ (Mξ)
)
and
therefore its product with affine functions; that is (1−α)(1−β) log2
(
1 + Bβsmax
(M−K)
σ2u,n
b2 ⊙ (Mξ)
)
is log-concave w.r.t. α, ξ, and β too. 
In what follows we proceed to find the optimal values of our decision variables one by one.
A. Energy Allocation Weight Vector
As distances of the WDs from the HAP can be widely different, DL signal attenuation and
hence the harvested power varies greatly among different WDs. Moreover, due to the UL signal
attenuation, farther WDs from the HAP have to transmit with greater power so that the received
signal at the HAP has the same SINR, a problem referred to as the “double near-far” [2], or
“doubly near-far” effect [3], [11]. Thus, the energy allocation weight vector needs to be chosen
in such a way as to cancel out this problem.
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Suppose that we can partition the WD index set K into two sets K f and Ku where K f ∩Ku =
 and K f ∪Ku = K. In theorem 1, the optimal energy allocation weight vector for this problem
is derived. Before that, however, lemma 5 characterizes WDk, k ∈ Ku.
Lemma 5: The only case where the WIT data-rate for a WD is different from the others is
when its energy allocation weight coefficient is zero.
Proof : Forcing the WIT data-rates for all WDs to be equal demands that the SINR at the
HAP be the same for every WD
Bβsmax
(M − K)
σ2u,n
b2 ⊙ (Mξ) = γc1, (32)
where γc is the common SINR value. Note, however, that this equation neglects the non-negativity
of ξ. The fact that some elements of ξ should be negative to ensure fairness means that fairness
cannot be achieved for such WDs. The best choice, then, is to set the energy allocation coefficient
of such WDs to zero. 
Based on this lemma, we can define sets K f and Ku as follows
K
f
m ⊂ K : [ξ]K fm > 0, (33a)
K
u
n ⊂ K : [ξ]Kun = 0, (33b)
where superscripts f and u stand for fair and unfair respectively. Assuming sets K f and Ku are
known, we now proceed to calculate the optimal energy allocation weight vector
Theorem 1: The optimal energy allocation weight vector ξ is given by
ξ
K
f = ‖M−1
K
f ,K f
b−2
K
f ‖−11 M−1K f ,K f b
−2
K
f , (34a)
ξKu = 0. (34b)
Proof : In lemma 5, we explained why the energy allocation vector of WDk, k ∈ Ku is set to
zero. On the other hand, for every WDk, k ∈ K f , the WIT data rate and as a result, the SINR
should be the same at the HAP
Bβsmax
(M − K)
σ2u,n
b2
K
f ⊙ (MK f ,K f ξK f ) = γc1, (35)
where γc is the common SINR whose value is determined upon normalization of ξ vector. The
solution to this equation is (34a). Note that the condition for pareto-optimality of the beamformer
(that is, each WD feeding back at least one bit) ensures invertibility of M and its submatrices.

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The procedure by which K f and Ku are determined is as follows. We begin by setting
K
f
= K, and Ku = . After computing the energy allocation weight vector, some of its elements
may be negative. If this is the case, then their indices should be added to Ku and excluded from
K
f and the vector should be recomputed. This process is repeated until the resulting energy
allocation weight vector is non-negative.
According to (1), as the distance of WDk, k ∈ K f to the HAP decreases, the large-scale
fading coefficient bk is increased. In a network having more than one WD, this, according to
(34a), leads to a decrease in the corresponding energy allocation weight coefficient ξk . As WDk
moves even closer to the HAP, ξk reaches zero, from which point onward k ∈ Ku and moving
the device closer to the HAP has no effect on ξk . On the other hand, doing so will further
increase bk , which, according to (30) increases rw,k . Qualitatively, bringing WDk closer to the
HAP without changing ξ will result WDk to receive more power than needed which gives rise
to a higher maximum WIT data rate than other WDs.
According to these definitions, (22), (23), (26), and assuming σ2
u, f
< 1
M
1
rk = rc, k ∈ K f , (36a)
rk > rc, ∀k ∈ Ku, (36b)
where rc is the common data rate in the fair region. This can be justified because, in addition
to the beamed energy controlled by ξ, every WD receives some interference energy as well.
At very low distances, the interference energy a WD receives alone might be sufficient or even
more than sufficient to power its UL transmission so as to achieve the desired UL WIT data rate.
Hence the corresponding energy allocation weight coefficient becomes zero at such distances.
Geometrically, as shown in Fig. 3, the area around the HAP can be divided into two regions:
the unfair region defined by 0 < d ≤ r f and the fair region defined by d > r f where d is the
distance to the HAP and r f is the fairness radius defined by the following theorem.
Theorem 2: The fairness radius is given by
r f =
2δ
√
vT d2δ
1 + 1T v
. (37)
Proof : The fairness radius is defined to be the distance at which the interference energy is
exactly equal to the energy needed for the WDs placed at this distance to achieve the intended
20
UL WIT data rate. In order to calculate this distance, we first simplify M−1 using the Sherman-
Morrison formula
M−1 = diag {v} − 1
1 + 1T v
vvT,
where v =
[
(M − 1)1 − Mσ2
u, f
]−1
. Next, we set the k-th element of ξ in (34a) to zero{
vk e
T
k −
vk
1 + 1T v
vT
}
b−2 = 0.
Simplification gives
b−1k =
√
vT b−2
1 + 1T v
.
Substituting the path loss model for b, (37) results. 
Note that, for a given system, the fairness radius is not fixed and depends on the distances
of the WDs to the HAP. Assuming the availability of full CSI at the HAP, v = (M − 1)−11 and
therefore
r f ≈ (M + K − 1)
−1
2δ ‖d‖2δ .
Since δ ≥ 2, this equation may further be approximated by
r f ≈ (M + K − 1)
−1
2δ ‖d‖∞. (38)
This formula simply means that the fairness radius roughly only depends on the maximum
distance of the WDs to the HAP. The closer the farthest WD is to the HAP, the lower this radius
becomes and vice versa.
B. Downlink Bandwidth Ratio
Now that the optimum ξ for a particular choice of α and β has been found, we can use this
information to simplify the optimization problem (29)
Lemma 6: Having computed ξ∗, the optimal α and β can be calculated from the following
simplified optimization problem
maximize
α,β
rw,K (α, β, ξ∗), (39a)
subject to (29b) − (29e). (39b)
Proof: From (29), α and β are the maximizers of mink∈K rw,k(α, β, ξ). Yet, assuming ξ = ξ∗
and considering (36),
min
k∈K
rw,k(α, β, ξ) = min
k∈K f
rw,k(α, β, ξ∗).
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Fig. 3. The area around the HAP is divided into a fair and an unfair region defined by the fairness radius rf .
On the other hand, it is clear that the fair region always includes the farthest WD from the HAP,
i.e. K ∈ K f which completes the proof. 
Increasing the DL BW by increasing DL BW ratio β increases the harvested power by the WDs
which leads to a higher SNR at the HAP and ultimately a higher WIT data rate. Nevertheless,
increasing the DL BW at the same time decreases the UL BW which directly decreases the WIT
data rate. Hence, an optimal value for the DL BW ratio exists which we will subsequently find.
In the following theorem, to show the dependence on β explicitly, instead of γk , γ
max
k
, and
γmaxloss
k
, we will use γ¯k = γk/β, γ¯maxk = γmaxk /β, and γ¯maxlossk = γmaxlossk /β respectively.
Theorem 3: The optimal DL BW ratio is given by
β(ξ) = min
{
γ¯max
K
+ 1
γ¯max
K
W0
(
e
(
γ¯max
K
+ 1
) ) − 1
γ¯max
K
,
Pb
Bsmax
}
, (40)
where W0 (·) is the principal branch of the Lambert W function.
Proof : Taking the derivative of (7) for k = K with respect to β, we get
ln 2
∂rK
∂β
=
γ¯KB (1 − β)
1 + βγ¯K
− Bln (1 + βγ¯K) .
Setting ∂rK
∂β
= 0 yields
γ¯K+1
1+βγ¯K
e
γ¯K+1
1+βγ¯K = e (γ¯K + 1) , the solution to which is
β =
γ¯K + 1
γ¯KW0 (e (γ¯K + 1))
− 1
γ¯K
,
where the principal branch of the Lambert-W function is used because its argument is always
positive.
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Now, imposing (29e) upon this equation gives (40). It can be shown that for γK > 0 we have
β > 0. On the other hand, we earlier assumed Pb ≤ Bsmax. Therefore, (29d) is satisfied as well.

In a power-constrained system, the first argument of the min operator and in a BW-constrained
system the second argument takes hold.
C. CSI Feedback Phase Time Length Ratio
Increasing α improves CSI knowledge at the HAP which increases the WIT data rate. At the
same time, however, it decreases the WIT phase time length which lowers the WIT data rate.
So, an optimal value for α exists which we will subsequently find.
Using (39), we derive an iterative solution for the optimal CSI feedback phase time length
ratio in theorem 4. Nevertheless, before that, we shall prove the optimization problem (39) is
convex w.r.t α2.
Lemma 7: Optimization problem (39) is convex w.r.t α.
Proof : Please refer to Appendix C. 
Now we can proceed to find the optimal α.
Theorem 4: The optimal α, denoted by α∗ is given by
α∗ = argmax
α∈{α1,α∞}
rw,K, (41)
where
α∞ = lim
n→∞αn, (42a)
αn+1 =
M−1
TB(1−β) log2
(
γmaxloss
K
(
TB ln 2
1−β
M−1+1
)
1+γmax
K
)
log2
(
1 + γmax
K
− (1+γ
max
K
)γmaxloss
K
(1+γmax
K
)αn( TBM−1 )+1−αn( TBM−1)γmaxlossK
) , (42b)
α1 = 0, (42c)
and n ∈ N is the iteration number. Note that, in practice, a few iterations are sufficient.
Proof : Rewriting the K-th element of (26) in terms of rw,K gives
rw,K = (1 − α) (1 − β) Blog2
(
1 + γmaxK − γmaxlossK 2
− α
1−α
(
Trw,K
M−1
) )
.
2Note that in lemma 4 we showed that the problem is quasiconvex. But quasi-convexity is not enough for the convergence
of an iterative solution to a global optimum.
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Taking derivative with respect to α and setting
∂rw,K
∂α
= 0 results in
TBγmaxloss
K
2
− α
1−α
(
Trw,K
M−1
)
M−1
(
1−β
1−αrw,K
)
1 + γmax
K
− γmaxloss
K
2
− α
1−α
(
Trw,K
M−1
) = rK .
Using (28) as well as the definition for rw,K , gives
α∞ =
M−1
TB(1−β) log2
(
γmaxloss
K
(
TB
1−β
M−1+1
)
1+γmax
K
)
log2
(
1 + γmax
K
− (1+γ
max
K )γmaxlossK
(1+γmaxK )α∞(
TB
M−1)+1−α∞( TBM−1)γmaxlossK
) ,
On the other hand, rw,K is 0 for α = 1 and so we do not have to check for this boundary value.

D. Algorithm
The formulae for the optimum value of α, β, and ξ depend on (α, β, ξ), (ξ), and (α, β, ξ)
respectively. Thus, a new set of values computed for α and β makes the value computed for
ξ no longer optimum and vice versa. As a result, the optimal parameters should be found
iteratively. arxHere we present an algorithm that will calculate the optimum parameters ξ∗, α∗,
and β∗. The procedure is outlined in Alg. 1. Note that the parameters have been initialized with
their asymptotic values to be calculated in the next section. The exception is β where an initial
value of zero makes the data rate fall to zero, rendering the feedback useless.
V. ASYMPTOTIC BEHAVIOR
In this section we will study the asymptotic behavior of our system as the number of HAP
antennas M goes to infinity. This is especially important because today’s trend toward multiple
antenna communication system’s design is to increase the number of antennas to gain the many
benefits of operating in the massive multiple-input-multiple-output (MIMO) regime [27]. Addi-
tionally, as mentioned previously, we use these asymptotics for initialization of the optimization
algorithm.
In corollary 1, we obtain the asymptotic value of the energy allocation weight vector.
Corollary 1: As M tends to infinity, the asymptotic value of the optimal ξ is given by
ξasym =
b−2−1
1
b−2. (43)
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Algorithm 1: MU-MISO WPCN optimization
Data: B,T,M, smax, d,K
Result: ξ∗, α∗, β∗
1 begin
2 Initialize ǫ1, ǫ2 // Error Tolerances
3 Initialize c0, d0, δ // Constants
4 Compute b from (1)
5 k ← 0
6 α
(k)
new ← 0
7 β(k) ← Pb
Bsmax
8 ξ(k) ← ‖b−2‖−1
1
b−2
9 while
ξ(k) − ξ(k+1)
2
< ǫ1 do
10 k ← k + 1
11 Compute β(k) from (40)
12 while |α(k)new − α(k)old | < ǫ2 do
13 α
(k)
old
← α(k)new
14 Compute α
(k)
new from (41)
15 end
16 K
f
new ← {1, ...,M}
17 K
u
new ← 
18 K
f
old
← 
19 K
u
old ← {1, ...,M}
20 while K f
old
= K fnew do
21 ξ
K
f ← M−1
K
f ,K f
b−2
K
f
22 ξ
K
f ←
ξ
K
f
−1
1
ξ
K
f // Normalizing the vector
23 ξKu ← 0
24 K
f
old
← Kunew
25 K
f
old
← Kunew
26 K
f
new ← ( f1, ..., fk) ⊂ K where ξ fi > 0
27 K
u
new ← ( f1, ..., fl) ⊂ K where ξui ≤ 0
28 end
29 end
30 end
31 rw = (1 − α(k)new)r
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Proof : Assuming M goes to infinity, we can show that
α
(
TB
M − 1
)
γmaxlossk → c1αM →∞,
where c1 is a constant. But, according to (27), σu, f → 0, and as a result M → M I . Substituting
this into (34), (43) results. 
Note that, in contrast to ξ∗, non of the elements of ξasym ever become zero. This is due to
the fact that with an infinite number of HAP antennas, the interference power goes to zero. This
effect is alternatively explained by the asymptotic behavior of the fairness radius described in
the following corollary which we state without proof.
Corollary 2: As M goes to infinity, the fairness radius r f becomes
r
asym
f
= O
(
M−
1
2δ
)
→ 0. (44)
Proof: The proof is simple and follows by taking the limit of (37) as M tends to infinity. 
From (17), for small M , the interference energy is not negligible compared with the beam-
formed energy which means sufficient interference energy to supply the WDs can reach up to a
large distance from the HAP. As a result, the fairness radius is large. However, as the number of
HAP antennas M is increased, the interference power decreases, making it sufficient to supply
the power of WDs only at small distances from the HAP. Therefore, the fairness radius decreases.
As M goes to infinity, the interference energy vanishes, making the fairness radius reach zero.
Next, the asymptotic value of β is given.
Corollary 3: As M goes to infinity, the optimal DL BW ratio β tends to
βasym → 1
W0 (eγ¯K )
→ 1
ln (γ¯K )
→ 0. (45)
Proof : As M increases without bound, the first argument of the min operator in (40) takes
hold and goes to zero. Its limit is given by (45) 
This means that as the number of HAP antennas increases unboundedly, the HAP, instead of
modulated power signals, may transfer the power using a single tone.
In the following corollary, we find the asymptotic behavior of the optimal CSI feedback phase
time length ratio.
Corollary 4: As M goes to infinity, the asymptotic value of the optimal α is described by
αasym → ln 2
W0
(
TBγmax
K
ln (γmax
K
) ln 2
M−1
) → ln 2
ln (M) → 0. (46)
Proof : The proof is easy and follows by taking the limit of α. 
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TABLE II
WIT DATA RATES OF ALL WDS IN DIFFERENT SUB-SCENARIOS FOR SIMULATION VERSUS THEORY.
Method Sub-scenario rw,1 rw,2 rw,3 rw,4
Simulation 1 1.1740 0.5309 0.3669 0.2036
Analytic (28) 1 1.1826 0.6000 0.3914 0.2400
Simulation 2 0.8501 0.8757 0.3257 0.1905
Analytic (28) 2 0.8992 0.8808 0.3914 0.2400
Simulation 3 0.8342 0.5297 0.6586 0.2001
Analytic (28) 3 0.8992 0.6000 0.6644 0.2400
Simulation 4 0.8308 0.5308 0.3395 0.4577
Analytic (28) 4 0.8992 0.6000 0.3914 0.4932
Simulation 5 1.0369 0.7207 0.4922 0.2698
Analytic (28) 5 1.0437 0.7414 0.5240 0.3528
VI. SIMULATION RESULTS
In what follows, we present the results for three different simulation scenarios, showing the
accuracy of the solution of the forward problem in the first, the accuracy of the solution of the
optimization problem in the second, and comparing variations of the optimal WIT data rates for
all WDs versus the number of antennas in the third. Unless otherwise stated, we set the following
parameters M = 10, K = 4, Pb = 10Watt, T = 1ms, σ
2
= −120dBm, smax = 10−4W/Hz, and
B = 100KHz. Note that with these parameters, Pb is not larger than Bsmax = 10W.As for the
long-term fading model (1), we assume c0 = 10
−3, δ = 3 and the distances of the HAP to the
WDk, ∀k ∈ K = {1, 2, 3, 4} is dk = 4m + (k − 1) × 2m.
A. Forward Problem
Here, we set the decision variables and measure the resulting WIT data rates. The DL BW
ratio is set to β = 0.1, the CSI feedback phase time length ratio is set to α = 0.05, and the energy
allocation weight vector is set to ξk = ek, k ∈ K, ξ5 = 4−114 in five different sub-scenarios.
Note that these parameters satisfy the required constraints (29b)-(29e).
In order to verify the results, 1000 channel realizations are used for each case. The simulation,
and the analytic results based on (28) are illustrated in table II. As can be seen, the analytic
results are in decent agreement with the simulation results.
27
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
CSI feedback phase length ratio 
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
D
ow
nl
in
k 
Ba
nd
wi
dt
h 
Ra
tio
  
(a)
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
CSI feedback phase length ratio 
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
D
ow
nl
in
k 
Ba
nd
wi
dt
h 
Ra
tio
  
(b)
Fig. 4. Variations of WIT data rates versus CSI feedback phase time length ratio α and DL BW ratio β for (a) wireless device
1 and (b) wireless device 2
B. Optimization Problem
Next, we compare the UL WIT data rate versus α and β for different WDs obtained from
theory. The fairness radius is 6.03 which means Ku = {1, 2} and K f = {3, 4}. Therefore, the
data rates for WD3 and WD4 should agree reasonably well around the optimal CSI feedback
phase time length ratio α∗ and the optimal UL BW ratio β∗ while WD1 and WD2 should have
higher WIT data rates. For this reason, only the WIT data rates of WD1 and WD2 are plotted in
Fig. 4. The optimal α and β calculated from (41) and (40) are obtained as 0.0558 and 0.1802
whereas those calculated via numerical search are 0.0490 and 0.1874 respectively. Finally, the
minimum feedback bit rate among the WDs at the optimal point is about 25 bits.
C. Optimal WIT Data Rates versus M
Finally, this subsection examines the optimal WIT data rates for all WDs versus the number
of antennas M . As can be seen in Fig. 5, initially, the WIT data rates are relatively different.
Specifically, rw,4 ≈ rw,3 < rw,2 < rw,1 which is due to the fact that WD3 and WD4 are in the fair
region but WD1 and WD2 are not. But, as the number of antennas increases, the fairness radius
decreases, hence reducing the WIT data rate gaps until eventually at M ≈ 475, they reach zero
and do not change afterward.
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Fig. 5. WIT rate fairness for wireless devices 1 to 4 versus the number of antennas M
VII. CONCLUSION
In this paper a MU-MISO WPC network operating in FDD mode was studied. The proposed
scheme optimized the energy allocation weight vector, the amount of CSI feedback phase time
length ratio, and the UL BW ratio needed to maximize the minimum UL throughput. Based
on the level of fairness achieved, we divided the area around the HAP into two regions: a
fair region, and an unfair region. It was shown that by increasing the number of HAP antennas,
better fairness is accomplished. In addition, the amount of feedback and the UL BW ratio reduce
asymptotically with the number of HAP antennas.
APPENDIX A
PROOF FOR LEMMA 1 PARETO OPTIMAL BEAMFORMER
Suppose the beamformer is not pareto optimal. Then, it can be written in the most general
form as w = G˜dξ
′1/2
+ Uξ′′1/2, where 0k ≤ ξ′ and 0k ≤ ξ′′ are arbitrary vectors satisfying
‖ξ′‖1 + ‖ξ′′‖1 = 1; and U ∈ RM×(M−K) is a matrix for which we have UT G˜d = 00T and
UTU = I .
Following a similar procedure to that in [2, lemma 1] and using (18) and (19) we can calculate
the expected harvested energy for this general beamformer
ε′ = T βsmaxb ⊙ (Mξ′) + T βsmax‖ξ′′‖1b ⊙ σ2u, f ,
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where the mixing power matrix M is defined in lemma 2. Now, let us consider a beamformer
with the proposed pareto optimal structure in (16) and ξ = ‖ξ′‖1−1ξ′. The amount of energy this
beamformer can deliver to WDs is given by
ε =
T βsmax
‖ξ′‖1
b ⊙ (Mξ′).
We can calculate the difference of the harvested energy by these two beamformers
ε − ε′ = T βsmax‖ξ′′‖1b ⊙
(
‖ξ′‖1−1Mξ′ − σ2u, f
)
.
In order for the elements of this vector to be positive, we need to have
σ2u, f ,k ≤
Mξ′
k
(
1 − σ2
u, f ,k
)
+ ‖ξ′‖1 − ξ′k
‖ξ′‖1
.
A sufficient condition would be σ2
u, f ,k
≤ (M−1)ξ
′
k
+1
Mξ′
k
+1
, which, using (12) gives
− nk
M − 1 ≤ log2
( (M − 1) ξ′
k
+ 1
Mξ′
k
+ 1
)
,
for which a sufficient condition is
nk ≥
1
ln 2
 0.7.
APPENDIX B
PROOF FOR LEMMA 3 UPLINK DATA RATE
Exponentiating both sides of (26) and substituting for rmax
k
results in
2(
rk
B ) = 1 + γmaxk − γmaxlossk 2
−α
(
Trk
M−1
)
.
Defining x = 2( rkB ) and assuming it is greater than 1, it can be iteratively approximated as follows
x1 = 1 + γ
max
k ,
xn = 1 + γ
max
k − γmaxlossk x
−α( TBM−1)
n−1 ,
where n ∈ N, is the iteration number. We can further linearize the expressions for xn+1. To see
how this is possible, consider
x3 = 1 + γ
max
k − γmaxlossk
(
1 + γmaxk − γmaxlossk x1−α(
TB
M−1 )
)−α( TBM−1)
.
Substituting for x1, factoring out
(
1 + γmax
k
)−α( TBM−1 )
, and assuming γmaxloss
k
(
1 + γmax
k
)−α( TBM−1)−1 ≪
1, we can derive a first-order approximation for x3 as follows
x3  1 + γ
max
k − γmaxlossk
(
1 + γmaxk
)−α( TBM−1) (1 + α ( TB
M − 1
)
γmaxlossk
(
1 + γmaxk
)−α( TBM−1)−1) ,
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which can be rewritten as
x3  1 + γ
max
k − γmaxlossk
(
1 + γmaxk
)−α( TBM−1) − α ( TB
M − 1
) (
γmaxlossk
)2 (
1 + γmaxk
)−2α( TBM−1)−1.
Doing this operation n − 1 times for xn results in
xn  1 + γ
max
k −
1 + γmax
k
α
(
TB
M−1
) n∑
i=1
©­­­«
α
(
TB
M−1
)
γmaxloss
k(
1 + γmax
k
)1+α( TBM−1) ª®®®¬
i
.
Letting n →∞ gives
x  1 + γmaxk −
(
1 + γmax
k
)
γmaxloss
k(
1 + γmax
k
)1+α( TBM−1) − α ( TB
M−1
)
γmaxloss
k
.
As a result,
σ2u, f ,k =
1 + γmax
k(
1 + γmax
k
)1+α( TBM−1) − α ( TB
M−1
)
γmaxloss
k
.
APPENDIX C
PROOF FOR LEMMA 7: CONVEXITY II
The set in which α is allowed to change, that is 0 ≤ α ≤ 1 is a convex set. In addition, the
minimum of a set of concave functions is concave. So, what remains is to prove that rw,k, k ∈ K
are all concave in α.
The second derivative of the WIT data rate for the k-th WD can be written as
d2rw,k
dα2
= (1 − α) r′′k (α) − 2r′k (α) ,
where primes and double primes are used to represent the first and second derivatives respectively.
Considering (29f), a set of sufficient conditions for
d2rw,k
dα2
< 0 is
r′k (α) ≥ 0, (47a)
r′′k (α) < 2r′k (α) . (47b)
Inequality (47a) is easily proved and seems obvious as the total UL data rate should not decrease
as we increase the feedback phase ratio. To derive a condition under which inequality (47b) holds,
let us define fk (α) as follows
fk (α) =
(
1 + γmaxk
)α( TBM−1)+1 − α ( TB
M − 1
)
γmaxlossk .
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Using (28), we can express inequality (47b) in terms of fk(α) and its derivatives as (48).(
γmaxlossk
f ′′
k
(α) fk (α) − 2
(
f ′
k
(α))2
f 3
k
(α)
) (
1 − γ
maxloss
k
fk (α)
)
−
(
γmaxlossk
f ′
k
(α)
f 2
k
(α)
)2
< 2γmaxlossk
f ′
k
(α)
f 2
k
(α)
(
1 − γ
maxloss
k
fk (α)
)
(48)
Assuming γmaxloss
k
> 0, fk(α) , 0, and f ′k(α) , 0, this inequality may be simplified to©­­«
f ′′
k
(α) fk (α)(
f ′
k
(α)
)2 − 2 fk (α)f ′
k
(α) − 2
ª®®¬
(
fk (α) − γmaxlossk
)
< γmaxlossk ,
for which a sufficient condition is g1,k(α)g2,k(α) < 0, where
g1,k(α) =
f ′′
k
(α) fk (α)(
f ′
k
(α)
)2 − 2 fk (α)f ′
k
(α) − 2,
g2,k(α) = fk (α) − γmaxlossk .
Now, we show that g1,k(α) < 0, g2,k(α) > 0.
First, it can be shown that for
2γmaxk < ln
(
1 + γmaxk
) (
1 + γmaxk
)
to hold, we must have −2
1+γmax
k
> W0
(−2e−2) . Since W0 (−2e−2) < 0,
−2
W0
(−2e−2) − 1 < 4 ≤ γmaxk .
Therefore, for γmax
k
≥ 4, and α ( TB
M−1
)
> 0,
γmaxlossk <
1
2
ln
(
1 + γmaxk
) (
1 + γmaxk
)α( TBM−1 )+1.
Under the same condition,
2
(
TB
M − 1
)
ln
(
1 + γmaxk
)
f ′k (α) > f ′′k (α) . (49)
Now, let us assume 0 <
(
TB
M−1
)
< 1
ln(1+γmaxk ) . In this case,
fk (α) >
f ′
k
(α)(
TB
M−1
)
ln
(
1 + γmax
k
) ,
and for γmax
k
≥ 4,
f ′k (α) >
1
2
ln
(
1 + γmaxk
) (
1 + γmaxk
)α( TBM−1)+1 > 1
2
ln
(
1 + γmaxk
)
fk (α) . (50)
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On the other hand,
fk (α) >
ln
(
1 + γmax
k
) (
1 + γmax
k
)α( TBM−1 )+1 − αγmaxloss
k
ln
(
1 + γmax
k
) > f ′k(α)(
TB
M−1
)
ln
(
1 + γmax
k
) > f ′k(α). (51)
So, using (49), (50), and (51), as well as the assumption we made, and sensitivity of γmax
k
we
can write
f ′′
k
(α)
f ′
k
(α) < 2, and 1 <
fk (α)
f ′
k
(α) < 2. As a result,
gk,1(α) < 0.
Now, let us assume
(
TB
M−1
)
> 1
ln(1+γmaxk ) . In this case
fk (α) <
ln
(
1 + γmax
k
) (
1 + γmax
k
)α( TBM−1)+1 − αγmaxloss
k
ln
(
1 + γmax
k
) < α f ′k (α)(
TB
M−1
)
ln
(
1 + γmax
k
) . (52)
So, using (52), and the facts that both fk(α) and its derivative are always positive, we can write
0 <
fk (α)
f ′
k
(α) <
α(
TB
M−1
)
ln
(
1 + γmax
k
) .
Using these inequalities and (49), we can conclude that gk,1(α) < 2α − 2, which means gk,1(α)
is always negative.
Now, what remains is to show that gk,2(α) > 0. Assuming φ = 1 + α
(
TB
M−1
)
> 1, gk,2(α) can
be written as
g2,k(φ) =
(
1 + γmaxk
)φ − βγmaxlossk .
Using its first and second derivative, it can be shown that the minimum of this function is
g2,k(1) = 1 + γmaxk − γmaxlossk which is positive.
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