Excitatory synaptic connections in the adult neocortex consist of multiple synaptic contacts, almost exclusively formed on dendritic spines. Changes of dendritic spine shape and volume, a correlate of synaptic strength, can be tracked in vivo for weeks. Here, we present a combined model of spike-timing dependent dendritic spine plasticity and turnover that explains the steady state multi-contact conguration of synapses in adult neocortical networks. In this model, many presynaptic neurons compete to make strong synaptic connections onto postsynaptic neurons, while the synaptic contacts comprising each connection cooperate via postsynaptic ring. We demonstrate that the model is consistent with experimentally observed long-term dendritic spine dynamics under steady-state and lesion induced conditions, and show that cooperation of multiple synaptic contacts is crucial for stable, long-term synaptic memories. In simulations of a simplied network of barrel cortex, our plasticity rule reproduces whisker-trimming induced rewiring of thalamo-cortical and recurrent synaptic connectivity on realistic time scales.
synaptic contacts between a pair of neurons, based on the proximity of axons and dendrites in reconstructed neuronal morphologies, is always unimodally distributed [28, 30, 29] with a most likely value of 1 and an estimated mean value signicantly greater (Fig. 1D ) than the mean number of actual contacts observed in experiments. This puzzling observation led to the hypothesis that the observed dierence between potential and actual contact numbers cannot arise from independent synapse formation, but instead requires a mechanism of cooperation between synaptic contacts onto the same neuron [28] . We wondered whether the cooperativity between synaptic contacts would necessarily imply a novel biochemical mechanism or whether known principles of STDP are sucient to explain the bimodal distribution of contact numbers in sparsely connected, stable neocortical networks.
We propose a unifying approach to dendritic spine formation, plasticity and removal, in which STDP of single synaptic contacts provides the crucial cooperative mechanism regulating structural plasticity. Synaptic contacts connecting a neuron A to another neuron B share the same pre-and postsynaptic neuronal activity: presynaptic action potentials (spikes) cause Glutamate release and eventually leave a biochemical trace at each dendritic spine, while information about postsynaptic spikes may reach the same dendritic spines by means of backpropagating action potentials [31, 32] .Since in some preparations spine plasticity [33, 34] and spine formation [18] are visible within less than a minute after stimulation, structural spine plasticity cannot be assumed to be slower than STDP, in contrast to previous models [35, 36, 37, 38, 39, 40] .
Here, we present a quantitative model that links continuous synaptic plasticity of dendritic spines to discrete structural plasticity of synaptic contact formation and removal. We show that our model reproduces experimentally observed steady-state properties of dendritic spine plasticity and turnover in the somatosensory cortex of adult rodents. While existing theoretical models of the bimodal distribution of synaptic contacts in networks are algorithmic [28, 30] , our model suggests that STDP is sucient to generate the bimodal distribution observed in experiments. Our model predicts that a synaptic contact that is part of a connection consisting of multiple synaptic contacts is more stable than an isolated synaptic contact.
Moreover, a recurrent thalamo-cortical network model exhibits long-term stable structure despite ongoing plasticity, and lesion-induced rewiring on time scales of days and weeks.
Results

A combined model of STDP and structural plasticity
In a rst set of simulated experiments, we model the plasticity of the synapses from N = 1000 presynaptic neurons onto a single postsynaptic neuron (Fig. 1A ). All presynaptic model neurons re as independent Poisson processes with a rate of 5/s. A connection from a presynaptic neuron j to the postsynaptic cell may consist of several synaptic contacts k, with 1 ≤ k ≤ n j , where n j is the number of potential contacts [28, 30] . Each of these contacts is described by a unit-less weight w jk . The total weight of the connection from a presynaptic neuron j is given by the sum of the weights w jk over all its contacts k, w j = n j k=1 w jk . The contact weight w jk in our model describes how much the specic contact k contributes to ring the postsynaptic cell, and can be viewed as representing the dendritic spine volume which is in turn strongly correlated to the AMPA receptor content in the postsynaptic density [5] .
Our plasticity model (Fig. 1B) describes the temporal dynamics of the weight w jk of a synaptic contact by the dierential equation 
where F is a functional of the pre-and postsynaptic spike trains S j and S post , respectively, and of stochastic synaptic transmission z jk at the contact. The parameter α > 0 describes a slow decay of the weight.
The model (1) is a local, spike-timing dependent plasticity rule that we imagine to be realized by the biophysics of dendritic spines in combination with that of the presynaptic terminal. In our model pre-or postsynaptic spikes each leave an exponentially decaying trace (r jk and r post , respectively) at the synaptic contact (dendritic spine), with a short time constant τ (Fig. 1C) . A third lter trace C jk with a longer time constant τ slow tracks the product of r jk · r post as a measure of the correlation of pre-and postsynaptic spike trains. A fourth lter trace R post (with time constant τ slow ) tracks the postsynaptic ring rate. The combination of these traces gives rise to the STDP model summarized by F in Eq. (1), see Methods for and change in time according to spike-timing dependent plasticity. A small weight w jk corresponds to a dendritic spine with a small volume, or a thin spine, and a large weight w jk corresponds to a large, or mushroom-shaped dendritic spine. If w jk is greater than 0 we call the contact an actual contact. In contrast, if at any time w jk becomes 0, the contact is pruned and its weight is kept xed at w jk = 0. A contact with w jk = 0 is called a potential (but inactive) contact. It may be transformed into an actual contact by setting w jk to a positive value at random times, with a rate λ c (creation rate). C: Components of the plasticity model (top to bottom): presynaptic spike train S j ; transmitted spike train S jk at the contact (black, random synaptic failures occur, indicated by black boxes), and its ltered trace r jk (green); postsynaptic spike train S post (black) and its ltered trace r post (red); product (correlation) term r jk · r post composed of pre-and postsynaptic trace (blue); low-pass ltered trace C jk of the product term r jk ·r post . Synaptic contact plasticity is determined by C jk . D: Reference distributions of the number of actual (red) [27] and potential (blue) [28] synaptic contacts for pairs of neurons in the adult somatosensory cortex (recurrent connections of layer 5 pyramidal neurons, truncated to n j ≤ 10 and renormalized). The steady state distribution generated by our model is shown in green (data pooled over 150 days of simulation); the distribution of potential contacts in the model is matched to the blue line.
further details. Mathematical analysis shows that this plasticity rule establishes a target level for both ring rate and spike-timing correlations (see Model analysis in Methods and Supplementary Information).
As a result of ongoing STDP, synaptic model weights can increase or decrease. As soon as a contact weight w jk (t) decreases to zero in the simulation, its dynamics cease and it turns into a potential but inactive contact. However, with a rate of λ c = 0.019/day, each potential contact (w jk = 0) may randomly be transformed into an active contact. In such an event the weight w jk of the newly created contact is set to a low, non-zero value w c . After creation the contact weight remains at the value w c for the duration of the period of grace [41] of τ gp = 15 min, after which its dynamics again follow (1) (see Fig. 1B ).
In our model, the number of potential synaptic contacts n j from a presynaptic neuron j to the postsynaptic model neuron lies between 1 to 10, and is distributed as estimated for recurrent connections of layer 5 pyramidal neurons in rat somatosensory cortex [28] , so that the blue line in Fig. 1D represents the distribution of potential contacts n j in both model and experiment. The model is insensitive to the exact maximum value of n j , and values of n j up to 20 [28] would give equivalent results, albeit at increased computational cost. In the following, we describe how our plasticity model turns potential contacts into stable weights through the mechanism of STDP-mediated cooperation.
Steady state synapse dynamics under STDP-mediated cooperation
After an initial transient at the beginning of the simulation, the synaptic contacts uctuate around a steady state. Sample trajectories of all contacts from a single presynaptic neuron to the postsynaptic cell are shown in Fig. 2A -B. All initial contacts of this presynaptic neuron remain over the course of 150 days of simulation, occasionally new contacts are formed, which mature or are quickly removed (see Fig. 2B ). The ring rate of the postsynaptic neuron, as well as the total synaptic weight and the average number of contacts are tightly controlled by the plasticity rule ( Fig. 2C and Methods). The average number of active contacts N contacts , corresponding to the spine density, is stationary in the model consistent with experiments [42, 12, 43, 5] .
Within one day, the relative change of the contact weight ranges from −100% to 500% (Fig. 2D ) but the relative uctuations decrease with increasing contact weight, consistent with long-term time-lapse imaging data of dendritic spine volume in vitro [4] . We quantify the statistics of contact weight changes by computing the mean and standard deviation of the change within one day, as a function of the weight. Consistent with experimental measurements of dendritic spine volume [4] the mean contact change (Fig. 2E, black) is positive for an intermediate range of contact weights (spine volumes) and becomes negative for large weights (large volumes), and the standard deviation of the changes (Fig. 2E, red) is rather homogeneous for all weights (volumes) but increases slightly for very large weights. The mean change of contacts of very small weight is negative in our model, in contrast to previous experiments [4] , but this dierence might be due to experimental diculties of observing very small spines (see Discussion).
As synaptic connections in our model consist of several synaptic contacts, we asked whether there is a systematic relation between synaptic weight and the number of contacts in the steady state (Fig. 2F) . Indeed the synaptic weight is strongly correlated with the number of active contacts: Strong synaptic connections consist of at least ve synaptic contacts, and connections with less than three contacts are physiologically weak (Fig. 2F, red, left axis) . Moreover, individual contacts in connections made of more than 3 active contacts tend to be stronger than those made of less than 3 (Fig. 2F , blue, right axis).
We further assess the statistical properties of the steady state by multiple measures. First, the distribution of active synaptic contact numbers per connection (Fig. 3A) is bimodal, in line with experimental ndings [27, 28] , cf. Fig. 1D . Second, the turnover ratio of synaptic contacts in the model is 0.176 ± 0.018/day (mean ± STD) consistent with the values found experimentally in somatosensory cortex [12, 5] . Third, a stable distribution of contacts weights (Fig. 3B) is formed.
The probability of a synaptic contact to survive for 8 consecutive days, irrespective of whether the contact is newly created, weak or strong, depends strongly on the number of active contacts in the connection that the contact is part of (Fig. 3C) . In other words, contacts within a connection cooperate and stabilize each other. Tracking of individual synaptic contacts that existed at t = 0 (Fig. 3D ) reveals a time course of the number of surviving synapses that is qualitatively consistent with long-term in-vivo imaging data of dendritic spines from mouse neocortex [12, 44, 43] . In particular, connections that consist of several contacts are stable for long periods of time (here 150 days) (Fig. 3E inset) . The pruned connections are almost exclusively connections that consist of less than four contacts and have relatively small total weight (Fig. 3E) . Finally, day, each dot corresponds to the change of one contact in one day, data pooled over all contacts and 150 days of simulation (sampled in intervals of 2 days). The horizontal line of dots at ordinate value −1 is due to contacts that were removed within one day. E: Weight dependence of contact changes within one day.
Mean µ and standard deviation σ of the change of contact weight ∆w jk within one day, as a function of the contact weight w jk . Both µ and σ were estimated from the data shown in D, grouped into w jk -intervals as indicated (solid lines). Estimates of µ and σ from less than 5 samples were discarded. Error bars denote the standard error of the mean (SEM). For large contact weights σ increases signicantly ( * indicates p < 0.1 in Welsh's two-sided t-test). F: Total synaptic connection weight w j = k w jk (left axis, red) and contact weight w jk (right axis, blue) as a function of the number of actual contacts (w jk > 0), averaged across all synaptic connections. Error bars denote the standard deviation (STD). (Hlt '05 S1: somatosensory cortex L5B, age 6 months (exponential decay t) [12] ; Hlt '05 VC: visual cortex L5B, age 3-6 months (exponential decay t) [12] ; Lws '15 AC: auditory cortex [43] ). E: Histogram of the total weights w j of the connections present at t = 0 (black) and of the surviving connections at day 150 the lifetime of synaptic connections increases strongly with the total weight of the connection (Fig. 3F) , indicating that strong connections are protected against spine turnover by mutual cooperation of contacts.
Presynaptic lesions lead to increased formation of persistent contacts
Having established that the steady state of our model has characteristics consistent with experimental data, we investigate whether the model can explain experimentally observed transient dynamics of dendritic spines in response to changes of neuronal input. Experimentally, such input changes may be due to trimming whiskers [42, 16] , lesions of the retina [44] or occlusion of one of the eyes [45] . Here we model an abstract lesion experiment in which a fraction of the input neurons suddenly cease to re (Fig. 4A) .
In our lesion model, after ablating 50% of those presynaptic neurons that have active synaptic contacts, we observe a loss of 50% of the synaptic contacts on the postsynaptic neuron after 30 minutes (Fig. 4B) .
However, this loss is rapidly compensated such that the ring rate and total weight (summed over all presynaptic neurons and all synaptic contacts) are hardly changed throughout the process (Fig. 4B,C) . The compensation occurs on two dierent time scales. First, on the time scale of 10 -30 minutes, existing synaptic contacts are up-regulated from a pre-lesion value between (3.3 ± 1.3) · 10 −3 to a value of (6.6 ± 1.3) · 10 −3 measured 30 minutes after the lesion (Fig. 4D) . Second, on the slow time scale of 10-30 days after the lesion, the number of presynaptic neurons without postsynaptic contact decreases from 886 pre-lesion to 810 thirty days after lesion while the number of presynaptic neurons with one, two, or three contact points transiently increases (Fig. 4E ) suggesting that the plasticity rule 'tests' new connection patterns. Competition between synaptic contact points from dierent presynaptic neurons and simultaneous cooperation of synaptic contact arising from the same presynaptic neurons leads to pruning or strengthening, so that after 99 days the distribution of contact numbers and synaptic weights is again very similar (but not yet completely identical) to the distributions pre-lesion (Fig. 4E) . The gradual recovery of the contact numbers is due to an elevated probability of newly formed contacts to survive and become long-term stable compared to the control condition (Fig. 4G) . In a simulated lesion experiment where 20 percent of the active contacts are removed (instead of 50 percent in the simulations so far), 14.6 percent of newly created contacts survive for 8 days or more, consistent with experimental results on dendritic spines in the somatosensory cortex after whisker trimming [16] and signicantly above the 7.7 percent of surviving contacts in the control condition ( Fig. 4G ).
Synaptic stability and reliability are due to contact multiplicity To investigate the role of multiple synaptic contacts in our model, we compare its dynamics to the same model restricted to single-contact connections (n j = 1 for all j). In the multi-contact model above, with N = 1000 presynaptic neurons there are 4633 potential synaptic contacts in total because every presynaptic neuron makes 4.633 potential contacts on average (Fig. 1D , blue line). To maintain the total number of potential synaptic contacts in the system with single-contact connections we therefore increase the number of presynaptic neurons to N = 4633, keeping all other parameters the same. Similar to the full model, the single-contact model exhibits steady state dynamics (Fig. 5A ) in which postsynaptic ring rate, total weight and synaptic contact number are tightly regulated (data not shown), and the distribution of contact weights is stable over time (Fig. 5B ). However, in contrast to the multi-contact model (Fig. 3) , in the single-contact model the temporal dynamics of synaptic contact survival do not indicate the presence of a subgroup of stable connections (Fig. 5C ), and all connections are prone to random pruning, irrespective of whether they have a small or large synaptic weight (Fig. 5D,E) . Thus, multiple synaptic contacts are crucial for the long-term stability of strong synaptic connections, through mutual cooperation of the contacts from the same presynaptic neuron: in multi-contact synaptic connections contacts support each other by exciting the postsynaptic neuron more reliably despite random synaptic transmission failures.
A theoretical analysis further explains the crucial role of contact multiplicity in synaptic transmission.
We characterize the delity of transmission of a presynaptic spike by the ratio of the (trial-averaged) mean and standard deviation of the evoked postsynaptic potential (PSP), which we call the signal-to-noise ratio (see Methods). In our model, failures of synaptic transmission occur randomly at each synaptic contact, which causes variability of the PSP. If a synaptic connection consists of several contacts, a presynaptic spike is more reliably transmitted than in the case of a single contact (Fig. 5F ). If 10 contacts are considered to be and of the surviving connections at day 100 (green). Connections of small and large weights are removed unspecically. E: Lifetime of entire synaptic connections during the course of the simulation, as a function of the total connection weight. F: Theoretical signal to noise ratio (SNR) of the postsynaptic potential (13) in response to a presynaptic spike, in connections with multiple actual contacts and stochastic synaptic failures (probability p f ). Dashed line indicates the number of actual contacts for which a SNR of 80% of the maximum is achieved, if 10 contacts is considered to be the maximum.
the maximum number of active contacts connecting a pair of neurons due to geometrical constraints of the tissue, about 6 contacts give a signal to noise ratio of 80% of the maximum value achievable (irrespective of the synaptic failure rate p f ). Note that this number coincides with the typical peak of the model contact numbers in the steady state (cf. Fig. 3A ). Indeed, high reliability and low variability of synaptic transmission in layer 5 neurons of the somatosensory cortex of the rat have been observed in glutamate uncaging experiments in acute slices in vitro, and were attributed to the likely presence of multiple synaptic contacts per connection [46] .
Network simulations explain reinnervation of input-deprived cortical barrels
We wondered whether the structural plasticity rule discussed above would allows us to make predictions of structural changes in a large recurrent network of excitatory and inhibitory neurons. We use a network architecture (Fig. 6A ) inspired by rodent barrel cortex with three strongly connected cortical populations (representing the columns corresponding to dierent barrels) of excitatory neurons (exc 1-3), each one preferentially innervated by a thalamic population (tha) that conveys sensory input from one of three whiskers (whi) by strong connections. In the model, connections between dierent cortical populations and from thalamic populations to non-preferred cortical barrel columns are random and weaker on average ( Fig. 6D top left) , but all excitatory connections whether strong or weak are subject to the same spike-timing dependent structural plasticity model. A short movement (ick) of the whisker is represented in the model by a small increase in the ring rate of the thalamic neurons which results in turn in a modest increase of the ring rate of the corresponding cortical population (Fig. 6B ) riding on top of a spontaneous network activity of about 5Hz ( Fig. 6D bottom left) . After an initial transient of 7 days of simulated time, we followed the mean connection weights of synapses from tha 3 to exc 3, from tha 2 to exc 3, from exc 3 to exc 3, and from exc 2 to exc 2 during 3 days of simulated time and found no changes (Fig 6C, top) , indicating that the average connectivity pattern is globally robust during ongoing activity and random whisker stimulation, despite the fact that the structural plasticity rule is always active.
After 10 days of simulated time, the whisker corresponding to barrel 3 is trimmed. Whisker lesion is modeled by (i) absence of whisker icks in tha 3 while stimulation of tha 1 and tha 2 continues; and (ii) an exponential decrease of the ring rate of the corresponding thalamic population with a time constant of 5 min to a new baseline level of 0.1Hz. We found that the spiking activity of the network after the lesion remains asynchronous and irregular (Fig. 6B) . Within 3 days after the lesion, the recurrent connectivity of the barrel column 3 has increased (Fig. 6C, center) consistent with a recent experiment [47] . The average weight of connections within barrel column 2 is hardly aected by the lesion, but that within barrel column 3 changes substantially. The lateral connections from excitatory neurons of barrel column 2 to 3 and vice versa increase on average. Similarly, the average connection weight of the non-preferred pathway from tha 2 to exc 3 increases whereas the connections in the preferred pathway disappear after the lesion (Fig. 6C , center). We followed the synaptic changes for a total of 50 days after the lesion. Further changes were smaller in magnitude but indicate that the recurrent network slowly continues to reorganize itself into a new connectivity pattern. In particular, the average connectivity from excitatory neurons in barrel column 3 to those in 2 continue to increase.
The increase in the average connection weight of the non-preferred pathway (from tha 2 to exc 3) during the rst three days after the lesion could indicate a small increase of all the existing connections, or a stronger increase of a subset of the feed-forward connections. A careful look at the detailed connectivity pattern in Fig. 6D indicates that the latter is the case. Indeed, a subset of neurons located in the excitatory population corresponding to barrel column 3 has become sensitive to stimulation of whisker 2. We rst used a clustering algorithm to identify this subset of neurons and then reordered, and color-coded, the excitatory neurons in barrel column 3 according to their responsiveness (yellow shade: newly responsive to whisker 1; red shade: newly responsive to whisker 2; green shade: responsiveness unchanged). The relevance of a reorganization into subsets manifests itself in four dierent, but consistent ways: (i) the subset of red-shaded neurons in population exc 3 responds more strongly to stimulation of whisker 2 than the average of neurons in exc 3 and nearly as strongly as neurons in the barrel column 2 even though the duration of the response is a bit shorter (Fig. 6E, bottom) ; (ii) the same subset of red-shaded neurons in population exc 3 has a larger fraction of strong lateral connections to excitatory neurons in barrel column 2 than other neurons in exc 3; (iii) the same subset of red-shaded neurons in population exc 3 receives a larger fraction of strong Our simulation results of point (i) above are consistent with experience-dependent receptive eld plasticity found experimentally in pyramidal neurons in mouse somatosensory cortex 3-4 days [42] or 20 days [48] after whisker trimming, where neurons that were part of a deprived barrel became responsive to the rstorder surrounding whisker, in particular the subset of neurons located in the border region to the neighboring barrel [48] . Observations (ii) -(iv) listed above are predictions of our model. Note that in our simulations, both barrel columns exc 1 and exc 2 are rst-order surrounding columns of the deprived column (exc 3) since we have not introduced any distance-dependent connectivity. We emphasize that the parameters of the structural plasticity algorithm are kept xed throughout the simulation, be it before, during, or after the lesion: First the network connectivity was stationary before the lesion, then it changed signicantly during 3 days after the lesion, and nally settled into a new state (Fig. 6C) while structural plasticity has always been 'turned on'. Indeed, individual synaptic contact points continue to grow or disappear even during the phases where the coarse connectivity pattern remains unchanged; cf. Fig. 3 .
Discussion
In this study we linked structural dynamics of synaptic contacts in neuronal networks to spike-timing dependent plasticity (STDP). The implicit coupling between synaptic contacts onto the same postsynaptic neuron through backpropagating action potentials is sucient to make synaptic contacts from one presynaptic neuron compete with contacts of other presynaptic neurons and cooperate with contacts of the same presynaptic neuron. The resulting high-dimensional non-linear dynamical system has a steady state with properties consistent with those of excitatory synapses in sensory cortices in terms of (i) a bimodal distribution of contact numbers per synaptic connection; (ii) dierences in lifetime between strong and weak connections; and (iii) turnover of dendritic spines.
Our model makes at least eight novel predictions.
A) A synaptic contact with a given weight is more stable if it is part of a group of four or ve synaptic contacts arising from the same presynaptic neuron than if it is isolated or part of a group of only two synaptic contacts (Fig. 3C) .
B) The combination of the known result that strong contacts are more stable than small ones (cf. Fig 2D and [4, 12] ) with point A, yields the prediction that connections with larger total synaptic weight (summed over all synaptic contacts) are more stable than small ones (Fig. 3F ). This could be measured by correlating the survival time of a synaptic contact with the total EPSP amplitude of the connection. C) We predict a substantial fraction of synaptic connections that have only one active contact (see Fig. 3A ). These synaptic contacts, however, are small and quickly removed (see Fig. 2F ). Since weight, PSP amplitude, volume, and size are tightly correlated [5] , these weak synapses might escape electrophysiological or visual detection with standard methods which could explain the dierences to experimental reports [27, 42] , but might be detectable using sub-diraction resolution imaging [49, 40] . D) After a lesion, the number of connections consisting of exactly two synaptic contacts increases transiently. While this might be expected since the process of building a novel synaptic connection with ve contacts has to pass through a transient state with only two contacts, the prediction is that only about a quarter of the two-contact connections actually stabilize to a multi-contact synapse, while the majority disappears again. As a consequence, the number of presynaptic neurons without a connection transiently decreases after a lesion before it increases again to a stable value ( Fig. 4D and E ). E) After whisker trimming, the subset of neurons of the deprived cortical column which will be integrated in the signal processing of an adjacent whisker will establish stronger incoming and lateral projections to the cortical column in which they become integrated than other neurons in the deprived column (Fig. 6D ).
F) The subset of those neurons of the deprived cortical column that are integrated into a new whisker processing stream do not have to be physical neighbors but can be identied as those who, before the trimming, had already a stronger response to the adjacent whisker (Fig. 7A ).
G) The fact that, given a connection, the number of synaptic contacts per pre-post pair in experiments peaks around a nite number (e.g. ve contacts) well below the maximal number of potential contacts suggests a novel principle of synaptic plasticity (learning rule) which normalizes the amount of pre-post correlations. This opens a gateway to a new class of learning rules in unsupervised learning which do not maximize second-order correlations (as done by Oja's rule [50] ) but normalize these. While experimentally known homeostasis has focused on the normalization of mean ring rate [51] we suggest that it also is worth while to study a normalization of correlations. H) Our learning rule assumes that synaptic contact plasticity strongly depends on local traces of correlations that must be processed in the dendritic spines. Therefore, we expect experimental manipulations of biophysical activity traces, such as the calcium concentration, to crucially inuence the development of dendritic spines. In line with this hypothesis, eects of local calcium manipulations on dendritic lopodia have indeed been observed [52] . A recent study on in Drosophila larvae further emphasizes the role of presynaptic neurotransmission for the maturation of synaptic terminals [53] .
We combined a specic choice of an STDP model with a point neuron model, but several extensions are possible. First, the synaptic plasticity rule used in this paper could also produce branch specic synaptic plasticity and steady-state congurations [54] , by choosing a more complex neuron model with non-linear dendritic branches. Branch specicity of the spine dynamics could further be increased by using a voltagetriggered rule [55] instead of a pure STDP paradigm. Second, while the specic choice of STDP rule used in this paper shows, at low frequencies, a symmetric pre-post and post-pre learning window for LTP we can extend our formalism to more realistic STDP models [56, 57] . Third, we chose a learning rule where the evolution of the synaptic contact weights is formally unbounded, but it is straightforward to also include an upper bound. In our model, an explicit upper bound is not necessary (but see end of this section) because synaptic depression limits further growth of contact weights as soon as the total weight of a connection becomes strong, or individual synaptic contacts get large (see Eq. 7 in Methods and Fig. 2E ) [58] . For strong weights our learning rule eectively turns from a Hebbian rule to an anti-Hebbian rule, in the sense that a further increase in correlations of pre-and postsynaptic ring leads to a shrinkage of synaptic weight.
Similar principles might explain why, depending on experimental preparations, variable STDP rules have been reported in experiments [59] . Fourth, whereas for our recurrent network simulation of Fig. 6 we have used leaky integrate-and-re neurons, for the mathematical analysis of the system dynamics we chose to describe the activity of the postsynaptic neuron by a Poisson process with a linearly modulated rate. However, because the activity of the postsynaptic model neuron in our simulations uctuates only in a limited range (see Fig. 2C, black) , we expect very similar mathematical results in the case of a non-linear neuron linearized around the operating point.
Previous structural plasticity models of lesion-induced rewiring assumed a homeostasis of the postsynaptic ring rate [37] or spike-timing dependent structural plasticity [35, 38] . Both of these approaches, however, are restricted to structural changes, and do not consider the combined dynamics of continuous weights and discrete structural modications, which underlie the concurrent up-regulation of weights in response to the lesion in our model (Fig. 4B) . Moreover, previous studies did not consider the interplay of synaptic competition between connections, and cooperation within connections, because they either focused on a single presynaptic neuron with multiple contacts [36, 39] , multiple presynaptic neurons with single contacts each [35, 38, 60] , or non-competitive, purely homeostatic synaptic dynamics [37, 61] .
Previous non-structural models of lesion-induced synaptic plasticity highlighted the time scale of homeostasis over hours or days [62] . In our model, lesion-induced changes of synaptic contact weights occur rather quickly. While the average synaptic contact number recovers slowly within about 20 days, within less than 10 minutes after the lesion the contact weights from spared presynaptic neurons are upregulated to compensate for the loss of input (see Figures 4B-D and 6C) . In apparent contrast, homeostatic synaptic scaling in response to experimental blocking of postsynaptic ring occurs on the time scale of hours [51] or in response sensory deprivation (likely to correspond to a reduction in presynaptic ring) on the time scale of days [62] . In principle, this discrepancy in the speed of the readjustments of the synaptic weights might be alleviated by low-pass ltering the model's weight changes (1) on a time scale of several hours before applying them to the contacts, but that would make plasticity in general unrealistically slow. Instead we propose to extend the model by a combination of hard bounds [63] and multiplicative interaction of Hebbian and explicit homeostatic processes [62] . With hard bounds set to two times the xed point weight, the stationary distributions and results of Figs. 1-3 remain unchanged while the recovery of the ring rate after a lesion is slower since individual synaptic contacts cannot grow beyond the hard bound (see Fig 7B) . A more complete model could combine the hard bounds with the essential features of the model of Toyoizumi et al [62] . More generally, the interactions of our rule with manifold plasticity mechanisms such as shortterm plasticity [23] , inhibitory plasticity [64] , homeostasis [51, 37, 62] , or intrinsic excitability [65, 60] pose interesting challenges for future research.
Methods
Spike trains and failures of synaptic transmission.
The activity of the presynaptic neurons 1 ≤ j ≤ N in our model is described by the spike trains S j (t) = m δ(t −t m j ), where {t 1 j , t 2 j , ...} are the spike times of neuron j. All presynaptic spike trains are generated by independent Poisson processes with a constant ring rate of ν pre = 5/s. Not all presynaptic spikes, however, are transmitted at each synaptic contact that connects neuron j with the postsynaptic neuron. Some spikes are not transmitted due to random transmission failures [66] . Therefore the spike train transmitted at the contact k is given by
The spike train S jk (t) = S j (t) · z jk (t) diers from the presynaptic spike train S j through multiplication with independent Bernoulli random variables z jk (t) ∈ {0, 1} that describe the stochastic failures of synaptic transmission. In our model, synaptic failures occur randomly and independently with a probability of p f = 0.5, so z jk (t m j ) is 1 (successful transmission) with probability 1 − p f = 0.5. The postsynaptic neuron, in turn, emits the spike train S post (t) = m δ(t − t m post ), where {t 1 post , t 2 post , ...} are the spike times. Details on the postsynaptic neuron model are given below.
Slow and fast traces of pre-and postsynaptic activity.
At each synaptic contact, traces of pre-and postsynaptic activity are formed, which are illustrated in Fig. 1C .
The variables r jk (t) and r post (t) describe low-pass lters of the pre-and postsynaptic activities S jk (t) and S post (t), dened by the dierential equations
with a time constant τ = 20 ms, as is typical for an excitatory postsynaptic potential (EPSP) or an STDP window function.
As an estimate of the correlations of pre-and postsynaptic ring on a slower time-scale, each synaptic contact computes C jk , as well as a slow trace of the postsynaptic activity R post . These traces are dened by the dierential equations
with a time-constant of τ slow = 1 min. The choice of Eqs. (3), (4) and (5) leads to a symmetric STDP window, but the formalism can be extended to more standard STDP with long-term potentiation and depression by using more traces with dierent time constants.
Synaptic contact plasticity.
Synaptic contacts in our model follow a variant of spike-timing dependent plasticity (STDP), see also Fig. 1 .
Each contact is described by its ecacy (weight) w jk , which is the (unit-less) amplitude of the excitatory postsynaptic potential that the contact k evokes upon arrival of an action potential at the presynaptic terminal and in the absence of synaptic failure. Synaptic contacts evolve according to a local STDP rule
with the parameters a corr = 0.02016 · 10 −6 s 3 and α = 2 · 10 −6 s −1 (see Supplementary Information S1.2 for details on parameter values). As soon as the dynamics (7) lead to a contact of weight w jk (t) ≤ 0 its weight is set to 0 and the dynamics cease (inactive contacts, see also Fig. 1B) .
Each potential but inactive contact (weight w jk = 0) may be created again at random times t c according to a Poisson process with rate λ c = 0.019/day. In such an event, the weight is set to w jk (t c ) = w c . Further details on the choice of w c are described below. As suggested by previous works [41, 35] in our model newly created contacts rst pass through a period of grace of duration τ gp = 15 min, during which the weight is xed to w c . After the period of grace has passed (for t ≥ t c + τ gp ), the weight dynamics again follow Eq. (7). In the event of synaptic contact creation (at t c ) the internal state variables r jk (t c ), r post (t c ), C jk (t c ) and R post (t c ) of the contact are each initialized to zero. The period of grace serves as a protected time interval for these variables to equilibrate to the current system state i.e. to obtain a good estimate of the present pre-and postsynaptic spike rates and correlations.
Model of postsynaptic activity.
For the simulation of the recurrent network in Fig. 6 , the pre-and postsynaptic activity was generated by leaky integrate-and-re neuron models. However, to perform a mathematical analysis of the model's dynamics, we assume a minimal model of the postsynaptic neuron for the remainder of the study. In the absence of synaptic input from the presynaptic neurons, the postsynaptic neuron res with a baseline ring rate λ 0 = 1/s (as a Poisson process). We further assume that synaptic inputs cause transient increases of the ring rate on the typical time-scale τ of an EPSP. We thus model the dynamics of the postsynaptic neuron's ring rate λ(t) as
where the second term sums all inputs across all n j synaptic contacts over all N presynaptic neurons, and d = 1ms denotes the synaptic transmission delay.
Potential synaptic contacts.
Each presynaptic neuron j may be connected to the postsynaptic neuron by several synaptic contacts, up to a maximum of n j , 1 ≤ k ≤ n j , cf. Fig. 1A . The number n j of potential contacts of a connection is random, with a probability distribution (Fig. 1D , blue line) estimated in [28] for synapses connecting Layer 5 pyramidal neurons within a maximum distance of 50 µm in rat barrel cortex. For computational reasons we limited n to a maximum of 10 and renormalized the distribution P(n). Accordingly each value of 1 ≤ n ≤ 10 should appear (in expectation) P(n) · N times, where N is the number of presynaptic neurons.
In the model we randomly assigned P(n) · N presynaptic neurons to each potential contact number n in order to exactly reproduce P(n), the reported distribution of contact numbers per connection, except for Simulation of the plasticity model.
We performed simulations of the full system using the Neural Simulation Tool (NEST) [67] . We implemented the model as a new multi-contact synapse object, using analytical integration of Eq. (7) as described in Supplementary Information S1.4. Spikes were restricted to a simulation time grid with a step size of ∆t = 1 ms. The complete system state (w jk , r jk , r post , C jk , R post , λ) was recorded in intervals of 5 min. The source code of our plasticity model will be made available on-line as part of NEST (as 'stdp_spl_synapse_hom') upon acceptance of this manuscript for publication; referees can get access by request to the journal editor.
To be able to compare the model dynamics to the adult networks of the referenced experimental studies,
we initially simulated the model until a stable synaptic conguration was reached. This steady-state of the system, which is the state at t = 0 in Figs. 2 to 4, was obtained by simulating for 100 days after initialization at the theoretically determined xed point. The initial state was set to w jk = w * /5 for 1 ≤ j ≤ 100 and 1 ≤ k ≤ 5, and w jk = 0 else (see details on the xed point and denition of w * below). However, because the numbering of presynaptic neurons in the model is random and arbitrary, it is possible that initially not all presynaptic neurons 1 ≤ j ≤ 100 have at least n j ≥ 5 potential contacts. Therefore, for any presynaptic neuron 1 ≤ j ≤ 100 for which n j < 5, we looked for another neuron j > 100 with n j ≥ 5, and exchanged n j and n j . This procedure allowed us to initialize the system to the theoretical equilibrium state. We also checked that if the system is initialized unconnected (w jk = 0 for all j, k), fully connected, or randomly connected, the postsynaptic rate, the total weight, and the contact numbers approach a similar steady state (data not shown).
Expected dynamics of synaptic contacts.
We derive the expected dynamics of the weight of a single synaptic contact under this model. Since dendritic spine plasticity is a slow process compared to the dynamics of action potentials and synaptic transmission, we take the average, denoted as · , of Eq. (7) over realizations of the spike trains (S ) and synaptic transmission failures (z ). We obtain
which is approximate because squaring and averaging of the terms C jk and R post have been interchanged.
The terms in Eq. (9) can be evaluated as (see Supplementary Information S1.1 for the derivation)
Eq. (10) establishes that the postsynaptic rate is determined by the sum of all synaptic weights. Since we assume pre-and postsynaptic neurons to be of the same type, we have chosen the parameters of the plasticity rule such that this rate is on average R post ≈ ν post = ν pre . Our simulations show that this value is tightly maintained. This implies that the sum of weights j k w jk is normalized [68] , cf. Eq. (10). Indeed previous theoretical work [58] has shown that terms like −R 4 post in our learning rule lead to a normalization of the total weight.
According to Eq. (11), for small transmission failure probability p f → 0 the dynamics of the contact w jk (9) is dominated by the total weight w j = k w jk . For large p f → 1, the evolution of w jk is independent of w j ; so increasing the failure probability p f gradually decouples the dynamics of the contacts. Inserting Eqs. (10) and (11) into Eq. (9) yields a closed, non-linear system of ordinary dierential dynamical equations in w jk (t), with 1 ≤ k ≤ n j and 1 ≤ j ≤ N.
In Supplementary Information we describe how the xed points of the expected contact dynamics can be analyzed and used to calibrate the system (S1.2), and how prototypical trajectories of newly created contacts can be constructed (S1.3).
Cooperation and competition.
Eqs. (9)-(11) enable us to illustrate the process of cooperation and competition, closely linked to the stabilization of the postsynaptic rate and correlations. The postsynaptic rate does not depend on the weight of any specic synaptic contact, but only on the total input, summed over all weights and contacts; cf.
Eq. 10. By contrast, Eq. (11) depends not only on the total input via the rate R post , but in addition also on the individual weight w jk and the total weight w j = l w jl arising from the same presynaptic neuron. To study competition, let us consider a uniform state and suppose that all correlations C jk = c and all momentary weights w jk = w for all j, k are small but positive. With α 1 in Eq. (9), the dominant evolution is therefore an increase of all weights, driven by the term a corr 2 c. However, as the weights increase, the ring rate does so as well and therefore the term R post 4 eventually stops further growth. This is the essential step of ring rate stabilization. For the same ring rate R post , some weights will grow further at the expense of others inducing competition via the instability of the uniform state, just as in other models [50] . The instability is caused by a positive feedback loop between dw jk (t)/dt on the left-hand side of Eq. (9) and w jk on the right-hand side of Eq. (11) . Going beyond standard plasticity models, Eq. (11) shows that correlations C jk driving the contact weight w jk increase not only proportionally to this specic contact, but also increase with the weight of other contacts l w jl from the same presynaptic neuron. The positive dependence gives rise to cooperation between contacts arising from the same neuron. The optimal amount of correlation, and hence cooperation, however, is limited by the term −a corr Contact creation.
With a rate of λ c each potential but inactive contact (w jk = 0) may be randomly transformed into an active contact. In such an event, called creation, its weight w jk is set to a low, non-zero value w c , and after the period of grace has elapsed, its dynamics follow Eq. (7) (see Fig. 1B ). We have adjusted the value of λ c to t the experimentally measured turnover ratio of dendritic spines as follows.
The turnover ratio, dened as TOR = (#created + #removed)/(2 · #total · day), was found to be 0.154/day in the adult somatosensory cortex [12] , where #created, #removed and #total are the numbers of spines that were created, removed, and the total number observed in one day, respectively. In a steady state we additionally expect that #created = #removed, which implies TOR = #created/(#total · day).
Now assume that the model is in a steady-state with a distribution of actual contacts as in Fig. 1D , red line. We derive the creation rate λ c loosely from this distribution, by assuming that approximately 10% of synaptic connections have active contacts, and these have about 5 active contacts. Counting the active synaptic contacts in this case, one would observe about #total ≈ 10% · N · 5 = 0.5 · N. On the other hand, the total number of potential contacts in our model is #potential ≈ 4.6 · N (Fig. 1D , blue, shows the histogram of n j across connections). Thus, the number of inactive contacts that are available for creation is #potential − #total. Hence, the expected number of creations is #created = (#potential − #total) · λ c · 1 day = (4.6 − 0.5) · N · λ c · 1 day. Inserting #created and #total into the expression for TOR above, and solving for λ c , we obtain λ c = TOR · 0.5 /4.1 = 0.019/day.
Signal-to-noise ratio of synaptic responses. 
where we also inserted R post ≈ ν post . Note that L j (t | t pre ) is still a stochastic quantity due to stochastic synaptic transmission z jk (t pre ) at the contacts k. We may obtain the mean spike-triggered response by averaging over the remaining stochasticity of z jk
Thus the average response only depends on the total synaptic weight w j , and not on the conguration of contact weights w jk . Similarly, the variance of the response can be derived as
Here we see that the contact conguration w jk determines the variance of the postsynaptic response. To further understand these properties, consider a synaptic weight w j that is made of n j contacts of weight w jk = w j /n j . Then the sum of squared weights term in var[L j (t)] becomes n j k=1 w 2 jk = w 2 j /n j . For this case we evaluate the signal-to-noise ratio of the synaptic response as
Therefore, in presence of synaptic transmission failures, multiple synaptic contacts increase the signal-tonoise ratio of synaptic transmission, proportional to the square root of the number of contacts. Previously, a related result has been found numerically for the mutual information of synaptic inputs and neural outputs via multiple contacts [69] .
Recurrent network model
Here we describe the thalamo-cortical network model presented in Each group of thalamic neurons modulates its ring rate in response to icks of the corresponding whiskers (whi). The sequence of whisker icks is stochastic and described by Poisson processes S 1 , S 2 , S 3 with rate ν whi = 1/s. The connection weights from whi to tha are chosen as w whi = 0.5. We assume full connectivity to the respective tha populations, such that each tha neuron responds to each ick of the corresponding whisker. In response to a whisker ick, tha neurons of the receiving population increase their ring rate λ(t) transiently by w whi /τ = 25/s, and subsequently their rate decays back to λ 0 quickly with time constant τ (cf. Eq. (8)).
The structural plasticity model (7) describes all exc to exc connections, both thalamo-cortical and intracortical, and is continuously active (except for the rst hour after simulation); autapses are excluded. All connections (both from tha to exc and exc to exc) have potential synaptic contacts, but initially the network is connected in a whisker-specic manner as depicted in Fig. 6A , see also below. Because the recurrent network contains many postsynaptic neurons, we need two indices to name a synaptic connection. A contact weight here is denoted by w ijk instead of w jk above, where i denotes the postsynaptic and j denotes the presynaptic neuron, and k the contact. Accordingly, the plasticity rule (7) here reads
and the total weight of a synaptic connection is w ij (t) = n ij k=1 w ijk (t), where n ij is the number of potential contacts for the connection from j to i. For simplicity all n ij are drawn from the probability distribution P(n ij ) (Fig. 1D, blue) , irrespective of which group (exc or tha) the neurons i and j belong to.
Because the postsynaptic neurons here are LIF neurons, synaptic ecacies w ijk have to be expressed in units of the PSP (in contrast, above w jk is a unit-less quantity). To match the impulse response function of the LIF neurons receiving an input spike with the xed point weight w * to the response of the linear Poisson neurons used above, we scale the synaptic weights asŵ ijk = γ · w ijk , with γ = 62.82 mV, leading to a typical EPSP amplitude of γw * = 1.01 mV. Substitutingŵ ijk into Eq. (14) implies that, to maintain the same plasticity dynamics as above, the parameters of the learning rule have to be rescaled according 
Apart from its (N
4 · 10 5 plastic excitatory connections our network also has static synapses. These we set as follows. We choose a connection probability of p conn = 1/3. Each excitatory neuron receives p conn N I synapses from randomly chosen inh neurons with a xed weight of −(1 − p f )γgw * , with g = 2.5. Each inhibitory neuron also receives this amount of inhibitory synapses, and p conn N E excitatory synapses from randomly chosen exc neurons from each of the N B cortical barrels, with a xed weight of (1 − p f )γw * (these synapses have no transmission failures, therefore the weight is scaled down by the expected transmission rate (1 − p f ) of the plastic, stochastic ones).
We initialize the plastic synapses at the theoretically derived xed point w * , with an expected total of 100 active input connections with 5 contacts each per neuron. So, for each exc-exc and tha-exc connection, we set w ij (0) = γw * q ij if neuron i and neuron j belong to the same barrel, where q ij is a Bernoulli random number that is 1 with probability p conn and 0 else (in this way, we get (N T + N E )p conn = 100 incoming connections per exc neuron in expectation). If i and j are part of dierent barrels, we set w ij (0) = 0. If there are ve or more potential contacts (n ij ≥ 5) in connection i, j, we set w ijk (0) = w ij (0)/5 for 1 ≤ k ≤ 5 and w ijk (0) = 0 for k ≥ 5. If there are less contacts (n ij < 5) but w ij (0) > 0, we set w ij (0) = 0 and look for a connection i , j that connects the same two groups, has w i j (0) = 0 and (n i j ≥ 5), and we set w i j (0) = γw * for this connection instead. In Fig. 6D neurons of barrel column exc 3 are ordered according to labels obtained by clustering. We used feature agglomeration based on Ward's hierarchical clustering [70] to assign one of three cluster labels to the vector {w i1 , w i2 , ...} of connection weights (at simulation end) from any exc neuron onto each exc 3 neuron i.
Simulations were performed using NEST [67] as described above, except for: (i) contact weights were not recorded, merely the total connection weights w ij (t) and the number of active contacts of each connection; (ii) the system state was recorded only every 60min instead of every 5min above; (iii) we simulated using 44 computing cores in parallel instead of a single core. o derive iqsF @IHA nd @IIA in the min textD we (rst write the solution of the di'erentil equtions of the tres de(ned in iqsF @QA nd @RA of the min textD r · (t) = 1 τˆt -∞ e −(t−s)/τ S · (s)ds , @IA where · stnds for either jk or postF o oth r jk nd r post re lowEpss (ltered versions of presynpti @S jk A nd postsynpti tivity @S post AD respetivelyD with time onstnt τ F imilrlyD the expressions C jk (t) nd R post (t) in iqF @UA of the min text denote lowEpss (ltered tres @with timeEonstnt τ slow A of preEpost orreltions nd the postsynpti spike trinD respetivelyF feuse presynpti (ring nd synpti filures re modeled s independent rndom vrilesD tking the expettion vlue of r jk @IA with respet to the reliztions of S jk yields r jk = S jk = ν pre (1 − p f )F por simpliityD we hve ssumed tht the tres r · (t) s well s the postsynpti rte λ(t) ll evolve on the ommon time sle τ F he postsynpti tivity λ(t) n thenD y solving iqF @VA of the min text nd inserting @IAD e written s λ(t) = λ 0 + 1 τˆt where in the seond step we ssumed tht w jk does not hnge muh on the @fstA timeEsle of τ F ine the expettion of r jk is ν pre (1 − p f ) we otin iqF @IHA of the min textF enlogouslyD we ompute iqF @IIA of the min text y inserting the expliit solutions of the tres @IAF e rrive t the expression r jk λ D whih evlutes to where we sustituted the ovrine funtion of the spike trins j nd iD C ji (s, u) = S j (s)S i (u) − S j (s) S i (u) F por the oisson proesses of our model we hve C ji (s, u) = ν pre δ ij δ(s − u)F rere δ ij denotes the uroneker symol nd δ(·) denotes the hir delt funtionF hen summed over i, l together with w il D the expression ove eomes where we inserted the ovrine funtion C ji for independent oisson proess inputs in the lst stepF fy insertion of @SA into @QA the lst equlity of iqF @IIA of the min text followsF xote tht our theory n s well desrie the more generl se in whih presynpti spike trins S j re nonEoissonD ut hve sttionry ovrine funtion C ji (s, u) = C ji (s − u) nd sttionry men S j (u) = ν pre F hen we insert @RA insted of @SA into @QA we otin the more generl expression for the expeted orreltion term t the synpti ontt
with the e'etive spike trin ovrinē
0ˆ∞ 0 e −(u+s)/τ C ji (u − s + d) du ds .
iqF @TA shows tht the plstiity model is generlly sensitive to spikeEtiming orreltions of neurons ll ross the networkF S1.2 Mathematical analysis of system dynamics.
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