Discovering valuable and diverse resources in an educational digital library can be difficult with the existing large number of content collections. Researchers in information retrieval and related domains have moved from considering only keyword-based matching to modeling the underlying behavior pattern of users. To achieve the purpose of both precision and diversity while providing online educational resource services, in this paper, we propose a weighted network-based information filtering framework that models user usage as a bipartite user-resource network; users and resources are treated as nodes in this network, each edge from a user to a resource means usage, and the weight represents the accumulation of multiple usage scenarios. Under this framework, we propose two individual algorithms, the unbalanced heat conduction algorithm and the unbalanced mass diffusion algorithm, and one hybrid multistage heat conduction and mass diffusion algorithm. There are two stages in these algorithms. In stage 1, an initial energy is assigned to each resource that has been visited by the target and passes to users according to a specific strategy. In stage 2, the energy is similarly transferred from users to resources, and a sorted resource list ranked by energy is presented to the target user. Experiments on a real-world dataset of one year of academic search logs showed improved performance from multiple indicators compared to existing algorithms.
I. INTRODUCTION
The The rapid development of the Internet has created great changes in the field of education. Educational resources are gradually transitioning from paper to electronic. In the past, when electronic resources were limited, catalog technology solved the problem of people looking for resources [1] . With the explosive development of educational resources, traditional catalog technology has been unable to meet the demand, and search engines have emerged. For researchers, The associate editor coordinating the review of this manuscript and approving it for publication was Yuyu Yin . a large number of academic search engines, such as Google Scholar [2] , PubMed [3] , and arXiv.org [4] , have increased searching convenience. The educational digital library (edu-DL) plays a key role in retrieving resources from educational platforms, and their functions are mostly the same [5] . People can search by author's name, organization, journal name, etc. The search results can also be sorted based on various indicators, such as citation, date, relevance, and so on. Figure 1 shows the search result of Web of Science, which we searched by the keyword -mass diffusion.They have collected a large quantity of research information that is widely distributed across different databases, systems and information portals. Supporting services include document retrieval, reading, and downloading. However, the accumulation of considerable resources and activities leads to the problem of information overload-finding high-quality resources is similar to finding a needle in a haystack. Due to the openness of most educational systems, users can navigate anonymously. Less identifiable users and rare feedback make it extremely difficult to distinguish valuable resources. The user's intent is ambiguous in most cases, which makes keyword-based retrieval unsatisfactory. At the same time as providing services, the quality of service must also be guaranteed [6] , [7] .
Interactive information retrieval (IIR) considers the past interactions of the search user and has improved user experiences. In such a system, functions such as search strategies [8] , [9] , term suggestions [10] , and personalization are studied. However, IIR ignores the interactions of other users and inevitably loses considerable valuable information. This usage information can provide useful decision assistance with the quality of resources. Usage-based search is becoming increasingly important in the current era of personalization and collective intelligence. As two means of information filtering, search engines and recommender systems are common, they provide users with separate or combined services [11] , [12] . A keyword-based search can be treated as one kind of content-based filtering in the recommender system. Similarly, we can learn from the idea of collaboration in the recommender system, which emphasizes collective intelligence. Under this consideration, in our paper, we map the usage of all users into a user-resource bipartite network, and we propose an improved heat conduction (HC) and mass diffusion (MD) algorithm for energy transmission in the network. Existing work has shown acceptable performance on accuracy and diversity of the heat conduction algorithm and the mass diffusion algorithm, respectively [13] .
Both the HC algorithm and the MD algorithm belong to network-based methods. In these two models, the user's past interactions are mapped into a bipartite user-resource network. Users and resources are nodes in the network, and the edge between the user and resource represents usage. There is a two-stage energy transmission for these algorithms. In stage 1, each resource that has been visited by the target user is assigned an initial energy; then, the energy is passed to users through the connected edges. The transmission process in stage 2, which is from users to resources, is similar. Finally, the resources are ranked according to the energy they own and provided to the target user. The network structure of these two methods is the same, and the difference lies in how energy is transferred. In a certain transmission process, energy transfer depends on the degree of either the user or the resource.
The activities of users in edu-DL include two kinds: explicit and implicit. Explicit activities are the behaviors that users show in their attitude toward documents very clearly, such as ratings, comments, and feedback. However, implicit activities are often not visible to other users in the system, such as searches, views, and downloads. These activities can help build different models to find similarities between users and help users discover high-quality resources that other users have visited. In the traditional HC algorithm and MD algorithm, explicit activities are modeled as the edges between users and resources in the user-resource bipartite network. Explicit activities are sparse due to the openness and anonymity of current edu-DL. However, implicit activities can better reflect the real attitudes of users because they can give false ratings for their purposes.
For these considerations, in our paper, we propose integrating explicit and implicit activities to build the hybrid HC and MD model. In the traditional model, there are cases where some resources are not covered due to the limited energy transmission process. In our proposed model, we overcome this issue to use multistage energy transmission. Moreover, energy transmission is balanced in the traditional model, while in the real world, we know that different people and resources are different in importance because influential people can spread resources more widely and quickly. Considering this problem, we propose using unbalanced transmission, which increases the effect of influential users and reduces that of the popular resources.
Our contributions in this paper are threefold: 1) We propose a weighted bipartite network-based framework for solving the resource ranking problem in edu-DL. Both explicit and implicit activities of users are used to construct our network model. 2) Under this framework, we propose two individual algorithms, unbalanced HC (UHC) and unbalanced MD (UMD), and one hybrid algorithm, unbalanced multistage HC and MD (UHM), to balance the precision and diversity while performing information filtering in edu-DL. Our proposed algorithms consider the user's influence and resource's popularity compared with classic algorithms. Moreover, the energy transmission in our algorithms is unbalanced, which fully utilizes the interaction data of users. 3) Considering the low coverage problem of classic algorithms, we propose the multistage energy transmission process, which has the disadvantage of the classic two-stage energy transmission process.
The remainder of this paper is organized as follows. We introduced related works in Section II. Section III presents the classic HC and MD algorithms. The proposed new algorithms are shown in Section IV. Section V shows a clear analysis of the experiment on a real-world dataset for both individual and hybrid algorithms. The conclusion of our paper is given in Section VI.
II. RELATED WORK
The explosive increase in information has promoted the transformation of information filtering technology, and the network-based method has achieved satisfactory results and has been greatly favored by academics and industry. One of the more well-known technologies is Google's PageRank algorithm [14] , which treats web pages as nodes, creates a directed graph based on the relationships between them, and sorts them by the importance. The various resources on the Internet are connected by complex relationships to form a complex network [15] . The development of network structure has led researchers to apply it to information filtering, such as social networks [16] , bipartite networks [17] , and tripartite networks [18] . Among these models, the bipartite network has received extensive attention.
The bipartite network projection can be more informative than the one-mode projection [17] . Similar to the probability-based model [19] , the random walk methods on the bipartite network have been widely studied in information filtering, especially in recommender systems [20] . With the weighted projection of the user-object network, a networkbased inference (NBI) model was proposed and demonstrated higher accuracy than the classic algorithms [21] . Learning from the principle of the heat conduction algorithm [22] and combined with the proposed mass diffusion algorithm in [17] , the hybrid heat conduction and mass diffusion (HHM) algorithm solved the diversity-accuracy dilemma [13] . Researchers have also proposed a series of improvements for the heat conduction algorithm, such as biased heat conduction (BHC) [23] , weighted heat conduction (WHC) [24] , local heat conduction (LHC) [25] , heterogeneous heat conduction (HHC) [26] , and top-n-stability heat conduction (TNS-HC) [27] . Social influence has also been applied on the user-object bipartite network [28] , [29] . By taking only a group of core users into consideration, the K-Nearest neighbor mass diffusion (KNNMD) algorithm can help improve recommendation efficiency in a system with a large number of users [30] . The problem of superfluous diffusion in the mass diffusion model can be solved with symmetrical punishment [31] . From the dataset aspect, the performance of HHM was improved by adopting partial recent behaviors [32] or negative ratings [33] . To increase diversity and novelty, balanced diffusion (BD) [34] , preferential diffusion (PD) [35] , heat bidirectional transfer (HBT) [36] , preferential bidirectional mass diffusion (PBMD) [37] and a model through eliminating redundant diffusion and compensating balance (ERD-CB) [38] have been proposed. As the key components of the information network, time and trust information were used in the diffusion-based model, such as the time-aware HHM (THHM) model [39] and the trust-based diffusion model [40] , [41] .
Here, we propose an improved hybrid heat conduction and mass diffusion algorithm for solving the precision, diversity, and coverage problem while searching in educational digital libraries. The difference between our model and existing methods is mainly in three aspects. First, we map both the explicit and implicit usage of resources into a weighted bipartite network, while in most literature, the explicit ratings are used to construct the network without weight. Second, we enhance the diffusion ability of high-impact users, reduce the diffusion ability of popular resources, and unbalance energy transmission. Finally, the multistage energy transmission process is executed in our model to overcome the low coverage problem of the existing method. The energy of some resources will always be 0 with classic two-stage methods and will not be covered.
III. PRELIMINARY
As the intersections between disciplines become more frequent, the theoretical approaches across different disciplines have received much attention. The heat conduction and mass diffusion algorithms are borrowed from physics theory. Among them, the heat conduction algorithm has better diversity, while the mass diffusion algorithm has higher accuracy. In computer science, they are transformed into a bipartite network; users and resources are treated as nodes, the attributes of users and resources are ignored, and only the interactions between users and resources are considered.
The bipartite network model is defined by graph G =< U , R, E >, which is shown in Figure 2 , where U = {u 1 , u 2 , . . . , u n } is the user set, R = {r 1 , r 2 , . . . , r m } is the resource set, and E = {e ij , i ∈ U ; j ∈ R} is the edge set. If there are interactions between u i and r j , then e ij = 1, otherwise e ij = 0. When the algorithm is executed, each resource that has been visited by the target user is given an initial energy, and these resources can transfer part of their energy to other resources. Assume that the initial energy of r β is e β , and the transfer weight between r α and r β is w αβ , which is the ratio passed from r β to r α . After execution, the total energy obtained by r α is calculated by (1) . Finally, the ranking list sorted by energy is provided to the target user. A summary of the notations used in this paper is shown in Table 1 .
The premise of the heat conduction algorithm is to assume that each resource that interacts with the user has a certain initial energy and can be transmitted through the user-resource bipartite network. The process of transmission mainly consists of the following two stages: Stage 1: Resource → user. The initial energy of each resource that interacts with the target user is set to 1, and the energy of the other nodes is set to 0. Each resource passes energy to the connected users according to the degree of the users. Finally, the energy obtained by each user is the mean of the energy passed by all connected resources, which is shown in (2) .
where a ij is the weight of edge <i, j>, which connects u i and r j , e j is the energy owned by r j , and d i is the degree of u i . Stage 2: User → resource. The initial energy of the users is calculated from Stage 1, and the energy of all resources is set to 0. Each user passes energy to the connected resources according to the degree of resources. Finally, the energy obtained by each resource is the mean of the energy passed by all connected users, which is shown in (3) .
where a ij is the weight of edge <i, j>, which connects u i and r j , e i is the energy owned by u i , and d j is the degree of r j . From Equation 1, 2 and 3, we derive the transfer weight of the heat conduction algorithm, which is shown in (4) .
The derivation process is as follows.
Compare (5) with (1), then (4) is obvious. The following is the example of the execution process of heat conduction algorithm. Example 1 Heat Conduction: Consider the small interactions log depicted in Figure 3 , where users are shown as circles, and resources are shown as squares. The edges represent the usage of users on resources. The target user is marked as a shaded circle; assume two resources, marked as shaded squares, have been visited by the target user, and the initial energy owned by each resource is 1. The degree of user/resource is defined as the number of nodes that are connected to that user/resource. In stage 1, the energy is transferred from resources to users according to the degree of the users. For the target user, the energy gained after transmission is (1 + 1)/2 = 1. In stage 2, the energy is transferred back to the resources according to the degree of resources. Finally, we obtain the amount of energy that all resources own. We number the resources from top to bottom as 1 ∼ 5, then the search result for target user under HC algorithm is {r 2 , r 3 }.
B. MASS DIFFUSION (MD)
The energy transfer process of the mass diffusion algorithm is similar to that of the random walk. It is assumed that the resources that interact with the user have a certain initial VOLUME 7, 2019 energy and can transfer energy to other resources. The execution process of the algorithm also includes two stages:
Stage 1: Resource → user. The process of energy transmission is similar to the heat conduction algorithm, except that each resource transfers energy to users according to the degree of the resource, which is shown in (6) .
where a ij is the weight of edge <i, j>, which connects u i and r j , e j is the energy owned by r j , and d j is the degree of r j . Stage 2: User → resource. At this stage, each user also passes energy to the resources according to the degree of the user, which is shown in (7) .
where a ij is the weight of edge <i, j>, which connects u i and r j , e i is the energy owned by u i , and d i is the degree of u i . The derived transfer weight of the mass diffusion algorithm is shown in (8) .
The following is the derivation process.
Compare (9) with (1), we obtain (8) . The following is the example of the execution process of mass diffusion algorithm.
Example 2 Mass Diffusion:
The lower part of Figure 4 illustrates the energy transmission process of the mass diffusion algorithm. For the resources visited by the target user, we set an initial energy of 1, and the other resources and the user's energy are initialized to 0. Then the energy of the resources is passed through two stages. In stage 1, the energy is transferred from resources to users according to the degree of the resources. After transmission, the energy gained by the target user is (1/3 + 1/2) = 5/6. Then, users transfer their energy to resources according to the degree of the users in stage 2. Finally, we obtain the resource list ranked by the energy that they own. We know that the search result for target user under MD algorithm is {r 3 , r 2 }. 
IV. THE PROPOSED ALGORITHMS
The characteristics of the heat conduction algorithm and mass diffusion algorithm can be seen in Figure 3 and 4. In the heat transfer algorithm, the second resource is eventually placed in front of the third resource, and it is the opposite in the mass diffusion algorithm. From the degree of resources, we can see that the heat transfer algorithm tends to provide novel resources, which is very diverse and novel, while the mass diffusion algorithm tends to provide popular resources, which ensures accuracy. However, in these two algorithms, the energy transmission process of stage 1 treats the first resource and the fourth resource equally, which is unfair, because the distinguishing ability between the popular resource and the unpopular resource is different, unpopular resources can better determine the user's personality. Moreover, it is unreasonable to treat all users equally in the process of energy transmission in stage 2 because the influence of users is different. Moreover, after the execution of the two algorithms, the energy of the fifth resource is 0 and cannot be provided to the target user. Here, we propose an unbalanced multistage energy transmission strategy to solve these problems and to balance accuracy and diversity through the hybrid of these two algorithms.
Assume that the initial energy owned by resources is represented by the vector e, then the energy is transferred through (10):ẽ = W UHM m e (10) whereẽ is the energy vector after transmission, W UHM is the transfer weight, and m ∈ N + . If the user's behavior in the system is more active, we should improve its energy transmission ability. Here, we achieve this by stretching the energy the user owns, which is shown in (11) .
where N j is the activity level of u j , N j ∈ N + . Similarly, we also compress the energy of popular resources to reduce their ability to transfer.
where N j is the popularity level of r j , N j ∈ N + .
A. UNBALANCED HEAT CONDUCTION (UHC)
In the classic heat conduction algorithm, energy is transferred in a balanced manner. In the edu-DL, we consider that different methods of usage should create different methods of energy transmission. Therefore, we assign a certain weight to the bipartite network and associate it with energy transmission. The execution process of the unbalanced heat conduction algorithm is as follows: Stage 1: Resource → user. The initial energy of each resource that interacts with the target user is set to 1, and the energy of other nodes is set to 0. Each resource passes energy to connected users according to the weight of edges. Finally, the energy obtained by u i is shown in (13) .
where e j is defined in (12), a ij is the weight of edge <i, j>, which connects u i and r j , N j is the activity level of u j , and N j ∈ N + . Stage 2: User → resource. At this stage, the energy is transferred back to resources. The gained energy of r j is shown in (14) .
where e i is defined in (11), a ij is the weight of edge <i, j>, which connects u i , r j , N j is the activity level of u j , and N j ∈ N + . The derived transfer weight is shown in (15) .
We know that (15) is obvious when (16) is compared with (1) . For simplicity, we define Finally, we obtain the following transfer weight:
The energy transmission process of UHC algorithm is shown in Figure 5 .
B. UNBALANCED MASS DIFFUSION (UMD)
The energy transmission process of this algorithm is similar to the MD algorithm. The difference is that the energy transmission is unbalanced. The execution process is as follows.
Stage 1: Resource → user. The initial energy of each resource that interacts with the target user is set to 1, and the energy of the other nodes is set to 0. Each resource passes energy to the connected users according to the popularity level of the resource and weight of the connected edge. Gained energy of u i is calculated by (20) .
where e j is defined in (12), a ij is the weight of edge <i, j>, which connects u i and r j , N j is the activity level of u j , and N j ∈ N + . Stage 2: User → resource. At this stage, the energy is transferred back to the resources according to the activity level of the users and the weight of the connected edge. Gained energy of r j is calculated by (21) .
where e i is defined in (11) , a ij is the weight of edge <i, j>, which connects u i and r j , and N i is the activity level of u i , and N i ∈ N + . The derived transfer weight is shown in (22) .
a iα e i log(1 + N i ) N i VOLUME 7, 2019 FIGURE 6. The UMD algorithm at work on user-resource bipartite network.
Equation 22 is obvious when (23) is compared with (1) . For simplicity, we define
From (17), (22) and (24), we obtain the final transfer weight as follows.
The energy transmission process of UMD algorithm is shown in Figure 6 .
C. UNBALANCED MULTISTAGE HHM (UHM)
The heat conduction algorithm has good diversity but low accuracy, while the mass diffusion algorithm has good accuracy but low diversity. In response to this problem, we propose an unbalanced multistage hybrid algorithm that not only balances accuracy and diversity but also further improves coverage. The most basic hybrid algorithm uses linear weighting (also called parallelized hybridization). However, it needs to execute both individual algorithms, which has a higher computational cost. We propose using pipelined hybridization. Assuming that the initial energy of r j is e j , the transmission ratio by the mass diffusion algorithm is m, and transmission ratio by the heat conduction algorithm is h, then the energy obtained by the connected u i is calculated by (26) .
where λ ∈ [0, 1] is the weight parameter. The execution process of our proposed UHM algorithm is as follows.
Stage 1: Resource → user. The initial energy of each resource that interacts with the target user is set to 1, and the energy of other nodes is set to 0. Each resource passes energy to connected users through both the UH and UM algorithms. Gained energy of u i is calculated by (27) .
where e j is defined in (12) , λ ∈ [0, 1] is the weight parameter, a ij is the weight of edge <i, j>, which connects u i and r j , and N i is the activity level of u i , N i ∈ N + . Stage 2: User → resource. At this stage, the energy is transferred back to resources according to the hybrid UH and UM algorithm. The gained energy of r j is calculated by Equation 28 .
where e j is defined in (11) , λ ∈ [0, 1] is the weight parameter, a ij is the weight of edge <i, j>, which connects u i and r j , and N i is the activity level of u i , N i ∈ N + . The derived transfer weight is shown in (29) .
The following is the derivation process. (30) is compared with (1). From (18) and (24), the following equation is obvious.
From (17), (29) and (33), we obtain the final transfer weight as follows.
Considering the complexity of the calculation, the example of energy transmission process of the UHM algorithm will not be shown here.
V. EMPIRICAL STUDY A. DATASET
The Sowiport User Search Sessions Dataset (SUSS) was used to test our proposed algorithms [42] . Sowiport is an academic search engine that includes 22 different databases whose content is in English and German [43] , [44] . This dataset contains users' search logs between April 2, 2014 and April 2, 2015. The usage behaviors (e.g., typing a query, visiting a document, selecting a facet, etc.) in the system are mapped to a list of 58 actions (35.79% are document-related actions). For each action, a session id, the date stamp and additional information (e.g., queries, document ids, and result lists) are stored. The dataset contains 558,008 individual search sessions (0.69% were performed by registered users) and a total of 7,982,427 logs entries. Table 2 shows a piece of specific session information within the dataset. In this session, the user logged into the system and visited his favorites and home pages; then, he/she performed a search (searchterm_2). After obtaining the result list, he/she viewed a document. After performing an additional search, he/she returned to the home page and visited his/her favorites page.
For sessions generated by unregistered users, we treat individual sessions as an independent user. Document-related actions are preprocessed as the weight between users and documents.
B. EVALUATION METRICS
Appropriate metrics can measure whether the algorithm achieved the desired results. In our experiments, we used 70% of the data for training and the remaining 30% for testing, and the length of the ranking list was set to 10. Common indicators such as precision, recall, diversity, coverage, popularity, and ranking score are used here.
The goal of the information filtering task is to preserve the most relevant resources to the user. Precision and recall are the two most popular metrics, both of which are calculated by the hit ratio. Precision is the ratio of the number of hits in the result list.
where T is the length of the testing set, hits is the number of hits, and L is the length of the ranking list. Relatively speaking, the recall is calculated as the proportion of the number of hits in the theoretical maximum number of hits.
where H i is the number of resources that u i interacted with. Two kinds of diversity are used in most literature: extrinsic diversity and intrinsic diversity [45] . The former comes from the uncertainty of information needed in a given a query, and the latter is mainly designed to avoid redundancy. Here, we focus on intrinsic diversity because we hope to optimize novelty in our results. The calculation of diversity is as follows.
where H ij is the Hamming Distance between u i and u j , which is calculated by (38) .
where Q ij is the number of common resources in the ranking list of both u i and u j . In an information filtering system, the higher the position of resources, the greater the probability of being visited. The ranking score not only measures the number of hits but also considers the relative position of the resources [46] . It is calculated by (39) .
where score i is the ranking-score of u i , which is calculated by (40) 
where P i is the position of r i in the ranking list. Coverage and popularity are also two important indicators in information filtering systems. Coverage measures how many of the resources are provided to users at least once, while popularity indicates the ability of the algorithm to provide unpopular resources. The better the two indicators, the better the ability of the algorithm to explore long tails. Their calculation method is as follows.
where Rank i is the ranking list for u i .
where N i is defined in Table 1 .
C. INDIVIDUAL METHODS
We evaluated the individual HC, MD, UHC, and UMD algorithms from six indicators on the SUSS dataset, and the results of the evaluation are the average of ten experiments. The experimental performance of these four algorithms is shown in Table 3 . From the perspective of accuracy, the UMD algorithm performs best, followed by the MD algorithm. The same is true for recall and ranking-score. Additionally, we can see that the accuracy of the UMD algorithm is much higher than that of the UHC algorithm, which can also be seen in the comparison of the MD and HC algorithms.
The UHC algorithm and the HC algorithm are excellent in diversity indicators, and the UHC algorithm is superior. Starting from the two indicators of coverage and popularity, we can also conclude that the UHC and HC algorithms are better than the UMD and MD algorithms. Because the UHC and HC algorithms are more biased toward unpopular resources, resources are more diverse and covered. It can be seen from the above analysis that the proposed UMD algorithm and UHC algorithm are improved in terms of accuracy and diversity, respectively. Compared with the HC algorithm, the accuracy of the UHC algorithm decreases, and the diversity of the UMD algorithm also decreases compared with the MD algorithm. This shortcoming provides an idea for the latter hybrid algorithm.
D. HYBRID METHODS
From the previous evaluation results of independent algorithms on the dataset, it can be seen that different algorithms have performance differences in various indicators, which is determined by the theoretical framework of the algorithm. For example, the heat transfer algorithm has good diversity because it is more inclined to the unpopular resources in the energy transmission process, and the good accuracy of the mass diffusion algorithm is determined by its preference for popular resources. In the real world, we often need to consider multiple aspects of the indicators to achieve an overall optimal performance. Therefore, it is a feasible solution to combine the various algorithms with their strengths. Based on the HC and MD algorithms, we find the problem of user discrimination and resource discrimination and propose an unbalanced strategy. The newly proposed UHC algorithm and UMD algorithm significantly improve in terms of diversity and accuracy. To meet the actual needs and balance in various indicators, we propose a UHM algorithm to mix the UHC and UMD algorithms. Considering that the energy propagation of the UHC algorithm and UMD algorithm have a similar form, our UHM algorithm combines the two by a parameter λ and has a similar propagation mode. The performance of the improved hybrid algorithm under different parameter values of λ is shown in Figure 7 .
From this figure, we can see that when λ gradually increases, the precision, recall and ranking-score gradually improve, but the coverage, diversity and popularity indicators decrease (it should be noted here that the increase in popularity value indicates that the algorithm is more inclined to provide popular resources. From the perspective of personalization, we think this is a reduction in performance) because the hybrid algorithm considers the strengths of the UMD algorithm. Of course, the drawback is also manifested in the reduction in diversity. As λ continues to increase, indicators such as precision begin to show a downward trend because the change in parameters makes the hybrid algorithm too dependent on the UHC or UMD algorithm and misses the optimal balance.
Next, we fixed the parameter λ to evaluate the effect of the parameter m. Here, the value of our λ is chosen as the value of the best accuracy. That is, λ = 0.44. As we said before, algorithms such as the HC, MD, and HHM belong to two-stage energy transmission. The disadvantage of this method is its low coverage. Therefore, we propose multistage energy transmission. Here, we evaluate the performance of the HHM algorithm and the UHM algorithm with different m. The results are shown in Table 4 . From the table, we can see that the four-stage (m = 2) energy transmission improved in indicators of precision, recall, and ranking-score compared to HHM. The efficiency of the multistage method has been guaranteed.
VI. CONCLUSION
The rapid development of the Internet has led to changes in the educational industry. In the past, people carried many teaching materials to the classroom and took notes, which has gradually transitioned to electronic formats. The increase in online educational resources has fueled the explosive growth of user interaction data. How to use the interaction data between users and educational resources to provide personalized information filtering services for users becomes increasingly important. The traditional keyword-based search model can play an important role when users have a clear need, but when the user's intention is unclear, this search method shows its drawbacks. It is difficult for users to discover diverse and innovative educational resources under this classic mode.
To solve the problem of resource search in edu-DL, this paper proposed an unbalanced multistage heat conduction and mass diffusion algorithm. Based on existing research, the algorithm mainly considers user differences and resource differences. Through a large number of experiments on the open academic resource dataset, we evaluated the performance of the proposed algorithms from six indicators. The experimental results show that the proposed UHM algorithm is superior to the HHM algorithm from both individual and hybrid aspects, which indicates that our algorithm is effective.
Of course, there are still many factors that we have not considered, which shows that there is still considerable research space from the classic algorithm of the HC and MD. For example, how to include the characteristics of users and resources, not just the interaction between users and resources, and how to combine the bipartite network model with social networks. In future research, we will continue to conduct various investigations and research and strive to continuously improve and innovate our UHM model. FANG QI received the B.Sc. degree from the National University of Defense Technology and the M.Sc. and Ph.D. degrees from Central South University, where she is currently an Associate Professor with the School of Computer Science and Engineering. Her current research interests include network and information security and the Internet of Things. VOLUME 7, 2019 
