The main purpose of this paper is to present a stochastic programming model for agricultural planning under uncertain supply-demand relations and to propose an algorithm for the model. We first illustrate that several economic problems under undertaint~ must be formulated as a quadratic programming model in which the linear coefficients are stochastic variables. The model is considered as an extension of the linear stochastic programming model reported by Freund (1956) and Kataoka (1963 Kataoka ( , 1967 .
Introduction
The regional planning models In which demand functions are incorporated directly into the objective function are widely applied for planning and analyzing both pricing and allocation problems for the commercial sector of agriculture (see e.g. Judge and Takayama, 1973) . However, the models have been constructed without consideration of prediction errors associated with statistical estimation of the model parameters. The effects of uncertainty, whose main source is the variability of prices and costs as well as yields, on the optimal solutions of the models have not been evaluated as a result. We therefore introduce the stochastic prediction errors into the current alternative deterministic regional and interregional planning models.
Various types of stochastic linear programming models (SLPM) have been developed and reported by many authors. Some of these models have been successfully applied in empirical studies. As considered by N anseki(1986), however, certain types of agricul-tural planning problems with stochastic linear demand functions must be formulated as a quadratic programming model with stochastie coefficients in the linear term (abbreviated to SQPM).
In this paper, an algorithm is proposed and additional data are supplied with a view to further improving the model. In Section 2, we restate the model formulation described in the previous paper and illustrate how an interregional equilibrium model with stochastic linear demand and supply function must also be formulated as SQPM. In Section 3, alternative criteria for optimization are introduced and the mathematical characterist.ics of SQPM are analyzed. Equivalence relations among these criteria and an algorithm based on the relations for the solutions are considered in Section 4. A procedure for application of the model and a simple example based on actual data are illustrated in Section 5, followed by concluding remarks in Section 6.
Model Formulation

Regional production planning model
Consider an agricultural production planning model for a region with stochastic demand functions in the Case of m commodities and single period (see e.g. Nanseki(1986) for details). Let p: vector of the commodity price vector of the prediction error of c. The set of price-dependent demand functions may be written as
Then the regional aggregated profit functions can be defined as
For each commodity, we assume that the actual quantity consumed, Xd, is less than or equal to the effective supply, x., from all the production activities. The resource inputs for production and transport are assumed to be less than or equal to the resource quantity available. These constraints imposed on variables may be written as vector of the prediction error of t.
The set of regional demand and supply functions may be written as
Then the interregional net social payoff function can be defined as (2.6)
x., is assumed to be greater than or equal to the effective supply from some region to all the regions. These constraints imposed on variables may be written as In the regional planning model, D is a diagonal matrix with nonpositive elements when cross price flexibility coefficients between commodities are zero. The following assumption consequently holds in this case. The assumption also holds in the single commodity interregional equilibrium model, since D and S are diagonal matrices with non positive or nonnegative elements, respectively. 
Deterministic Equivalents and Properties of Solution
We have alternative criteria for optimization depending upon the purpose of the applied research. One of the well-known criteria in agricultural economics is to maximize the expected utility function specified by a suitable function form with constant absolute risk aversion. This criterion is often employed in empirical studies for modeling and simulating the economic behavior of a farm or a region. The criterion, however, is not appropriate to practical agricultural planning since it is difficult for policy makers to specify the risk aversion parameter. From the managerial view point of agriculture, the criteria corresponding to a satisfaction approach are more practical. Maximizing probability criterion and maximizing aspiration ( or satisfactory) level criterion are two plausible criteria.
In this section, the three alternative criteria above are adopted for formulating problems. We call each model U-model, S-model and P-model, in this order, respectively.
is the utility function employed by Freund(1956) and parameter a is a positive risk aversion constant, which may be considered as a measure of the aversion to risk.
The stochastic linear programming problems based on this criterion were considered in several papers (e.g. Kataoka, 1963) . Parameter ' fJ is a reliability constant, which may be considered as a measure of the reliability of the planning.
Problem 3. P-model maximize Prob(l ::; d) subject to x E C where parameter I is less than or equal to the optimal value of Problem O.
The stochastic linear programming problems based on this criterion were considered in several papers (e.g. Charnes and Cooper, 1963; Kataoka, 1967 Since /(x) is a strictly concave function of x for a > 0 by Assumptions 2 and 3, the optimal solution can be found by the known convex quadratic programming method (see e.g. Martos, 1975) . When a = 0, Problem 4 is equivalent to Problem O. Denote an optimal solution and an optimal functional value as a function of a by x(a) and j(a) , respectively.
The following properties can be derived (see Appendix 2 for the proofs).
(ii) j( a) is a strictly monotone decreasing function of a.
is a strictly monotone decreasing function of a.
. The deterministic equivalent of Problem 2 is the following (see Appendix 3 for det ails).
Problem 5. S-model maXImIze
Parameter k is a nonnegative safety constant which corresponds to a reliability constant, 17 . Since J x'Ex is strictly convex (Kataoka, 1963) , 9(X) is strictly concave for k > O.
The optimal solution therefore may be found by the known convex programming method. When 17 = 0.5, that is k = 0, Problem 5 is equivalent to Problem O. Denote an optimal solution and an optimal functional value as a function of k by x{k) and g(k) , respectively. The following properties then can be derived. The proofs are similar to those of (i) '" (iv), respectively, and they are omitted.
The deterministic equivalent of Problem 3 is the following (see Appendix 3 for details).
Since the numerator of h( x) is concave and the denominator is positive and strictly convex, an optimal solution of problem 6 may be found by applying the Dinkelbach's nonlinear fractional programming method (Dinkelbach, 1967) . When parameter 1 is equal to the optimal functional value of Problem 0, the optimal solution of Problem 6 is equivalent to that of Problem 0 (see Theorem 2).
Denote an optimal solution and an optimal functional value as a function of / by x· (/) and h*(I) , respectively. Then the following properties can be derived. The proofs are also similar to those of (i) '" (iv), respectively, and they are omitted. Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
Equivalenee Relations among the Criteria and Algorithm for P-model
In this section, we determine the equivalence relation between Problems 4 and 5, and that between Problems 5 and 6. Based on the relations, an algorithm for the P-model is proposed.
From a computational point of view, the equivalence relations are useful in applied research. Particularly in the case of a large model, it is difficult to solve Problems 6 and 5 directly by the known non linear optimizing method due to the non linearity of the objective function. Because Problem 4 is, however, a convex quadratic programming problem for which several efficient optimizing methods are known, an optimal solution of the problem is more easily found than in the case of Problems 5 and 6. The solution of Problem 4 then can be interpreted as that of Problems 5 and 6 by the equivalence relations. Furthermore, the relations give us more information and are useful to identify a wider implication of the optimal solutions for the applications.
Equivalence relations
We can derive the following equivalence relation between Problem 4 and Problem 5 with the same notation described as in the previous section. Proof: Based on the convex programming theory, an optimal solution of Problem 4, x(a) , is the x-part of the solution of the following Kuhn-Tucker condition KTL(a) (Martos, 1975) . KTL(a).
where A is an m dimensional vector ( Lagrange multiplier ); ;j; is an n dimensional slack vector; 11 is an m dimensional slack vector.
On the other hand, an optimal solution of Problem 5, x(k), is the x-part ofthe solution of the following K uhn-Tucker condition KTL(k). Moreover we can find the following properties for the solution of Problem 4 (see Appendix 4 for the proofs). We can derive the following equivalence relation between Problems 5 and 6. (1967) for nonlinear fractional programming can be applied to Problem 6. A direct application of the theorem yields that x" is an optimal solution of Problem 6 and the optimal value is k", if and only if x" is an optimal solution of problem 5 with k = k* and the optimal value is I. The theorem therefore is obvious. I
Theorem 2. An optimal solution of Problem 5, x(k) , is that of Problem 6, if the value of parameter I satisfies
( 4.5) 1= r'x(k) + x(k)'Qx(k) -kVx(k)/EX(k).
An optimal solution of Problem 6, x*(/), is also that of Problem 5, x(k) , if the value of parameter k satisfies
We can now find the following properties (see Appendix 4 for the proofs). 
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We can prove that k(l) as the inverse function of /(k) has similar properties to Corollaries 3 and 4, and the proofs are omitted. Furthermore, we can find that I(k) is a convex function of k , and so is k(l) of I. The proof is similar to that of lemma 1 of Dinkelbach (1967) and it is omitted. By Theorems 1, 2 and Corollaries 1 IV 4, the following properties obviously hold. A procedure for application of the P-model, which is a more attractive formulation in practical planning, is outlined. In the applied problems, the propriety of the assumptions in Section 2 may not be verified apriori. Accordingly, we must verify the assumptions and then apply the algorithm described in the previous section. The procedure consists of the following five steps.
If Assumption 1 does not hold then the deterministic equivalents, Problems 4,5 and 6, can not be derived from Problems 1, 2 and 3. However Problem 6 can be interpreted as maximizing a lower bound for probability Prob[d ~ I] by the application ofthe Chebyshev's Inequality (see e.g. Hoel et aI. 1971 and Appendix 5). This interpretation is based upon the lack of assumption on the distribution of "f'x other than that it has finite variance. theorems and properties proved in this paper hold, however. We consequently need not add such an inequality in practice.
Illustrative example
In order to illustrate our algorithm and procedure, we consider the following simple example, which is based on an actual economic problem. One of the main issues in agricultural policies in developing countries is to determine the optimal allocation of resources of a region under uncertain supply-demand relations and production constraints. For evaluating the resource allocation in Indonesian agriculture, the regional production planning model is applied based upon data presented by the UN/ESCAP CGPRT Centre. The data cover commodity production (10 3 t), prices (lOB Rp./103 t) expressed in 1985 Rp. from 1982 to 1985, average yields (10 3 t/10 3 ha), production cost (lOB Rp./103 ha), transport cost (lOB Rp.f1l)3 t), input-output coefficients (10 3 ha, 10 3 man-day/10 3 ha) and resource availability (10 3 ha, 10 3 man-day/10 3 ha per month) of upland and labor. Main upland crops in Garut, Indonesia are maize, cassava, soybean and upland rice. Since an additional demand for rice, maize and cassava has not been generated recently, the increase in production leads to lower prices. On the other hand, prices of soybean are not sufficiently affected by the expanded production due to the increasing demand and price policy.
The set of the demand functions for markets in Garut is statistically estimated as The yield matrix, input-output matrix and resource availability vector are also estimated as 1. Since the matrix D is negative definite and Problem 0 has a finite optimal solution, Assumptions 3 and 4 obviously hold. We have also an optimal solution of Problem 6 at Iteration 11 by the algorithm with E = 1.0e-6. Table 1 presents the optimal solutions of both Problems 0 and 6 with a range of actual output levels from 1980 to 1985. The iteration process is presented in Table 2 . Furthermore the corresponding Problem 7 has the only one feasible solution x = O. Assumption 2 therefore holds. We know as a result according to the procedure that the optimal solution of problem 6 is that of our problem. where parameters v and e are suitable constants. These formulations for which the normality of d ( Assumption 1) is not a requirement may be useful in some applied fields.
Relation between SLPM and SQPM
One should note that in case of Q = 0, Problem 4 is reduced to the model presented in Freund(1956) , and Problems 5 and 6 are reduced to the linear version considered by Kataoka (1963 Kataoka ( , 1967 . The relations among optimal solutions of the linear version of the U-model, S-model and P-model have been discussed with numerical examples (without theoretical considerations) in several papers (e.g. Boussard, 1969 , Sengupta, 1982 . Theorems 1 and 2, which are extensions of Kataoka's theorem (1963, 1967) , establish the equivalence relations among the U-model, S-model and P-model, however. Kataoka (1967) has proposed an algorithm for solving the linear version of the S-model and P-model. The algorithm, which is more sophisticated than the previous algorithm (Kataoka, 1963) , takes advantage of the parametric quadratic programming method of Wolfe (1959) . Ishii et al.(1978) have also proposed a similar algorithm for solving a variant of the S-model. However the algorithm can not be applied to Problems 5 and 6 due to the nonlinearity of the objective function, 1-'. This paper therefore presents an iteration method which is capable of solving the problems.
Further applicability of SQPM
An application study of SQPM to agricultural development problems in South East Asia has been undertaken in cooperation with experts of developing economies. In the case study, a stochastic interregional planning model based on SQPM will be built for the economic analysis of production and marketing systems under uncertain demand conditions for selected commodities in Indonesia.
