Abstract. In this paper we firstly study the limit of minimizers of the fractional W s,p -norms as p → +∞ in De Giorgi sense. In particular, we analyzed the Γ-convergence of non-homogeneous Dirichlet boundary problem for fractional p-Laplacian in this approximation process, and proved that as p → +∞ the minimizers of fractional p-Laplacian with Dirichlet boundary Γ-converges to a minimizer of Hölder ∞-Laplacian under the same Dirichlet boundary condition.
Organization of This Paper
In this paper, we mainly use the Γ-convergence introduced by E. De Giorgi in 1970's to investigate some approximation phenomenons on the fractional pLaplacian equations and related functionals. The Γ-convergence is defined as: Definition 1.1 (Γ-convergence). Let X be a metric space. A sequence {E n } of functionals E n : X → R := R ∪ {∞} is said to Γ(X)-convergence to E ∞ : X → R, and we write Γ(X)-lim n→+∞ E n = E ∞ , if the following hold:
(i) for every u ∈ X and {u n } ⊂ X such that u n → u in X, we have
(ii) for every u ∈ X there exists a sequence {u n } ⊂ X(called a recovery sequence) such that u n → u in X and For further information, one can refer to [21, 24] .
In section 2, we utilize the settings supposed as, 0 < α < 1, p > when {k} ⊂ (0, 1) decreases to some s ∈ (0, 1). Here B tR (Ω) is define as the N -dimensional ball with diameter tR located at the same center as the smallest ball containing Ω, in which, t > 1 and R is the diameter of Ω. We assume that 0 < s < k < 1, p ∈ (1, +∞) and Ω being an open bounded set in R N without regularity assumption on ∂Ω. In order to investigate the asymptotics smoothly, we introduce a relative-nonlocal Sobolev space W s,p 0,tR (Ω). And then in some admissible space Y , we investigate the asymptotic behaviours of the functionals Then under the case k → s from below, we assume that 0 < k < s < 1, p ∈ (1, +∞) and Ω being an open bounded set in R N , without further regularity assumption on ∂Ω. Then inspired by [27] (see also [35] ), we construct a space when k increases to some s ∈ (0, 1). We will see that we can not get a ideal result as in the case approximating from above. And as a byproduct, we give an equivalence description between the spaces W s − ,p 0
(Ω) and W s,p 0 (Ω) in De Giorgi sense. For more information on this topic, one can see [27, 35] . ∂xi∂xj , which is usually referred to as ∞-Laplacian equation, introduced by Aronsson in the fundamental work [4, 5] as the EulerLagrange equations associated to the functional
Here, the weak solution u to the ∞-Laplacian equation is understood in the viscosity sense. One can refer to, for instance, [2, 3, 4, 5, 6, 7, 11, 14, 15] for the limitation discussion as p → +∞. Moreover, u is known as a local minimizer up to a Lipschitz extension, for which, one can refer to [7] . One can notice that the approximation process above is pointwise, and in [18, 17] one can find another approximation approach for variable p(·) based on Γ-convergence, which is also our concentration in this paper.
In this paper, we are concerned with the fractional case.
We study the Dirichlet problem and the minimizers of the functional
for pα > N (N is the dimension of R N ) with α ∈ (0, 1), and Ω being a bounded
in the limit case as p → +∞, the fractional functional approximates to, formally,
In general, the Euler-Lagrange equations of the fractional functional (2.1) is
In viscosity sense, as p → +∞, the equation (2.3) should converge to the Hölder ∞-Laplacian equation (refer to [23] ), defined as
For the research on the Dirichlet problem of Euler-Lagrange equations of functional
(2.6) one can refer to [23, 36, 37] . We also want to mention that the boundary condition can be changed to the fully nonlocal case, that is u = g on R N \ Ω, and then we would work on the space W s,p 0 (Ω) defined as the complete closure of
. For the research in this direction, one can refer to [26, 31, 39] , and a final generalization comment in [23] .
For the Dirichlet problem of Hölder ∞-Laplacian equations, we denote
In [23] one can see that under suitable conditions when p → +∞ is large enough, the weak solutions of Dirichlet problem of (2.6) converge to the weak solutions of the equations (2.7) in the viscosity sense. For the readers' convenience, we list the results below without proof. One can see that under suitable conditions the minimizers u exhibit α-Hölder continuity up to the boundary. So it is safe to assume that the boundary value g| ∂Ω is α-Hölder continuous when p is large enough.
The first half of this paper is to investigate the convergence of fractional functional (2.1) to the infinity functional (2.2) when p → +∞ in De Giorgi sense. Then based on this, we also investigate the compatibility of non-homogeneous Dirichlet problems during the process p → +∞ of the functional (2.1).
We want seize the chance to mention the following implicit representation of viscosity solution to (2.7) when f = 0. We just give the statement of the theorem, and for the proof details one can refer to [23] . 
• (Existence) Then there exists a viscosity solution u ∈ C(Ω) of (2.7).
• (Partial uniqueness) Assume f = 0. Then the viscosity solution u ∈ C(Ω)
of (2.7) is unique and is defined implicitly by the following:
where
Main Results.
In order to neatly present the subject, we first need some definitions. The natural setting for variational functional of the operator L 
In all that follows, for α ∈ (0, 1) and qα > N , we define E α,p :
The first result concerns the Γ(L q (Ω))-convergence of the functional
to the α-infinity functional
Theorem 2.3 (Asymptotic behaviour of p → +∞). Let α ∈ (0, 1) and Ω be a bounded Lipschitz domain in R N . We consider {p} p as a strictly increasing sequence going to +∞. Then we have
The proof of this theorem follows from Proposition 2.1 and Proposition 2.2 below. 
therein).
We may apply the Γ-limit of "free" energy results above to minimum of the form
during which Ω stands for a bounded (smooth enough) domain of R N and s ∈ (0, 1), and D s denotes a fractional differential operator.
Applications of Γ-convergence to PDEs can be generally related to the behavior of the Euler-Lagrange equations. Notice that the possibility of defining a Γ-limit related to these problems will not be linked to the properties (or even the existence) of the solutions of the related Euler-Lagrange equations ( [21] ). For example, for fractional Laplacian equation (−∆) s u = 0 in Ω, the Dirichlet boundary problem u = g on ∂Ω is ill-posedness, and the case u = g on R N \ Ω is well-posedness, which means the boundary value is not only determined only in the domain Ω, but the whole space (see [32, 45] ), but we can establish the existence and uniqueness of the minimizer for the fractional p-functional (2.1) under the first Dirichlet condition.
See also section 3. So the uniqueness of the minimizer of the limitation energy does not imply corresponding uniqueness of the solutions to the limitation Euler-Lagrange equations (Thm.2.2). In particular in this paper, we can only state that the minimizer sequence would convergence to a minimizer of the limitation functional, but there are also many other extensions and characterizations of the minimizer as the weak solutions to different Euler-Lagrange forms (see, e.g., [8, 22, 23] ).
We can see that in the functional (2.9) there exist two other terms: the force term g and the boundary ϕ. Anyway even if we have established the Γ-convergence for the functional E α,p (u), we can only get immediately the same convergence result for the minimizers of such functionals in the same space, but not for the minimum problems with non-homogeneous Dirichlet boundary conditions. So we have to verify the compatibility of the condition u = ϕ on ∂Ω, which is our next main result in this paper.
For the preparation of the investigation of the compatibility of the Dirichlet boundary conditions, we give some definitions first. Let Ω be a bounded Lipschitz domain in R N , 0 < α < 1 and p > 2N α . Now with ϕ ∈ C 0,α (Ω) we define some admissible function sets
The energy integrals are defined as follows:
Since when p is large enough, we have 
Define the minimization problem
Now we give another main result in this section: 
Proof. If E α,∞ (u) = +∞, the inequality is satisfied automatically, so there is noting to prove. Thus let us take E α,∞ (u) < +∞. Now we will find a "recovery sequence" to verify the condition (ii) of the Γ-convergence equality. Let us consider the sequence 
which concludes the desired result.
Now we attempt to verify the condition (i) in the Definition (1.1).
In this paper, we use L N (U ) to denote the N -dimensional Lebesgue measure of the measurable set U ⊂ R N .
, and let {p} be a sequence of strictly increasing positive numbers going to +∞. Consider
And if q > 2N α , we have 
and based on a subsequence {u pn } of {u p } we have
For convenience we still denote the sequence {p n } by {p}. 
This means
Therefore letting q → +∞ we obtain
which implies for the original sequence {p}
Then if q > 2N/α, then by Sobolev compact imbedding theorem, we have
, where γ = α − 2N q , and
So u is continuous up to the boundary, then for every boundary point x 0 on ∂Ω, we can find a sequence {x m } ⊂ Ω (m ∈ N) such that lim 
Since ǫ is arbitrary, we conclude that
and obviously sup x =y,x,y∈Ω
which concludes the desired result Proof.
Step 1. Now we firstly verify the lim inf inequality in the definition of Γ-convergence for
there is nothing to prove. So we may directly assume that for a sequence {u p } ⊂
Then we can extract a subsequence (not relabelled) {u p } and there exists some
which implies that sequence {u p } is uniformly bounded in W 
The only difference from Proposition 2.2 is that the function space X Step 2. Now we are in the position to verify the recovery sequence condition in the Γ-convergence definition for
that is, to find a sequence
In fact, as in Proposition 2.1, we can directly let u p := u in X ϕ α,p (Ω). Indeed, as u ∈ X ϕ α,∞ (Ω), then u ∈ X ϕ (Ω) (defined in Lemma 2.1), and by Sobolev imbedding theorem we infer that E α,p (u) is bounded. Because u ∈ X ϕ α,∞ (Ω), which is up to the boundary, and when p >
which concludes the results together with step 1.
Step 3. Next we prove (ii) of Theorem 2.4. We claim that u ∈ X Since by assumption the sequence {u p } p are the minimizers of E ϕ α,p in X ϕ (Ω) for corresponding p, we infer that
Thus we have lim inf
(2.14)
So combining (2.13) and (2.14) yields that
which concludes the proof.
Asymptotic Behaviour on Varying s
Let 0 < s < 1, p ∈ (1, +∞), and Ω ⊂ R N be an open bounded set. We consider the nonlocal nonlinear operator (−∆ p ) s u interpreted as
For more information on this operator we refer the reader to [1, 16, 20, 26, 31, 37, 39] . However, by [32] the equation (3.1) is not well-posedness corresponding to the wellposedness non-homogeneous Dirichlet boundary condition given by
In other words, the ill-posedness of (3.1) and the well-posedness of (3.2) show that an (−∆) s function in a domain Ω cannot be determined only by its value on the boundary ∂Ω, but depends on its value on the whole area R N \ Ω. (Ω), i.e., Ω can be extensible. For more information on this topic, one can refer to [46] . And in this section, we do not assume any regularity on ∂Ω.
However, if we work in the space W s,p 0 (Ω), we would find that it seems a little difficult to get uniform comparison estimations for a pair of s and s ′ , not to mention a sequence of s j .
Then for our special problem setting here, we utilize a relative-nonlocal Sobolev space denoted as W 
This is a reflexive Banach space for 1 < p < +∞ and 0 < s < 1. t is independent of Ω.
In fact, this space is equivalent to W s,p 0 (Ω) (see Appendix in [35] ). Also this is a direct result by the sufficient and necessary condition for extensible domain (see [46] ). Since the ball B tR (Ω) clearly fits for the condition in [46] , then we can
. For more information on the space W s,p 0,tR (Ω), one can see our another paper [35] .
3.1. Γ-convergence as s j → s from Above. In this subsection, we use Γ-convergence to investigate the asymptotic behaviour of the following equations with varying s, 5) in the weak sense as
0,tR (Ω), for which, the variational form is
For the existence and uniqueness of solutions to this equation, one can refer to [26, 31, 37] . In fact, it is a very standard approach based on the direct method and strict convexity of the semi-norm W s,p tR (Ω). For every 0 < s < 1 and p ∈ (1, +∞), let us define the functional F s (u) as
Let ∀0 < ǫ ≪ 1, 0 < s < 1 and p ∈ (1, +∞), and let ( W A sequence {F k } k is said to be equi−coercive if there exist a compact set K ⊂ X such that [24, 21] ).
In the following theorem, we give the Γ-convergence on functionals F s (u). 
Proof. We observe that it is obviously that the infimum of each F sj is attained in W 
in which f, v denotes the usual dual product. The unique minimizer of F sj in W sj ,p 0,tR (Ω) is just the solution u sj to (2.6) (see e.g. [31, 37, 39] ). Due to the Rellichtype embedding theorems, the closure K in L p (Ω) of the set K := {u sj , j ∈ N} is compact. Again from the discussion above we infer that
for each j ∈ N. Then the sequence {F sj } j is equi-coercive. For more equivalent conditions on equi-coercive, one can refer to Chapter 2 and 7 in [24] . 
for some positive constant C and each j ∈ N. Then by Young's inequality we have that the sequence {w sj } is uniformly bounded in W s,p 0,tR (Ω) by Sobolev-type embedding (see [28, 35] ). Then thanks to the reflexivity of the space W For simplicity, we denote the diameter of Ω by R. Then by the weak lower semi-continuity one has
In fact, if we check the process above carefully, let F s (w) = +∞, then lim inf
if it is this case, then obviously
So it follows from above arguments that if w sj → w in L p (Ω), then we have
We can complete the proof of the Γ-convergence by observing that for each
3.2. Γ-convergence as s j → s from Below. In this subsection, we just give the Γ-convergence result of some free functionals to express some special characters of the asymptotic behaviours from below. We can see there is something different from the case converging from above. And in order to make the difference clear, we do not use the relative-nonlocal setting. On the other hand, we would not use the Rellich-type compact embedding property, which needs the extension assumption of ∂Ω (see [46] ), so we can be away from the relative-nonlocal setting for a while.
We just work on the usual Sobolev space W s,p (Ω), and this does not change the intrinsic quality.
Now we should make some modifications on the space we work on. Let 1 < p < +∞, 0 < s < 1 and Ω ⊂ R
N be an open bounded set. We set
We can clearly see that W
We define two functionals E s and E s , mapping For preparation we need the following definition. 
G(x),
where G(F ) is the set of all lower semi-continuous functions G on X such that G(y) ≤ F (y) for every y ∈ X.
We can see that in fact sc − F is the greatest lower semi-continuous function majorized by F . For more information on the relax function and the relations with Γ-convergence function one can see Chapter 3 − 5 in [24] . Now we introduce the following proposition in [24] . Remark 3.1. We want to mention that we can also establish similar result like Corollary 3.1 in our relative-nonlocal setting. For other equivalent forms one can refer to [35] , in which, we have also established some other equivalent forms of the space W s − ,p 0,tR (Ω) (see [35] ) in the relative-nonlocal setting under no regularity assumptions on ∂Ω.
