Abstract
Introduction
A Distributed Parallel Computing Environment (DPCE) usually aggregates large-scale heterogeneous computing resources to solve problems which are divided into many independent tasks [1] . This kind of computing paradigm is also known as High Throughput Computing (HTC) [2] , which allows users to manage computing resources by loose-coupled management, task scheduling and adapting to dynamic changes in network environment. The problem scale of HTC is usually large. Consequently, our concern is not to execute single task fast, but also to utilize resources to provide computing power effectively. In the traditional High Performance Computing (HPC) environment, users have to rely on the limited computing resources such as super computer or high performance computer, which can be assigned only for a short service time. In addition, cluster is not infinitely scalable architecture for very large computational problems. Therefore, the distributed parallel processing could be a practical solution to very large computational problems based on the aggregation of large-scale computing resources in network [3] .
The utilization of DPCE that can efficiently support a wide range of scientific and engineering applications remains many challenging research problems due to the complexity and varying requirements of the applications [4] , such as the heterogeneity of different operating systems and their networks, asynchronous complex interactions among the data flow components and so on.
There has been lots of previous work on DPCE. These previous studies focus on the aspects including parallel processing technology, computer networking technology, and software technology. The need for large-scale data processing has given rise to a series of new distributed systems [5] . The state-of-the-art parallel processing engines, such as MapReduce [6] , Dryad [7] , and Hadoop [8] provide scalable and fault-tolerant execution of individual tasks. An extendable services-oriented power distributed computation system model has been designed and implemented in [9] , where software design patterns are applied to design low coupling and extendable system framework, and the servicesoriented system architecture enhances the integration ability and extendibility. Referring to the people's trust relationship model of Sociology and considering the dynamic, continuity and uncertainty of trust under the network environment, a dynamic trust evaluation model under distributed computing environment based on the Dempster-Shafer Theory and Shapley entropy is proposed in [10] . A query processing system called Comet that embraces batched stream processing and integrates with DryadLINQ is presented in [11] . A variety of resource allocation schemes that provide modern distributed computing applications with performance and reliability guarantees are presented in [12] .
To capitalize on experience of adaptability frameworks, an enhanced model that master/worker applications can adapt at run-time to varying conditions is proposed in [13] .
However, in order to utilize large-scale computing resources efficiently when building a generalized framework for distributed parallel computing, there are several issues which need to be addressed. 1) General architecture of coordinating various heterogeneous computing resources. The existing computing architectures of heterogeneous system are not general enough to provide the desired performance and management levels in dynamic environment. In addition, these environments are not well scalable and prevented from being cost-effective due to the relatively narrow applicability. 2) Easy-to-use programming model for users and developers. Traditionally, the message passing interface (MPI) is a widely-used standardized and portable message-passing system. The users and developers have to spend considerable time in understanding the details of the overall system as well as the important aspects such as data distribution, problem partitioning and scheduling, routing, load balancing, efficient utilization of the computing resources, and synchronization. The complexity of programming model is difficult to achieve even a fraction of the theoretical peak performance offered by the system. 3) Dynamic managing mechanism of voluntary computing resources. It is widely known that the design and verification of fault-tolerant distributed parallel systems is a difficult problem. In heterogeneous environment, the uncertainty of tasks failures is often caused by the dynamic changing resources or unreliable loose-coupling networks. The uncertain exceptions should be considered carefully by the fault-tolerant mechanism or checkpoint recovery. From the issues mentioned above, the aim of this paper is to present an approach to the solution based on master/worker model [14] , which is not coupled to any specific hardware and architecture. In this paper, we implement a general framework for large-scale distributed computation of problems that features coarse-grained parallelization. The fundamental components of this framework are based on TSpaces [15] technology implemented by IBM, which has a simple programming interface and allows a wide variety of components for transparent communication. Furthermore, we present a Dynamic Managing Mechanism (DMM) of voluntary computing resources in unreliable environment. The experiment results indicate that our implementation has preferable performance, and can achieve high availability and reliability in the environment of dynamic changing resources and unreliable loose-coupling networks.
The rest of this paper is organized as follows: In section 2, we will give a brief overview of the TSpaces function and a simple usage. In section 3, we present the design and implementation of the multi-task system in DPCE. In section 4, a distributed parallel processing paradigm is proposed based on master/worker model. In section 5, we present the DMM algorithm to tolerate the uncertain exceptions. We present an experimental evaluation of our implementation in Section 6. We draw some conclusions from our study in Section 7.
TSpaces Function and Usage
TSpaces, a project at the IBM Almaden Research Center, is a messaging middleware component that combines asynchronous messaging with database features, all in one easy to use, portable package. The primary data structure is the tuple, which is a vector of fields. Each of field contains a typed value. TSpaces middleware provides a common set of services such as group communication, database, URLbased file transmission and event notification. To be a persistent data store, as well as a data delivery system [16] , Tspaces is lightweight and reliable which implements flow of command control, blocking and non-blocking command, and access control.
The application programming interface (API) of TSpaces is illustrated in Figure. 1. The tuple management is the fundamental mechanism which provides read, store, update, index, scan and other operations of tuples. The operator management provides many useful services for users to register a new tuple and manage the lifecycle of tuples. For example, the user performs a read operation, the operator manager reads the message and dispatches the operation to the tuple manager which queries the operator registry to determine whether the operation is valid or not. If the operation is valid, the tuple manager calls the appropriate command processing module to execute and return the results to the user.
TSpaces implements many common operations to access the tuples. For examples, the read operation performs an associative search for a tuple that matches the template. The write operation adds a tuple to a TSpaces server. The waitToRead operation blocks until a matching tuple is found. The scan operation likes the read operation above, except returns the entire set of tuples that match. The following example illustrates a simple read and scan operations.
/ / Read the specified tuple resultTuple = ts.read ("mydata1", DataInstance); / / Read all matching tuples of the String resultTupleSet = ts.scan (String, DataInstance);
TSpaces provides the access control mechanism of tuple space. Each of operation contains the authentication attributes. When user accesses the tuple space, the access controller determines whether the user has permission to read or write tuples. TSpaces offers users a fundamental DPCE of multipoint communication by accessing tuples in a tuple space server.
The Multi-task System in DPCE
The traditional DPCE technology commonly use asynchronous communication model by passing messages between the processes, or synchronous communication model by calling a remote object method. The tuple space concept is an extension of the asynchronous communication model. The communication between two processes needn't pass messages to each other, and even don't know the existence of each other. For example, the process B waits for some matching type of tuples which are produced by the process A. If the process A store the tuples into the tuple space server, then the process B can retrieve the tuples and sends the result back to the tuple space server. The message may be referred to an object, or an XML document, or even a computational task. In this procedure, the relationship between the processes is loosely coupled by reading or writing interested tuples in the tuple space server [17] .
In the environment of TSpaces, each tuple of task carries their own task and communicates by means of the tuple space server. The large-scale and compute-intensive problems can be processed by the distributed computing of tuples. We encapsulate the subtasks into task objects, and each of which can carry task information running on the heterogeneous computing resources independently. The master object coordinates and controls the execution of many subtasks. As shown in Figure. 2, we propose a multi-task system (MTS) architecture in DPCE. The MTS hides the complexity and diversity of heterogeneous computing resources, and provides task scheduling pool which implements by tuple space to achieve multi-task allocation and execution. The MTS is based on TSpaces middleware and using workflow to guide the developers to design multi-task scheduling and management in distributed environment. Task management middleware is the core of the MTS which including workflow modeling engine, workflow compiling engine, workflow service engine and workflow scheduling engine.
As shown in Figure. 3, the workflow modeling engine provides visual modeling tools to establish formal description of the workflow process, which includes task definition, task description, dependency definition and dependency description. The workflow compiling engine compiles the workflow process description into the process definition and executing strategies. The workflow service engine instantiates the process definition and generates the task executing object. The workflow scheduling engine performs creation, activation, scheduling and execution of tasks, and stores the required data of every step in the whole working process. When the task execution object completes the current task, the results will be sent back to the tulpe space server. Then it will apply for a new task for the succeeding workflow stage. 
Distributed Parallel Processing Based on Master/Worker Model
The master/worker model consists a single master process maintains centralized control over parallel computations by a number of worker processes [18] . The traditional master/worker model consists of two logical elements: a Master Node (MN) and many Worker Nodes (WNs). Typically, MN is responsible for operations management, task partitioning and task scheduling; WNs are heterogeneous computing resources on the network, and responsible for task acquisition and execution. There are many advantages of master/worker model. Firstly, MN has global information of the DPCE, therefore it's possible to make decisions and maintain the load balance. Furthermore, it's relatively easy to achieve coarse-grained fault tolerance. Secondly, the master/worker model can implement loose synchronization, irregular synchronization, and asynchronous parallel issues. The user program is consisted of master executing codes and worker executing codes. They are communicated by the tuple space server. The master executing codes can initialize tasks, distribute tasks, and collect the results of tasks. The worker executing codes can retrieve the task and executing it, and return the results back to the tuple space server.
However, a mass of messages are processed by only one MN. Therefore, the increase of task quantity and WNs produce a large number of communications between the MN and WNs, which could cause a serious performance bottleneck in the DPCE. In order to address this problem, a HTTP service node is working with the MN and WNs together to complete the tasks in parallel. In the DPCE, the MN coordinates the execution status, scheduling tasks of a large number of WNs. HTTP service node provides a job queue and portal to submit tasks, monitor tasks, and collect task results to reduce the stress of MN.
The MN, HTTP service node and WNs are mainly communicated by Socket and HTTP protocol in order to improve the efficiency of the communication in the DPCE. The communication by the tuple space server is only employed when necessary to avoid bottleneck of shared memory. The job processing flow is illustrated in Figure. 1) The remote clients submit jobs to the HTTP service node. All jobs are joined the job queue one by one in accordance with the priority. 2) The MN gets a job from the job queue.
3) The MN executes the master execution codes to start the job, and distributed tasks to the task pool which is resident in the HTTP service node. 4) The WNs download the jobs from the HTTP service node. 5) The WNs execute the worker execution codes. 6) The WNs get tasks from the task pool and execute the tasks. 7) The task results are sent back to the task pool when the WNs finish them. 8) The MN gets task results from the task pool. 9) When all of the task results are collected by the MN, the whole job is finished. The daemon is a lightweight program resident in the MN and WN, and divided into MN daemon and WN daemon respectively. The MN daemon accesses the job queue in the polling scheme, and
decomposes the job into many independent tasks which are submitted to the job queue. The processing flow of the MN daemon is illustrated in Figure. 5. The WN daemon accesses the download area of the job queue in round-robin scheme, and executes the tasks according to the requirements of execution conditions such as CPU requirement, memory requirement, and network bandwidth requirement. The processing flow of the WN daemon is illustrated in Figure. 6.
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The Dynamic Managing Mechanism of Voluntary Computing Resources
In the computation process of the DPCE, the factors of many unexpected events could result in termination of process, incomplete results, or other exceptions [19] . We implement the Dynamic Managing Mechanism (DMM) of voluntary computing resources to achieve high availability and reliability. The exception or failure of the WNs does not affect the job process, and any computing resources can join or withdraw from the DPCE at any time [20] .
The fault-tolerant algorithm focuses on two conditions. One is the allocation and termination of tasks. The other is the consistency of tasks. The algorithm is comprised of four stages: The task allocation by the MN; The task acquirement of the WNs; The results return from the WNs; The results gathered from the MN.
Distributed Parallel Processing Based on Master/Worker Model in Heterogeneous Computing Environment Lei Wang, Yong-Zhong Huang, Shao-Zhong Guo W denotes the set of WNs. T denotes the set of tasks. We define the task can be characterized by three-tuples attributes: T= (V, E, I). V denotes the task entity that can be regarded as executing requirements such as codes, data and execution environment. E denotes the executing mark of the current task. I denotes the unique identification (such as IP address) of the WN which is executing the task. The algorithm of DMM can be described as following:
We assume that N denotes the total number of WNs. The worst and average communication complexity of the above algorithm of DMM is O(N) and O(logN) respectively. Usually, the network bandwidth could be a main factor which affects the performance of the DPCE.
Experimental Evaluation
To evaluate the effectiveness of the DPCE and DMM, we take 32-variables linear error equation for example. The 16-bits brute-force and 16-bits folding method is employed. The total calculated amount of the job is 2 16 , and the granularity of a single task is 2 10 .There is 64 tasks allocated totally. The machine of MN and WNs used to conduct the experiments has the following characteristics: Intel Quad Core i5 760 clocked at 2.8GHz, 8GB of main memory, 1000Mbps LAN network connection. We evaluate the performance of MPI [21] implementation, our environment with DMM and without DMM respectively, and generate almost 50% exceptions which include system crash failure and network failure when executing the tasks using DPCE with DMM. The experiment results are shown in Table. 1. Figure. 7 shows the performance of varying the number of WNs. The three sets of results indicate the performance improvements of the DPCE compared with MPI implementation. The performance of our implementation with DMM is lower than without DMM because of the communication cost between the computing resources. On average, our implementation without DMM is increased performance of 11.07% compared with MPI. The implementation with DMM can achieve high availability and reliability in the environment of dynamic changing resources and unreliable loosecoupling networks.
Conclusions
In this paper, we present an approach to the solution based on master/worker model. It is a general solution for distributed parallel processing and not coupled to any specific hardware and architecture. This general architecture can aggregate various heterogeneous computing resources. On this basis, we implement a general framework based on TSpaces for large-scale distributed computation of problems that feature coarse-grained parallelization. The programming model of our implementation is easy-touse for users and developers. Furthermore, we present a dynamic managing mechanism of voluntary computing resources in unreliable environment. Our algorithm can tolerate the unreliable failure problems such as system crash failure, network failure and other exceptions.
The experiment results indicate that our implementation without DMM is increased performance of 11.07% compared with MPI. The implementation with DMM can achieve high availability and reliability in the environment of dynamic changing resources and unreliable loose-coupling networks.
