Let F be a nonlinear Frechet differentiable map in a real Hilbert space. Condition sufficient for existence of a solution to the equation F (u) = 0 is given, and a method (dynamical systems method, DSM) to calculate the solution as the limit of the solution to a Cauchy problem is justified under suitable assumptions. * key words: inequalities, nonlinear equations, dynamical systems method, evolution equations † math. subject classification: 37C35, 37L05, 37N30, 47H15, 58C15, 65J15,
Introduction
In this paper a method is given for proving existence of a solution to a nonlinear operator equation F (u) = 0 in a Hilbert space and for computing this solution. Our method (the dynamical systems method: DSM) consists of solving a suitable Cauchy problem which has a global solution u(t) such that y := u(∞) does exist and F (y) = 0. In [1] , global convergence of a Newton-type DSM method is proved for solvable operator equations with C 2 −monotone operators in a Hilbert space, and estimates for the solution are obtained. The results of the present paper generalize some results in [8] and [2] . Examples of applications of DSM and its development for nonlinear ill-posed problems, for problems with unbounded operators, and for construction of convergent iterative schemes for nonlinear ill-posed operator equations are given in [1] , [7] - [13] . In [2] - [4] continuous regularization methods are used for a study of well-posed operator equations with smooth operators and for some equations with monotone operators. In [1] and [9] DSM was developed for solving ill-posed operator equations, with not necessarily monotone operators, and for constructing convergent iterative methods for their solution.
Let F be a nonlinear Frechet differentiable map in a real Hilbert space. Consider the equation F (u) = 0.
(1.1) Let Φ(t, u) be a map, continuous in the norm of H and Lipschitz with respect to u in the ball B := {u : ||u − u 0 || ≤ R, u ∈ H}. Weaker conditions, which guarantee local existence and uniqueness of the solution to (1.6) below, would suffice. Assume that:
and
where g j , j = 1, 2, are positive functions on R + := [0, ∞), g 2 is continuous,
Remark: Sometimes the assumption (1.3) can be used in the following modified form:
where b > 0 is a constant. The statements and proofs of Theorems 1-3 in Sections 1 and 2 can be easily adjusted to this assumption. Consider the following Cauchy problem:
Finally, assume that
The above assumptions on F, Φ, g 1 and g 2 hold throughout and are not repeated in the statement of Theorem 1 below. By global solution to (1.6) we mean a solution defined for all t ≥ 0. Theorem 1. Under the above assumptions problem (1.6) has a global solution u(t), there exists the strong limit y := lim t→∞ u(t) = u(∞), F (y) = 0, u(t) ∈ B for all t ≥ 0, and the following inequalities hold:
and ||F (u(t))|| ≤ ||F (u 0 )|| exp(− The assumptions about Φ imply local existence and uniqueness of the solution u(t) to (1.6). To prove global existence of u, it is sufficient to prove a uniform with respect to t bound on ||u(t)||. Indeed, if the maximal interval of the existence of u(t) is finite, say [0, T ), and Φ(t, u) is locally Lipschitz with respect to u, then ||u(t)|| → ∞ as t → T . Let g(t) := ||F (u(t))||. Since H is real, one uses (1.6) and (1.2) to get gġ = (F (u)u, F ) ≤ −g 1 (t)g 2 , soġ ≤ −g 1 (t)g, and integrating one gets (1.9), because g(0) = ||F (u 0 )||. Using (1.3), (1.6) and (1.9), one gets:
(2.1)
Because G ∈ L 1 (R + ), it follows from (2.1) that the limit y := lim t→∞ u(t) = u(∞) exists, and y ∈ B by (1.7). From (1.9) and the continuity of F one gets F (y) = 0, so y solves (1.1). Taking t → ∞ and setting s = t in (2.1) yields estimate (1.8). The inclusion u(t) ∈ B for all t ≥ 0 follows from (2.1) and (1.7). Theorem 1 is proved.
then the proof of Theorem 1 yields
If (1.4) holds, then (2.3) implies g(t) = 0 for all t ≥ T , where T is defined by the equation:
Thus ||F (u(t))|| = 0 for t ≥ T . So, by (1.3), Φ = 0 for t ≥ T . Thus, by (1.6), u(t) = u(T ) for t ≥ T . Therefore y := u(T ) solves equation (1.1), F (y) = 0, and
If (2.2) holds with a > 2, and (1.4) holds, then a similar calculation yields:
5)
because of (1.4). Assume that
Therefore an analog of Theorem 1 is obtained: Theorem 3. If (2.2) holds with a > 2, (1.4) and (2.6) hold, then the solution u(t) to (1.6) exists for all t > 0, u(t) ∈ B, there exists u(∞) := y , and F (y) = 0, y ∈ B.
3 Applications.
If g j = c j , j = 1, 2, and c j > 0 are constants, then (1.4) and (1.5) hold,
Let us give examples of applications of Theorem 1 using its simplified version with g j = c j > 0, j = 1, 2. .2) is not valid, was studied in [2] for linear selfadjoint nonnegative-definite operator, in [3] for nonlinear monotone hemicontinuous operator, and in [1] for some other cases. Then c 1 = 1, c 2 = m 1 , Φ is locally Lipschitz if, for example, one assumes
where M 2 = M 2 (R) is a positive constant, and (3.1) is:
In the examples below condition (3.3) is assumed and not repeated. As we have mentioned in Section 1, this condition can be weakened. Let Φ = −[F ] * F and assume (3.2) . Then
where m 1 is the constant from (3.2). Here we have used the estimates ||f || = ||A −1 Af || ≤ ||A −1 ||||Af ||, ||Af || ≥ ||A −1 || −1 ||f ||, with A := F (u) and f = F (u). Estimate (3.1) is:
If this inequality holds, then Conclusion 1 holds with (3.6) replacing (3.4) . 
If this inequality holds, then Conclusion 1 holds with (3.7) replacing (3.4). Example 5. Continuous modified Newton method.
To find c 1 , let us note that: If (3.4) holds, then Conclusion 1 holds. In Example 6 some results from [4] are obtained. Our approach is more general than the one in [4] , since the choices of f and h do not allow one, e.g., to obtain Φ used in Example 5. [2] can be dropped.
In this Section we give a new derivation of the result in [2] under weaker assumptions about α, and show that the regularization in (4.1) is not necessary.
First, let us prove that the regularization in (4.1) is not necessary: the result holds with α = 0. Below → denotes strong convergence in H.
The solution to (4. The first term on the right-hand side of (4.2) tends to zero as t → ∞ (even if P u 0 = 0), if h(∞) = ∞. To apply the dominated convergence theorem, one checks that
≤ 1 for all t > 0 and all λ > 0, where the inequality 0 < h(t − s) ≤ h(t), valid for s ≥ 0, was used. 2
Our derivation uses less restrictive assumptions on α than in [2] and [11] : we do not assume differentiability of α, and the property lim t→∞ α −2α = 0. The property ∞ 0 αdt = +∞, which is equivalent to h(∞) = ∞, was used above only to prove that lim t→∞ h −1 (t)U (t)u 0 = 0. If ∞ 0 αdt := q < ∞, then u(∞) = y − P y + e −q P u 0 , and Au(∞) = f , so that the basic conclusion holds without the assumption h(∞) = ∞.
Finally, let us prove a typical for ill-posed problems result: the rate of convergence u(t) → y can be as slow as one wishes, it is not uniform with respect to f . Assume α = 0, but the proof is essentially the same for 0 < α → 0 as t → ∞. Assume that A > 0 is compact, and Aϕ j = λ j ϕ j , (ϕ j , ϕ m ) = δ jm . Then (4.2) with y = y m := ϕ m and u 0 = 0 yields u(t) = ϕ m (1 − e −tλm ). Thus u(∞) = y, but for any fixed T > 0, however large, one can find m such that ||u(T ) − y m || > 0.5, that is, convergence is not uniform with respect to f .
Remark about nonlinear equations.
In this Section we give a short and simple proof of the basic result in [3] , and close a gap in the proof in [3] , where it is not explained why one can apply the L'Hospital rule the second time. A completely different approach to a study of operator equations with non-smooth monotone operators is given recently in [13] .
The assumptions in [3] are: the operator A is monotone (possibly nonlinear), defined on all of H, hemicontinuous, problem (4.1) has a unique global solution, equation A(y) = f has a solution, α(t) > 0 decays monotonically to zero, lim t→∞α α −2 = 0, and α is convex.
We refer below to these assumptions as A3). If A3) hold, the basic result, proved in [3] , is the existence of u(∞) := y, and the relation A(y) = f . In [3] , p. 184, under the additional assumption (1.24) from [3] , the global existence of the solution to (4.1) is proved. Actually, the assumption about global existence of the solution to (4.1) can be dropped altogether: in [6] , p.99, it is proved that A3) (and even weaker assumptions) imply that problem (4.1) has a unique global solution.
Let us give a short proof of the basic result from [3] . It is well known that A3) imply that the problem A(v α ) + αv α − f = 0, for any fixed number α > 0, has a unique solution, there exists lim α→0 v α := y, A(y) = f, and ||y|| ≤ ||z||, for any z ∈ {z : A(z) = f }. Thus, for any small δ > 0, one can find α δ such that ||v α − y|| < δ/2 for all α > α δ , lim δ→0 α δ = 0. Let w := u − v α , where u solves (4.1) and v α does not depend on t.
Multiply this by w, use the monotonicity of A, and let ||w|| := g. Then gġ ≤ −α(t)g 2 + c|α(t) − α|g, c = ||y||. Indeed, multiply A(v α ) + αv α − A(y) = 0 by v α − y and use monotonicity of A to get α(v α , v α − y) ≤ 0. Thus ||v α || ≤ ||y||, so c = ||y||.
Since α(t) is convex, one has |α(t) − α| ≤ |α(t)|(t α − t), where t α ≥ t is defined by the equation α = α(t α ), lim α→0 t α = ∞. Thus, gġ ≤ −α(t)g 2 + c|α(t)|(t α − t)g, and, taking u(0) = v α , one gets This allows one to apply twice L'Hospital's rule to the right-hand side of (5.1), and to get: lim α→0 g(t α ) = lim tα→∞α (tα) α(tα)+α 2 (tα) = 0. Now, ||u(t α )−y|| ≤ ||u(t α )−v α ||+||v α −y||, ||v α −y|| ≤ δ/2, and ||u(t α )−v α || ≤ δ/2, for sufficiently large t α . Since δ > 0 is arbitrarily small, it follows that lim t→∞ ||u(t) − y|| = 0.
Let us prove (5.2) . From our assumptions about α, it follows that for all sufficiently large t, one has −αα −2 ≤ c, where 0 < c < 1, so α(t) ≥ (c 1 + t) −1 b, where b := c −1 > 1, c 1 > 0 is a constant, and e t 0 α(s)ds ≥ (c 1 + t) b . Thus, (5.2) holds. 2 If one assumes additionally that A is Frechet differentiable, then the proof is shorter. Namely, let h(t) := ||A(u(t)) + α(t)u(t) − f || := ||ψ||. Then hḣ = −((A (u(t)) + α(t))ψ, ψ) ≤ −α(t)h 2 , because A ≥ 0 due to the monotonicity of A. Thus h(t) ≤ φ(t), where φ(t) := h(0)e − t 0 αds . As we proved in Section 4, the assumptions on α(t) imply α(t) ≥ (c 1 t + c 2 ) −1 , where c 1 and c 2 are positive constants, and c 1 can be chosen so that 0 < c 1 < 1, due to the assumption lim t→∞α α −2 = 0. Therefore ∞ 0 φ(t)dt < ∞. From (4.1) one gets: ||u|| ≤ φ(t). Because 
