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Abstract
Line spectral estimation (LSE) is a fundamental problem in signal processing fields, as it arises in
various fields such as radar signal processing and communication fields. This paper develops expectation
propagation (EP) based LSE (EPLSE) method. The proposed method automatically estimates the model
order, noise variance, and can deal with the nonlinear measurements. Numerical experiments show the
excellent performance of EPLSE.
Keywords: Expectation propagation, line spectral estimation, model order estimation, nonlinear measure-
ments
I. INTRODUCTION
Line spectral estimation [1] aiming to extract the frequencies of a mixture of sinusoids is a fundamental
problem in signal processing fields, as it arises in numerous disciplines in engineering, physics, and natural
sciences such as radar signal processing, channel estimation, etc [2, 3]. Classical methods including
maximum likelihood (ML) [4] or subspace methods such as MUSIC and ESPRIT [5–7]. The ML approach
involves maximizing a nonconvex function which has a multimodal shape with a sharp global maximum,
which requires accurate initialization. Compared to subspace based approaches, ML performs better when
the measurements or the SNR is small.
Compressed sensing (CS) based approaches which exploit the sparsity of the frequency domain are
proposed. By discretizing the frequency into a number of grids to construct a dictionary matrix, the
original nonlinear frequency estimation problem is transformed to be a sparse linear inverse problem [8].
Since the frequency is continuous-valued, discretization incurs grid mismatch [9]. As a result, off-grid
methods are proposed, which refine the grid gradually to overcome the grid mismatch effectively [10–14].
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1To work directly with continuously parameterized dictionaries, gridless methods are proposed and
can be classified into two categories: atomic norm based [15–22]and variational LSE (VALSE) [23, 24]
approaches. The atomic norm based approaches allow for working with an infinite, continuous dictionary
and are proved to recover the well separated frequencies perfectly in the noiseless case. While for the
VALSE, it treats the frequency as random variables, and it automatically estimates the model order,
the noise variance and the posterior probability density functions (PDF) of the frequencies. As for the
computation complexity, the atomic norm based approaches involve solving a semidefinite programming
(SDP), which is usually very high. In contrast, VALSE can be implemented with much lower computation
complexity.
From the Bayesian algorithm point of view, approximate message passing (AMP) [25] and generalized
approximate message passing (GAMP) [26] are proposed to deal with the sparse signal recovery from
linear and nonlinear measurements. It is shown that both AMP and GAMP can be derived from expectation
propagation (EP) [27–32]. By treating the frequency and amplitudes as random variables and formalize
the factor graph, we derive EP LSE (EPLSE). We adopt the Bernoulli Gaussian prior distribution to
estimate the model order. In addition, expectation maximization (EM) is incorporated to iteratively learn
both the parameters of the prior and output distribution [33].
For a univariate function f(·) : R → R, let f˙(·) and f¨(·) denote the first and second derivative of
f(·), respectively. CN (x;µ,Σ) denote the complex normal distribution of x with mean µ and covariance
Σ, and let VM(θ, µ, κ) denote the von Mises distribution of θ with mean direction µ and concentration
parameter κ. Let <{·} return the real part. Let IL denote the identity matrix of dimension L. For
a distribution p(x), let Proj [p(x)] , CN (x;µ,diag(σ2)) with mean µ = Ex∼p(x)[x] and variances
σ2 = Varx∼p(x)[x]. For a set M, let |M| denotes its cardinality. For a complex vector x ∈ Cn, |x|
returns its elementwise magnitude.
II. PROBLEM SETUP
Let z ∈ CM be a line spectrum signal consisting of K complex sinusoids
z =
K∑
k=1
a(θ˜k)x˜k, (1)
where x˜k is the complex amplitude of the kth frequency, θ˜k ∈ [−pi, pi) is the kth frequency, and
a(θ) = [1, ejθ, · · · , ej(M−1)θ]T. (2)
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2The LSE undergoes a componentwise (linear or nonlinear) transform, which is described as a condi-
tional PDF p(y|z;ωz)
p(y|z;ωz) =
M∏
m=1
p(ym|zm;ωz), (3)
where ωz are the unknown nuisance parameters. In the following text, we illustrate some examples about
p(y|z).
• The LSE is corrupted by the additive white Gaussian noise and is described by
y = z + w, (4)
where w ∼ CN (w; 0, σ2IM ), σ2 is the variance of the noise.
• Incomplete measurements, where only a subset M = {m1, · · · ,mM} ⊆ {0, 1, · · · ,M − 1} of the
measurements yM is observed.
• Quantized measurements [36]: y = Q(z + w), where Q(·) denotes a quantizer which maps the
continuous values into discrete numbers.
• Magnitude measurements [37]: y = |z + w|, y = |z|+ w or more generally y = |z + w|+ v where
v is also AWGN.
• Quantized magnitude measurements [38, 39]: y = Q(|z + w|+ v), which is a concatenation of the
magnitude and quantization nonlinear operations.
• Impulsive noise [40]: y = z + w and w is non-Gaussian. For example, w denotes the impulsive
noise and follows a Laplace distribution.
For all the listed cases, ωz refers to the variance of the noise.
Since the sparsity level K is usually unknown, the line spectrum signal consisting of N complex
sinusoids is assumed [23]
z =
N∑
i=1
xia(θi) , A(θ)x, (5)
where A(θ) = [a(θ1), · · · ,a(θN )] and N ≤ M . For the frequencies and coefficients, i.i.d. Bernoulli
Gaussian prior distribution is used, i.e.,
p(θ) =
N∏
n=1
p(θn), p(x;ωx) =
N∏
n=1
p(xn;ωx), (6)
where
p(xn;ωx) = (1− pin)δ(xn) + pinCN (xn;µ0, τ0), (7)
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3ωx = [pi1, · · · , piN , µ0, τ0]T are unknown parameters. Note that Bernoulli Gaussian distribution can be
imposed to enforce sparsity. For the prior distribution p(θn), von Mises distribution can be encoded [34].
For uninformative prior, we assume p(θn) = 1/(2pi), ∀ n.
Let
Θ = {θ,x, z}, (8)
ω = {ωx, ωz} (9)
be the set of all random variables and the model parameters, respectively. According to the Bayes rule,
the joint PDF p(y,Θ;ω) is
p(y,Θ;ω) = p(y|z)δ(z−A(θ)x)
N∏
n=1
p(θn)p(xn;ωx). (10)
Given the above joint PDF (10), the type II maximum likelihood (ML) estimation of the model parameters
ωˆML is
ωˆML = argmax
ω
p(y;ω) =
∫
p(y,Θ;ω)dzdΘ. (11)
Then the minimum mean square error (MMSE) estimate of the parameters Θ is
Θˆ = E[Θ|y;ωML], (12)
where the expectation is taken with respect to
p(Θ|y; ωˆML) = p(y,Θ; ωˆML)
p(y; ωˆML)
(13)
Directly solving the ML estimate of ω (11) or the MMSE estimate of Θ (12) are both intractable. As a
result, an iterative algorithm is designed in Section III.
III. EPLSE ALGORITHM
The factor graph is presented in Fig. 1 and a delta factor node δ(·) is introduced 1. Before derivation,
the following notations in Table I is used.
First, we initialize mδ→z(z) = CN (z, zextA ,diag(vextA )), mn→m(xn) , CN (xn;xn→m, σ2n→m) and
mn→m(θn) , VM(θn;µn→m, κn→m). Then we show how to update the messages to perform line
spectral estimation.
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Fig. 1. The whole factor graph. Here we introduce a delta factor node δ(·), which simplifies the calculation as shown later .
TABLE I
NOTATIONS USED FOR DERIVATION
m˜δ→zm(zm) , CN (zm; zextA,m, vextA,m) The message from the factor node δ
(
zm −
N∑
l=1
ej(m−1)θlxl
)
to the variable node zm
mzm→δ(zm) , CN (zm; zextB,m, vextB,m) The message from the variable node zm to the factor node δ
(
zm −
N∑
l=1
ej(m−1)θlxl
)
m˜m→n(θn) , VM(θn; µ˜m→n, κ˜m→n) The message from the factor node δ
(
zm −
N∑
l=1
ej(m−1)θlxl
)
to the variable node θn
m˜m→n(xn) , CN (xn; x˜m→n, σ˜2m→n) The message from the factor node δ
(
zm −
N∑
l=1
ej(m−1)θlxl
)
to the variable node xn
mn→m(θn) , VM(θn;µn→m, κn→m) The message from the variable node θn to the factor node δ
(
zm −
N∑
l=1
ej(m−1)θlxl
)
mn→m(xn) , CN (xn;xn→m, σ2n→m) The message from the variable node xn to the factor node δ
(
zm −
N∑
l=1
ej(m−1)θlxl
)
A. Update mz→δ(z)
According to EP, mδ→z(z) = CN (z, zextA (t),diag(vextA (t))) can be updated as
mz→δ(z) =
Proj
[
mδ→z(z)p(y|z;ωoldz )
]
mδ→z(z)
, Proj [qB(z)]
mδ→z(z)
. (14)
Then we calculate the componentwise posterior means and variances of z with respect to qB(z) as
zpostB = E [z|qB(z)] , (15)
vpostB = Var [z|qB(z)] . (16)
1Such a factor graph was originally introduced in [30] for the generalized linear model (GLM), and a unified Bayesian
inference framework for GLM was proposed.
July 23, 2019 DRAFT
5( 1)
1
( )l
N
j m
m l
l
z e x 

( | )m mp y z mz
mz
m 
mz
m
Fig. 2. The subfactor graph for updating mz→δ(z).
Therefore Proj [qB(z)] is 2
Proj [qB(z)] = CN (z; zpostB ,diag(vpostB )). (17)
According to (14), mz→δ(z) is calculated to be
mz→δ(z) = CN (z; zextB , diag(vextB )), (18)
where vextB and z
ext
B are
vextB (t) =
(
1
vpostB (t)
− 1
vextA (t)
)−1
, (19a)
zextB (t) = v
ext
B (t)
(
zpostB (t)
vpostB (t)
− z
ext
A (t)
vextA (t)
)
. (19b)
We also incorporate the expectation maximization (EM) algorithm to learn ωz . The posterior dis-
tribution of z is approximated as (17). We compute the expected complete log-likelihood function
log p(y|z;ωz) + log p(z) with respect to p(z|y;ωoldz ), and drop the irrelevant terms to have
S(ωz;ω
old
z ) = Eq(z|y;ωoldz ) [log p(y|z;ωz)] . (20)
Then ωz is updated as
ωnewz = argmax
ωz
S(ωz;ω
old
z ). (21)
For the AWGN model
y = z + w, (22)
where w ∼ CN (w; 0, σ2wI), the posterior PDF q(z|y;ωoldz ) is q(z|y;ωoldz ) = Proj [qB(z)]. Therefore we
obtain
σ2w =
‖y − zpostB ‖2 + 1TvpostB
M
. (23)
2Note that for the linear measurement model y = z + w, we have Proj [qB(z)] = qB(z), i.e., the projection operation is
unnecessary.
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Fig. 3. The factor graph for calculating m˜m→n(θn).
For arbitrary p(y|z), we also obtain an approximate update equation. From the definition of mz→δ(z)
and z = A(θ)x, we obtain an pseudo measurement model
y˜ = z + w˜, (24)
where y˜ = zextB , w˜ ∼ CN (w; 0,diag(σ˜2)) and σ˜2 = vextB . The noise variance σ2w is updated as [41]
σ2w =
‖y˜ − zpostB ‖2 + 1TvpostB
M
. (25)
Note that (25) includes (23) as a special case as for the AWGN case, y˜ = y.
B. Updating of m˜m→n(θn)
The subfactor graph is presented in Fig. 3. According to EP, m˜m→n(θn) is updated as
m˜m→n(θn) ∝
Proj
[∫ N∏
n=1
(mn→m(θn)mn→m(xn)) δ
(
zm −
(
N∑
l=1
ej(m−1)θlxl
))
mzm→δ(zm)
N∏
n=1
dxn
N∏
l=1,l 6=n
dθldzm
]
mn→m(θn)
=
Proj
[
efm(θn)
]
mn→m(θn)
. (26)
Now we calculate the numerator term. First, δ
(
zm −
(
N∑
l=1
ej(m−1)θlxl
))
and mzm→δ(zm) implies the
following pseudo measurement model
y˜m = e
j(m−1)θ1x1 + · · ·+ ej(m−1)θnxn + · · ·+ ej(m−1)θNxN + w˜
= ej(m−1)θnxn +
 N∑
l=1,l 6=n
ej(m−1)θlxl

︸ ︷︷ ︸
zm
+w˜m, (27)
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7where w˜m ∼ CN (w˜m; 0, σ˜2m). Conditioned on θn, we approximate zm as a Gaussian distribution by
averaging over {θl}l 6=n and {xl}Nl=1. Straightforward calculation yields
E [zm|θn] = ej(m−1)θnE [xn] +
∑
l 6=n
E
[
ej(m−1)θlxl
]
=ej(m−1)θnxn→m +
N∑
l=1,l 6=n
ej(m−1)µl→m
Im−1(κl→m)
I0(κl→m)
xl→m︸ ︷︷ ︸
v\n,mm
, (28)
Var [zm|θn] = σ2n→m +
∑
l 6=n
σ2l→m +
∑
l 6=n
|xl→m|2
(
1−
(
Im−1(κl→m)
I0(κl→m)
)2)
=
N∑
l=1
σ2l→m +
∑
l 6=n
|xl→m|2
(
1−
(
Im−1(κl→m)
I0(κl→m)
)2)
, (29)
which does not depend on θn and we use Var [zm] in the following text. Now we perform integration
(26) with respect to zm. Conditioned on θn, by viewing
zm|θn ∼ CN (zmm ; E [zm|θn] ,Var [zm]), (30)
and
y˜m = zm + w˜m, (31)
as the prior and likelihood of zm, respectively, we perform integration over zm to yield
y˜m ∼ CN (y˜m; ej(m−1)θnxn→m + v\n,mm ,Var [zm] + σ˜2m). (32)
Then fm(θn) is
fm(θn) = −
|ym − (ej(m−1)θnxn→m + v\n,mm)|2
Var [zm] + σ˜2m
+ lnmn→m(θn) + const
= 2<{yr\n,mx∗n→me−j(m−1)θn}/(σ˜2m + Var [zm]) + lnmn→m(θn) (33)
= 2|yr\n,mxn→m| cos((m− 1)θn + ∠xn→m − ∠yr\n,m)/(σ˜2m + Var [zm]) + κn→m cos(θn − µn→m),
(34)
where
yr\n,m = ym − v\n,m. (35)
Then we project fm(θn) as a von Mises distribution
Proj
[
efm(θn)
]
= VM(θn;µm,n, κm,n). (36)
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Fig. 4. The factor graph for calculating mn→m(θn).
Note that the PDF proportional to efm(θn) is a product of wrapped normal distribution and von Mises
distribution. Numerically, it was found that the maximum of fm(θn) is near µn→m. Thus we perform
a single Newton refinement at µn→m and obtain the approximated von Mises distribution, as shown in
VI-A.
As a result, using (26) we have
κ˜m→nejµ˜m→n = κm,nejµm,n − κn→mejµn→m . (37)
C. Updating of mn→m(θn)
The subfactor graph is presented in Fig. 4.
mn→m(θn) ∝
Proj
[
M∏
m=1
m˜m→n(θn)p(θn)
]
m˜m→n(θn)
∝
Proj
[
M∏
m=1
VM(θn; µ˜m→n, κ˜m→n)p(θn)
]
VM(θn; µ˜m→n, κ˜m→n)
, VM(θn; µ˜n, κ˜n)VM(θn; µ˜m→n, κ˜m→n) , (38)
where
κn→mejµn→m = κ˜nejµ˜n − κ˜m→nejµ˜m→n . (39)
Given that we do not have any knowledge of prior distribution p(θ), κn→m and µn→m is calculated to
be
κn→mejµn→m =
M∑
l=1,l 6=m
κ˜l→nejµ˜l→n . (40)
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Fig. 5. The factor graph for calculating m˜m→n(xn).
D. Updating of m˜m→n(xn)
The subfactor graph is presented in Fig. 5. m˜m→n(xn) can be updated as
m˜m→n(xn) =
Proj
[∫ N∏
n=1
(mn→m(θn)mn→m(xn)) δ
(
zm −
(
N∑
l=1
ej(m−1)θlxl
))
mzm→δ(zm)
N∏
n=1
dθn
N∏
l=1,l 6=n
dxl
]
mn→m(xn)
(41)
=
Proj
[
mn→m(xn)egm(xn)
]
mn→m(xn)
. (42)
Similar to (27), eg(xn) can be equivalently formulated as∫ ( N∏
n=1
mn→m(θn)
) N∏
l=1,l 6=n
ml→m(xl)
 δ(zm −( N∑
l=1
ej(m−1)θlxl
))
mzm→δ(zm)
N∏
n=1
dθn
N∏
l=1,l 6=n
dxl
=
∫ ( N∏
n=1
mn→m(θn)
) N∏
l=1,l 6=n
ml→m(xl)
 p(y˜m|zm)
× δ
zm − ej(m−1)θnxn −
∑
l 6=n
ej(m−1)θlxl
 N∏
n=1
dθn
N∏
l=1,l 6=n
dxldzm. (43)
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Conditioned on xn, we approximate zm as a Gaussian distribution by averaging over {xl}l 6=n and {θl}Nl=1.
Straightforward calculation yields
E [zm|xn] = E
[
ej(m−1)θn
]
xn +
∑
l 6=n
E
[
ej(m−1)θlxl
]
(44)
= ej(m−1)µn→m
Im−1(κn→m)
I0(κn→m)
xn +
∑
l 6=n
ej(m−1)µl→m
Im−1(κl→m)
I0(κl→m)
xl→m︸ ︷︷ ︸
v\n,m
(45)
= λn→mxn + v\n,m, (46)
Var [zm|xn] = |xn|2
(
1−
(
Im−1(κn→m)
I0(κn→m)
)2)
+
∑
l 6=n
σ2l→m +
∑
l 6=n
|xl→m|2
(
1−
(
Im−1(κl→m)
I0(κl→m)
)2)
=δ2n→m|xn|2 + ν\n,m, (47)
Thus
gm(xn) = (≈)−
|y˜m − v\n,m − λn→mxn|2
Var [zm|xn] + σ˜2m
− ln (Var [zm|xn] + σ˜2m)+ const
= −|y˜m − v\n,m − λn→mxn|
2
δ2n→m|xn|2 + ν\n,m + σ˜2m
− ln (δ2n→m|xn|2 + ν\n,m + σ˜2m)+ const. (48)
Then we project mn→m(xn)egm(xn) as a Gaussian distribution. For simplicity, we first project egm(xn) as
a Gaussian distribution. Then we have
m˜m→n(xn) = CN (xn; x˜m→n, σ˜2m→n) = Proj
[
egm(xn)
]
. (49)
According to (48), we approximate x˜m→n and σ˜2m→n as
x˜m→n =
y˜m − v\n,m
λn→m
, (50a)
σ˜2m→n =
δ2n→m|xn|2 + ν\n,m + σ˜2m
|λn→m|2 |xn=x˜m→n =
δ2n→m|x˜m→n|2 + ν\n,m + σ˜2m
|λn→m|2 . (50b)
E. Updating of mn→m(xn)
The subfactor graph is presented in Fig. 6. According to EP, mn→m(xn) is updated as
mn→m(xn) , CN (xn;xn→m, σ2n→m) ∝
Proj
[
M∏
m=1
m˜m→n(xn)p(xn)
]
m˜m→n(xn)
,
Proj
[CN (xn; rn, σ2n)p(xn)]
CN (xn; x˜m→n, σ˜2m→n)
,
(51)
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Fig. 6. The factor graph for calculating mn→m(xn).
where
1
σ2n
=
M∑
m=1
1
σ˜2m→n
, (52)
rn
σ2n
=
M∑
m=1
x˜m→n
σ˜2m→n
. (53)
Let
Proj
[CN (xn; rn, σ2n)p(xn;ω)] = CN (xn; mˆn, vˆ2n), (54)
then
1
σ2n→m
=
1
vˆ2n
− 1
σ˜2m→n
, (55)
xn→m
σ2n→m
=
mˆn
vˆ2n
− x˜m→n
σ˜2m→n
. (56)
For (54), when the prior parameters ωx are unknown, we use the expectation maximization (EM) to
learn these parameters. Let ωoldx denote the previous learned parameters. By viewing xn ∼ p(xn;ωoldx ) =
(1−pioldn )δ(xn)+pioldn CN (xn;µold0 , τold0 ) as the prior distribution, and the pseudo decoupled measurement
model
rn = xn + v˜n (57)
with conditional PDF p(rn|xn) = CN (xn; rn, σ2n). Then the posterior distribution of xn is
p(xn|yn;ωoldx ) = (1− λoldn )δ(xn) + λoldn CN (xn;moldn , V oldn ),
where
moldn =
τold0 rn + σ
2
nµ
old
0
σ2n + τ
old
0
, V oldn =
τold0 σ
2
n
σ2n + τ
old
0
, (58)
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λoldn =
pioldn
pioldn + (1− pioldn ) exp(−Moldn )
, (59)
where Moldn in (59) is
Moldn = ln
σ2n
σ2n + τ
old
0
+
|rn|2
σ2n
− |rn − µ
old
0 |2
σ2n + τ
old
0
. (60)
Consequently, the posterior mean and variance are
mˆn = λ
old
n m
old
n , (61a)
vˆ2n = λ
old
n (|moldn |2 + V oldn )− |λoldn moldn |2. (61b)
Then we use the EM algorithm to update ωx. We calculate the expected complete log-likelihood
function with respect to p(xn|yn;ωoldx ). After dropping the irrelevant terms, we obtain
Q(ωx,ω
old
x ) =
N∑
n=1
(
(1− λoldn ) ln(1− pin) + λoldn lnpin − λoldn
( |moldn − µ0|2 + V oldn
τ0
+ ln(piτ0)
))
.
(62)
By setting ∂Q(ωx,ωoldx )/∂ωx = 0, one obtains
pinewn = λ
old
n , (63a)
µnew0 =
N∑
n=1
λoldn m
old
n /
N∑
n=1
λoldn , (63b)
τnew0 =
N∑
n=1
λoldn [(µ
old
0 −moldn )2 + V oldn ]/
N∑
n=1
λoldn . (63c)
F. Update of mδ→zm(zm)
The message mδ→zm(zm) can be calculated as
mδ→zm(zm) =
Proj
[∫ N∏
n=1
(mn→m(θn)mn→m(xn)) δ
(
zm −
(
N∑
l=1
ejmmθlxl
))
mzm→δ(zm)
N∏
n=1
dxn
N∏
l=1
dθl
]
mzm→δ(zm)
=
Proj [qA(zm)mzm→δ(zm)]
mzm→δ(zm)
. (64)
We first approximate qA(zm) as a Gaussian distribution, then we have
mδ→zm(zm) = Proj [qA(zm)] . (65)
The means and variances of zm with respect to qA(zm) can be easily calculated, which is
zextA,m(t) =
N∑
l=1
E
[
ej(m−1)θlxl
]
=
N∑
l=1
ej(m−1)µl→m
Im−1(κl→m)
I0(κl→m)
xl→m, (66)
vextA,m(t) =
N∑
l=1
σ2l→m +
N∑
l=1
|xl→m|2
(
1−
(
Im−1(κl→m)
I0(κl→m)
)2)
, (67)
July 23, 2019 DRAFT
13
1( )p x
1x
n
( )np  ( )Np 
 
N
 
nx Nx
 ( )np x
 ( )Np x
( )n m nm 
( )N m Nm 
1 1( )mm x
( )n m nm x
( )N m Nm x
…… ……
…… ……
( 1)
1
( )l
N
j m
m l
l
z e x
 

mz( | )m mp y z
1( )p 
1
1 1( )mm 
mz
m
Fig. 7. The factor graph for calculating mδ→zm(zm).
Using (65) we obtain mδ→zm(zm) as
mδ→zm(zm) = CN (zm; zextA,m, vextA,m). (68)
Note that the message mδ→zm(zm) is used to obtain mzm→δ(zm). For the linear measurement model
ym = zm + wm with known variance σ2w, mzm→δ(zm) is just mzm→δ(zm) = CN (zm; ym, σ2w),
Now we close the loop of the algorithm. For EPLSE, the initialization provided by the VALSE [23] is
adopted. Suppose that VALSE initialize x ∈ CN with the estimate and covariance matrix as xˆV and CˆV,
also {κˆ
V,n, µˆV,n}Nn=1 for each frequency, the noise variance estimate σˆ2V. We set σ2n→m = CˆV,nn and
xn→m = xˆV,n, µn→m = µˆV,n, κk→m = κˆV,n, ∀ n. The noise variance is initialized as σˆ2V. The EPLSE
is summarized as Algorithm 1.
The computation complexity of each steps of EPLSE algorithm is summarized as Table II. In general
we set M = N , and the computation complexity is O(M3) in each iteration. In practice, the algorithm
can be implemented efficiently with the MATLAB bsxfun function.
Implementation Details: To implement the EPLSE algorithm, the following strategies are proposed to
enhance the robustness.
• The prior probability pin is updated as λn (63a). Numerical results show that EPLSE may overestimate
the model order and output two closely spaced frequencies with comparable magnitude. Numerically
it is found that during the iteration, the prior probabilities of the two closely frequencies are almost
one, and EPLSE does not combine the two frequencies as a single frequency. Thus, we restrict pin
to [pimin, 1− pimin], where pimin > 0 is set as pimin = 5× 10−3.
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Algorithm 1 EPLSE algorithm
1: Initialize xk→m and σ2n→m, µn→m, κk→m, zextA , v
ext
A . Set the number of outer iterations To and the
threshold γ = 0.5 to determine the model order;
2: for touter = 1, · · · , Touter do
3: Update mz→δ(z) (Section III-A).
4: for tinner = 1, · · · , Tinner do
5: Compute m˜m→n(θn) (Section III-B).
6: Update mn→m(θn) (Section III-C).
7: Compute m˜m→n(xn) (Section III-D).
8: Update mn→m(xn) (Section III-E).
9: end for
10: Compute mδ→z (Section III-F).
11: end for
12: Return θˆn = µ˜n (38), xˆk = mˆk (54), and Kˆ =
N∑
n=1
1{pinewn > γ}.
TABLE II
COMPUTATION COMPLEXITY
Step Complexity
Update mz→δ(z) O(N)
Compute m˜m→n(θn) O(MN2)
Update mn→m(θn) O(M2N)
Compute m˜m→n(xn) O(MN2)
Update mn→m(xn) O(M2N)
Compute mδ→z O(N)
All O(M2N )
• Update m˜m→n(xn) (50) involves dividing λn→m. For small κ and m > 1, |λn→m| can be very small,
which causes |x˜m→n and σ˜2m→n to be very large. As a result, we restrict σ2m→n to [varmin,∞], where
varmin > 0 is close to 0. Here we set varmin = 10−16. In this setting, EPLSE combines the two
frequencies as a single frequency.
• Numerically we find that setting the number of inner iterations Tinner greater than 1 is beneficial
for the robustness of EPLSE for nonlinear measurements scenario. For linear measurement scenario,
we set Tinner = 1. For the nonlinear measurement scenario, the inner iteration is stopped when the
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relative change of updated λ is small or the inner iterations exceeds Tinner = 30.
IV. NUMERICAL SIMULATION
In this section, the performance of EPLSE is evaluated by performing numerical simulations. In
addition, EPLSE is compared with VALSE [23] under different scenarios.
Simulation Setup: The simulation is almost the same as [23]. For completeness, we present the details.
The frequencies {θ˜}Kk=1 is drawn from U(−pi, pi) and the minimum wrap-around distance ∆θ of the
frequencies is ∆θ = 2pi/N . The complex coefficients {x˜}Kk=1 are generated by drawing their magnitudes
from N (1, 0.2) and phases from U(−pi, pi). For the additive measurement noise model (4), The SNR is
defined as SNR = 10 log ‖z‖
2
2
E‖w‖22 = 10 log
‖z‖22
Mσ2w
, where σ2w denotes the variance of the additive noise w.
For both the EPLSE and VALSE algorithm, no prior information about the frequencies is assumed,
and we set p(θn) = 1/(2pi), n = 1, · · · , N . Both EPLSE and VALSE stop at iteration t if ‖zˆ(t)− zˆ(t−
1)‖/‖zˆ(t)‖ < 10−6 or the number of iterations reaches 2000. For the assumed number of sinusoids N ,
we set N = M .
Three performance metrics are used:
• The normalized mean squared error of signal reconstruction: 20 log ‖zˆ−z‖2‖z‖2 ,
• The empirical probability of successfully estimating the model order Pr(Kˆ = K).
• The frequency estimation error 20 log ‖θˆ − θ‖2 (dB) averaged over the trials in which the model
order is estimated correctly.
At first, a simple simulation is conducted to show the recovery results of EPLSE. We set M = 21,
|M| = 18 which corresponds to the incomplete data case, K = 3, and the true frequencies and complex
coefficients are θ = [−2.1050, 1.4278, 2.4550]T and x = [1.3154 + 0.1524j, 0.6064− 0.2788j, 0.6544−
0.5616j]T, respectively. The SNR is set as 10 dB. The results are shown in Fig. 8. It can be seen that
EPLSE performs well and the model order is estimated correctly.
A. Performance versus SNR
The performance of EPLSE versus SNR is investigated. Parameters are set as follows: M = 21 and
K = 5. Results are shown in Fig. 9. For the signal reconstruction and frequency estimation error, EPLSE
achieves the same as that of VALSE except a small performance degradation at SNR = 5 dB. For
SNR ≤ 15 dB, the model order probability of VALSE is higher than that of EPLSE. As SNR increases,
their model order probabilities are almost the same.
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Fig. 8. A single realization of the performance of EPLSE. Fig. 8(a), Fig. 8(b) and Fig. 8(c) correspond to the amplitude
reconstruction xˆ, the sparsity λ, signal reconstruction error, respectively.
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Fig. 9. Results versus SNR averaged over 500 MC trials. Fig. 9(a), Fig. 9(b) and Fig. 9(c) correspond to the signal reconstruction
error, frequency estimation error and model order recovery probability, respectively.
B. Performance with Number of Measurements
The performance versus the number of measurements are investigated. The number of spectral is
K = 3 and SNR = 20 dB. Results are shown in Fig. 10. It can be seen that the signal reconstruction and
frequency estimation error of EPLSE is higher than that of VALSE. As for the model order probability,
EPLSE is higher than VALSE.
C. Performance with Number of Spectra
We investigate the performance of EPLSE when the number of spectral K is varied. We set M = 21,
SNR = 20 dB. It can be seen that EPLSE achieves almost the same performance as VALSE in terms
of signal reconstruction and frequency estimation error. As for the model order estimation probability,
EPLSE performs better.
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Fig. 10. Results versus M averaged over 1000 MC trials. Fig. 9(a), Fig. 9(b) and Fig. 9(c) correspond to the signal reconstruction
error, frequency estimation error and model order recovery probability, respectively.
1 2 4 5 7
K
-34
-32
-30
-28
-26
-24
-22
20
lo
g
kz^
!
zk
kz
k
(d
B
)
(a)
1 2 4 5 7
K
-55
-50
-45
-40
-35
-30
20
lo
gk
3^!
3k
(d
B
)
(b)
1 2 4 5 7
M
0.955
0.96
0.965
0.97
0.975
0.98
0.985
0.99
0.995
1
Pr
(K^
=
K
)
EPLSE
VALSE
(c)
Fig. 11. Results versus K averaged over 1000 MC trials. Fig. 9(a), Fig. 9(b) and Fig. 9(c) correspond to the signal reconstruction
error, frequency estimation error and model order recovery probability, respectively.
D. Estimation from Nonlinear (Quantized) Measurements
Here we illustrate the performance of Gr-EPLSE through low precision quantized measurements. We
set N = M = 41 and K = 3. The results are shown in Fig. 12. For one-bit quantization, zero threshold
is chosen and the amplitude information is lost in noiseless setting, thus the debiased NMSE (dNMSE)
min
c∈C
20‖czˆ−z‖2‖z‖2 is used instead. For multi-bit quantization, a uniform quantizer is chosen. The real and
imaginary parts of the measurements are quantized separately, and the dynamic range of the quantizer
is restricted to be [−3σz/
√
2, 3σz/
√
2], where σ2z is the variance of z. In our setting we have σ
2
z ≈ K.
For 1 bit quantization, we input the noise variance to be 1 and for multi-bit quantization, (25) is used to
iteratively estimate the noise variance.
Results are shown in Fig. 12. It can be seen that EPLSE converges, and the performance improves as
bit depth or SNR increases.
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Fig. 12. The NMSE versus iteration averaged over 20 MC trials. Fig. 12(a), Fig. 12(b) and Fig. 12(c) correspond to the SNR
10 dB, 20 dB and 30 dB, respectively.
V. CONCLUSION
This paper proposes EPLSE algorithm for LSE. By incorporating the Bernoulli Gaussian distribution for
sparsity and EM algorithm, EPLSE automatically estimates the model order, noise variance. In addition,
EPLSE provides the posterior PDF of the frequencies, which is beneficial for sequential estimation.
Numerical results demonstrate the excellent performance of EPLSE.
VI. APPENDIX
A. Motivation to use von Mises distribution
The motivation to use the VM distribution is three fold. First, VM distribution is the most commonly
used distribution in circle, as Gaussian distribution in real line. The PDF of the VM distribution of a
frequency is [35, p. 36]
p(θ) = VM(θ;µ, κ) = 1
2piI0(κ)
eκcos(θ−µ), (69)
where µ and κ are the mean direction and concentration parameters respectively, Ip(·) is the modified
Bessel function of the first kind and the order p [35, p. 348]. Note that κ = 0 corresponds to the unin-
formative prior distribution p(θ) = 1/(2pi) [23]. In addition, VM distribution can also be parameterized
by η = κejµ:
VM(θ; η) = 1
2piI0(|η|)e
<{η∗ejθ}. (70)
The characteristic function φm = E
[
ejmθ
]
of the VM distribution VM(θ, µ, κ) has closed form, i.e.,
φm = e
jmµ Im(κ)
I0(κ)
. (71)
Note that |E [ejmθ] | < 1 due to Im−1(κ) < I0(κ), which is biased. However, this biased property is
beneficial for estimation. For κ being large, the bias is small as Im−1(κ) < I0(κ) approaches one, while
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for κ being small, it is believed that the signal may not consists of this spectral, and the contribution of
this line spectral for the observation is small as Im−1(κ)/I0(κ) approaches zero.
Secondly, the VM distribution is closed under multiplication, i.e.,
VM(θ; η1)VM(θ; η2) ∝ VM(θ; η), (72)
where η = η1 + η2. That is, the product of two VM distribution is proportional to a VM PDF with mean
direction ∠(η1 + η2) and concentration |η1 + η2|. This result is useful for the derivation of EPLSE.
Finally, the VM distribution preserves the local structure of the PDF of the true posterior PDF. Let’s
take an example to show that. Assume a single sinusoid and
y = a(θ)x+ w, (73)
where x ∼ CN (x; 0, σ2x). Let the prior distribution of θ be p(θ) = 1/(2pi), then the posterior PDF of θ
is
p(θ|y) =
∫
p(y|x, θ)p(x)p(θ)dx∫
p(y|x, θ)p(x)p(θ)dxdθ . (74)
For σ2x →∞ (improper “flat” prior of x), we have [23]
p(θ|y) ∝ e|yHa(θ)|2/(Mσ2). (75)
Note that exponent of (75) is the periodogram scaled by 1/σ2. As shown in [23], the von Mises PDF
approximation picks up the highest lobe. Here we show that the local structure is well preserved.
We approximate p(θ|y) as a von Mises distribution VM(θ; µˆ, κˆ). For a non-VM PDF
p(θ) =
1
C
e−g(θ), (76)
where C is a constant to ensure that PDF p(θ) is normalized. The approximation takes two steps: First,
find µˆ such that
µ = argmin
θ
g(θ), (77)
then obtain κˆ such that
κˆ = A−1
(
e
− 1
2g¨(µˆ)
)
, (78a)
where the detail of the inverse of A(·) , I1(·)I0(·) is given in [35]. For (75), it can be decomposed as a
mixture of the von Mises distribution, as shown in [23]. Then one picks the most dominant component
and perform Newton refinement to obtain µ.
Here we take a simple example to show the effectiveness of the approximation. We set N = 21, θ = 1,
g(θ) = −|yHa(θ)|2/(Mσ2). We present a single realization of the true posterior PDF (75), and use the
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Fig. 13. The VM approximation of the true posterior PDF.
above two step to obtain the approximation of the VM distribution. The results are shown in Fig. 13. It
can be seen that the local structure of the true posterior PDF around the peak are well preserved under
low SNR (5 dB) and high SNR scenario (15 dB).
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