We propose a novel estimator of the polarization amplitude from a single measurement of its normally distributed (Q, U ) Stokes components. Based on the properties of the Rice distribution and dubbed 'MAS' (Modified ASymptotic), it meets several desirable criteria: (i) its values lie in the whole positive region; (ii) its distribution is continuous; (iii) it transforms smoothly with the signal-to-noise ratio (SNR) from a Rayleigh-like shape to a Gaussian one; (iv) it is unbiased and reaches its components' variance as soon as the SNR exceeds 2; (v) it is analytic and can therefore be used on large data-sets. We also revisit the construction of its associated confidence intervals and show how the Feldman-Cousins prescription efficiently solves the issue of classical intervals lying entirely in the unphysical negative domain. Such intervals can be used to identify statistically significant polarized regions and conversely build masks for polarization data. We then consider the case of a general [Q, U ] covariance matrix and perform a generalization of the estimator that preserves its asymptotic properties. We show that its bias does not depend on the true polarization angle, and provide an analytic estimate of its variance. The estimator value, together with its variance, provide a powerful point-estimate of the true polarization amplitude that follows an unbiased Gaussian distribution for a SNR as low as 2. These results can be applied to the much more general case of transforming any normally distributed random variable from Cartesian to polar coordinates.
INTRODUCTION
The advent of high precision experiments dedicated to measuring the radiation polarization on cosmological scale or exploring the more local properties of our Galaxy, leads us to revisit the statistical properties of estimators related to the polarization amplitude. Polarimeters decompose the incoming monochromatic plane wave radiation into its (I, Q, U ) Stokes components (Chandrasekar 1950) in the linear case. According to the scanning strategy of the instrument, repeated measurements are conducted and combined, which, owing to the Central Limit Theorem, ensures that the Stokes parameters follow a Gaussian distribution. However the construction of physical models is most naturally performed in polar coordinates, i.e. using the normalized polarization amplitude (or degree) and angle. More precisely, astrophysicists are interested in the 'true' degree of polarization p0 = √ q 2 0 +u 2 0 , and angle ψ0 = 1 2 arctan u 0 q 0 , where q0 = Q0/I0, u0 = U0/I0, and the subscript '0' emphasizes that we are considering true quantities. Working with amplitude and angle data helps assessing the underlying physical processes and deserves some statistical attention.
Unlike in the angular case where the naive estimateψ = 1 2 arctan u q is unbiased (Vinokur 1965) , getting a 'correct' pointestimate for the amplitude from a single (q, u) measurement is more involved. The naive estimate p = q 2 + u 2 is indeed strongly biased at low SNR, since it does not correct for the power of the experimental noise. Working instead on p 2 , one can remove this bias (e.g. Gudbjartsson & Patz 1995) , but the resultant distribution, a non-central χ 2 one, is extremely skewed for low SNR and the unbiasing induces many negative values. It is sometimes believed that the Maximum Likelihood (ML) estimator is the optimal solution since it is known to reach the minimum variance bound. But this is valid only asymptotically, i.e. in the limit of a large number of samples. There is only one case where the ML estimator is optimal for finite samples: when the parent distribution is of the exponential form (e.g. James 2007), which is not the case here at least in the low SNR regime. When combining several measurements it however still remains a good solution (Talukdar & Lawing 1991; Sijbers et al. 1998 ).
An estimator often used in cosmology is based on the most-probable value (Wardle & Kronberg 1974) . Its properties together with a set of other standard estimators was reviewed in Simmons & Stewart (1985) . All these estimators are however discontinuous: their distribution is a mixture of a discrete peak at zero and a positive tail. While statistically valid, this in practice is very undesirable. Their bias and risk are small because they are computed in a ensemble average sense. But an ergodicity argument cannot be invoked since the user generally works on a single realization of the sky. In practice when applying these estimators, for instance to a pixelized map, the user ends up with a large number of zeros and does not know how to treat them. Bayesian estimators that are continuous were proposed by Quinn (2012) . However, as we will see in Sect. 2.2, their distribution is very skewed and has a cutoff value.
The aim of this work is to cure these issues and provide a polarization amplitude estimator from a bi-variate normally distributed (q, u) measurement that is continuous and lies in the whole positive region. We will particularly take care of the overall shape of the estimator distribution, not only its first two moments as characterized by the bias and risk.
Previous works focused on a [q, u] covariance matrix proportional to identity, C = σ1, what we will call the canonical case. Given the extreme sensitivity of the current and planned experiments, we will also consider the case of a general covariance matrix, i.e. including some ellipticity (σq = σu) and correlation (ρ):
In Sect 2, we will first review the asymptotic properties of the naive estimator, in the canonical case of a [q, u] covariance matrix proportional to identity, i.e. σq = σu = σ, ρ = 0. This will allow us to retrieve the asymptotic estimator and cure its discontinuity while still keeping rapid convergence to the asymptotic limit. We will characterize our estimator in Sect. 3 not only with its first order moments but with its full distribution for which we will provide an analytic approximation. When building confidence intervals in Sect. 3.3, we will cure the classical problem of regions lying into the unphysical region by applying the Feldman-Cousins prescription. It will allow us to obtain physical intervals without ever being 'conservative' (as defined in Sect.3.3). An analytic description of the interval will be given for our estimator. Then in Sect. 4 we will consider the case of a general [q, u] covariance matrix before concluding that our estimator can be used efficiently to provide reliable (Gaussian) estimates in regions of SNR above 2, and conversely construct polarization masks for regions with a low statistical significance.
ASYMPTOTIC PROPERTIES OF THE AMPLITUDE DISTRIBUTION

Approximations to the Rice distribution
We begin by revisiting the asymptotic properties of the amplitude distribution in the case where the (q, u) Stokes parameters are drawn from a Gaussian centred around the true values (q0, u0) and with a simple covariance matrix proportional to the identity (σq = σu = σ).
The change of (q, u) variables into polar coordinates
leads to the bi-variate polar distribution:
where we have introduced the true polar values:
Our aim is then to estimate the true amplitude p0 and angle φ0. Marginalization over the angle leads to the Rice distribution (Rice 1945 ) that does not depend anymore on the true φ0 value:
where I0 denotes the modified Bessel function of order 0. Its moments can be computed exactly using Gradshteyn & Ryzhik (2007) Eq. (6.631), I0(z) = J0(iz) and the connection between Kummer's confluent hypergeometric function (noted 1F1 or M ) and the Laguerre polynomials L k (Olver et al. 2010, Eq. (18.11 .2)), which gives:
where the half-order Laguerre polynomial L1 2 can be conveniently computed from:
The moments allow us to build the variance
2 and the risk = E (p − p0) 2 , which depends on the true p0 value.
For a large SNR, i.e. when ǫ ≡ σ p0 → 0, the leading order expansion of the mean is:
while, to same order, the variance is:
The mean and variance both involve the Gaussian variance σ 2 . To avoid confusion in the following, we will denote its first meaning as a (non-linear) 'noise-bias' and call it b 2 . It is often claimed (e.g. Gudbjartsson & Patz 1995; Sijbers 1998; Cárdenas-Blanco & Cameron 2008 ) that the Rice distribution converges asymptotically to a Gaussian:
where N (µ, σ 2 ) denotes a Gaussian distribution of mean µ and variance σ 2 . Figure 1 . Illustration of the mean and variance of the amplitude distribution in the canonical case from a sampling point of view. (q, u) samples are drawn according to a Gaussian of mean (q 0 , u 0 ) and variance σ. The circle represents the 1-σ iso-probability contour. One considers the distance to the origin of samples located uniformly on that circle. In the asymptotic case, i.e. when the circle is far from the origin, the distance distribution is (almost) symmetric around the value corresponding to that of the M point, which is orthogonal to the direction towards the circle centre. The mean value there is p 2 0 +σ 2 . The distribution lies in the p 0 ± σ range and has a variance of σ estimated along the direction to the centre. By considering the angular distribution of the samples, one also finds that it is centred on φ 0 (i.e. unbiased) and has a deviation of
, as confirmed by a direct calculation (Vinokur 1965 ). This construction is only approximate, but captures the essentials of the mean and variance computations.
The origin of these values for the mean and variance can be understood from the simple geometric construction of Fig. 1 . That the distribution converges to a Gaussian one is, as far as we know, not justified in the literature so we re-examine that statement in some detail.
For a large argument, the modified Bessel function converges to (Olver et al. 2010, Eq. (10.40 .1)):
and then the Rice distribution to:
This approximation is valid for a SNR above about 1 (see Fig. 2 ). This distribution then converges to a Gaussian, for a SNR larger than about 2, as shown on , the distribution of the scaled variable tends to:
which exhibits a corrective term to a pure Gaussian that is getting smaller with ǫ = σ p0 . It can then be verified that this approximation leads indeed to the two moments of Eq. (9) and Eq. (10). The first order effect of the corrective term can thus be captured into a bias of the Gaussian mean which converges to Eq. (9). Up to first order this is indeed the Taylor expansion of p (11)), and the green ones to our Eq. (13) approximation.
What we learned so far, is that the
2 ) Rice approximation is a first-order asymptotic expansion valid for p0/σ 2. A slightly better approximation is obtained from the first-order expansion of the mean,
, and yet a better one by
, which is valid above p0/σ 1.
Modified ASymptotic estimator (MAS)
We now address the question of building an estimator of the true p0 value with 'good' properties, which is a somewhat subjective notion. We feel however that an essential property is convergence as fast as possible with the SNR to the true value but also that the estimator distribution has a 'reasonable' shape (this will be clarified later). Keeping in mind that building a perfectly unbiased estimator for a very low p0 is mathematically impossible (see Appendix A), we will focus on the asymptotic approximations to the Rice distribution. To avoid confusion in the following, we will add an index 'i' to the measurement, even-though we are considering a single sample. We are looking for a 'satisfactory' estimator given a single sample pi = q
2 ), the maximum likelihood estimator in this case is straightforwardly:p
Using our slightly more precise approximation N (p0 +
which is also the ML estimator using our most precise approximation
In this form we encounter the problem of dealing with negative values under the square-root as discussed in the introduction. We show how to build a simple continuous analytic estimator that expands in the whole positive region, and converges rapidly to the asymptotic limit. The first order expansion of both Eq. (15) and
which is also the most probable estimator of our
approximation. This estimator diverges for low values. We want to modify it based on the following requirements:
(i) the transformation must be smooth, in order to avoid Jacobian peak effects,
(ii) it must converge to the asymptotic result (Eq. (17)) for a SNR around 2, (iii) the samples must always remain positive, (iv) the estimator distribution transforms smoothly to an unbiased Gaussian as the SNR increases.
We then consider transformations of the form:
where λ > 0 is to be discussed, which preserves the correct asymptotic limit while converging linearly to 0 for low values:
In order to fulfill (ii) we wish λ 1. On the other hand, λ should not exceed 2 since otherwise the derivative around 0 would become negative (see Eq. (19)) and we would fail (iii). For λ around 2, the estimator distribution is peaked at 0 and similar to an exponential. When transforming to a Gaussian with the SNR, it develops an intermediate minimum that complicates its overall shape. In contrast, for λ around 1, the distribution transforms from a Rayleighlike one to a Gaussian one without introducing a secondary extremum, which is similar to the Rice case and will be further discussed in Sect. 3.1. Given the marginal gain of using λ = 2 and its induced complexity on the distribution, we consider λ = 1 as our optimal solution.
We then propose the following Modified ASymptotic (MAS) estimator:p
We show on Fig. 3 its transformation curve, together with some other classical estimators, demonstrating how it extrapolates smoothly from the asymptotic regime down to 0. This figure reveals that:
• the Most Probable estimator (Wardle & Kronberg 1974) has essentially the same properties as the simple asymptotic one of Eq. (15);
• these two, together with the ML one (Simmons & Stewart 1985) , are discontinuous, i.e. have a non-differentiable transform at one point which leads to a set of discrete samples at 0;
• the one-dimensional posterior-mean Bayesian estimator with a uniform prior in p0 is lower-bounded at 2 π ≃ 0.8 × σ which can be verified from its expression that is analytic in the moderate SNR . We also show some other classical estimator curves: in light-blue, the Asymptotic (Eq. (15)), in blue the Most Probable (Wardle & Kronberg 1974) and in black the Maximum Likelihood (Simmons & Stewart 1985) . They are discontinuous and the latter two non-analytic. Also shown in green is the curve of the posterior-mean Bayesian estimator (Quinn 2012 ) with a uniform prior on p 0 /σ. The dashed line represents the naive estimator.
regime:
Furthermore, such curves that have a null derivative at low SNR, which is the case of all Bayesian estimators presented in Quinn (2012), lead to extremely skewed distribution at low SNR as can be inferred from transforming samples drawn from a Rayleigh-type distribution along the p/σ axis.
• all these estimators but the naive one have the correct asymptotic limit (which is Eq. (9)) and differ by the way they behave at low values.
PERFORMANCE OF THE MAS ESTIMATOR
Distribution
We study the distribution of the MAS estimator Eq. (20), in the canonical case, using Monte-Carlo simulations. For a given p0 value, we shoot 10 6 (qi, ui) normally distributed samples centred on q0 = p0 cos φ0, u0 = p0 sin φ0, where φ0 is drawn from a uniform distribution on [−π, π]. We then compute pi = q 2 i + u 2 i , transform the samples according to Eq. (20) and project them into a histogram in order to obtain the probability density function. Fig. 4 shows some distributions for increasing p0 values which exhibit how they change smoothly from Rayleigh-like at low SNR to Gaussian as soon as p0/σ 2.
We work out in the following an analytic description of its distribution, which is useful for implementing a likelihood function. , the MAS transformation reads, dropping out the 'i' subscript:
The standard rules of random variable transformation requires inverting this equation which does not have an exact analytic expression. We note however that in the asymptotic limit, the exponential can be neglected and the inverse is p = 1 2 (p + p 2 + 2). From numerical comparison to the inverse, we find it sufficient to complement it with an exponential. We obtain the following approximate inverse relation:
with a = 3.17. This approximation is valid in the whole positive range below the percent level. The distribution of thep estimator is then obtained from the transformation of the Rice distribution fp (Eq. (5)) as:
and the complete distribution is given by fp p σ /σ. This analytic approximation is excellent as shown for some examples on Fig. 4. 
Bias and risk
The first two orders of the estimator statistics are characterized by the normalized bias E[pMAS − p0]/σ and risk E[(pMAS − p0) 2 ]/σ 2 , using Monte-Carlo simulations. They are shown on Fig. 5 . For a SNR as low as 2, the estimator is essentially unbiased and has a σ 2 risk.
Confidence intervals
We emphasize that the characterization of estimators in terms of their mean and risk may lead to over-simplification and misun- derstandings in a community accustomed to considering a number with an 'error' as originating from a Gaussian distribution. Instead, providing a confidence interval at some given significance level α is more complete since it is independent of the shape of the estimator distribution. The construction of a classical confidence interval is an old and well defined statistical procedure (Neyman 1937). It however does not specify uniquely the acceptance region, since given some fixed p0 value P r(p ∈ [pmin, pmax]|p0) = α is insufficient to fix the interval. One must choose an additional free criterion. A common choice is to use the central confidence interval:
It may however lead to the situation of providing an 'empty-set' {0} or, equivalently, an interval lying entirely in the unphysical region (see Fig. 6 ), which is statistically valid, but uncomfortable to an analyst. One solution is to enlarge the interval given an arbitrary construction to provide a 'conservative' one, a procedure already used for the naive estimator (Simmons & Stewart 1985) . Here we rather advocate using the Feldman-Cousins prescription (Feldman & Cousins 1998) , which, for the free criterion, uses an ordering of the likelihood ratios. The authors showed that the problem of empty-sets relates to intervals failing a goodness-of-fit test. Their procedure naturally decouples this test from the construction of the interval, effectively removing the empty-set issue without ever being conservative. We show in the following how to perform it in our case.
We consider some estimatorp for which we can compute the distributionf (p|p0), possibly via Monte-Carlo simulation. We precompute first its maximum likelihood curve, i.e. the p0 value for whichf (p|p0) is maximum. We then scan p0 values, and at each step:
where pML(p) is obtained from our pre-computation,
(ii) solve numerically the system R(pmin) = R(pmax) The standard Neyman's inversion statement then allows, for a given p/σ sample, to measure its α-level confidence interval on the vertical axis. We show on Fig. 6 the result of this computation at the α = 0.90 level for the Rice distribution (i.e. the naive estimator) and compare the limits obtained to the classical central intervals. The empty-set at low p/σ values indeed disappears and the user can now report a confidence intervals for any measured value, without ever being conservative. Asymptotically (p/σ 3.5) both constructions agree, but we obtain tighter constraints in the intermediate region p/σ ∈ [2.2, 3.5].
Using the Feldman-Cousins prescription, we then build the confidence belts of the MAS estimator at the 0.68, 0.90 and 0.95 confidence levels. They are shown on Fig. 7 . For convenience we provide the following analytic approximations to the scaled upper and lower limits at the α significance level:
where pα = √ 2Erf −1 (α) is the α-point of the Gaussian distribution that is reached asymptotically, and the parameters are given in Table 1 for the three significance levels. 
THE CASE OF A GENERAL COVARIANCE MATRIX
We address now the issue of generalizing the MAS estimator to any Stokes parameters covariance matrix. We however consider that the intensity measurement I is essentially decoupled from (Q, U ), as is generally the case in real-life experiments, and therefore only consider the bi-variate [q, u] covariance matrix.
Noise-bias and variance
We ask the following question: for a general [q, u] covariance matrix, what are the asymptotic equivalents of the noise-bias and variance of the p = q 2 + u 2 distribution? In the uncorrelated case (ρ = 0), we formally demonstrate in Appendix B that the first two p moments in the asymptotic regime give:
Unlike in the canonical case (see Eq. (9) and Eq. (10)) the nonlinear 'noise-bias' b 2 is now different from the variance. As in the canonical case, these formulas can be understood using the simple geometric construction of Fig. 8 .
We do not know what the true φ0 angle is. We can either marginalize over this unknown angle or estimate it for each sample. If we marginalize over the unknown angle φ0, we obtain the variance arithmetic mean for both the noise-bias and the variance:
In the second approach, we use the fact that φi = arctan
is an asymptotically unbiased estimator of the angle, even in the elliptical case, and replace the true angle by it to obtain the variable bias: The ellipse denotes the 1-σ iso-probability (q, u) contour and one considers the distribution of the distance to the origin of points located on it. The variance is computed along the centre direction and gets some contribution from the σq cos φ 0 and σu sin φ 0 projections, while the noise-bias has contributions from the orthogonal combinations σq sin φ 0 and σu cos φ 0 . In the correlated case, one just needs to rotate the ellipse by the θ (Eq. (32)) angle and re-compute the semi-axis lengths (Eq. (33)).
and similarly the variable variance:
In the presence of a non-null correlation coefficient ρ (and σq = σu), the principal axes of the iso-probability ellipse are rotated by the angle (e.g. Aalo, Efthymoglou & Chayawan (2007) ):
and the semi-diameters along the principal axes are the eigenvalues of the covariance matrix:
Relying on Fig. 8 , the variance is computed along the φ0 direction and the bias along the orthogonal one, in that case after a rotation of the principal axes by θ. This result can also be established more formally using computations along the lines of Appendix B, by diagonalizing the covariance matrix in the exponential argument of the Gaussian. The results depend however very loosely on the correlation value, since σ The marginalized result with a correlation gives back the variance arithmetic mean since:
and the variable estimates from φi = arctan ui qi is:
We test the validity of these estimates in a highly elliptic and correlated case σq = 1, σu = 2, ρ = 0.7. Results are presented (29)), or the mean of the variable noise estimate (blue line, Eq. (36)). In this latter case the shaded blue region shows the 1σ variation of the estimates.
on Fig. 9 for the bias and Fig. 10 for the variance, for several true polarization angles. The variable noise-bias is found to match very precisely and rapidly the empirical expectation value, while the variance arithmetic mean may slightly over-or under-estimate the asymptotic values, depending on the underlying true angle. For the Riceequivalent variance, the variable variance is reasonable in the whole p0 range, while the arithmetic mean may lead to a severe asymptotic discrepancy for some angles. 
Generalized MAS estimator
Since our aim is to build an estimator which is unbiased as fast as possible with the SNR, we generalize the MAS estimator to:
where the noise-bias bi is computed on a sample by sample basis, either from Eq. (30) for the uncorrelated case, or Eq. (35) for the (strongly) correlated one. We re-consider its bias and risk on Fig. 11 in the highly elliptic regime, for several φ0 angles. As may have been anticipated from the previous section results, even in this rather extreme case, the bias is insensitive to the true angle and is very similar to the canonical case, i.e. essentially unbiased above 2. The risk depends now on the true angles, but since the estimator has no bias in this region, its risk is equivalent to its variance and our Eq. (36) estimate provides a reasonable asymptotic description.
CONCLUSION
We have developed and characterized an estimator of the polarization amplitude that enjoys several desirable properties. Its distribution lies in the positive region, is continuous, and transforms smoothly with the SNR from a Rayleigh-like to a Gaussian one, the latter being essentially reached above 2.
We revisited the construction of confidence intervals and solved efficiently the empty-set (or unphysical) region problem encountered at low SNR using the Feldman-Cousins prescription. We provided analytic approximations to the 0.68, 0.90 and 0.95 confidence level regions.
We have generalized the estimator to the case of a global covariance matrix, and shown that its bias is universal, i.e. independent of the true φ0 angle. We provided an analytic estimate of the variance of the estimator that can be used to assess the risk in the large SNR region.
Given its very simple analytic form, the estimator can be applied efficiently on large data-sets, in particular for providing Gaussian-like point-estimates in regions of reasonably large SNR values, and conversely build masks to identify regions not bearing enough statistical significance. This can be performed using the following procedure:
(i) computepMAS from Eq. (37) and the variance arithmetic mean σa from Eq. (29) from all data pixels.
(ii) according to Sect. 3.3 results, a SNR above 2 at the 90% CL is obtained by keeping samples satisfyingp MAS σa > 3.8. This is used to build a mask, that can possibly be spatially smoothed.
(iii) in the rest of the data, point-estimates can be given safely since we have shown that in this regime the estimator is unbiased and essentially Gaussian. One can compute the estimator variance using Eq. (36) and consider it as its associated 'error'.
For values within the mask, reporting a point-estimate is unsafe and one should instead report a confidence interval, as the ones given in Sect. 3.3, or a full likelihood function.
This work was oriented towards estimating the polarization amplitude but is obviously much more general. It is perhaps surprising that such a fundamental question as characterizing the amplitude of a vector or the modulus of a complex number from its normally distributed Cartesian components did not receive more attention. A part of the reason is maybe related to defining precisely the question: what is a 'good' estimator? We tried to answer it in a user-oriented way.
