Lecture notes on Mather's theory for Lagrangian systems by Sorrentino, Alfonso
LECTURE NOTES ON MATHER’S THEORY FOR LAGRANGIAN
SYSTEMS
ALFONSO SORRENTINO
Contents
1. Introduction 1
2. Tonelli Lagrangians and Hamiltonians on compact manifolds 3
3. A cartoon example: properties of measures and orbits on KAM tori 8
4. Action-minimizing measures: Mather sets 16
4.A: The symplectic invariance of Mather sets 29
4.B: An example: the simple pendulum I 33
4.C: Holonomic measures and generic properties 37
5. Global action minimizing curves: Aubry and Mañé sets 39
5.A - Some topological and symplectic properties of these sets 54
5.B - An example: the simple pendulum II 55
5.C - Mather’s approach: Peierls’ Barrier 58
6. Weak KAM theory 61
6.A - Regularity of critical subsolutions 68
6.B - Non-wandering set of the Mañé set 69
References 70
1. Introduction
The celebrated Kolmogorov-Arnol’d-Moser (or KAM) theorem finally settled the
old question concerning the existence of quasi-periodic motions for nearly-integrable
Hamiltonian systems, i.e., Hamiltonian systems that are slight perturbation of an
integrable one. In the integrable case, in fact, the whole phase space is foliated by
invariant Lagrangian submanifolds that are diffeomorphic to tori, and on which the
dynamics is conjugated to a rigid rotation. These tori are generally called KAM tori
(see also Definition 3.1). On the other hand, it is natural to ask what happens to
such a foliation and to these stable motions once the system is perturbed. In 1954
Kolmogorov [30] - and later Arnol’d [1] and Moser [49] in different contexts - proved
that, in spite of the generic disappearence of the invariant tori filled by periodic
orbits, already pointed out by Henri Poincaré, for small perturbations of an inte-
grable system it is still possible to find invariant Lagrangian tori corresponding to
“strongly non-resonant”, i.e., Diophantine, rotation vectors. This result, commonly
referred to as KAM theorem, from the initials of the three main pioneers, besides
opening the way to a new understanding of the nature of Hamiltonian systems and
their stable motions, contributed to raise new interesting questions, for instance
about the destiny of the stable motions (orbits on KAM tori) that are destroyed
by effect of the perturbation or about the possibility of extending these results to
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systems that are not close to any integrable one.
An answer to the first question did not take long to arrive. In 1964 V. I. Arnol’d
[2] constructed an example of a perturbed integrable system, in which unstable
orbits - resulting from the breaking of unperturbed KAM tori - coexist with the
stable motions drawn by KAM theorem. This striking, and somehow unexpected,
phenomenon, yet quite far from being completely understood, is nowadays called
Arnol’d diffusion. This new insight led to a change of perspective and in order to
make sense of the complex balance between stable and unstable motions that was
looming out, new approaches needed to be exploited. Amongst these, variational
methods turned out to be particularly successful. Mostly inspired by the so-called
least action principle, a sort of widely accepted “thriftiness” of Nature in all its ac-
tions, they seemed to provide the natural setting to get over the local view given by
the analytical methods and make towards a global understanding of the dynamics.
Aubry-Mather theory represents probably one of the biggest triumphs in this
direction. Developed independently by Serge Aubry [3] and John Mather [38] in the
eighties, this novel approach to the study of the dynamics of twist diffeomorphisms
of the annulus (which correspond to Poincaré maps of 1-dimensional Hamiltonian
systems [49]) pointed out the existence of many action-minimizing sets, which in
some sense generalize invariant rotational curves and that always exist, even after
rotational curves are destroyed. Besides providing a detailed structure theory for
these new sets, this powerful approach yielded to a better understanding of the
destiny of invariant rotational curves and to the construction of interesting chaotic
orbits as a result of their destruction [40, 27, 43].
Motivated by these achievements, John Mather [42, 44] - and later Ricardo Mañé
[35, 14] and Albert Fathi [22] in different ways - developed a generalization of this
theory to higher dimensional systems. Positive definite superlinear Lagrangians
on compact manifolds, also called Tonelli Lagrangians (see Definition 2.1), were
the appropriate setting to work in. Under these conditions, in fact, it is possible
to prove the existence of interesting invariant (action-minimizing) sets, known as
Mather, Aubry and Mañé sets, which generalize KAM tori, and which continue to
exist even after KAM tori’s disappearance or when it does not make sense to speak
of them (for example when the system is “far” from any integral one).
Let us remark that these tools revealed also quite promising in the construction
of chaotic orbits, such as for instance connecting orbits among the above-mentioned
invariant sets [44, 5, 17]. Therefore they set high hopes on the possibility of proving
the generic existence of Arnold diffusion in nearly integrable Hamiltonian systems
[45]. However, differently from the case of twist diffeomorphisms, the situation
turns out to be more complicated, due to a general lack of information on the
topological structure of these action-minimizing sets. These sets, in fact, play a
twofold role. Whereas on the one hand they may provide an obstruction to the
existence of “diffusing orbits”, on the other hand their topological structure plays a
fundamental role in the variational methods that have been developed for the con-
struction of orbits with “prescribed” behaviors. We shall not enter further into the
discussion of this problematic, but we refer the interested readers to [5, 9, 17, 45, 48].
In these lecture notes we shall try to to provide a brief, but hopefully compre-
hensive introduction to Mather’s theory for Lagrangian systems and its subsequent
developments by Ricardo Mañé and Albert Fathi. We shall consider only the au-
tonomous case (i.e., no dependence on time in the Lagrangian and Hamiltonian).
This choice has been made only to make the discussion easier and to avoid some
technical issues that would be otherwise involved. However, all the theory that we
are going to describe can be generalized, with some “small” modifications, to the
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non-autonomous time-periodic case. Along our discussion, in order to draw the
most complete picture of the theory, we shall point out and discuss such differences
and the needed modifications.
The sections will be organized as follows:
• Section 2: we shall introduce Tonelli Lagrangians and Hamiltonians on
compact manifolds and discuss their properties and some examples.
• Section 3: before entering into the description of Mather’s theory, we shall
discuss a cartoon example, namely, the properties of invariant probabil-
ity measures and orbits on KAM tori. This will prepare the ground for
understanding the ideas behind Mather’s work, as well Mañé and Fathi’s
ones.
• Section 4: we shall discuss the notion of action minimizing measures and
introduce the first family of invariant sets: the Mather sets.
• Section 5: we shall discuss the notion of action minimizing orbits and in-
troduce other two families of invariant sets: the Aubry and Mane sets.
• Section 6: we shall discuss Fathi’s Weak KAM theory and its relation to
Mather and Mañé’s works.
• Some Addenda to the single sections with some complimentary material
will be provided along the way.
Acknowledgements. These lectures were delivered at Università degli Studi di
Napoli “Federico II” (April 2009, thematic program “New connections between
dynamical systems and Hamiltonian PDEs’’) and at Universitat Politècnica de
Catalunya (June 2010, summer school “Jornades d’introducciò als sistemes dinàmics
i a les EDP’s”). I am very grateful to, respectively, Massimiliano Berti, Michela
Procesi, Vittorio Coti-Zelati and Xavier Cabré, Amadeu Delshams, Maria del Mar
Gonzales, Tere M. Seara, for their kind invitation. I would also like to thank all
participants to the courses for their useful comments, stimulating suggestions and
careful feedbacks, in particular Will Merry, Joana Dos Santos and Rodrigo Treviño
for a careful reading of a first draft of these notes.
A special acknowledgement must go to John Mather, Albert Fathi and Patrick
Bernard, from whom I learnt most of the material here collected and much beyond.
I would also like to thank all other people that have contributed, in different ways
and at different times, to the realization of this project: Luigi Chierchia, Gonzalo
Contreras, Rafael de la Llave, Daniel Massart, Gabriel Paternain and many others.
2. Tonelli Lagrangians and Hamiltonians on compact manifolds
In this section we want to introduce the basic setting that we shall be considering
hereafter. Let M be a compact and connected smooth manifold without boundary.
Denote by TM its tangent bundle and T∗M the cotangent one. A point of TM will
be denoted by (x, v), where x ∈ M and v ∈ TxM , and a point of T∗M by (x, p),
where p ∈ T∗xM is a linear form on the vector space TxM . Let us fix a Riemannian
metric g on it and denote by d the induced metric on M ; let ‖ · ‖x be the norm
induced by g on TxM ; we shall use the same notation for the norm induced on
T∗xM .
We shall consider functions L : TM −→ R of class C2, which are called La-
grangians. Associated to each Lagrangian, there is a flow on TM called the Euler-
Lagrange flow, defined as follows. Let us consider the action functional AL from
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the space of continuous piecewise C1 curves γ : [a, b]→M , with a ≤ b, defined by:
AL(γ) :=
∫ b
a
L(γ(t), γ˙(t)) dt.
Curves that extremize this functional among all curves with the same end-points
are solutions of the Euler-Lagrange equation:
d
dt
∂L
∂v
(γ(t), γ˙(t)) =
∂L
∂x
(γ(t), γ˙(t)) ∀ t ∈ [a, b] .(1)
Observe that this equation is equivalent to
∂2L
∂v2
(γ(t), γ˙(t))γ¨(t) =
∂L
∂x
(γ(t), γ˙(t))− ∂
2L
∂v∂x
(γ(t), γ˙(t))γ˙(t) ,
therefore, if the second partial vertical derivative ∂2L/∂v2(x, v) is non-degenerate
at all points of TM , we can solve for γ¨(t). This condition
det
∂2L
∂v2
6= 0
is called Legendre condition and allows one to define a vector field XL on TM , such
that the solutions of γ¨(t) = XL(γ(t), γ˙(t)) are precisely the curves satisfying the
Euler-Lagrange equation. This vector field XL is called the Euler-Lagrange vector
field and its flow ΦLt is the Euler-Lagrange flow associated to L. It turns out that
ΦLt is C1 even if L is only C2 (see Remark 2.4).
Definition 2.1 (Tonelli Lagrangian). A function L : TM −→ R is called a
Tonelli Lagrangian if:
i) L ∈ C2(TM);
ii) L is strictly convex in the fibers, in the C2 sense, i.e., the second partial
vertical derivative ∂2L/∂v2(x, v) is positive definite, as a quadratic form,
for all (x, v);
iii) L is superlinear in each fiber, i.e.,
lim
‖v‖x→+∞
L(x, v)
‖v‖x = +∞.
This condition is equivalent to ask that for each A ∈ R there exists B(A) ∈
R such that
L(x, v) ≥ A‖v‖ −B(A) ∀ (x, v) ∈ TM .
Observe that since the manifold is compact, then condition iii) is independent
of the choice of the Riemannian metric g.
Remark 2.2. More generally, one can consider the case of a time-periodic Tonelli
Lagrangian L : TM × T −→ R (also called non-autonomous case), as it was
originally done by John Mather [42]. In fact, as it was pointed out by Jürgen
Moser, this was the right setting to generalize Aubry and Mather’s results for twist
maps to higher dimensions; in fact, every twist map can be seen as the time one
map associated to the flow of a periodic Tonelli Lagrangian on the one dimensional
torus (see for instance [49]). In this case, a further condition on the Lagrangian is
needed:
iv) The Euler-Lagrange flow is complete, i.e., every maximal integral curve of
the vector field XL has all R as its domain of definition.
In the non-autonomous case, in fact, this condition is necessary in order to have
that action-minimizing curves (or Tonelli minimizers, see section 5) satisfy the
Euler-Lagrange equation. Without such an assumption Ball and Mizel [4] have
constructed an example of Tonelli minimizers that are not C1 and therefore are not
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solutions of the Euler-Lagrange flow. The role of the completeness hypothesis can
be explained as follows. It is possible to prove, under the above conditions, that
action minimizing curves not only exist and are absolutely continuous, but they
are C1 on an open and dense full measure subset of the interval in which they are
defined. It is possible to check that they satisfy the Euler-Lagrange equation on this
set, while their velocity goes to infinity on the exceptional set on which they are not
C1. Asking the flow to be complete, therefore, implies that Tonelli minimizers are
C1 everywhere and that they are actual solutions of the Euler-Lagrange equation.
A sufficient condition for the completeness of the Euler-Lagrange flow, for example,
can be expressed in terms of a growth condition for ∂L/∂t:
−∂L
∂t
(x, v, t) ≤ C
(
1 +
∂L
∂v
(x, v, t) · v − L(x, v, t)
)
∀ (x, v, t) ∈ TM × T.
Examples of Tonelli Lagrangians.
• Riemannian Lagrangians. Given a Riemannian metric g on TM , the
Riemannian Lagrangian on (M, g) is given by the Kinetic energy:
L(x, v) =
1
2
‖v‖2x .
Its Euler-Lagrange equation is the equation of the geodesics of g:
D
dt
x˙ ≡ 0 ,
and its Euler-Lagrange flow coincides with the geodesic flow.
• Mechanical Lagrangians. These Lagrangians play a key-role in the study
of classical mechanics. They are given by the sum of the kinetic energy and
a potential U : M −→ R:
L(x, v) =
1
2
‖v‖2x + U(x) .
The associated Euler-Lagrange equation is given by:
D
dt
x˙ = ∇U(x) ,
where ∇U is the gradient of U with respect to the Riemannian metric g,
i.e.,
dxU · v = 〈∇U(x), v〉x ∀ (x, v) ∈ TM .
• Mañé’s Lagrangians. This is a particular class of Tonelli Lagrangians,
introduced by Ricardo Mañé in [33] (see also [23]). If X is a Ck vector field
on M , with k ≥ 2, one can embed its flow ϕXt into the Euler-Lagrange flow
associated to a certain Lagrangian, namely
LX(x, v) =
1
2
‖v −X(x)‖2x .
It is quite easy to check that the integral curves of the vector field X are
solutions to the Euler-Lagrange equation. In particular, the Euler-Lagrange
flow ΦLXt restricted to Graph(X) = {(x,X(x)), x ∈ M} (that is clearly
invariant) is conjugated to the flow of X onM and the conjugation is given
by pi|Graph(X), where pi : TM → M is the canonical projection. In other
words, the following diagram commutes:
Graph(X)
pi

Φ
LX
t // Graph(X)
pi

M
ϕXt
// M
6 ALFONSO SORRENTINO
that is, for every x ∈ M and every t ∈ R, ΦLXt (x,X(x)) = (γXx (t), γ˙Xx (t)),
where γXx (t) = ϕXt (x).
In the study of classical dynamics, it turns often very useful to consider the as-
sociated Hamiltonian system, which is defined on the cotangent space T∗M . Let us
describe how to define this new system and what is its relation with the Lagrangian
one.
A standard tool in the study of convex functions is the so-called Fenchel transform,
which allows one to transform functions on a vector space into functions on the
dual space (see for instance [22, 51] for excellent introductions to the topic). Given
a Lagrangian L, we can define the associated Hamiltonian, as its Fenchel transform
(or Fenchel-Legendre transform):
H : T∗M −→ R
(x, p) 7−→ sup
v∈TxM
{〈p, v〉x − L(x, v)}
where 〈 ·, · 〉x denotes the canonical pairing between the tangent and cotangent
space.
If L is a Tonelli Lagrangian, one can easily prove that H is finite everywhere
(as a consequence of the superlinearity of L), C2, superlinear and strictly convex
in each fiber (in the C2 sense). Such a Hamiltonian is called Tonelli (or optical)
Hamiltonian.
Definition 2.3 (Tonelli Hamiltonian). A function H : T∗M −→ R is called a
Tonelli (or optical) Hamiltonian if:
i) H is of class C2;
ii) H is strictly convex in each fiber in the C2 sense, i.e., the second partial
vertical derivative ∂2H/∂p2(x, p) is positive definite, as a quadratic form,
for any (x, p) ∈ T∗M ;
iii) H is superlinear in each fiber, i.e.,
lim
‖p‖x→+∞
H(x, p)
‖p‖x = +∞ .
Examples of Tonelli Hamiltonians.
Let us see what are the Hamiltonians associated to the Tonelli Lagrangians that
we have introduced in the previous examples.
• Riemannian Hamiltonians. If L(x, v) = 12‖v‖2x is the Riemannian La-
grangian associated to a Riemannian metric g on M , the corresponding
Hamiltonian will be
H(x, p) =
1
2
‖p‖2x,
where ‖ · ‖ represents - in this last expression - the induced norm on the
cotangent space T∗M .
• Mechanical Hamiltonians. If L(x, v) = 12‖v‖2x + U(x) is a mechanical
Lagrangian, the associated Hamiltonian is:
H(x, p) =
1
2
‖p‖2x − U(x),
that it is sometime referred to as mechanical energy.
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• Mañé’s Hamiltonians. If X is a Ck vector field on M , with k ≥ 2, and
LX(x, v) = ‖v −X(x)‖2x is the associated Mañé Lagrangian, one can check
that the corresponding Hamiltonian is given by:
H(x, p) =
1
2
‖p‖2x + 〈p,X(x)〉 .
Given a Hamiltionian one can consider the associated Hamiltonian flow ΦHt on
T∗M . In local coordinates, this flow can be expressed in terms of the so-called
Hamilton’s equations: {
x˙(t) = ∂H∂p (x(t), p(t))
p˙(t) = −∂H∂x (x(t), p(t)) .
(2)
We shall denote by XH(x, p) :=
(
∂H
∂p (x, p),−∂H∂x (x, p)
)
the Hamiltonian vector
field associated to H. This has a more intrinsic (geometric) definition in terms of
the canonical symplectic structure ω on T∗M . In fact, XH is the unique vector
field that satisfies
ω (XH(x, p), ·) = dxH(·) ∀(x, p) ∈ T∗M.
For this reason, it is sometime called symplectic gradient of H. It is easy to check
from both definitions that - only in the autonomous case - the Hamiltonian is a
prime integral of the motion, i.e., it is constant along the solutions of these equa-
tions.
Now, we would like to explain what is the relation between the Euler-Lagrange
flow and the Hamiltonian one. It follows easily from the definition of Hamiltonian
(and Fenchel transform) that for each (x, v) ∈ TM and (x, p) ∈ T∗M the following
inequality holds:
〈p, v〉x ≤ L(x, v) +H(x, p) .(3)
This is called Fenchel inequality (or Fenchel-Legendre inequality) and plays a crucial
role in the study of Lagrangian and Hamiltonian dynamics and in the variational
methods that we are going to describe. In particular, equality holds if and only
if p = ∂L/∂v(x, v). One can therefore introduce the following diffeomorphism
between TM and T∗M , known as Legendre transform:
L : TM −→ T∗M
(x, v) 7−→
(
x,
∂L
∂v
(x, v)
)
.(4)
Moreover the following relation with the Hamiltonian holds:
H ◦ L(x, v) =
〈
∂L
∂v
(x, v), v
〉
x
− L(x, v) .
A crucial observation is that this diffeomorphism L represents a conjugation be-
tween the two flows, namely the Euler-Lagrange flow on TM and the Hamiltonian
flow on T∗M ; in other words, the following diagram commutes:
TM
L

ΦLt // TM
L

T∗M
ΦHt
// T∗M
Remark 2.4. Since L and the Hamiltonian flow ΦH are both C1, then it follows
from the commutative diagram above that the Euler-Lagrange flow is also C1.
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Therefore one can equivalently study the Euler-Lagrange flow or the Hamilton-
ian flow, obtaining in both cases information on the dynamics of the system. Each
of these equivalent approaches will provide different tools and advantages, which
may prove very useful to understand the dynamical properties of the system. For
instance, the tangent space is the natural setting for the classical calculus of varia-
tions and for Mather and Mañé’s approaches (sections 4 and 5); on the other hand,
the cotangent space is equipped with a canonical symplectic structure, which allows
one to use several symplectic topological tools, coming from the study of Lagrangian
graphs, Hofer’s theory, Floer Homology, etc ... Moreover, a particular fruitful ap-
proach in T∗M is the so-called Hamilton-Jacobi method (or Weak KAM theory),
which is concerned with the study of solutions and subsolutions of Hamilton-Jacobi
equations. In a certain sense, this approach represents the functional analytical
counterpart of the above-mentioned variational approach (section 6). In the fol-
lowing sections we shall provide a complete description of these methods and their
implications to the study of the dynamics of the system.
3. A cartoon example: properties of measures and orbits on KAM
tori
Before entering into the details of Mather’s work, we would like to discuss some
properties of orbits and invariant probability measures that are supported on KAM
tori. This will provide us with a better understanding of the ideas behind Mather’s
theory and allow to see in what sense these action-minimizing sets - namely, what
we shall call Mather, Aubry and Mañé sets - represent a generalization of KAM
tori.
Let H : T∗Td −→ R be a Tonelli Hamiltonian and L : TTd −→ R its associated
Tonelli Lagrangian and let us denote by ΦH and ΦL the respective flows. Observe
that one can identify T∗Td and TTd with Td × Rd. First of all, let us define what
we mean by KAM torus.
Definition 3.1 (KAM Torus). T ⊂ Td × Rd is a (maximal) KAM torus with
rotation vector ρ if:
i) T ⊂ Td × Rd is a C1 Lagrangian graph, i.e., T = {(x, c + du) : x ∈ Td}, where
c ∈ Rd and u : Td −→ R;
ii) T is invariant under the Hamiltonian flow ΦHt generated by H;
iii) the Hamiltonian flow on T is conjugated to a uniform rotation on Td; i.e., there
exists a diffeomorphism ϕ : Td → T such that ϕ−1 ◦ ΦHt ◦ ϕ = Rtρ, ∀t ∈ R, where
Rtρ : x→ x+ ρt (mod. Zd). In other words, the following diagram commutes:
T Φ
H
t // T
Td
ϕ
OO
Rtρ
// Td
ϕ
OO
Remark 3.2. (i) First of all, let us remark that, up to some small technicalities
in the proofs, most of the results that we shall discuss in this section, will continue
to hold if we assume T to be only Lipschitz rather than C1.
(ii) If ρ is rationally independent, i.e., ρ · k 6= 0 for all k ∈ Zd \ {0}, then each
orbit is dense on it (i.e., the motion is said to be minimal). Therefore, it supports
a unique invariant probability measure. Consider the case in which ρ admits some
resonance, i.e., there exists k ∈ Zd \ {0} such that ρ · k = 0. The set of resonances
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of ρ forms a module over Z. Let r denote its rank. Then, T is foliated by an
r-dimensional family of (d− r)-tori, on each of which the motion is minimal.
(iii) If ρ is rationally independent then a classical result by Michel Herman
implies that this torus is automatically Lagrangian (see [29, Proposition 3.2]).
(iv) Since T is Lagrangian and invariant under the Hamiltonian flow, then the
Hamiltonian H is constant on it, i.e., H(x, c+du) = Ec for some Ec ∈ R (it follows
from the definition of the Hamiltonian flow). In particular, u is a classical solution
of Hamilton-Jacobi equation H(x, c+dv) = k. It is easy to check that, for a fixed c,
all solutions have the same energy. In fact, let u and v be two solutions. Then, the
function u − v will have at least a critical point x0 and at x0 the two differentials
must coincide: dx0u = dx0v. This implies that H(x0, c+ dx0u) = H(x0, c+ dx0v).
Moreover, Ec is the least possible k ∈ R such that there can exist subsolutions of
the equation H(x, c + dv) = k, namely v ∈ C1(Td) satisfying H(x, c + dv) ≤ k for
all x ∈ Td. The proof is essentially the same as above. In fact, since the function
u − v has at least a critical point x0 and at x0 the two differentials coincide, then
Ec = H(x0, c+ dx0u) = H(x0, c+ dx0v) ≤ k.
Let us start by studying the properties of invariant probability measures that are
supported on T . Let µ∗ be an ergodic invariant probability measure supported on
T . It will be more convenient at this point to work in the Lagrangian setting. Let
us consider the correspondent invariant probability measure for the Euler-Lagrange
flow ΦL, obtained using the Legendre transform: µ = L∗µ∗, where L∗ denotes the
pull-back. We would like to point out some properties of this measure and see how
T can be characterized using measures satisfying such properties.
Properties:
(1) First of all, observe that
∫
vdµ = ρ. To see this, let us consider the universal
cover of Td, i.e., Rd, and denote by:
• T˜ := {(q, c+ du˜(q)), q ∈ Rd} the lift of T to Rd, where u˜ is a periodic
extension of u;
• Φ˜Ht the suspension of the Hamiltonian flow ΦHt to Rd × Rd;
• ϕ˜ the lift of ϕ, i.e., ϕ : Rd → T˜ such that the following diagram
commutes:
T˜
Φ˜Ht // T˜
Rd
ϕ˜
OO
R˜tρ
// Rd
ϕ˜
OO
where R˜tρ : q → q + ρt. Moreover, ϕ˜ has the form ϕ˜(q) = (ϕ˜q(q), c +
du˜(ϕ˜q(q))) and ϕ˜q satisfies ϕ˜q(q + k) = ϕ˜q(q) + k for each k ∈ Zd.
Now, let (x0, c+du(x0)) be a point in the support of µ∗ and consider the
corresponding orbit γx0(t) := piΦHt (x0, c+ du(x0)), where pi : T∗Td −→ Td
is the canonical projection. Denote by γ˜x0(t) its lift to Rd. Then, using the
ergodic theorem (remember that we are assuming that µ∗, and hence µ, is
ergodic), we have that for a generic point (x0, c+ du(x0)) in the support of
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µ∗ the following holds:∫
TTd
vdµ = lim
n→+∞
1
n
∫ n
0
˙˜γx0(t) dt = lim
n→+∞
γ˜x0(n)− γ˜x0(0)
n
=
= lim
n→+∞
γ˜x0(n)
n
= lim
n→+∞
ϕ˜q
(
ϕ˜−1q (γ˜x0(0)) + nρ
)
n
=
= lim
n→+∞
[
ϕ˜q
(
ϕ˜−1q (γ˜x0(0)) + {nρ}
)
n
+
[nρ]
n
]
=
= ρ
where [·] and {·} denote respectively the integer and fractional part of the
vector (component by component).
Remark 3.3. We shall say that µ has rotation vector ρ. See also Section
4.
(2) Let f : Td −→ R be a C1 function. Then, ∫ df(x) · vdµ = 0. In fact,
take (x0, v0) ∈ suppµ and denote the corresponding orbit by (xt, vt) =
ΦLt (x0, v0). Since µ is invariant, then ΦLt ∗µ = µ and therefore:∫
TTd
df(x) · vdµ = 1
T
∫ T
0
dt
∫
TTd
df(x) · v dΦLt ∗µ =
=
1
T
∫ T
0
dt
∫
TTd
df(xt) · vt dµ =
=
1
T
∫
TTd
dµ
∫ T
0
df(xt) · vt dt =
=
∫
TTd
f(xT )− f(x0)
T
dµ
T→+∞−→ 0 ,
since f is bounded. A measure satisfying this condition is said to be closed
(see also Addendum 4.A). Observe that in the above proof we have not
used anything else than the invariance of µ. See also Proposition 4.7.
(3) Recall that Ec is the energy of T , i.e., H(x, c+du) = Ec. We want to show
that this energy value is somehow related to the average value of L on the
support of µ. Observe in fact that:∫
TTd
L(x, v) dµ =
∫
TTd
[
L(x, v)− (c+ du) · v] dµ+ ∫
TTd
(c+ du) · v dµ .
Using the property just pointed out in (2) and observing that, because of the
Fenchel-Legendre (in)equality (3), along the orbits (xt, vt) in the support
of µ we have (c+du(xt)) ·vt = L(xt, vt)+H(x, c+du(xt)) = L(xt, vt)+Ec,
we can conclude that:∫
TTd
L(x, v) dµ = = −
∫
TTd
Ec dµ+
∫
TTd
c · v dµ =
= −Ec + c ·
∫
TTd
v dµ = −Ec + c · ρ.
In particular,
∫
TTd
[
L(x, v) − c · v] dµ = −Ec. Observe that this new La-
grangian Lc(x, v) = L(x, v) − c · v is still Tonelli and it is immediate to
check that it has the same Euler-Lagrange flow as L.
We can now show this first result.
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Proposition 3.4. If µ˜ is another invariant probability measure of ΦL, then∫
TTd
Lc(x, v) dµ˜ ≥
∫
TTd
Lc(x, v) dµ.(5)
Therefore, µ minimizes the average value of Lc (or action of Lc) among all invariant
probability measures of ΦLct (or ΦLt since they are the same).
Warning: in general, it does not minimize the action of L !
Proof. The proof is an easy application of Fenchel-Legendre inequality (3). Ob-
serve that in the support of µ˜, differently from what happens on the support of µ
(see property (3) above), this is not an equality, i.e., (c + du(x)) · v ≤ L(x, v) +
H(x, c+ du(x)) = L(x, v) + Ec. Then:∫
TTd
Lc(x, v) dµ˜ =
∫
TTd
[
L(x, v)− (c+ du) · v] dµ˜ ≥
≥ −
∫
TTd
Ec dµ˜ = −Ec =
∫
TTd
Lc(x, v) dµ .

Remark 3.5. (i) It follows from the above proposition that
Ec = −min
{∫
TTd
Lc(x, v) dµ˜ : µ˜ is a ΦL-invariant probability measure
}
.
The minimizing action on the right-hand side is also denoted by α(c) (see the
definition of Mather’s α-function in Section 4).
(ii) A measure µ that satisfies the inequality (5) for all invariant probability
measures µ˜, is called c-action minimizing measure (or Mather’s measure with coho-
mology class c); see Section 4.
(iii) It is easy to see from the proof of Proposition 3.4 and Fenchel-Legendre
inequality, that if supp µ˜ is not contained in L−1(T ), then the inequality in (5) is
strict.
(iii) In particular, using the previous remark and (ii) in Remark 3.2, we obtain
that
L−1(T ) =
⋃
{suppµ : µ is a c-action minimizing measure}.
The set on the right-hand side is often denoted by M˜c and called Mather set of
cohomology class c. It will be defined in Section 4.
Let us now observe that although µ does not minimize the action of L among all
invariant probability measures (we have pointed out in fact that it minimizes the
action of a modified Lagrangian, with the same Euler Lagrange flow as L), then it
does minimize it if we put some extra constraints.
Proposition 3.6. If µ˜ is another invariant probability measure of ΦL with rotation
vector ρ (in the sense of property (1) above) , then∫
TTd
L(x, v) dµ˜ ≥
∫
TTd
L(x, v) dµ.(6)
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Proof. The proof is the same as before, using Fenchel-Legendre inequality (3), the
fact that
∫
v dµ˜ = ρ and property (3) above. In fact:∫
TTd
L(x, v) dµ˜ =
∫
TTd
[
L(x, v)− (c+ du) · v] dµ˜+ ∫
TTd
(c+ du) · v dµ˜ ≥
≥ −Ec + c ·
∫
TTd
v dµ˜ =
= −Ec + c · ρ =
∫
TTd
L(x, v) dµ .

Remark 3.7. (i) It follows from the above proposition that
−Ec+c·ρ = min
{∫
TTd
L(x, v) dµ˜ : µ˜ is a ΦL-inv. prob. meas. with rot. vector ρ
}
.
The minimizing action on the right-hand side is also denoted by β(ρ) (see the
definition of Mather’s β-function in Section 4).
(ii) A measure µ that satisfies the inequality (6) for all invariant probability
measures µ˜ with rotation vector ρ, is called action minimizing measure (or Mather’s
measure) with rotation vector ρ; see Section 4.
(iii) It is easy to see from the proof of Proposition 3.6 and Fenchel-Legendre
inequality, that if µ˜ has rotation vector ρ, but its support is not contained in
L−1(T ), then the inequality in (6) is strict.
(iv) In particular, using the previous remark and (ii) in Remark 3.2, we obtain
that
L−1(T ) =
⋃
{suppµ : µ is an action minimizing measure with rotation vector ρ}.
The set on the right-hand side is often denoted by M˜ρ and called Mather set of
homology class ρ. It will be defined in Section 4.
Summarizing, if µ is any invariant probability measure of ΦL supported on
L−1(T ), then:
- µ minimizes the action of L(x, v) − c · v amongst all invariant probability
measures of ΦL;
- µ minimizes the action of L(x, v) amongst all invariant probability mea-
sures of ΦL with rotation vector ρ.
Let us now shift our attention to orbits on KAM tori and see what are the
properties that they enjoy. Let (x0, c + dx0u) ∈ T a point on the KAM torus and
consider its orbit under the Hamiltonian flow, i.e., γ(t) = piΦHt (x0, c+dx0u), where
as usual pi : T∗Td −→ Td denotes the canonical projection along the fiber. Let us
fix any times a < b and consider the corresponding Lagrangian action of this curve.
Using Fenchel-Legendre (in)equality we get:∫ b
a
L(γ(t), γ˙(t)) dt =
∫ b
a
(
(c+ dγ(t)u)γ˙(t)−H(γ(t), c+ dγ(t)u)
)
dt =
=
∫ b
a
c γ˙(t) dt+ u(γ(b))− u(γ(a))− Ec(b− a) .
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Therefore, considering as above the action of the modified Lagrangian Lc(x, v), we
get: ∫ b
a
Lc(γ(t), γ˙(t)) dt = u(γ(b))− u(γ(a))− Ec(b− a) .(7)
Let us now take any other absolutely continuous curve ξ : [a, b] −→ Td with the
same endpoints as γ, i.e., ξ(a) = γ(a) and ξ(b) = γ(b). Proceeding as before and
using Fenchel-Legendre inequality, we obtain:∫ b
a
L(ξ(t), ξ˙(t)) dt ≥
∫ b
a
(
(c+ dξ(t)u)ξ˙(t)−H(ξ(t), c+ dξ(t)u)
)
dt =
=
∫ b
a
c ξ˙(t) dt+ u(ξ(b))− u(ξ(a))− Ec(b− a) .
Hence, using (7) and the fact that ξ(a) = γ(a) and ξ(b) = γ(b), we can conclude
that: ∫ b
a
Lc(γ(t), γ˙(t)) dt ≤
∫ b
a
Lc(ξ(t), ξ˙(t)) dt.(8)
Therefore for any times a < b, γ is the curve that minimizes the action of Lc over
all absolutely continuous curves ξ : [a, b] −→ Td with ξ(a) = γ(a) and ξ(b) = γ(b).
Actually something more is true. Let us consider a curve with the same endpoints,
but a different time-length, i.e., ξ : [a′, b′] −→ Td with a′ < b′ and such that
ξ(a′) = γ(a) and ξ(b′) = γ(b). Proceeding as above, one obtains∫ b′
a′
Lc(ξ(t), ξ˙(t)) dt ≥ u(ξ(b′))− u(ξ(a′))− Ec(b′ − a′)
and consequently∫ b
a
(
Lc(γ(t), γ˙(t)) + Ec
)
dt ≤
∫ b′
a′
(
Lc(ξ(t), ξ˙(t)) + Ec
)
dt .
Hence, for any times a < b, γ minimizes the action of Lc+Ec amongst all absolutely
continuous curves ξ that connect γ(a) to ξ(b) = γ(b) in any given time (adding a
constant does not change the Euler-Lagrange flow).
We have just proved the following proposition.
Proposition 3.8. For any given a < b, the projection γ of any orbit on T mini-
mizes the action of Lc amongst all absolutely continuous curves that connect γ(a)
to γ(b) in time b− a. Furthermore, γ minimizes the action of Lc +Ec amongst all
absolutely continuous curves that connect γ(a) to γ(b) in any given time length.
Remark 3.9. (i) A curve γ : R −→ Td such that for any a < b, γ|[a, b] minimizes
the action of Lc amongst all absolutely continuous curves that connect γ(a) to γ(b)
in time b− a, is called a c-global minimizer of L.
(ii) A curve γ : R −→ Td such that for any a < b, γ|[a, b] minimizes the action
of Lc amongst all absolutely continuous curves that connect γ(a) to γ(b) without
any restriction on the time length, is called a c-time free minimizer of L.
(iii) Proposition 3.8 can be restated by saying that the projection of each orbit
on T is a c-global minimizer of L and a c-time free minimizer of L+Ec. Moreover,
it follows easily from the proof and Fenchel-Legendre inequality, that if the curve
ξ does not lie on T , then the inequality in (8) is strict.
In particular, we obtain that:
L−1(T ) =
⋃
{(γ(t), γ˙(t)) : γ is a c-global minimizer of L and t ∈ R}.
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The set on the right-hand side is often denoted by N˜c and called Mañé set of co-
homology class c. It will be defined in Section 5.
Actually, these curves on T are more than c-global minimizers. As we shall see,
they satisfy a more restrictive condition. In order to introduce it, let us introduce
what is called the Mañé potential. Let x1, x2 ∈ Td and let us denote by hTc (x1, x2)
the minimimal action of Lc along curves that connect x1 to x2 in time T . We want
to consider the infimum of these quantities for all positive times. Of course, without
any “correction” this infimum might be −∞. Hence, let us consider the action of
Lc + k for some k ∈ R and define:
φc,k(x1, x2) := inf
T>0
(
hTc (x1, x2) + kT
)
.(9)
We want to see for which values of k this quantity is well-defined, i.e., it is > −∞.
Let γ : [0, T ] −→ Td be any absolutely continuous curve such that γ(0) = x1 and
γ(T ) = x2. Then, using Fenchel Legendre inequality:∫ T
0
Lc(γ(t), γ˙(t)) dt+ kT ≥
∫ T
0
(
du(γ(t) · γ˙(t)−H(γ(t), c+ dγ(t)u)
)
dt+ kT =
= u(γ(T ))− u(γ(0)) + (k − Ec)T =
= u(x2)− u(x1) + (k − Ec)T .(10)
Taking the infimum over all curves connecting x1 to x2, we obtain:
φc,k(x1, x2) ≥ u(x2)− u(x1) + (k − Ec)T.
Therefore, if k ≥ Ec, then φc,k(x1, x2) > −∞ for all x1, x2 ∈ Td. On the other
hand, it is quite easy to show that for k < Ec, φc,k(x1, x2) = −∞ for all x1, x2 ∈ Td.
Let us observe the following:
• If k < Ec, then φc,k(x, x) = −∞ for all x ∈ Td. In fact, we know that
the orbit γ(t) = piΦHt (x, c + du(x)) is recurrent, i.e., there exist Tn →
+∞ such that δn := ‖γ(Tn) − x‖ → 0 as n → ∞. Consider the curve
ξ : [0, Tn + δn] → Td obtained by joining the curve γ to the unit speed
geodesic connecting γ(Tn) to x. Then, proceeding as before and using
Fenchel-Legendre inequality and the continuity of u, we obtain:
φc,k(x, x) ≤
∫ Tn
0
Lc(γ, γ˙)dt+
∫ Tn+δn
Tn
Lc(ξ, ξ˙)dt+ k(Tn + δn) ≤
≤ u(γ(Tn))− u(x) +Aδn + (k − Ec)Tn + kδn n→+∞−→ −∞,
where A := max‖v‖=1 |Lc(x, v)|.
• It is also easy to check that for any k, φc,k satisfies a sort of triangular
inequality:
φc,k(x, y) ≤ φc,k(x, z) + φc,k(z, y) ∀ x, y, z ∈ Td.
For the proof of this, observe that any absolutely continuous curve connect-
ing x to z and any absolutely continuous curve connecting z to y, determine
a curve from x to y. Passing to the infimum, one gets the result.
Our claim follows easily from these two observations. In fact, let k < Ec and
x1, x2 ∈ Td. Then:
φc,k(x1, x2) ≤ φc,k(x1, x1) + φc,k(x1, x2) = −∞ .
Summarizing, we have proved the following proposition.
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Proposition 3.10.
Ec = inf{k ∈ R : φc,k(x, y) > −∞ for all x, y ∈ Td} =
= sup{k ∈ R : φc,k(x, y) = −∞ for all x, y ∈ Td} =
= sup{k ∈ R : φc,k(x, x) = −∞ for all x ∈ Td} =
= sup{k ∈ R : φc,k(x, x) = −∞ for some x ∈ Td} .
Observe that the second and fourth equality are simply a consequence of the trian-
gular inequality.
Let us go back to our c-global minimizing curves. We have seen (Proposition
3.8) that if γ is the projection of an orbit on T , then it is a c-global minimizer of
L and furthermore it is a c- time free minimizer of L+ Ec. The last property can
be rewritten in terms of the Mañé potential:∫ b
a
(Lc(γ(t), γ˙(t)) + Ec) = φc,Ec(γ(a), γ(b)) for any a < b.
Therefore these curves seems to be related to the Mañé potential corresponding
to k = Ec (the least value for which it is defined). Observe that in this case, we
obtain from (10) that φc,Ec(x, y) ≥ u(y)−u(x) for all x, y ∈ Td and consequently:
φc,Ec(y, x) ≥ u(x)− u(y) = −(u(y)− u(x)) ≥ −φc,Ec(x, y) ,(11)
which provides a lower bound on the action needed to “go back” from y to x. In
particular, if ξ : [a, b]→ Td is an absolutely continuous curve, then:∫ b
a
(
Lc(ξ, ξ˙) + Ec
)
dt ≥ φc,Ec(ξ(a), ξ(b)) ≥ −φc,Ec(ξ(b), ξ(a)) .
Question: do there exist curves for which these inequalities are equalities. Ob-
serve, that if such a curve exists, then it must necessarily be a c-minimizer . We
shall show that the answer is affirmative and characterize such curves in our case.
Proposition 3.11. Let γ be the projection of an orbit on T . Then, for each a < b
we have: ∫ b
a
(Lc(γ, γ˙) + Ec) dt = φc,Ec(γ(a), γ(b)) = −φc,Ec(γ(b), γ(a)) .
Remark 3.12. (i) A curve γ : R −→ Td satisfying the conditions in Proposition
3.11 is called c-regular global minimizer or c-static curve of L. Observe that the
adjective regular (coined by John Mather) has no relation to the smoothness of the
curve, since this curve will be as smooth as all other solutions of the Euler-Lagrange
flow (depending on the regularity of the Lagrangian).
(ii) Since a c-regular global minimizer is a c-global minimizer (see the comment
above), it follows from (iii) in Remark 3.9 that these are all and only the c-regular
global minimizers of L . Therefore:
L−1(T ) =
⋃
{(γ(t), γ˙(t)) : γ is a c- regular global minimizer of L and t ∈ R}.
The set on the right-hand side is often denoted by A˜c and called Aubry set of co-
homology class c. It will be defined in Section 5.
Proof. [Proposition 3.11] Let γ(t) := piΦHt (x, c+du(x)) and consider a < b. We
already know from Proposition 3.8 that∫ b
a
(Lc(γ, γ˙) + Ec) dt = φc,Ec(γ(a), γ(b)) .
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Since the orbit is recurrent, there exist Tn → +∞ such that δn := ‖γ(b + Tn) −
γ(a)‖ → 0. Consider the curve ξ : [b, b + Tn + δn] → Td obtained by joining the
curve γ|[b, b + Tn] to the unit speed geodesic connecting γ(b + Tn) to γ(a). Then,
using Fenchel-Legendre inequality and the continuity of u, we obtain:
φc,Ec(γ(b), γ(a)) ≤
∫ b+Tn
b
Lc(γ, γ˙)dt+
∫ b+Tn+δn
b+Tn
Lc(ξ, ξ˙)dt+ Ec(Tn + δn) ≤
≤ u(γ(b+ Tn))− u(γ(b)) + (A+ Ec)δn n→+∞−→ u(γ(a))− u(γ(b)),
where A := max‖v‖=1 |Lc(x, v)|. Therefore, using (10), we obtain:
φc,Ec(γ(b), γ(a)) ≤ u(γ(a))− u(γ(b)) = −(u(γ(b))− u(γ(a))) =
= −φc,Ec(γ(a), γ(b))
that, together with (11), allows us to deduce that φc,Ec(γ(b), γ(a)) = −φc,Ec(γ(a), γ(b))
and conclude the proof. 
4. Action-minimizing measures: Mather sets
In this section, inspired by what happens for invariant measures and orbits on
KAM tori, we would like to attempt a similar approach for general Tonelli La-
grangians on compact manifolds, and prove the existence of some analogous com-
pact invariant subsets for the Euler-Langrange (or Hamiltonian) flow. In many
senses, these sets will resemble and generalize KAM tori, even when these do not
exist or it does not make sense to speak of them.
Let us start by studying invariant probability measures of the system and their
action-minimizing properties. Then, we shall use them to define a first family of
invariant sets: the Mather sets (see Remark 3.5 (iii) and Remark 3.7 (iii)).
Let M(L) be the space of probability measures µ on TM that are invariant under
the Euler-Lagrange flow of L and such that
∫
TM
Ldµ < ∞ (finite action). It is
easy to see in the case of an autonomous Tonelli Lagrangian, that this set is non-
empty. In fact, recall that because of the conservation of the energy E(x, v) :=
H ◦ L(x, v) = 〈∂L∂v (x, v), v〉x − L(x, v) along the motions, each energy level of E is
compact (it follows from the superlinearity condition) and invariant under ΦLt . It
is a well-known result by Kryloff and Bogoliouboff [31] that a flow on a compact
metric space has at least an invariant probability measure.
Proposition 4.1. Each non-empty energy level E(E) := {E(x, v) = E} contains
at least one invariant probability measure of ΦLt .
Proof. Let (x0, v0) ∈ E(E) and consider the curve γ(t) := piΦLt (x0, v0), where
pi : TM −→ M denotes the canonical projection. For each T > 0, we can consider
the probability measure µT uniformly distributed on the piece of curve (γ(t), γ˙(t))
for t ∈ [0, T ], i.e.,∫
f dµT =
1
T
∫ T
0
f(γ(t), γ˙(t)) dt ∀ f ∈ C(E(E)).
The family {µT }T is precompact in the weak∗ topology; in fact the set of proba-
bility measures on E(E) is contained in the closed unit ball in the space of signed
Borel measures of E(E), which is weak∗ compact by Banach-Alaouglu theorem.
Therefore, I can extract a converging subsequence {µTn}n, such that µTn −→ µ in
LECTURE NOTES ON MATHER’S THEORY FOR LAGRANGIAN SYSTEMS 17
the weak∗ topology as Tn →∞. We want to prove that µ is invariant, i.e., for each
s ∈ R we have ΦLs ∗µ = µ. Let f be any continous function on E(E). Then :∣∣∣∣∫ fdΦLs ∗µ− ∫ fdµ∣∣∣∣ ≤ ∣∣∣∣∫ fdΦLs ∗µ− ∫ fdΦLs ∗µTn ∣∣∣∣+ ∣∣∣∣∫ fdΦLs ∗µTn − ∫ fdµTn ∣∣∣∣
+
∣∣∣∣∫ fdµTn − ∫ fdµ∣∣∣∣ .(12)
From the weak∗ convergence µTn −→ µ, we have that∣∣∣∣∫ fdΦLs ∗µTn − ∫ fdµ∣∣∣∣ −→ 0 as Tn → +∞
and∣∣∣∣∫ fdΦLs ∗µ− ∫ fdΦLs ∗µTn ∣∣∣∣ = ∣∣∣∣∫ f ◦ ΦLs dµ− ∫ f ◦ ΦLs dµTn ∣∣∣∣ −→ 0 as Tn → +∞.
Moreover, using the definition of µTn :∣∣∣∣∫ fdΦLs ∗µTn − ∫ fdµTn ∣∣∣∣ = 1Tn
∣∣∣∣∣
∫ Tn+s
s
f(γ(t), γ˙(t)) dt−
∫ Tn
0
f(γ(t), γ˙(t)) dt
∣∣∣∣∣ =
=
1
Tn
∣∣∣∣∣
∫ Tn+s
Tn
f(γ(t), γ˙(t)) dt−
∫ s
0
f(γ(t), γ˙(t)) dt
∣∣∣∣∣ ≤
≤ 2s
Tn
max
E(E)
|f | −→ 0 as Tn → +∞.
Therefore, it follows from (12) that for any f ∈ E(E):∣∣∣∣∫ fdΦLs ∗µ− ∫ fdµ∣∣∣∣ = 0.
Consequently, ΦLs ∗µ = µ for any s ∈ R, i.e., µ is ΦL-invariant. 
To each µ ∈M(L), we may associate its average action
AL(µ) =
∫
TM
Ldµ .
Clearly, the measures constructed in Proposition 4.1 have finite action.
Remark 4.2. One can show the existence of invariant probability measures with
finite action, also in the case of non-autonomous time-periodic Lagrangians. As
it was originally done by Mather in [42], one can apply Kryloff and Bogoliouboff’s
result to a one-point compactification of TM and consider the extended Lagrangian
system that leaves the point at infinity fixed. The main step consists in showing
that the measure provided by this construction has no atomic part supported at∞
(which is a fixed point for the extended system).
Note: We shall hereafter assume that M(L) is endowed with the vague topol-
ogy, i.e., the weak∗ topology induced by the space C0` of continuous functions
f : TM −→ R having at most linear growth:
sup
(x,v)∈TM
|f(x, v)|
1 + ‖v‖ < +∞ .
It is not difficult to check that M(L) ⊂ (C0` )∗. Moreover it is a classical result
that this space, with such a topology, is metrizable. A metric, for instance, can be
defined as follows. Let {fn}n be a sequence of functions with compact support in
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C0` which is dense in the topology of uniform convergence on compact sets of TM .
Define a metric on M(L) by:
d(µ1, µ2) =
∣∣∣∣∫ |v|dµ1 − ∫ |v|dµ2∣∣∣∣+∑
n
1
2n‖fn‖∞
∣∣∣∣∫ fndµ1 − ∫ fndµ2∣∣∣∣ .
See also Addendum 4.A at the end of this section for more details on this topology.
Proposition 4.3. AL : M(L) −→ R is lower semicontinuous with the vague topol-
ogy on M(L).
Proof. Let AL,K(µ) :=
∫
min{L,K} dµ, for K ∈ R. Then, AL,K is clearly contin-
uous, actually Lipschitz with constant K. In fact:
|AL,K(µ)−AL,K(ν)| ≤ Kd(µ, ν).
Moreover, since AL,K ↑ AL as K →∞, it follows that AL is lower semicontinuous.

Remark 4.4. In general, this functional might not be necessarily continuous.
This Proposition has an immediate, but important, consequence.
Corollary 4.5. There exists µ ∈M(L), which minimizes AL over M(L).
We shall call a measure µ ∈ M(L), such that AL(µ) = minM(L)AL, an action-
minimizing measure of L (compare with Remark 3.5 (ii)).
Actually, one can find many other “interesting” measures, besides those found
by minimizing L. We shall see later (see Remark 4.26), that in fact these measures
minimizing the action of L, correspond to special measures with “trivial” homology
(or rotation vector). On the other hand, as we have already pointed out in Proposi-
tion 3.4 (and the following Warning), in order to get information on a specific KAM
torus and characterize it via the invariant probability measures supported on it, one
needs necessarily to modify the Lagrangian. Think for instance of an integrable sys-
tem, for which we have a whole family of KAM tori. It would be unreasonable to
expect to obtain ALL of them, just by minimizing a single Lagrangian action. One
needs somehow to introduce some sort of “weight”, which, without modifying the
dynamics of the system (i.e., the Euler Lagrange flow), allows one to magnify cer-
tain motions rather than others. What we found out in Proposition 3.4, was that
this can be easily achieved by subtracting to our Lagrangian a linear function c · v,
where c represented the cohomology class of the invariant Lagrangian torus we were
interested in, or, in other words, the cohomology class of its graph (that is a closed
1-form) in T∗Td.
A similar idea can be implemented for a general Tonelli Lagrangian. Observe,
in fact, that if η is a 1-form on M , we can interpret it as a function on the tangent
space (linear on each fiber)
ηˆ : TM −→ R
(x, v) 7−→ 〈η(x), v〉x
and consider a new Tonelli Lagrangian Lη := L − ηˆ. The associated Hamiltonian
will be given by Hη(x, p) = H(x, η(x)+p) (it is sufficient to write down the Fenchel-
Legendre transform of L).
Lemma 4.6. If η is closed, then L and Lη have the same Euler-Lagrange flow on
TM .
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Proof. Observe that, since η is closed, the variational equations δ
[∫
Ldt
]
= 0 and
δ
[∫
(L− ηˆ) dt] = 0 have the same extremals for the fixed end-point problem and
consequently L and Lη have the same Euler-Lagrange flows.
One can also check this directly, writing down the Euler-Lagrange equations asso-
ciated to L and Lη and observe that, since η is closed (i.e., dη = 0), then
d
dt
(
∂
∂v
ηˆ(γ, γ˙)
)
=
d
dt
(η(γ)) =
∂
∂x
(ηˆ(γ, γ˙)) .
Let us show in fact that they are equal component by component. If we denote by
ηj and γj the j-th components of η and γ, then the ith component of the left-hand
side of the above equation becomes:
d∑
j=1
∂ηi
∂xj
(γ) · γ˙j
and on the other side:
d∑
j=1
∂ηj
∂xi
(γ) · γ˙j .
Since η is closed, then ∂ηj∂xi =
∂ηi
∂xj
for each i and j. Therefore, the two expressions
are the same. Therefore, the term coming from ηˆ does not give any contribution to
the equations. 
Although the extremals of these two variational problems are the same, this is
not generally true for the orbits “minimizing the action” (we shall give a precise
definition of “minimizers” later in section 5). We have already given evidence of
this in Proposition 3.4. What one can say is that these action-minimizing objects
stay the same when we change the Lagrangian by an exact 1-form.
Proposition 4.7. If µ ∈M(L) and η = df is an exact 1-form, then ∫ d̂fdµ = 0.
The proof is essentially the same as in Section 3 (Property 2), so we omit it. See also
[42, Lemma on page 176]. Let us point out that a measure (not necessarily invariant)
that satisfies this condition, is called closed measure (see also the Addendum at the
end of this section).
Thus, for a fixed L, the minimizing measures will depend only on the de Rham
cohomology class c = [η] ∈ H1(M ;R). Therefore, instead of studying the action
minimizing properties of a single Lagrangian, one can consider a family of such
“modified” Lagrangians, parameterized over H1(M ;R).
Hereafter, for any given c ∈ H1(M ;R), we shall denote by ηc a closed 1-form with
that cohomology class.
Definition 4.8. Let ηc be a closed 1-form of cohomology class c. Then, if µ ∈M(L)
minimizes ALηc over M(L), we shall say that µ is a c-action minimizing measure
(or c-minimal measure, or Mather’s measure with cohomology c).
Remark 4.9. Observe that the cohomology class of an action-minimizing invariant
probability measure, is not something intrinsic in the measure itself nor in the
dynamics, but it depends on the specific choice of the Lagrangian L. Changing the
Lagrangian L 7−→ L− η by a closed 1-form η, we shall change all the cohomology
classes of its action minimizing measures by −[η] ∈ H1(M ;R). Compare also with
Remark 4.14 (ii).
One can consider the function on H1(M ;R), which associates to each cohomol-
ogy class c, minus the value of the corresponding minimal action of the modified
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Lagrangian Lηc (the minus sign is introduced for a convention that might probably
become clearer later on):
α : H1(M ;R) −→ R
c 7−→ − min
µ∈M(L)
ALηc (µ) .(13)
This function α is well-defined (it does not depend on the choice of the represen-
tatives of the cohomology classes) and it is easy to see that it is convex. This is
generally known as Mather’s α-function. As it happened for KAM tori (see Re-
mark 3.5), we shall see in section 5 that the value α(c) is related to the energy
level containing such c-action minimizing measures (they coincide). See also [13].
Therefore, if we have an integrable Tonelli Hamiltonian H(x, p) = h(p) it is easy
to deduce that α(c) = h(c). For this and several other reasons that we shall see
later on, this function is sometime called effective Hamiltonian. It is interesting
to remark that the value of this α - function coincides with what is called Mañé’s
critical value, which will be introduced later in sections 5 and 6.
We shall denote by Mc(L) the subset of c-action minimizing measures:
Mc := Mc(L) = {µ ∈M(L) : AL(µ) < +∞ and ALηc (µ) = −α(c)}.
We can now define a first important family of invariant sets (see Remark 3.5
(iii)): the Mather sets.
Definition 4.10. For a cohomology class c ∈ H1(M ;R), we define the Mather set
of cohomology class c as:
(14) M˜c :=
⋃
µ∈Mc
suppµ ⊂ TM .
The projection on the base manifoldMc = pi
(
M˜c
)
⊆M is called projected Mather
set (with cohomology class c).
Remark 4.11. (i) This set is clearly non-empty and invariant. Moreover, it is also
closed. Observe that usually it is defined as the closure of the set on the right-hand
side. This is indeed the original definition given by Mather in [42]. However, it is
not difficult to check that this set is already closed. In fact, since the space of prob-
ability measures on TM is a separable metric space, one can take a countable dense
set {µn}∞n=1 of Mather’s measures and consider the new measure µ˜ =
∑∞
n=1
1
2nµn.
This is still an invariant probability measure and it is c-action minimizing (it follows
from the convexity of α), hence supp µ˜ ⊆ M˜c. But, from the definition of µ˜ one can
clearly deduce that supp µ˜ =
⋃
µ∈Mcsuppµ ⊇ M˜c. This implies that supp µ˜ = M˜c.
Therefore, as the support of a single action minimizing measure, M˜c is closed (the
support of a measure, by definition, is closed). Moreover, this remark points out
that there always exists a Mather’s measure µc of full support, i.e., suppµc = M˜c.
(ii) As we have pointed out in Remark 3.5, if there is a KAM torus T of cohomol-
ogy class c, then M˜c = L−1(T ). In particular, the same proof continues to hold if
we replace T with any invariant Lagrangian graph Λ of cohomology class c, which
supports an invariant measure µ of full support (i.e., suppµ = Λ).
In [42] Mather proved the celebrated graph theorem:
Theorem 4.12 (Mather’s graph theorem). Let M˜c be defined as in (14).
The set M˜c is compact, invariant under the Euler-Lagrange flow and pi|M˜c is an
injective mapping of M˜c into M , and its inverse pi−1 :Mc −→ M˜c is Lipschitz.
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We shall not prove this theorem here, but it will be deduced from a more general
result in Section 5, namely, the graph property of the Aubry set. Moreover, similarly
to what we have seen for KAM tori (see Remark 3.5), in the autonomous case this
set is contained in a well-defined energy level, which can be characterized in terms
of the minimal action α(c).
Theorem 4.13 (Carneiro, [13]). The Mather set M˜c is contained in the energy
level {H ◦ L(x, v) = α(c)}.
Also this result will be deduced from a similar result for the Aubry and Mañé sets.
See Proposition 5.23 in Section 5.
Now, we would like to shift our attention to a related problem. As we have
seen in section 3, instead of considering different minimizing problems over M(L),
obtained by modifying the Lagrangian L, one can alternatively try to minimize the
Lagrangian L putting some “constraints”, such as, for instance, fixing the rotation
vector of the measures. In order to generalize this to Tonelli Lagrangians on compact
manifolds, we first need to define what we mean by rotation vector of an invariant
measure.
Let µ ∈ M(L). Thanks to the superlinearity of L, the integral ∫
TM
ηˆdµ is well
defined and finite for any closed 1-form η on M . Moreover, we have proved in
Proposition 4.7 that if η is exact, then such an integral is zero, i.e.,
∫
TM
ηˆdµ = 0.
Therefore, one can define a linear functional:
H1(M ;R) −→ R
c 7−→
∫
TM
ηˆdµ ,
where η is any closed 1-form onM with cohomology class c. By duality, there exists
ρ(µ) ∈ H1(M ;R) such that∫
TM
ηˆ dµ = 〈c, ρ(µ)〉 ∀ c ∈ H1(M ;R)
(the bracket on the right–hand side denotes the canonical pairing between coho-
mology and homology). We call ρ(µ) the rotation vector of µ (compare with the
definition given in Section 3 Property (1)). This rotation vector is the same as the
Schwartzman’s asymptotic cycle of µ (see [52] for more details).
Remark 4.14. (i) It is possible to provide a more “geometrical” interpretation of
this. Suppose for the moment that µ is ergodic. Then, it is known that a generic
orbit γ(t) := piΦLt (x, v), where pi : TM −→M denotes the canonical projection, will
return infinitely many often close (as close as we like) to its initial point γ(0) = x.
We can therefore consider a sequence of times Tn → +∞ such that d(γ(Tn), x)→ 0
as n → +∞, and consider the closed loops σn obtained by “closing” γ|[0, Tn] with
the shortest geodesic connecting γ(Tn) to x. Denoting by [σn] the homology class of
this loop, one can verify [52] that limn→∞
[σn]
Tn
= ρ(µ), independently of the chosen
sequence {Tn}n. In other words, in the case of ergodic measures, the rotation vector
tells us how on average a generic orbit winds around TM . If µ is not ergodic, ρ(µ)
loses this neat geometric meaning, yet it may be interpreted as the average of the
rotation vectors of its different ergodic components.
(ii) It is clear from the discussion above that the rotation vector of an invariant
measure depends only on the dynamics of the system (i.e., the Euler-Lagrange flow)
and not on the chosen Lagrangian. Therefore, it does not change when we modify
our Lagrangian adding a closed one form.
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A natural question is whether or not for a given Tonelli Lagrangian L, there exist
invariant probability measures for any given rotation vector. The answer turns out
to be affirmative.
In fact, using that the action functional AL : M(L) −→ R is lower semicontinu-
ous, one can prove the following [42]:
Proposition 4.15. (i) The map ρ : M(L) −→ H1(M ;R) is continuous.
(ii) The map ρ : M(L) −→ H1(M ;R) is affine, i.e., for any µ, ν ∈ M(L) and
a, b ≥ 0 with a+ b = 1, ρ(aµ+ bν) = aρ(µ) + bρ(ν).
(iii)For every h ∈ H1(M ;R) there exists µ ∈M(L) with AL(µ) <∞ and ρ(µ) = h.
In other words, the map ρ is surjective.
Proof. (i) Let us fix a basis h1, . . . , hb in H1(M ;R), where b is the first Betti
number of M , i.e., b = dim H1(M ;R). If µn → µ and ηc is any closed one-form on
M of cohomolgy class c, then
〈c, ρ(µn)〉 =
∫
ηc · vdµn n→+∞−→
∫
ηc · vdµ = 〈c, ρ(µ)〉,
that is equivalent to say that:
〈c, ρ(µn)− ρ(µ)〉 n→+∞−→ 0 ∀ c ∈ Rb ' H1(M ;R) .
Therefore, ρ(µn)− ρ(µ)−→0 as n→ +∞.
(ii) The fact that the map ρ is affine, is a trivial consequence of the definition of
rotation vector.
(iii) Let h ∈ H1(M ;Z) be an integer homology class and choose γh : [0, 1] −→M
a closed loop with homology h. Let us consider the loop space:
Ωh := {ξ : [0, 1] −→M, abs. cont. loop with the same free homotopy class as γh}.
One can prove [35] that the Lagrangian action functional AL has a minimum on
this space, which is a periodic orbit of the Euler-Lagrange flow, with period 1 (it is
essentially Tonelli’s theorem). Let us consider this periodic orbit γ : [0, 1] −→ M
and define an invariant probability measure µγ evenly distributed along this periodic
orbit: ∫
f dµγ :=
∫ 1
0
f(γ(t), γ˙(t)) dt ∀f ∈ C0(TM).
It is easy to verify that such a measure is invariant, i.e., ΦLt
∗
µγ = µγ and, using
the definition of rotation vector and Remark 4.14, that ρ(µγ) = h. Since the map
ρ is affine and M(L) is convex, it follows that ρ(M(L)) is convex. It follows from
what discussed above, that this set must contain the convex hull of H1(M ;Z) and
therefore ρ(M(L)) = H1(M ;R). 
As already pointed out in Section 3, amongst all probability measures with a
prescribed rotation vector, a peculiar role - from a dynamical systems point of view
- will be played by those minimizing the average action. Following Mather, let us
consider the minimal value of the average action AL over the probability measures
with rotation vector h. Observe that this minimum is actually achieved because of
the lower semicontinuity of AL and the compactness of ρ−1(h) (ρ is continuous and
L superlinear). Let us define
β : H1(M ;R) −→ R
h 7−→ min
µ∈M(L): ρ(µ)=h
AL(µ) .(15)
This function β is what is generally known as Mather’s β-function and it is imme-
diate to check that it is convex. As we have noticed in Remark 3.7, if there is a
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KAM torus of cohomology class c and rotation vector ρ, then β(ρ) = −Ec + c · ρ.
Therefore, if we have an integrable Tonelli Hamiltonian H(x, p) = h(p) and the
associated Lagrangian L(x, v) = `(v), it is easy to deduce that β(h) = `(h). For
this and several other reasons that we shall see later on, this function is sometime
called effective Lagrangian. Moreover, this function is also related to the notion of
stable norm for a metric d (see for instance [36]).
We can now define what we mean by action minimizing measure with a given
rotation vector (compare with Remark 3.7(ii)).
Definition 4.16. A measure µ ∈ M(L) realizing the minimum in (15), i.e., such
that AL(µ) = β(ρ(µ)), is called an action minimizing (or minimal or Mather’s)
measure with rotation vector ρ(µ).
Remark 4.17. We shall see in Section 5 that, differently from what happens
with invariant probability measures, it will not be always possible to find action-
minimizing orbits for any given rotation vector (not even define a rotation vector
for each action minimizing orbit). This is one of the main difference with the twist
map case. In higher dimensions, in fact, an example due to Hedlund [28] provides
the existence of a Riemannian metric on a three-dimensional torus, for which min-
imal geodesics exist only in three directions.
We shall denote by Mh(L) the subset of action minimizing measures with rota-
tion vector h:
Mh := Mh(L) = {µ ∈M(L) : AL(µ) < +∞, ρ(µ) = h and AL(µ) = β(h)}.
This allows us to define another important familty of invariant sets (see also
Remark 3.7 (iii)).
Definition 4.18. For a homology class (or rotation vector) h ∈ H1(M ;R), we
define the Mather set corresponding to a rotation vector h as
(16) M˜h :=
⋃
µ∈Mh
suppµ ⊂ TM ,
and the projected one asMh = pi
(
M˜h
)
⊆M .
Remark 4.19. (i) Similarly to what we have pointed out in Remark 4.11, this set is
also non-empty and invariant. Moreover, it is also closed. Also in this case, it is not
necessary to consider the closure of this set - as it is usually done in the literature-
since it is already closed. Just take a countable dense set {µn}∞n=1 of Mather’s
measures with rotation vector h and consider the new measure µ˜ =
∑∞
n=1
1
2nµn.
This is still an invariant probability measure and its rotation vector is h. Moreover,
it follows from the convexity of β that this measure is action-minimizing among
all measures with rotation vector h. Hence, supp µ˜ ⊆ M˜h. Clearly supp µ˜ =⋃
µ∈Mh suppµ ⊇ M˜h. This implies that supp µ˜ = M˜h. Therefore, M˜h is closed.
Moreover, this shows that there always exists a Mather’s measure µh of full sup-
port, i.e., suppµh = M˜h.
(ii) As we have pointed out in Remark 3.7, if there is a KAM torus T of rotation
vector h, then M˜h = L−1(T ). In particular, the same proof continues to hold if
we replace T with any invariant Lagrangian graph Λ, which supports an invariant
measure µ of rotation vector ρ and of full support (i.e., suppµ = Λ).
Also for the Mather set corresponding to a rotation vector, we can prove a result
similar to Theorem 4.12.
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Theorem 4.20. Let M˜h be defined as in (16). M˜h is compact, invariant under
the Euler-Lagrange flow and pi|M˜h is an injective mapping of M˜h into M and its
inverse pi−1 :Mh −→ M˜h is Lipschitz.
Remark 4.21. Although the graph property for M˜h is not proved in [42], it is
easy to deduce it from Theorem 4.12, using the fact that M˜h can be seen as the
support of a single action-minimizing measure (Remark 4.19) and that this set is
included in some M˜c, for some suitable c ∈ H1(M ;R) (Proposition 4.25).
The above discussion leads to two equivalent formulations for the minimality of
a measure µ:
• there exists a homology class h ∈ H1(M ;R), namely its rotation vector
ρ(µ), such that µminimizes AL amongst all measures inM(L) with rotation
vector h; i.e., AL(µ) = β(h).
• There exists a cohomology class c ∈ H1(M ;R), such that µ minimizes ALηc
amongst all probability measures in M(L); i.e., ALηc (µ) = −α(c).
What is the relation between two these different approaches? Are they equivalent,
i.e.,
⋃
h∈H1(M ;R)M
h =
⋃
c∈H1(M ;R)Mc ?
In order to comprehend the relation between these two families of action-minimizing
measures, we need to understand better the properties of these functions
α : H1(M ;R) −→ R and β : H1(M ;R) −→ R
that we have introduced above. Let us start with the following trivial remark.
Remark 4.22. As we have previously pointed out, if we have an integrable Tonelli
Hamiltonian H(x, p) = h(p) and the associated Lagrangian L(x, v) = `(v), then
α(c) = h(c) and β(h) = `(h). In this case, the cotangent space T∗Td is foliated
by invariant tori T ∗c := Td × {c} and the tangent space TTd by invariant tori
T˜ h := Td × {h}. In particular, we proved that
M˜c = L−1(Tc) = T˜ h = M˜h,
where h and c are such that h = ∇h(c) = ∇α(c) and c = ∇`(h) = ∇β(h).
We would like to prove that such a relation that links Mather sets of a certain
cohomology class to Mather sets with a given rotation vector, goes beyond the
specificity of this situation. Of course, one main difficulty is that in general the
effective Hamiltonian α and the effective Lagrangian β, although being convex and
superlinear (see Proposition 4.23), are not necessarily differentiable.
Before stating and proving the main relation between these two functions, let us
recall some definitions and results from classical convex analysis (see [51]). Given
a convex function ϕ : V −→ R∪ {+∞} on a finite dimensional vector space V , one
can consider a dual (or conjugate) function defined on the dual space V ∗, via the
so-called Fenchel transform: ϕ∗(p) := supv∈V
(
p · v − ϕ(v)).
Proposition 4.23. α and β are convex conjugate, i.e., α∗ = β and β∗ = α. In
particular, it follows that α and β have superlinear growth.
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Proof. First of all, recall that (H1(M ;R))∗ ' H1(M ;R) and
(
H1(M ;R)
)∗ '
H1(M ;R). Let us compute β∗:
β∗(c) = max
h∈H1(M ;R)
(〈c, h〉 − β(h)) =
= − min
h∈H1(M ;R)
(β(h)− 〈c, h〉) =
= − min
h∈H1(M ;R)
(
min
µ∈Mh(L)
AL(µ)− 〈c, h〉
)
=
= − min
h∈H1(M ;R)
min
µ∈Mh(L)
(AL(µ)− 〈c, ρ(µ)〉) =
= − min
h∈H1(M ;R)
min
µ∈Mh(L)
ALηc (µ) =
= − min
µ∈M(L)
ALηc (µ) =
= −α(c) .
Similarly, one can check that α∗ = β:
α∗(h) = max
c∈H1(M ;R)
(〈c, h〉 − α(c)) =
= max
c∈H1(M ;R)
(
〈c, h〉+ min
µ∈M(L)
ALηc (µ)
)
=
= max
c∈H1(M ;R)
min
µ∈M(L)
(AL(µ) + 〈c, h− ρ(µ)〉) =
= min
µ∈M(L)
max
c∈H1(M ;R)
(AL(µ) + 〈c, h− ρ(µ)〉) =
= min
ρ∈H1(M ;R)
min
µ∈Mρ(L)
max
c∈H1(M ;R)
(AL(µ) + 〈c, h− ρ〉) ,
where in the second last line we could exchange the order of the max and the
min, using a general result by Rockafellar, that requires concavity in one variable,
convexity in the other one, and some compactness assumption (see [51, Section
36]). Observe now that if h 6= ρ, then maxc∈H1(M ;R) (AL(µ) + 〈c, h− ρ〉) = +∞.
Therefore:
α∗(h) = . . . = min
ρ∈H1(M ;R)
min
µ∈Mρ(L)
max
c∈H1(M ;R)
(AL(µ) + 〈c, h− ρ〉) =
= min
µ∈Mh(L)
AL(µ) = β(h) .
The second statement of this proposition follows from a general property of convex
conjugation. Let ϕ : V → R be a convex function on a finite dimensional vector
space V and let ϕ∗ : V ∗ −→ R ∪ {+∞} be its convex conjugate. Then (see [51]):
ϕ∗ is finite everywhere if and only if ϕ has superlinear growth, i.e., ϕ(x)‖x‖ −→ +∞
as ‖x‖ → +∞.

Next proposition will allow us to clearify the relation (and duality) between the
two minimizing procedures above. To state it, recall that, like any convex function
on a finite-dimensional space, β admits a subderivative at each point h ∈ H1(M ;R),
i.e., we can find c ∈ H1(M ;R) such that
∀h′ ∈ H1(M ;R), β(h′)− β(h) ≥ 〈c, h′ − h〉.(17)
As it is usually done, we shall denote by ∂β(h) the set of c ∈ H1(M ;R) that
are subderivatives of β at h, i.e., the set of c which satisfy the inequality above.
Similarly, we shall denote by ∂α(c) the set of subderivatives of α at c.
Fenchel’s duality implies an easier characterization of subdifferentials.
26 ALFONSO SORRENTINO
Proposition 4.24. c ∈ ∂β(h) if and only if 〈c, h〉 = α(c) + β(h). Similarly h ∈
∂α(c) if and only if 〈c, h〉 = α(c) + β(h). In particular, c ∈ ∂β(h) if and only if
h ∈ ∂α(c).
Proof. We shall prove only the first statement. The second one is analogous and
the third one a trivial consequence.
[⇐=] Using that β(h′) ≥ 〈c, h′〉 − α(c) for each h′ ∈ H1(M ;R), it follows that for
each h′ ∈ H1(M ;R):
β(h′)− β(h) ≥ 〈c, h′〉 − α(c)− β(h) = 〈c, h′〉 − (α(c) + β(h)) =
= 〈c, h′〉 − 〈c, h〉 = 〈c, h′ − h〉.
[=⇒] It follows from Fenchel-Legendre inequality that α(c)+β(h′) ≥ 〈c, h′〉 for each
h′ ∈ H1(M ;R). Therefore we only need to prove the reverse inequality. In fact,
using (17) one can deduce that for each h′ ∈ H1(M ;R):
α(c) + β(h) ≤ α(c) + β(h′)− 〈c, h′ − h〉 = α(c) + β(h′)− 〈c, h′〉+ 〈c, h〉 =
=
(
α(c) + β(h′)− 〈c, h′〉
)
+ 〈c, h〉 .
Therefore, taking the minimum over h′ on the left-hand side we obtain:
α(c) + β(h) ≤ min
h′∈H1(M ;R)
(
α(c) + β(h′)− 〈c, h′〉
)
+ 〈c, h〉 = 〈c, h〉,
where in the last equality we used that minh′∈H1(M ;R)
(
α(c) + β(h′)− 〈c, h′〉) = 0,
as it follows easily from Fenchel-Legendre duality. 
We can now prove that what observed in Remark 4.22 continues to hold in the
general case
Proposition 4.25. Let µ ∈M(L) be an invariant probability measure. Then:
(i) AL(µ) = β(ρ(µ)) if and only if there exists c ∈ H1(M ;R) such that µ minimizes
ALηc (i.e., ALηc (µ) = −α(c)).
(ii) If µ satisfies AL(µ) = β(ρ(µ)) and c ∈ H1(M ;R), then µ minimizes ALηc if
and only if c ∈ ∂β(ρ(µ)) (or equivalently 〈c, h〉 = α(c) + β(ρ(µ)).
Proof. We shall prove both statements at the same time. Assume AL(µ0) =
β(ρ(µ0)). Let c ∈ ∂β(ρ(µ0)), by Fenchel’s duality this is equivalent to
α(c) = 〈c, ρ(µ0)〉 − β(ρ(µ0))
= 〈c, ρ(µ0)〉 −AL(µ0)
= −ALηc (µ0).
Therefore ALηc (µ0) = minµ∈M(L)ALηc (µ).
Assume conversely that ALηc (µ0) = minµ∈M(L)ALηc (µ), for some given coho-
mology class c. Then, it follows that
α(c) = −ALηc (µ0),
which can be written as
〈c, ρ(µ0)〉 = α(c) +AL(µ0).
It now suffices to use the Fenchel inequality 〈c, ρ(µ0)〉 ≤ α(c) + β(ρ(µ0)), and the
inequality β(ρ(µ0)) ≤ AL(µ0), given by the definition of β, to obtain the equality
〈c, ρ(µ0)〉 = α(c) + β(ρ(µ0)).
In particular, we have AL(µ0) = β(ρ(µ0)).

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Remark 4.26. (i) It follows from the above proposition, that both minimizing
procedures lead to the same sets of invariant probability measures:⋃
h∈H1(M ;R)
Mh =
⋃
c∈H1(M ;R)
Mc .
In other words, minimizing over the set of invariant measures with a fixed rotation
vector or minimizing - globally - the modified Lagrangian (corresponding to a cer-
tain cohomology class) are dual problems, as the ones that often appears in linear
programming and optimization.
(ii) In particular, we have the following inclusions between Mather sets:
c ∈ ∂β(h) ⇐⇒ h ∈ ∂α(c) ⇐⇒ M˜h ⊆ M˜c .
Moreover, for any c ∈ H1(M ;R):
M˜c =
⋃
h∈∂α(c)
M˜h .
(iii) The minimum of the α function is sometime called Mañé’s strict critical
value. Observe that if α(c0) = minα(c), then 0 ∈ ∂α(c0) and β(0) = −α(c0).
Therefore, the measures with zero homology are contained in the least possible
energy level containing Mather sets: M˜0 ⊆ M˜c0 . This inclusion might be strict,
unless α is differentiable at c0; in fact, there may be other action minimizing mea-
sures with non-zero rotation vectors corresponding to the other subderivatives of α
at c0.
(iv) Note that measures of trivial homology are not necessarily supported on
orbits with trivial homology or fixed points. For instance, one can consider the
following example (see also [16, Section 5.2]). Let M = T2 equipped with the
flat metric and consider a vector field X with norm 1 and such that its orbits
form a Reeb foliation, i.e., X has two closed orbits γ1 and γ2 in opposite ho-
mology classes and any other orbit asymptotically approaches γ1 in forward time
and γ2 in backward time. As we have described in section 2, we can embed this
vector field into the Euler-Lagrange vector field given by the Tonelli Lagrangian
LX(x, v) =
1
2‖v−X(x)‖2. Let us now consider the probability measure µγ1 and µγ2 ,
uniformly distributed respectively on γ1 and γ2. Since these two curves have oppo-
site homologies, then ρ(µγ1) = −ρ(µγ2) =: h0 6= 0. Moreover, it is easy to see that
ALX (µγ1) = ALX (µγ2) = 0, since the Lagrangian vanishes on Graph(X). Using the
fact that LX ≥ 0 (in particular it is strictly positive outside of Graph(X)) and that
there are no other invariant ergodic probability measures contained in Graph(X),
we can conclude thatM0 = γ1∪γ2 and α(0) = 0. Moreover, µ0 := 12µγ1 + 12µγ2 has
zero homology and its support is contained in M˜0. Therefore (see Proposition 4.25
(i)), µ0 is action minimizing with rotation vector 0 and M˜0 ⊆ M˜0; in particular,
M˜0 = M˜0. This also implies that β(0) = 0 and α(0) = minα(c) = 0.
Observe that α is not differentiable at 0. In fact, reasoning as we have done before
for the zero homology class, it is easy to see that for all t ∈ [−1, 1] M˜th0 = M˜0.
It is sufficient to consider the convex combination µλ = λµγ1 + (1− λ)µγ2 for any
λ ∈ [0, 1]. Therefore, ∂α(0) = {th0, t ∈ [−1, 1]} and β(th0) = 0 for all t ∈ [−1, 1].
As we have just seen in item (iv) of Remark 4.26, it may happen that the Mather
sets corresponding to different homology (resp. cohomology) classes coincide or are
included one into the other. This is something that, for instance, cannot happen
in the integrable case: in this situation, in fact, these sets form a foliation and are
disjoint. The problem in the above mentioned example, seems to be related to a
lack of strict convexity of β and α. See also the discussion on the simple pendulum
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in Addendum 4.B: in this case the Mather sets, corresponding to a non-trivial in-
terval of cohomology classes about 0, coincide.
In the light of this, let us try to understand better what happens when α and β are
not strictly convex, i.e., when we are in the presence of “flat” pieces.
Let us first fix some notation. If V is a real vector space and v0, v1 ∈ V , we shall
denote by σ(v0, v1) the segment joining v0 to v1, that is σ(v0, v1) := {tv0+(1−t)v1 :
t ∈ [0, 1]}. We shall say that a function f : V −→ R is affine on σ(v0, v1), if there
exists v∗ ∈ V ∗ (the dual of V ), such that f(v) = f(v0) + 〈v∗, v − v0〉 for each
v ∈ σ(v0, v1). Moreover, we shall denote by Int(σ(v0, v1)) the interior of σ(v0, v1),
i.e., Int(σ(v0, v1)) := {tv0 + (1− t)v1 : t ∈ (0, 1)}.
Proposition 4.27. (i) Let h0, h1 ∈ H1(M ;R). β is affine on σ(h0, h1) if and only
if for any h ∈ Int(σ(h0, h1)) we have M˜h ⊇ M˜h0 ∪ M˜h1 .
(i) Let c0, c1 ∈ H1(M ;R). α is constant on σ(c0, c1) if and only if for any c ∈
Int(σ(c0, c1)) we have M˜c ⊆ M˜c0 ∩ M˜c1 .
Remark 4.28. The inclusions in Proposition 4.26 may not be true at the end
points of σ. For instance, Remark 4.26 (iv) provides an example in which the in-
clusion in Proposition 4.27 (i) is not true at the end-points of σ(−h0, h0).
Proof. (i) [=⇒] Assume that β is affine on σ(h0, h1), i.e., there exists c ∈ H1(M ;R)
such that β(h) = β(h0) + 〈c, h− h0〉 for all h ∈ σ(h0, h1).
For i = 0, 1, let µi be an action minimizing measure with rotation vector hi. If
t ∈ (0, 1), let us consider µt := tµ1 + (1− t)µ0. Clearly, ρ(µt) = th1 + (1− t)h0 ∈
Int(σ(h0, h1)), therefore β(ρ(µt)) = β(h0) + t〈c, h1 − h0〉. Then:∫
TM
L(x, v)dµt =
∫
TM
L(x, v)d(tµ1 + (1− t)µ0) =
= t
∫
TM
L(x, v)dµ1 + (1− t)
∫
TM
L(x, v)dµ0 =
= tβ(h1) + (1− t)β(h0) =
= t(β(h0) + 〈c, h1 − h0〉) + (1− t)β(h0) =
= β(h0) + t〈c, h1 − h0〉 = β(ρ(µt)) .
Therefore µt is action minimizing with rotation vector th1 + (1 − t)h0. Since this
is true for any µi with rotation vector hi (i = 0, 1), it follows that:
M˜h0 ∪ M˜h1 ⊆ M˜th1+(1−t)h0 .
[⇐=] Since M˜h ⊇ M˜h0 ∪ M˜h1 for all h ∈ Int(σ(h0, h1)), using the observation
in Remark 4.26 (ii) and Proposition 4.25, we obtain that M˜h0 and M˜h1 must be
contained in M˜c0 for some c0 ∈ H1(M ;R). In particular, c0 ∈ ∂β(h0)∩∂β(h1). Let
us show that c0 ∈ ∂β(h) for all h ∈ Int(σ(h0, h1)). In fact, let h = th1 + (1− t)h0
for some t ∈ (0, 1). Then using the convexity of β:
α(c0) + β(h) = α(c0) + β(th1 + (1− t)h0) ≤
≤ t(α(c0) + β(h1))+ (1− t)(α(c0) + β(h0)) =
≤ t〈c0, h1〉+ (1− t)〈c0, h0〉 =
= 〈c0, th1 + (1− t)h0〉 = 〈c0, h〉.
On the hand, the reverse inequality is always true (Fenchel-Legendre inequality).
Now using this fact, it follows that if h ∈ σ(h0, h1) then:
α(c0) + β(h) = 〈c0, h〉 and α(c0) + β(h0) = 〈c0, h0〉
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therefore subtracting the second equality from the first one, we obtain what we
wanted:
β(h)− β(h0) = 〈c0, h− h0〉 ∀ h ∈ σ(h0, h1) .
(ii) [⇐=] It is a trivial consequence of Theorem 4.13.
[=⇒] Let t ∈ (0, 1) and consider ct := tc1 +(1− t)c0. We want to show that for each
h ∈ ∂α(ct) we have that 〈c1−c0, h〉 = 0. First observe that since ct ∈ Int(σ(c0, c1)),
then there exists δ > 0 such that ct+s(c1−c0) ∈ σ(c0, c1) for all s ∈ (−δ, δ). Then,
using the fact that h ∈ ∂α(ct) and that α is constant in σ(c0, c1), we obtain:
0 = α(ct + s(c1 − c0))− α(ct) ≥ s〈c1 − c0, h〉 ∀ s ∈ (−δ, δ).
But this can be true only if 〈c1 − c0, h〉 = 0.
Now let us prove that, for i = 0, 1, ∂α(ci) ⊇ ∂α(ct) for all t ∈ (0, 1) . In fact, if
h ∈ ∂α(ct), then using that 〈c1, h〉 = 〈c0, h〉 and that α is constant on σ(c0, c1), we
get:
α(ci) + β(h) = α(ct) + β(h) = 〈ct, h〉 =
= 〈tc1 + (1− t)c0, h〉 =
= t〈c1, h〉+ (1− t)〈c0, h〉 =
= t〈ci, h〉+ (1− t)〈ci, h〉 =
= 〈ci, h〉.
This and Remark 4.26 (ii) immediately allows us to conclude that
M˜c ⊆ M˜ci for i = 0, 1 ⇐⇒ M˜c ⊆ M˜c0 ∩ M˜c1 .

Remark 4.29. It follows from the previous remarks and Proposition 4.27, that, in
general, the action minimizing measures (and consequentely the mather sets M˜c
or M˜h) are not necessarily ergodic. Recall that an invariant probability measure is
said to be ergodic, if all invariant Borel sets have measure 0 or 1. These measures
play a special role in the study of the dynamics of the system, therefore one could
ask what are the ergodic action-minimizing measures. It is a well-known result
from ergodic theory, that the ergodic measures of a flow correspond to the extremal
points of the set of invariant probability measures (see for instance [31]), where by
“extremal point” of a convex set, we mean an element that cannot be obtained as a
non-trivial convex combination of other elements of the set. Since β has superlinear
growth, its epigraph {(h, t) ∈ H1(M ;R) × R : t ≥ β(h)} has infinitely many ex-
tremal points. Let (h, β(h)) denote one of these extremal points. Then, there exists
at least one ergodic action minimizing measure with rotation vector h. It is in fact
sufficient to consider any extremal point of the set {µ ∈Mh(L) : AL(µ) = β(h)}:
this measure will be an extremal point of M(L) and hence ergodic. Moreover, as
we have already recalled in Remark 4.14, for such an ergodic measure µ, Birkhoff’s
ergodic theorem implies that µ-almost every trajectory of ΦL has rotation vector
h.
ADDENDA
4.A - The symplectic invariance of Mather sets
In this addendum we would like to discuss some symplectic aspects of the theory
that we have started to develop. In particular, as a first step, we would like to
understand how the Mather sets behave under the action of symplectomorphisms
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(see also [8]). In order to do this, we need to move to the Hamiltonian setting,
rather than the Lagrangian one, and consider the Hamiltonian H : T∗M −→ R,
defined by Fenchel duality (see Section 2). Recall that the associated Hamiltonian
flow ΦH is conjugate to the Euler-Lagrange flow of L, therefore, from a dynamical
systems point of view, the two systems are equivalent. We can define the associated
Mather sets in the cotangent space as
M∗c(H) := LL(M˜c(L)),
where LL : TM −→ T∗M is the Legendre transform associated to L (see (4)).
These sets are non-empty, compact and invariant for the Hamiltonian flow and
they continue to satisfy the graph property (see Theorems 4.12 and 4.20).
The main advantage of shifting our point of view, is that the cotangent space
T∗M can be naturally equipped with an exact symplectic form ω =
∑d
i=1 dxi∧dpi =
−dλ, where λ = ∑di=1 pi dxi is what is called the tautological form or Liouville form.
Let Ψ : T∗M −→ T∗M be a diffeomorphism. We shall say that Ψ is a symplec-
tomorphism if it preserves the symplectic form ω, i.e., Ψ∗ω = ω. An easy class of
examples is provided by translations in the fibers. Let η be a closed 1-form and
consider τη : T∗M −→ T∗M , (x, p) 7−→ (x, p + η(x)). Then, τ is a symplectomor-
phism.
Observe that since ω = −dλ, one has that d(Ψ∗λ − λ) = 0; in other words, the
1-form Ψ∗λ−λ is closed. We shall call the cohomology class of Ψ, the cohomology
class of Ψ∗λ − λ and denote it by [Ψ] ∈ H1(T∗M ;R) ' H1(M ;R), since T∗M can
be retracted to M along the fibers (hereafter we shall always identify these two
spaces). Obviously, going back to the previous example, [τη] = [η]. In particular,
Ψ is said to be exact if and only if [Ψ] = 0.
Lemma 4.30. Any symplectomorphism Ψ : T∗M −→ T∗M can be written as
Ψ = Φ ◦ τη, where Φ is an exact symplectomorphism and [η] = [Ψ].
Proof. Let η be any closed 1-form on M , such that [η] = [Ψ], and define τη as
above. Moreover, we define Φ = Ψ ◦ (τη)−1 = Ψ ◦ τ−η. In order to conclude the
proof of the Lemma, we need to check that Φ is exact. In fact,
Φ∗λ = (Ψ ◦ τ−η)∗λ = τ∗−η(Ψ∗λ) = τ∗−η(λ+ Θ) = λ+ τ∗−ηΘ− η,
where [τ∗−ηΘ] = [Ψ] = [η].Then, [Φ∗λ− λ] = [Θ− η] = 0 and hence it is exact. 
Therefore, if we want to understand the interplay between Mather sets and
the action of symplectomorphisms, it will be sufficient to analyze the behaviour
of these two kinds of symplectomorphisms: translations in the fibers and exact
symplectomorphisms.
Proposition 4.31. Let H : T∗M −→ R be a Tonelli Hamiltonian and η a closed
1-form on M . Then:
M∗c(H ◦ τη) = τ−η
(
M∗c+[η](H)
)
∀ c ∈ H1(M ;R).
Remark 4.32. If H is a Tonelli Hamiltonian, then also H ◦ τη is a Tonelli Hamil-
tonian (we are just composing it with a vertical translation in the fibers).
Proof. Let us start by observing that the Lagrangian associated to H ◦ τη is
Lη := L − ηˆ and that the associated Legendre transform LLη = τ−η ◦ L (just
derive Lη with respect to v). Therefore, using the definition of Mather sets for a
given cohomology class, we get:
M∗c(H ◦ τ) := LLη
(
M˜c(L− ηˆ)
)
= LLη
(
M˜c+[η](L)
)
=
= (τ−η ◦ LL)
(
M˜c+[η](L)
)
= τ−η
(
M∗c+[η](H)
)
.
LECTURE NOTES ON MATHER’S THEORY FOR LAGRANGIAN SYSTEMS 31

Let us see now what happens with exact symplectomorphisms (see also [54]).
Proposition 4.33. Let H : T∗M −→ R be a Tonelli Hamiltonian and Φ :
T∗M −→ T∗M an exact symplectomorphism such that H ◦ Φ is still of Tonelli
type. Then:
M∗c(H ◦ Φ) = Φ−1 (M∗c(H)) ∀ c ∈ H1(M ;R).
Remark 4.34. Observe that even if H is Tonelli, H ◦Φ is not necessarily of Tonelli
type!
This proposition can be easily deduced from the following Lemma (see also [54]).
Lemma 4.35. Let H : T∗M −→ R be a Tonelli Hamiltonian and Φ : T∗M −→
T∗M an exact symplectomorphism, such that H ′ := H ◦ Φ is still Tonelli. Then:
(i) µ is an invariant probability measure of H if and only if Φ∗µ is an invariant
probability measure of H ′ = H ◦ Φ;
(ii) for any µ invariant probability measure of H, the following holds:∫ [
p
∂H
∂p
(x, p)−H(x, p)
]
dµ =
∫ [
p
∂H ′
∂p
(x, p)−H ′(x, p)
]
dΦ∗µ.(18)
Remark 4.36. The identity in (18) represents the equality between the associated
Lagrangian actions (in the Hamiltonian formalism). Therefore, since the respective
actions coincide on all measures and the invariant measures are in 1− 1 correspon-
dence, there must be a correspondence between the minimizing ones: µ is action
minimizing for H if and only if Φ∗µ is action-minimizing for H ◦ Φ. From this,
Proposition 4.33 follows easily.
Proof. [Lemma 4.35] (i) The first part of the statement follows from the classical
fact that Φ tranforms the associated Hamiltonian vector fields in the following way:
XH(Φ(x, p)) = DΦ(x, p)XH◦Φ(x, p) ∀ (x, p) ∈ T∗M.(19)
(ii) If we denote by λ(x, p) the Liouville form pdx, then:∫ [
p
∂H
∂p
(x, p)−H(x, p)
]
dµ =
∫ (
λ(x, p)[XH(x, p)]−H(x, p)
)
dµ .
Therefore, using that |detDΦ| = 1, the relation in (19) and that Φ∗λ − λ = df
(since Φ is an exact symplectomorphism), we obtain:∫ [
p
∂H
∂p
(x, p)−H(x, p)
]
dµ =
∫ (
λ(x, p)[XH(x, p)]−H(x, p)
)
dµ =
=
∫ (
Φ∗λ(x′, p′)[DΦ−1(x′, p′)XH(Φ(x′, p′))]−H(Φ(x′, p′))
)
dΦ∗µ =
=
∫ ((
λ(x′, p′) + df(x′, p′)
)
[XH◦Φ(x′, p′)]−H(Φ(x′, p′))
)
dΦ∗µ =
=
∫ (
λ(x′, p′)[XH′(x′, p′)]−H ′(x′, p′)
)
dΦ∗µ+
∫
df(x′, p′)[XH′(x′, p′)] dΦ∗µ =
=
∫ (
p′
∂H ′
∂p′
(x′, p′)−H(x′, p′)
)
dΦ∗µ.
In the last equality we used that
∫
df(x′, p′)[XH′(x′, p′)] dΦ∗µ = 0, as it follows
easily from the invariance of Φ∗µ. For the sake of simplifying the notation, let us
denote ν := dΦ∗µ and assume that ν is ergodic (otherwise consider each ergodic
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component). Using the ergodic theorem and the compactness of the suppport of ν,
we obtain that for a generic point (x0, y0) in the support of ν:∫
df(x′, p′)[XH′(x′, p′)] dν = lim
N→+∞
1
N
∫ N
0
df(ΦH
′
t (x0, p0))[XH′(Φ
H′
t (x0, p0))] dt =
= lim
N→+∞
f(ΦH
′
N (x0, p0))− f(x0, p0)
N
= 0 .

Finally, we can deduce the main result of this addendum.
Theorem 4.37. Let H : T∗M −→ R be a Tonelli Hamiltonian and Ψ : T∗M −→
T∗M a symplectomorphisms of class [Ψ], such that H ◦Ψ is of Tonelli type. Then,
M∗c(H ◦Ψ) = Ψ−1
(
M∗c+[Ψ](H)
)
∀ c ∈ H1(M ;R).
Proof. Suppose that Ψ = Φ ◦ τη, with [η] = [Ψ]. Then, using Propositions 4.31
and 4.33, we get for all c ∈ H1(M ;R):
M∗c(H ◦Ψ) = M∗c(H ◦ Φ ◦ τη) = τ−η
(
M∗c+[η](H ◦ Φ)
)
=
= τ−1η
(
Φ−1
(
M∗c+[η](H)
))
= (Φ ◦ τη)−1
(
M∗c+[η](H)
)
=
= Ψ−1
(
M∗c+[Ψ](H)
)
.

Corollary 4.38. Let H : T∗M −→ R be a Tonelli Hamiltonian and Ψ : T∗M −→
T∗M a symplectomorphisms of class [Ψ], such that H ◦Ψ is of Tonelli type. Then:
(i) αH◦Ψ(c) = αH(c+ [Ψ]) ∀ c ∈ H1(M ;R)
(ii) βH◦Ψ(h) = βH(h)− 〈[Ψ], h〉 ∀h ∈ H1(M ;R).
Proof. (i) From Theorem 4.37 it follows that if (x, p) ∈M∗(H ◦Ψ), then Ψ(x, p) ∈
M∗c+[Ψ](H). Therefore, using Theorem 4.13, for any (x, p) ∈M∗(H ◦Ψ) we have:
−αH◦Ψ(c) = (H ◦Ψ)(x, p) = H(Ψ(x, p)) = −αH(c+ [Ψ]).
(ii) Observe that if h ∈ ∂αH◦Ψ(c), then h ∈ ∂αH(c + [Ψ]). In fact, for every
c′ ∈ H1(M ;R):
αH(c
′ + [Ψ])− αH(c′ + [Ψ]) = αH◦Ψ(c′)− αH◦Ψ(c) ≥ 〈c′ − c, h〉 =
= 〈(c′ + [Ψ])− (c− [Ψ]), h〉.
Let now h ∈ ∂αH◦Ψ(c). Using the fact that α and β are one the conjugate of the
other, we get:
βH◦Ψ(h) = 〈c, h〉 − αH◦Ψ(c) = 〈c, h〉 − αH(c+ [Ψ]) =
= 〈c+ [Ψ], h〉 − αH(c+ [Ψ])− 〈[Ψ], h〉 =
= βH(h)− 〈[Ψ], h〉 .

We can summarize everything in the following commutative diagram.
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T∗M
ΦH◦Ψt
 Ψ //
H◦Ψ
$$II
III
III
II
T∗M
H
zzuuu
uuu
uuu
u
ΦHt

R
H1(M ;R)
c 7→c+[Ψ] //
αH◦Ψ
::vvvvvvvvv
c7→M∗c(H◦Ψ)
OO
O
O
O
O
O
O
O
O
H1(M ;R)
αH
ddHHHHHHHHH
c 7→M∗c(H)
OO
O
O
O
O
O
O
O
O
4.B - An example: the simple pendulum I
In this addendum we would like to describe the Mather sets, the α-function and
the β-function, in a specific example: the simple pendulum. This system can be
described in terms of the Lagrangian:
L : TT −→ R
(x, v) 7−→ 1
2
|v|2 + (1− cos(2pix)).
It is easy to check that the Euler-Lagrange equation provides exactly the equation
of the pendulum:
v˙ = 2pi sin(2pix) ⇐⇒
{
v = x˙
x¨− 2pi sin(2pix) = 0.
Figure 1. The phase space of the simple pendulum.
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The associated Hamiltonian (or energy) H : T∗T −→ R is given by H(x, p) :=
1
2 |p|2−(1−cos(2pix)). Observe that in this case the Legendre transform LL(x, v) =
(x, p), therefore we can easily identify the tangent and cotangent space. In the fol-
lowing we shall consider TT ' T∗T ' T×R and identify H1(M ;R) ' H1(M ;R) '
R.
First of all, let us study what are the invariant probability measures of this
system.
• Observe that (0, 0) and ( 12 , 0) are fixed points for the system (respec-
tively unstable and stable). Therefore, the Dirac measures concentrated on
each of them are invariant probability measures. Hence, we have found
two first invariant measures: δ(0,0) and δ( 12 ,0), both with zero rotation
vector: ρ(δ(0,0)) = ρ(δ( 12 ,0)) = 0. As far as their energy is concerned
(i.e., the energy levels in which they are contained), it is easy to check
that E(δ(0,0)) = H(0, 0) = 0 and E(δ( 12 ,0)) = H(
1
2 , 0) = −2. Observe
that these two energy levels cannot contain any other invariant probability
measure.
• If E > 0, then the energy level {H(x, v) = E} consists of two homotopically
non-trivial periodic orbits (rotation motions):
P±E := {(x, v) : v = ±
√
2[(1 + E)− cos(2pix)], ∀x ∈ T}.
The probability measures evenly distributed along these orbits - which we
shall denote µ±E - are invariant probability measures of the system. If we
denote by
T (E) :=
∫ 1
0
1√
2[(1 + E)− cos(2pix)] dx(20)
the period of such orbits, then it is easy to check that (see Remark 4.14)
ρ(µ±E) =
±1
T (E) . Observe that this function T : (0,+∞) −→ (0,+∞), which
associates to a positive energy E the period of the corresponding periodic
orbits P±E , is continuous and strictly decreasing. Moreover, T (E) → ∞ as
E → 0 (it is easy to see this, noticing that motions on the separatrices take
an “infinite” time to connect 0 to 1 ≡ 0 mod.1). Therefore, ρ(µ±E) → 0 as
E → 0.
• If −2 < E < 0, then the energy level {H(x, v) = E} consists of one
contractible periodic orbit (libration motion):
PE := {(x, v) : v2 = 2(1 + E)− 2 cos(2pix), x ∈ [xE , 1− xE ]},
where xE := 12pi arccos(1 +E). The probability measure evenly distributed
along this orbit - which we shall denote µE - is an invariant probability mea-
sure of the system. Moreover, since this orbit is contractible, its rotation
vector is zero: ρ(µE) = 0.
The measures above are the only ergodic invariant probability measures of the
system. Other invariant measures can be easily obtained as convex combination of
them.
Now we want to understand which of these are action-minimizing for some co-
homology class.
Remark 4.39. (i) Let us start by remarking that for −2 < E < 0 the support
of the measure µE is not a graph over T, therefore it cannot be action-minimizing
for any cohomology class, since otherwise it would violate Mather’s graph theorem
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(Theorems 4.12 and 4.20). Therefore all action-minimizing measures will be con-
tained in energy levels corresponding to energy bigger than zero. It follows from
Theorem 4.13, that α(c) ≥ 0 for all c ∈ R.
(ii) Another interesting property of the α function (in this specific case) is that
it is an even function: α(c) = α(−c) for all c ∈ R. This is a consequence of
the particular symmetry of the system, i.e., L(x, v) = L(x,−v). In fact, let us
denote τ : T × R −→ T × R, (x, v) 7−→ (x,−v) and observe that if µ is an in-
variant probability measure, then also τ∗µ is still an invariant probability measure.
Moreover, τ∗M(L) = M(L), where M(L) denotes the set of all invariant prob-
ability measures of L. It is now sufficient to notice that for each µ ∈ M(L),∫
(L− c · v) dµ = ∫ (L+ c · v)dτ∗µ, and hence conclude that
α(c) = − inf
M(L)
∫
(L− c · v) dµ = − inf
M(L)
∫
(L+ c · v)dτ∗µ = α(−c) .
(iii) It follows from the above symmetry and the convexity of α, that minR α(c) =
α(0).
Let us now start by studying the 0-action minimizing measures, i.e., invariant
probability measures that minimize the action of L without any “correction”. Since
L(x, v) ≥ 0 for each (x, v) ∈ T×R, then AL(µ) ≥ 0 for all µ ∈M(L). In particular,
AL(δ(0,0)) = 0, therefore δ(0,0) is a 0-action minimizing measure and α(0) = 0.
Since there are not other invariant probability measures supported in the energy
level {H(x, v) = 0} (i.e., on the separatrices), then we can conclude that:
M˜0 = {(0, 0)} .
Moreover, since α′(0) = 0 (see Remark 4.39 (iii)), then it follows from Remark 4.26
that:
M˜0 = M˜0 = {(0, 0)} .
On the other hand, this could be also deduced from the fact that the only other
measures with rotation vector 0, cannot be action minimizing since they do not
satisfy the graph theorem (Remark 4.39).
Now let us investigate what happens for other cohomology classes. A naïve
observation is that since the α function is superlinear and continuous, all energy
levels for E > 0 must contain some Mather set; in other words, they will be achieved
for some c.
Let E > 0 and consider the periodic orbit P+E and the invariant probability measure
µ+E evenly distributed on it. The graph of this orbit can be seen as the graph of a
closed 1-form η+E :=
√
2[(1 + E)− cos(2pix)] dx, whose cohomology class is
c+(E) := [η+E ] =
∫ 1
0
√
2[(1 + E)− cos(2pix)] dx,(21)
which can be interpreted as the (signed) area between the curve and the positive
x-semiaxis. This value is clearly continous and strictly increasing with respect to
E (for E > 0) and, as E → 0:
c+(E) −→
∫ 1
0
√
2[1− cos(2pix)] dx = 4
pi
.
Therefore, it defines an invertible function c+ : (0,+∞) −→ ( 4pi ,+∞).
We want to prove that µ+E is c
+(E)-action minimizing. The proof will be an imita-
tion of what already seen for KAM tori in Section 3 (see Proposition 3.4).
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Let us consider the Lagrangian Lη+E (x, v) := L(x, v)−η
+
E(x)·v. Then, using Fenchel-
Legendre inequality (3) (on the support of µ+E , because of our choice of η
+
E , this is
indeed an equality):∫
Lη+E
(x, v)dµ+E =
∫ (
L(x, v)− η+E(x) · v
)
dµ+E =
=
∫
−H(x, η+E(x))dµ+E = −E .
Now, let ν be any other invariant probability measure and apply again the same pro-
cedure as above (warning: this time Fenchel-Legendre inequality is not an equality
anymore!): ∫
Lη+E
(x, v)dν =
∫ (
L(x, v)− η+E(x) · v
)
dν ≥
≥
∫
−H(x, η+E(x))dν = −E .
Therefore, we can conclude that µ+E is c
+(E)-action minimizing. Since it already
projects over the whole T, it follows from the graph theorem that it is the only one:
M˜c+(E) = P+E = {(x, v) : v =
√
2[(1 + E)− cos(2pix)], ∀x ∈ T}.
Furthermore, since ρ(µ+E) =
1
T (E) , then:
M˜ 1T (E) = M˜c+(E) = P+E .
Similarly, one can consider the periodic orbit P−E and the invariant probabil-
ity measure µ−E evenly distributed on it. The graph of this orbit can be seen as
the graph of a closed 1-form η−E := −
√
2[(1 + E)− cos(2pix)] dx = −η+E , whose
cohomolgy class is c−(E) = −c+(E). Then (see also Remark 4.39 (ii)):
M˜c−(E) = P−E = {(x, v) : v = −
√
2[(1 + E)− cos(2pix)], ∀x ∈ T},
and
M˜− 1T (E) = M˜c−(E) = P−E .
Note that this completes the study of the Mather sets for any given rotation
vector, since
ρ(µ±E) = ±
1
T (E)
E→+∞−→ ±∞ and ρ(µ±E) = ±
1
T (E)
E→0+−→ 0 .
What remains to study is what happens for non-zero cohomology classes in [− 4pi , 4pi ].
The situation turns out to be quite easy. Observe that α(c±(E)) = E. Thefore,
from the continuity of α it follows that (take the limit as E → 0): α(± 4pi ) = 0.
Moreover, since α is convex and minα(c) = α(0) = 0, then: α(c) ≡ 0 on [− 4pi , 4pi ].
Therefore, the corresponding Mather sets will lie in the zero energy level. From
the above discussion, it follows that in this energy level there is a unique invariant
probability measure, namely δ(0,0), and consequently:
M˜c = {(0, 0)} for all − 4
pi
≤ c ≤ 4
pi
.
Let us summarize what we have found so far. Recall that in (20) and (21) we have
introduced these two functions: T : (0,+∞) −→ (0,+∞) and c+ : (0,+∞) −→
( 4pi ,+∞) representing respectively the period and the “cohomology” (area below
the curve) of the “upper” periodic orbit of energy E. These functions (for which
we have an explicit formula in terms of E) are continuous and strictly monotone
(respectively, decreasing and increasing). Therefore, we can define their inverses
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which provide the energy of the periodic orbit with period T (for all positive periods)
or the energy of the periodic orbit with cohomology class c (for |c| > 4pi ). We shall
denote them E(T ) and E(c) (observe that this last quantity is exactly the −α(c)).
Then:
M˜c =

{(0, 0)} if − 4pi ≤ c ≤ 4pi
P+E(c) if c > 4pi
P−E(−c) if c < − 4pi
and
M˜h =

{(0, 0)} if h = 0
P+
E( 1h )
if h > 0
P−
E(− 1h )
if h < 0 .
We can provide an expression for these functions in terms of the quantities
introduced above:
α(c) =
{
0 if − 4pi ≤ c ≤ 4pi
E(|c|) if |c| > 4pi
and
β(h) =
{
0 if h = 0
c(E( 1|h| ))|h| − E( 1|h| ) if h 6= 0 .
Figure 2. Sketch of the graphs of the α and β functions of the
simple pendulum.
Observe that the α function is C1. In fact, the only problem might be at c = ± 4pi ,
but also there it is differentiable, with derivative 0. If it were not differentiable,
then there would exist a subderivative h 6= 0 and consequently M˜h ⊆ M˜± 4pi , which
is absurd since the set on the right-hand side consists of a single point. However,
α is not strictly convex, since there is a flat piece on which it is zero.
As far as β is concerned, it is strictly convex (as a consequence of α being C1), but
it is differentiable everywhere except at the origin. At the origin, in fact, there is
a corner and the set of subderivatives (i.e., the slopes of tangent lines) is given by
∂β(0) = [− 4pi , 4pi ] (this is related to the fact that α has a flat on this interval).
4.C - Holonomic measures and generic properties
In this addendum we would like to stress that using the above approach the
minimizing measures are obtained through a variational principle over the set of
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invariant probability measures. Because of the request of “invariance”, this set
clearly depends on the Lagrangian that one is considering. Moreover, it is somehow
unnatural for variational problems to ask “a-priori invariance”. What generally
happens, in fact, is that invariance is obtained as a byproduct of the minimization
process carried out.
An alternative approach, slightly different under this respect, was due to Ricardo
Mañé [33] (see also [34]). This deals with the bigger set of holonomic measures (or
closed measures, see Remark 4.40) and prove extremely advantageous when dealing
with different Lagrangians at the same time. In this addendum we want to sketch
the basic ideas behind it.
Let C0` be the set of continuous functions f : TM → R growing (fiberwise) at
most linearly, i.e.,
‖f‖` := sup
(x,v)∈TM
f(x, v)
1 + ‖v‖ < +∞ ,
and let M`M be the set of probability measures on the Borel σ-algebra of TM such
that
∫
TM
‖v‖ dµ <∞ , endowed with the unique metrizable topology given by:
µn −→ µ ⇐⇒
∫
TM
f(x, v) dµn −→
∫
TM
f(x, v) dµ ∀ f ∈ C0` .
Let (C0` )
∗ be the dual of C0` . Then M
`
M can be naturally embedded in (C
0
` )
∗ and
its topology coincides with that induced by the weak∗ topology on (C0` )
∗. One can
show that this topology is metrizable and a metric is, for instance:
d(µ1, µ2) =
∣∣∣∣∫
TM
‖v‖ dµ1 −
∫
TM
‖v‖ dµ2
∣∣∣∣+∑
n
1
2ncn
∣∣∣∣∫
TM
ϕn dµ1 −
∫
TM
ϕn dµ2
∣∣∣∣ ,
where {ϕn}n is a sequence of functions with compact support on C0` , which is
dense on C0` (in the topology of uniform convergence on compact subsets of TM)
and cn := supTM |ϕn(x, v)|. The space of probability measures that we shall be
considering is a closed subset of M`M (endowed with the induced topology), which
is defined as follows. If γ : [0, T ] → M is a closed absolutely continuous curve, let
µγ be such that∫
TM
f(x, v) dµγ =
1
T
∫ T
0
f(γ(t), γ˙(t)) dt ∀ f ∈ C0` .
Observe that µγ ∈M`M because if γ is absolutely continuous then
∫ |γ˙(t)| dt < +∞.
Let C(M) be the set of such µγ ’s and C(M) its closure in M`M . This set is convex
and it is called the set of holonomic measures on M .
One can check that the following properties are satisfied (see [34]):
i) M(L) ⊆ C(M) ⊆ M`M . In particular, for every Tonelli Lagrangian L on
TM , all probabilities measures µ that are invariant with respect to the
Euler-Lagrange flow and such that
∫
TM
Ldµ < +∞, are contained in C(M).
ii) To any given probability µ ∈ C(M), one can associate a rotation vector
ρ(µ) ∈ H1(M ;R). This map extends continuously to a map
ρ : C(M) −→ H1(M ;R)
and this extension is surjective.
iii) For each C ∈ R the set
{
µ ∈ C(M) : AL(µ) ≤ C
}
is compact.
iv) If a measure µ ∈ C(M) satisfies
AL(µ) = min
{
AL(ν) : ν ∈ C(M)
}
,
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then µ ∈ M(L) (and in particular it is invariant). Observe that the exis-
tence of probabilities attaining the minimum follows from iii).
In view of these properties, it is clear that the corresponding minimizing problem,
although on a bigger space of measures, will lead to the same results as before and
the same definition of Mather sets.
Remark 4.40. One can define the set of closed measures on TM as:
K(TM) :=
{
µ ∈M`M such that
∫
df(x) · v dµ = 0 ∀ f ∈ C1(M)
}
.
It is easy to verify that holonomic measures satisfy Proposition 4.7 and therefore
C(M) ⊆ K(TM). It is definitely less trivial to prove that indeed these two sets
coincide: C(M) ⊆ K(TM). Although this was originally noticed by John Mather,
as far as I know it has never been published by the author. A proof of this result
may be found in [10].
As we have already pointed out, this different approach is more suitable for
working with different Lagrangians, for instance if one wants to study properties of
family of Lagrangians or want to do some sort of perturbation theory.
Using these ideas, Ricardo Mañé [34] showed that one can prove much stronger re-
sults if, instead of considering ALL Lagrangians, one considers generic Lagrangians.
Definition 4.41. A property P is said to be generic (in the sense of Mañé) for a
Lagrangian L if there exists a residual set (i.e., dense Gδ set) SL ⊆ C2(M), such
that if U ∈ SL then L+ U satisfies the property P.
Theorem 4.42 (Mañé). For a fixed c ∈ H1(M ;R), having a unique c-action
minimizing measure is a generic property in the sense of Mañé. In other words,
for any Tonelli Lagrangian L, there exists a residual subset SL ⊆ C2(M), such that
for each U ∈ SL, the Lagrangian L+U has a unique c-action minimizing measure.
This result has been recently improved by Patrick Bernard and Gonzalo Contr-
eras [11]:
Theorem 4.43 (Bernard-Contreras). The following property is generic in the
sense of Mañé: for all c ∈ H1(M ;R), there are at most 1 + dim H1(M ;R) ergodic
c-action minimizing measures.
5. Global action minimizing curves: Aubry and Mañé sets
In the previous section we have described the construction and the main prop-
erties of the Mather sets. One of the main limitations of these sets is that, being
the support of invariant probability measures, they are recurrent under the flow
(Poincaré recurrence theorem), i.e., each orbit after a sufficiently long time (and
therefore infinitely many often) will return arbitrarily close to its initial point. This
property excludes many interesting invariant sets, which are somehow “invisible” to
such a construction; for instance, think about the stable and unstable manifolds of
some hyperbolic invariant set, or about heteroclinic and homoclinic orbits between
invariant sets.
In this section we shall construct other (possibly) “larger” compact invariant sets
and discuss their significance for the dynamics: the Aubry sets and the Mañé sets.
The key idea is the same as we have already explored in Section 3: instead of con-
sidering action minimizing invariant probability measures, one can look at action-
minimizing curves for some modified Lagrangian. We showed in Section 3 (see
Remarks 3.9 and 3.12) that orbits on KAM tori could be characterized in terms of
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this property. In this section we shall mimic that construction in the general case
of a Tonelli Lagrangians.
In the light of Lemma 4.6 and the discussion in Section 4, let us fix a cohomology
class c ∈ H1(M ;R) and choose a smooth 1-form η on M that represents c. As we
have already pointed out in Section 2, there is a close relation between solutions of
the Euler-Lagrange flow and extremals of the action functional ALη for the fixed
end-point problem (which are the same as the extremals of AL). In general, these
extremals are not minima (they are local minima only if the time length is very short
[22, Section 3.6]). One could wonder if such minima exist, namely if for any given
end-points x, y ∈M and any given positive time T , there exists a minimizing curve
connecting x to y in time T . From what already said, this curve will correspond
to an orbit for the Euler-Lagrange flow. Under our hypothesis on the Lagrangian,
the answer to this question turns out to be affirmative. This is a classical result in
calculus of variations, known as Tonelli Theorem.
Theorem 5.1 (Tonelli Theorem, [42]). Let M be a compact manifold and L a
Tonelli Lagrangian on TM . For all a < b ∈ R and x, y ∈M , there exists, in the set
of absolutely continuous curves γ : [a, b] −→M such that γ(a) = x and γ(b) = y, a
curve that minimizes the action ALη (γ) =
∫ b
a
Lη(γ(t), γ˙(t)) dt.
Remark 5.2. (i) A curve minimizing ALη(γ) =
∫ b
a
Lη(γ(t), γ˙(t)) dt subject to the
fixed end-point condition γ(a) = x and γ(b) = y, is called a c-Tonelli minimizer.
Recall that such minimizers do only depend on c and not on the chosen represen-
tative η. In fact, adding an exact 1-form df to L will contribute with a constant
term f(y)− f(x), that does not play any role in selecting the minimizers (see also
Proposition 4.7).
(ii) As Mañé pointed out in [35], for these minimizers to exist it is not necessary
to assume the compactness of M : the superlinear growth condition with respect to
some complete Riemannian metric on M is enough.
(iii) A Tonelli minimizer which is C1 is in fact Cr (if the Lagrangian L is Cr)
and satisfies the Euler-Lagrange equation; this follows from the usual elementary
arguments in calculus of variations, together with Caratheodory’s remark on differ-
entiability. In the autonomous case, Tonelli minimizers will be always C1. In the
non-autonomous time-periodic case (Tonelli Theorem holds also in this case [42]),
as already remarked in remark 2.2, one needs to require that the Euler-Lagrange
flow is also complete.
We shall sketch here the proof of Tonelli Theorem. We refer the reader to [42,
Appendix 1] for more details. A new shorter proof of this theorem can be found in
[10].
Proof. [Tonelli Theorem] The proof of this theorem follows from the following
result (by Cac we denote the set of absolutely continuous functions).
Lemma. Let K ∈ R. The set SK := {γ ∈ Cac([a, b],M) : ALη (γ) ≤ K} is compact
in the C0 topology.
First let us see how to obtain Tonelli Theorem from this Lemma. Let k0 :=
inf{ALη (γ) : γ ∈ Cac([a, b],M)}. Observe that k0 > −∞ since Lη is bounded
from below. Therefore, for any K > k0, SK 6= ∅ and it is compact because of the
Lemma. Moreover, SK ⊆ SK′ if K ≤ K ′. Hence:⋂
K>k0
SK 6= ∅
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and any element in this intersection is a c-Tonelli minimizer.
The proof of the above lemma consists of several steps (see [42, Appendix 1] for
the missing details).
- The first step is the observation that the family of curves in Sk is absolutely
equicontinuous, i.e., for every ε > 0 there exist δ > 0 such that if a ≤
a0 < b0 ≤ a1 < b1 ≤ . . . ≤ an < bn ≤ b and
∑n
i=0(bi − ai) < δ, then∑n
i=0 d(γ(ai), γ(bi)) < ε. For this, one needs to use the superlinearity of L.
- Now, we can apply Ascoli-Arzelà theorem to deduce that every sequence
{γn}n in SK has a convergent subsequence, with respect to the C0 topol-
ogy. Moreover, it follows easily from the definition of absolutely equiconti-
nuity, that the limit of any convergent subsequence must be also absolutely
equicontinuous.
- The last, and more involved, step is to show that if γ is the limit of a
sequence {γn}n in SK , then γ ∈ Sk, namely ALη (γ) ≤ K. See [42, pages
199-201].
These three steps conclude the proof of the lemma. 
Remark 5.3. Observe that the lemma used in the proof of Tonelli theorem is a sort
of semicontinuity result for the Lagrangian action (compare with Proposition 4.3).
In fact, it implies that if {γn}n is a sequence in Cac([a, b],M) which converges to
γ in the C0 topology, then γ ∈ Cac([a, b],M) and ALη (γ) ≤ lim infn→+∞ALη (γn).
In the following we shall be interested in particular Tonelli minimizers that are
defined for all times and whose action is minimal with respect to any given time
length. We shall see that these curves present a very rich structure.
Definition 5.4 (c-minimizers). An absolutely continuous curve γ : R −→ M is
a c-(global) minimizer for L, if for any given a < b ∈ R
ALη (γ
∣∣[a, b]) = minALη (σ)
where the miminimum is taken over all σ : [a, b] → M such that σ(a) = γ(a) and
σ(b) = γ(b).
We have already seen in Section 3 that one can give an a-priori stronger notion
of minimizer, asking that the minimum is realized amongst all curves connecting
the two end-points, independently of their time length.
Definition 5.5 (c-time free minimizers). An absolutely continuous curve γ :
R −→M is a c-time free minimizer for L, if for any given a < b ∈ R
ALη (γ
∣∣[a, b]) = minALη (σ)
where the miminimum is taken over all σ : [a′, b′]→M such that σ(a′) = γ(a) and
σ(b′) = γ(b).
Remark 5.6. (i) We have proved in section 3 that orbits on KAM tori satisfy this
stronger condition, modulo adding a constant to the Lagrangian (see Remark 3.9).
In fact, it is quite easy to see that this condition is “sensitive” to the addition of con-
stants to the Lagrangian (although this is something totally irrelevant for being or
not a c-minimizer). For example, suppose that
∫ T
0
Lη(γ, γ˙)dt <
∫ T ′
0
Lη(σ, σ˙)dt with
T ′ < T and let k be a constant such that k > 1T ′−T
(∫ T ′
0
Lη(σ, σ˙)dt−
∫ T
0
Lη(γ, γ˙)dt
)
.
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Then, adding k to the Lagrangian, we even reverse the inequality:
ALη+k(γ) =
∫ T
0
Lη(γ, γ˙)dt+ kT =
∫ T
0
Lη(γ, γ˙)dt+ k(T − T ′) + kT ′ ≥
≥
∫ T
0
Lη(γ, γ˙)dt+
∫ T ′
0
Lη(σ, σ˙)dt−
∫ T
0
Lη(γ, γ˙)dt+ kT
′ =
=
∫ T ′
0
Lη(σ, σ˙)dt+ kT
′ = ALη+k(σ) .
(ii) Obviously a c-time free minimizer is also a c-minimizer. Fathi [20] proved
that in the autonomous case, modulo adding the (unique) right constant, these two
notions of minimizers indeed coincide: if γ be a c-minimizer for L, then, γ is c-time
free minimizer for L+ α(c), where α is the α-function associated to L. We proved
this in the special setting of Section 3 (see Proposition 3.8). We shall discuss the
general case in Section 6.
(iii) The equivalence between these two notions of minimizers is not true anymore
when we consider time-periodic Tonelli Lagrangians (see [25]). Tonelli Lagrangians
for which this equivalence result holds are called regular. Patrick Bernard [5] showed
that under suitable assumptions on the Mather set it is possible to prove that the
Lagrangian is regular. For instance, if the Mather set M˜c is union of 1-periodic
orbits, then Lη is regular. This problem turned out to be strictly related to the
convergence of the so-called Lax-Oleinik semigroup (see [22] and Section 6 for its
definition).
Now we shall study the existence and the properties of c-minimizers and c-time
free minimizers. There are two equivalent approaches that one can pursue: one is
essentially due to Ricardo Mañé [35, 14], while the other has been developed by
John Mather [44]. In the following, in order to keep the analogy with the cartoon
example discussed in Section 3, we prefer following the first of these two approaches.
We shall discuss Mather’s approach in an Addendum 5C at the end of this section.
Given any x, y ∈ M and T>0, let us denote by CT (x, y) the set of abso-
lutely continuous curves γ : [0, T ] −→ M such that γ(0) = x and γ(T ) = y.
Tonelli Theorem implies that there exists γmin ∈ CT (x, y) realizing the minimum,
i.e., ALη (γmin) = minγ∈CT (x,y)ALη (γ). Our goal here is to study the existence
of c-time free minimizers for L. For, let us fix k ∈ R and consider the following
quantity:
φη,k(x, y) = inf
T>0
min
γ∈CT (x,y)
ALη+k(γ) ∈ R ∪ {−∞} .
This quantity is commonly called Mañé potential (compare with (9) in Section 3).
First of all we would like to understand when it is finite and what are its properties.
Let us introduce what is called Mañé critical value.
Definition 5.7 (Mañé critical value).
c(Lη) := sup{k ∈ R : ∃ a closed curve γ s.t. ALη+k(γ) < 0} =
= inf{k ∈ R : ∀ closed curves γ s.t. ALη+k(γ) ≥ 0}.
Remark 5.8. (i) It is easy to check that c(Lη) <∞. In fact, since L is superlinear,
there exists a sufficiently large k such that L+ k ≥ 0 everywhere.
(ii) Moreover c(Lη) only depends on c = [η] and not on the chosen representative.
In fact, it is sufficient to notice that the integral of exact 1-forms along closed
curves is zero. We shall see in the following that this “critical value” is something
that we have already met before: c(Lη) = α(c), where α is Mather’s α-function
associated to L. In Section 6 we shall also point out its relation to viscosity solutions
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and subsolutions of Hamilton-Jacobi equation and the critical value introduced by
Lions, Papanicolau and Varadhan in [32].
Proposition 5.9 (See also [14]).
(1) ∀ k ∈ R : φη,k(x, y) ≤ φη,k(x, z) + φη,k(z, y) ∀ x, y, z ∈M.
(2) If k < c(Lη) : φη,k(x, y) ≡ −∞ ∀ x, y ∈M.
If k ≥ c(Lη) : φη,k(x, y) ∈ R ∀x, y ∈M.
(3) If k ≥ c(Lη) : φη,k : M ×M −→ R is Lipschitz.
(4) If k ≥ c(Lη) : φη,k(x, x) ≡ 0 ∀ x ∈M.
(5) If k ≥ c(Lη) : φη,k(x, y) + φη,k(y, x) ≥ 0 ∀ x, y ∈M.
If k > c(Lη) : φη,k(x, y) + φη,k(y, x) > 0 ∀ x 6= y ∈M.
Proof. (1) First of all observe that this inequality makes sense also if φη,k(x, y) =
−∞ for some x, y ∈M . Let γ1 ∈ CT (x, z) and γ2 ∈ CT ′(z, y) and consider the new
curve obtained by joining them: γ1 ∗ γ2 ∈ CT+T ′(x, y). Since the action is linear,
it follows that ALη (γ1 ∗ γ2) = ALη (γ1) +ALη (γ2) and therefore
φη,k(x, y) ≤ ALη (γ1) +ALη (γ2).
It is now sufficient to take the infimum over all possible (γ1, T ) and (γ2, T ′) to
conclude that
φη,k(x, y) ≤ φη,k(x, z) + φη,k(z, y).
(2) We shall first prove that if k < c(Lη) there exists x0 ∈ M such that
φη,k(x0, x0) = −∞. In fact, from the definition of c(Lη), we know that there
exists γ : [0, T ] −→ M closed curve with ALη (γ) < 0. Let us denote by γn the
n-time iteration of γ, i.e., γn := γ ∗ . . . ∗ γ (n times). Then,
φη,k(γ(0), γ(0)) ≤ ALη (γn) = nALη (γ) n→∞−→ −∞ .
Choose x0 := γ(0) (or any other point on γ). The first claim will now follow from
(1). In fact, if x, y ∈M , then:
φη,k(x, y) ≤ φη,k(x, x0) + φη,k(x0, x0) + φη,k(x0, y) = −∞ .
As for the second claim, if k ≥ c(Lη) it follows from the definition of c(Lη) that all
closed curves have positive action and therefore φη,k(x, x) ≥ 0 for all x ∈M . But,
if there existed x, y ∈ M such that φη,k(x, y) = −∞, then applying (1), we would
get a contradiction:
φη,k(x, x) ≤ φη,k(x, y) + φη,k(y, x) = −∞ .
Therefore, φη,k(x, y) > −∞ for all x, y ∈M if k ≥ c(L).
(3) Let k ≥ c(Lη) and let Q := maxx∈M,‖v‖=1 L(x, v). For any x, y ∈ M let us
consider the unit speed geodesic connecting x to y, γx,y : [0, d(x, y)] −→M . Then:
φη,k(x, y) ≤ ALη (γx,y) ≤ (Q+ k)d(x, y) .
Using (1) we can conclude:
φη,k(x2, y2)− φη,k(x1, y1) = φη,k(x2, x1) + φη,k(x1, y1) + φη,k(y1, y2)− φη,k(x1, y1) ≤
≤ (Q+ k)[d(x1, x2) + d(y1, y2)].
(4) It follows immediately from (3).
(5) The first part is a consequence of (1) and (4). Let us prove the second part.
Assume that k > c(Lη) and suppose by contradiction that there exist x 6= y ∈ M
44 ALFONSO SORRENTINO
such that φη,k(x, y) + φη,k(y, x) = 0. Consider γn ∈ CTn(x, y) and σn ∈ CSn(y, x)
such that:
lim
n→+∞ALη (γn) = φη,k(x, y) and limn→+∞ALη (σn) = φη,k(y, x).
Let us prove that T := lim infn→+∞ Tn > 0 (it might be +∞). Suppose by con-
tradiction that lim infn→+∞ Tn = 0 and select a subsequence {γnk} such that
Tnk) → 0. Using the superlinearity of L, we know that for each A > 0 there
exists B(A) such that Lη ≥ A‖v‖ −B(A); then:
φη,k(x, y) = lim
nk→∞
∫ Tnk
0
Lη(γnk , γ˙nk)dt+ kTnk ≥
≥ lim
nk→∞
[
A
∫ Tnk
0
‖γ˙nk‖dt+ Tnk(k −B(A))
]
=
= Ad(x, y) .
From the arbitrariness of A it follows that φη,k(x, y) = +∞, that is a contradiction.
Therefore, lim infn→+∞ Tn > 0.
Analogously one can prove that S := lim infn→+∞ Sn > 0 (it might be +∞).
Choose now subsequences {γnk} and {σmk} such that Tnk → T > 0 and Smk →
S > 0. Using the fact that k > c(Lη) and the fact that x 6= y ∈ M are such that
φη,k(x, y) + φη,k(y, x) = 0, we obtain a contradiction to (4) (or to the definition of
c(Lη)):
φη,c(Lη)(x, x) ≤ lim
k→+∞
ALη+c(Lη)(γnk ∗ σmk) ≤
≤ lim
k→+∞
ALη+k(γnk ∗ σmk) + lim
k→+∞
(c(Lη)− k)(Tnk + Snk) =
= φη,k(x, y) + φη,k(y, x) + lim
k→+∞
(c(Lη)− k)(Tnk + Snk) =
= (c(Lη)− k)(T + S) < 0 (or −∞ ).

Remark 5.10. It follows from (2) that c(Lη) can be equivalently defined as:
c(Lη) := inf{k ∈ R : ∃ x, y ∈M s.t. φη,k(x, y) > −∞} =
= sup{k ∈ R : ∃ x, y ∈M s.t. φη,k(x, y) = −∞}.
In terms of Mañé potential, being a c-time free minimizer for L + k can be
rewritten as:
∀ a < b
∫ b
a
Lη(γ(t), γ˙(t)) dt+ (b− a)k = φη,k(γ(a), γ(b)) .
Of course, it does not make any sense to consider k < c(Lη). Let us consider
k ≥ c(Lη).
Proposition 5.11. Let k > c(Lη). For all x, y ∈M with x 6= y, there exists T > 0
and γ ∈ CT (x, y) such that ALη+k(γ) = φη,k(x, y).
Proof. Let define for T > 0 the function f(T ) := minγ∈CT (x,y)ALη+k(γ). This
function is clearly continuous (for all k ≥ c(Lη)) and the following properties hold.
• f(T ) → +∞ as t → 0+ (this is true for all k ≥ c(Lη)). In fact, let γT be
the corresponding Tonelli minimizer connecting x to y in time T . Using
the superlinearity of L, for each A > 0 there exists B = B(A) such that
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L(x, v) ≥ A‖v‖ −B for all (x, v). Then:
f(T ) = min
γ∈CT (x,y)
ALη+k(γ) = ALη+k(γT ) ≥
≥ A
∫ T
0
‖γ˙T ‖ dt+ (k −B)T ≥
= Ad(x, y) + (k −B)T T→0
+
−→ Ad(x, y) .
Since A > 0 is arbitrary and x 6= y then we can conclude that f(T ) T→0
+
−→
+∞.
• f(T )→ +∞ as t→ +∞ (this is true only for k > c(Lη)). In fact:
f(T ) = min
γ∈CT (x,y)
ALη+k(γ) =
= min
γ∈CT (x,y)
ALη+c(Lη)(γ) + (k − c(Lη))T ≥
≥ φη,c(Lη)(x, y) + (k − c(Lη))T T→+∞−→ +∞.

Remark 5.12. Hence if k > c(Lη), c-time free minimizers are not so special,
since there are time free minimizers for L + k connecting any two given points,
furthermore in a finite time. In the light of this (and other “a-fortiori” reasons),
one should probably be more interested in studying the “critical” case k = c(Lη),
i.e., c-time free minimizers for L + c(Lη), that is for the least possible value of k
for which they can exist.
Definition 5.13 (c semi-static curves). We say that γ : R −→ M is a c semi-
static curve for L if:∫ b
a
Lη(γ(t), γ˙(t)) dt+ c(Lη)(b− a) = φη,c(Lη)(γ(a), γ(b)) ∀ a < b.
Remark 5.14. (i) If γ is c semi-static for L, then it is a c-time free minimizers for
L + c(Lη) and consequently a c-global minimizer for L. Therefore, it corresponds
to a solution of the Euler-Lagrange flow of L.
(ii) We shall prove in the following that for autonomous Tonelli Lagrangians, the
converse is true: each c-global minimizer of L is indeed a c semi-static curve of
L + c(Lη) = L + α(c), where α denotes Mather’s α function associated to L (see
(13) in Section 4).
(iii) In Section 3 we proved that orbits on a KAM torus of cohomology class c,
are c-time free minimizers for L + Ec, where Ec denoted the energy of the torus.
It follows from Proposition 3.10 and the definition of Mañé critical value (see also
Remark 5.10), that in this case Ec = c(Lc). Therefore we can conclude that orbits
on KAM tori are c semi-static. In particular, we can restate Remark 3.9 (iii) saying
that if we have a KAM torus T of cohomology class c, then
L−1(T ) =
⋃
{(γ(t), γ˙(t)) : γ is c semi-static for L and t ∈ R},
where L denotes the Legendre transform given by L.
Inspired by the last remark, we can define the following set.
Definition 5.15 (Mañé set). The Mañé set (with cohomology class c) is:
N˜c =
⋃
{(γ(t), γ˙(t)) : γ is a c semi-static curve and t ∈ R} =
=
⋃
{(γ(t), γ˙(t)) : γ is a c-global minimizer and t ∈ R} .(22)
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Remark 5.16. The second equality in definition follows from Remark 5.14 and will
be proved later on. Observe that so far we have not proved that such semi-static
curves exist nor that this set is non-empty. We shall prove it later, deducing it -
amongst other properties - from analogous results for another family of sets that
we are about to define: the Aubry sets. However, if such set is non-empty, it is
clearly invariant (it is union of orbits) and also closed (the proof follows the same
line as Tonelli Theorem).
Let us start by recalling what happened in the case of orbits on a KAM torus.
We saw in Section 3 that these orbits were not only c-global minimizers (or c
semi-static), but they also satisfied a stronger property, stated in Proposition 3.11.
Roughly speaking, the action of Lc +Ec on a piece of curve between two endpoints
x and y, was not only the minimal needed to connect x to y, but it was also equal
to minus the minimal action to connect y back to x. We called a curve satisfying
such a condition a regular minimizer. Recall, in fact, that, as it follows easily from
Proposition 5.9 (5), for each x, y ∈M we have φη,c(Lη)(x, y) ≥ −φη,c(Lη)(y, x).
Let us define such curves in the general case.
Definition 5.17 (c static curves). We say that γ : R −→ M is a c static curve
for L (or a “c-regular minimizer”) if:∫ b
a
Lη(γ(t), γ˙(t)) dt+ c(Lη)(b− a) = −φη,c(Lη)(γ(b), γ(a)) ∀ a < b.
Remark 5.18. (i) If γ is c static for L, then it is a c semi-static (and therefore, as
already observed before, it corresponds to a solution of the Euler-Lagrange flow of
L). It just a consequence of the fact that −φη,c(Lη)(γ(b), γ(a)) ≤ φη,c(Lη)(γ(a), γ(b))
and therefore if γ is c-static then:∫ b
a
Lη(γ(t), γ˙(t)) dt+ c(Lη)(b− a) ≤ φη,c(Lη)(γ(a), γ(b)) ∀ a < b.
Since φη,c(Lη)(γ(a), γ(b)) was defined as the minimum over all connecting curves,
then equality must hold.
(ii) Observe that the adjective regular in the alternative appelation (coined by John
Mather) has no relation to the smoothness of the curve, since, like all solutions of
the Euler-Lagrange flow, this curve will be as smooth as the Lagrangian.
(iii) In Section 3 (Proposition 3.11 and Remark 3.12) we proved that orbits on
a KAM torus of cohomology class c, were c-static curves. Recall in fact that, as
remarked before, Ec, which in that case denoted the energy of the torus, coincides
with c(Lc) (use Proposition 3.10 and the definition of Mañé critical value or Remark
5.10). In particular, we can restate Remark 3.12 (ii) saying that if we have a KAM
torus T of cohomology class c, then
L−1(T ) =
⋃
{(γ(t), γ˙(t)) : γ is c-static for L and t ∈ R},
where L denotes the Legendre transform given by L.
(iv) The names semi-static and static are probably inspired by the fact that in the
case of mechanical Lagrangians (see Section 2), 0-static curves correspond to “some”
fixed points of the flow (namely the minima of the potential), while 0-semi static
curves may possibly include also hetero/homoclinic connections amongst these fixed
points (see Addendum 5B on the pendulum).
Inspired by the last remark, we define the following set.
Definition 5.19 (Aubry set). The Aubry set (with cohomology class c) is:
A˜c =
⋃
{(γ(t), γ˙(t)) : γ is a c static curve and t ∈ R} .(23)
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The projection on the base manifold Ac = pi
(
A˜c
)
⊆ M is called projected Aubry
set (with cohomology class c).
Remark 5.20. Observe that so far we have not proved that this set is non-empty!
We shall do it now. However, if such set is non-empty, it is clearly invariant (it is
union of orbits) and also closed (the proof follows the same line as Tonelli Theorem).
Moreover, A˜c is clearly contained in N˜c (Remark 5.18 (i)).
We summarise in this diagram what we are going to prove in the remaing of this
section.
Theorem 5.21. 1 (1), (2), (3), (4), (5) and (6) in the following diagram are true.
M˜c
pi

(1)
⊆ A˜c
pi

(2)
⊆ N˜c (3)⊆ E˜c := {E(x, v) = α(c)(4)=c(Lη)} ⊆ TM
pi

Mc
(5)
(pi|M˜c)−1
OO
⊆ Ac
(6)
(pi|A˜c)−1
OO
⊆ M⊆
Remark 5.22. (i) It follows from (1), (2) and the existence of c-action minimizing
measures (Corollary 4.5) that the Aubry and Mañé sets are non-empty. Therefore,
there exist semi-static and static curves.
(ii) Inclusion (2), as already observed, follows obviously from the fact that static
curves are also semi-static (Remark 5.18 (i)).
(iii) The above inclusions (1) and (2) may not be strict (see Remark 5.42 in Ad-
dendum 5B).
(iv) Since A˜c and N˜c are closed, it follow from (3) that they are compact.
(v) The proof of (3) provides a proof of Carneiro’ s theorem stated in Section 4
(Theorem 4.13).
(vi) Properties (5) and (6) are what are generally called Mather’s graph theorem(s).
Namely, the Mather set and the Aubry set are contained in a Lipschitz graph over
M . This is probably the most important property of these sets and it has many
dynamical consequences. In some sense, this is why they can be thought as gener-
alization of KAM tori (or Lagrangian graphs).
(vii) The graph property does not hold in general for the Mañé set (see Addendum
5B on the pendulum).
Let us start by proving that c semi-static curves have energy c(Lη). As we
already remarked above, the original version of this theorem (with c(Lη) replaced
by α(c)) is due to Carneio (see Theorem 4.13). The proof presented here follows
an idea of Ricardo Mañé [35] (see also [14, Theorem XI])
Proposition 5.23 (Property (3)). N˜c ⊆ E˜c := {E(x, v) = c(Lη)}, i.e., c semi-
static curves have energy equal to c(Lη).
Proof. Let γ : R −→ M be a c semi-static curve, i.e., for each T > 0 we have
ALη+c(Lη)(γ|[0, T ]) = φη,c(Lη)(γ(0), γ(T )).
Let us fix T > 0 and λ > 0, and consider a time-reparameterization of γ, given
by γλ : [0, T/λ] −→ M , t 7→ γ(λt). Observe that the end-points are not changed:
γλ(0) = γ(0) and γλ(T/λ) = γ(T ), but only the time lenght. Let us consider the
1This (unintentional?) typographical “coincidence” honoring Ricardo Mañé was first pointed
out by Albert Fathi.
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action of these curves as a function of λ > 0:
A(λ) := ALη+c(Lη)(γλ) =
∫ T/λ
0
Lη(γλ(t), γ˙λ(t)) dt+ c(Lη)T/λ =
=
∫ Tl
0
Lη(γ(λt), λγ˙(λt)) dt+ c(Lη)T/λ.
Since γ is c semi-static (and therefore it is a c-time free minimizer for Lη + c(Lη)),
then A has a minimum at λ = 1. Therefore:
0 = A′(1) = −T [Lη(γ(T ), γ˙(T )) + c(Lη)T ] +
+
∫ T
0
(
∂L
∂x
(γ(t), γ˙(t))γ˙(t)t+
∂L
∂v
(γ(t), γ˙(t))
[
γ˙(t) + tγ¨(t)
])
dt .
Integrating by parts (observe that ddtL =
(
∂L
∂x γ˙ +
∂L
∂v γ¨
)
t) and recalling the defini-
tion of the energy E(x, v) = ∂L∂v (x, v)v−L(x, v) and the fact that is preserved along
the orbit (E(γ(t), γ˙(t)) = E(γ(0), γ˙(0)) for all t ∈ R), we obtain:
0 = A′(1) = . . . =
= −T [Lη(γ(T ), γ˙(T )) + c(Lη)] + Lη(γ(t), γ˙(t))
∣∣∣T
0
−
−
∫ T
0
(
−L(γ(t), γ˙(t)) + ∂L
∂v
(γ(t), γ˙(t))γ˙(t)
)
dt =
= −Tc(Lη) +
∫ T
0
E(γ(t), γ˙(t)) dt =
= [E(γ(0), γ˙(0))− c(Lη)]T .
Hence, E(γ(0), γ˙(0)) = c(Lη). 
Let us now prove that Mañé critical value coincides with Mather’s α-function.
We shall follow the proof given in [14, Theorem II]
Proposition 5.24 (Property (4)). c(Lη) = α(c), where c = [η].
Proof. Suppose that µ is an invariant ergodic probability measure. If we fix a
generic point (x, v) in the support of µ, it follows from the ergodic theorem that
there exists a sequence of times Tn → +∞ such that ΦLTn(x, v) → (x, v) as Tn →
+∞ and ∫
Lη dµ = lim
n→+∞
1
Tn
∫ Tn
0
Lη(Φ
L
t (x, v)) dt.
For the sake of simplifying the notation, let us denote (xt, vt) := ΦLt (x, v). Let
B := max{|Lη(x, v)| : ‖v‖ ≤ 1} and for each n denote by σn : [0, d(x, xTn)] −→M
the geodesic joining x to xTn and by γn : [0, Tn] −→M the projection of the orbit
(i.e., γn(t) = xt). We have:
lim
n→∞
1
Tn
ALη+k(γn ∗ σn) =
= lim
n→∞
(
1
Tn
ALη+k(γn) +
1
Tn
∫ d(x,xTn )
0
Lη(σn(t), σ˙n(t)) + k dt
)
≤
= ≤ lim
n→∞
(
1
Tn
ALη+k(γn) +
1
Tn
(B + k)diam(M)
)
≤
= ALη (µ) + k .
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Therefore, if k < −ALη (µ) then Φk(x, x) = −∞. Hence, k ≤ c(Lη). It follows
that:
c(Lη) ≥ sup{−ALη (µ), µ ∈Merg(L)} ≥
≥ − inf{ALη (µ), µ ∈M(L)} = α(c) .
Now we want to prove the reversed inequality. Let k < c(Lη) and x, y ∈ M .
Since Φk(x, y) = −∞, there exists a sequence of absolutely continuous curves γn :
[0, Tn] −→M such that γn(0) = x, γn(Tn) = y (i.e., γn ∈ CTn(x, y)) and
lim
n→∞ALη+k(γn) = −∞.
Moreover, since L is bounded from below, we have that Tn → +∞. Let now yn be
a Tonelli minimizer in CTn(x, y). Then, consider the invariant probability measure
evenly distributed along γn. The family of these measures is pre-compact and
we can extract a subsequence converging (in the weak∗ topology) to an invariant
probability measure µ. In particular,
ALη (µ) + k = lim
n→∞
1
Tn
ALη+k(γn).
But since Tn > 0 and limn→∞ALη+k(γn) = Φk(x, y) = −∞, then ALη (µ) + k ≤ 0.
Therefore, for any k < c(Lη) we can find an invariant probability measure µ such
that k ≤ −ALη (µ). Therefore:
c(Lη) ≤ sup{−ALη (µ), µ ∈Merg(L)} ≥
≤ − inf{ALη (µ), µ ∈M(L)} = α(c) .

We shall provide two other alternative proofs of the above proposition. The first
one uses the fact that the Mather set is included into the Mañé set (but observe
that in our proof of this fact - Proposition 5.26 - we use that α(c) = c(Lη)). The
second one is shorter but it requires the use of holonomic measures (see Addendum
4C). See also [14, Theorem II] for another proof.
Alternative Proof I. Since N˜c is compact (it follows from (3)) and invariant
under the Euler-Lagrange flow ΦLt , then there exists an invariant ergodic proba-
bility measure µ supported in it (Kryloff and Bogoliouboff [31], compare also with
Proposition 4.1). If we fix a generic point (x, v) in the support of µ, it follows from
the ergodic theorem that there exists a sequence of times Tn → +∞ such that
ΦLTn(x, v)→ (x, v) as Tn → +∞ and∫
Lη dµ = lim
n→+∞
1
Tn
∫ Tn
0
Lη(Φ
L
t (x, v)) dt.
Then, using the definition of α(c) and the fact that orbits in the support of this
measure are semi-static, we obtain:
−α(c) ≤
∫
Lη dµ = lim
n→+∞
1
Tn
∫ Tn
0
Lη(Φ
L
t (x, v)) dt =
= lim
n→+∞
1
Tn
∫ Tn
0
Lη(Φ
L
t (x, v)) + c(Lη) dt− c(Lη) =
= lim
n→+∞
φη,c(Lη)(x, pi(Φ
L
Tn
(x, v)))
Tn
− c(Lη) = −c(Lη) ,
where in the last equality we used that φη,c(Lη) is bounded on M × M (being
Lipschitz on a compact manifold). Therefore α(c) ≥ c(Lη).
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For the reversed inequality, we shall use the following version of the Ergodic theorem
(see for instance [34, Lemma 2.1] for a proof).
Lemma 5.25. Let (X, d) be a complete metric space and (X,B, ν) a probability
space. Let f be an ergodic measure preserving map and F : X −→ R a ν-integrable
function. Then, for ν-almost every x ∈ X the following property holds:
∀ ε > 0 ∃N > 0 : d(fN (x), x) < ε and
∣∣∣∣∣∣
N−1∑
j=0
F (f j(x))−N
∫
Fdν
∣∣∣∣∣∣ < ε.
Let us now see how to use this lemma for our purposes. Let µ be a c-action
minimizing ergodic measure, i.e.,∫
(Lη(x, v) + α(c)) dµ = 0.
Applying the above Lemma with F = Lη+α(c) and X = TM , we obtain that there
exists a µ-full measure set A such that if (x, v) ∈ A, then there exists a sequence
Tn → +∞ such that
d((x, v),ΦLTn(x, v))
n→+∞−→ 0 and
∫ Tn
0
(
L(ΦLt (x, v)) + α(c)
)
dt
n→+∞−→ 0 .
Then:
φη,α(c)(x, pi(Φ
L
1 (x, v))) + φη,α(c)(pi(Φ
L
1 (x, v)), x) =
= lim
n→∞
(
φη,α(c)(x, pi(Φ
L
1 (x, v))) + φη,α(c)(pi(Φ
L
1 (x, v)), pi(Φ
L
Tn(x, v)))
) ≤
≤ lim
n→∞
∫ Tn
0
(
Lη(Φ
L
t (x, v)) + α(c)
)
dt = 0.
It follows from the second property in Proposition 5.9 (5) that α(c) ≤ c(Lη) and
this concludes the proof. 
Alternative Proof II. Let γ be any closed curve and let µγ be the probability
measure evenly distributed on it (see Addendum 4C). Let k ≥ c(Lη). It follows
from the definition of c(Lη) that ALη+k(µγ) ≥ 0 and therefore ALη (µγ) ≥ −k. It
follows from the definition of holonomic measure then, that for any µ holonomic
probability measure, we have ALη (µ) ≥ −k. Taking the infimum over all holonomic
measure and using the result mentioned in iv) in Addendum 4C, we can conclude
that −α(c) ≥ −k. Since this holds for all k ≥ c(Lη), we obtain: α(c) ≤ c(Lη).
To prove the reversed inequality, observe that if k < c(Lη), then there exists γ
closed curve such that ALη+k(γ) < 0. Therefore, if µγ is the associated holonomic
measure we obtain:
−α(c) ≤ ALη (γ) < −k .
Since this holds for all k < c(Lη), we conclude that α(c) ≥ c(Lη). 
The proof of Property (1) is essentially similar to the (first) proof of Proposition
5.24. We shall prove this more general result, due to Ricardo Mañé [35] (see also
[14, Theorem IV]).
Proposition 5.26 (Property (1)). µ ∈M(L) is c-action minimizing if and only if
suppµ ⊆ A˜c. In particular, M˜c ⊆ A˜c.
Proof. Since A˜c is closed, it is sufficent to prove the results only for the ergodic
measures.
[⇐=] Let µ ∈ M(L) be ergodic and suppose that suppµ ⊆ A˜c. Applying the
ergodic theorem, we know that for a µ-generic point (x, v) in the support of µ, there
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exists a sequence of times Tn → +∞ such that ΦLTn(x, v) → (x, v) as Tn → +∞
and ∫
Lη dµ = lim
n→+∞
1
Tn
∫ Tn
0
Lη(Φ
L
t (x, v)) dt.
Then, using the fact that orbits in the support of this measure are semi-static and
that α(c) = c(Lη), we obtain:∫
Lη + α(c) dµ =
∫
Lη + c(Lη) dµ =
= lim
n→+∞
1
Tn
∫ Tn
0
Lη(Φ
L
t (x, v)) + c(Lη) dt =
= lim
n→+∞
−φη,c(Lη)(pi(ΦLTn(x, v)), x)
Tn
= 0,
where in the last equality we used that φη,c(Lη) is bounded on M ×M (being Lips-
chitz on a compact manifold). Therefore
∫
Lη dµ ≤ −α(c) and from the definition
of α(c), it follows that
∫
Lη dµ = −α(c), i.e., µ is c-action minimizing.
[=⇒] We shall use the above mentioned version of the ergodic theorem (see
Lemma 5.25).
Let µ be a c-action minimizing ergodic measure, i.e.,∫
(Lη(x, v) + α(c)) dµ = 0.
Applying the above Lemma with F = Lη+α(c) and X = TM , we obtain that there
exists a µ-full measure set A such that if (x, v) ∈ A, then there exists a sequence
Tn → +∞ such that
d((x, v),ΦLTn(x, v))
n→+∞−→ 0 and
∫ Tn
0
(
L(ΦLt (x, v)) + α(c)
)
dt
n→+∞−→ 0 .
Then, let a > 0 and recall that α(c) = c(Lη):
φη,c(Lη)(x, pi(Φ
L
a (x, v))) + φη,c(Lη)(pi(Φ
L
a (x, v)), x) =
= lim
n→∞
(
φη,c(Lη)(x, pi(Φ
L
a (x, v))) + φη,c(Lη)(pi(Φ
L
a (x, v)), pi(Φ
L
Tn(x, v)))
) ≤
≤ lim
n→∞
∫ Tn
0
(
Lη(Φ
L
t (x, v)) + c(Lη)
)
dt =
≤ lim
n→∞
∫ Tn
0
(
Lη(Φ
L
t (x, v)) + α(c)
)
dt = 0.
Recalling property (5) in Proposition 5.9, we can conclude that for any a > 0:
φη,c(Lη)(x, pi(Φ
L
a (x, v))) + φη,c(Lη)(pi(Φ
L
a (x, v)), x) = 0
and therefore the orbit through the point (x, v) is c-static. Since the points for
which this reasoning can be applied are dense in the support of µ and A˜c is closed,
then we prove the claim: suppµ ⊆ A˜c. 
Remark 5.27. Looking at the proof of Proposition 5.26, it is quite easy to see that
we actually proved that: if µ ∈M(L) is such that suppµ ⊆ N˜c, then µ is c-action
minimizing (check that the same proof still works in this case). In fact, one can
prove this stronger version:
Proposition 5.28. µ ∈M(L) is c-action minimizing if and only if suppµ ⊆ N˜c.
We shall deduce such a proposition from the fact (to be proved later in Section
6, Proposition 6.33) that the “non-wandering set” of the Mañé’ set is contained in
the Aubry set (see also [14, Theorem V.c]).
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It is also quite easy to check that orbits in the Mañé (resp. Aubry) set are
asymptotic to the Mather set.
Proposition 5.29. If γ : R −→M is a c semi-static curve, then
lim inf
t→±∞ d(γ(t),Mc) = 0.
Proof. Let T ≥ 1 and consider the probability measure µT evenly distributed
along the piece of curve {(γ(t), γ˙(t)) : t ∈ [0, T ]} (for a definition, for instance, the
reader may check the proof of Proposition 4.1). The Lagrangian actions of these
measures are equi-bounded (we use here that the orbit is semi-static):
ALη (µT ) =
1
T
∫ T
0
Lη(γ(t), γ˙(t)) dt =
φη,c(Lη)(γ(0), γ(T ))
T
− c(Lη) ≤
≤ max
M×M
φη,c(Lη)(x, y)− c(Lη) <∞ .
Therefore, this family of measures is pre-compact with respect to the weak∗ topol-
ogy. Let us consider any converging subsequence µTk → µ, with Tk → +∞. Then,
µ is invariant (see, again, the proof of Proposition 4.1) and:∫
Lηdµ = lim
k→∞
∫
Lηdµk = lim
k→∞
φη,c(Lη)(γ(0), γ(T ))
T
− c(Lη) =
= −c(Lη) = −α(c).
Therefore, µ is c-action minimizing. 
Finally, we prove the most important result of this theory: the graph property
of the Mather and Aubry sets, respectively, Property (5) and (6) in the diagram
(see also Theorem 4.12). Because of the inclusion proved in Proposition 5.26, it is
sufficient to prove it for the Aubry set.
Theorem 5.30 (Mather’s graph theorem, [42]). (Property (6)) pi|A˜c is an
injective mapping of A˜c into M , and its inverse (pi|A˜c)−1 : Ac −→ A˜c is Lipschitz.
The proof of this theorem will be based on the following “crossing” Lemma,
proved by Mather in [42] (to which we refer the reader for a complete proof).
Lemma 5.31 (Mather’s crossing lemma, [42]). Let K > 0. There exist ε, δ, ϑ >
0, C > 0 such that if α, β : [−ε, ε] −→ M are solutions of the Euler-Lagrange
equation with ‖(α(0), α˙(0))‖ ≤ K, ‖(β(0), β˙(0))‖ ≤ K and
d(α(0), β(0)) ≤ δ and d
(
(α(0), α˙(0)), (β(0), β˙(0))
)
> Cd(α(0), β(0)),
then there exist C1 curves a, b : [−ε, ε] −→M with end-points a(−ε) = α(−ε), a(ε) =
β(ε) and b(−ε) = β(−ε), b(ε) = α(ε) such that:
ALη (α) +ALη (β)−ALη (a)−ALη (b) ≥ ϑ d
(
(α(0), α˙(0)), (β(0), β˙(0))
)2
> 0 .
a
b
α
β
rα(−ε) rβ(ε)
r
β(−ε)
r
α(ε)
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Proof. [Theorem 5.30] We shall first use Lemma 5.31 to prove the Lipschitz
property and then the rest will be just a consequence of this property. Let choose
K := maxA˜c ‖(x, v)‖ (this is finite since A˜c is compact) and let ε, δ, ϑ, C be as in
Lemma 5.31. Then, we shall prove that: if (x1, v1), (x2, v2) ∈ A˜c are such that
d(x1, x2) ≤ δ, then d ((x1, v1), (x2, v2)) ≤ Cd(x1, x2).
Suppose by contradiction that d ((x1, v1), (x2, v2)) > Cd(x1, x2) and consider the
flow lines through these points, namely α(t) := ΦLt (x1, v1) and β(t) := ΦLt (x2, v2).
They satisfy the hypothesis of Lemma 5.31 (with our choice of K) and hence we
can deduce the existence of two other curves a, b : [−ε, ε] −→ M with end-points
a(−ε) = α(−ε), a(ε) = β(ε) and b(−ε) = β(−ε), b(ε) = α(ε), such that:
ALη (a) +ALη (b) < ALη (α) +ALη (β).
But then:
φη,c(Lη)(a(−ε), a(ε)) + φη,c(Lη)(b(−ε), b(ε)) ≤
≤ ALη (a) +ALη (b) < ALη (α) +ALη (β) =
= −φη,c(Lη)(α(ε), α(−ε))− φη,c(Lη)(β(ε), β(−ε)) .
where in the last equality we used that α and β are c-semistatic. The above
inequality and the triangle inequality for φη,c(Lη) (see Proposition 5.9 (1)) lead
to a contradiction to Proposition 5.9 (5):
φη,c(Lη)(α(−ε), β(ε)) = φη,c(Lη)(a(−ε), a(ε)) <
< − (φη,c(Lη)(b(−ε), b(ε)) + φη,c(Lη)(α(ε), α(−ε)) + φη,c(Lη)(β(ε), β(−ε))) =
= − (φη,c(Lη)(β(−ε), α(ε)) + φη,c(Lη)(α(ε), α(−ε)) + φη,c(Lη)(β(ε), β(−ε))) ≤
≤ − (φη,c(Lη)(β(−ε), α(−ε)) + φη,c(Lη)(β(ε), β(−ε))) ≤
≤ −φη,c(Lη)(β(ε), α(−ε)) .
Therefore the inverse of the projection is locally Lipschitz and this concludes the
proof. 
Remark 5.32. (i) Actually it follows from the proof (in the choice of K) that
the graphs of the Aubry sets (or Mather sets) corresponding to compact sets of
cohomology classes, are equi-Lipschitz.
(ii) An alternative proof of the graph property will be presented in Section 6,
following Fathi’s weak KAM theory.
One can show several other properties of these sets. For instance, we have
remarked that the Mather sets, being the support of invariant probability measures,
are recurrent under the flow. This is not true anymore for the Aubry and Mañé sets,
but something can still be said. Let us first recall the definition of ε-pseudo orbit.
Given a (compact) metric space X and a flow ϕ on it, we say that there exists an ε-
pseudo orbit between two points x, y ∈ X, if we can find {xn}kεn=0 ⊂ X and positive
times t1, . . . , tkε > 0 such that x0 = x, xkε = y and dist
(
ϕti+1 (xi) , xi+1
) ≤ ε for
all i = 0, . . . , kε.
Proposition 5.33. (i) ΦL
∣∣N˜c is chain transitive, i.e., for each ε > 0 and for all
(x, v), (y, w) ∈ N˜c, there exists an ε-pseudo-orbit for the flow ΦL connecting them.
(ii) ΦL
∣∣A˜c is chain recurrent, i.e., for each ε > 0 and for all (x, v) ∈ A˜c, there
exists an ε-pseudo-orbit for the flow ΦL connecting (x, y) to itself.
The proof of this result can be found for instance in [14, Theorem V]
As a consequence of the chain-transitivity it follows that the Mañé set must be
connected (the Aubry set in general not).
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Corollary 5.34. The Mañé set is connected
ADDENDA
5.A - Some topological and symplectic properties of these sets
In this Addendum we want to discuss (without any proof) some topological and
symplectic properties of the Aubry and Mañé sets, similar to what we have alread
seen and proved for the Mather sets.
In Section 5, Proposition 4.27, we had related the intersection of Mather sets
corresponding to different cohomology classes, to the “flatness” of the α function.
The same result holds for the Aubry set and has been proved by Daniel Massart
in [37, Proposition 6]. However, the proof in this case is less straightforward and
more involved.
Proposition 5.35 (Massart, [37]). Let c ∈ H1(M ;R) and denote by Fc maximal
face of the epigraph of α containing c in its interior.
(i) If a cohomology class c1 belongs Fc, then Ac ⊆ Ac1 . In particular, if c1 belongs
to the interior of Fc, then they coincide, i.e., Ac = Ac1 .
(ii) Conversely, if two cohomology classes c and c1 are such that A˜c∩A˜c1 6= ∅, then
for each λ ∈ [0, 1] we have α(c) = α(λc + (1 − λ)c1), i.e., the epigraph of α has a
face containing c and c1.
In particular, Massart proved that it is possible to relate the dimension of a “face”
of the epigragph of the α-function to the topological complexity of the Aubry sets
corresponding to cohomologies in that face (see [37, Theorem 1]). More precisely, for
any sufficiently small ε > 0, let us define Cc(ε) be the set of integer homology classes
which are represented by a piecewise C1 closed curve made with arcs contained in
Ac except for a remainder of total length less than ε. Let Cc :=
⋂
ε>0 Cc(ε). Let
Vc be the space spanned in H1(M ;R) by Cc. Note that Vc is an integer subspace of
H1(M ;R), that is it has a basis of integer elements (images in H1(M ;R) of elements
in H1(M ;Z)).
We denote by:
- Fc the maximal face (flat piece) of the epigraph of α, containing c in its interior;
- Vect Fc the underlying vector space of the affine subspace generated by Fc in
H1(M ;R);
- V ⊥c the vector space of cohomology classes of C1 1- forms that vanish on Vc;
- Gc the vector space of cohomology classes of C1 1-forms that vanish in TxM for
each x ∈ Ac;
- Ec the space of cohomology classes of 1-forms of class C1, the supports of which
are disjoint from Ac.
Theorem 5.36 (Massart, [37]). Ec ⊆ VectFc ⊆ Gc ⊆ V ⊥c .
Moreover, as we have already proved for the Mather sets (see Addendum 4A,
Proposition 4.33), also these sets are symplectic invariant. The same holds also for
these other sets, but the proof in this case is definitely less trivial and requires a
more subtle study of these action-minimizing orbits. It can be deduced, for instance,
as a special case of [8, Theorem 1.10] (which also applies to the non-autonomous
case). Let us denote by A∗c(H) and N ∗c (H) the Aubry and Mañé sets associated to a
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Tonelli Hamiltonian H (in the sense of the Legendre transform of the corresponding
ones for the associated Lagrangian). Then:
Theorem 5.37 (Bernard, [8]). Let L : TM −→ R be a Tonelli Lagrangian and
H : T∗M −→ R the associated Hamiltonian. If Φ : T∗M −→ T∗M is an exact
symplectomorphism, then
A∗c(H ◦ Φ) = Φ−1 (A∗c(H)) and N ∗c (H ◦ Φ) = Φ−1 (N ∗c (H)) .
This result can be easily extended to non-exact symplectomorphisms, using
Lemma 4.30 (as we have already done in the case of Proposition 4.31).
Theorem 5.38. Let L : TM −→ R be a Tonelli Lagrangian and H : T∗M −→ R
the associated Hamiltonian. If Ψ : T∗M −→ T∗M is a symplectomorphism of class
[Ψ], then
A∗c(H ◦Ψ) = Ψ−1
(
A∗c+[Ψ](H)
)
and N ∗c (H ◦Ψ) = Ψ−1
(
N ∗c+[Ψ](H)
)
.
Remark 5.39. More geometric proofs of this result can be obtained using weak
KAM theory, for instance [54, Lemma 1] (it does not apply to all symplectomor-
phism, but only to those that are Hamiltonianly isotopic to the identity) and [12].
See also [50].
5.B - An example: the simple pendulum II
In Addendum 4.B we discussed the Mather sets, the α-function and the β-
function, in the case of the special case of a simple pendulum, described by the
Lagrangian:
L : TT −→ R
(x, v) 7−→ 1
2
|v|2 + (1− cos(2pix)).
In particular we proved that:
• For all − 4pi ≤ c ≤ 4pi , M˜c = {(0, 0)};
• if c > 4pi ,
M˜±c = {(x, v) : v = ±
√
2[(1 + α(c))− cos(2pix)], ∀x ∈ T}.
We want to see which are the Mañé and Aubry sets in this case. Let us start
recalling the following fact, that we have proved, in a slightly different form, in
Section 3.
Proposition 5.40. Let Λ be a c-invariant (Lipschitz) Lagrangian graph in T∗M .
Then, the projection on TM of each orbit on Λ is c semi-static.
See for instance [24]. The proof is essentially the same as Proposition 3.8 (see
also Remarks 3.9 (ii) and 5.14 (iii)). The proof extends to the case of Lipschitz
c-Lagrangian graphs (i.e., Lipschitz sections that are locally the graph of closed
1-forms of cohomology class c). Observe in fact that also in the Lipschitz case, the
Hamiltonian keeps constant on invariant Lagrangian graphs (see for instance [54]).
Hence, it follows from Proposition 5.40 that for c > 4pi ,
N˜±c ⊇ {(x, v) : v = ±
√
2[(1 + α(±c))− cos(2pix)], ∀x ∈ T} = M˜±c.
In fact, it is easy to check that {(x, v) : v = ±√2[(1 + α(c))− cos(2pix)], ∀x ∈ T}
is the graph of a closed 1-form of cohomology class ±c (the cohomology is just the
signed area enclosed between this graph and the x-axis). See also the discussion in
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Addendum 4.B.
Moreover, N˜±c must be equal to M˜±c, since it is connected (Corollary 5.34) and it
must be contained in the energy level corresponding to the value α(±c). Therefore,
recalling the inclusions in Theorem 5.21, we can conclude that
N˜±c = A˜±c = M˜±c for all c > 4
pi
.
Let us see what happens for |c| ≤ 4pi . Observe that they all correspond to the
same energy level, namely the one of the separatrices (α(c) = 0 in this case). In
this energy level there are exactly three orbits:
- The fixed point (0, 0), i.e., γ0(t) ≡ 0.
- The upper separatrix γ+; for instance let us choose the parametrization
given by
γ+(t) = pi
(
ΦLt (1/2, 2)
)
.
- The lower separatrix γ−; for instance let us choose the parametrization
given by
γ−(t) = pi
(
ΦLt (1/2,−2)
)
.
Observe that because of the symmetry of L and the chosen parametriza-
tions, we have that γ+(t) = γ−(−t) for all t ∈ R.
First of all, let us show that for |c| < 4pi , neither γ+ or γ− can be c semi-
static. In fact, let us consider a |c|-closed 1-form ηc whose graph is contained in
the region between the separatrices . This is possible since c is less than 4/pi and
the cohomology represents the signed area of the region between the curve and the
x-axis. Moreover, since |c| is strictly less that 4/pi, there will be a positive measure
subset of T on which H(x, ηc(x)) < 0.
If γ+ were c-semistatic (similarly for γ−), then using that γ+ is asymptotic in the
past and in the future to 0, that α(c) = 0 and that the Mañé potential φηc,0 is
Lipschitz continuous (Proposition 5.9 (3)), we obtain:
φηc,0(0, 0) = lim
T→+∞
φηc,0(γ+(−T ), γ+(T )) =
= lim
T→+∞
∫ T
−T
Lηc(γ+(t), γ˙+(t)) dt =
≥ lim
T→+∞
∫ T
−T
(
ηc(γ+(t)) · γ˙+(t)−H(γ+(t), ηc(γ+(t)))
)
dt =
= − lim
T→+∞
∫ T
−T
H(γ+(t), ηc(γ+(t))) dt > 0
where the third inequality comes from Fenchel-Legendre inequality and the last one
from the fact that there exists a positive measure set of T in whichH(γ+(t), ηc(γ+(t)))
is strictly negative. But this leads to a contradiction, since the action of the con-
stant path γ0 is zero: ALηc (γ0) = 0.
We have just proved that (use also Theorem 5.21):
N˜c = A˜c = M˜c = {(0, 0)} for all |c| < 4
pi
.
Finally, let us consider the case c± := ± 4pi . As above, it follows from Proposition
5.40 (taking the graphs of the separatrices as invariant Lipschitz Lagrangian graphs)
that:
N˜c± = {(x, v) : v = ±
√
2[1− cos(2pix)], ∀x ∈ T} ⊃ M˜c± .
We want to show that also in this case A˜c± = N˜c± (but observe that this time they
contain the Mather set properly). Let us denote by η± the closed 1-forms given
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by the graphs of (respectively) the upper and lower separatrix. We have already
pointed out that [η±] = c±. The key observation is the following lemma.
Lemma 5.41. For every x, y ∈ T we have φη+,0(x, y) = −φη−,0(y, x).
Observe that it follows immediately from this Lemma that the upper (resp.
lower) separatrix is not only c+ semi-static (resp. c− semi-static), but it is indeed
c+ static (resp. c− static). Therefore, N˜c± = A˜c± .
Proof. The above equality is always true if x = y (see Proposition 5.9 (4)). Suppose
without any loss of generality that x < y and let S < T such that γ+(S) = x =
γ−(−S) and γ+(T ) = y = γ−(−T ) (this is true only for the parametrization that
we chose above). Now, using that these curves are semi-static (for their respective
cohomologies), the symmetry of L, the relation between γ+ and γ− and the fact
that η+ = −η−, we obtain:
φη+,0(x, y) =
∫ T
S
(
L(γ+(t), γ˙+(t))− η+(γ+(t)) · γ˙+(t)
)
dt =
=
∫ T
S
(
L(γ−(−t),−γ˙−(−t)) + η−(γ−(t)) · (−γ˙−(−t))
)
dt =
= −
∫ −S
−T
(
L(γ−(s), γ˙−(s))− η−(γ−(s)) · γ˙−(s)
)
dt =
= −φη−,0(y, x) .

Summarising:
• For c > 4pi :
N˜±c = A˜±c = M˜±c = ±
√
2[(1 + α(c))− cos(2pix)], ∀x ∈ T} .
• For |c| < 4pi :
N˜c = A˜c = M˜c = {(0, 0)} .
• For c± = ± 4pi :
N˜c± = A˜c± = {(x, v) : v = ±
√
2[1− cos(2pix)], ∀x ∈ T} ⊃ M˜c± = {(0, 0)}.
Remark 5.42. (i) For c± = ± 4pi we have examples in which the Mather set is
strictly contained in the Aubry and Mañé sets.
(ii) In all the above examples, the Aubry set coincides with the Mañé set. However
it is possible to find examples in which this is not anymore true. For instance,
consider the double covering 2T of T and let ρ : 2T −→ T be the covering map. Let
us lift the Lagrangian of the simple pendulum to a Lagrangian L˜ on T(2T), given
by L˜(x˜, v) = L(ρ(x˜), v). Observe that one can equivalently consider the system on
TT given by L(x, v) = 12 |v|2 −
(
cos(4pix)− 1). One can verify that (we specify the
dependence on the Lagrangian and consider the projected sets):
• M0(L˜) = ρ−1 (M0(L)) = ρ−1 ({0}) = {0, 1/2}.
• A0(L˜) = ρ−1 (A0(L)) = ρ−1 ({0}) = {0, 1/2}.
This result is true in general when we consider a finite covering (see [17, Lemma
2.3]). However, the same is not true anymore for the Mañé set. In fact, one can
check that the four separatrices connecting the two minimizing fixed points are all
0-semistatic and therefore:
N0(L˜) = 2T ⊃ {0, 1
2
} = ρ−1 (N0(L)) .
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Figure 3. The two invariant Lagrangian graphs Λ1 (continuous
line) and Λ2 (dashed line) for the “lifted” pendulum on 2T.
In fact, it is easy to verify that the lifted system has two exact invariant Lagrangian
graphs (zero-cohomology = zero area) made by the lifts of the separatrices (com-
bined so to enclose zero area). Therefore, the lifts of the separatrices are 0 semi-
static (since they are contained on 0-Lagrangian graphs), but they are not 0-static
(see figure 3).
5.C - Mather’s approach: Peierls’ Barrier
In this addendum we want to describe Mather’ original approach to the study of
action-minimizing curves. As far as the definition of the Mañé set is concerned, it
is pretty much the same as the one we have described before. The main difference
is in the definition of the Aubry set. In fact, Mather’s original definition considered
what he called c-regular-minimizers. We shall see that they indeed coincide with
c-static curves.
The main ingredient in Mather’s approach is the notion of Peierls Barrier, in-
troduced in [44].2
For t > 0 and x, y ∈M , let us consider :
hη,t(x, y) = min
∫ t
0
Lη(γ(s), γ˙(s)) ds ,(24)
where the minimum is taken over all piecewise C1 paths γ : [0, t] −→ M , such
that γ(0) = x and γ(t) = y. This minimum is achieved because of Tonelli theorem
(Theorem 5.1). We define the Peierls barrier as:
hη(x, y) = lim inf
t→+∞ (hη,t(x, y) + α(c)t) .(25)
Remark 5.43. (i) Observe that hη does not depend only on the cohomology class
c, but also on the choice of the representative η; namely, if η′ = η + df , then
hη′(x, y) = hη(x, y) + f(y) − f(x). Anyhow, this dependence will not be harmful
for what we are going to do in the following (it will not change the set of action-
minimizing curves).
(ii) The main difference between Peierls barrier and Mañé potential is that in this
2The function that we are defining here is a actually a slight generalization of h∞c defined in
[44]. Pay attention that throughout this article, the sign of the α function is wrong: wherever
there is α(c), it should be substituted by −α(c).
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case we consider curves defined over longer and longer time intervals. In particular,
it is easy to check that:
hη(x, y) ≥ φη,α(c)(x, y) ∀ x, y ∈ M.
(iii) This function hη is a generalization of Peierls Barrier introduced by Aubry
[3] and Mather [39, 41, 43] in their study of twist maps. In some sense we are
comparing, in the limit, the action of Tonelli minimizers of time length T with the
corresponding average c-minimimal action −α(c)T . Remember, in fact, that −α(c)
is the “average action” of a c-minimal measure.
(iv) Albert Fathi [22] showed that - in the autonomous case - this lim inf can
be replaced with a lim. This is not generally true in the non-autonomous time-
periodic case (see for instance [25] for some counterexamples); Tonelli Lagrangians
for which this convergence result holds are called regular. Patrick Bernard [5]
showed that under suitable assumptions on the Mather set it is possible to prove
that the Lagrangian is regular. For instance, if the Mather set M˜c is union of 1-
periodic orbits, then Lη is regular. This problem turned out to be strictly related to
the convergence of the so-called Lax-Oleinik semigroup (see [22] for its definition).
Analogously to Proposition 5.9, one can prove the following.
Proposition 5.44. The values of the map hη are finite. Moreover, the following
properties hold:
i) for each x, y, z ∈M and t > 0
hη(x, y) ≤ hη(x, z) + hη,t(z, y) + α(c)t;
ii) for each x, y, z ∈M , hη(x, y) ≤ hη(x, z) + hη(z, y).
iii) for each x, y, z ∈M , hη(x, y) ≤ hη(x, z) + φη,α(c)(z, y).
iv) for each x, y, z ∈M and t > 0
hη(x, y) ≤ hη(x, z) + hη,t(z, y) + α(c)t;
v) for each x ∈M , hη(x, x) ≥ 0;
vi) for each x, y ∈M , hη(x, y) + hη(y, x) ≥ 0.
It is interesting to consider the following symmetrization:
δc : M ×M −→ R
(x, y) 7−→ hη(x, y) + hη(y, x).(26)
Observe that this function does now depend only on the cohomology class c and
moreover it is non-negative, symmetric and satisfies the triangle inequality.
An interesting property of δc is the following (see [44, Section 8]). If d denotes the
distance induced on M by the Riemannian metric g, then there exists C > 0 such
that for each x, y ∈M we have
δc(x, y) ≤ Cd(x, y)2.
Remark 5.45. The same estimate continues to be true for the non-autonomous
time-periodic case. In this case we have that
δc((x, τ0), (y, τ1)) ≤ C[d(x, y) + ‖τ1 − τ0‖]2
for each (x, τ0), (y, τ1) ∈ Ac, where
‖τ1 − τ0‖ = inf {|t1 − t0| : ti ∈ R, ti ≡ τi (mod. 1), i = 0, 1} .
Let us see now some relation between this Peierls barrier (or equivalently δc)
and c-action minimizing curves. Let γ : R −→ M be a c-minimizer and consider
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xα, x
′
α in the α-limit set
3 of γ and xω, x′ω in the ω-limit set
4 of γ. John Mather
in [44, Section 6] proved that δc(xα, x′α) = δc(xω, x′ω) = 0. In general, it is not
true that δc(xα, xω)=0; what one can prove is that this value does not depend on
the particular xα and xω, i.e., δc(xα, xω) = δc(x′α, x′ω): it is a property of the
limit sets rather than of their elements. Nevertheless, there will exist particular
c-minimizers for which this value is equal to 0 and these will be the c-minimizers
that we want to single out.
Definition 5.46 (c-regular minimizers). A c-minimizer γ : R −→ M is called
a c-regular minimizer, if δc(xα, xω) = 0 for each xα in the α-limit set of γ and xω
in the ω-limit set of γ.
Mather defined the Aubry set as the union of the support of all these c-regular
minimizers.
Definition 5.47 (Aubry set). The Aubry set (with cohomology class c) is:
A˜c =
⋃
{(γ(t), γ˙(t)) : γ is a c-regular minimizer and t ∈ R} .
it turns out that this set coincides exactly with the one that we have defined in
Section 5. In fact, one ca prove that:
Proposition 5.48. γ is a c-regular minimizer of L if and only if γ is a c-static
curve of L.
A proof of this can be found in [22, Proposition 9.2.5]. The essential ingredient
is that φη,α(c)(x, y) = hη(x, y) if x, y ∈ Ac (see also Remark 6.28).
Moreover, one can also provide another alternative definition of the (projected)
Aubry set:
Proposition 5.49 (See [22, Proposition 5.3.8]). The following properties are equiv-
alent.
i) x ∈ Ac;
ii) hη(x, x) = 0;
iii) there exists a sequence of absolutely continuous curves γn : [0, tn] → M
such that:
- for each n, we have γn(0) = γn(tn) = x;
- the sequence tn → +∞, as n→ +∞;
- as n→ +∞, ∫ tn
0
Lη(γn(s), γ˙n(s)) ds+ α(c)tn → 0.
Remark 5.50. (i) Therefore, the Aubry set consists of points that are contained in
loops with period as long as we want and action as close as we want to the minimal
average one.
(ii) Moreover, it follows from ii) in Proposition 5.49 that δc is a pseudometric on
the projected Aubry set
Ac = {x ∈M : δc(x, x) = 0} .
(iii) One can easily construct a metric space out of (Ac, δc). We call quotient Aubry
set the metric space (A¯c, δ¯c) obtained by identifying two points in Ac, if their δc-
pseudodistance is zero. This set plays quite an interesting role in the study of the
dynamics; see for example [46, 47, 53, 23] for more details.
3 Recall that a point z is in the α-limit set of γ, if there exists a sequence tn → −∞ such that
γ(tn)→ z.
4 Recall that a point z is in the ω-limit set of γ, if there exists a sequence tn → +∞ such that
γ(tn)→ z.
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6. Weak KAM theory
Another interesting approach to the study of these invariant sets is provided by
the so-called weak KAM theory, which represents the functional analytical coun-
terpart of the variational methods discussed in the previous sections. In section 3
in fact, we pointed out the relation between KAM tori (or more generally, invari-
ant Lagrangian graphs) and classical solutions and subsolutions of Hamilton-Jacobi
equation (see Remark 3.2 (iv)). This approach that we are going to describe, will be
based on studying “weak” (non-classical) solutions of Hamilton-Jacobi equation and
some special class of subsolutions (critical subsolutions). From a more geometrical
point of view, this can be interpreted as the study of particular Lagrangian graphs
(not necessarily invariant) and their non-removable intersection (see also [50]). This
point of view makes this approach particularly interesting, since it relates the dy-
namics of the system to the geometry of the space and might potentially open the
way to a “symplectic” definition of Aubry-Mather theory (see also Sections 4A, 5A
and [8, 54, 12]).
In this section we want to provide a brief presentation of this theory, omitting most
of the proofs, for which we refer the reader to the excellent - and self-contained -
presentation [22].
The main object of investigation is represented by Hamilton-Jacobi (H-J) equa-
tion:
Hη(x, dxu) = H(x, η(x) + dxu) = k ,
where η is a closed 1-form on M with a certain cohomology class c. Observe that
considering H-J equations for different 1-forms corresponding to different cohomol-
ogy classes, is equivalent to Mather’s idea of changing Lagrangian (see section 4).
From now on, we shall consider L to be a Tonelli Lagrangian on a compact
manifold M and H its associated Hamiltonian. Let us fix η to be a closed 1-form
on M with cohomology class c, and, as before, denote by Lη and Hη the modified
Lagrangian and Hamiltonian. In classical mechanics, one is interested in studying
solutions of this equation, i.e., C1 functions u : M → R such that Hη(x, dxu) = k.
It is immediate to check that for any given cohomology class there exists at most
one value of k for which these C1 solutions may exist. In fact, it is enough to observe
that if u and v are two C1 functions on a compact manifold, there will exist a point
x0 at which their differentials coincide (take any critical point of u− v). We shall
see (Theorem 6.16) that this value of k for which solutions may exist, coincides
with α(c) or Mañé critical value c(Lη) (defined in sections 4 and 5).
Remark 6.1. The existence of such solutions has significant implications to the
dynamics of the system and it is, consequently, quite rare. In particular, they
correspond to Lagrangian graphs, which are invariant under the Hamiltonian flow
ΦHt (Hamilton-Jacobi theorem). For instance, in the case of M = Td and nearly-
integrable systems these solutions correspond to KAM tori (this might give an idea
of their rareness).
One of the main results of weak KAM theory is that, in the case of Tonelli
Hamiltonians, a weaker kind of solutions do always exist. In the following we are
going to define these generalized solutions and their relation with the dynamics of
the system. It is important to point out that one of the main ingredient in the
proof of all these results is provided by Fenchel inequality (cf. 3 in Section 2).
Let us start by generalizing the concept of subsolution. In the C1-case it is easy
to check - using Fenchel inequality - that the following property holds (the proof is
essentially the same as for (8) in Section 3).
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Proposition 6.2. Let u : M → R be C1; u satisfies H(x, η(x) + dxu) ≤ k for all
x ∈M if and only if for all a < b and γ : [a, b]→M
u(γ(b))− u(γ(a)) ≤
∫ b
a
Lη(γ(t), γ˙(t)) dt+ k(b− a).
This last inequality provides the ground for to a definition of subsolution in the
C0-case.
Definition 6.3 (Dominated functions). Let u : M → R be a continuous func-
tion; u is dominated by Lη + k, and we shall write u ≺ Lη + k, if for all a < b and
γ : [a, b]→M
u(γ(b))− u(γ(a)) ≤
∫ b
a
Lη(γ(t), γ˙(t)) dt+ k(b− a).(27)
One can check that if u ≺ Lη + k then u is Lipschitz and its Lipschitz constant
can be bounded by a constant C(k) independent of u; in fact, it is sufficient to
apply the definition of dominated function with the speed-one geodesic connecting
any two points x and y and consider the maximum of L over the unit tangent ball
(see [22, Proposition 4.2.1 (iii)]). In particular, all dominated functions for values
of k in a compact set are equiLipschitz. On the other hand, it is easy to check that
each Lipschitz function is dominated by Lη + k, for a suitable k depending on its
Lipschitz constant: this shows that dominated functions exist.
Dominated functions generalize subsolutions of H-J to the continuous case. In fact:
Proposition 6.4 (see [22, Theorem 4.25]). If u ≺ Lη + k and dxu exists, then
H(x, η(x)+dxu) ≤ k. Moreover, if u : M → R is Lipschitz and H(x, η(x)+dxu) ≤ k
a.e., then u ≺ Lη + k.
Remark 6.5. Using the fact that any Lipschitz function is differentiable almost
everywhere (Rademacher theorem), one could equivalently define subsolutions in
the following way: a locally Lipschitz function u : M −→ R is a subsolution of
Hη(x, dxu) = k, with k ∈ R, if Hη(x, dxu) ≤ k for almost every x ∈M .
Remark 6.6. One interesting question is: for which values of k do there exist
functions dominated by Lη + k (or equivalently subsolutions of H(x, η(x) + dxu) =
k)? It is possible to show that there exists a value kc ∈ R such thatH(x, η+dxu) = k
does not admit any subsolution for k < kc, while it has subsolutions for k ≥ kc, see
[32, 22]. In particular, if k > kc there exist C∞ subsolutions. It turns out that the
constant kc coincides with α(c) and the Mañé’s critical value (where c = [η]). See
[15, 22].
Functions corresponding to this “critical domination” play an important role,
since they encode significant information about the dynamics of the system.
Definition 6.7 (Critical subsolutions). A function u ≺ Lη + α(c) is said to
be critically dominated. Equivalently, we shall also call it an η-critical subsolution,
since H(x, η(x) + dxu) ≤ α(c) for almost every x ∈M .
Remark 6.8. The above observation provides a further definition of α(c):
α(c) = inf
u∈C∞(M)
max
x∈M
H(x, η(x) + dxu) .
This theorem has been proven in [15, Theorem A] (see also in [22]). This infimum is
not a minimum, but it becomes a minimum over the set of Lipschitz functions onM
(also over the smaller set of C1,1 functions, see the addendum at the end of this sec-
tion and [26, 6]). This characterization has the following geometric interpretation.
If we consider the space T∗M equipped with the canonical symplectic form, the
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graph of the differential of a C1 η-critical subsolution (plus the 1-form η) is nothing
else than a c-Lagrangian graph (i.e., a Lagrangian graph with cohomology class
c). Therefore Mañé c-critical energy level E∗c = {(x, p) ∈ T∗M : H(x, p) = α(c)}
corresponds to a (2d− 1)-dimensional hypersurface, such that the region it bounds
is convex in each fiber and does not contain in its interior any c-Lagrangian graph,
while any of its neighborhoods does.
Analogously to what we have already seen for subsolutions, it would be interest-
ing to investigate if there existed an equivalent characterization of classical solutions
of Hamilton-Jacobi, that does not involve the regularity of the solution. This would
allow us to define “weak” solutions, that hopefully are not so rare as the classical
ones.
Let us now recall some properties of classical solutions, which will allow us to
provide a “weaker” definition of solution (the proof of this proposition is essentially
the same as for (8) in Section 3).
Proposition 6.9 (see [22, Theorem 4.1.10]). Let u : M → R a C1 function and
k ∈ R. The following conditions are equivalent:
(1) u is solution of H(x, η(x) + dxu) = k;
(2) u ≺ Lη +k and for each x ∈M there exists γx : (−∞,+∞)→M such that
γx(0) = x and for any [a, b]:
u(γx(b))− u(γx(a)) =
∫ b
a
Lη(γx(t), γ˙x(t)) dt+ k(b− a).
(3) u ≺ Lη + k and for each x ∈ M there exists γx : (−∞, 0] → M such that
γx(0) = x and for any a < b ≤ 0:
u(γx(b))− u(γx(a)) =
∫ b
a
Lη(γx(t), γ˙x(t)) dt+ k(b− a).
(4) u ≺ Lη + k and for each x ∈ M there exists γx : [0,+∞) → M such that
γx(0) = x and for any 0 ≥ a < b:
u(γx(b))− u(γx(a)) =
∫ b
a
Lη(γx(t), γ˙x(t)) dt+ k(b− a).
Inspired by this fact, let us consider the curves for which equality in (27) holds.
Definition 6.10 (Calibrated curves). Let u ≺ Lη + k. A curve γ : I → M is
(u, Lη, k)-calibrated if for any [a, b] ⊆ I
u(γ(b))− u(γ(a)) =
∫ b
a
Lη(γ(t), γ˙(t)) dt+ k(b− a).
These curves are very special curves and it turns out that they are orbits of the
Euler-Lagrange flow. In fact:
Proposition 6.11. If u ≺ Lη + k and γ : [a, b] → M is (u, Lη, k)-calibrated, then
γ is a c-Tonelli minimizer, i.e.,∫ b
a
Lη(γ(t), γ˙(t)) dt ≤
∫ b
a
Lη(σ(t), σ˙(t)) dt
for any σ : [a, b] → M such that σ(a) = γ(a) and σ(b) = γ(b). Most of all, this
implies that γ is a solution of the Euler-Lagrange flow and therefore it is Cr (if L
is Cr).
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The proof of this result is the same as the one of Proposition 3.8 (see also [22,
Proposition 4.3.2 and Corollary 4.3.3]).
Moreover, the following differentiability result holds.
Proposition 6.12 (see [22, Theorem 4.3.8]). Let u ≺ Lη + k and γ : [a, b] → M
be (u, Lη, k)-calibrated.
i) If dγ(t)u exists for some t ∈ [a, b], then H(γ(t), η(γ(t)) + dγ(t)u) = k and
dγ(t)u =
∂L
∂v
(γ(t), γ˙(t)).
ii) If t ∈ (a, b), then dγ(t)u exists.
Remark 6.13. Calibrated curves are “Lagrangian gradient lines” of gradLu (where
gradLu is a multivalued vector field given by the equation dxu =
∂L
∂v
(x, gradLu).
Therefore, there is only one possibility for calibrated curves, at each point of dif-
ferentiability of u.
This suggests the following definitions.
Definition 6.14 (weak KAM solutions). Let u ≺ Lη + k.
• u is a weak KAM solution of negative type (or backward Weak KAM solu-
tion) if for each x ∈M there exists γx : (−∞, 0]→M such that γx(0) = x
and γx is (u, Lη, k)-calibrated;
• u is a weak KAM solution of positive type (or forward Weak KAM solution)
if for each x ∈ M there exists γx : [0,+∞) → M such that γx(0) = x and
γx is (u, Lη, k)-calibrated.
Remark 6.15. Observe that any weak KAM solution of negative type u− (resp.
of positive type u+) for a given Lagrangian L, can be seen as a weak KAM solution
of positive type (resp. of negative type) for the symmetrical Lagrangian L˜(x, v) :=
L(x,−v).
Let us denote with S−η the set of Weak KAM solutions of negative type and S+η
the ones of positive types. Albert Fathi [19, 22] proved that these sets are always
non-empty.
Theorem 6.16 (Weak KAM theorem). There is only one value of k for which
weak KAM solutions of positive or negative type of H(x, η(x) + dxu) = k exist.
This value coincides with α(c), where α : H1(M ;R) → R is Mather’s α-function.
In particular, for any u ≺ Lη + α(c) there exist a weak KAM solution of negative
type u− and a weak KAM solution of positive type u+, such that u− = u = u+ on
the projected Aubry set Ac.
Therefore, for any given weak KAM solution of negative type u− (resp. of
positive type u+), there exists a weak KAM solution of positive type of positive
type u+ (resp. of negative type u−) such that u− = u+ on the projected Aubry set
Ac. In particular:
Proposition 6.17 (see [22, Theorem 4.12.6]). The projected Mather set Mc is
the uniqueness set for weak KAM solutions of the same type. Namely, if u−, v−
are weak KAM solutions of negative type (resp. u+, v+ are weak KAM solutions of
positive type) and u− = v− on Mc (resp. u+ = v+ on Mc), then they coincide
everywhere on M .
Two solutions u− and u+ that coincide on the (projected) Mather set are said
to be conjugate. We shall denote by (u−, u+) a couple of conjugate subsolutions.
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Let us try to understand the dynamical meaning of such solutions. Albert Fathi
[22] - using these generalized solutions - proved a weak version of Hamilton-Jacobi
theorem, showing the relation between these weak solutions and the dynamics of
the associated Hamiltonian system. We shall state it for weak KAM solution of
negative type, but - using remark 6.15 - one can deduce an analogous statement for
weak KAM solutions of positive type.
Theorem 6.18 (Weak Hamilton-Jacobi Theorem, [22, Theorem 4.13.2]). Let
u− : M → R be a weak KAM solution of negative type and consider
Graph(η + du−) := {(x, η(x) + dxu−), where dxu− exists}.
Then:
i) Graph(η + du−) is compact and is contained in the energy level E∗c =
{(x, p) ∈ T∗M : H(x, p) = α(c)};
ii) ΦH−t
(
Graph(η + du−)
)
⊆ Graph(η + du−) for each t > 0;
iii) M = pi
(
Graph(η + du−)
)
, where pi : T∗M → M is the canonical projec-
tion.
Moreover, let us define:
I∗(u−) :=
⋂
t≥0
ΦH−t
(
Graph(η + du−)
)
.
I∗(u−) is non-empty, compact and invariant under ΦHt . Furthermore, its “unstable
set” contains Graph(η + du−); i.e.,
Graph(η + du−) ⊆Wu (I∗(u−)) :=
{
(y, p) : dist
(
ΦH−t(y, p), I
∗(u−)
) t→+∞−→ 0} .
There is a relation between these invariant sets I∗(u−) (or I∗(u+)) and the
Aubry set A˜c (recall that I∗(u−), I∗(u+) ⊂ T∗M , while A˜c ⊂ TM).
Theorem 6.19.
A∗c := L
(
A˜c
)
=
⋂
u−∈S−η
I∗(u−) =
⋂
u−∈S−η
Graph(η + du−) =
=
⋂
u+∈S+η
I∗(u+) =
⋂
u+∈S+η
Graph(η + du+) =
=
⋂
(u−,u+)
{x ∈M : u−(x) = u+(x)},(28)
where L : TM → T∗M denotes the Legendre transform of L and (u−, u+) are con-
jugates solutions.
Since it is easier to work with subsolutions rather than weak solutions, we want
to discuss now how η-critical subsolutions, although they contain less dynamical
information than weak KAM solutions, can be used to characterize Aubry and
Mañé sets in a similar way.
Consider u ≺ Lη + α(c). For t ≥ 0 define
I˜t(u) :=
{
(x, v) ∈ TM : γ(x,v)(s) := piΦLs ((x, v)) is (u, Lη, α(c))− calibr. on (−∞, t]
}
.
We shall call the Aubry set of u: I˜(u) :=
⋂
t≥0 I˜t(u), that can be also defined as
I˜(u) :=
{
(x, v) ∈ TM : γ(x,v)(s) := piΦLs ((x, v)) is (u, Lη, α(c)) − calibr. on R
}
.
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These sets I˜(u) are non-empty, compact and invariant. Moreover, here are some
properties of these sets (compare with theorem 6.18).
Proposition 6.20. Let u ≺ Lη + α(c).
(1) I˜t(u) is compact;
(2) I˜t′(u) ⊆ I˜t(u) ⊆ I˜0(u) for all t′ ≥ t ≥ 0;
(3) L
(
I˜0(u)
)
is contained in the energy level E∗c corresponding to α(c);
(4) L
(
I˜t(u)
)
⊆ Graph(η + du) for all t > 0;
(5) L
(
I˜0(u)
)
⊆ Graph(η + du) (observe that for weak solutions these two sets
coincide);
(6) ΦL−t
(
I˜0(u)
)
= I˜t(u) for all t > 0;
(7)
⋃
t>0 I˜t(u) = I˜0(u);
(8) I˜(u) =
⋂
t≥0 Φ
L
−t
(
I˜0(u)
)
;
(9) I˜0(u) ⊆Wu
(
I˜(u)
)
.
(10) pi : I˜(u) −→ pi(I˜(u)) is a bi-Lipschitz homeomorphism [Graph Theorem].
The same is true for I˜t(u) for each t > 0.
Theorem 6.21 (Fathi). The Aubry and Mañé sets defined in (23) and (22) can
be equivalently defined in the following ways:
A˜c =
⋂
u≺Lη+α(c)
I˜(u) =
⋂
u≺Lη+α(c)
L−1 (Graph(η + du))
N˜c =
⋃
u≺Lη+α(c)
I˜(u).
Moreover, there exists u∞ ≺ Lη + α(c) such that A˜c = I˜(u∞) ∩ L−1 (E∗c ).
The proof of this theorem follows from the results in [22, Chapter 9]. For the last
statement is sufficient to observe that the set of critically dominated functions is a
separable subset of C(M). Let {un} be a countable dense family of such functions
and define u∞ as a convex combination of their normalization (with respect to a
fixed point x0 ∈M), e.g., u∞(x) =
∑∞
n=0
1
2n (un(x)− un(x0)).
Remark 6.22. Using this characterization, the graph property of the Aubry set
(Theorem 5.30) follows easily from property (10) in Proposition 6.20. Moreover,
the non-emptiness of N˜c is a result of the non-emptiness of I˜(u). As far as the
non-emptiness of A˜c is concerned, one can deduce it from this characterization and
proposition 6.33.
From theorem 6.21 one can also deduce another interesting property of criti-
cally dominated functions: their differentiability on the projected Aubry set (recall
that a-priori these functions are only Lipschitz, so they are differentiable almost
everywhere).
Proposition 6.23 (see [22, Theorem 4.3.8 (i)]). Let u ≺ Lη + α(c). For each
x ∈ Ac, u is differentiable at x and dxu does not depend on u; namely, dxu =
∂L
∂v
(x, pi−1|A˜c
(x)).
In addition to the Aubry set and Mañé set, one can also recover the definition
of Mañé potential φη,α(c) (see Section 5) and Peierls barrier hη (see (25)) in terms
of these solutions and subsolutions.
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Let us start by observing that, from definition 6.3, if u ≺ Lη + α(c) then for
each x, y ∈ M and t > 0 we have that u(y)− u(x) ≤ hη,t(x, y) + α(c)t, where hη,t
is defined as
hη,t(x, y) = min
∫ t
0
Lη(γ(s), γ˙(s)) ds ,
where the minimum is taken over all piecewise C1 paths γ : [0, t] −→ M , such
that γ(0) = x and γ(t) = y. This minimum is achieved because of Tonelli theorem
(Theorem 5.1).
This implies that for each u ≺ Lη + α(c) and for each x, y ∈ M , u(y) − u(x) ≤
hη(x, y), i.e.,
φη,α(c)(x, y) ≥ sup
u≺Lη+α(c)
[u(y)− u(x)] ∀x, y ∈M .
One can actually show that they are equal.
Proposition 6.24 (see [22, Corollary 9.1.3]). For each x, y ∈ M , we have the
equality
φη,α(c)(x, y) = sup
u≺Lη+α(c)
[u(y)− u(x)] .
Remark 6.25. The quantity on the right-hand side is also called “viscosity semi-
distance” (see [22, Section 8.4]).
As far as Peierls barrier is concerned, let us observe that similarly to what
happens for Mañé potential, also in this case we have that for each u ≺ Lη + α(c)
and for each x, y ∈M , u(y)− u(x) ≤ hη(x, y), i.e.,
hη(x, y) ≥ sup
u≺Lη+α(c)
[u(y)− u(x)] ∀x, y ∈M .
Moreover, if u− ∈ S−η and u+ ∈ S+η are conjugate solutions, the same result
holds: u−(y)− u+(x) ≤ hη(x, y) and consequently
hη(x, y) ≥ sup
(u−,u+)
[u−(y)− u+(x)] ∀x, y ∈M ,
where (u−, u+) denotes conjugate weak KAM solutions. In addition to this, it is
possible to show that the above inequality is actually an equality. In fact:
Proposition 6.26 (see [18, Théorème 7]). For x ∈ M let us define the function
hxη : M → R (resp. hη,x : M → R) by hxη(y) = hη(x, y) (resp. hη,x(y) = hη(y, x)).
For each x ∈M , the function hxη (resp. −hη,x) is a weak KAM solution of negative
(resp. positive) type. Moreover, its conjugate function ux+ ∈ S+η (resp. ux− ∈ S−η )
vanishes at x.
Therefore:
Corollary 6.27. For each x, y ∈M , we have the equality
hη(x, y) = sup
(u−,u+)
[u−(y)− u+(x)] ,
where the supremum is taken over pairs of conjugate solutions. Moreover, for any
given x, y ∈M this supremum is actually attained.
Observe that, since for any u ≺ Lη + α(c) there exists a weak KAM solution
of negative type u− and a weak KAM solution of positive type u+, such that
u− = u = u+ on the projected Aubry set Ac (see Theorem 6.16), one can get
the following representations for Peierls barrier hη on the projected Aubry set:
hη(x, y) = sup
u≺Lη+α(c)
[u(y)− u(x)](29)
for all x, y ∈ Ac. This supremum is actually attained for any fixed x ∈ Ac.
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Remark 6.28. In particular, (29) shows that Peierls barrier and Mañé potential
coincide on the projected Aubry set.
ADDENDUM
6.A - Regularity of critical subsolutions
In this addendum we want to say more about the regularity of critically domi-
nated functions or η-critical subsolutions.
We have remarked above in this section, that for k < α(c) there do not exist
functions dominated by Lη + k, while for k ≥ α(c) they do exist. Moreover, if
k > α(c) these functions can be chosen to be C∞ (see also characterization of α(c)
in remark 6.8). The critical case has totally different features. As a counterpart
of their relation with the dynamics of the system, critical dominated functions
have very rigid structural properties, that become an obstacle when someone tries
to make them smoother. For instance, as we have recalled in proposition 6.23,
if u ≺ Lη + α(c) then its differential dxu exists on Ac and it is prescribed over
there. This means that although it is quite easy to make these functions smoother
(e.g., C∞) out of the projected Aubry set, it is impossible to modify them on this
set.
Nevertheless, Albert Fathi and Antonio Siconolfi [26] managed to prove that C1
η-critical subsolutions do exist and are dense, in the following sense:
Theorem 6.29 (Fathi, Siconolfi). Let u ≺ Lη + α(c). For each ε > 0, there
exists a C1 function u˜ : M −→ R such that:
i) u˜ ≺ Lη + α(c);
ii) u˜(x) = u(x) on Ac;
iii) |u˜(x)− u(x)| < ε on M \ Ac.
Moreover, one can choose u˜ so that it is a strict η-critical subsolution, i.e., we have
Hη(x, dxu˜) < a(c) on M \ Ac.
This result has been extended by Patrick Bernard [6], who showed that every
η-critical subsolution coincides, on the Aubry set, with a C1,1 η-critical subsolution.
Theorem 6.30 (Bernard, [6]). Let H be a Tonel li Hamiltonian. If the Hamilton-
Jacobi equation has a subsolution, then it has a C1,1 subsolution. Moreover, the set
of C1,1 subsolutions is dense for the uniform topology in the set of subsolutions.
Remark 6.31. In general C1,1 is the best regularity that one can expect: it is easy
in fact to construct examples in which C2 η-critical subsolutions do not exist. For
example, consider the case in which the Aubry set projects over all the manifold
M and it is not a C1 graph (e.g., on M = T take L(x, v) = 12‖v‖2 + sin2(pix) and
η = 2pidx). In this case there is only one critical subsolution (up to constants), that
is an actual solution: its differential is Lipschitz but not C1.
It is therefore clear that the structure of the Aubry set plays a crucial role. Patrick
Bernard [7] proved that if the Aubry set is a union of finitely many hyperbolic
periodic orbits or hyperbolic fixed points, then smoother subsolutions can be con-
structed. In particular, if the Hamiltonian is Ck, then these subsolutions will be
Ck too. The proof of this result is heavily based on the hyperbolic structure of
the Aubry set and the result is deduced from the regularity of its local stable and
unstable manifolds.
See also [21] for a survey on this problem and some results concerning Denjoy-type
obstructions for the existence of regular critical subsolutions on T2.
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Using the density of C1 critically dominated functions, one can emprove some
of the results in (28), Theorem 6.21 and (29). Let us denote by S1η the set of C1
η-critical subsolutions and S1,1η the set of C1,1 η-critical subsolutions. Then:
A˜c :=
⋂
u∈S1η
I˜(u) =
⋂
u∈S1,1η
I˜(u) =
=
⋂
u∈S1η
L−1 (Graph(η + du)) =
⋂
u∈S1,1η
L−1 (Graph(η + du)) .(30)
In particular, there exists a C1,1 η-critical subsolution u˜ such that:
A˜c = L−1 (Graph(η + du˜) ∩ E∗c ) =
= I˜(u˜) ∩ L−1 (E∗c ) .(31)
Moreover, for any x, y ∈ Ac:
hη(x, y) = sup
u∈S1η
{u(y)− u(x)} = sup
u∈S1,1η
{u(y)− u(x)}(32)
where all the above suprema are maxima for any fixed x, y ∈ Ac.
6.B - Non-wandering set of the Mañé set
In this addendum we want now to use this approach and the above-mentioned
results to show that the non-wandering set of the Euler-Lagrange flow restricted to
the Mañé set is contained in the Aubry set (we mentioned this in Proposition 5.28).
Let us first recall the definition of non-wandering point for a flow Φt : X −→ X.
Definition 6.32. A point x ∈ X is called non-wandering if for each neighborhood
U and each positive integer n, there exists t > n such that f t(U) ∩ U 6= ∅.
We shall denote the set of non-wandering points for Φt by Ω(Φt).
Proposition 6.33. If M is a compact manifold and L a Tonelli Lagrangian on
TM , then Ω
(
ΦLt
∣∣N˜c) ⊆ A˜c for each c ∈ H1(M ;R).
Remarks.
1) Proposition 6.33 also shows that the Aubry set is non-empty. In fact, any
continuous flow on a compact space possesses non-wandering points.
2) Since every point in the support of an invariant measure µ is non-wandering,
then this also shows that M˜c ⊆ A˜c.
Proof. Let (x, v) ∈ Ω
(
ΦLt
∣∣N˜0). By the definition of non-wandering point, there
exist a sequence (xk, vk) ∈ N˜c and tk → +∞, such that (xk, vk) → (x, v) and
ΦLtk(xk, vk) → (x, v) as k → +∞. From (30), for each (xk, vk) there exists a η
critical subsolution uk, such that the curve γk(t) = pi
(
ΦLt (xk, vk)
)
is (uk, Lη, α(c)) -
calibrated. Moreover, up to extracting a subsequence, we can assume that, on any
compact interval, γk converge in the C1-topology to γ(t) = pi
(
ΦLt (x, v)
)
.
Pick now any critical subsolution u. If we show that γ is (u, Lη, α(c)) - calibrated,
using (30) we can conclude that (x, v) ∈ A˜c. First of all, observe that, by the
continuity of u,
u(γk(tk))− u(xk) k→∞−→ 0 .
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Using that η-critical subsolutions are equi-Lipschitz (as remarked after definition
6.3), we can also conclude that
uk(γk(tk))− uk(xk) k→∞−→ 0
and, therefore,
(33)
∫ tk
0
Lη(γk(s), γ˙k(s)) + α(c) ds = uk(γk(tk))− uk(xk) k→∞−→ 0 .
Let 0 ≤ a ≤ b and choose tk ≥ b. Observe now that
u(γk(b))− u(γk(a)) = u(γk(tk))− u(xk)− [u(γk(tk))− u(γk(b))]−
− [u(γk(a))− u(xk)] ≥
≥ u(γk(tk))− u(xk)−
∫ tk
b
Lη(γk(s), γ˙k(s)) + α(c) ds−
−
∫ a
0
Lη(γk(s), γ˙k(s)) + α(c) ds =
= u(γk(tk))− u(xk) +
∫ b
a
Lη(γk(s), γ˙k(s)) + α(c) ds−
−
∫ tk
0
Lη(γk(s), γ˙k(s)) + α(c) ds ;
taking the limit as k →∞ on both sides, one can conclude:
u(γ(b))− u(γ(a)) ≥
∫ b
a
Lη(γ(s), γ˙(s)) + α(c) ds
and therefore, from the fact that u ≺ Lη +α(c), it follows the equality. This shows
that γ is (u, Lη, α(c))-calibrated on [0,∞). To show that it is indeed calibrated on
all R, one can make a symmetric argument, letting (yk, wk) = ΦLtk(xk, vk) play the
role of (xk, vk) in the previous argument. In fact, one has (yk, wk) → (x, v) and
ΦL−tk(yk, wk)→ (x, v) as k → +∞ and the very same argument works.

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