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Tight Sufficient Conditions on Exact Sparsity
Pattern Recovery
Behrooz Kamary Aliabadi and Sile`ye Ba
Abstract
A noisy underdetermined system of linear equations is considered in which a sparse vector (a vector
with a few nonzero elements) is subject to measurement. The measurement matrix elements are drawn
from a Gaussian distribution. We study the information-theoretic constraints on exact support recovery
of a sparse vector from the measurement vector and matrix. We compute a tight, sufficient condition
that is applied to ergodic wide-sense stationary sparse vectors. We compare our results with the existing
bounds and recovery conditions. Finally, we extend our results to approximately sparse signals.
Index Terms
Sparsity pattern recovery, subset selection, underdetermined systems of equations.
I. INTRODUCTION
Solving underdetermined systems of linear equations appears in various applications. In general, they
have an infinite number of solutions. Recent studies in [1], [2] show that these systems of linear equations
have unique solutions (if the solution is sparse and the system is noise-free) under certain conditions.
We consider a noisy system of linear equations for which it is a priori known that the solution is
k-sparse (a vector with k nonzero elements).
Y = Xβ +W (1)
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2where X ∈ Rn×p is a random Gaussian measurement matrix with independently and identically distributed
(i.i.d.) elements Xij ∼ N (0, 1). β is the k-sparse vector subject to measurement. W is a Gaussian noise
vector W ∼ N (0, In×n). We define the support set of β as
supp(β) , {i : βi 6= 0},
that is a set of indices where elements of β are nonzero. The estimation of β as a function of X and
Y is an inverse problem that consists of (a) detecting the support and (b) estimating the amplitudes of
the nonzero elements [3], [4]. Once the support set of βˆ is determined, the estimated sparse (optimal)
solution is
βˆ = arg min
ν
||Y −X
supp(βˆ)ν||
2
2 (2)
where X
supp(βˆ) is a n × k sub-matrix of the measurement matrix with column indices in supp(βˆ).
Therefore, as it is discussed in [3], [4], [5], finding the optimal solution of such a noisy system is
reduced to the exact support recovery.
The error metric is the 0–1 loss function defined in [6], [5], [3]
ρ(β, βˆ) = I
[{
βˆi 6= 0, ∀i ∈ supp(β)
}
∩
{
βˆj = 0, ∀j 6∈ supp(β)
}] (3)
where I(.) is the indicator function. We define a decoder D : Y → θ that maps the vector Y to a support
set θ = supp(βˆ). The probability of choosing a wrong support set is Pr[θ 6= supp(β)|X,β] over the
measurement noise and the sampling matrix. The average detection error is defined as in [6], [5]
Perr =
1(
p
k
)Pr[D(Y ) 6= supp(β)|X,β]
where the support supp(β) is assumed to be chosen uniformly random from
(p
k
)
possible subsets of size
k [6], [5]. In an exact support recovery regime, we intend to have asymptotically zero average detection
error where Perr → 0 as n→∞ [6], [5].
In this paper, we compute asymptotic sufficient conditions (on exact support recovery) depending on
the number of measurements n, the sparse vector dimension p, the sparsity level k and the signal-to-noise
ratio
SNR =
E{||Xβ||22}
E{||W ||22}
= ||β||22, (4)
where the noise variance σ2 = 1 and the measurement matrix elements are drawn from a Gaussian
random source output with unit variance and zero mean. Though the signal-to-noise ratio is an important
parameter, the exact support recovery of a k-sparse vector is not solely guaranteed by its SNR [5], [4].
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3We consider the case in which the decoder has the highest failure probability for a given SNR, by taking
|βi| = λ where i ∈ supp(β) and λ is the minimum absolute value of any nonzero element of the strictly
sparse vector β. By such assumption, the recovery of any k-sparse vector with SNR ≥ kλ2 is guaranteed
[6], [5], [4].
In [5] the authors assume that β has a mean and variance stationary source. In [7], [8] the authors
model the support of a sparse signal as a vector of random elements, in which an element is an outcome
of a random source with probability k/p to be nonzero that implies mean stationarity. In [9], [10] the
authors model the high-dimensional sparse vector β as a realization of an ergodic stationary source. In
signal processing, random sources are widely modeled as ergodic wide-sense stationary (EWSS) [11],
[12]. In this work the sparse vector β is assumed to be random ergodic wide-sense stationary. Even though
this assumption is common and most often inevitable in signal processing, it has not been considered in
[6], [5], [4], [13], [3], [14], [15], [16] to compute the information-theoretic constraints.
The rest of this article is organized as follows. The main results are given in section II. In section II-A
we give sufficient conditions for EWSS strictly sparse vectors and compare it with the existing necessary
and sufficient results. By the comparison we observe that the derived constraints are tighter than the
existing bounds and conditions (where the sparse vector is EWSS). In section II-B the given results are
extended to approximately sparse and ergodic wide-sense stationary signals. In section III the proof of
the theorems and corollaries are given. Finally, in section IV the conclusion is given.
II. RESULTS
In [6], [5], [13] and this article, Fano’s inequality [17] is exploited to obtain asymptotic constraints on
the exact support recovery depending on (p, k, n, λ). Fano’s inequality in asymptotic form given in [5],
[4] is
log
((
p− k +m
m
)
− 1
)
− log 2 ≤ EXI(θ;Y ), (5)
for m = 1, . . . , k where k is the sparsity level, p is the sparse vector dimension and EXI(θ;Y ) is the
expected information rate between measurement vector Y and detected support vector θ (see [13], [5]).
m is the number of nonzero elements that is not known by the support detector, i.e., the detector a
priori knows indices of k−m nonzero (or significantly large) elements. As it is discussed in [5] having
a priori knowledge about some nonzero elements may not facilitate the support detection. In fact, for
some (p, k,m) where m < k there are more support sets to choose than m = k. The cardinality of the
support sets that may be chosen wrongly by the support detector is
(p−k+m
m
)
− 1. This appears in the
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4left-hand side of (5) that reaches a maximum value for a particular (p, k,m) due to its concavity (see
the discussion in [5]).
A. Strictly Sparse Signals
The recovery constraints in [6], [5], [4], [13], [3], [14], [15], [16] are dedicated to strictly sparse
signals. These signals have explicitly k nonzero elements and the rest are zeros.
The tightness of the recovery constraints through (5) depends on its right-hand side that is EXI(θ;Y )
(see [5], [13]). To compute the information rate, the autocorrelation matrix of the sparse vector is required
(see [5], [13], [14]). In general, the autocorrelation matrix is computed from the probability distribution
function (PDF) of the process. The distribution function may not always be known and assuming a
specific PDF restricts the given constraint to that specific random process. Therefore, in [14], [13] an
upper bound on I(θ;Y ) is computed and exploited to obtain their recovery constraints. In [5] the authors
compute a tighter upper bound (with respect to [14], [13]) on the information rate that results in tighter
necessary conditions on the exact support recovery.
Where the process is ergodic and wide-sense stationary (EWSS), the autocorrelation function and
consequently the autocorrelation matrix can be computed from its time realizations [18], [11]. The random
sparse vector is chosen uniformly from
(
p
k
)
possible k-sparse vectors of dimension p in which a vector
element is nonzero with probability k/p [18], [9], [8]. This is employed in [9], [8] to compute different
statistics and sparse signals. EWSS assumption is exploited to compute the autocorrelation matrix for
the worst case scenario (where |βi| = λ ∀i ∈ supp(β)) without having knowledge of PDF. Having
the autocorrelation function, the exact information rate can be computed for the worst case scenario
EWSS signals. What remains as an obstacle is the computation of the expected information rate in (5)
with respect to sampling matrix X (for which only its distribution is known). To overcome that, the
combination of Jensen and Minkowski inequalities is exploited to obtain a lower bound on EXI(θ;Y ). It
is worth mentioning that the combination of Jensen and Minkowski inequalities for the information rate
results in extremely tight bounds that is reported in [19], [20]. This combination is of great importance
since it let us compute the information rate through product of two polytopes’ volumes. The first is a
Wishart matrix (that defines a polytope) constructed from the Gaussian sampling matrix and the second is
the autocorrelation matrix of the worst case ergodic wide-sense stationary signal. This tight lower bound
on the expected information rate is used in (5) to get a sufficient condition depending on (p, n, k, λ)
which is given in the following theorem.
Theorem 1: Assume a measurement matrix X ∈ Rn×p whose elements are drawn from the outcome
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5of an i.i.d. Gaussian random source with zero mean and unit variance, i.e., Xi,j ∼ N (0, 1). A sufficient
condition for asymptotically reliable recovery of a k-sparse ergodic wide-sense stationary signal β in
which the nonzero elements |βi| ≥ λ is
log
[(
p− k +m
m
)
− 1
]
− 1 ≤ L (6)
where
L =
n
2
log
[
1 +
m
p− k +m
λ2(1−
m
p− k +m
)
n
√
Γ(n)
(
p− k +m− 1
n− 1
)]
in which Γ(.) is Gamma function and m = 1, . . . , k.
By lower bounding further the information rate (right-hand side of (6)), the following sufficient
condition is obtained.
Corollary 1: Assume a measurement matrix X ∈ Rn×p whose elements are drawn from the outcome
of an i.i.d. Gaussian random source with zero mean and unit variance, i.e., Xi,j ∼ N (0, 1). A sufficient
condition for asymptotically reliable recovery of a k-sparse ergodic wide-sense stationary signal β in
which the nonzero elements |βi| ≥ λ is
n > max{f1(p, k, λ), . . . , fk(p, k, λ), k} (7)
where
fm(p, k, λ) =
log
[(p−k+m
m
)
− 1
]
− 1
1
2 log
(
1 + me λ
2
(
1− mp−k+m
)) (8)
for m = 1, . . . , k.
For the sake of completeness and comparison we rewrite the necessary condition given by Wang et
al.
Theorem 2: [5] Assume the measurement matrix X ∈ Rn×p whose elements are drawn from the
outcome of an i.i.d. Gaussian source with zero mean and unit variance. A necessary condition for
asymptotically reliable recovery of a k-sparse signal β in which nonzero elements |βi| ≥ λ is
n > max{f1(p, k, λ), . . . , fk(p, k, λ), k} (9)
where
fm(p, k, λ) =
log
(p−k+m
m
)
− 1
1
2 log
(
1 +mλ2
(
1− mp−k+m
)) (10)
for m = 1, . . . , k.
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6In Table I the given result for strictly sparse signals is compared with the sufficient condition in [4]
and the necessary condition in [5]. In this table the first three rows represent the constraints for linear
sparsity regimes. The last three rows of the table show the constraints for sublinear regimes. In the last
two rows the signal-to-noise ratio tends to infinity , i.e, kλ2 →∞.
Corollary 1 is obtained by loosening further the information rate lower bound with respect to right-hand
side of (6) in Theorem 1. In spite of this we observe in Table I that Corollary 1 is as tight as previous
sufficient and necessary results. From this we conclude that Theorem 1 may be asymptotically tighter
than the results in [5], [4].
The given tight sufficient condition in Corollary 1 is valid for the whole range of signal-to-noise ratio
whereas the sufficient condition for exact support recovery in [4] is claimed to be restricted to λ2 = Ω( 1k )
or λ2 = O(1) [4].
B. Approximately Sparse Signals
The practical signals are not strictly sparse but they are approximately sparse with a few significantly
large elements and the rest are small but nonzero. In this set-up the existing constraints based on the
sparsity level may not work.
A feature of Fano’s inequality is relating the detection error between the source and the estimation
random vectors. The source random vector (here it is the approximately sparse vector) does not necessarily
have a discrete alphabet but the estimated vector must be drawn from a discrete and countable alphabet
[17]. This plays an important role in computation of recovery conditions for approximately sparse signals.
We assume that the wide-sense stationary and approximately sparse random vector β has k significantly
large elements and the rest are small and the support detector recovers the k largest elements. To obtain
recovery conditions for the approximately sparse signals we assume a decoder D : Y → θ where θ is a
detected support set with cardinality k. The support set of an approximately sparse signal is defined to
be the indices of the k largest elements
suppk(β) , {i : βi 6= 0, βi > βj > βp, k + 1 ≤ j ≤ p}.
The error metric is defined as
ρk(β, βˆ) = I
[{
βˆi 6= 0, ∀i ∈ suppk(β)
}
∩
{
βˆj < βk, ∀j 6∈ suppk(β)
}] (11)
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7where βk is the kth largest element of β. The probability of choosing a wrong support set is Pr[θ 6=
suppk(β)|X,β] and the average detection error is
Perr =
1(p
k
)Pr[D(Y ) 6= suppk(β)|X,β]
where suppk(β) is the support set that is uniformly chosen from
(
p
k
)
subsets of size k [6], [5].
In this problem a similar approach to strictly sparse signals is used. The combination of Jensen and
Minkowski inequalities are used to obtain a lower bound on the expected information rate in (5). For the
approximately sparse signals it may not be possible to compute the autocorrelation matrix from (p, n, k)
and λ can not generally be assumed constant. A lower bound on the volume of the polytope defined by
the autocorrelation matrix can be alternatively computed from the signal power spectrum [11]. Therefore,
we assume that the power spectrum of the signal is in hand through measurement and estimation. Having
the power spectrum of the signal, we compute the information rate lower bound and obtain a sufficient
condition as follows.
Theorem 3: Assume a measurement matrix X ∈ Rn×p whose elements are drawn from the outcome
of an i.i.d. Gaussian random source with zero mean and unit variance, i.e., Xi,j ∼ N (0, 1). A sufficient
condition for asymptotically reliable recovery of a wide sense-stationary sparse signal β with k large
nonzero elements is
log
[(
p− k +m
m
)
− 1
]
− 1 ≤ L (12)
where
L =
n
2
log
[
1 +G n
√
Γ(n)
(
p− k +m− 1
n− 1
)]
(13)
in which Γ(.) is Gamma function, m = 1, . . . , k and G is the infimum of the approximately sparse signal
power spectrum.
Corollary 2: Assume k = Θ(p). In Theorem 3 the sufficient condition for asymptotically reliable
recovery of a wide-sense stationary and approximately sparse signal β is obtained by replacing
G =
1
2π
∫ 2π
0
logS(ω) dω (14)
in (13) where S(ω) is the power spectrum of the sparse signal.
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8TABLE I
SUFFICIENT AND NECESSARY CONDITIONS ON THE NUMBER OF MEASUREMENTS n FOR EXACT SUPPORT RECOVERY IN
THE LINEAR AND THE SUBLINEAR REGIMES.
Scaling Sufficient Condition Corollary 1 Necessary Condition Theorem 2 [5] Sufficient Condition [4]
k = Θ(p)
λ2 = Θ( 1
k
)
n = Θ(p log p) n = Θ(p log p) n = Θ(p log p)
k = Θ(p)
λ2 = Θ( log k
k
)
n = Θ(p) n = Θ(p) n = Θ(p)
k = Θ(p)
λ2 = Θ(1)
n = Θ(p) n = Θ(p) n = Θ(p)
k = o(p)
λ2 = Θ( 1
k
)
n = Θ(k log(p− k)) n = Θ(k log(p− k)) n = Θ(k log(p− k))
k = o(p)
λ2 = Θ( log k
k
)
n = max
{
Θ( k log(p−k)
log k
),Θ(
k log p
k
log log k
)
}
n = max
{
Θ( k log(p−k)
log k
),Θ(
k log p
k
log log k
)
}
n = max
{
Θ( k log(p−k)
log k
),Θ(
k log p
k
log log k
)
}
k = o(p)
λ2 = Θ(1)
n = max
{
Θ(
k log p
k
log k
),Θ(k)
}
n = max
{
Θ(
k log p
k
log k
),Θ(k)
}
n = max
{
Θ(
k log p
k
log k
),Θ(k)
}
III. PROOF
A. Theorem 1
To obtain the exact support recovery conditions on the number of measurements, we exploit Fano’s
inequality
Perr ≥ 1−
I(θ;Y ) + log 2
log
((
p
k
)
− 1
) (15)
where I(θ;Y ) is the mutual information between θ and Y [6], [5], [13], [17]. θ is the detected support
set that is given by the decoder, θ = D(Y ). Perr is the probability that the decoder fails to detect the
correct support set, i.e.,
Perr = Pr[supp(β) 6= θ|X,β].
The error probability of the decoder, Perr(D), is the average error probability with respect to Gaussian
measurement matrix X. This is
Perr(D) = EXPerr
where EX denotes the expected value operator with respect to X [3], [5]. We further assume that the
decoder has a priori knowledge of all nonzero locations of β but m locations with smallest values
(1 ≤ m ≤ k). The decoder has to choose from (p−k+mm ) support sets [5]. Let U be the set of unknown
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9location indices where |U| = m. The n-dimensional observation vector is
Y˜ = X˜β˜ +W
where X˜ is the measurement matrix with column indices in U . β˜ is the vector subject to measurement
with element indices in U . Therefore, the error probability of the decoder is bounded as
Perr(D) ≥ 1−
EX˜I(θ; Y˜ ) + log 2
log
((
p−k+m
m
)
− 1
) . (16)
The mutual information I(θ; Y˜ ) is given by
I(θ; Y˜ ) = H(Y˜ |X˜)−H(Y˜ |θ, X˜)
= H(Y˜ |X˜)−H(W )
=
1
2
log
∣∣∣In + X˜Rβ˜X˜†∣∣∣
(17)
where Rβ˜ is the autocorrelation matrix of random vector β˜. The equality |Ip +AB| = |In +BA| holds
for any pair of matrices Ap×n and Bn×p [21]. This is an algebraic equality that implies equality of the
volumes. This is required to separate the autocorrelation matrix from the sampling matrix and its conjugate
transpose that faciliates the computation of the information rate. Therefore, (17) can be rewritten as
I(θ; Y˜ ) =
1
2
log
∣∣∣Ip−k+m + X˜†X˜Rβ˜∣∣∣ . (18)
We have rank(X˜†X˜Rβ˜) ≤ min{rank(X˜
†X˜), rank(Rβ˜)}. In [22] it is shown that rank(X†X) = n, which
implies min{rank(X†X), rank(Rβ)} = n.
We get a lower bound on the mutual information by applying the Brunn-Minkowski inequality [17],
I(θ; Y˜ ) ≥
n
2
log
(
1 + |X˜†XRβ˜|
1/n
)
=
n
2
log
(
1 + exp
(
1
n
log |X˜†X˜Rβ˜|
))
.
(19)
Now, by taking the expectation in (19) and by using Jensen’s inequality we can write
EX˜I(θ; Y˜ ) ≥
n
2
log2
[
1 + exp
(
1
n
(a+ b)
)]
(20)
where
a = EX˜
n∑
i=1
log σi
(
X˜†X˜
)
(21)
and
b =
n∑
i=1
log σi
(
Rβ˜
)
. (22)
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σi(.) is the ith eigenvalue of a matrix. In (22), the eigenvalues are sorted σ1(Rβ˜) < σ2(Rβ˜) < · · · <
σp−k+m(Rβ˜).
(21) is the expected value of the logarithm of random Wishart matrix determinant |X˜†X˜ |. The product
of the eigenvalues of this random Wishart matrix is distributed as product of n chi-square distributed
random variables [23], [19], and therefore we have
n∏
i=1
σi
(
X˜†X˜
)
∼
n∏
j=1
χ2p−k+m−j+1. (23)
By taking the logarithm and then the expectation of the right-hand side of (23) we obtain
a = E
n∑
j=1
log χ2p−k+m−j+1 = −nγ +
n∑
j=1
p−k+m−j∑
ℓ=1
1
ℓ
(24)
where γ is Euler’s constant [23], [19]. In the asymptotic regime where Perr(D) → 0 as n → ∞ that
implies p→∞ we have
γ = lim
p→∞
[
p−k+m−j∑
ℓ=1
1
ℓ
− log(p − k +m− j)
]
.
We then compute
a =
n∑
j=1
log(p− k +m− j)
= log(p− k +m− j − 1)!− log(p− k +m− n− 1)!
= log
Γ(p− k +m)
Γ(p− k +m− n)
= log
Γ(p− k +m)
Γ(n)Γ(p− k +m− n)
Γ(n)
= log
(
p− k +m− 1
n− 1
)
+ log Γ(n)
(25)
where Γ(.) is Gamma function. We model the sparse vector elements β˜i as output of an ergodic wide-
sense stationary random vector source. Therefore, the elements of such random vector is also ergodic
wide-sense stationary. The nonzero elements appear with probability Pr[β˜i 6= 0] = mp−k+m [18], [7], [8].
The autocorrelation matrix of β˜ is a Hermitian Toeplitz matrix that is obtained from its autocorrelation
function [11]. We assume the nonzero elements β˜i where i ∈ U , are negative with probability ξ, i.e.,
ξ = Pr[β˜i ∈ R−]. The autocorrelation function at lag τ = 0 is
rβ˜(0) =
1
p− k +m
∑
i
β˜iβ˜i =
m
p− k +m
λ2.
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For lag τ 6= 0 and |τ | ≤ p, the autocorrelation function is
rβ˜(τ) =
1
p− k +m
∑
i
β˜iβ˜i+τ
=
p− k +m− |τ |
p− k +m
(
m
p− k +m
)2λ2
×
[
ξ2 + (1 − ξ)2 − 2ξ(1 − ξ)
]
.
For |τ | > p the autocorrelation function rβ˜(τ) = 0. Therefore, the autocorrelation function is
rβ˜(τ) =


(p−k+m−|τ |)m2
(p−k+m)3 (4ξ
2 − 4ξ + 1)λ2 if |τ | ≤ p, τ 6= 0
m
p−k+mλ
2 if τ = 0,
0 Otherwise.
The autocorrelation matrix of β˜ is a Hermitian Toeplitz matrix with rβ˜(τ) in its first row, i.e.,
Rβ˜ = Toeplitz{rβ˜}.
We use Rβ˜ and rβ˜ to find a lower bound on (22),
n log σmin ≤
n∑
i=1
log σi
(
Rβ˜
)
where σmin ≤ σi(Rβ˜) is the lower bound on all eigenvalues of Rβ˜ . The minimum eigenvalue of Rβ˜ is
lower bounded by the infimum of the power spectrum [11],
σmin = min
ω
Sβ˜(ω) (26)
where
Sβ˜(ω) =
[
sin(ω(p+ 1/2))
sin(ω/2)
]2
(
m
p− k +m
λ)2(4ξ2 − 4ξ + 1)
+
m
p− k +m
λ2 − (
m
p − k +m
λ)2(4ξ2 − 4ξ + 1)
(27)
is the power spectrum of β˜. It is computed by taking Fourier transform of rβ˜ [11]. Therefore, we obtain
σmin(ξ) =
[
m
p− k +m
− (
m
p− k +m
)2(4ξ2 − 4ξ + 1)
]
λ2 (28)
from (27) and (26). σmin is a function of ξ. The term 0 ≤ 4ξ2 − 4ξ + 1 ≤ 1 reaches its maximum when
ξ ∈ {0, 1}, i.e., the sparse vector subject to measurement is unipolar. To lower bound σmin we choose
ξ ∈ {0, 1} that results in
b ≥ n log
[
(1−
m
p− k +m
)
m
p− k +m
λ2
]
. (29)
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By substituting left-hand side of (29) and (25) in (20) we obtain
EXI(θ; Y˜ ) ≥
n
2
log
[
1 + n
√
Γ(n)
(
p− k +m− 1
n− 1
)
(1−
m
p− k +m
)
m
p − k +m
λ2
]
.
(30)
Finally, we obtain the sufficient condition as
log
[(
p− k +m
m
)
− 1
]
− log(2) ≤ L (31)
where
L =
n
2
log
[
1 + n
√
Γ(n)
(
p− k +m− 1
n− 1
)
(1−
m
p− k +m
)
m
p − k +m
λ2
] (32)
for m = 1, . . . , k.
B. Corollary 1
In proof of Theorem 1 we have
a = log
(
p− k +m− 1
n− 1
)
+ log Γ(n) (33)
that can be lower bounded to obtain another lower bound on EXI(θ, Y˜ ). On the other hand we have√
2π(n − 1)(n− 1)(n−1)e−(n−1) ≤ Γ(n) (34)
and
(n− 1) log
(
p− k +m− 1
n− 1
)
≤ log
(
p− k +m− 1
n− 1
)
. (35)
Considering n→∞ (see the asymptotic Fano’s inequality in [5]) and consequently p→∞
a/n ≥
n− 1
n
log
p− k +m− 1
n− 1
+
1
n
log
[√
2π(n− 1)(n− 1)(n−1)e−(n−1)
]
≥
n− 1
n
log(p− k +m− 1)−
n− 1
n
.
(36)
By replacing the right-hand sides of (36) and (29) in (20) we have
L =
n
2
log
[
1 +
m
e
(1−
m
p− k +m
)λ2
]
(37)
in (31).
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C. Theorem 3
In proof of Theorem 1 we assumed β is strictly sparse. Where the signal is not strictly sparse we
may not be able to compute analytically a lower bound on (22) as we computed in Theorem 1. In
the proof of Theorem 1 we obtain a lower bound on b through computation of a lower bound on the
minimum eigenvalue of the signal autocorrelation matrix. Assume that we have the power spectrum of the
approximately sparse signal in hand. The minimum eigenvalue of the autocorrelation matrix of the signal
is lower bounded by the infimum of the power spectrum (see [11] for details). Therefore, by replacing
σi(Rβ˜) with its lower bound (see (26) and (22)) that is obtained from the signal power spectrum we get
the sufficient condition in Theorem 3.
D. Corollary 2
We consider k = Θ(p). In (22) the eigenvalues of the autocorrelation matrix are sorted. They are
n smallest eigenvalues out of p. To tighten the condition in Theorem 1 we use a lower bound in [24]
on the product of n smallest eigenvalues of the matrix instead of lower bounding (22) by replacing the
eigenvalues with the minimum eigenvalue. Therefore, we lower bound (22) as
b ≥ (p − n) log
(
p− n
SNR
)
+ log
∣∣∣Rβ˜∣∣∣
= (p − n) log
(
p− n
SNR
)
+
[
n
2π
∫ 2π
0
logS(ω) dω
] (38)
where the second term in the right-hand side is the integral of the logarithm of the signal power spectrum
[24], [25]. Noting that inequalities k ≤ p and n ≥ k hold, k = Θ(p) implies that
G =
1
2π
∫ 2π
0
log S(ω) dω.
IV. CONCLUSION
In this paper we considered the recovery of the ergodic wide-sense stationary sparse signals. This is
of great importance for computing bounds where the signal is approximately sparse. In such practical
situations finding the infimum of the signal power spectrum and computing the sufficient condition in
Theorem 3 is straightforward.
We computed a sufficient condition that is at least as tight as the sufficient condition in [4] and the
necessary condition in [5]. Corollary 1 holds for all signal-to-noise ratios whereas the sufficient condition
in [4] requires specific signal-to-noise ratio regimes [4]. Therefore, the given sufficient condition in this
paper improves the previous results in [4], [6], [3], [16] and outperforms the necessary condition in [5].
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