Abstract-Aspects of the stability of time-domain update schemes for electromagnetic problems are examined based on the consideration of system amplification matrices arising from the discretization of Maxwell's equations in the sequence space. We discuss time-domain stability for a given discretization scale and under three different assumptions of decreasing generality: general updates, general leapfrog updates, and reciprocal leapfrog updates.
I. INTRODUCTION
Time-domain methods are widely used in computational electromagnetics due to, among other reasons, their ability to obtain a wide band of frequency responses in a single simulation run. A crucial issue for time domain methods, particularly for explicit time integration schemes, is numerical stability [1] - [10] . Stability analysis can be considered at dynamic [4] , semi-discrete [5] , [7] , and full discrete [3] levels. The first two levels of analysis yield only necessary conditions for the stability of a full discrete problem. Because of the many subtleties at the full discrete level analysis, it is common to find necessary conditions for stability, such as provided by a von Neumann analysis or the Courant-Friedrichs-Lewy (CFL) condition [3] , to be treated as sufficient conditions. This is a particularly precarious assumption when nontrivial boundary conditions and/or irregular and/or nonconformal grids are involved [1] , [3] .
In this communication, we consider some aspects of the stability problem of time-domain differential equations solvers for Maxwell's equations. This is done by examining the nature of the system amplification at the full-discrete level. First, stability conditions of a full-discrete problem are reviewed in Section II. In Section III, stronger conditions for stability are provided by assuming a initial-boundary-value (IBV) problem for Maxwell's equations employing leap-frog time integration. In Section IV, we examine the role of reciprocal discrete spatial curl operators in obtaining conditionally stable leap-frog time-domain schemes for IBVs in dual orthogonal spatial grids (including some higher order and subgridded schemes).
II. DIAGONALIZABILITY AND NORMALCY
Consider a general time-domain update of an electromagnetic problem on the form
where [A] denotes the (real) system amplification matrix in the sequence space, U is a (real) vector containing all unknown field values and the integer superscript n 1 is the discrete time step index.
We assume that the corresponding continuum problem to (1) [3] , [4] (see also Remark 1.3).
A system described by (1) is stable for a given discretization scale if the system amplification matrix [A] satisfies the following two conditions: 1) all eigenvalues of matrix [A] are less than or equal to one in magnitude (von Neumann criterion); 2) eigenvalues on the unit circle, if they exist, are either simple or nondefective [4, p. 267] . A nondefective (or derogatory) eigenvalue is a multiple eigenvalue whose algebraic multiplicity does not exceeds its geometric multiplicity (dimension of the subspace spanned by the associated eigenvectors). Notice that if [A] is diagonalizable, then all multiple eigenvalues are necessarily nondefective and, hence, the second condition is automatically fulfilled. Next, we provide a discussion to give a better insight on the implications of diagonalizability (or lack thereof).
Recall that any square matrix [A] of dimension r can always be written as [11] [A] = [T ] 01 [J ] [T ] (2) so that [A] n = [T ] 01 [J ] n [T ] , where [T ] is formed by a Jordan basis, [T ] 01 is the inverse of [ 
where [I] is the unit matrix and [N ] is the matrix of a nilpotent op-
Substituting (2) into (1), we obtain 
Denoting the Euclidean norm of [J ] n as j[J] n j2, we have that
where r is the dimension of [J ] . From (5) and the above inequality, a system described by (1) therefore the upper bound is bounded. On the other hand, if > 1 (i.e., at least one nondefective eigenvalue is present on the unit circle), then C n 01 n, and the lower bound is unbounded.
Note that the above discussion assumes exact arithmetic. In practice, the Jordan form is particularly sensitive to perturbations. For finite precision arithmetic, sharper estimates on the computed powers of [A] are discussed in [12, ch. 17] .
Remark 1.1: The above illustrates that in general the von Neumann criterion is not a sufficient condition for stability, and also that diagonalizability is not a necessary condition for stability in the above sense (e.g., in a dissipative system with j i j < 1 for all i).
Remark 1.2:
It is well known that having a diagonalizable matrix [A] is equivalent to having all eigenvectors of [A] being linearly independent. So one could equivalently study the stability of the system in (1) simply by examining both the eigenvalues and eigenvectors of [A] . Moreover, if all eigenvectors are linearly independent, then they form a basis for the (discrete) solution space. A nondiagonalizable system simply correspond to a case where the eigenvectors of the discrete operator [A] do not span the whole discrete solution space.
Remark 1.3:
The above stability classification assumes a fixed discretization scale and considers the behavior of the solution for increasingly larger number of time steps (i.e., longer integration times). As a result, the norm of the Jordan basis matrix [T ] is fixed. Because practical electromagnetic simulations are peformed at a given discretization scale (grid refinement can occur, but no refinement limit is actually taken), this is perhaps the definition of most relevance in practice. However, if we had considered the stability of the solution for fixed t = n 1 t, as n ! 1 (and ! 0 accordingly), then the diagonalizability hypothesis on [A] would not have been strong enough to ensure stability. In that case, a sufficient condition for stability would be for [A] to satisfy the von Neumann criterion and to be a normal matrix. 1 From (2), we see that a permutation (8) changes the Jordan basis but not the Jordan canonical form. Hence an arbitrary permutation of unknowns could not affect any of our conclusions about stability, as intuitively expected. Remark 1.5: For a lossless electromagnetic problem discretized by a scheme that satisfies the von Neumann condition and has no numerical dissipation, the system matrix [A] has all eigenvalues lying in the unit circle. 3 In the case, if the diagonalizability criterion is not met, then the lower bound for j[J] n j2 is equal to C n 01 . In particular, if = 2, C n 1 = n, and this lower bound grows linearly with n.
Remark 1.6:
Since the sum of the dimensions of all Jordan blocks associated with an eigenvalue, say i, is equal to the multiplicity of i [11] , then the largest Jordan block size is bounded by the largest multiplicity of all eigenvalues. In particular, if there are no multiple eigenvalues on the unit circle, then the von Neumann condition is a sufficient condition for stability.
III. LEAP-FROG TIME INTEGRATION
Let us write the leap-frog scheme for the time-domain update of an IBV electromagnetic problem in a isotropic, homogeneous and lossless medium as 4 We can rewrite (9) as
E n H n0 (10) where [A] is the system amplification matrix in the leap-frog case, given by (15) and [C] could further be written as
where
[ "] 01 [CH ] 0[] 01 [CE ] 0 :
Proposition 1: That the update described by (10) and (11) is stable at a given discretization scale is equivalent to the following three conditions: 1) [C] is diagonalizable; 2) all eigenvalues of [C] are real, nonnegative and no greater than 4; 3) all eigenvalues of [C] , except for possibly 0 and 4, are of even multiplicity.
First ((), assuming [C] is diagonalizable and its i-th eigenvalue is expressed as [C]Vi = iVi. Then, by (13) 
Remark 2.1:
The above result shows that a stable update for (10) in (11) is also energy conserving (sympletic), i.e., no numerical dissipation is present: note that (9) assumes a lossless isotropic medium.
Remark 2.2: From (16), any eigenvector of [C] is also an eigenvector of [D] . Since [D] does not depend on t, we can always find a t 2=D, where D are the eigenvalues of [D] , and D = maxfj D jg the spectral radius of [D] , to make it the second condition of the above proposition true as long as all eigenvalues of D are pure imaginary. Similar conclusions are also expressed in [9] and [10] . On the other hand, if [D] has eigenvalues with nonzero real part, the second condition will not be satisfied no matter how small t is chosen, leading to unconditional instabilities.
Remark 2.3:
The zero eigenvalue of [C] ( i = 0) corresponds to the unit eigenvalue of [A] . Hence, its multiplicity is related to the dimension of the space spanned by static solutions. If [C] is diagonalizable, the dimension of this space is equal to the multiplicity of this eigenvalue.
Remark 2.4: In principle, the linear independency of eigenvectors can be checked by calculating of the determinant of the matrix formed by all the eigenvectors. In practice, this is difficult to do because of the often large size of the matrices involved and the limitations of finite precision arithmetic to discriminate. 5 
IV. RECIPROCAL DISCRETE CURL OPERATORS
A spatial discretization for a IVP problem exhibits reciprocal discrete curl opertors when [ 
CE ] = [CH ]
T [6] . In a time domain algorithm, this identity implies that if a given electric field component is used in a magnetic field component update then, the latter is necessarily used in the update of the former. For Yee's scheme, this condition is trivially verified. However, for many proposed discretization schemes involving subgridding, locally conforming grids, or higher-order spatial stencils this is not always true, as pointed out in [14] , [15] . Proposition 2: The update described by (10) and (11) is stable at a given discretization scale if 1) [ 
T and 2) t 2=D , where D is the spectral radius of [D] in (17) .
From (17), we have
and [M ] is solely related to material properties
Note The reciprocity condition makes the leap-frog update (10), (11) invariant under time reversal (exactly reversible) and hence energy conserving via Noether's theorem [16] . For different time integration schemes (e.g., dissipative), however, the reciprocity condition may be, in general, neither necessary nor sufficient for stability. itive definite in order to (conditional) time-domain stability to hold in explicit schemes [5] , [10] . The role of such restrictions in the construction of projection operators (interpolation schemes) for nonorthogonal FDTD schemes is discussed in more detail in [10] .
Remark 3.3: Apart from the reciprocity condition, discrete curl operators should also satisfy (and the time-evolution preserve) the discrete analog of a Hodge-Helmholtz decomposition [17] (of any vector field into curl free and divergence free components [18] [19] of the E grid, and the degrees of freedom of E d with the remaining edges (cotree) (and similarly for the H grid).
