Abstract. We say that a set S is additively decomposed into two sets A and B, if S = {a + b : a ∈ A, b ∈ B}. Here we study additively decompositions of multiplicative subgroups of finite fields. In particular, we give some improvements and generalisations of results of C. Dartyge and A. Sárközy on additive decompositions of quadratic residues and primitive roots modulo p. We use some new tools such the Karatsuba bound of double character sums and some results from additive combinatorics.
Introduction
Let F q be the finite field of q elements. As usual, for two sets A, B ⊆ F q we define their sum as A + B = {a + b : a ∈ A, b ∈ B}.
We say that a set S ⊆ F q is additively decomposed into two sets if S = A + B. We say that an additively decomposition is nontrivial if min{#A, #B} ≥ 2.
Sárközy [17] has conjectured that the set Q of quadratic residues modulo a prime p does not have nontrivial decompositions and showed towards this conjecture that any nontrivial decomposition Q = A + B satisfies (1) min{#A, #B} ≥ p 1/2 3 log p and (2) max{#A, #B} ≤ p 1/2 log p Furthermore, Dartyge and Sárközy [6] have made a similar conjecture for the set R of primitive roots modulo p and given the following analogues of (1) and (2): (3) min{#A, #B} ≥ ϕ(p − 1) τ (p − 1)p 1/2 log p and (4) max{#A, #B} ≤ τ (p − 1)p 1/2 log p where ϕ(k) and τ (k) are the Euler function and the number of integer positive divisors of an integer k ≥ 1. We also refer to [6, 17] for further references about set decompositions.
Here we consider a more general question of additive decomposition of arbitrary multiplicative subgroups G ⊆ F * q . In particular, our results for large subgroups leads to improvements of the upper bounds (2) and (4), which in turn imply an improvement of the lower bounds (1) and (3). These improvements are based on an application of a bound of Karatsuba [14] of double multiplicative character sums. This technique work for subgroups of size or order at least q 1/2 . For smaller subgroups in prime fields, that is, for prime q = p, we bring into this area yet another tool, coming from additive combinatorics. Namely, we use a result of Garaev and Shen [8] . We also use a result of Shkredov and Vyugin [19] on the size of the intetesection of shifts of a multiplicative subgroup, to obtain an upper bound on the cardinalities #A and #B for additive decomposition of arbitrary multiplicative subgroups G ⊆ F * p . Finally, we note that Shkredov [18] has recently achieved remarkable progress towards the conjecture of Sárközy [17] and showed that the conjecture holds with A = B. That is, Q = A + A for any set A ⊆ F p . The method, however, does not seem to extend to other subgroups. Shkredov [18] has also independently observed that log p can be removed from the bounds (1) and (2) (which is a special case of Theorem 7 below).
We recall that the expressions A ≪ B, B ≫ A and A = O(B) are each equivalent to the statement that |A| ≤ cB for some constant c. Throughout the paper, the implied constants in these symbols may depend on the real parameter ε > 0 and the integer parameter ν ≥ 1, and are absolute otherwise.
We also use the convention that for elements λ, µ ∈ F q and a set S ⊆ F q , λ · S + µ = {λs + µ : s ∈ S}, reserving, say, 2S for 2S = S + S.
Bounds of Multiplicative Character Sums
We refer to [12] 
We note that the following result is slightly more precise than a bound of Karatsuba [14] (see also [15, Chapter VIII, Problem 9] ) that applies to double character sums over arbitrary sets. 
A Bound on the Intersection of Shifted Subgroups
Let us consider a multiplicative subgroup G ⊆ F * q . The following bound for m = 1 is due to Garcia and Voloch [9] , see also [11, 16] . For a fixed m ≥ 1 it follows instantly from a result of Shkredov and Vyugin [19, Corollary 1.2] by taking s = 1, t = #G, k = m − 1 and
Lemma 3. Assume that for a fixed integer m ≥ 2 we have a prime p satisfies:
holds.
A Result from Additive Combinatorics
We extend in a natural way our definition of the sums set A + B to other operations on sets. For example, for A ⊆ F q we have 
We remark that for sets f size #A ≤ p 1/2 of Jones and RocheNewton [13] , have improved [8, Theorem 1], however this is not essential for our final estimate. Furthermore, for sets with p ε #A ≤ p 1−ε the estimate of Lemma 4 is also given by Bourgain [3] .
Preliminary Estimates
Let G d ⊆ F q be the group of dth powers. We start with the following generalisation of the bound (1), which closely follows the arguments of [6, 17] .
Proof. Let K = #A and L = #B. Assume that K ≥ L. Maybe an additive shift by an element of b ∈ B, that is considering A + a and B − b we can assume that 0 ∈ B and thus A ⊆ G d .
First we show that
Indeed, for any u ∈ G d we have
for at least one b ∈ B. We now show that if (5) does not hold then this is impossible.
Let X d be the set of all multiplicative characters of F * q with χ d = χ 0 where χ 0 is the principal character. We also define X *
Therefore, the condition (6) implies
Since elements of G d are all of the form x d , x ∈ F * q , we see that the sum
vanishes.
On the other hand, separating the contribution of the principal characters, we write
where, after the change of order of summation we obtain
For every set C = {c 1 , . . . , c ℓ } of cardinality ℓ, we have
Clearly Lemma 1 applies to the inner sum and yields
Thus, substituting this bound in (9), and then the resulting estimate in (8), we obtain
Recalling (7), we derive (5) follows. For d = 2 the result follows from a direct generalisation of (1) to arbitrary finite fields.
We now assume that d ≥ 3, as otherwise there is nothing to prove and set
Next, we choose an arbitrary subset B * ⊆ B of cardinality L * (which by (5) is possible for a sufficiently large p).
We denote by N is the number of u ∈ G d satisfying (6) for every b ∈ B * . Clearly N ≥ K. On the other hand, as before, we write
Exactly the same argument as in the previous estimation of W implies
Recalling the choice of L * we immediately derive
Since we obviously have KL ≥ #G e = (q − 1)/d the result follows.
We now use Lemma 4 to study nontrivial additive decompositions of small subgroups.
Lemma 6. For any ε > 0 there exists some κ > 0 such that if for a prime q = p and a subgroup G ⊆ F * p of order #G < p 1−ε there is a nontrivial decomposition into some sets A and B, then
Proof. Assume that #A ≥ #B. Also, as in the proof of Lemma 5, we see that we can assume that #A ⊆ G. Since #B ≥ 2, there is b ∈ B with b = 0. Then, from the identity
and Lemma 4 we see that # (A(A + b)) ≥ (#A) 1+δ for some δ > 0 that depends only on ε. On the other hand, we obviously have
1/(1+δ) . Since #A#B ≥ #G, the result now follows.
Decompositions of Large Multiplicative Subgroups and the Set of Primitive Roots
Clearly the bound (10) is of the same order of magnitude as (2). Here we use Lemma 2 to generalise and improve (2) and (4). Proof. Clearly, if R = A + B is a decomposition of the set of primitive roots, then multiplying each elements of A and B by a fixed quadratic non-residue ξ we obtain (11) also holds for the sets in any nontrivial decomposition of R. Thus, it is enough to show that any sets A and B with (11) such that A + B ⊆ G d we have (12) max{#A, #B} ≪ q 1/2 .
Assume that #A ≥ #B. Now, let χ ∈ X * d be any non-principal character of F *
Comparing this with the bound of Lemma 2, we derive
Taking ν = ⌈ε −1 ⌉, we see that the condition (11) implies
Hence (13) can now be re-written as #A#B ≪ (#A) (2ν−1)/2ν #Bq 1/4ν , which implies (12) , and concludes the proof.
Obviously, if G = A + B then #G ≤ #A#B. Hence Theorem 7 implies that any nontrivial decomposition of a subgroup G ⊆ F * p of order #G ≥ q 3/4+ε into some sets A and B, we have min{#A, #B} ≫ #Gq
that is stronger than Lemma 5 and for G = Q improves the bound (2) of Sárközy [17] . Similarly, any nontrivial decomposition of R into some sets A and B, we have
that improves the bound (4) of Dartyge and Sárközy [6] .
Decompositions of Small Multiplicative Subgroups
We now use Lemma 4 to study nontrivial additive decompositions of small subgroups of prime fields that is, subgroups G ⊆ F * p with a prime p of cardinality #G to which the bound of Theorem 7 is either weak or does not apply (for example for subgroups of order #G < p 3/4 ). Proof. Assume that #A ≥ #B. Since #A#B ≥ #G it suffices to only establish the upper bound. In particular, it is enough to show that for an arbitrary η > 0 we have (14) #A ≤ (#G) 1/2+η .
Let us fix some sufficiently small η > 0. In particular, we assume that that η < 1/6, thus 1/(1 + 2η) > 3/4. Then for #G ≥ p 1/(1+2η) the bound (14) follows from Theorem 7.
So we now assume that #G < p 1/(1+2η) . Then clearly for any m ≥ 2 and a sufficiently large p the condition of Lemma 3 is satisfied.
By Lemma 6, the set #B is large enough, so that it has m distinct elements b 1 , . . . , b m . We now observe that for every i = 1, . . . , m we have A ⊆ G − b i . Thus taking m sufficiently large we see that Lemma 3 implies (14) . Since #A#B ≥ #G, the result now follows.
Clearly one can choose m as a growing function of #G and get more explicit bounds in Theorem 8.
Comments
We remarks that it is natural to try to obtain analogues of our results for the dual problem of nontrivial multiplicative decompositions of intervals in F p . That is, one can consider representations I = AB of sets I = {m + 1, . . . , m + n} ⊆ F p of n consecutive residues modulo p with two arbitrary sets A, B ⊆ F * p such that #A ≥ #B ≥ 2. Certainly various conjectures, similar to those of [6, 17] , can be about the non-existence of such decompositions. Here we merely show that some of the above methods apply to multiplicative decompositions too. For example, by a result of Bourgain [4] , for any two sets A, B ⊆ F p with A, B = {0}, we have
On the other hand, if AB = I then
Thus for #I < (p − 1)/32 we derive very tight bounds:
Now we note, as in the above we can assume that 1 ∈ B, so A ⊆ I. Using the orthogonality of the exponential function e p (z) = exp(2πiz/p) we can write the number of solutions J to the congruence
Changing the order of summation and separating the contribution #A#B#I/p of terms corresponding to λ = 0, we obtain
a∈A b∈B e p (λab) .
Using the classical estimate On the other hand, since I = AB is multiplicative decomposition of I, we have J = #A#B. Thus for any fixed ε > 0, if #I < (1 − ε)p then #A#B ≪ p(log p) 2 .
One can also consider more general questions about sets of the form Finally, we note that Gyarmati, Konyagin and Sárközy [10] have studied additive decompositions of large subsets (of size close to p) of prime fields F p . The Weil bound of multiplicative character sums also plays a prominent role in the arguments of [10] . Several more results about decompositions of arbitrary sets can be found in [1, 2] .
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