For b ∈ BM O(R n ) and k ∈ N, the k-th order maximal commutator of the singular integral operator T with rough variable kernels is defined by
Introduction
Let S n−1 be the unit sphere in R n (n ≥ 2) and dσ be the area element on S n−1 . A function Ω defined on R n ×R n is said to be in L ∞ (R n )×L q (S n−1 ) for q ≥ 1, if Ω satisfies the following conditions:
(i) for any x, z ∈ R n and λ > 0, Ω(x, λz) = Ω(x, z);
where z = z/|z|, for any z ∈ R n \ {0}.
Ω(x, z ) dσ(z ) = 0 for any x ∈ R n , (1.1) then the singular integral operator with variable kernel is defined by T f(x) = p.v.
R n Ω(x, x − y) |x − y| n f (y) dy.
In 1955, Calderón and Zygmund [5] investigated the L 2 boundedness of the operator T . They found that these operators are relevant in the second order linear elliptic equations with variable coefficients. In [5] , Calderón and Zygmund obtained the following result (see also [6] ):
Theorem A (see [5] ) If Ω ∈ L ∞ (R n ) × L q (S n−1 ) for q > 2(n − 1)/n and satisfies (1.1), then there is a constant
Remark 1.1 In [5] , Calderón and Zygmund showed that the condition q > 2(n − 1)/n is optimal in the sense that the L 2 -boundedness of T fails if q ≤ 2(n − 1)/n.
It is well known that maximal singular integral operators play a key role in studying the convergence of the singular integral operators almost everywhere. The mapping properties of the maximal singular integrals with convolution kernels have been extensively studied (see [25] , [15] and [18] , for example). In 1980, Aguilera and Harboure [1] Theorem B (see [1] ) If Ω ∈ L ∞ (R n )×L q (S n−1 ) for q > 4(n−1)/(2n−1) and satisfies (1.1), then there is a constant
In 1985, using spherical harmonic expansions of the kernel, Cowling and Mauceri [13] proved that the conclusion of Theorem B still holds for q > 2(n − 1)/n. The same conclusion was also obtained by Christ, Duoandikoetxea and Rubio de Francia [10] by the method of rotations and mixed norm estimates in 1986.
Theorem C (see [13] or [10] ) If Ω ∈ L ∞ (R n )×L q (S n−1 ) for q > 2(n−1)/n and satisfies (1.1), then T * is a bounded operator on L 2 (R n ).
Obviously, the range of q in Theorem C is also optimal by Remark 1.1.
In the present paper, we will discuss the L 2 -boundedness of the maximal commutator of the singular integral with variable kernel. Let us recall some background. The commutators of the Hilbert transform were first introduced by Calderón in [3] and play an important role in the study of the Cauchy integral along Lipschitz curves (see also [4] ). Motivated by the work of Calderón on commutators, in their famous paper [ b(x)dx. The authors of [11] gave a characterization of L p -boundedness of the commutators generated by the Riesz transforms R j (j = 1, . . . , n, ). Using this characterization, Coifman, Rochberg and Weiss got a decomposition theorem of the real Hardy spaces.
These commutators are of interest in harmonic analysis and PDE's. For example, the commutators have some important applications in the theory of non-divergent elliptic equations with discontinuous coefficients (see [2] , [8] , [9] and [14] ). Moreover, there is also an interesting connection between the nonlinear commutator, considered by Rochberg and Weiss in [24] , and Jacobian mappings of vector functions. They have been applied in the study of nonlinear partial differential equations (see [19] , [21] , [12] , [23] and Iwaniec's nice survey paper [22] ).
The commutators of the singular integral operators with variable kernel arise naturally in the study of PDE's with variable coefficients. In 1991, to study interior W 2,2 estimates for nondivergence elliptic second order equation with discontinuous coefficients, Chiarenza, Frasca and Longo [8] (see also [9] ) proved the L 2 (R n ) boundedness of the commutator for the singular integral with variable kernel. For k ∈ N, the k-th order commutator of T with variable kernel is defined by
For simplicity, we denote T b,1 by T b below. Clearly, T b,k is also a natural generalization of the commutator of the classical Calderón-Zygmund singular integral operator with convolution kernel.
Recently, Chen and Ding [7] proved that the conclusion of Theorem D holds still after removing this stronger smoothness condition assumed on Ω in its second variate.
Theorem E (see [7] 
Theorem E shows that the size condition of Ω in Theorem A is enough for the L 2 boundedness of higher order commutator of the singular integral with rough variable kernel. Inspired by Theorem E, a natural problem is whether or not the higher order maximal commutator T * b,k of the singular integral T with rough variable kernel is bounded on L 2 (R n ) under the same conditions of Theorem E, where T * b,k is defined by
Note that the case k = 0 recaptures the maximal singular integral operator T * with variable kernel. In this paper we will give a positive answer to the above problem. Our main result is following:
It is not difficult to check that the following inequality holds for the commutator T * b,k :
where
The latter is called the k-th order commutator of the maximal operator with rough variable kernel. Thus, to obtain Theorem 1, it is necessary to discuss the L 2 -boundedness of M Ω;b,k in (1.2). Moreover, the L 2 -boundedness of M Ω;b,k has its significance and interest independently. 
The notations " " and "
∨ " denote the Fourier transform and the inverse Fourier transform, respectively. The letter C will stand for a positive constant which is independent of the essential variables and not necessarily the same one in each occurrence. |E| denotes the Lebesgue measure of the measurable set E in R n . As usual, for p ≥ 1, p = p/(p − 1) denotes the dual exponent of p.
Proof of Theorem 2
In this section, we will give the proof of Theorem 2. In this proof, we need to use the boundedness of the maximal operator with rough variable kernel M Ω , which is defined by
We hence show first a mapping property of M Ω . Note that M Ω is a version of the Hardy-Littlewood maximal operator with variable kernel. We therefore write the L p -boundedness of M Ω as a theorem, although its proof is simple.
Remark 2.1 If we take p = 2 then q > 2(n − 1)/n, which is just the same kernel condition as in Theorem A.
Before showing Theorem 3, we give some notations and a lemma. For y ∈ S n−1 , the Hardy-Littlewood maximal operator along direction y is defined by
Proof of Theorem 3. By the method of rotations, we can write
Mf (x, y )|Ω(x, y )|dσ(y ).
Applying Hölder's inequality and Lemma 2.1 for
Thus we complete the proof of Theorem 3.
Let us now turn to the proof of Theorem 2. Let us begin with recalling some known results. [7] ) Suppose that 0 < β < 1, ∈ Z, m ∈ N. Denote by H m the space of surface spherical harmonics of degree m on
Lemma 2.2 (see
where λ = (n − 2)/2 and ξ = ξ/|ξ|.
Proof of Theorem 2. By Hölder's inequality, we split
(2.4) Applying Theorem 3 with p = 2 and q > 2(n − 1)/n, we obtain that
By (2.4) and (2.5), to prove Theorem 2, it suffices to show
It is easy to check that Ω
Define the k-th order commutator M b,k formed by the Hardy-Littlewood maximal operator M and a BMO function b by
Applying Theorem 2.4 in [17] with α = β ≡ 1, we know that
Without loss of generality, we can assume that b * = 1. Observe that for any x ∈ R n , we have
Therefore, to show (2.6), it remains to give the following estimate of N 1 :
As in [6] , by a limit argument we may reduce the proof of Theorem 1 to the case of f ∈ C ∞ 0 (R n ) and
is a finite sum. Notice that Ω 0 (x, z ) satisfies (1.1), so a 0,j ≡ 0. Denote
and
Using Hölder's inequality twice and (2.10), we get for 0 < θ < 1,
(2.12) By [6, p. 230], for q > 2(n − 1)/n, if we take 0 < θ < 1 and close to 1 sufficiently, then
By (2.12) and (2.13)
Clearly, (2.8) will follow if we can show that there exists 0
Let us take a radial function
and 
With the aid of the formula
it is easy to check that
Then, applying Minkowski inequality and by (2.18), Hence, if there exists 0 < v 0 < 1 such that 
Thus, to finish the proof of Theorem 2, it remains to verify (2.20) . Define the operatorF
Denote byF 
Applying Lemma 2.2, we have
Using Lemma 2.3 in [7] with δ = 2 i and s = 0, we know that for any fixed 0 < v < 1 and nonnegative integer α
For fixed 0 < β < (1−θ)/2, we can find 0
which implies (2.20) by dilation-invariance. Therefore we have completed the proof of Theorem 2.
Proof of Theorem 1
This section is divided into two parts. In Subsection 3.1, we give a lemma which plays a key role in the proof of Theorem 1. In Subsection 3.2, we will finish the proof of Theorem 1. 
Key lemma
Lemma 3.1.1 For 0 < δ < ∞, m ∈ N, s ∈ N and j = 1, . . . , D m , take B s,δ,m,j ∈ C ∞ 0 (R n ) such that supp(B s,δ,m,j ) ⊂ {ξ : δ/2 ≤ |ξ| ≤ 2δ}. Let T s,δ,
m,j be the multiplier operators defined by
Proof. We may assume that b * = 1. Let us consider a C ∞ 0 (R n ) radial function φ, such that suppφ ⊂ {x : 1/2 ≤ |x| ≤ 2} and l∈Z φ(2
Denote by T 
. It is easy to see that (3.1.4) is the consequence of (3.1.5) and the following Claim 1.
Claim 1:
For any fixed 0 < v < 1, there exists γ > 0 such that 
have bounded overlaps. So we have the following almost orthogonality property:
Hence, it is suffices to verify (3.1.6) for a function f with suppf ⊂ Q, where Q has its side length 2 l .
Choose ϕ ∈ C ∞ 0 (R n ), 0 ≤ ϕ ≤ 1, ϕ identically one on 50nQ, and suppϕ ⊂ 100nQ. Set Q = 200nQ, and
It is easy to see that
, then we have
Thus, in order to prove Claim 1, by (3.1.7) we only need to show the following Claim 2: For any fixed 0 < v < 1, there exists γ > 0 such that for a function f supported in Q with side length 2
However, Claim 2 can be reduced from the following
(3.1.9)
In fact, notice that for any 1 < σ < ∞ and μ = 0, 1, .
Then for any 2 < q 1 , q 2 < ∞ with 1/q 1 + 1/q 2 = 1/2, applying Hölder's inequality twice and by (3.1.9), we get
(3.1.10) Now, for any fixed 0 < v < 1, we choose q 2 > 2 but close to 2 sufficiently and t > 0 but close to 0 sufficiently, such that q 2 and t satisfy:
Then we have
(3.1.11) If 0 < δ < 1, similar to the estimate of (3.1.11), we have
(3.1.12) Thus Claim 2 follows from (3.1.11) and (3.1.12).
Hence, to finish the proof of Lemma 3.1.1, it remains to verify Claim 3. 
Note that
and (see [6, p. 225 , (2.6)])
by (3.1.2), we get
For q = 2, note that R n φ(η) dη = φ(0) = 0, then by (3.1.13) and (3.1.3) we have
Therefore, applying Plancherel theorem and the fact (see [6, p. 226 
(3.1.17)
Applying Plancherel theorem again, (3.1.1), (3.1.13) and (3.1.14) we see that
That is,
Hence, interpolating between estimates (3.1.17) and (3.1.18), for any 0 < t < 1,
Thus we obtain (3.1.9) for 2 ≤ q ≤ ∞ by interpolating between (3. 
then for any fixed 0 < v < 1, there exists a positive constant C = C(n, k, v) such that
Proof of Theorem 1
We still assume that b * = 1. By (1.2) and Theorem 2, it suffices to show that
Similarly to the decomposition of Ω 0 (x, z ) in the proof of Theorem 2, we have
where a m (x) and d m,j (x) satisfy (2.9) and (2.10). For s ∈ Z, set
Using Hölder's inequality twice, by (2.13) we have
where 0 < θ < 1 is defined by (2.13). Hence, by (3.2.2) it is easy to see that, to get (3.2.1), it suffices to show that for some 0 < β
We will give the proof of (3.2.3) by induction on the order k.
In this case, we need to show that for 0
Then we have
where and in the sequel, δ denotes the Dirac function. Below we set up the estimate of (3.2.4) for P i (i = 1, 2, 3), respectively. Firstly, we consider P 1 .
By [5] , we have
where and in the sequel, M denotes the Hardy-Littlewood maximal operator. Secondly, we consider P 2 . For s ∈ Z, m ∈ N and j = 1, 2, . . . , D m , define
Applying Lemma 2.2, Plancherel theorem and (3.1.11), we have
(3.2.7) Finally, we discuss P 3 . By Minkowski inequality and Plancherel theorem, we get
Similarly to (3.2.7), it is easy to obtain that
By (3.2.6)-(3.2.8), we obtain (3.2.4) and hence (3.2.3) holds for k = 0.
(ii) Proof of (3.2.3) for k ∈ N.
In this case, we assume that (3.2.3) is true for all integers u with 0 ≤ u ≤ k − 1 and we will prove that (3.2.3) holds also for k.
Take 
(3.2.10)
Now we consider II. Denote by G l and G l;b,u the convolution operator with kernel Φ l and the u-th order commutator of G l , respectively. Applying formula (2.17) we can write
Therefore, if we can show that for some 0 < β 
Let ψ ∈ C ∞ 0 be a radial function such that 0 ≤ ψ ≤ 1, suppψ ⊂ {ξ : 1/2 ≤ |ξ| ≤ 2} and i∈Z ψ 2 (2 −i ξ) = 1 for |ξ| = 0. Define the multiplier S i by
Define the operator U 
Applying the equation above and Minkowski inequality, we have
We claim that there exists 0 < v < 1 such that
If so, then by Lemma 2.3, we have 
Using (3.1.4) with δ = 2 i , for any fixed 0 < v < 1 and α ∈ N
Thus, for 0 < β < (1 − θ)/2 (0 < θ < 1), we can take 0 < v 0 < 1 − β in the above estimate. Hence we obtain
which implies, by dilation-invariance,
So we proved (3.2.14). Now let us turn to (3.2.12). Write
Thus, to prove (3.2.12), it is sufficient to show that for some 0 < β < 
On the other hand, to obtain (3.2.18), applying (2.7) and the induction assumptions for 0 
