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Abstract. In this paper, we propose a smoothing quadratic regularization (SQR) algorithm
for solving a class of nonsmooth nonconvex, perhaps even non-Lipschitzian minimization problems,
which has wide applications in statistics and sparse reconstruction. The proposed SQR algorithm
is a first order method. At each iteration, the SQR algorithm solves a strongly convex quadratic
minimization problem with a diagonal Hessian matrix, which has a simple closed-form solution
that is inexpensive to calculate. We show that the worst-case complexity of reaching an  scaled
stationary point is O(−2). Moreover, if the objective function is locally Lipschitz continuous, the
SQR algorithm with a slightly modified updating scheme for the smoothing parameter and iterate
can obtain an  Clarke stationary point in at most O(−3) iterations.
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ization, convergence, worst-case complexity, stationary point
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1. Introduction. Convexity and Lipschitz continuity are two important condi-
tions in optimization. However, some real-world applications are often modeled by
nonconvex or even non-Lipschitzian optimization problems. In this paper, we concen-
trate on the unconstrained nonsmooth nonconvex optimization problem
(1.1) min
x∈Rn
f(x) := H(x) +
n∑
i=1
ϕ(|xi|p),
where H : Rn → [0,+∞) is continuously diﬀerentiable and its gradient ∇H is glob-
ally Lipschitz continuous with a Lipschitz constant L∇H > 0, 0 < p ≤ 1, and
ϕ : [0,+∞) → [0,+∞) is a given penalty function satisfying the following assumption.
(Aϕ) ϕ is continuously diﬀerentiable, nondecreasing, ϕ
′ is locally Lipschitz
continuous, and there is a positive constant α such that ∀t ∈ (0,∞),
0 ≤ ϕ′(t) ≤ α, |ξ| ≤ α and |ξ|t ≤ α ∀ξ ∈ ∂(ϕ′(t)),
where ∂ means the Clarke generalized gradient [15].
When p = 1, the objective function f in (1.1) is locally Lipschitz continuous,
and it is globally Lipschitz continuous if H is globally Lipschitz continuous. Lipschitz
continuity is important to ensure the existence of the Clarke generalized gradient at
every point [15]. However, f may be non-Lipschitz continuous for 0 < p < 1.
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SQR ALGORITHM FOR NON-LIPSCHITZ OPTIMIZATION 1719
To illustrate that the application of (1.1) is not restricted by assumption (Aϕ),
six widely used penalty functions ϕ in statistics and sparse reconstruction are given
in Appendix A.
Numerical algorithms for solving nonsmooth optimization have been studied for
decades, but most algorithms assume the Lipschitzian continuity of the objective
function in convergence and worst-case complexity analysis. When one element in
the generalized gradient of the objective function can be found at every point, the
worst-case complexity of the subgradient methods is proved to be of the order O(−2)
for the globally Lipschitz continuous and convex optimization [21]. Based on a special
smoothing technique for the maximal function, Nesterov [26] improves the traditional
worst-case complexity of the gradient algorithms to O(−1) for nonsmooth convex
constrained optimization. A gradient sampling algorithm is proposed by Burke, Lewis,
and Overton in [3] for ﬁnding a Clarke  stationary point of a locally Lipschitz function
with probability 1. Most recently, by means of the ﬁrst order methods, Cartis, Gould,
and Toint [6] estimate the function evaluation worst-case complexity of minimizing
the function
(1.2) Φh(x) := H(x) + h(c(x)),
where h : Rm → R is convex and globally Lipschitz continuous but may be nonsmooth,
H : Rn → R and c : Rn → Rm are continuously diﬀerentiable, but Φh may be
nonsmooth nonconvex. They prove that it takes at most O(−2) iterations to reduce a
ﬁrst order criticality measure below  in a ﬁrst order trust region method or a quadratic
regularization method, where the worst-case complexity result is the same in order as
the function evaluation complexity of steepest descent methods applied to the case
that Φh is diﬀerentiable. In [19], Garmanjani and Vicente propose a smoothing direct
search (DS) algorithm based on smoothing techniques and derivative-free methods
to solve a general unconstrained nonsmooth nonconvex, Lipschitzian minimization
problem. The smoothing DS algorithm can be seen as a zero order method, where
the gradient is not calculated in the algorithm. The smoothing DS algorithm can
ﬁnd an x such that ‖∇f˜(x, μ)‖∞ ≤  and μ ≤  in at most O(−3 log −1) function
evaluations, where f˜ is a smoothing function of f and μ > 0 is a parameter. In [20],
Ge, Jiang, and Ye develop an interior-point potential reduction algorithm for solving
the non-Lipschitzian constrained optimization
min
∑n
i=1 x
p
i
s.t. Ax = b, x ≥ 0,
and show that the interior-point algorithm returns a scaled -KKT point in no more
than O(−1log−1) iterations.
In this paper, we present a smoothing quadratic regularization (SQR) algorithm
for solving (1.1) with the worst-case complexity estimation. The SQR algorithm uses
the smoothing functions [2, 10, 19, 26, 30] and regularization methods [6, 7, 8, 28]. At
each iteration, the SQR algorithm solves a strongly convex quadratic minimization
problem with a diagonal Hessian matrix, which has a simple closed-form solution
that is inexpensive to calculate. We show that the worst-case complexity of ﬁnding
an  scaled stationary point is O(−2). Moreover, if the objective function is locally
Lipschitz continuous, the SQR algorithm with a slightly modiﬁed updating scheme
for the smoothing parameter and iterate zk can obtain an  Clarke stationary point
in at most O(−3) iterations. To the best of our knowledge, the SQR algorithm is
the ﬁrst algorithm with the worst-case complexity for non-Lipschitzian unconstrained
optimization. As expectation, when applying the gradient of f˜ , the modiﬁed SQR
D
ow
nl
oa
de
d 
01
/1
3/
14
 to
 1
58
.1
32
.1
61
.5
2.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1720 WEI BIAN AND XIAOJUN CHEN
algorithm for locally Lipschitz continuous minimization has a better complexity result
than the smoothing DS algorithm proposed in [19], in which the gradient information
is not used. Note that many penalty functions cannot be written as h(c(x)) in (1.2),
for example, the logistic penalty function, ϕ(|xi|) = log(1 + α|xi|). Hence the ﬁrst
order methods proposed in [6] cannot be applied to solve (1.1).
Nonsmooth nonconvex penalty functions play an important role in sparse
reconstruction and statistical modeling, particularly in variable selection. Penalty
functions satisfying (Aϕ) in (1.1) provide eﬃcient models to extract the essential fea-
tures of solutions which are sparse in the sense that they have many zero entries
[2, 5, 9, 10, 12, 14, 16, 18, 23, 24, 29, 33]. Finding a solution with few nonzero entries
for an underdetermined linear or nonlinear system can be modeled as a minimization
problem with the l0-norm penalty function ‖x‖0 deﬁned as the number of nonzero
entries in x. Such problem is diﬃcult to solve due to the discontinuity of ‖x‖0.
Nonsmooth penalty functions for ﬁnding desired sparse solutions have been studied
extensively in the last decades. Three principles (unbiasedness, sparsity, and conti-
nuity) for a good penalty function are introduced in [1, 18]. A widely used penalty
function is the l1-norm, especially the l2-l1 minimization problem which is often called
LASSO [25, 31] and whose solutions are in the solution set of the corresponding l2-l0
problem under the restricted isometry property [4]. Fan and Li [18] show that the
smoothly clipped absolute deviation (SCAD) penalty function proposed in [17] has
better properties than the l1-norm penalty function in parametric and nonparametric
models. More recently, Zhang proposed a minimax concave penalty (MCP) function
[33]. In [14, 29], it is shown that logistic and fraction penalty functions yield better
edge preservation than convex penalty functions. All penalty functions mentioned in
this paragraph are Lipschitz continuous and satisfy assumption (Aϕ).
When 0 < p < 1, the penalty function in (1.1) is non-Lipschitzian, which includes
the lp-norm penalty ‖x‖pp as a special case. Fan and Li [18] point out that the oracle
property does not hold for the l1-norm penalty, while it continues to hold for the
lp-norm penalty with 0 < p < 1 by suitable choice of the parameters in it, where the
oracle property means that when the true parameters have some zero components,
they are estimated as 0 with probability tending to 1, and the nonzero components
are estimated as well as when the correct submodel is known. In [9], Chartrand
and Staneva show that by replacing the l1-norm in the l2-l1 minimization with the lp-
norm, exact reconstruction is possible with substantially fewer measurements. In [23],
Huang, Horowitz, and Ma provide some conditions under which the lp penalized least
square problem with 0 < p < 1 can correctly distinguish nonzero and zero coeﬃcients
in sparse high-dimensional settings. Moreover, the lp penalized least square model
with 0 < p < 1 can also be used for variable selection at the group and individual
variable levels simultaneously, while the l1 penalized least square model can work only
for individual variable selection [24]. Numerical methods for solving l2-lp minimiza-
tion problems have been proposed and analyzed, including reweighted minimization
algorithms [4] and smoothing methods [2, 12, 13].
This paper is organized as follows. In section 2, smoothing approximations for the
nonsmooth function f in (1.1) are studied. In section 3, the SQR algorithm for solving
(1.1) and theoretical analysis including the convergence and worst-case complexity
results are given, where the worst-case complexity of reaching an  scaled stationary
point is O(−2). In section 4, we slightly modify the SQR algorithm for solving (1.1)
with p = 1 and the worst-case complexity of reaching an  Clarke stationary point is
O(−3). In section 5, numerical examples are given to show the worst-case eﬃciency
of the SQR algorithm.
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SQR ALGORITHM FOR NON-LIPSCHITZ OPTIMIZATION 1721
Let I = {1, 2, . . . , n} and N = {0, 1, . . .}. For a column vector x ∈ Rn, xi denotes
the ith component of x and [xi]
n
i=1 := x. For a constant a, 
a indicates the smallest
positive integer such that 
a ≥ a.
2. Smoothing approximation. Smoothing approximations for nonsmooth op-
timization have been studied for decades [2, 10, 26, 30]. In this section, based on the
special structure of the nonsmooth function f in problem (1.1), we use a smoothing
function for the absolute value function | · | to construct a smoothing function f˜ of f .
For s ∈ R, μ > 0 and x ∈ Rn, deﬁne
κ(s, μ) = 8αp
⎧⎨
⎩
∣∣∣s
2
∣∣∣p−2 if |s| > 2μ,
μp−2 if |s| ≤ 2μ,
θ(s, μ) =
⎧⎨
⎩
|s| if |s| > μ,
s2
2μ
+
μ
2
if |s| ≤ μ;(2.1)
f˜(x, μ) = H(x) +
n∑
i=1
ϕ(θp(xi, μ));
g˜(x, μ) = [g˜1(x, μ), . . . , g˜n(x, μ)]
T := ∇xf˜(x, μ).
(2.2)
Definition 2.1. Let h : Rn → R be a continuous function. We call h˜ : Rn ×
[0,∞) → R a smoothing function of h if h˜ satisﬁes the following conditions:
(i) For any ﬁxed μ > 0, h˜(·, μ) is continuously diﬀerentiable in Rn.
(ii) For any ﬁxed x ∈ Rn, limz→x,μ↓0 h˜(z, μ) = h(x).
It is easy to verify that θ(s, μ) in (2.1) is a smoothing function of | · |, which
satisﬁes the following properties.
Lemma 2.2.
(i) |∇sθ(s, μ)| ≤ 1 ∀ s ∈ R, μ ∈ (0,∞).
(ii) μ2 ≤ θ(s, μ) ≤ μ ∀|s| ≤ μ.
(iii) 0 ≤ θp(s, μ)− |s|p ≤ θp(0, μ) = (μ2 )p ∀ s ∈ R, μ ∈ [0,∞), p ∈ (0, 1].
Due to the continuous diﬀerentiability of functions ϕ and θ, ϕ(θp(s, μ)) is a
smoothing function of ϕ(|s|p) and f˜(x, μ) is a smoothing function of f(x). More-
over, from condition (Aϕ) and Lemma 2.2(iii), we have
(2.3) 0 ≤ f˜(x, μ)− f(x) ≤ nα
(μ
2
)p
∀x ∈ Rn, μ ∈ [0,+∞).
Note that ϕ(θp(s, ·)) is nondecreasing in [0,∞) for any ﬁxed s ∈ R.
The following proposition presents an estimation on elements in the generalized
Hessian [15] of ϕ(θp(·, μ)) for any ﬁxed μ > 0.
Proposition 2.3. For any ﬁxed μ > 0 and ξ ∈ ∂s(∇sϕ(θp(s, μ))), it follows
that |ξ| ≤ κ(s, μ), which means that κ(s, μ) is an upper bound for all elements in the
generalized Hessian ∂2sϕ(θ
p(s, μ)) for any ﬁxed μ ∈ (0,∞).
Proof. See Appendix B.
3. Smoothing quadratic regularization algorithm. Quadratic regulariza-
tion methods are popular iterative methods for solving smooth optimization problems
[6, 22, 32], which solve a quadratic programming problem at each iteration. Inspired
by smoothing approximations and quadratic regularization methods, we propose an
SQR algorithm for (1.1). At each iteration of the SQR algorithm, a convex quadratic
approximation with a diagonal and positive deﬁnite Hessian matrix is constructed by
using the smoothing function f˜ . The quadratic subproblem has a simple closed-form
solution that is inexpensive to calculate. The smoothing parameter is updated by
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1722 WEI BIAN AND XIAOJUN CHEN
a simple criterion. We show that any accumulation point of the iterates is a scaled
stationary point of (1.1) with the worst-case complexity O(−2).
In our convergence and worst-case complexity analysis, we assume that f is level
bounded, i.e., for any Γ > 0, the level set {x ∈ Rn : f(x) ≤ Γ} is bounded. Without
loss of generality, we assume that f(x) ≥ 0 ∀x ∈ Rn.
For any ﬁxed y ∈ Rn, μ > 0, and β > 0, we deﬁne the quadratic approximation
of f˜(·, μ) around y as
(3.1) Q(x, y, μ, β) = f˜(y, μ) + 〈g˜(y, μ), x− y〉+ 1
2
n∑
i=1
γi(y, μ, β)(xi − yi)2,
where the functions f˜ and g˜ are given in (2.2),
(3.2) γi(y, μ, β) = max
{
β + κ(yi, μ),
|g˜i(y, μ)|
max{ |yi|2 , μ}1−
p
2 μ
p
2
}
, i ∈ I,
and the function κ is given in (2.1).
Note that for any x, y ∈ Rn, the assumptions on H imply
(3.3) H(x) ≤ H(y) + 〈∇H(y), x− y〉+ L∇H
2
‖x− y‖22.
What follows is an inequality derived by Taylor’s formula.
Proposition 3.1. For any μ > 0 and s, sˆ ∈ R such that |s − sˆ| ≤ max{ |sˆ|2 , μ},
the following inequality holds:
(3.4) ϕ(θp(s, μ)) ≤ ϕ(θp(sˆ, μ)) + 〈∇sˆϕ(θp(sˆ, μ)), s− sˆ〉+ κ(sˆ, μ)
2
(s− sˆ)2.
Proof. See Appendix B.
By (3.3) and (3.4), the following lemma gives an important relation between the
quadratic function Q and the smoothing function f˜ deﬁned in (2.2).
Lemma 3.2. For x, y ∈ Rn such that |xi − yi| ≤ max{ |yi|2 , μ} ∀i ∈ I, if the
inequality
(3.5) H(x) ≤ H(y) + 〈∇H(y), x − y〉+ 1
2
β‖x− y‖22
holds with β > 0, then
(3.6) f˜(x, μ) ≤ Q(x, y, μ, β),
where Q is deﬁned in (3.1).
Proof. By (3.4) and (3.5), inequality (3.6) holds for γi(y, μ, β) ≡ β + κ(yi, μ)
∀i ∈ I. Thus (3.6) holds with γi deﬁned by (3.2) using the max operator.
The quadratic program in the SQR algorithm is constructed based on Lemma 3.2.
For any ﬁxed y ∈ Rn, μ > 0, and β > 0, the right-hand side of inequality (3.6) is a
strictly quadratic convex function. Hence we can use Q(x, y, μ, β) as the quadratic
regularization to f˜(·, μ) around y.
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3.1. Proposed algorithm. Following the methods for updating the regulariza-
tion weight in [6, 7, 8], we update the regularization weight in the SQR algorithm when
the Lipschitz constant of ∇H is unknown. The scheme for updating the smoothing
parameter μ is crucial for the smoothing methods, which can aﬀect the convergence
and worst-case complexity of the SQR algorithm. A simple and intelligent scheme for
updating μ is used in the SQR algorithm.
SQR Algorithm.
Step 0: Initialization: Choose x0 = z0 ∈ Rn, μ0 > 0, β0 ≥ 1, 0 < σ, σ1, σ2 < 1,
η > 1. Set k = 0.
Step 1: New point calculation: Solve
(3.7) yk = arg min
x∈Rn
Q(x, xk, μk, βk),
where function Q is given in (3.1).
If yk = xk, deﬁne
rk =
H(xk)−H(yk)− < ∇H(xk), yk − xk >
1
2β‖xk − yk‖2
,
else deﬁne rk = 1. When rk ≤ 1, let xk+1 = yk; else let xk+1 = xk.
Step 2: Updating the regularization weight: Set
(3.8) βk+1 =
⎧⎪⎨
⎪⎩
max{β0, σ1βk} if rk ≤ σ2 (k very successful),
βk if rk ∈ (σ2, 1] (k successful),
ηβk if rk > 1 (k unsuccessful).
If rk > 1, let
μk+1 = μk, z
k+1 = zk
and return to Step 1; otherwise, go to Step 3.
Step 3: Updating the smoothing parameter: Let
(3.9) μk+1 =
{
μk if f˜(x
k+1, μk)− f˜(xk, μk) < −4αpμpk,
σμk otherwise.
Step 4: Constructing convergence point: Let
(3.10) zk+1 =
{
xk if μk+1 = σμk,
zk otherwise.
Increment k by one and return to Step 1.
Noting that the Hessian matrix ∇2xQ(x, xk, μk, βk) is a diagonal and positive
deﬁnite matrix, (3.7) has a simple closed-form solution
(3.11) yki = x
k
i −
g˜i(x
k, μk)
γi(xk, μk, βk)
∀i ∈ I.
The proposed SQR algorithm is a ﬁrst order method. The sequences {xk}, {yk},
{βk}, {rk}, {μk}, and {zk} are well deﬁned. Specially, when yk = xk, from (3.11), we
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1724 WEI BIAN AND XIAOJUN CHEN
Fig. 3.1. Illustration of the relationship among xk, zk, and μk.
ﬁnd that g˜(xk, μk) = 0, which means that x
k is a Clarke stationary point of f˜(x, μk)
for the ﬁxed μk. However, x
k may not be a stationary point of f(x). Since we want
to ﬁnd a stationary point of f , we have to decrease the value of μ at this iteration
and continue to run the SQR algorithm.
Lemma 3.3. For all k ∈ N, βk ≤ β¯ := max{β0, ηL∇H}.
Proof. Since ∇H is globally Lipschitz continuous with Lipschitz constant L∇H ,
then when βk ≥ L∇H , k is successful in the sense of (3.8). We set βk+1 = ηβk only
when βk < L∇H . Thus, βk ≤ max{β0, ηL∇H} ∀k ∈ N.
In particular, if L∇H is known, we can let β0 = L∇H , which follows that βk = β0
∀k ∈ N and every iteration is successful.
For the sequences {μk} and {rk}, we denote
N− = {k ∈ N : μk+1 = σμk} and Ns = {k ∈ N : rk ≤ 1}.
For any k ∈ Ns, the kth iteration is successful. From Step 2 in the SQR algorithm,
we ﬁnd that N− ⊆ Ns and the sequence {zk} can be written as
(3.12)
{
zk+1 = xk if k ∈ N−,
zk = xN
−
r if N−r + 1 ≤ k ≤ N−r+1,
where N−r is the rth smallest elements in N
−. The relationships among xk, zk, and
μk with μ0 = 1 are illustrated in Figure 3.1.
3.2. Theoretical results. In this subsection, we give the theoretical analysis
on the SQR algorithm, including the convergence and worst-case complexity results.
First, we deﬁne some index sets. For any ﬁxed x ∈ Rn and μ > 0, let
(3.13) K(x, μ) = {i ∈ I : |xi| ≤ 2μ} , J(x, μ) = {i ∈ I : |xi| > 2μ} .
K(x, μ) and J(x, μ) are mutually disjoint and I = K(x, μ)
⋃
J(x, μ). For any ﬁxed
β > 0, we divide each of K(x, μ) and J(x, μ) into two mutually disjoint sets:
K+(x, μ, β) = {i ∈ K(x, μ) : |g˜i(x, μ)| ≥ μ(β + κ(xi, μ))} ,
J+(x, μ, β) =
{
i ∈ J(x, μ) : |g˜i(x, μ)| ≥
∣∣∣xi
2
∣∣∣1− p2 μ p2 (β + κ(xi, μ))
}
,
K−(x, μ, β) = K(x, μ) \K+(x, μ, β) and J−(x, μ, β) = J(x, μ) \ J+(x, μ, β).
The following lemma shows that the sequence {f˜(xk, μk)} is monotonically
decreasing and strictly decreasing at (xk, μk) when ‖g˜(xk, μk)‖∞ = 0 and k ∈ Ns.
Lemma 3.4. The sequence {f˜(xk, μk)} is monotonically decreasing. In particular,
when k ∈ Ns,
(3.14) f˜(xk+1, μk+1)− f˜(xk, μk) ≤ −
n∑
i=1
g˜2i (x
k, μk)
2γi(xk, μk, βk)
.
Moreover, there is R ≥ 1 such that ‖xk‖∞ ≤ R ∀k ∈ N.
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Proof. First, we prove that
(3.15) |yki − xki | ≤ max
{ |xki |
2
, μk
}
∀i ∈ I.
From (3.11), for any i ∈ I, we have
(3.16) |yki − xki | =
|g˜i(xk, μk)|
γi(xk, μk, βk)
.
For i ∈ K+(xk, μk, βk), we obtain
(3.17) |xki | ≤ 2μk and |g˜i(xk, μk)| ≥ μk(βk + κ(xki , μk)),
which implies that
(3.18) γi(x
k, μk, βk) =
|g˜i(xk, μk)|
μk
.
For i ∈ K−(xk, μk, βk), we obtain
(3.19) |xki | ≤ 2μk and |g˜i(xk, μk)| < μk(βk + κ(xki , μk)),
which implies that
(3.20) γi(x
k, μk, βk) = βk + κ(x
k
i , μk).
Then, from (3.16)–(3.20), we know
|yki − xki | ≤ μk ∀i ∈ K(xk, μk).
Similarly, for i ∈ J+(xk, μk, βk), we obtain
(3.21) |xki | > 2μk and |g˜i(xk, μk)| ≥
∣∣∣xki
2
∣∣∣1− p2 μ p2k (βk + κ(xki , μk)),
which implies that
(3.22) γi(x
k, μk, βk) =
|g˜i(xk, μk)|
|xki2 |1−
p
2 μ
p
2
k
.
For i ∈ J−(xk, μk, βk), we have
(3.23) |xki | > 2μk and |g˜i(xk, μk)| <
∣∣∣xki
2
∣∣∣1− p2 μ p2k (βk + κ(xki , μk)),
which implies that
(3.24) γi(x
k, μk, βk) = βk + κ(x
k
i , μk).
Then, from (3.16) and (3.22)–(3.24), we have
|yki − xki | <
∣∣∣xki
2
∣∣∣1− p2μ p2k < |xki |2 ∀i ∈ J(xk, μk).
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1726 WEI BIAN AND XIAOJUN CHEN
Therefore, we can obtain the estimation in (3.15).
When k ∈ Ns, rk > 1. From Step 2, xk+1 = xk and μk+1 = μk. Thus,
f˜(xk+1, μk+1) = f˜(x
k, μk).
When k ∈ Ns, rk ≤ 1. Then xk+1 = yk and
(3.25) H(xk+1) ≤ H(xk) + 〈∇H(xk), xk+1 − xk〉+ 1
2
βk‖xk+1 − xk‖22.
Applying |xk+1i − xki | ≤ max{ |x
k
i |
2 , μk} ∀i ∈ I and applying (3.25) to Lemma 3.2,
it holds that
f˜(xk+1, μk) ≤ Q(xk+1, xk, μk, βk),
which, together with (3.11), gives that
f˜(xk+1, μk) ≤ f˜(xk, μk) + 〈g˜(xk, μk), xk+1 − xk〉+ 1
2
n∑
i=1
γi(x
k, μk, βk)(x
k+1
i − xki )2
= f˜(xk, μk)−
n∑
i=1
g˜2i (x
k, μk)
γi(xk, μk, βk)
+
n∑
i=1
g˜2i (x
k, μk)
2γi(xk, μk, βk)
= f˜(xk, μk)−
n∑
i=1
g˜2i (x
k, μk)
2γi(xk, μk, βk)
.
Since μk+1 ≤ μk, we can obtain the inequality in (3.14) when k ∈ Ns. Since f is
level bounded, from the monotonically decreasing property of f˜(xk, μk) and (2.3), we
ﬁnd that there is R ≥ 1 such that ‖xk‖∞ ≤ R, k ∈ N.
The objective function f is non-Lipschitzian when 0 < p < 1. It has been proved
in [11] that ﬁnding a global minimizer of the unconstrained l2-lp minimization problem
with 0 < p < 1 is strongly NP hard. We extend the deﬁnition of the scaled ﬁrst
order necessary condition in [13] to deﬁne the scaled stationary points of (1.1) with
0 < p ≤ 1. From 0 ≤ ϕ′(t) ≤ α for t ∈ (0,∞) in assumption (Aϕ), we have
limt↓0 tpϕ′(t) = 0. For simplicity, when xi = 0, we set |xi|pϕ′(t)t=|xi|p = 0 in the
following deﬁnition.
Definition 3.5. Let G : Rn → Rn be deﬁned by
G(x) := (G1(x), G2(x), . . . , Gn(x)) = X∇H(x) + p|X |p[ϕ′(t)t=|xi|p ]ni=1,
where X = diag(x1, . . . , xn) and |X |p = diag(|x1|p, . . . , |xn|p). For a given  ≥ 0,
we call x∗ ∈ Rn an  scaled stationary point of (1.1) if
‖G(x∗)‖∞ ≤ .
And x∗ is called a scaled stationary point of (1.1) if  = 0.
Following the proof of Theorem 2.3 in [13], we can show that any local minimizer
of (1.1) is a scaled stationary point of (1.1).
Since the SQR algorithm acts on the smoothing approximation function f˜ , the
following lemma presents that Xg˜(·, μ) tends to G(·) uniformly with O(μp) as μ → 0.
Proposition 3.6. For all x ∈ Rn, μ ∈ (0,∞), and 0 < p ≤ 1, we have
‖Xg˜(x, μ)−G(x)‖∞ ≤ 3αpμp.
Proof. See Appendix B.
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The following lemma gives the magnitude of the decreasing of f˜(xk, μk) and
‖G(xk)‖∞ for k ∈ Ns.
Lemma 3.7. For all k ∈ Ns, if K+(xk, μk, βk)
⋃
J+(xk, μk, βk) = ∅, then
(3.26) f˜(xk+1, μk+1)− f˜(xk, μk) < −4αpμpk;
otherwise,
(3.27) ‖G(xk)‖∞ < Cμ
p
2
k ,
where C = max
{
2β¯μ
2− p2
0 + 19αμ
p
2
0 , 2R
2β¯ + 16αR+ 3αμ
p
2
0
}
with β¯ deﬁned in
Lemma 3.3 and R ≥ 1 such that R ≥ ‖xk‖∞ ∀k ∈ N.
Proof. Fix k ∈ Ns. We ﬁrst consider the caseK+(xk, μk, βk)
⋃
J+(xk, μk, βk) = ∅.
If there is an i ∈ I such that i ∈ K+(xk, μk, βk), from (2.1), (3.14), (3.17), and
(3.18), we obtain that
(3.28) f˜(xk+1, μk+1)− f˜(xk, μk) ≤ −μk
2
|g˜i(xk, μk)| < −μ
2
k
2
κ(xki , μk) = −4αpμpk.
If there is an i ∈ I such that i ∈ J+(xk, μk, βk), from (2.1), (3.14), (3.21), and (3.22),
we have
(3.29) f˜(xk+1, μk+1)− f˜(xk, μk) ≤ −1
2
μ
p
2
k
∣∣∣xki
2
∣∣∣1− p2 |g˜i(xk, μk)| < −4αpμpk.
Next, we consider the case K+(xk, μk, βk)
⋃
J+(xk, μk, βk) = ∅. Then,
I = K−(xk, μk, βk)
⋃
J−(xk, μk, βk).
For i ∈ K−(xk, μk, βk), from (2.1), (3.19), and Lemma 3.3, we obtain
(3.30)
∣∣xki g˜i(xk, μk)∣∣ < 2μ2k(βk + 8αpμp−2k ) ≤ 2(β¯μ2− p20 + 8αμ p20 )μ p2k ,
where β¯ is deﬁned as in Lemma 3.3.
If i ∈ J−(xk, μk, βk), from (2.1), (3.23), and Lemma 3.3, we obtain
(3.31)
∣∣xki g˜i(xk, μk)∣∣ < 2μ p2k ∣∣∣xki2
∣∣∣2− p2
(
βk + 8αp
∣∣∣∣xki2
∣∣∣∣
p−2)
≤ 2(R2β¯ + 8αR)μ
p
2
k ,
where R ≥ 1 such that ‖xk‖∞ ≤ R ∀k ∈ N.
Combining (3.30) and (3.31), we have
|xki g˜i(xk, μk)| < max{2β¯μ2−
p
2
0 + 16αμ
p
2
0 , 2R
2β¯ + 16αR}μ
p
2
k ∀i ∈ I.
From Proposition 3.6, we can conclude the results in this lemma.
Now, we are ready to present the ﬁrst convergence result of the SQR algorithm.
Lemma 3.8. limk→∞ μk = 0 and limk→∞ f(xk) = limk→∞ f(zk) exist.
Proof. From the relationship illustrated in Figure 3.1, when k = N−r , μk =
μ0σ
r−1. Then,
(3.32)
∑
k∈N−
μpk <
∞∑
r=1
μ0σ
p(r−1) =
μ0
1− σp .
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On the other hand, when k ∈ Ns\N−, from (3.9), we have
4αpμpk < f˜(x
k, μk)− f˜(xk+1, μk+1) and μk+1 = μk.
Combining it with the monotonically decreasing property of f˜(xk, μk) gives
(3.33)
∑
k∈Ns\N−
μpk <
1
4αp
∑
k∈Ns\N−
[f˜(xk, μk)− f˜(xk+1, μk+1)] ≤ 1
4αp
f˜(x0, μ0).
Adding (3.32) and (3.33), we have
(3.34)
∑
k∈Ns
μpk <
1
4αp
f˜(x0, μ0) +
μ0
1− σp .
Next, we will prove that the number of iterations in Ns is inﬁnite. If not, there is
k¯ ∈ N such that k ∈ Ns ∀k ≥ k¯, which implies that βk ≥ β0ηk−k¯ ∀k ≥ k¯. Since η > 1,
limk→+∞ βk = +∞, which leads to a contradiction with the result in Lemma 3.3.
Therefore, there are inﬁnite elements in Ns. By the nonincreasing property of μk
and (3.34), we have limk→∞ μk = 0.
Since {f˜(xk, μk)} is nonincreasing and bounded from below, limk→∞ f˜(xk, μk)
exists. From limk→∞ μk = 0, (2.3), and (3.10), we obtain
lim
k→∞
f˜(xk, μk) = lim
k→∞
f(xk) = lim
k→∞
f(zk).
Assume the initial point is not an  scaled stationary point of (1.1) for a given
 ∈ (0, 1]. The next theorem proves that there is an iteration such that the generated
point zk of the SQR algorithm is an  scaled stationary point of (1.1) and the worst
case complexity is O(−2). Since limk→∞ μk = 0, we suppose μ0 = 1 in the follow-
ing complexity estimation, which will not change the complexity order of the SQR
algorithm for any μ0 > 0.
Theorem 3.9. Any accumulation point of {zk} generated by the SQR algorithm
is a scaled stationary point of (1.1) deﬁned in Deﬁnition 3.5. Given any  ∈ (0, 1],
the total number of successful iterations for obtaining an  scaled stationary point of
(1.1) when applying the proposed SQR algorithm is at most⌈
Js
−2⌉
and the total number of iterations is at most⌈
J−2
⌉
,
where
Js =
C2f˜(x0, μ0)
4αpσp
− 2
p
logσ eC + 1 and J = Js + logη β¯ − logη β0 + 1
with β¯ deﬁned in Lemma 3.3 and C deﬁned in Lemma 3.7.
Proof. Let  ∈ (0, 1] be a given number. Since C > 1 and 0 < σ < 1, there is a
positive integer j ≥ 2 such that
(3.35) Cσ
(j−1)p
2 <  and Cσ
(j−2)p
2 ≥ ,
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where C is the constant given in Lemma 3.7. Then from Lemmas 3.7 and 3.8,
we have
(3.36) ‖G(xN−r )‖∞ ≤ C(μN−r )
p
2 ≤ C(μN−j )
p
2 = C(σj−1)
p
2 <  ∀ r ∈ N, r ≥ j.
From (3.12) and (3.36), we obtain
(3.37) ‖G(zk)‖∞ <  ∀ k ≥ N−j + 1.
In order to let (3.37) hold, it needs to carry out at most N−j +1 iterations of the
SQR algorithm. From Lemma 3.7, when k ∈ Ns\N− and k ≤ N−j ,
(3.38) f˜(xk+1, μk+1)− f˜(xk, μk) < −4αpμpk ≤ −4αpσ(j−1)p ≤ −
4αpσp2
C2
.
Suppose there are kj successful iterations up to N
−
j , then there are at least
kj − j + 1 successful iterations such that inequality (3.38) holds.
Owing to the monotonically nonincreasing property of f˜(xk, μk) and (3.38), we
have that
f˜(xN
−
j , μN−j
) < f˜(x0, μ0)− 4αp
2σp(kj − j + 1)
C2
.
Due to the fact that f˜(x, μ) ≥ 0 ∀x ∈ Rn, μ ≥ 0, we conﬁrm that
(3.39) kj <
C2f˜(x0, μ0)
4αpσp2
+ j − 1.
From the second inequality in (3.35), we obtain that
(3.40) j ≤ 2
p
(logσ − logσ C) + 2.
Combining (3.39) with (3.40), we have
kj <
C2f˜(x0, μ0)
4αpσp2
+
2
p
logσ −
2
p
logσ C + 1.
Since 2 logσ  ≤ − 1lnσ , we have
kj < Js
−2,
where Js =
C2f˜(x0,μ0)
4αpσp − 2p logσ eC + 1.
We deduce that βN−j
≥ β0ηN
−
j −kj . By Lemma 3.3, we have
β¯
β0
≥ ηN−j −kj .
Taking the logarithm on both sides of the above inequality and recalling that η > 1,
we obtain
(3.41) N−j ≤ kj + logη β¯ − logη β0.
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By (3.41), we obtain
N−j + 1 <
⌈
J−2
⌉
,
where J = Js + logη β¯ − logη β0 + 1.
Coming back to (3.37), this shows the worst-case complexity of the SQR algo-
rithm for obtaining an  scaled stationary point of (1.1). Let  → 0, we obtain
that limk→∞ G(zk) = 0, which shows that any accumulation point of zk is a scaled
stationary point of (1.1).
In general, we can deﬁne
(3.42) γi(y, μ, β) = max
{
β + κ(yi, μ),
|g˜i(y, μ)|
max{ |yi|2 , μ}1−τpμτp
}
, i ∈ I,
with τ ∈ (0, 1], where the γi(y, μ, β) in (3.2) is a special case of it with τ = 12 . Similar
to the analysis and proof ideas in this section, the worst-case complexity of the SQR
algorithm with γi(y, μ, β) deﬁned in (3.42) is O(
− 1τ ) when 0 < τ < 12 and O(
−2)
when 12 ≤ τ ≤ 1.
4. Locally Lipschitz optimization. In this section, we consider (1.1) with
p = 1, which is a locally Lipschitz continuous optimization problem. We present a
slightly modiﬁed SQR algorithm to ﬁnd a Clarke stationary point of (1.1). We call
this algorithm SQR1 algorithm. For ﬁxed x ∈ Rn, μ > 0, and β > 0, let
K+(x, μ, β) =
{
i ∈ K(x, μ) : |g˜i(x, μ)| ≥ μ
2
μ0
(β + κ(xi, μ))
}
,
J+(x, μ, β) =
{
i ∈ J(x, μ) : |g˜i(x, μ)| ≥
∣∣∣xi
2
∣∣∣ 12μ 32μ−10 (β + κ(xi, μ))
}
,
where K(x, μ) and J(x, μ) are deﬁned as in section 3. Moreover, the index sets
K−(x, μ), J−(x, μ), Ns, and N− are also deﬁned as in section 3.
In this section, Q(x, y, μ, β) is with the format in (3.1), where γi(y, μ, β) is given
as
γi(y, μ, β) = max
{
β + κ(yi, μ),
μ0|g˜i(y, μ)|
max{ |yi|2 , μ}
1
2μ
3
2
}
.
SQR1 Algorithm.
Steps 0–2 are same as in the SQR algorithm.
Step 3: Updating the smoothing parameter:
(4.1) μk+1 =
{
μk if f˜(x
k+1, μk)− f˜(xk, μk) < −4αμ−20 μ3k,
σμk otherwise.
Step 4: Constructing convergence point: Let
(4.2) zk+1 =
{
xkμ if μk+1 = σμk,
zk otherwise,
where [xkμ]i =
{
xki if |xki | ≥ μk
0 otherwise
for i ∈ I.
Increment k by one and return to Step 1.
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The SQR algorithm and the SQR1 algorithm have the same structure, except for
the updating schemes for μk and z
k. Since Step 2 in the SQR1 algorithm is the same
as in the SQR algorithm, the estimation on βk in Lemma 3.3 also holds for the SQR1
algorithm. Similar to the proof of Lemma 3.4, we have |xk+1i − xki | ≤ max{μk, |x
k
i
2 |}.
Therefore, the statements in Lemma 3.4 hold for the SQR1 algorithm.
We deﬁne a Clarke stationary point of (1.1) with p = 1 as follows.
Definition 4.1 (see [15]). We call x∗ an  Clarke stationary point of (1.1) if
there exists ξ ∈ ∂f(x∗) such that
‖ξ‖∞ ≤ .
And x∗ is reduced to a Clarke stationary point of f when  = 0.
When p = 1, the scaled stationary point condition G(x) = 0 is a necessary but
not suﬃcient condition for the Clarke stationary point of (1.1). Consider the following
example:
min f := (x1 + 2x2 − 1)2 + |x1|+ |x2|.
For any x = (x1, 0)
T ∈ R2, ∂f(x) = {(2(x1−1)+1, 4(x1−1)+τ)T : τ ∈ [−1, 1]}, where
[−1, 1] = ∂|s| at s = 0 is used. The vector x¯ = (1/2, 0)T is a scaled stationary point,
but not a Clarke stationary point of f , since 0 = diag(x¯)(2(x¯1−1)+1, 4(x¯1−1))+τ))T
for any τ ∈ [−1, 1] but 0 ∈ ∂f(x¯). The vector x∗ = (0, 3/8)T is both a scaled stationary
point and a Clarke stationary point of f with 0 = diag(x∗)(2(2x∗2 − 1) + τ, 4(2x∗2 −
1) + 1))T for any τ ∈ [−1, 1] and 0 ∈ ∂f(x∗).
Hence the complexity order of the SQR algorithm for obtaining an  scaled sta-
tionary point is better than the SQR1 algorithm for obtaining an  Clarke stationary
point.
From the deﬁnition of f˜ and the analysis in [10], for any ﬁxed x ∈ Rn, it follows
that {
lim
z→x,μ↓0
∇z f˜(z, μ)
}
⊆ ∂f(x).
Proposition 4.2. For any x ∈ Rn and μ > 0,
min{‖∇f˜(x, μ)− ξ‖∞, ξ ∈ ∂f(xμ)} ≤ (L∇H + α)μ,
where [xμ]i =
{
xi if |xi| ≥ μ
0 if |xi| < μ
for i ∈ I.
Proof. See Appendix B.
Similar to the proof of Lemma 3.7, we have the following estimate.
Lemma 4.3. For all k ∈ Ns, if K+(xk, μk, βk)
⋃
J+(xk, μk, βk) = ∅, then
f˜(xk+1, μk+1)− f˜(xk, μk) < −4αμ−20 μ3k;
otherwise, there exists ξk ∈ ∂f(zk) such that
‖ξk‖∞ < C1μk,
where
C1 = 2β¯max
{√
R
μ0
, 1
}
+ 8αmax
{
μ−10 , μ
− 12
0
}
+ α,
with β¯ deﬁned in Lemma 3.3 and R ≥ 1 such that R ≥ ‖xk‖∞ ∀k ∈ N.
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Moreover, from Lemma 4.3, all the results in Lemma 3.8 hold for the SQR1
algorithm. Similarly, we also assume the initial point is not an  Clarke stationary
point of (1.1) for a given  ∈ (0, 1] without loss of generality and suppose μ0 = 1 for
the sake of simplicity in the following complexity analysis of the SQR1 algorithm.
Theorem 4.4. Any accumulation point of {zk} generated by the SQR1 algorithm
is a Clarke stationary point of (1.1) deﬁned in Deﬁnition 4.1. Given any  ∈ (0, 1],
the total number of successful iterations for obtaining an  Clarke stationary point of
(1.1) when applying the proposed SQR1 algorithm is at most⌈
Js
−3⌉
and the total number of iterations is at most⌈
J−3
⌉
,
where
Js =
(2β¯R+ 9α)3f˜(x0, μ0)
4ασ3
−logσ(2eβ¯R+9eα)+1 and J = Js+logη β¯−logη β0+1
with β¯ deﬁned in Lemma 3.3 and R ≥ 1 such that R ≥ ‖xk‖∞ ∀k ∈ N.
Proof. For a given  ∈ (0, 1], there exists a positive integer j ≥ 2 such that
(4.3) (2β¯R+ 9α)σ(j−1) ≤  and (2β¯R+ 9α)σ(j−2) > .
From (4.1), for k ∈ N−⋂Ns, the following inequality holds:
(4.4) f˜(xk+1, μk+1)− f˜(xk, μk) ≥ −4αμ3k.
If (4.4) holds, from Lemma 4.3, thenK+(xN
−
j , μN−j
, βN−j
)
⋃
J+(xN
−
j , μN−j
, βN−j
) =
∅, and it follows that there is ξN−j ∈ ∂f(zN−j ) such that
‖ξN−j ‖∞ < (2β¯R + 9α)μN−j .
Combining the above inequality and the nonincreasing property of μk, we have
(4.5) min
{‖ξ‖∞ : ξ ∈ ∂f(zk)} < (2β¯R+ 9α)μN−j ≤  ∀k ≥ N−j + 1.
Similar to the proof of Theorem 3.9, we only need to evaluate N−j . From Lemma
4.3, when k ∈ Ns\N− and k ≤ N−j ,
f˜(xk+1, μk+1)− f˜(xk, μk) <− 4αμ3k ≤ −4ασ3(j−1) < −
4ασ33
(2β¯R+ 9α)3
.
There are at least kj−j+1 iterations such that the above inequality holds, where
kj is the number of successful iterations up to N
−
j . Hence we obtain
0 ≤ f˜(xN−j , μN−j ) < f˜(x
0, μ0)− 4ασ
33
(2β¯R+ 9α)3
(kj − j + 1).
Thus,
kj <
(2β¯R+ 9α)3
4ασ3
f˜(x0, μ0)
−3 + j − 1.
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Moreover, (4.3) gives j ≤ logσ − logσ(2β¯R+ 9α) + 2. Hence, we have
kj < Js
−3,
where
Js =
(2β¯R+ 9α)3
4ασ3
f˜(x0, μ0)− logσ(2eβ¯R+ 9eα) + 1.
Coming back to (4.5) and (3.41), we can obtain the estimation of interations
in this theorem and the worst-case complexity of the SQR1 algorithm for ﬁnding a
Clarke stationary point of (1.1). Let  → 0; then any accumulation point of zk is a
Clarke stationary point of (1.1).
Similar to the proof idea of Theorem 4.4, the SQR1 algorithm takes at most
O(−3) iterations to reduce ‖∇f˜(x, μ)‖∞ ≤  and μ ≤ , while the DS algorithm in
[19] needs to take at most O(−3 log −1) iterations.
For given  ∈ (0, 1], it is diﬃcult to verify the inequality
(4.6) min{‖ξ‖∞, ξ ∈ ∂f(zk)} ≤ 
directly. However, from the proof analysis in Proposition 4.2, if
(4.7) ‖∇H(zk∗) +
n∑
i=1
∇xϕ(θp(xk∗i , μk∗))‖∞ + αμk∗ ≤ ,
then there exists ξk
∗ ∈ ∂f(zk∗) such that ‖ξk∗‖∞ ≤ . Hence, we can use (4.7) to
verify (4.6).
Nesterov and Polyak [28] propose a Newton method based on a cubic regular-
ization for solving a general unconstrained smooth nonconvex optimization, where
the Hessian of the objective function is needed. Cartis, Gould, and Toint [6] and
Nesterov [27] propose quadratic regularization methods for solving nonsmooth non-
convex optimization problems (1.2) with the worst-case complexity O(−2). However,
the objective function in (1.1) with ϕ2, ϕ3, ϕ4, ϕ5, and ϕ6 in Appendix A cannot be
reformed by (1.2). To the best of our knowledge, if the penalty ϕ is not convex, it is
an open problem whether the globally Lipschitz continuity of the objective function in
(1.1) can improve the worst-case complexity order of the SQR1 algorithm for ﬁnding
an  Clarke stationary point of (1.1) deﬁned in Deﬁnition 4.1.
5. Numerical experiments. In this section, we give two examples to show the
performance of the SQR algorithm for solving (1.1) with p = 12 and p = 1, respectively.
The numerical testing is carried out on a Lenovo PC (3.00 GHz, 2.00 GB of RAM)
with the use of MATLAB 7.4. Throughout this section, we always use μ0 = 10, η = 2,
and σ = σ1 = σ2 = 0.9. Example 5.1 is used to show that the SQR algorithm can ﬁnd
a global minimizer of (1.1). Since x = 0 is a trivial scaled stationary point and a local
minimizer of (1.1) with p ∈ (0, 1), some ﬁrst order methods may stop at x = 0. We
use Example 5.2 to show that the SQR algorithm with starting point x0 = 0 can ﬁnd
a nonzero scaled stationary point of (1.1) with p ∈ (0, 1]. Moreover, at these nonzero
stationary points, the function values are less than that at x = 0.
Example 5.1. Consider the following l2-l 1
2
optimization problem:
(5.1) min
x∈Rn
f(x) := (x1 + x2 − 1)2 + λ(
√
|x1|+
√
|x2|),
where λ > 0. This example is used to explain the optimality conditions in [11].
When λ = 8
3
√
3
, (1/3, 0) and (0, 1/3) are two nonzero vectors satisfying the ﬁrst
and second order necessary conditions given in [13], while (0, 0) is the unique global
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minimizer of (5.1). When λ = 1, the global minimum of f is 0.927 with two minimizers
(0, 0.7015) and (0.7015, 0). We choose β0 = 4, then βk = 4 ∀k ∈ N and all iterations
are successful. Figure 5.1 shows the tracks of zk generated by the SQR algorithm
with 10 diﬀerent random initial points x0 and λ = 8
3
√
3
and λ = 1. Any sequence
{zk} started from one of the 10 initial points converges to one of these minimizers.
Figure 5.2 shows the convergence of the corresponding function values f(zk). This
example shows the possibility of the SQR algorithm for ﬁnding a global minimizer of
(1.1) with 0 < p < 1.
Example 5.2. We use randomly generated standard testing problems to show the
validity of the SQR algorithm for ﬁnding a scaled stationary point of (1.1). For a
given positive integer n0, we use the following MATLAB code to generate A ∈ Rm×n
and b ∈ Rm:
n = 100 ∗ n0; m = n/4; v = zeros(n, 1); A = randn(m,n); P = randperm(n);
for j = 1 : n
A(:, j) = A(:, j)/norm(A(:, j));
end
v(P (1 : n0), 1) = 2 ∗ randn(n0, 1); b = A ∗ v − 0.1 ∗ randn(m, 1)
We set n0 = 10 in the MATLAB code and choose x
0 = 0 ∈ Rn, then ‖v‖0 = 10.
We consider the optimization problem
(5.2) min
x∈Rn
ln(‖Ax− b‖22 + 1) +
n∑
i=1
ϕ(|xi|p),
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Fig. 5.1. Tracks of zk: (a) λ = 8
3
√
3
; (b) λ = 1.
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Fig. 5.2. Convergence of f(zk): (a) λ = 8
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√
3
; (b) λ = 1.
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Table 5.1
The SQR algorithm for ﬁnding an (= 10−3) scaled stationary point of (5.2) with p = 0.5 and
p = 1.
ϕ λ α p k∗ f(zk
∗
) μk∗ ‖zk∗‖0 ‖zk∗ − v‖2
ϕ1 0.3 0.3 0.5 1297 2.3177 3.43E-8 11 0.4609
1 707 2.3030 1.94E-4 270 1.2412
ϕ2 0.3 0.3 0.5 1448 1.9656 2.50E-8 11 0.4612
1 725 1.8345 2.66E-4 268 1.2390
ϕ3 0.3 0.6 0.5 2029 2.1356 2.02E-8 13 0.9542
1 914 1.9970 3.59E-5 11 0.3552
ϕ4 0.5 2 0.5 2015 2.8476 2.42E-10 12 1.1986
1 826 2.4915 3.18E-6 8 1.2456
ϕ5 0.3 0.4111 0.5 1981 1.9007 6.35E-9 11 0.3918
1 797 1.6808 1.57E-4 304 1.0292
ϕ6 0.3 0.3 0.5 1490 3.5033 2.83E-7 17 0.7625
1 610 4.1913 9.40E-4 285 1.0463
where ϕ is deﬁned by ϕi, i = 1, 2, . . . , 6, in Appendix A with a = 3.7 for ϕ4, ϕ5, ϕ6,
and a = 1 for ϕ1, ϕ2, ϕ3. From ϕ(0) = 0, we have f(z
0) = H(z0) and ‖G(z0)‖∞ = 0.
Moreover, at these given data, f(z0) = 3.4939 and ‖g˜(z0, μ0)‖∞ = 0.2071. We set
β0 = 1, which is smaller than the Lipschitz constant of the gradient of ln(‖Ax−b‖22+1).
When  = 10−3, the numerical results using the SQR algorithm for solving (5.2)
with p = 12 and p = 1 are listed in Table 5.1, where k
∗ is the smallest integer such
that μk ≤  and ‖G(zk)‖∞ ≤  ∀k ≥ k∗, ‖zk∗‖0 is the number of nonzero elements
of zk
∗
.
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Fig. 5.3. SQR algorithm for (5.2) with ϕ6 to ﬁnd an  scaled stationary point with diﬀerent
values of : (a) k∗, (b) CPU time, (c) f(zk
∗
), (d) ‖zk∗ − v‖2.
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For ϕ := ϕ6 and diﬀerent values of , the iterations k
∗ and CPU time that are
needed to obtain an  scaled stationary point by the proposed SQR algorithm are
reported in Figure 5.3 with f(zk
∗
) and ‖zk∗ − v‖2 .
6. Conclusions. Motivated by quadratic regularization methods [6, 22, 32] and
smoothing methods [10, 19], we propose a globally convergent SQR algorithm with
the worst-case complexity O(−2) for ﬁnding  scaled stationary points of a class of
nonsmooth nonconvex, perhaps even non-Lipschitzian optimization problems in the
form of (1.1). Such class of optimization problems includes a number of interesting
problems in sparse approximation, signal reconstruction, and variable selection in
the recent literature. Moreover, if the objective function f in (1.1) is locally Lipschitz
continuous, we can use the SQR1 algorithm, which is a slightly modiﬁed version of the
SQR algorithm, to ﬁnd an  Clarke stationary point with the worst-case complexity
O(−3). The SQR algorithm and the SQR1 algorithm are easy to implement, and
each iteration solves a strongly convex quadratic minimization problem with a simple
closed-form solution.
Appendix A. Penalty functions and assumption (Aϕ). We consider the
following six penalty functions which are often used in statistics and sparse recon-
struction:
• soft thresholding penalty function [23, 25]: ϕ1(s) = λs;
• logistic penalty function [29]: ϕ2(s) = λ log(1 + as);
• fraction penalty function [14, 29]: ϕ3(s) = λ as1+as ;
• hard thresholding penalty function[17]: ϕ4(s) = λ2 − (λ− s)2+;
• SCAD penalty function[17]:
ϕ5(s) = λ
∫ s
0
min
{
1,
(a− t/λ)+
a− 1
}
dt;
• MCP function [33]:
ϕ6(s) = λ
∫ s
0
(
1− t
aλ
)
+
dt,
where a and λ are two positive parameters, especially a > 2 in the SCAD penalty
function and a > 1 in the MCP function.
(1) For the penalty function ϕ1, assumption (Aϕ) holds with α ≥ λ.
(2) The minimum of ϕ2(s) is 0 obtained at 0 and lims→∞ ϕ2(s) = ∞. ϕ2(s) is
twice continuously diﬀerentiable on (0,∞), and
ϕ′2(s) =
λa
(1 + as)
, ϕ′′2 (s) = −
λa2
(1 + as)2
,
which follows that |ϕ′2(s)| ≤ λa, |ϕ′′2 (s)| ≤ λa2, and |ϕ′′2 (s)|s ≤ λa. Hence, assumption
(Aϕ) holds for ϕ2 with α ≥ max{λa, λa2}.
(3) The minimum of ϕ3(s) is 0 obtained at 0 and lims→∞ ϕ3(s) = λ. ϕ3(s) is
twice continuously diﬀerentiable on (0,∞), and
ϕ′3(s) =
λa
(1 + as)2
, ϕ′′3 (s) = −
2λa2
(1 + as)3
,
which follows that |ϕ′3(s)| ≤ λa, |ϕ′′3(s)| ≤ 2λa2, and |ϕ′′3 (s)|s ≤ 2λa. Hence, assump-
tion (Aϕ) holds for ϕ3 with α ≥ max{2λa2, 2λa}.
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(4) For the penalty function ϕ4, we can easily obtain that
ϕ′4(s) = 2(λ− s)+ and ∂(ϕ′4(s)) =
⎧⎪⎨
⎪⎩
− 2 if s < λ,
[−2, 0] if s = λ,
0 if s > λ.
Hence, assumption (Aϕ) holds for ϕ4 with α ≥ max{2λ, 2}.
(5) The SCAD penalty function can be expressed by the form
ϕ5(s) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
λs if s ≤ λ,
2aλs− s2 − λ2
2(a− 1) if λ < s ≤ aλ,
(a+ 1)λ2
2
if aλ < s.
The minimum of the SCAD penalty function on [0,∞) is 0 obtained at 0 and its
maximum is (a+1)λ
2
2 obtained at any s ≥ aλ. ϕ5(s) is continuously diﬀerentiable on
(0,∞) and
ϕ′5(s) = min
{
λ,
(aλ − s)+
a− 1
}
.
Hence, the SCAD penalty function is globally Lipschitz continuous with Lipschitz
constant λ. Moreover, ϕ5(s) is twice continuously diﬀerentiable for s ∈ (0, λ)
⋃
(λ, aλ)⋃
(aλ,∞), and
∂(ϕ′5(s)) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 if 0 < s < λ or s > aλ,[
− 1
a− 1 , 0
]
if s = λ and s = aλ,
− 1
a− 1 if λ < s < aλ.
Hence, assumption (Aϕ) holds for ϕ5 with α ≥ max{λ, 1a−1 , aλa−1}.
(6) The MCP function can be expressed by the form
ϕ6(s) =
⎧⎪⎪⎨
⎪⎪⎩
λs− s
2
2a
if s < aλ,
aλ2
2
if s ≥ aλ.
The minimum of MCP is 0 obtained at 0 and its maximum is aλ
2
2 obtained at all
s ≥ aλ. ϕ6(s) is continuously diﬀerentiable in (0,∞) and
ϕ′6(s) =
(
λ− s
a
)
+
∀s ∈ (0,∞).
Hence, the MCP function is globally Lipschitz continuous with Lipschitz constant λ.
Moreover, ϕ6(s) is twice continuously diﬀerentiable for s ∈ (0, aλ)
⋃
(aλ,∞), and
∂(ϕ′6(s)) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
− 1
a
if 0 < s < aλ,[
− 1
a
, 0
]
if s = aλ,
0 if s > aλ.
Hence, assumption (Aϕ) holds for ϕ6 with α ≥ max{λ, 1a}.
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Appendix B. Proofs of propositions.
Proof of Proposition 2.3. The ﬁrst derivative of ϕ(θp(s, μ)) with respect to s is
given by
∇sϕ(θp(s, μ)) = ϕ′(t)t=θp(s,μ)∇sθp(s, μ).
From the expression of θp(s, μ), for any ﬁxed μ > 0, we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
if p = 1 and |s| ≤ μ, |η| ≤ μ−1 ∀η ∈ ∂s(∇sθ(s, μ)),
if p = 1 and |s| > μ, ∇2sθ(s, μ) = 0,
if p < 1 and |s| ≤ μ, |η| ≤ p(1− p)μp−2 ∀η ∈ ∂s(∇sθp(s, μ)),
if p < 1 and |s| > μ, ∇2sθp(s, μ) = p(1− p)|s|p−2,
which follows that ∇sθp(s, μ) is globally Lipschitz continuous with respect to s for
any ﬁxed μ > 0.
Since ϕ′ is locally Lipschitz continuous, ∇sϕ(θp(s, μ)) is locally Lipschitz contin-
uous with respect to s for any ﬁxed μ > 0. For a ﬁxed μ > 0, denote Dμ the set of
points at which ϕ(θp(·, μ)) is diﬀerentiable.
According to Rademacher’s theorem, a locally Lipschitz continuous function is
diﬀerentiable almost everywhere (in the sense of Lebesgue measure), i.e., the measure
of R \ Dμ is 0 [15, Theorem 2.5.1].
First, we consider the case that p = 1. When |s| > μ and s ∈ Dμ, by Lemma 2.2(i),
(B.1) |∇2sϕ(θp(s, μ))| = |ϕ′′(t)t=θ(s,μ)(∇sθ(s, μ))2| ≤ αθ−1(s, μ) = α|s|−1.
On the other hand, when |s| ≤ μ and s ∈ Dμ, it follows that
(B.2)
|∇2sϕ(θp(s, μ))| = |ϕ′′(t)t=θ(s,μ)(∇sθ(s, μ))2 + ϕ′(t)t=θ(s,μ)∇2sθ(s, μ)|
=
∣∣∣∣∣ϕ′′(t)t=θ(s,μ)
(
s
μ
)2
+ ϕ′(t)t=θ(s,μ)
1
μ
∣∣∣∣∣
≤ αθ−1(s, μ) + αμ−1 ≤ 3αμ−1,
where the last inequality uses Lemma 2.2(ii).
Next, we consider the case that 0 < p < 1. For any ﬁxed μ > 0, from the
chain rule, when s ∈ Dμ, the second derivative of ϕ(θp(s, μ)) with respect to s is
calculated by
∇2sϕ(θp(s, μ)) = p2ϕ′′(t)t=θp(s,μ)θ2p−2(s, μ)(∇sθ(s, μ))2
+ pϕ′(t)t=θp(s,μ)θp−1(s, μ)∇2sθ(s, μ)
+ p(p− 1)ϕ′(t)t=θp(s,μ)θp−2(s, μ)(∇sθ(s, μ))2.(B.3)
When |s| ≤ μ, we have |∇sθ(s, μ)| ≤ |s|μ ≤ 1. From assumption (Aϕ), (B.3), and
Lemma 2.2(ii), we obtain that for s ∈ Dμ with |s| ≤ μ,
(B.4)
|∇2sϕ(θp(s, μ))| ≤ p2|ϕ′′(t)t=θp(s,μ)θp(s, μ)|θp−2(s, μ)
s2
μ2
+ p|ϕ′(t)t=θp(s,μ)|θp−1(s, μ) 1
μ
+ p(1− p)|ϕ′(t)t=θp(s,μ)|θp−2(s, μ) s
2
μ2
≤ αp2θp−2(s, μ) + αpθ(s, μ)
μ
θp−2(s, μ) + p(1− p)αθp−2(s, μ)
≤ 2αpθp−2(s, μ) ≤ 8αpμp−2.
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Similarly, when |s| > μ and s ∈ Dμ, we obtain
(B.5)
|∇2sϕ(θp(s, μ))| ≤ p2|ϕ′′(t)t=|s|p |s|p||s|p−2 + p(1− p)|ϕ′(t)t=|s|p ||s|p−2
≤ αp2|s|p−2 + αp(1 − p)|s|p−2 = αp|s|p−2.
It is easy to see that (B.1), (B.2), (B.4), and (B.5) imply that for s ∈ Dμ and
0 < p ≤ 1, |∇2sϕ(θp(s, μ))| ≤ κ(s, μ).
Combining the above inequality with the deﬁnition of the Clarke generalized
gradient, we complete the proof.
Proof of Proposition 3.1. For any ﬁxed μ > 0, when |sˆ| ≤ 2μ, by Proposition 2.3,
∂2sϕ(θ
p(s, μ)) can be uniformly bounded by κ(sˆ, μ) = 8αpμp−2. Thus, by Taylor’s
formula, (3.4) holds naturally in this case.
When |sˆ| > 2μ, since |s− sˆ| ≤ max{ |sˆ|2 , μ} = |sˆ|2 , for any τ ∈ [0, 1],
|τs+ (1− τ)sˆ| ≥ |sˆ| − τ |s − sˆ| ≥ |sˆ| − τ |sˆ|
2
≥ |sˆ|
2
,
which implies |τs+ (1 − τ)sˆ|p−2 ≤ | sˆ2 |p−2.
From the above inequality, Proposition 2.3, and Taylor’s formula, there is τ¯ ∈ [0, 1]
such that
ϕ(θp(s, μ)) ≤ ϕ(θp(sˆ, μ)) + 〈∇sˆϕ(θp(sˆ, μ)), s− sˆ〉+ 8αp|τ¯ s+ (1 − τ¯)sˆ|
p−2
2
(s− sˆ)2
≤ ϕ(θp(sˆ, μ)) + 〈∇sˆϕ(θp(sˆ, μ)), s− sˆ〉+ κ(sˆ, μ)
2
(s− sˆ)2.
Proof of Proposition 3.6. Let us consider a ﬁxed i ∈ I. For |xi| ≥ μ, it is obtained
that
xig˜i(x, μ) = xi∇xiH(x) + pϕ′(t)t=|xi|p |xi|p = Gi(x).
For |xi| < μ and 0 < p < 1, we have μ2 ≤ θ(xi, μ) and∣∣xig˜i(x, μ) − xi∇xiH(x)i − pϕ′(t)t=|xi|p |xi|p∣∣
= p|ϕ′(t)t=θp(xi,μ)θp−1(xi, μ)
x2i
μ
− ϕ′(t)t=|xi|p |xi|p|
≤ 2αpμp + αpμp = 3αpμp.
Similarly, for |xi| < μ and p = 1, it gives
∣∣xig˜i(x, μ)− xi∇xiH(x)− ϕ′(t)t=|xi||xi|∣∣ = |ϕ′(t)t=θ(xi,μ)x2iμ − ϕ′(t)t=|xi||xi|| ≤ 2αμ.
Hence, for any 0 < p ≤ 1, from
‖Xg˜(x, μ) −G(x)‖∞ = max
1≤i≤n
∣∣xig˜i(x, μ)− xi∇xiH(x) − pϕ′(t)t=|xi|p |xi|p∣∣ ,
we complete the proof.
Proof of Proposition 4.2. Since ∇H is globally Lipschitz continuous with Lipschitz
constant L∇H , we have
(B.6) ‖∇H(x)−∇H(xμ)‖∞ < L∇Hμ.
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Denote I+(x, μ) = {i ∈ I : |xi| ≥ μ} and I−(x, μ) = {i ∈ I : |xi| < μ}. Then,
∇xiϕ(θ(xi, μ)) =
⎧⎨
⎩
ϕ′(t)t=θ(xi,μ)
xi
μ
if i ∈ I−(x, μ),
ϕ′(t)t=|xi|sign(xi) if i ∈ I+(x, μ).
From assumption (Aϕ) and Lemma 2.2(ii), for any i ∈ I−(x, μ),∣∣∣∣ϕ′(t)t=θ(xi,μ)xiμ − ϕ′(0)xiμ
∣∣∣∣ ≤ ∣∣ϕ′(t)t=θ(xi,μ) − ϕ′(0)∣∣ ≤ α |θ(xi, μ)| < αμ.
Since ϕ′(0)xiμ ∈ ϕ′(0) · [−1, 1] = ∂ϕ(|[xμ]i|) for i ∈ I−(x, μ) and ∂xiϕ(θ(xi, μ)) =
∂[xμ]iϕ(|[xμ]i|) for i ∈ I+(x, μ), we have
(B.7) min
{∥∥∥∥∥
n∑
i=1
∇xϕ(θ(xi, μ))− η
∥∥∥∥∥
∞
: η ∈
n∑
i=1
∂xμϕ(|[xμ]i|)
}
< αμ.
Combining (B.6) and (B.7), we complete the proof.
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