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Neste trabalho, analisamos o efeito Casimir para bósons e férmions em um hiper-
toros para ambos os casos à temperatura zero e à temperatura finita. Mostramos
que, à temperatura zero, existe uma transição de valores negativos para valores posi-
tivos de pressão que dependem altamente dos parâmetros de compactificação. Com o
implemento da temperatura, à baixas temperaturas, uma mudança na relação entre
comportamento da pressão e os parâmetros de compactificação é observada, embora,
para altas temperatura, devido à predominância do termo de radiação de corpo negro
na pressão, essa mudança se torna irrelevante. Em seguida, utilizamos esses resultados
para considerar um modelo não massivo e não interagente da Cromodinâmica Quân-
tica e estimar a possível contribuição do efeito de Casimir para a temperatura crítica
de deconfinamentos dos quarks.
Palavra-Chave:Efeito Casimir. Topologias Torodais. Dinâmica de Campos Tér-
micos. Teoria de Campos. Partículas.
ABSTRACT
In this work we analyse the Casimir eﬀect for bosons and fermions on a hypertorus
for both cases at zero and finite temperature. We find that at zero temperature there is
a transition from negative to positive values of pressure which depends heavily on the
magnitude of the compactification parameters. When low temperatures are considered,
a change in the relation between the pressure behaviour and the compactification
parameters is observed. In contrast, at high energies, due to the dominance of the
black-body radiation term in the pressure, this change becomes insignificant. We
then use these results to consider a non-interacting massless QCD model and estimate
the possible contribution of the Casimir eﬀect for the critical temperature of quarks
deconfinement.
Keywords: Casimir eﬀect. Toroidal Topologies. Thermofield Dynamics. Quan-
tum fields theory. Particles.
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1Capítulo 1
Introdução
Neste trabalho investigamos o efeito Casimir a partir do método da dinâmica de
campos térmicos (DCT) considerando férmions e bósons em um hipertoro.
A DCT é um formalismo de tempo real proposto por Umezawa e Takakashi [1]
como uma alternativa ao formalismo de Matsubara [2] e é estabelecido a partir da
duplicação do espaço de Hilbert original do sistema e tal que a temperatura é imple-
mentada por uma transformação de Bogoliubov. O formalismo de Matsubara, embora
frequentemente usado para tratar sistemas em equilíbrio não é em geral adequado para
lidar com processos fora do equilíbrio. Assim, para processos relacionados a física da
matéria condensada, bem como fenômenos físicos de altas energias, onde a depen-
dência real do tempo é crucial, um formalismo de tempo real tem sido demandado
nas últimas décadas [3–11]. Diante desta necessidade, Schwinger e Keldysh [12–15]
propuseram um formalismo de tempo real construído a partir de elementos do forma-
lismo de tempo imaginário. Um outro formalismo de tempo real proposto, deduzido a
partir de uma teoria de representação, é a DCT. No equilíbrio, estes dois formalismo
de tempo real são equivalentes [16]. A DCT, enquanto uma teoria de representação,
tem sido generalizada para descrever sistemas confinados em hipertoros, e preliminar-
mente aplicada na análise do efeito Casimir para um plasma de quarks (férmions) e
glúons(bósons) [17]. Nosso principal objetivo aqui é aprofundar esta análise.
2Um dos principais resultados da Cromodinâmica Quântica é a previsão da liberdade
assintótica [18–20], propriedade em que, em altas energias, a constante de acoplamento
efetiva se torna pequena, dando origem ao deconfinamento dos quarks. Disto resulta
um novo estado de matéria, o chamado plasma de quarks e glúons. Devido a evidências
experimentais [17], nas últimas décadas há um forte interesse neste deconfinamento,
que está associado à transição de hadrons para o plasma de quarks e glúons, ocorrendo
supostamente a uma temperatura de 200MeV [21], segunda cálculos em Cromodinâ-
mica Quântica na rede.
Neste contexto, o efeito Casimir à temperatura finita para bósons e férmions é de
particular interesse, uma vez que no modelo de sacola de MIT (MIT bag model) [22],
assume-se que quarks e glúons estão confinados em uma pequena região do espaço, e
o efeito Casimir nessa região elucidaria questões sobre o deconfinamento.
O efeito Casimir tem sido explorado via diferentes abordagens a fim de obter uma
descrição satisfatória do fenômeno de deconfinamento [23–27]. Aqui investigamos o
efeito Casimir para bósons e férmions em um hipertoro seguindo uma prescrição an-
teriormente desenvolvida [17], usando o método de campos compactificados baseados
em uma transformação de Bogoliubov generalizada. A mudança da função de Green
devido ao efeito de compactificação fornecerá um meio natural de se calcular o ten-
sor energia-momento renormalizado. Considerando uma topologia geral onde todas
as dimensões do espaço- tempo estão compactificadas em circunferências de diferentes
comprimentos, investigamos a natureza da força de Casimir, se atrativa ou repulsiva, a
depender dos parâmetros de compactificação. Uma das vantagens de se usar o forma-
lismo da dinâmica de campos térmicos se dá ao fato que podemos separar o propagador
em uma parte sem efeitos de compactificação e outra devido a compactificação. Para
razões práticas, isso significa que os procedimentos de renormalização são resolvidos
de maneira sutil.
Esta dissertação está organizada da seguinte maneira. No Capítulo 2, revisamos o
3formalismo da dinâmica de campos térmicos, introduzindo os elementos básicos para
a construção da teoria de campos à temperatura finita. No Capítulo 3, também um
capítulo de revisão, campos compactificados são introduzidos a fim de tratar campos
confinados no espaço à temperatura finita. Os dois últimos capítulos que precedem
nossas conclusões se referem aos resultados obtidos nesta dissertação. No capítulo 4,
analisamos o efeito Casimir para o campo eletromagnético em um hipertoro, ambos à
temperatura zero e à temperatura finita. No capítulo 4, exploramos o efeito Casimir à
temperatura zero e à temperatura finita para férmions em um hipertoro e utilizamos os
resultados obtidos para bósons e férmions para considerar um modelo simplificado da
Cromodinâmica Quântica a fim de estudar o papel que efeito Casimir desempenha no
fenômeno de deconfinamento dos quarks. No capítulo 6, as conclusões deste trabalho
são apresentadas.
4Capítulo 2
Dinâmica de Campos Térmicos
Neste capítulo apresentamos uma revisão sobre o formalismo da dinâmica de cam-
pos térmicos (DCT), seguindo principalmente a referência [17]. Em teoria quântica
de campos à temperatura finita, dois formalismos tem sido usados na tentativa de se
compreender a física de muitos corpos, o formalismo de tempo imaginário, inicialmente
proposto por Matsubara [2] e, posteriormente, extendido de maneira a contemplar a
teoria quântica de campos [28], e o formalismo de tempo real. Com o estudo a fim
de se estender o formalismo de Matsubara, descobriu-se as importantes condições de
periodicidade (para bósons) e antiperiodicidade (para férmions) do tempo nas funções
de correlação. No formalismo de tempo real, pode-se ainda destacar a abordagem do
"caminho temporal fechado"(closed time path) [15, 29–33] e a dinâmica de campos
térmicos, baseada em c⇤-algebras e grupos de Lie térmicos [34–37], cujos estados tér-
micos são construídos a partir de duplicamento dos graus de liberdade [38–40]. Esse
duplicamento dos graus de liberdade foi, na verdade, reconhecido com uma caracte-
rística própria dos formalismos de tempo real - A função de Green nos formalismos
de tempo real é representada por matrizes 2 ⇥ 2. Uma consequência da condição de
periodicidade da função de Green que iremos explorar nesse trabalho é que essa condi-
ção é equivalente à compactificação do tempo em um circunferência de comprimento
  = 1/T . Isso corresponde a escrever a teoria de campos em uma topologia S1⇥RD 1,
onde S1 descreve a compactificação do tempo na circunferência de comprimento   e
5D 1 corresponde às coordenadas espaciais. No próximo capítulo, essa prescrição será
generalizada de modo a contemplar compactificações espaciais.
2.1 Espaço de Hilbert Térmico




onde Z( ) é a função de partição, H é o hamiltoniano do sistema e   = 1T , sendo T a
temperatura. Neste trabalho, adotamos unidades naturais: kB = c = ~ = 1, onde kB
é a constante de Boltzmann, c é a velocidade da luz e ~ é a constante de Planck.
Procuramos um estado térmico, que denotamos por |0( )i, tal que podemos ex-
pressar o valor esperado de qualquer operador nesse estado de maneira análoga à teoria
a temperatura zero, isso é, tal que









Se o estado |0( )i pertence ao espaço de Hilbert H, então, inserindo a partição da













6Essa expressão quando comparada com a eq. (2.1.1) implica que os coeficientes f ⇤n( )





Entretanto, como f ⇤n( ) e fm( ) são números complexos, essa relação não é possível de
ser satisfeita. Isto significa que restrigindo-nos ao espaço de Hilbert H, não consegui-
mos definir um estado térmico tal que a eq. (2.1.1) seja satisfeita. Nota-se que a relação
expressada pela eq. (2.1.2) é semelhante à relação de ortonormalidade entre vetores.
De posse dessa observação, uma maneira de lidar com esse problema é introduzir um
duplicamento do espaço de Hilbert, de forma que o espaço de Hilbert extendido seja
dado pelo produto tensorial entre espaço de Hilbert original e sua cópia, que deno-
tamos por H˜, sendo o espaço duplicado HT = H ⌦ H˜. Embora a introdução de um
duplicamento do espaço de Hilbert pareça um mecanismo artificial implementado ad
hoc, este procedimento é, na verdade, do ponto de vista das simetrias, uma consequên-
cia natural de quando distinguimos e tratamos de maneira cautelosa os observáveis e
os geradores de simetria [17].
Um vetor arbitrário nesse espaço duplicado fica dado então pelo produto tensorial
|n, m˜i = |ni ⌦ |m˜i, onde o estado |m˜i denota a cópia do estado |mi. Procedendo de



















onde o operador B age apenas nos vetores do espaço de Hilbert não duplicado, isso é,
nos vetores sem til,
hn, n˜|B|m, m˜i = hn|B|mihn˜|m˜i =  nmhn|B|mi
Comparando esse resultado obtido para o valor esperado do observável B com a
eq. (2.1.1), temos que, de fato, esssa expressão representa a média térmica de um












2 En |n, n˜i. (2.1.3)
Sendo assim, devido ao duplicamento do espaço de Hilbert, um estado de vácuo
térmico pode ser introduzido.
2.1.1 Regras de conjugação til
Por razões que ficarão mais claras adiante, é conveniente definir o seguinte operador:
Bˆ = B   B˜. (2.1.4)
O sistema original e o sistema cópia (ou til) estão relacionados pelas regras de conju-
gação til, que explicitamente são dadas por
1. (AiAj)˜= A˜iA˜j,
2. (cAi + Aj)˜= c⇤A˜i + A˜j,
83. (A†i )˜= Ai,
4. [Ai, A˜j] = 0.
Essas regras fornecerão os ingredientes para construção de exemplos à temperatura
finita em paralelo com a teoria à temperatura zero.
2.2 Osciladores térmicos bosônicos e fermiônicos
Como um exemplo simples do formalismo de DCT, vamos considerar os oscilado-
res bosônicos e fermiônicos, que, mais adiante, serão importantes para introduzir os
campos quânticos termalizados. Os osciladores bosônicos e fermiônicos termalizados
são definidos a partir da duplicação dos graus de liberdade do sistema. Isso é feito
introduzindo-se os operadores til de criação e aniquilação, a˜† e a˜ e aplicando as regras
de conjugação til nas relações de comutação usuais da teoria à temperatura zero.
2.2.1 Oscilador bosônico
À temperatura zero, desprezando-se a energia de ponto zero, o oscilador bosônico
é descrito pelo Hamiltoniano,
H = !a†a.
O Hamiltoniano para o sistema total, de acordo com a definição expressa na eq. (2.1.4),
é dado por
Hˆ = !a†a  !a˜†a˜.
Os operadores de criação e aniquilação, a e a† satisfazem a álgebra
[a, a†] = 1; [a, a] = [a†, a†] = 0,
de modo que aplicando as regras de conjugação til, obtemos a álgebra dos operadores
til de criação e aniquilação a˜† e a˜:
[a˜, a˜†] = 1; [a˜, a˜] = [a˜†, a˜†] = 0.




onde |0i é o estado de vácuo, de maneira que um estado arbitrário do espaço de Hilbert
duplicado, HT = H⌦ H˜, é dado por



























|0( )i = p1  e  !Pn e  !/2n! (a†)n(a˜†)n|0, 0˜i
=
p
1  e  ! exp e  !/2a†a˜†|0, 0˜i. (2.2.1)
Definindo as novas variáveis
cosh ✓( ) ⌘ 1p
1  e  ! ⌘ u( )
sinh ✓( ) ⌘ e
  !/2
p
1  e  ! ⌘ v( ),
é possível reescrever o estado |0( )i em termos de um operador unitário U( ),
|0( )i = U( )|0, 0˜i,
onde U( ) = e iG( ) e G( ) =  i✓( )(a˜a   a˜†a†). Essa transformação, que leva o
estado de vácuo |0, 0˜i ao estado termalizado |0( )i é chamada de transformação de
Bogoliubov.
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Através do operador unitário U( ), podemos escrever os operadores térmicos,
a†( ), a˜†( ), a( ) e a˜( ), em termos dos operadores de criação e aniquilação, a†,
a˜†, a e a˜:
a( ) = U( )aU †( ) (2.2.2)
a†( ) = U( )a†U †( ) (2.2.3)
a˜( ) = U( )a˜U †( ) (2.2.4)
a˜†( ) = U( )a˜†U †( ). (2.2.5)
O significado desses operadores térmicos fica claro ao atuá-los sobre o estado tér-
mico, |0( )i,
a( )|0( )i = U( )aU †( )|0( )i
= U( )aU †( )U( )|0, 0˜i
= U( )a|0, 0˜i = 0.
O mesmo resultado segue para o operador til a˜, isso é, os operadores térmicos a( ) e
a˜( ) tem o mesmo significado de operador de aniquilação, tendo como estado de vácuo
o estado |0( )i. O espaço de Hilbert térmico é, então, gerado pelos estados




(a†( ))n(a˜†( ))m, · · ·}
Como a álgebra é invariante por transformações unitárias, então segue que os opera-
dores térmicos satisfazem a mesma álgebra que os operadores não térmicos, ou seja,
satisfazem as relações
[a( ), a†( )] = [a˜( ), a˜†( )] = 1, (2.2.6)
com todas as outras relações de comutação sendo zero.
É conveniente ainda, devido a efeitos práticos de manipulação algébrica, escrever
os operadores térmicos como combinação linear dos operadores não térmicos. Usando
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a forma explícita do operador U( ) e as eqs. (2.2.2)-(2.2.5), é fácil estabelecer as
seguintes relações,
a( ) = u( )a  v( )a˜† (2.2.7)
a˜( ) = u( )a˜  v( )a† (2.2.8)
a†( ) = u( )a†   v( )a˜ (2.2.9)
a˜†( ) = u( )a˜†   v( )a, (2.2.10)
de onde segue que,












Aplicando a regra de conjugação til, obtemos o efeito do operador térmico de




isso é, a menos de um fator de normalização 1u( ) , o operador a˜
†( ) age sobre o vácuo
térmico criando uma partícula. Além disso observamos que aniquilar uma partícula
no estado |0( )i é equivalente a criar um partícula til nesse estado, i.e.,
a( )|0( )i = 0
u( )a|0( )i = v( )a˜†|0( )i.
Invertendo as relações dos operadores térmicos dadas acima, podemos escrever os
operadores não térmicos em termos dos operadores térmicos, resultando nas relações
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a = u( )a( ) + v( )a˜†( ) (2.2.11)
a˜ = u( )a˜( ) + v( )a†( ) (2.2.12)
a† = u( )a†( ) + v( )a˜( ) (2.2.13)
a˜† = u( )a˜†( ) + v( )a( ). (2.2.14)



























Para férmions, consideramos H = !a†a tal que os operadores de criação e aniqui-
lação satisfazem as relações de anticomutação
{a, a†} = 1; {a†, a†} = {a, a} = 0,
de onde segue que o espaço de Hilbert é gerado apenas pelos estados |0i e |1i, já que
o operador número N = a†a tem autovalores 0 ou 1.
Procedendo de maneira análoga ao sistema bosônico e fixando escolhas de forma que
as regras de conjugação til sejam consistentes, os operadores til de criação e aniquilação
satisfazem
{a˜, a˜†} = 1; {a˜†, a˜†} = {a˜, a˜} = 0,
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sendo o espaço de Hilbert duplicado gerado pelos vetores |0, 0˜i |0, 1˜i |1, 0˜i |1, 1˜i. Para













(1 + e  !/2a†a˜†)|0, 0˜i,
onde usamos o fato que |1, 1˜i = a†a˜†|0, 0˜i. A condição de normalização h0( )|0( )i = 1
fixa Z( ) = 1 + e  !, de modo que
|0( )i = 1p
1 + e  !
(1 + e  !/2a†a˜†)|0, 0˜i. (2.2.15)
O valor esperado do operador número N no estado |0( )i
< N > = h0( )|N |0( )i = 1
1 + e  !
nos dá a conhecida distribuição de Fermi.
Como no caso bosônico, definimos novas variáveis,








consistentes com a relação
sin2 ✓ + cos2 ✓ = u( )2 + v( )2 = 1,
de modo que agora podemos reescrever o estado |0( )i como
|0( )i = (cos ✓ + sin ✓a†a˜†)|0, 0˜i.
Observando que
(a˜a  a†a˜†)2n = ( 1)n|0, 0˜i
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e expandindo as funções sin ✓ e cos ✓ em série de Taylor, podemos escrever |0( )i como
uma transformação unitária do estado |0, 0˜i:
|0( )i = U( )|0, 0˜i,
onde, como no caso bosônico,
U( ) = e iG,
com
G =  i✓(a˜a  a†a˜†).
Seguindo a prescrição do caso bosônico, introduzimos os operadores térmicos atra-
vés da transformação unitária U( ), obtendo aqueles mesmos operadores dados pelas
eqs. (2.2.2)-(2.2.5). Atuando os operadores a( ) e a˜( ) sobre |0( )i,
a( )|0( )i = U( )aU †( )U( )|0, 0˜i = 0
a˜( )|0( )i = U( )a˜U †( )U( )|0, 0˜i = 0
concluimos que |0( )i é o estado de vácuo para os operadores térmicos a( ) e a˜( ).
Sendo assim, podemos escrever o espaço de Hilbert térmico, gerado pelo seguinte
conjunto de estados
{|0( )i, a†( )|0( )i, a˜†( )|0( )i, a†( )a˜†( )|0( )i}
A transformação U( ) induz a seguinte transformação dos operadores de criação e
aniquilação:
a( ) = u( )a  v( )a˜† (2.2.18)
a˜( ) = u( )a˜+ v( )a† (2.2.19)
a†( ) = u( )a†   v( )a˜ (2.2.20)
a˜†( ) = u( )a˜† + v( )a. (2.2.21)
Como a e a† não pertecem a álgebra térmica, podemos fixar ˜˜a =  a de forma a manter
as relações acima consistentes com as regras de conjugação til.
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É interessante notar que,
u( )a|0( )i = v( )a˜†|0( )i, (2.2.22)
que significa que aniquilar uma partícula no vácuo térmico é equivalente a se criar
uma partícula til. Agora também fica claro a razão pela qual definimos o operador tal
como na eq. (2.1.4). Como podemos ver, os operadores térmicos são autovetores de
Hˆ = H   H˜.




















Expostos os ingredientes básicos da DCT , procedemos para a construção da teoria
de campos à temperatura finita.
2.3 Propagador no tempo real e tempo imaginário
A fim de obter o propagador, vamos tomar como ponto de partida o campo escalar
e derivar o propagador térmico no formalismo de tempo real e ver de que maneira
se conecta com o propagador no tempo imaginário. Ao longo desse trabalho vamos
adotar a métrica (+, , , ).
2.4 Campo escalar térmico
A densidade de lagrangiana para o campo escalar térmico na presença de uma fonte
externa é dada por














m2 ˜2   J  ˜.








podemos escrever a densidade de Hamiltoniano,

















m2 ˜2 + J  ˜.
As relações de comutação dos campos são dadas por
[ (t,x), ⇡(t,y)] = i (x  y) (2.4.1)
[ (t,x), (t,y)] = [⇡(t,x), ⇡(t,y)] = 0. (2.4.2)
[ ˜(t,x), ⇡˜(t,y)] = i (x  y) (2.4.3)
[ ˜(t,x),  ˜(t,y)] = [⇡(t,x), ⇡˜(t,y)] = 0. (2.4.4)
Os campos térmicos são introduzidos, como antes, a partir da transformação de
Bogoliubov. Entretanto, temos uma transformação de Bogoliubov definida para cada








O espaço de Hilbert é gerado a partir do vácuo térmico por vetores do tipo
[a†(k1;  )]n1 · · · [a†(kM ;  )]nM [a˜ †(k1;  )]m1 · · · [a˜ †(kN ;  )]mN |0( )i,
onde







Introduzindo os campos termalizados, podemos calcular o propagador térmico para














[ a(k;  )e ikx + a†(k;  )eikx].














[a˜(k;  )eikx   a˜†(k;  )e ikx].
Invertendo essas relações, isso é, escrevendo os operadores de criação e aniquila-
ção térmicos em termos dos campos, e usando a invariância dos operadores térmicos
por transformação de Bogoliubov, podemos usar as relações dadas pelas eqs. (2.4.1)-
(2.4.4) para obter as relações de comutação para os operadores de criação e aniquilação
térmicos. Como resultado, temos
[a(k;  ), a†(k;  )] = (2⇡)32k0 (k  k0)
[a˜(k;  ), a˜†(k;  )] = (2⇡)32k0 (k  k0)
com todas as outras relações de comutação sendo zero.
Para o propagador térmico, temos
G0(x  y;  ) =  ih0( )|T (x) (y)|0( )i,
onde “T” é o operador de ordenamento temporal,
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h0( )|T (x) (y)|0( )i = ✓(x0   y0)h0( )| (x) (y)|0( )i+ ✓(y0   x0)h0( )| (y) (x)|0( )i
= ✓(x0   y0)g(x  y;  ) + ✓(y0   x0)g(y   x;  ),
onde denotamos g(x  y;  ) = h0( )| (x) (y)|0( )i, e
✓(x0   y0) =
(
0, x0   y0 < 0
1, x0   y0 > 0
. (2.4.7)
é a função degrau. Calculando g(x  y;  ) temos,


























⇥ h0( )|a†(p)a(k)|0( )iei(kx py) + h0( )|a†(k)a†(p)|0( )iei(kx+py) 
Precisamos escrever cada operador de criação e aniquilação em termos de seus
equivalentes térmicos. Utilizando as relações dadas nas eq. (2.2.11), temos para o
primeiro termo,
h0( )|a(k)a(p)|0( )i = h0( )|(u(k;  )a(k;  ) + v(k;  )a˜†(k;  ))




a(k;  )a˜†(p;  ))|0( )i = a˜†(p;  ))a(k;  )|0( )i = 0
h0( )|a˜†(k;  ) = 0.
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Para o segundo termo,
0( )|a(k)a†(p)|0( )i = h0( )|(u(k;  )a(k;  ) + v(k;  )a˜†(k;  ))
⇥ (u(p;  )a†(p;  ) + v(p;  )a˜(p;  ))|0( )i
= u(k;  )u(p;  )(2⇡)32k0 (k  p).
Para o terceiro,
0( )|a†(k)a(p)|0( )i = h0( )|(u(k;  )a†(k;  ) + v(k;  )a˜(k;  ))
⇥ (u(p;  )a(p;  ) + v(p;  )a˜†(p;  ))|0( )i
= v(k;  )v(p;  )(2⇡)32k0 (k  p).
Para o último,
h0( )|a†(k)a†(p)|0( )i = h0( )|(u(k;  )a†(k;  ) + v(k;  )a˜(k;  ))
⇥ (u(p;  )a†(p;  ) + v(p;  )a˜(p;  ))|0( )i
= 0.
Com esses resultados, temos para g(x  y;  )











⇥  u(k;  )u(p;  )e i(kx py) 









u2(k;  )e ik(x y) + v2(k;  )eik(x y)
 
Como u2(k,  )  v2(k;  ) = 1, então











o que leva ao propagador





































































✓(x0   y0)ei!k(x0 y0) + ✓(y0   x0)e i!k(x0 y0)
⌘
e ik·(x y),
onde na última igualdade, fizemos a mudança de variável k !  k no segundo termo
de cada soma. Usando a representação integral da função ✓, obtemos




























Em notação simplificada, podemos escrever






G0(k;  ) = G0(k) + v
2(k;  )[G0(k) G⇤0(k)].
















k2  m2 + i✏ +
1
k2  m2   i✏
= 2⇡i (k2  m2)
E então,
G0(k,  ) = G0(k) + 2⇡iv
2(k;  ) (k2  m2).
Este resultado é interessante, pois isola totalmente no propagador a dependência da
temperatura.
Vamos agora deduzir uma relação fundamental na teoria de campos térmicos. Es-
crevendo o propagador da DCT e utilizando a representação de Heinsenberg para os
campos, temos























T [e  H (y, t  i ) (x, t)] , (2.4.10)
onde usamos a propriedade cíclica do traço. Essa relação é conhecida como relação
de Kubo-Martin-Schwinger, ou relação de KMS. Isso significa que o propagador é
periódico no eixo do tempo imaginário, com período  . A fim de se satisfazer a










para férmions, onde n 2 Z. Essas frequências são conhecidas como frequências de
Matsubara, embora essa relação entre o inverso da temperatura e o tempo imaginário
tenha sido primeiro notada por Bloch [41].
Sendo assim, também podemos escrever o propagador como








k2n  m2 + i✏
,
onde kn = (k0n,k). Esse último propagador é o propagador do formalismo de tempo
imaginário. Sendo assim, observamos que existe uma conexão entre o propagador
do formalismo de Matsubara e o propagador de DCT, dado pela eq. (2.4.8). Essa
conexão é estabelecida partindo-se de aspectos topológicos e considerando as condições
de periodicidade da função de Green. Isto será explorado no próximo capítulo.







temos para o propagador térmico,






















Usando essas definições, podemos escrever as compenentes de G(k;  )ab,
G(k,  )11 =
1





k2  m2 + i✏   2⇡in(k0) (k
2  m2),
G(k,  )12 = G(k;  )21 =  2⇡i[n(k0) + n(k0)2]1/2 (k2  m2),





Alguns aspectos desse resultado devem ser destacados. Primeiro, o propagador ad-
quire uma estrutura matricial de duas dimensões. Esse é um aspecto que foi obser-
vado como característico das teorias térmicas de tempo real e são usualmente referidos
como duplicamento dos graus de liberdade. Também, a função de Green à tempera-
tura finita se separa em uma soma de dois termos, um independente da temperatura,
correspondendo a função de Green da teoria à temperatura zero, e outro termo que ex-
plicitamente depende da temperatura, preservando a mesma estrutura do propagador
na abordagem de Schwinger-Keldish, diferindo apenas nos termos não diagonais.
2.5 Campo de Dirac Térmico
A teoria para campo de Dirac térmico é construída de maneira análoga ao campos
de Klein Gordon térmico. A densidade de lagrangiana para o campo de Dirac térmico
na presença de uma fonte externa é dada por




 (x)[  · i !@  m2] (x) + ⌘(x) (x) +  (x)⌘(x)
  1
2
 (x)[( T )† · i !@  m2] (x) + e⌘(x) e (x) + e (x)e⌘(x).
A partir da densidade de lagrangiana, definindo a densidades de momentos cano-






@ e˙ =  i e †(x)
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[⇡ˆ(x) ˙ˆ (x)  Lˆ]d3x
=
Z
[⇡(x) ˙(x)  L  e⇡(x)e˙ (x) + L˜]d3x.
A teoria de campos é introduzida impondo-se as relações de comutação a tempos
iguais
{ (x, t), ⇡(x, t)} = i (x  y) (2.5.1)
{ (x, t), (x, t)} = {⇡(x, t), ⇡(x, t)} = 0 (2.5.2)
{ e (x, t), e⇡(x, t)} =  i (x  y) (2.5.3)
{ e (x, t), e (x, t)} = { e (x, t), e (x, t)} = 0. (2.5.4)
Como no campo escalar, os operadores térmicos  (x;  ) e ⇡(x;  ) são introduzi-
dos a partir da transformação de Bogoliubov, existindo agora uma transformação de
Bogoliubov para cada um dos modos do campo, de modo que para  (x;  ) e ⇡(x;  )
expandidos em modos,  (x;  ) e ⇡(x;  ) ficam definidos pelas relações
 (x;  ) = U( ) (x)U 1( )





{✓c,k[c†(k)c˜ †(k)  c(k)c˜(k)] + ✓d,k[d†(k)d˜ †(k)  d(k)d˜(k)]}
)
,
e c(k) e d(k) são operadores de aniquilação para partícula e antipartícula, respectiva-
mente, e ✓c,k,✓d,k são definidas através das relações
sin ✓c,k = vc(k,  ) : v
2
c (k,  ) =
1
e (!k µc) + 1







onde µc e µd são os potenciais químicos e v2c (k,  ) e v2d(k,  ) são, respectivamente, as
funções de distribuição de partículas e antipartículas, satisfazendo as relações v2c (k,  )+
u2c(k,  ) = 1 e v2d(k,  ) + u2d(k,  ) = 1.
Como a álgebra é invariante por transformações de Bogoliubov, os campos térmicos
também satisfazem a álgebra dada pelas eq. (2.5.1)-(2.5.4).
O espaço de Hilbert é gerado a partir do vácuo térmico pelos vetores
[c†(k1;  )]n1 · · · [d†(kM ;  )]nM [c˜ †(k1;  )]m1 · · · [d˜ †(kN ;  )]mN |0( )i,
onde ni,mi = 0, 1 e |0( )i = U( )|0, 0˜i com |0, 0˜i dado pela eq. (2.4.6). Expandindo
os campos em modos e aplicando a regra de conjugação til,









(↵)(k)e ikx + d†↵(k;  )v
(↵)(k)eikx]









(↵)(k)eikx + d↵(k;  )v¯
(↵)(k)e ikx]







⇤(↵)(k)eikx + d˜†↵(k;  )v
⇤(↵)(k)e ikx]







⇤(↵)(k)e ikx + d˜↵(k;  )v¯⇤(↵)(k)eikx],
podemos inverter essas relações para escrever os operadores de criação e aniquilação
em termos dos campos e usar as relações dadas nas eqs. (2.5.1)-(2.5.4) para os campos
térmicos para obter as relações de anticomutação entre os operadores de criação e
aniquilação. Isso resulta nas seguintes relações:




{c˜↵(k;  ), c˜† (k0;  )} = {ed↵(k;  ), d˜† (k0;  )} = (2⇡)3k0m (k  k0) ↵ .
As relações para os operadores térmicos de criação e aniquilação em termos dos
operadores não térmicos obtidas nas eqs. (2.2.7)-(2.2.10) são ainda válidas aqui no
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contexto do campo de Dirac, com exceção que agora temos dois tipos de operadores
de criação e aniquilação, um associado a partícula e outro à antipartícula, fazendo-se
necessário a introduzação de um índice de spin. Incorporando o indíce de spin no
modo k com esse entendimento, explicitamente as relações são
c(k;  ) = ub(k;  )c(k)  vb(k;  )c˜†(k)
d(k;  ) = ub(k;  )d(k)  vb(k;  )d˜†(k),
ou invertendo,
c(k) = uc(k;  )c(k;  ) + vc(k;  )c˜
†(k;  ) (2.5.5)
d(k) = ud(k;  )(k;  ) + vd(k;  )d˜
†(k;  ). (2.5.6)
Consideramos agora o propagador térmico para o campo de Dirac, definido por
iS0(x  y;  ) = ✓(x0   y0)h0( )| (x) (y)|0( )i   ✓(y0   x0)h0( )| (y) (x)|0( )i.
Como no caso do campo de Klein Gordon, escrevendo os campos explicitamente e
utilizando as eqs. (2.5.5) e (2.5.6), achamos que
S0(x  y;  ) = (i  · @ +m)G0(x  y,  ), (2.5.7)
onde,






G0(k;  ) = G0(k) + v
2(k;  )[G0(k) G⇤0(k)].
Embora essa função de Green tenha a mesma estrutura da função de Green para o
campo escalar, dada pela eq. (2.4.8), devemos lembrar que aqui temos a função de
distribuição de férmions v2c,d(k,  ).
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Os resultados obtidos neste capítulo podem ser utilizados para a análise topológica




Nesse capítulo efeitos de compactificação no espaço-tempo são analisados. O princi-
pal resultado nessa análise é que uma teoria quântica de campos à temperatura finita é
equivalente a uma teoria de campos escrita em uma topologia  dD = Sl1⇥Sl2⇥...⇥RD d,
onde d corresponde ao número de dimensões compactificadas, D corresponde à dimen-
são da variedade e Sli é a circunferência cujo comprimento é Li. O efeito de tem-
peratura é implementado via compactificação do tempo em uma circunferência cujo
comprimento é  . As equações de campo locais escritas em um espaço de Minkowski
não são alteradas pela estrutura topológica do espaço-tempo. Embora as equações
de campos sejam preservadas, quando campos quantizados em topologias não trivias
são considerados, condições adicionais similares à condições de fronteira são impostas.
Como consequência, alguns fenômenos físicos altamente dependentes de condições de
fronteira surgem. Esse é o caso do efeito Casimir e das transições de fase, onde no
último, a temperatura crítica de transição depende dos parâmetros de compactifica-
ção [17]. Ambos os casos serão considerados nos próximos capítulo.
3.1 Compactificação do tempo
Vamos considerar primeiro o caso da compactificação no tempo, i.e., na direção de
x0. Considerando uma variedade quadridimensional, o caso em questão corresponde à
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topologia  14 = S1 ⇥ R3, onde S1 é a circunferência de comprimento   = 1kT .
A condição de KMS na eq. (2.4.10) estabelece seguinte relação de periodicidade na
função de Green,
G(x  y;  )|x0 = 0 = G(x  y;  )|x0= i .
É conveniente escrever G(x  y;  ) em termos da funções G>(x  y;  ) e G<(x  y;  )
de tal maneira que
G(x  y;  ) = ✓(x0   y0)G>(x  y;  ) + ✓(y0   x0)G<(x  y;  )
Da condição de periodicidade, segue que





Na representação de Fourier, devido à periodicidade da função de Green, temos que














G(pn;  ) =   1
p2n  m2
,





































⌧   i✏ ,



























G¯>(k0, p1, p2, p3)




























G¯<(k0, p1, p2, p3)
p0   k0   i✏ .
E a transformada de Fourier fica dada então por




G¯>(k0, p1, p2, p3)




G¯<(k0, p1, p2, p3)
p0   k0   i✏ . (3.1.4)
Note que a condição de periodicidade impõe que
G<(x0,x;  ) = G>(x0   i ,x;  ),
que podemos ainda escrever como
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G<(x0,x;  ) = G>(x0,x;  ) + ( i ) @
@x0




































e p0   1 , (3.1.5)
podemos escrever
G¯<(p;  ) = f (p0)A(p;  ) (3.1.6)
G¯>(p;  ) = [f (p0) + 1]A(p;  ), (3.1.7)
e então, a eq. (3.1.4), em termos dessa definição, fica dada por





[f (k0) + 1]A(k0, p1, p2, p3;  )
p0   k0 + i✏  
f (k0)A(k0, p1, p2, p3;  )







A(k0, p1, p2, p3;  )




p0   k0 + i✏  
1






A(k0, p1, p2, p3;  )









A(k0, p1, p2, p3;  )
p0   k0 + i✏ + f (p0)A(p). (3.1.8)
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Ainda precisamos achar a forma explícita da função espectral A(k0,p;  ). O meio
de atingir esse objetivo é usar a função conhecida G(pn;  ) e extendê-la para uma
função contínua G(p;  ). Calculando explicitamente G(pn;  ) a partir da eq. (3.1.2) e































































p0   k0 ,
e então, usando a definição de G0(p), onde agora p0 é uma variável contínua, podemos





G0(p0 + i✏,p) =  1






p0   k0 + i✏ ,
e
G0(p0   i✏,p) =  1






p0   k0   i✏ .
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Calculando a diferença, obtemos







p0   k0 + i✏  
1









G0(p0 + i✏,p)  G0(p0   i✏,p) =  1
p20   !2p + i 
+
1
p20   !2p   i 
= 2⇡i (p20   !2p),
i.e, a função espectral é dada por
A(p) = 2⇡i (p20   !2p).
Podemos usar a função espectral para obter a representação de Fourier da função de
Green. Substituindo esse resultado na eq. (3.1.8), temos






p0   k0 + i✏ + f (p0)A(p)
Usando a identidade
 (x2   y2) = 1
2|y| [ (x  y) +  (x+ y)],
obtemos, depois de um pouco de álgebra,
G¯(p,  ) =   1
p20   !2p + i✏
+ f (p0)A(p)
= G0(p) + f (p0)[G0(p) G⇤0(p)],
onde a função f (p0) é reescrita como f (p0) =
P1
n=1(e
  p0)n. E, finalmente, podemos
escrever










A partir desse resultado podemos observar que todo o efeito topológico da compactifi-
cação se encontra separado da contruibuição do espaço plano. Além disso, o efeito de
temperatura introduzido via o formalismo de Matsubara é equivalente à teoria escrita
na topologia S1 ⇥ R3, cujo comprimento da circunferência é  .
3.2 Compactificação espacial
Vamos considerar agora o caso de uma compactificação espacial, i.e,  14 = S1⇥R3,
com a compactificação ao longo de x1, com comprimento de circunferência de S1 igual
a L1. Para esse caso a função de Green satisfaz a seguinte condição de periodicidade
G(x0, x1, x2, x3) = G(x0, x1 + L1, x
2, x3) = G(x+ L1n1), (3.2.1)
onde n1 ⌘ nµ1 = (0, 1, 0, 0). A condição de periodicidade em x1 implica que 0  x  L1
enquanto que outras variáveis correm no intervalo ( 1,+1). A análise que aqui será
conduzida para uma compactificação espacial seguirá os mesmos passos do caso para
a compactificação no tempo.
A expansão de Fourier da função de Green satisfazendo a condição na eq. (3.2.1) é
dada pela seguinte expressão:




























Escrevendo o propagador em termos da função degrau, temos
G(x  y;L1) = ✓(x1   y1)G>(x  y;L1) + ✓(y1   x1)G<(x  y;L1). (3.2.4)
A condição de periodicidade a função de Green implica que
G<(x;L1)|x1=0 = G>(x;L1)|x1=L,































⌧   i✏ ,



























G¯>(p0, k1, p2, p3;L1)





























G¯<(p0, k1, p2, p3;L1)
k1   p1   i✏ .
Substituindo tais resultados na eq. (??), temos que





G¯>(p0, k1, p2, p3;L1)
k1   p1 + i✏  
G¯<(p0, k1, p2, p3;L1)
k1   p1   i✏
 
. (3.2.7)
Note que, a condição de periodicidade impõe que
G<(x0, x1, x2, x3;L1) = G
>(x0, x1 + L1, x2, x3;L1)
= G>(x0, x1, x2, x3;L1) + L1
@
@x1






G>(x0, x1, x2, x3;L1)
= eL1@1G>(x0, x1, x2, x3;L1),




































eiL1p1   1 , (3.2.8)
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1) + 1]A(p;L1), (3.2.10)
e então, a eq. (3.2.7), em termos dessa definição, fica dada por













Ainda precisamos achar a forma explícita da função espectral A(p;L1). Como
no caso da compactificação do tempo, procedemos extendendo a função conhecida
G(pn;L1) para a função contínua G(p;L1). Calculando explicitamente G(pn;L1) a
























































A(p0, k1, p2, p3;L1)
p1n   k1
.





A(p0, k1, p2, p3;L1)
p1   k1 ,
e então, usando a definição de G0(p), onde agora p1 é uma variável contínua, podemos
achar a função espectral A(p0, k1, p2, p3;L1). Temos que
G0(p0, p1 + i✏, p2, p3) =  1






A(p0, k1, p2, p3;L1)
p1   k1 + i✏ ,
e
G0(p0, p1   i✏, p2, p3) =  1





A(p0, k1, p2, p3)
p1   k1   i✏ .
Calculando a diferença, obtemos
G0(p0, p1 + i✏, p2, p3)  G0(p0, p1   i✏, p2, p3) = i
Z
dk1A(p0, k1, p2, p3)

1
p1   k1 + i✏
  1




G0(p0, p1 + i✏, p2, p3)  G0(p0, p1   i✏, p2, p3) =  1
(p0)2   (p1 + i✏)2   (p2)2   (p3)2
+
1
(p0)2   (p1   i✏)2   (p2)2   (p3)2
=  2⇡i (p2  m2),
i.e, a função espectral é dada por
A(p) =  2⇡i (p2  m2).
Agora podemos usar a função espectral para obter a representação de Fourier da função
de Green. Substituindo esse resultado na eq. (3.2.11), temos






1)A(p0, k1, p2, p3)
k1   p1 + i✏  
[fL1(k
1) + 1]A(p0, k1, p2, p3)







1)A(p0, k1, p2, p3)
✓
1
k1   p1 + i✏  
1






A(p0, k1, p2, p3)















k1   p1   i✏ ,
onde usamos a definição da função delta dada na eq. (2.4.9) e o fato que
!2p = p
2
0   p22   p23  m2.
Utilizando a identidade
 (x2   y2) = 1
2|y| [ (x  y) +  (x+ y)],
obtemos
G¯(p, L1) = fL1(p
1)A(p0, p1, p2, p3)  1
p2  m2   i✏
=   1












Como no caso da compactificação temporal, observamos o propagador se separa
em duas partes, uma correspondendo ao propagador para o espaço plano e a outra
contendo todo efeito de compactificação.
3.3 Compactificação do tempo e de uma dimensão
espacial
Seguindo a mesma prescrição das seções anteriores, prosseguimos agora para a
compactificação do tempo e de uma dimensão espacial, i.e, consideramos a topologia
 24 = S1 ⇥ S1 ⇥ R2. O tempo, consideramo-lo compactificado em uma circunferência
S1, de comprimento   e tomamos a compactificação espacial ao longo de x1 com com-
primento de circunferência L1. As dimensões não compactificadas são contínuas, en-
quanto as dimensões compactificadas, por serem definidas em intervalos finitos, envolve
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apenas frequências discretas. Com essa consideração, podemos escrever a expansão de
Fourier da função de Green,



























Escrevendo a função de Green como




Gl(x  y;  ), (3.3.2)
onde








procedemos da mesma maneira que anteriormente para achar a função G(x  y;  ). O
resultado será similar àquele encontrado na eq. (3.1.10),





ou, de maneira condensada,






G¯(pl;  ) = G0(pl) + f (p0)[G0(pl) G⇤0(pl)].
Substituindo esse resultado na eq. (3.3.2), temos que









Resta agora compactificar a dimensão espacial ao longo da direção x1. Usando o
resultado deduzido na seção anterior, obtemos
G(x  y;  , L1) = 1
(2⇡)4
Z






dp4eip(x y) (G0(p) + [f (p0) + fL1(p1)][G0(p) G⇤0(p)]
+ 2fL1(p1)f (p0)[G0(p) G⇤0(p)]) .
Simplificando a notação, podemos escrever
G(x  y;  , L1) = 1
(2⇡)4
Z
dp4eip(x y)(G0(p) + f ,L1(p0, p1)[G0(p) G⇤0(p)]),
onde
f ,L1(p0, p1) = f (p0) + fL1(p1) + 2f (p0)fL1(p1).
As expressões obtidas separadamente para a compactificação do tempo e do espaço,
podem ser reobtidas como caso limite da relação acima, isso é, tomando os limites







Nos casos acima consideramos condições periódicas, de modo que tratamos de cam-
pos bosônicos. Para férmions o mesmo tipo de análise pode ser conduzida. Entretanto,
neste caso, condições antiperiódicas devem ser impostas na função de Green. A con-
dição de antiperiodicidade nas coordenadas é equivalente ao “modelo de sacola”, no
qual o campo dos férmions encontram-se confinados dentro da sacola e o qual for-
nece um modelo consistente na descrição fenomenológica do co/deconfinamento dos
quarks. O interesse neste modelo, desde que se foi proposto, se deve a tentativa de se
obter uma descrição satisfatória do confinamento de quarks em hadrons. No próximo
capítulo vamos essa equivalência para explorar o efeito Casimir baseado em campos
compactificados.
3.4 Compactificação em d dimensões
O mesmo procedimento utilizado para se obter as funções de Green para os campos
compactificados no tempo e em uma dimensão espacial pode ser aplicado para se obter
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uma generalização para n dimensões compactificadas para ambos bósons e férmions
em uma variedade de dimensão D. Essa topologia corresponde ao caso  dD = Sl1 ⇥
· · · Sld⇥· · ·⇥RD d, onde d = 1+N , eN denota o número de compactificações espaciais.
Considerando o conjunto de parâmetros de compactificação ↵0 = (↵0,↵1, · · · ,↵N), o
























onde k(↵) = (k0, ..., kN), f(↵j) = 0 para ↵j = 0 e f(↵j) = 0 para ↵j 6= 0, { s} denota o
conjunto de todas as combinações com s elementos, { 1,  2, ...,  s} dos primeiros N+1
números naturais (1, ..., N) ordenados de tal maneira que  1 <  2 < ... <  s e, para











e ik(x y){S0(k) + v2F (k↵;↵)[S0(k)  S⇤0 ]}.
Devido a estrutura similar desses propagadores e dos propagadores obtidos no
formalismo de DCT nas eqs (2.4.8) e (2.5.7), é natural proceder na construção de uma
teoria de campos em uma topologia  dD utilizando o aparatus da DCT. A construção
seguirá em paralelo com aquela desenvolvida no capítulo 3, mas agora teremos campos
↵-dependentes. Isso mostrará que a função de Green para campos compactificados é
uma generalização da função de Green da DCT.
43
Capítulo 4
Efeito Casimir para o campo
eletromagnético
Neste capítulo aplicaremos a teoria de campos desenvolvida para campos compac-
tificados para explorar o efeito Casimir na topologia  dD, onde D denota a dimensão da
variedade considerada e d o número de dimensões compactificadas. A previsão teórica
do efeito Casimir data desde a década de 50 [42], quando Casimir mostrou que, devido
às flutuações do vácuo, o campo eletromagnético confinado entre duas placas con-
dutoras separadas por uma distância “a” dava origem a uma força atrativa dada pela
pressão P =  ⇡2/240a4. Entretanto, não foi até passados quase 50 anos que o efeito foi
constatado experimentalmente [43] dentro de uma faixa de erro aceitável, em acordân-
cia com a teoria com uma incerteza de 5% . Desde sua previsão, o efeito Casimir tem
sido explorado para diferentes campos e em uma variedade de configurações [44–49],
bem como para suas aplicações em nanotecnologias e microeletrônica [45,50].
No contexto de topologias torodais, o efeito Casimir para ambos bósons e férmions
foi analisado considerando-se diferentes configurações [51]. Por exemplo, o efeito Ca-
simir para bósons e férmions foi analisado na topologia  24, com uma compactificação
espacial e uma temporal e o caso simétrico de uma caixa cúbica, isso é, na topologia  44
com todas a quatro dimensões do espaço-tempo compactificadas. Para o primeiro caso,
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considerou-se uma compactificação no tempo imaginário, que corresponde ao efeito de
temperatura, e uma compactificação ao longo do eixo x3 em uma circunferência de
comprimento 2a. Para ambos férmions e bósons, mostrou-se que, no limite de altas
temperaturas, tanto a energia de Casimir bem como a pressão para a configuração
em questão são positivas, além de suas respectivas expressões serem dominadas pelos
termos correspondentes à radiação de corpo negro, isso é, dominadas por termos ⇠ T 4.
Para baixas temperaturas, mostrou-se que tanto a energia quanto a pressão são negati-
vas, existindo, assim, uma curva crítica que leva valores negativos de energia e pressão
a valores positivos. Para o segundo caso, considerou-se uma compactificação no tempo
imaginário e a compactificação dos outros três eixos x1, x2, x3 em uma circunferência
de mesmo comprimento 2a, concluindo que, para essa configuração, uma transição de
valores negativos para valores positivos de pressão ocorre à medida que a temperatura
aumenta. Devemos enfatizar que a compactificação l = 2a é equivalente as condições
de contorno de Neumann [17]. Neste capítulo e no capítulo que se segue adotaremos
essa compactificação a fim de seguir em paralelo com trabalho de Saito [52].
A fim de se obter um melhor entendimento de como efeito Casimir pode depender
dos parâmetros de compactificação, casos mais gerais precisam ser considerados. Neste
capítulo, primeiro deduzimos o tensor energia-momento para o campo eletromagnético
utilizando o método de campos compactificados. Este é um resultado já conhecido na
literatura [51] que aqui deduzimos para fins pedagógicos e a fim de tornar suave a
transição para o resultado deste trabalho. O efeito Casimir emerge devido à mudança
da energia de ponto zero causada pela compactificação - Explicitamente, é calculado
como a diferença entre o tensor energia-momento para os campos compactificados e o
tensor energia-momento para os campos no espaço plano. Em seguida, consideramos
o efeito Casimir para bósons na topologia  34 = S1⇥ S2⇥ S3⇥R, com os eixos espaci-
ais x1, x2 e x3 compactificados em circunferências de diferentes comprimentos dados,
respectivamente, por L1 = 2a1, L2 = 2a2 e L3 = 2a3. Depois implementamos a tempe-
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ratura a partir da compactificação do tempo em uma circunferência de comprimento
L =   a fim de analisar o efeito de temperatura. O estudo das componentes T 00(11)
e T 33(11) do tensor energia-momento nessa topologia corresponde ao estudo do efeito
Casimir em um hipertoro.
4.1 O estado de vácuo do campo eletromagnético






Fµ⌫ = @µA⌫   @⌫Aµ.





de maneira que as componentes são
⇡0 = 0
⇡i = A˙i   @iA0 = Ei
Como @µF µ⌫ = 0, consequentemente o vetor potencial satisfaz a seguinte equação:
[gµ⌫2  @µ@⌫ ]A⌫(x) = 0.
No calibre de Couloumb, A0 = 0 e r ·A = 0, e a equação para o vetor potencial se
reduz à
2A⌫(x) = 0.














onde   = 1, 2 denota os estados de polarização do fóton e onde os operadores a( )†k e




k0 ] =  
3(k   k0)  , 0 . Somando







Somando sobre todos os modos k, isso contribui uma quantidade infinita no cálculo do
valor esperado de H no estado de vácuo. Para contornar esse problema, em geral, essa
contribução é subtraída de H por imposição da simetria de Lorentz e, posteriormente,
aplicando o ordenamento normal, de maneira que, para uma teoria formulada no
espaço-tempo plano, a energia do estado de vácuo é zero. Entretanto, situações em que
condições adicionais como condições de fronteira são implementadas, por exemplo, via
espaço-tempos não triviais (planos ou curvados), topologias e geometrias não triviais,
implicam em uma modificação no estado fundamental. Isso acontece devido à mudança
da variedade de fundo da teoria. Não somente isso, essa diferença entre o caso não
trivial e o caso no espaço tempo plano é mensurável e é o que chamamos de Efeito
Casimir.
No que concerne a avaliação da energia de Casimir em configurações arbitrárias,
pode-se destacar, especialmente, dois métodos que tem sido usados na literatura [53], o
método da soma sobre os modos e o método das funções de Green. O primeiro método
consiste em executar diretamente a soma infinita das energias correspondentes a cada
modo normal, tomando como definição da energia de Casimir (energia de vácuo) a
diferença de energia entre a energia de ponto zero na presença de condições de contorno
e a energia de vácuo livre, isso é, livre de codições de contorno. No método das funções
de Green, a energia de Casimir é obtida a partir da componente T 00 do tensor energia
momento do vácuo, o qual também define-se como uma diferença, entretanto, sendo
agora a diferença entre o tensor energia momento do vácuo sujeito a condições de
contorno específicas e o tensor energia momento livre (sem vínculos). Claramente,
ambos os métodos requerem a introdução de esquemas de regularização para lidar
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com divergências intrinsecamente relacionadas a ambas formulações. Neste trabalho
exploramos o método das funções de Green, uma vez que esse método mostra-se mais
adequado quando consideramos o campo eletromagnético em uma topologia  dD.
4.1.1 Tensor energia-momento
Agora prosseguimos para o cálculo do valor esperado do tensor energia momento
no vácuo. O tensor energia momento para o campo eletromagnético é dado por




Como o produto de dois operadores em um mesmo ponto do espaço-tempo não é bem
definido, o que leva a divergências no valor esperado do vácuo, utilizamos o método de
regularização de "point splitting"a fim de contornar este problema. O método consiste
em tomar o produto de operadores em pontos diferentes do espaço-tempo, tomando
o limite de separação zero no final do cálculo. Nesse caso, o tensor energia-momento
fica dado por









onde T é o operador ordenamento temporal dado por
T [F µ⌫(x)F  ⇢(x0)] = F µ⌫(x)F  ⇢(x0)✓(x0   x00) + F  ⇢(x0)F µ⌫(x)✓(x00   x0)
:= Fµ⌫, ⇢(x, x0).
Podemos, então, escrever o tensor energia momento como
T µ (x) = lim
x!x0
⇢





A função ✓ se relaciona com a função delta de Dirac via a expressão
@µ✓(x0   x00) = nµ0 (x0   x00),
onde nµ0 é a ”m”-ésima componente do quadrivetor n0 = (1, 0, 0, 0). Usando as relações
de comutação para os campos, podemos calcular Fµ⌫, ⇢(x, x0), o que nos dará
Fµ⌫, ⇢(x, x0) =  µ⌫, ⇢,↵ (x, x0)T [A↵(x)A (x0)]
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  nµ0 (x0   x00)I⌫, ⇢(x, x0) + n⌫0 (x0   x00)Iµ, ⇢(x, x0), (4.1.1)
onde
 µ⌫, ⇢,↵  = (g⌫↵@µ   gµ↵@⌫)(g⇢ @0    g  @0⇢),
e
Iµ, ⇢(x, x0) = [Aµ(x), F  ⇢(x0)]
I⌫, ⇢(x, x0) = [A⌫(x), F  ⇢(x0)].
Para mostrar a relação dada pela eq. (4.1.1), vamos primeiro calcular o primeiro
termo. Temos que
 µ⌫, ⇢,↵ (x, x0)T [A↵(x)A (x0)] = (g⌫↵@µ   gµ↵@⌫)(g⇢ @0    g  @0⇢)T [A↵(x)A (x0)]
= (g⌫↵@µ   gµ↵@⌫)(g⇢ @0    g  @0⇢)
⇥ [A↵(x)A (x0)✓(x0   x00) + A (x)A↵(x0)✓(x00   x0)]
= (g⌫↵@µ   gµ↵@⌫)⇤0, (4.1.2)
onde denotamos
⇤0 = (g
⇢ @0    g  @0⇢)[A↵(x)A (x0)✓(x0   x00) + A (x)A↵(x0)✓(x00   x0)].
Calculando ⇤0, obtemos
⇤0 = (g
⇢ @0    g  @0⇢)[A↵(x)A (x0)✓(x0   x00) + A (x)A↵(x0)✓(x00   x0)]
= g⇢ @0 [A↵(x)A (x0)✓(x0   x00)] + g⇢ @0 [A (x0)A↵(x)✓(x00   x0)]
  g  @0⇢[A↵(x)A (x0)✓(x0   x00)]  g  @0⇢[A (x0)A↵(x)✓(x00   x0)]
= g⇢ A↵(x)@
0 A (x0)✓(x0   x00)  g⇢ nµ0A↵(x)A (x0) (x00   x0)
+ g⇢ @0 A (x0)A↵(x)✓(x00   x0) + g⇢ nµ0A (x0)A↵(x) (x00   x0)
  g  A↵(x)@0⇢A (x0)✓(x0   x00) + g  n⇢0A↵(x)A (x0) (x00   x0)
  g  @0⇢A (x0)A↵(x)✓(x00   x0)  g  n 0A (x0)A↵(x) (x00   x0).
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Substituindo esse resultado na eq. (4.1.2), temos
 µ⌫, ⇢,↵ (x, x0)T [A↵(x)A (x0)] = (g⌫↵@µ   gµ↵@⌫)
⇥ ⇥g⇢ A↵(x)@0 A (x0)✓(x0   x00)
+ g⇢ @0 A (x0)A↵(x)✓(x00   x0)
  g  A↵(x)@0⇢A (x0)✓(x0   x00)
  g  @0⇢A (x0)A↵(x)✓(x00   x0)
⇤
Denotemos  µ⌫, ⇢,↵ (x, x0)T [A↵(x)A (x0)] :=  . Então
  = g⌫↵g⇢ @µA↵(x)@0 A (x0)✓(x0   x00) + g⌫↵g⇢ nµ0A↵(x)@0 A (x0) (x0   x00)
+g⌫↵g⇢ @0 A (x0)@µA↵(x)✓(x00   x0)  g⌫↵g⇢ nµ0@0 A (x0)A↵(x) (x0   x00)
 g⌫↵g  @µA↵(x)@0⇢A (x0)✓(x0   x00)  g⌫↵g  nµ0A↵(x)@0⇢A (x0) (x0   x00)
 g⌫↵g  @0⇢A (x0)@µA↵(x)✓(x00   x0) + g⌫↵g  nµ0@0⇢A (x0)A↵(x) (x0   x00)
 gµ↵g⇢ @⌫A↵(x)@0 A (x0)✓(x0   x00)  gµ↵g⇢ n⌫0A↵(x)@0 A (x0) (x0   x00)
 gµ↵g⇢ @0 A (x0)@⌫A↵(x)✓(x00   x0) + gµ↵g⇢ n⌫0@0 A (x0)A↵(x) (x0   x00)
+gµ↵g  @⌫A↵(x)@0⇢A (x0)✓(x0   x00) + gµ↵g  n⌫0A↵(x)@0⇢A (x0) (x0   x00)
+gµ↵g  @0⇢A (x0)@⌫A↵(x)✓(x00   x0)  gµ↵g  n⌫0@0⇢A (x0)A↵(x) (x0   x00).
Para simplificar essa expressão, é conveniente reescrevê-la em termos de tensor
F µ⌫ = @µA⌫   @⌫Aµ. Usando a métrica para subir os índices, obtemos
  = @µA⌫(x)@0 A⇢(x0)✓(x0   x00) + nµ0A⌫(x)@0 A⇢(x0) (x0   x00)
+ @0 A⇢(x0)@µA⌫(x)✓(x00   x0)  nµ0@0 A⇢(x0)A⌫(x) (x0   x00)
  @µA⌫(x)@0⇢A (x0)✓(x0   x00)  nµ0A⌫(x)@0⇢A (x0) (x0   x00)
  @0⇢A (x0)@µA⌫(x)✓(x00   x0) + nµ0@0⇢A (x0)A⌫(x) (x0   x00)
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  @⌫Aµ(x)@0 A⇢(x0)✓(x0   x00)  n⌫0Aµ(x)@0 A⇢(x0) (x0   x00)
  @0 A⇢(x0)@⌫Aµ(x)✓(x00   x0) + n⌫0@0 A⇢(x0)Aµ(x) (x0   x00)
+ @⌫Aµ(x)@0⇢A (x0)✓(x0   x00) + n⌫0Aµ(x)@0⇢A (x0) (x0   x00)
+ @0⇢A (x0)@⌫Aµ(x)✓(x00   x0)  n⌫0@0⇢A (x0)Aµ(x) (x0   x00).
Combinando os termos, podemos escrever
  = F µ⌫(x)@0 A⇢(x0)✓(x0   x00) + @0 A⇢(x0)F µ⌫(x)✓(x00   x0)
  F µ⌫(x)@0⇢A (x0)✓(x0   x00)  @0⇢A (x0)F µ⌫(x)✓(x00   x0)
+ nµ0A
⌫(x)F  ⇢(x0) (x0   x00)  nµ0F  ⇢(x0)A⌫(x) (x0   x00)
+ n⌫0A
µ(x)F ⇢ (x0) (x0   x00)  n⌫0F ⇢ (x0)Aµ(x) (x0   x00),
o que resulta em
  = F µ⌫(x)F  ⇢(x0)✓(x0   x00) + F  ⇢(x0)F µ⌫(x)✓(x00   x0)
+ nµ0 [A
⌫(x), F  ⇢(x0)] (x0   x00) + n⌫0[Aµ(x), F ⇢ (x0)] (x0   x00)
= T [F µ⌫(x)F  ⇢(x0)] + nµ0 [A
⌫(x), F  ⇢(x0)] (x0   x00)  n⌫0[Aµ(x), F  ⇢(x0)] (x0   x00).
Como resultado final obtemos
 µ⌫, ⇢,↵ (x, x0)T [A↵(x)A (x0)] = Fµ⌫, ⇢(x, x0) + nµ0 [A⌫(x), F  ⇢(x0)] (x0   x00)
  n⌫0[Aµ(x), F  ⇢(x0)] (x0   x00).
Podemos usar este resultado para calcular o tensor-energia momento em termos do
produto ”T”. Usando o resultado obtido na eq. (4.1.1), temos que





















  µ⌫, ↵,↵¯ ¯(x, x0)T [A↵¯(x), A ¯(x0)]g⌫↵ + nµ0g⌫↵[A⌫(x), F  ↵(x0)] (x0   x00)















[A⌘(x), F ⌫⇢(x0)] = [A⌘(x), @0⌫A⇢(x0)]  [A⌘(x), @0⇢A⌫(x0)]
= in⌫0g
⌘⇢ (x  x0)  in⇢0g⌘⌫ (x  x0)
  in⌫0  1@⌘@⇢ (x  x0) + in⇢0  1@⌘@⌫ (x  x0),
sendo assim, obtemos



















Utilizando esse resultado, podemos agora calcular o valor esperado do tensor energia-
momento no vácuo, que fica dado pela expressão



















iG↵¯ ¯(x  x0) = h0|T [A↵¯(x)A ¯(x0)]|0i.
Dessa maneira, estabelecemos a conexão entre o tensor energia momento e o propaga-
dor. Se agora utilizarmos o calibre de Feymann, no qual o propagador se reduz àquele
do campo escalar livre, isso é, no qual o propagador toma a forma
iG↵¯ ¯(x  x0) = g↵¯ ¯ 14⇡2i
1
(x  x0)2   i✏ ,
então, o tensor energia momento fica dado por
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G0(x  x0) = 1
4⇡2i
1
(x  x0)2   i✏ .
Agora, utilizando esses resultados, podemos calcular o valor esperado do tensor energia-
momento no vácuo térmico introduzido no capítulo 2. Aplicando as regras de conjuga-
ção til, bem como utilizando a notação de dubleto introduzida anteriormente, o tensor
energia momento é escrito como





onde a, b = 1, 2 e
F µ (ab) = @µA⌫(a)   @⌫Aµ(b).
O propagador térmico livre para o fóton, ainda na notação de dubleto, fica então dado
por
iDab↵ (x  x0) = g↵ Gab0 (x  x0),
onde agora
iDab↵ (x  x0) = h0, 0˜|T [Aa↵(x)Ab (x0)]|0, 0˜i
e













Dessa maneira, o valor esperado do tensor energia momento no vácuo térmico é

















onde Gab0 (x  x0) é o propagador no espaço de configuração.
Como um dos nosso principais objetivos é estudar os efeitos induzidos pela to-
pologia no tensor energia-momento, introduzimos campos “↵” dependentes, para os
quais o tensor energia momento tem a mesma forma do tensor na expressão acima,
mas caracterizado pelos parâmetros “↵” que, como vimos, está relacionado com as
compactificações do espaço-tempo. Para campos “↵” dependentes,
















Via um procedimento de regularização, introduzimos um tensor energia-momento fi-
nito, dado pela diferença entre o valor esperado do tensor energia-momento “↵” depen-
dente e o valor esperado do tensor energia-momento sem efeitos de compactificação
T µ (a,b)(x;↵) = hT µ (a,b)(x;↵)i   hT µ (a,b)(x)i.
Utilizando as expressões obtidas acima, podemos escrever o tensor energia momento
já renormalizado, T µ (a,b)(x;↵), como






G(ab)(x  x0;↵) = Gab(x  x0;↵) Gab0 (x  x0)
Escrevendo o propagador na sua representação de Fourier






G(ab)(k;↵) = B 1(ac)(k;↵)G(cd)0 (k)B
(db)(k;↵),







que descreve a transformação de Bogoliubov. Explicitamente, as componentes de
G(ab)0 (k;↵) são
G(11)(k;↵) = G(22)(k;↵) = v2(k;↵)[G0(k) G⇤0(k)]
G(12)(k;↵) = G(21)(k;↵) = v2(k;↵)u2(k;↵)[G⇤0(k) G0(k)].
No caso geral de “N ” compactificações, em que ↵ = (↵0,↵1, · · · ,↵N), a transfor-





















de modo que a componente G¯0


















G⇤0(x  x0   i
sX
j=1






onde ⌘ j = 1, se  j = 0 e ⌘ j =  1 para  j = 1, 2 · · · , N . Já o tensor energia momento
renormalizado em uma variedade quadridimensional é dado pela expressão
T µ⌫(11)(↵) =  i lim
x!x0
 




































onde ↵0 deve ser um número real e ↵n, n = 1, ..., n, deve ser um número imaginário
do tipo ian para se obter o caso físico de temperatura finita e compactificação espacial.
Com base nesses resultados, podemos calcular o efeito Casimir para bósons e fér-
mions em uma topologia arbitrária  dD.
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4.2 Efeito Casimir
Para o primeiro caso à temperatura zero, correspondendo à escolha dos parâme-
tros de compactificação ↵ = (0, 2ia1, 2ia2, 2ia3), temos pela expressão geral dada pela
eq. (4.1.1) o seguinte resultado para o tensor energia-momento































































































[(2a1l1)2 + (2a2l2)2 + (2a3l3)2]3
◆ 
,
onde termos cruzados foram descartados, uma vez que esses termos não contribuem
para energia e pressão do sistema, i.e, as componentes T 00(11) e T 33(11) do tensor
energia momento. Para a energia, i.e., E = T 00(11), obtemos o seguinte resultado




































[(a1l1)2 + (a2l2)3 + (a3l3)2]2
, (4.2.1)








Para a pressão de Casimir, P = T 33(11), obtemos
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(a1l1)2 + (a2l2)2   3(a3l3)2
[(a1l1)2 + (a2l2)3 + (a3l3)2]3
.
.
Considerando o caso de uma caixa cúbica, i.e., a1 = a2 = a3 = a, observamos que
a energia bem como a pressão são sempre negativas. A fim de se obter uma descri-
ção mais completa da natureza da força de Casimir, se atrativa ou repulsiva, casos
não simétricos de compactificações devem ser considerados. É evidente da expressão
dada pela eq. (4.2.1) que a energia de Casimir à temperatura zero é sempre negativa,
independente dos parâmetros de compactificação. O mesmo não é verdade para a
pressão. A natureza da pressão mostra-se sensível aos parâmetros de compactificação.
Para a pressão, uma transição de valores negativos de pressão para valores positivos
é observada à medida em que a3 aumenta. Um comportamento oposto é observado
considerando-se a pressão como função de a1 ou a2. A pressão é uma função descres-
cente de ai, para i = 1, 2. Observa-se que existe uma transição de valores negativos
para valores positivos à medida que ai diminui. Tais comportamentos são mostrados
nos gráficos (4.1a) e (4.1b). A partir do gráfico (4.1a), podemos observar que, em-
bora a pressão e ai sejam inversamente proporcionais enquanto que a pressão e a3 são
diretamente proporcionais, um acréscimo de a1 e a3 por uma mesma quantidade dá
origem a um aumento de pressão, o que significa que a contribuição advinda de a3 é
dominante.
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(a) Pressão de Casimir como função de a2 para diferentes valores a1 = a3 = a.
(b) Pressão de Casimir como função de a3 para diferentes valores de a1 = a2 = a.
Figura 4.1: Pressão de Casimir P = T 33(11) à temperatura zero para bósons.
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Figura 4.2: Pressão de Casimir como função de a2 e a3 para a1 mantido fixo.
Agora direcionamos nossa atenção ao efeito de temperatura. À temperatura finita,
correspondente à escolha da compactificação ↵ = ( , i2a1, i2a2, i2a3), o tensor energia-
momento é dado por


















































































































































































































[( l0)2 + (2a1l1)2 + (2a2l2)2 + (2a3l3)2]3
◆ 
.
Para a energia E = T 00(11), essa expressão se reduz à


































































3( l0)2   4(a2l2)2   4(a3l3)2






3( l0)2   4(a1l1)2   4(a3l3)2







3( l0)2   4(a1l1)2   4(a2l2)2






3( l0)2   4(a1l1)2   4(a2l2)2   4(a3l3)2
[( l0)2 + 4(a1l1)2 + 4(a2l2)2 + 4(a2l2)2]3
.
E para a pressão,

































































(a1l1)2 + (a2l2)2   3(a3l3)2






( l0)2 + 4(a2l2)2   12(a3l3)2






( l0)2 + 4(a1l1)2   12(a3l3)2













( l0)2 + 4(a1l1)2 + 4(a2l2)2   12(a3l3)2
[( l0)2 + 4(a1l1)2 + 4(a2l2)2 + 4(a2l2)2]3
.
No limite de altas temperaturas, T =   1 !1, observamos que ambas a energia e
pressão são dominadas pelos termos de radiação de corpo negro ⇠ T 4. Para uma caixa
cúbica, i.e, a1 = a2 = a3 = a, uma transição de valores negativos para valores positivos
de energia e pressão ocorre à medida que a temperatura aumenta. Para o caso geral
de compactificações não simétricas, combinamos o resultado obtido anteriormente à
temperatura zero, e obtemos o seguinte comportamento: À medida que a temperatura
e a3 aumentam, uma transição de valores negativos para valores de pressão ocorre,
enquanto que, para a1 e a2, essa transição ocorre à medida que diminuimos a1 ou a2.
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Note que a implementação da temperatura reverte o comportamento da pressão em
relação aos parâmetros de compactificação espacial. Tal comportamento é evidenciado
nos gráficos (4.3) e (4.4). A pressão, antes mais suscetível a variações decorrentes de
a3, agora mostra-se muito mais sensível à variações de a2.
Figura 4.3: Pressão de Casimir como função de a2 e T =   1 para a1 e a3 fixos.
Figura 4.4: Pressão de Casimir como função de a3 e T =   1 para a1 e a2 fixos.
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Capítulo 5
Efeito Casimir para férmions e o
plasma de quarks e glúons
Em física de partículas, há um grande interesse no estudo do efeito Casimir para
férmions [21] devido a estrutura dos hadrons, como os prótons e os nêutrons, que são
constituídos de quarks e glúons e cujos comportamentos são descritos pela Cromo-
dinâmica Quântica. Embora avanços tenham sido realizados com a formulação da
Cromodinâmica Quântica, algumas características não triviais dos hadrons permane-
cem sem respostas. Esse é o caso, por exemplo, do confinamento de cor: quarks livres
não são observados na natureza, eles se agrupam em hadrons que apenas existem em
estados singletos de cor [54].
Embora os quarks estejam confinados, acredita-se que, em temperaturas sufici-
entemente altas, os quarks possam passar por um processo de deconfinamento. As
evidências que apontam para o processo de deconfinamento surgiram, primeiro, com a
descoberta de que a Cromodinâmica Quântica é uma teoria assintoticamente livre [18],
i.e, que a força que mantém os quarks ligados se torna assintoticamente mais fraca à
medida em que a distância entre eles diminui e que a energia aumenta. Outra razão se
dá pelo fato de que a simetria quiral da Cromodinâmica Quântica é espontaneamente
quebrada à baixas a temperaturas, significando que essa simetria deve ser restaurada
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a altas temperaturas. Esta é uma condição suficiente [55, 56] para o processo de de-
confinamento dos quarks e que daria origem a um novo estado de matéria, o chamado
plasma de quarks e glúons, que considera uma forma de matéria primordial, que teria
existido apenas microsegundos depois do Big-Bang devido à grande quantidade de
energia que seria necessária para sua produção [57].
No CERN, um experimento recente corrobora a existência da possibilidade de
produzir o plasma de quarks e glúons em laboratório: há evidências da produção de
um “pequeno” plasma de quarks e glúons ao colidir núcleos de chumbo à altas energias
no detector “Solenóide de Múon Compacto” (CMS) no Grande Colisor de Hadrons
(LHC) [58]. Isto suscita questões sobre os mecanismos que poderiam colaborar para
o processo de deconfinamento como, por exemplo, o efeito Casimir.
Devido à antiperiodicidade na função de Green para férmions, o uso de topolo-
gias toroidais para explorar o efeito Casimir mostra-se consistente com o modelo de
sacola [59], um dos modelos que descrevem matematicamente a fenomenologia dos
hadrons. Neste modelo, os quarks encontram-se confinados em uma pequena região
do espaço, i.e., confinados dentro da sacola tal que, nesta região, apenas forças fra-
cas são experimentadas. Fora da sacola, os campos dos quarks não são permitidos se
propagarem, de maneira que, nesta região, o tensor energia-momento é nulo [22].
Nesta direção, analisamos o efeito Casimir calculando o tensor energia para férmi-
ons utilizando o métodos de campos compactificados. Primeiro consideramos o efeito
Casimir à temperatura zero, correspondendo à topologia  34, e com os parâmetros de
compactificação especificados por ↵ = (0, i2a1, i2a2, i2a2). Esta escolha corresponde
à compatificação dos eixos espaciais x1, x2 e x3 em circunferências de comprimento
2a1, 2a2 e 2a3, respectivamente. Esta troca do parâmetro de compactificação L! 2a
é equivalente as condições de contorno de Neumann. Fazemos essa escolha de modo
a seguir em paralelo com a análise feita por Saito [52].Em seguida, a fim de analisar
o efeito devido à temperatura, implementamos a temperatura a partir da compacti-
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ficação do tempo em uma circunferência de comprimento  . Na última parte deste
trabalho, utilizamos os resultados obtidos para férmions e os resultados obtidos para
bósons no capítulo anterior para explorar o efeito Casimir para um modelo não mas-
sivo da Cromodinâmica Quântica a fim compreender a contribuição do efeito Casimir
para o deconfinamento dos hadrons.
5.1 Efeito Casimir para férmions
A prescrição utilizada para derivar o tensor energia-momento para o campo eletro-
magnético pode ser extendida a fim de tratar o caso para férmions. Neste caso, para
um espaço quadridimensional, correspondendo a N = 3, o tensor energia momento
é [17]




































Procedemos agora para a análise do efeito Casimir para férmions. Primeiro conside-
ramos o caso à temperatura zero, correspondendo à compactificação ↵ = (0, i2a1, i2a2, i2a2).
Utilizando a eq. (5.1.1) acima, o tensor energia-momento fica dado por







































































































Tomando a componente T 00(11), a energia de Casimir, E(a1, a2, a3) = T 00(11) fica dada
então por





































[(a1l1)2 + (a2l2)3 + (a3l3)2]2
,










Para a pressão P (a1, a2, a3) = T 33(11), obtemos








































2 + (a2l2)2   3(a3l3)2
[(a1l1)2 + (a2l2)3 + (a3l3)2]3
.
No caso de uma caixa cúbica, i.e, a1 = a2 = a3 = a, encontramos que tanto a
energia quanto a pressão são sempre negativas, sendo ambas funções crescentes de a.
Esse comportamento é o mesmo comportamento obtido para o caso de uma guia de
onda quadrada, correspondendo à compactificação ao longo dos eixos x2 e x3 [51]. Na
verdade, é observado que a energia é sempre negativa quaisquer que sejam as relações
entre os parâmetros de compactificação. Isso não é verdade para a pressão. O sinal da
pressão depende altamente da relação entre os parâmetros de compactificação. A fim
de entender o comportamento do sinal da pressão, alguns casos devem ser considerados.
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1. a1 = a3 = a. Para este caso, observamos que existe uma transição de valores
positivos de pressão para valores negativos à medida que a2 aumenta. Devido
a simetria entre a1 e a2, o mesmo comportamento é observado fixando-se a2 =
a3 = a. Na figura (5.3a), o gráfico da pressão em função de a2 para diferentes
valores de a é mostrado.
2. a1 = a2 = a. Neste caso observa-se uma transição de valores negativos de pres-
são para valores positivos à medida que a3 aumenta. A pressão é uma função
crescente de a3.




, onde i = 1, 2. À medida que a razão
a3
ai
cresce, a pressão também aumenta.
Existe uma competição entre ai e a3; enquanto um aumento de ai causa um aumento
na pressão, um aumento a3 faz a pressão diminuir. Notemos que, como no caso para
bósons, a contribuição de a3 é dominante, i.e, o comportamento da pressão devido à
uma variação a1 e a3 por uma mesma quantidade é ditada por a3. Explicitamente,
isso significa que, aumentado-se a1 e a3 por uma mesma quantidade, a pressão cresce
com a3, enquanto que, diminuindo-se a1 e a3 por uma mesma quantidade, a pressão
diminui com a3.
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(a) Pressão de Casimir como função de a2 para diferentes valores a1 = a3 = a.
Aumentar a1 e a3 por uma mesma quantidade, o que corresponde a transitar das
curvas mais abaixo para curvas acima, resulta em um aumento de pressão. Isto
significa que o comportamento de pressão é dominado por a3
(b) Pressão de Casimir como função de a3 para diferentes valores de a1 = a3 = a.
A pressão de Casimir é uma função crescente de a3. À medida em que a aumenta
as curvas vão se acumulando até se tornarem sobrepostas umas as outras.
Figura 5.1: Pressão de Casimir P = T 33(11) à temperatura zero em um hipertoro.
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Figura 5.2: Pressão de Casimir à temperatura zero como função de a2 e a3 para a1
mantido fixo. Observa-se que o comportamento da pressão de Casimir é mais suscetível
a variações de a3 quando comparado a a2
Agora analisamos o efeito de temperatura, implementado-a via compactificação ao
longo de x0. Para esse caso, onde ↵0 = ( , 2ia1, 2ia2, 2ia3), o tensor energia momento
fica dado por








































































































































0   4(2a1l1)2nµ1n⌫1   4(2a2l2)2nµ2n⌫2












0   4(2a2l2)2nµ2n⌫2   4(2a3l3)2nµ3n⌫3












0   4(2a1l1)2nµ1n⌫1   4(2a3l3)2nµ3n⌫3

































0   4(2a1l1)2nµ1n⌫1   4(2a2l2)2nµ2n⌫2   4(2a3l3)2nµ3n⌫3
[( l0)2 + (2a1l1)2 + (2a2l2)2 + (2a3l3)2]3
◆ 
,
sendo então a energia de Casimir, E(a1, a1, a1) = T 00(11):































































2   4(a1l1)2   4(a2l2)2






2   4(a2l2)2   4(a3l3)2






2   4(a1l1)2   4(a3l3)2















2   4(a1l1)2   4(a2l2)2   4(a3l3)2
[( l0)2 + 4(a1l1)2 + 4(a2l2)3 + 4(a3l3)2]3
,
e a pressão,










































































2 + 4(a2l2)3   12(a3l3)2






2 + 4(a1l1)3   12(a3l3)2






2 + (a2l2)3   3(a3l3)2







2 + 4(a1l1)2 + 4(a2l2)3   12(a3l3)2
[( l0)2 + 4(a1l1)2 + 4(a2l2)3 + 4(a3l3)2]3
,
Para uma caixa cúbica, i.e, a1 = a2 = a3 = a, sabe-se que existe uma transição
de valores negativos de pressão para valores positivos com o aumento da temperatura
[51]. Considerando o caso geral, a1 6= a2 6= a3, observamos que uma transição de
valores negativos para valores positivos ocorre a medida em que a3 e a temperatura
(T =   1) aumentam, enquanto que para a2, essa transição ocorre com sua diminuição.
Como no caso para bósons, a implementação da temperatura causa uma mudança na
relação entre a pressão e os parâmetros de compactificação a2 e a3. Com o efeito
de temperatura, para baixas temperaturas, a pressão é dominada por a2. Para altas
temperaturas, a pressão cresce rapidamente com a temperatura.
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(a) Pressão de Casimir em função de a2 e da temperatura T =   1 para a1 = a3 mantido
fixos.
(b) Pressão de Casimir em função de a3 e da temperatura T =   1 para
a1 = a2 mantido fixos.
Figura 5.3: Pressão de Casimir P = T 33(11) à temperatura finita em um hipertoro.
Observa-se que a pressão decai rapidamente com o aumento de a2. Embora a pres-
são cresça com o aumento de a3, essa mudança é mais sutil comparada à mudança
decorrente de a2.
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5.1.1 Efeito Casimir para quarks e glúons
Nesta seção vamos considerar um modelo aproximado da Cromodinâmica Quântica
para analisar de que maneira o efeito Casimir pode contribuir para o fenômeno de
deconfinamento de hadrons. Para isso, consideramos uma densidade de lagrangiana
descrevendo um plasma de quarks e glúons, cuja matéria hadrônica forma um bárion
não massivo livre e não interagente. Devido à liberdade assintótica, à temperaturas
suficientemente altas, os quarks e glúons interagem fracamente, de maneira que o
sistema pode ser tratado via teoria de perturbação. Em ordem zero, os quarks e
glúons são livres e as massas dos quarks podem ser negligenciadas [57]. A fim de
calcular o efeito Casimir para esse modelo simplificado, ambos resultados para bósons
e férmions devem ser combinados. Nessa aproximação, o tensor energia-momento para
o sistema de quarks e glúons é dado por
T µ⌫(11)qg (↵) = T µ⌫q (↵) + T µ⌫g (↵),
onde para os quarks, a menos dos números quânticos de cor e sabor, o tensor energia
momento é dado por aquele dos férmions, i.e,
T µ⌫q (↵) = ncnsT µ⌫(11),
e para os glúons, a menos dos números quânticos de cor, o tensor energia momento é
dado por aquele do campo eletromagnético:
T µ⌫g (↵) = ngT µ⌫(11).
nc, ns denotam, respectivamente, o números de cores e sabores no grupo SU(3) da
teoria de campo não abeliano.
Considerando um hadron especificado por um octeto de glúons e dois sabores, cada
um com três cores, i.e., considerando ng = 8, nf = 2 e nc = 3 e utilizando os resultados
obtidos na seção anterior para a pressão de Casimir para bósons e férmions encontra-
mos que, para ambos os quarks e glúons, à temperatura zero, existe uma transição
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de valores negativos para valores de pressão com o aumento de a3 e a diminuição de
a2. Como no caso de férmions e bósons, a pressão para ambos os campos de quarks e
glúons é dominada por a3. Estes comportamentos podem ser observados no graficos
(5.4a) e (5.4b).
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(a) Pressão de Casimir à temperatura zero para os glúons em função de a2 e a3 para
a1 mantido constante.
(b) Pressão de Casimir à temperatura zero para os quarks em função de a2 e a3
para a1 mantido constante.
Figura 5.4: Pressão de Casimir P = T 33(11) à temperatura zero para os quarks e
glúons.
Implementando a temperatura, encontramos que, para altas temperaturas, am-
bos os quarks e glúons contribuem positivamente para a pressão, enquanto que, para
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baixas temperaturas, a contribuição é negativa. Portanto, existe uma transição de
valores negativos de pressão para valores positivos para o sistema de quarks e glúons.
Nota-se que, ao contrário do caso de bósons e férmions, para o sistema de quarks
e glúon, a pressão, mesmo depois da implementação da temperatura, continua mais
suscetível a variações de a3 comparado à ai, i = 1, 2. Estes comportamentos podem
ser inferidos dos gráficos (5.5a) e (5.5b) Este fato abre amplas possibilidades para os
parâmetros de compactificação a fim de se obter a temperatura crítica de transição
para o plasma de quarks e glúons e, consequentemente, um amplo espectro de valores
de temperatura crítica é possível devido a variações dos parâmetros de compactifica-
ção. Quantitativamente, considerando a1 = 0.88fm, a2 = 0.88fm, a3 = 0.88fm, i.e.,
a1 = a2 = a3 ⇡ rp, onde rp denota o raio do próton, obtemos uma temperatura crítica
estimada de T ⇡ 122MeV (1fm = 1/200MeV ). Entretanto, um modesto aumento de
a3 = 0.88fm ! 1.0fm faz com que a temperatura crítica caia para T ⇡ 77MeV . O
mesmo aumento, se incrementado em a2 = 0.88fm ! 1.0fm ao invés de a3 eleva a
temperatura crítica para T ⇡ 130MeV . Esta situação claramente demonstra a domi-
nância de a3 na determinação da temperatura crítica de transição e o amplo espectro
de possíveis temperaturas críticas. A previsão teórica via teoria não perturbativa da
Cromodinâmica Quântica na rede aponta para uma temperatura crítica de transição
T ⇡ 200MeV . Os resultados obtidos demonstram a importância dos parâmetros de
compactificação na determinação do efeito Casimir e sua contribuição para o esperado
deconfinamento dos hadrons.
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(a) Pressão de Casimir em função da temperatura e de a2 para o sistema de quarks
e glúons.
(b) Pressão de Casimir em função da temperatura e de a3 para o sistema de quarks
e glúons.
Figura 5.5: Pressão de Casimir P = T 33(11) à temperatura finita para o sistema de




A descoberta da liberdade assintótica da Cromodinâmica Quântica, bem como da
restauração da simetria quiral à altas temperaturas, que é espontaneamente quebrada
à baixas temperaraturas levou a um crescente interesse e a uma crescente investigação
acerca do fenômeno de deconfinamento dos quarks, dando origem a um novo estado
da matéria, o plasma de quarks e glúons. Nesta direção, este trabalho explorou o
efeito de Casimir à temperatura zero e à temperatura finita para bósons e férmions
em um hipertoro. Primeiro, consideramos efeito Casimir à temperatura zero para
analisar os efeitos devido tão somente às compactificações espaciais. Observamos que
existe uma transição de valores negativos de pressão para valores positivos de pressão
à medida que o parâmetro de compactificação a3 aumenta e a2 diminui. Notamos que
o comportamento da pressão é mais sensível à variações de a3 do que à variações de a2.
Entretanto, quando a temperatura é implementada, observamos uma reversão neste
comportamento. À baixas temperaturas, o comportamento da pressão torna-se mais
sensível à variações de a2, enquanto que, à altas temperaturas, essa mudança se torna
irrisória devido à dominância do termo correspondente à radiação de corpo negro na
pressão.
Utilizamos os resultados obtidos para bósons e férmions para considerar um modelo
não massivo e não interagente da Cromodinâmica Quântica. Um hadron especificado
por duas cores, cada um com três cores, e oito glúons é considerado a fim de se obter
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um estimativa para a temperatura crítica de transição do hadron para o plasma de
quarks e glúons. É observado um amplo espectro de possíveis temperaturas críticas
de transição a depender da compactificação considerada. Considerando os parâmetros
de compactificação na ordem do raio de um hadron e pequenas variações nessa escala,
encontramos que a temperatura crítica para transição de valores negativos de pressão
para valores positivos pode variar para valores abaixo de T ⇡ 77MeV , bem como
acima de T ⇡ 122MeV .
Os resultados obtidos demonstram a crucial importância da contribuição do efeito
Casimir para o processo de deconfinamento dos quarks, cuja previsão teórica aponta
para uma temperatura crítica de transição T ⇡ 200MeV .
É importante ressaltar aqui o interesse em se avaliar o efeito da radiação em um
meio material, o que altera o propagador com relação àquele do vácuo. Além disso, em
termos do processo de deconfinamento, a transição observada aqui, entre as pressões
positivas e negativas, pode estar associada com a transição quiral entre hadrons e o
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