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Abstract 
The fundamental theories of heat generation and transfer at the friction interface of a 
brake assume either matching or not matching surface temperatures by having a 
varying or uniform heat partition ratio respectively. In the research presented the 
behaviour of heat partition has been investigated in a fundamental study based on 
experimental measurements of temperature and the associated modelling and 
simulation of heat transfer in a brake friction pair. For a disc brake, an important 
parameter that was identified from the literature study is the interface tribo-layer 
(ITL), which has been modelled as an equivalent thermal resistance value based on its 
thickness and thermal conductivity. The interface real contact area was also an 
important parameter in this investigation, and it has been found to affect heat 
partitioning by adding its own thermal resistance.  
A 2-dimensional (2D) coupled-temperature displacement Finite Element (FE) model is 
presented, based on which a novel relationship which characterises the total thermal 
resistance (or conductance) at the friction interface has been characterised based on 
the ITL thermal properties, the contact area, and the contact pressure at the interface. 
Using the model the effect of friction material wear on the total thermal resistance (or 
conductance) at the friction interface was predicted and a comparison of the Archard 
and Arrhenius wear laws in predicting the wear of a resin bonded composite friction 
material operating against a cast iron mating surface is presented. 
A 3-dimensional (3D) model is also presented. This model has represented a small 
scale disc brake test rig which has been used in parallel with the simulation for 
validation in a drag braking scenario. Two simulation conditions with different pad 
surface states were investigated, the first having a nominally flat surface, and the 
second an adjusted (worn) pad surface based on bedding-in data. The Arrhenius wear 
model was applied to significance of including wear on the total thermal resistance at 
the friction interface over a short brake application. 
A sensitivity analysis on the interface thermal conductance, the location of heat 
generation, and the magnitude of contact pressure has identified the importance of 
each factor in determining the total thermal resistance (or conductance) at the friction 
interface during any friction brake application. It is concluded that the heat 
partitioning is insensitive on the location of heat generation, and that the most 
sensitive parameter is the contact pressure.  
Keywords: Brake, contact, disc, friction, heat, modelling, pressure, simulation, 
  thermal, wear  
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Chapter 1 Introduction 
1.1 Background 
Many aspects of disc braking systems have been analysed for many years by many 
researchers. Aspects investigated include the generation of thermal stresses, 
temperatures and deformations / displacements in the brake discs and pads. This 
research focuses on the heat transfer at the friction interface in terms of heat 
generation and partition, which can affect all the mentioned aspects directly or 
indirectly. Heat partition refers to the percentage of heat entering the pad or disc, 
compared to the entire amount of heat generated at the interface. 
The heat partition ratio at the friction interface of a brake pad and disc is an important 
parameter in the study of brake disc/pad interface temperatures because it affects 
vehicle friction brake performance in many ways, e.g. disc thermal crack formation and 
fatigue failure, temperature-related frictional performance (e.g. fade), and thermally 
induced friction instability effects. In conventional brake thermal analysis the heat 
partition ratio has in the past been assumed to be constant, even though it now 
considered to vary in transient thermal states [1]. The fundamental theories with 
regards to heat partition and temperatures in a sliding friction pair were originally 
developed by Blok and Jaeger [2, 3]. They assumed either a uniform heat partition with 
the contact temperatures not matching, or matching the temperatures of the two 
rubbing surfaces by varying the heat partition ratio. 
The interface tribo-layer (ITL) is an important factor on heat partitioning behaviour. As 
explained by Rhee, Jacko and Tsang [4] it also plays an important role for the control of 
2 
 
brake friction and wear, and it is composed from compacted disc and pad wear debris. 
More recently Majcherczak, Dufrenoy and Nait-Abdelaziz [5] focused on the heat 
generation and temperatures in a brake disc and pad, and the results of their axial 
symmetric FE model showed that a third layer between the disc and pad had an effect 
on the pad temperatures rather than the disc temperatures. These authors also 
concluded that significant third layer properties could include thickness and thermal 
conductivity. That model could be significantly improved by the incorporation of the 
variation of the partition ratio and the non-uniformity of pressure distribution.  
As seen by Tirovic, the contact pressure by itself can affect the heat partitioning on an 
interface [6]. Contact pressure depends upon the contact area which in turn depends 
upon the wear of the friction pair. The complexity of the system requires simulation 
procedures that are able to address the phenomena in detail, and this is the topic of 
the research presented in this thesis. 
The Finite Element Method (FEM) has been established to be a very powerful tool [7, 
8] for brake analysis, and it has been widely used by researchers for thermal [9, 10], 
thermoelastic [11], complex eigenvalue [12, 13] (not of direct interest here), and other 
types of brake analysis [14].  
1.2 Aims and Objectives 
The research presented in this thesis investigated the thermomechanical phenomena 
that occur at the disc/pad interface where kinetic energy is converted to thermal 
energy to provide vehicle deceleration [10, 15], with particular reference to the heat 
partitioning and surface temperatures at the friction interface. Principally a numerical 
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approach has been used, specifically the finite Element Method (FEM) using the 
commercially available software ABAQUS.  
The aims of this research are: 
1. To gain understanding on the use of FE software for the analysis of brake 
friction interface temperatures, and identify appropriate algorithms and 
methods to be used for efficient and accurate simulations. 
2. To characterize the effects of various factors such as wear, the interface tribo-
layer (ITL) thickness, and actual location of heat generation on the brake torque 
output.  
3. To classify where there is room for assumptions or simplifications, and where 
special interest must be taken during modelling to provide accurate and 
reliable results in brake performance prediction. 
The primary research objectives were the following: 
1. To complete a thorough study to provide an understanding of the interface 
transfer layer so that it can be successfully incorporated in a numerical model. 
2. To develop a relationship that characterises the thermal conductance at the 
friction interface of a brake. This includes any thermal resistance resulting from 
the ITL, the real contact area, and contact pressure. 
3. To develop a 3-dimensional (3D) numerical model based on a test rig and 
generate simulation and experimental results which correlate. 
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4. To develop a wear model to characterize the effect of wear of the friction 
material on the generation of heat and temperature distributions at the brake 
friction interface with particular reference to the ITL. 
5. To develop a validated 3D FE model by comparing experiments and 
simulations, and conduct a sensitivity study to examine the effects of the 
effective thermal conductance, location of heat generation, and contact 
pressure on temperature, heat generation, and heat partitioning in a friction 
brake. 
1.3 Publications 
Based on work done in this research project, the following publications were made 
prior to the thesis submission: 
1. Loizou, A., H.S. Qi, and A.J. Day, Analysis of heat partition ratio in vehicle 
 braking processes, in Braking 2009. 2009, IMechE: St Williams College, York, UK 
2. Loizou, A., H.S. Qi, and A.J. Day, A numerical and experimental study of the 
 factors that influence heat partitioning in disc brakes, in FISITA 2010 World 
 Automotive Congress - Student Congress. 2010: Budapest (Hungary). 
3. Loizou, A., Qi, H. S. and Day, A. J. The bedding-in process on disc brakes contact 
 pressure distribution and its effects. In: 6th European Conference on Braking 
 (JEF 2010), 24-25 November, 2010. Lille, France. 
1.4 Thesis Structure  
The thesis is composed of eight chapters which are summarised below: 
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After this introduction in Chapter 1,  
In Chapter 2 a literature review on the disc brakes thermal aspects, fundamental 
theories, is presented. The literature review also covers contact pressure and wear 
effects in resin bonded composite brake friction pairs and the simulation and 
experimental methods used. 
In Chapter 3 heat transfer theories and numerical methods used in brake analysis and 
performance prediction are described, and the foundations for the methods available 
for use in this research are presented. Published work on the interface thermal layer 
(ITL) is reviewed and a method of calculating the ITL thermal conductance by assuming 
a percentage of the disc/pad material combination is developed.  
In Chapter 4 a 2D coupled temperature-displacement model is created using the 
ABAQUS FE software and presented. This model was used to investigate the validity of 
the existing theories. A relationship that characterises the effective thermal 
conductance of the interface based on the ITL conductance, contact pressures, and 
real contact areas is developed. 
In Chapter 5 the design and development of a small scale test rig for experimental 
work to provide experimental verification of the simulation results is presented. This 
test rig comprised one disc/pad contact interface, and a novel design of experimental 
rotor disc which incorporates a fast response foil thermocouple is presented. The 
conditions of a new and a fully bedded interface are examined. An investigation of 
material properties compared with data from literature is made. 
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In Chapter 6 a Finite Element (FE) model that represents the test rig conditions is 
presented. Two sets of models were prepared; the first had a perfectly flat disc/pad 
interface, and the second had the pad's surface adjusted to represent the geometry of 
the bedded pad from the experiments of Chapter 5. These conditions are examined 
and compared for the contact pressure, temperature and heat partitioning. A wear 
model also examines the importance of including pad wear and the effects of having 
excessive wear. 
In Chapter 7 the two numerical models of Chapter 6 are compared with the 
experimental results of Chapter 5, to provide correlation and experimental verification 
of the predicted results from the simulation models. The bedded condition is of most 
interest, as this is the condition where the disc/pad components spend almost all of 
their working life. Continuing a sensitivity analysis on the interface effective thermal 
conductance, location of heat generation, and contact pressure is made, and finally a 
general discussion on the project is presented. 
In Chapter 8 all the work is summarised, conclusions are drawn, and recommendations 
for future work is presented  
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Chapter 2 Literature Review 
2.1 Introduction 
This chapter provides an understanding of the physical phenomena that occur at the 
disc and pad contact interface when a vehicle’s kinetic energy is converted to thermal 
energy through friction [16] to provide deceleration. It includes a study of the thermal 
and thermoelastic aspects of disc brake operation (heat generation and partition, 
thermal contact resistance (TCR) and thermal stresses), which are considered to be 
significant given that the vehicle’s mechanical energy is reported to be converted 95% 
to heat [17]. A review is given of the methods used by researchers to investigate and 
model the contact pressure at the brake friction interface, and the wear which in turn 
has an effect on the pressure distribution [18]. In view of its importance in directly 
affecting the heat generation, contact pressure constitutes an essential aspect of this 
work [19, 20]. 
2.2 Thermal Aspects 
This section defines key concepts of the thermal aspects that are covered in the 
literature and are used in the thesis. Significant work that focuses on the thermal 
aspects of disc brakes in terms of heat generation, heat partitioning, thermal 
conductance/resistance and temperature are also identified. 
2.2.1 Heat transfer fundamental theories 
Two fundamental theories of heat transfer between two bodies in sliding contact were 
introduced by Blok and Jaeger [2, 3] in the late 1930’s. The first theory assumed 
uniform heat partitioning (i.e. a uniform heat partition of 80% to the disc and 20% to 
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the pad at all times across the friction interface), but with the contact temperatures 
not matching (          ). 
In the research presented in this thesis, the heat partition ratio at a specific space and 
time instant, is obtained by comparing the percentage of the heat generated that 
enters the pad to the entire amount of heat generated at the interface due to friction. 
In Equation 2-1      is the heat partitioning,      is the heat flux that enters the pad, 
and       the heat flux that enters the disc. 
     
    
          
         Equation 2-1 
In the second fundamental theory of Blok and Jaeger, the heat entering the disc and 
pad is varied to maintain matched interface temperatures (          ). Tian and 
Kennedy [21] stated that by equating the surface temperature values the surface heat 
partitioning can be determined (analytically). 
Komanduri and Hou [22] developed analytical solutions by re-introducing Blok and 
Jaeger’s fundamental theories, which were subsequently developed specifically for 
brake friction pairs by Newcomb [23]. 
2.2.2 Interface tribo-layer (ITL) 
The ITL is a layer of different materials generated by physical and chemical processes 
at the brake friction interface, e.g. created from the disc and pad compacted wear 
particles. It is reported in the literature to be in the range of less than 1 μm [24] to up 
to 10μm thick and is formed between the disc and pad during braking. In order to 
understand as much possible the structure of the friction layer, some researchers have 
concentrated on micro-level experimental analysis. Osterle et al. [24-26] have 
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performed extensive research on this subject with the use of the Focused Ion Beam 
Technique to observe these layers. They made surface and cross sectional 
investigations and confirmed the existence of the interface layer [24]. When they 
concentrated on a band of frictional contact, they noticed that except for some small 
macroscopic holes, the area of interest was flat in general [26]. Even though it is not 
possible in the current research to perform this kind of experiment at the micro level, 
the information provided by them helps in making useful assumptions in the 
simulation. In addition Osterle et al understood that as long there was enough ITL 
material available, its structure did not change, and if the structure were destroyed 
after severe braking conditions the system would recover to its original properties in 
subsequent braking cycles [27]. Filip, Weiss and Rafaja [28] also performed micro level 
experimental analysis on friction layer formation and properties (dynamometer tests 
using an SAE method [29]). They observed that the friction process took place on the 
friction layer which was elevated above the component’s surface. They also noticed 
that the thickness of the layer decreased with decreased testing condition 
temperatures even though in practice it was not continuous. The work done by 
Majcherczak et al [5] confirmed why it is important to include the interface layer in 
modelling the brake friction interface. They stated that the interface layer was a 
volume of materials that separated the friction surfaces. They described it as a “more 
and less continuous” film of about 0.01mm thickness. In their modelling this layer was 
modelled as being homogeneous and fully distributed between the friction surfaces. 
Majcherczak et al also identified two types of interface body layers. These were the 
compact smooth micro plates where the contact took place and the granular which 
built up in the depressions or around the obstacles [17]. 
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2.2.3 Analytical and Numerical approaches 
Huang and Chen [30] made an analytical study of the design parameters that affect the 
cooling performance of a brake disc. They did this by creating a 1/38th model of a 3D 
ventilated disc which contained one vane. They calculated the thermal flux using an 
analysis method including the friction coefficient, the average pad pressure acting on 
the disc, mean disc radius, pad contact area, and initial and final vehicle speeds. Their 
calculations included the assumption that 88% of the braking power was converted to 
heat on the disc side, and that the disc outboard heat flux was 91.4% of the disc 
inboard heat flux as described by Valvano and Lee [31] (the disc outboard side refers 
to the front disc side, where the hat is located). They also assumed an annular contact 
between the disc and pad as the disc/pad contact frequency was very high. To 
calculate the convection on the disc surfaces, the disc was separated to regions of 
contact area, vane passage, and exterior hat, and the surface heat transfer coefficients 
for each region were calculated separately. Subsequently, based on the original disc, 
four models with variations in the geometry in hat thickness, exterior dimensions and 
fillet radius were created. By performing simulations on the original and modified 
discs, the authors found that by varying the geometry they could reduce the brake disc 
maximum temperature occurring at the middle location of the disc outboard surface 
by up to 30oC. Huang and Chen’s model was suitable for providing temperature 
distributions for various disc brake geometries, however it ignored the effects of the 
contact pressure distribution at the friction interface which would probably not give 
the maximum disc temperature on the middle location of the disc contact surface, and 
would give a different temperature distribution on the disc part. 
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Apte and Ravi [32] predicted the thermal performance of brake discs using a design 
analysis procedure based on an existing design and verified with test data. Afterwards, 
they applied the same procedure to a new brake disc design. In their procedure they 
calculated the heat flux and heat transfer coefficients using empirical equations using 
assumptions that the material properties variation with temperature was ignored and 
the heat flux was applied all over the area swept by the brake pad. They created an FE 
model, and performed brake fade test simulations and the resultant disc temperature 
distributions were compared with the temperature at the contact area of the pad from 
the experimental results. They then performed the same FE procedure for the design 
of a new disc. After the temperature history and distribution on the new disc were 
estimated, a non-linear static analysis was carried out with ABAQUS FEA software to 
find the thermal stresses in the new design. Their methodology of basing a new design 
on the established performance of an old design was a good idea in terms of reducing 
the possibility of error in new disc designs. 
Majcherczak, Dufrenoy and Nait-Abdelaziz [5] focused on the thermal aspects of disc 
brakes in order to understand the way by which frictional heat is generated and obtain 
indications of the surface temperatures of brake discs and pads. They presented a 
partition equation, which assumed constant heat flux partition (Equation 2-2).  
      
    
         
 Equation 2-2 
According to Equation 2-2,       is the heat flux partition coefficient (to the disc side), 
  is the disc thermal effusivity (J∙m-2∙K-1∙s-0.5) which is defining the materials properties 
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with regards to exchanging thermal energy with the surroundings. A is the contact 
surface (m2). Subscripts d and p represent the disc and pad. 
This was similar to those presented by Newcomb and Limpert which assumed equal 
temperatures at contact surfaces, and constant heat flux [23, 33]. Afterwards 
Majcherczak, Dufrenoy and Nait-Abdelaziz created an axisymmetric FE thermal model. 
Initially only a disc model with the influence of the pad was taken into account by 
Equation 2-2. The surface heat transfer convection coefficient was calculated using an 
empirical equation and the results showed adequate agreement with Newcomb’s 
analysis but in both cases perfect contact and equal surface temperatures were 
assumed. The authors further considered the ITL between the contact surfaces and 
used an axisymmetric FE model comprising pad and an ITL between the brake disc and 
pad. Literature values of material properties and thickness for the third body were 
employed [34]. The results from the simulations demonstrated that pad friction 
surface temperatures were higher due to the third body layer which provides thermal 
resistance to heat flow from the friction material across the friction interface to the 
brake disc. By investigating the effect of the third body thickness it was demonstrated 
that as the thickness increased, the brake disc temperature reduced and the pad 
temperature increased. It was also observed that as the third layer thickness 
increased, the maximum temperature moved from near the pad surface to the middle 
of the ITL. Sensitivity analysis on the thermal conductivity of the ITL revealed that, 
even though its effect on the pad surface temperatures was significant, the disc 
temperatures were not affected significantly. By increasing the thermal conductivity of 
the pad its friction surface temperature was significantly reduced. These results 
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verified that the ITL is necessary to be included in order to achieve accuracy in 
modelling the brake friction pair, and also that improvements could be made by 
attempting to model the variability of the heat partition ratio and non-uniform contact 
areas. 
Equation 2-2 is applied for a baseline partition factor calculation in Chapter 6 (Section 
6.3.3) were a 3D FE model is being developed. 
2.2.4 Experimental and Numerical Approaches 
Qi and Day [9] reported an investigation of brake friction pair interface temperatures 
based on an experimental and a numerical (FEA) approach. For the experiments a 
small friction test dynamometer was used which could control variables including 
normal load, sliding speed, cooling temperature and loading time. An exposed 
thermocouple technique was employed at the interface of the disc and pad. A 2-level 
DOE was used, based on the interface temperature and the friction coefficient. On the 
FE modelling approach only the pad surface temperature variation was studied and the 
friction area of the pad was treated as a thermal boundary in which it was assumed 
that a constant thermal energy partition ratio existed between the disc and pad. 
Special attention was given to the real contact area ratio (      ); this is the ratio 
between the apparent (  ) and the real (  ) contact areas of the pad (       
     ). The same loading conditions as in the experiments were simulated. The pad 
model comprised of one layer with the apparent surface area, an underlayer and 
another layer modelling the backplate. To model different thermal behaviour, five 
models were created each having a different real contact area. Experimental results 
indicated that with repeated braking applications the measured friction interface 
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temperature was reduced, while at the same time the temperature away from the 
contact interface was increased. As the disc and pad were “bedding in”, the real 
contact area (  ) increased, which signified a decrease of the local frictional heat flux. 
The average contact temperature was not affected. The predicted results showed the 
relationship between the real contact area and the maximum temperature had little 
effect on the average friction surface temperature. By confining the modelling to the 
pad, the outputs that could be obtained from the FE model were restricted and 
required the assumption of a certain value of heat partition ratio. A good suggestion 
made by the authors was to vary the size of real contact area during the simulation.  
Tirovic and Voller [6] investigated the pressure distributions and TCR at the interface 
between a brake disc and the wheel carrier. A range of bolt torques between 50 and 
300 Nm was applied, and by knowing the force applied the average contact pressure 
was calculated. An FE model of a 36o segment of a brake disc was created to analyse 
the pad / disc contact pressure. Their simulation results illustrated two characteristic 
areas; the first comprised the bolt region (small area with high pressure) and the 
second area, being a larger one (low pressure), was located between the bolts. 
Experimental measurements of static interface contact pressure were performed using 
a pressure sensitive paper which enabled the FEA results to be verified. To measure 
the thermal conduct resistance (Rcond) a special test rig was used, in which the brake 
disc was not rotating and was heated with hot air. Eight thermocouples were placed in 
the radial direction between the disc and the carrier (four at each) so as to measure 
the temperatures. To measure the effect of interface pressure on the contact 
resistance, the same torque levels were applied. Readings were taken each time the 
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temperatures reached steady state conditions. During the data processing thermal 
conductance (hcond) was calculated instead of thermal resistance (hcond=1/Rcond). It was 
established that thermal conductance values varied linearly with increased pressure, 
having the maximum values of thermal conductance at maximum pressure. The effect 
of friction interface contact resistance on temperature is shown in Figure 2-1. Tirovic 
and Voller’s approach was generic and showed the significance of TCR between two 
surfaces in frictional contact, and the effect of pressure distribution on the TCR. It 
would be interesting to investigate all these in the friction surfaces of a disc braking 
system, where the scenario can potentially be more complicated. 
 
Figure 2-1: Temperatures at the disc/carrier interface [6] 
Wawrzonek and Bialecki [35] developed a simplified disc brake model containing a half 
thickness rotor and one brake pad based on a finite volume approach and formulated 
in a Lagrangian (rotating coordinates) frame. Heat was generated by friction and 
modelled by a plane heat source. The fraction of heat that was absorbed by the pad 
and disc was not prescribed, but was considered as an output. Cooling coefficients and 
16 
 
heat flux were calculated. A sensitivity analysis on variables including the 
instantaneous friction power, thermal conductivity and specific heat of the disc and 
brake pad, cooling coefficients and angular velocity was performed. An experimental 
rig that measured the temperature of the brake disc using a pyrometer was used to 
compare and validate predicted temperatures. The finite volume method used is not 
of particular relevance to the present research, but the sensitivity analysis shown is 
applicable as it can be used in in order to identify the importance of different factors in 
the results. 
In Equation 2-3,    is the sensitivity coefficient with respect to a given variable (   ,   
  
and   
  are the upper and lower limits of the variable.     
  and     
  are the values of 
maximum temperature from using   
 and   
 . 
   
    
      
 
  
    
  Equation 2-3 
Homani and Farhang [20] developed a thermo-mechanical model based on a lumped 
parameter representation of a two-disc brake made of five concentric ‘n’ rings and five 
stacked ‘m’ layers (25 cells total). Each cell was represented by resistive and capacitive 
elements. The elements differed in properties and this depended on whether they 
were friction or non-friction, boundary or internal. The disc was divided into three 
regions; the surface contact, the friction interface and the bulk. Heat was generated by 
friction and to allow for thermal mass (internal heat absorption) there was a capacitive 
element at each node. A fraction of heat was stored in the capacitive elements, and 
the remaining heat was transferred axially to other nodes. Surfaces were assumed to 
have a micro-scale roughness and the heat generated depended on contact pressure. 
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To take into account non-conducting surfaces and third bodies, equivalent interface 
conductive resistance and capacitance were presented as lumped values at the 
interface of each mating ring pair. These values were obtained through a combination 
of dynamometer testing and simulation, and adjusted until they matched a maximum 
temperature at a known point. By performing braking simulations, the surface 
temperatures over the five ring layers were obtained. The lumped parameter model 
did not take into account any form of stress. For the purposes of the present research, 
the equivalent thermal conductance value to represent non-conductive surfaces and 
third bodies constitutes the most notable part of their work. Implementing equivalent 
values that represent the effect of these micro-scale dimensions could help address 
limitations in computing power and time. 
Majcherczak, Dufrenoy and Berthier [17] performed an experiment to measure the 
temperatures on both sides of the “third body” at the friction interface by using two 
co-axial rings made of sapphire and steel, in which insulators included inside and 
outside the rings to provide axial heat flow. They rotated the sapphire ring while 
keeping the steel ring stationary, used thermocouples to measure the temperature at 
the steel ring surface, and an infrared camera to monitor the interface temperatures 
through the sapphire ring. They observed that the heating zones were much smaller 
than the apparent contact surface area. Three types of infrared thermographs were 
created, associated with the speed of steel and sapphire rings, and a low rotation 
speed (the heating zones speed). When the latter type of thermograph was observed 
continuously, it was seen that there were discontinuous variations of movements of 
heating areas. The authors further created a numerical model to verify their 
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experimental results; the third body (ITL) was modeled using parameter values from 
the literature while the contact pressure was assumed to be uniform. They found that 
the pad friction surface temperature was higher than the disc friction surface 
temperature due to the third body which acted as a barrier and for this reason the 
temperature difference was found to be sensitive to the thickness of the ITL. 
Numerical and experimental results were compared for the top and bottom of the 
third body (sapphire and steel respectively), and these were in good agreement in 
terms of gradients between the two surfaces. 
Hwang et al [36] determined the temperature distribution and thermal stresses of a 
ventilated disc brake by employing a partial 3D FE model that included only the disc. By 
using experimentally-derived formulae from literature, they calculated the heat 
transfer coefficients for the solid and ventilated parts of the disc, and the heat flux for 
20 substeps of the simulations. These experimentally-derived formulae for surface 
heat transfer coefficients are considered to be relevant in the current research (e.g. 
the 3D FE models in Chapter 6). Braking was simulated from 100 and 150km/h to stop 
for decelerations of 0.6g and 0.8g, for both speeds. The authors observed that the 
initial velocity had a larger effect on the brake disc maximum temperature than 
deceleration. Maximum temperature was found to be at the middle of the friction 
surface, which may be a result of the simplification of the models, given that the heat 
generation which affects the temperature distribution is dependent on the interface 
contact pressure [19, 37]. Maximum stresses were found where the maximum 
temperatures occurred. Temperature results were compared by experiment and were 
found to be in a good agreement. 
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2.2.5 PC-Based/Algorithms with Numerical approach 
Valvano and Lee [31] predicted the temperature, stress rise and distortion of a brake 
rotor by using a combination of a PC-based thermal analysis tool developed by the 
University of Michigan for Delphi Automotive systems, and FEA based techniques. By 
having specific brake parameters and brake schedule, the PC-based tool calculated the 
cooling coefficients and determined the temperature distributions of brake 
components (rotor, pad and brake fluid). FE models were then used to determine the 
thermal stresses and deformation of the brake rotor. The heat flux was applied 
uniformly over the pads’ swept area. TCR was included to calculate the heat partition 
across the contact interface by ensuring equal friction surface temperatures. Steady 
state and transient heat transfer analysis was performed for the dynamometer 
schedule under consideration (having the heat flux history calculated from the PC-
based tool). Temperatures were verified using measured temperatures from the 
dynamometer. Disc thermal deformations in terms of lateral distortion and coning 
were determined. 
Dufrenoy [38] combined a 2D and a 3D FE model to investigate the thermomechanical 
behaviour of disc brakes using the ANSYS software package. An unrealistic 2D model or 
a computationally demanding 3D model were avoided. In order to create the simplified 
3D model, the heat flux applied to the rotor was assumed as uniform circumferentially, 
either as an axisymmetric 2D model or a reduced 3D model. In the case of the pad one 
3D half pad was created (symmetric behaviour was assumed). A thermal resistance 
model was used for the contact between the disc and the pad and the frictional heat 
was assumed to be generated in the pad. Thermal resistance values were calculated 
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from the temperature differences between the disc and pad based on experimental 
investigations in the literature. Heat partition and friction surface temperatures 
between the friction surfaces was calculated separately and updated during the 
transient thermal analysis with calculations based on the TCR. Heat partition was 
observed to change when the vehicle braking was initiated. In order to combine the 
disc and pad models, an algorithm initially calculated the contact pressure distributions 
based on the geometry of the 3D pad. Subsequently, based on the contact pressure, 
the thermal heat flux was applied on the pad while at the same time updating the TCR. 
Thereafter, the wear on the pad was estimated by volume loss per unit energy (disc 
wear was not included). Finally, a mechanical analysis based on the contact pressure, 
the temperature distribution and wear at the end of the time increment, was 
performed. Analysis results revealed the new pressure distribution and heat flux 
started at the next increment. An experimental comparison was made to verify the 
methodology. A test bench with real dimensions, equipped with an infrared camera 
was used to obtain thermographic measurements of the disc surface temperature, and 
thermocouples were used to measure the pad surface temperature. Both approaches 
showed similar visual and numerical results, apart from the creation of hot spots which 
did not appear on the simulations. 
2.2.6 Purely Analytical Approach 
Tudor and Khonsari [39] used an analytical approach to calculate the heat partition 
between a railway vehicle wheel and the rail as well between the wheel and the tread 
brake block. They developed a heat transfer analytical model which included the 
contact between the wheel and the rail, and the contact between the wheel and two 
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brake blocks which constituted the tread brake. The model also included convective 
cooling regions which were essentially the exposed areas. It was assumed that the 
entire surfaces of the brake blocks were in contact with the wheel, that heat transfer 
coefficients were constant and that the surface temperatures at the contact regions 
were equal. Once the authors presented the steady state heat transfer equation, they 
implemented the boundary conditions of the system based on the contact points 
where heat flux was generated and the cooling points where the heat was dissipated 
away. Surface temperature equations in terms of unknown heat partitioning 
coefficients were developed to calculate the heat distribution between the brake 
blocks and the wheel. A system of three equations was developed to find the heat 
partitioning coefficients ( ); the heat flux (q) entering the wheel was equal to   q, 
where (     ). Plots of heat partition coefficient versus heat flux, heat transfer 
and the angular location of the wheel indicated that by increasing surface heat transfer 
coefficients, the heat partitioning coefficients increased. In general, most of the heat 
generated flowed into the wheel. The work done by Tudor and Khonsari is significant 
notwithstanding that the heat partitioning was calculated only for steady-state 
conditions. 
He and Ovaert [40] compared the contact temperatures and heat partitioning 
coefficients from analyses made from Challen and Dowson [41, 42] and Harpavat [43]. 
Challen and Dowson’s model considered the configuration of a tri-pin-on-disc machine 
and assumed a semi-infinite half space. This model considered steady state 
conditions         , equal apparent and real contact areas with uniform heat 
partition over the contact area, and thermal properties independent of temperature. 
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Harpavat’s model assumed a body with finite thickness with similar assumptions, with 
the difference that it included heat loss based on boundary conditions. Their results 
were verified by cross-comparing the two methods, as well as comparing them with 
experimental results quoted by Harpavat. Parameter sensitivity was performed and it 
was determined that the maximum contact temperature increased linearly with 
increasing sliding velocity. High specific heat and/or thermal conductivity was found to 
reduce the maximum rotor temperature. It was concluded that the heat partition 
coefficient did not change noticeably when varying the contact area and material 
properties, given that only a small portion of frictional heat energy was transferred to 
the slider at the high Peclet [44] number. 
Komanduri and Hou [22] developed analytical solutions for the temperature rise in a 
classic tribological frictional sliding system, following work done by Chao and Trigger 
[45] and Ling [46]. Their analysis included a stationary body made of bronze, and a 
moving body made of steel. Initially an infinitely long band heat source with uniform 
heat intensity and heat partition (around 5% on the stationary heat source) was 
approximated assuming a quasi-steady state condition. Maximum temperature for the 
stationary body was at the middle of the contact length, whilst for the moving body 
this was at the trailing edge. It was found that even with a uniform heat partition, the 
temperatures on the contact surfaces were not matching (they matched only at a 
single point). After that, a functional analysis approach was adopted to model the 
function of the non-uniform heat distribution, by attempting to match the 
temperatures at all points along the contact width using the polynomial mathematical 
expression of these functions. It was observed that the width of contact at the friction 
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interface affected the heat partition fraction of the stationary body, reducing it as the 
width increased. Thus, Komanduri and Hou’s work revealed some important 
conclusions which generally make it easier to understand the effects of various 
parameters on the heat partition ratio. It is considered as being significant because it 
can lead to a better understanding in support of other methods and of performing 
sensitivity analysis. However, assuming uniform heat partition or varying the heat 
partition ratio to match the temperature distribution across the surfaces of the contact 
interface can be an invalid assumption [22]. This might require an even more complex 
analysis, or eventually necessitate seeking out alternative methodologies. 
2.3 Contact Pressure and Wear 
Contact pressure and wear in a brake friction pair are correlated because including a 
wear process in the FE models can have an effect on the pressure distribution and 
other characteristics [18, 47, 48]. Wear can reduce the residual contact pressure 
variation and help the convergence of the FEA algorithm because when wear is 
included it will also counteract thermal expansion [47] which is causing these errors.  
This section presents developments that have been made on wear models, as well as 
significant work that takes into account the contact pressure and wear at the interface. 
Some of these take the thermal aspects into account to some extent, but their main 
focus is on the contact pressure and wear. 
2.3.1 Major Developments on Wear Models 
Archard proposed a general expression for the mechanism of mechanical wear for a 
sliding friction pair [49, 50], based on an original theory by Holm [51]. It was assumed 
that with the same surface conditions, the wear rate was proportional to the load, 
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which ignored the effect of temperature. The wear volume could be found from 
       , where   is the coefficient of wear (wear per load per unit sliding 
distance),   is the applied load, and s is the sliding distance. It was convenient to use 
the wear depth (  ) instead of the wear volume ( ), so Archard modified his model by 
dividing both sides of the equation with the apparent contact area ( ). The normal 
contact pressure is represented by  . Therefore: 
 
 
 
     
 
          
Equation 2-4 
Rhee proposed a wear equation based on the load ( ), speed ( ), time ( ), and three 
parameters ( ,  , and  ) [52] which were calculated experimentally by testing four 
different systems. It was found that these variables were specific for a given system 
and that the wear factor ( ) for this system was constant. The value of parameter   
was usually found to be close to unity [53], which means that the volume of worn 
material is almost proportional to the braking application duration. Based on Rhee’s 
equation the volume loss of a friction material (  ) can be found from Equation 2-5. 
           Equation 2-5 
Calculating the wear rate coefficient for a specific temperature can be a complex 
process. Jang et al [54] calculated the specific wear rate by dividing the volume change 
by the friction force and sliding distance. His experiments involved a range of 
temperatures of slightly under 50oC to about 450oC. Experiments performed by Stadler 
et al [55] for the calculation of specific wear by volume involved temperatures in the 
range of 0 to 600oC.In the majority of cases in literature, the Archard wear model was 
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used to calculate the wear of brake friction pads, using different versions of the model 
to suit each case. Examples can be found in references [47, 48, 56]. 
A different approach was taken originally by Liu and Rhee [57] in which they 
considered an Arrhenius wear relationship for temperatures above 232oC. The benefit 
of using the Arrhenius equation is that the temperature dependence of reaction rates 
can be predicted [58]. Equation 2-5 was modified to satisfy the Arrhenius relationship. 
According to Equation 2-6,   is the activation energy,   the gas constant, and   the 
absolute temperature. The pre-exponential factor,   is determined experimentally. 
                     Equation 2-6 
In following an Arrhenius wear law using Liu and Rhee’s equation, Day [34, 59] 
modelled the thermal decomposition of phenolic resin as an energy activated process. 
The constants were calculated experimentally where      was 2250K (for a disc brake 
pad material). Pre-exponential factor ( ) was calculated to be 1.5   10-11. According to 
Day Equation 2-7 can be derived based on Equation 2-6, where    is the thickness loss 
and   is the material density. 
                                  Equation 2-7 
Another temperature dependent wear model was presented by Vernersson and 
Lunden [60] where the Archard wear model was used. The difference was that the 
wear coefficient was temperature-dependent as seen in Equation 2-8.   ,   , and   are 
constants that have to be defined at a reference temperature, and H(.) is the Heaviside 
function.   is the wear coefficient at a reference temperature, and    is a temperature 
from which material wear is assumed to grow exponentially. 
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             Equation 2-8 
2.3.2 Analytical and Numerical approaches 
Vernersson and Lunden [60] implemented a temperature-dependent wear model for 
brake blocks (for railway tread brakes) and brake pads (for disc brakes) to estimate the 
block and pad wear. Archard’s wear model was used to calculate the material wear 
rate, with the wear coefficient ( ) estimated as shown in Equation 2-8. The authors did 
not estimate the constants   ,   , and    (according to Equation 2-8) from experiment, 
but a specific temperature-displacement relationship was assumed. Specific start-stop 
train routes were simulated using coupled-temperature displacement analysis on 
simplified FE models (only the contact interface circumference was modelled). Heat 
generation and partition were calculated, and the actuation forces were applied at a 
central position on each pad. Different pad material properties (elastic modulus) were 
evaluated, and it was seen that the lower the elastic modulus, the less wear occurred. 
Also for the disc brake application, the most wear occurred at the outer radius, where 
there was a higher sliding speed. 
Choi and Lee [61] performed a transient analysis on the thermoelastic behaviour in 
disc brakes using the FEM. They created a 2D axisymmetric FE model which contained 
two blocks as the pads and another block between them representing the disc. They 
solved coupled heat conduction and elastic equations with contact problems to 
investigate thermoelastic phenomena in disc brakes. Convective boundary conditions 
were applied on all the surfaces. In order to validate their FE code for the transient 
analysis, they compared it with a steady state solution (by having the transient 
solution converging to the steady state solution over 10 repeated brake applications). 
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By observing the pressure distribution at the friction surfaces, they noticed that 
although it was initially uniform, it became non-uniform in the radial direction. This 
was a result of unstable thermal deformations. The authors also considered the pad 
contact ratio (CR). They noticed that with repeated braking the value of CR decreased, 
leading to high and non-uniform temperatures and pressures. The outputs of their 
simulations also showed that for thermal stress failure, hoop stress was the dominant 
stress component. Choi and Lee’s work illustrated that depending on the required 
outcome, 2D modelling can reveal valuable information. 
Thuresson [47] analysed the phenomenon of thermoelastic instability (which can be 
the cause of excessive material temperatures and wear) in the friction material of a 
railway tread brake using contact algorithms and equations from literature. He 
presented the wear coefficient as a function of temperature, sliding velocity and 
normal contact pressure between two sliding bodies. A heat partitioning factor was 
used in a 2D ABAQUS FE model comprising an elastic rectangular block that 
represented the friction material (i.e. brake pad), and a rigid support that represented 
the moving areas (i.e. brake disc). This model was able to represent the periodic 
change of contact area due to high temperatures (causing thermal expansion) and 
wear. He tested two different materials and investigated the effect of wear and 
thermal expansion on contact pressure separately, by running simulations that 
included either one or the other. He found that wear had a damping effect, and 
without wear there was either very high or very low pressure. An interesting 
conclusion was that the shape of contact pressure was determined by the relation 
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between wear and thermal expansion. The effect of periodic contact area – which can 
be the cause of TEI – also became apparent. 
2.3.3 Experimental and Numerical Approaches 
Day and Newcomb [59] created an FE model which contained five phases of materials; 
the first three phases comprised the friction material in which material properties 
changed on the basis of temperature ranges (ambient to 180oC, 180-400oC and 400oC 
and over). Phases 1 and 2 included the unused (virgin) and used (reaction zone) friction 
material respectively, and phase 3 was the surface layer of char (residue from phase 
2). Phases 4 and 5 were the interface layer and mating body (disc) respectively. An 
interface contact pressure analysis was performed in which normal loads were applied 
and frictional forces were calculated according to Amontons’ laws of friction. Wear 
was calculated using the Arrhenius wear law (Equation 2-7). For the transient 
temperature analysis heat flux was applied on the pad friction surface, and contact 
resistance was incorporated in the interface elements. Experimental work was 
performed in which embedded thermocouples monitored the temperature in the 
friction material at different depths under the friction surface. Results indicated 
general agreement with measured surface temperatures. The authors also concluded 
that the heat generated was proportional to the work done based on the interface 
pressure, sliding velocity and the coefficient of friction, and that under dynamic 
conditions the pressure varied continuously. In addition, the interface temperatures at 
adjacent positions were not necessarily equal due to contact resistance. 
AbuBakar and Ouyang [48] performed wear and contact experiments by subjecting 
new unworn brake pads to various durations of brake applications. Between the 
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applications a static contact test was carried out using a pressure indicating film where 
the distribution of contact pressure was revealed. A 3D FE model that contained 
details such as the actual surface of the pads was developed. The actual pad surface 
was measured using a linear gauge, and node mapping was performed on the FEA 
model. To simulate wear in ABAQUS, a modified version of Rhee’s formula (Equation 
2-5) was implemented. A comparison with the experimental results enabled the 
authors to conclude that the contact area of new pads increased as wear increased. 
They also observed that the leading edge of the pads wears more than the trailing 
edge. 
2.3.4 Purely Numerical Approach 
Kim et al [19] performed a thermal stress analysis for a disc brake, by considering the 
effect of pressure distribution between the disc and pad. They initially embarked on a 
pressure distribution analysis with a 3D model of a disc and pads and with this analysis 
they found out that the contact pressure was higher in the central region (in the radial 
direction) between the disc and pad. The corresponding maximum and minimum 
contact pressures occurred at the leading and trailing edges of the pad respectively. 
They performed a thermal stress analysis in two cases; one with variable pressure 
distribution obtained from their previous analysis, and another with an assumed 
uniform pressure distribution. Based on these two cases, the heat flux was calculated 
and inserted in a 3D FE model. From their results, they detected that the case with 
variable pressure distribution was more reliable than the case of uniform pressure, 
given that the maximum stress occurred where actual cracks appeared on discs in real 
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life. This work exemplifies the importance of contact pressure in the correct prediction 
of heat generation. 
2.3.5 Purely Experimental Approach 
Blau and Jolly [62] examined the possibility of measuring friction materials mechanical 
properties by laboratory tests. They tested three different types of commercially 
available friction materials on grey cast iron rotors from the same source, with three 
different wear machines. On the first machine the friction material was pressed against 
a cast iron rotating disc similar to a disc brake operation, and wear was evaluated by 
measuring the friction pad weight before and after testing. On the second machine a 
rotating cast iron puck was driven up and down with an electric motor to provide 
intermittent contact between the puck and the lining, and wear was determined by 
using a precision calliper to measure the length and width of the wear track produced 
by the puck. The third apparatus was a block-on-ring machine, where the friction 
material was loaded downwards against a rotating cast iron test ring and the width of 
the brake block was less than the width of the ring, which created a cylindrical wear 
scar extending across its contact face. They measured the wear by weight loss, in a 
similar way to that used in the first machine, and by the wear scar width. In all cases, 
before testing they used a 120 grit abrasive paper to bring the cast iron surfaces to a 
specific roughness. The results in all three cases demonstrated that one friction 
material always had the highest wear rate compared to the other two. The relative 
difference between the wear of friction materials varied from 3% to 70%, depending 
on the test process. When using the first machine it was found that two friction 
materials exhibited similar behaviour, whereas the other two machines showed a 
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completely different behaviour. Blau and Jolly concluded that it was not possible to 
measure wear accurately in short-term laboratory tests, as they cannot simulate all the 
aspects of a brakes' operating environment. A notable statement made by the authors 
was that to certify a certain wear rate, the test method must mimic closely the 
conditions of use. 
2.4 Summary 
Following a review of the literature undertaken in this chapter, it was identified that 
researchers are greatly concerned about the phenomena which occur at the brake disc 
/ pad friction interface. In this context, the subject has been studied for more than 50 
years now [23] and it is evident that these phenomena are interrelated, i.e. they are 
coupled together. For instance, upon examining the thermal stresses in brake discs it is 
necessary to know the temperature distribution in the disc. A non-uniform 
temperature distribution can affect disc deformation, which may cause a contact 
pressure variation which in turn can affect the heat generation, TCR, and the 
temperature distribution. In addition, material wear can affect the contact area and 
contact pressure distribution. 
The principal methods adopted by researchers in their study of the subject have been 
analytical, experimental, and numerical (predominantly FEA). In a few cases a 
combination of two methods was used, mainly for verification purposes. 
When using analytical models, certain assumptions have usually been made by the 
authors with the intention of simplifying the model. Generally, a steady state or quasi-
steady state condition has been assumed as well as a full contact condition on the 
interface. While calculating heat partitioning, one of Blok and Jaeger’s fundamental 
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theories [2, 3] (having a uniform heat partition at all times with not matching 
temperatures, or constantly varying heat partitioning to maintain matched surface 
temperatures) has typically been assumed, irrespective of whether this was mentioned 
by the authors or not. The difficulties encountered by researchers using analytical 
methods have justified the use of simplified models for validation purposes. 
Results from experimental investigations have proved invaluable in verifying the 
existence of certain phenomena e.g. the ITL, by observation. Thermocouples have 
mainly been used in order to monitor and record temperatures at different locations 
on the brake assembly. Other tools employed for temperature measurement have 
been the infrared camera and the pyrometer. Static contact pressure distribution 
measurements have been made by using a pressure-sensitive paper. Apart from 
verification purposes, experiments have been used in conjunction with other methods, 
to determine input values for an analytical or a numerical method. Whenever it is not 
possible to obtain reliable values, it is sensible to acquire the required values by 
experiments, if possible. 
It has been established that numerical methods (predominantly FEA) constituted the 
main method used, individually or in combination with the other two methods. As 
regards the models which have been found in the literature, these have varied from 
steady-state 1-dimensional to full 3D models, depending on the requirements of the 
simulations. Models with uniform and constant heat partition have been presented, 
which allowed eliminating completely either the disc or pad. Nevertheless, this has 
reduced the results output in terms of contact pressure distribution in which case heat 
flux has usually been calculated. When contact pressure becomes of interest it is 
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essential that both sides of the contact interface are included in the models. In several 
publications, heat flux was not directly set as an input value in the models, but was 
calculated from the models based on factors including friction coefficient, contact 
pressure, actuation load and speed. One advantage of using FE analysis compared to 
analytical and experimental methods is that the transient response of contact pressure 
can be thoroughly explored and studied. 
The literature review demonstrated that fundamental focus had to be given at the 
point of energy conversion (kinetic to thermal) on the contact interface, to gain 
understanding with regards to heat generation and partition (affected by the interface 
thermal conductance). The interface thermal conductance has been found to be 
affected by many aspects such as the ITL, real contact area, pressure and wear. All 
these aspects are evaluated in the methodology developed. Due to the complexity of 
the problem FEA was selected as the main tool for this research, mainly supported and 
evaluated by laboratory experiments. Part of the methodology was also focused on 
understanding and familiarising with the FEA software (ABAQUS). The mentioned 
methodology is presented in the next chapter (Chapter 3, Section 3.3) 
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Chapter 3 Theories, Methodology, and the 
Interface Thermal Layer 
3.1 Introduction 
The theories and principles of methods that have been used in this research and the 
main FE (ABAQUS) algorithms involved are presented and explained in this chapter. 
Based on these a simulation methodology has been developed which includes the use 
of experimental and numerical techniques, and separates the work into two major 
parts. In the first part conclusions have been drawn on the validity of Blok and Jaeger’s 
fundamental theories [2, 3] for friction brake modelling and simulation, and the 
appropriate assumptions for a 3D FE model in terms of modelling the ITL, real contact 
area and the wear law(s) to be used have been developed. The second part includes 
the 3D model based on the rotor of a small scale test rig. A sensitivity analysis in 
conjunction with a DOE approach is presented which investigates the effect of various 
parameters on disc brake thermal behaviour (heat generation/partitioning, 
temperature distribution and thermal stresses). A preliminary fundamental study on 
the ITL is presented which establishes a modelling procedure which is then used in 
subsequent chapters. In this procedure two static transient heat transfer models have 
been created which force one dimensional heat flow in between two bodies in direct 
and indirect contact, separated by a layer of material that represents the ITL. Results 
have been validated with the finite difference method (FDM).  
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3.2 Theories 
This section presents the theories and laws assumed or applied in this research, and 
the methodology applied. 
3.2.1 Heat Transfer theories 
(i) Fourier’s law of heat conduction and Newton’s law of cooling 
Heat transfer within brake components obeys Fourier’s Law of heat conduction as in 
Equation 3-1. This is based on the heat transfer rate ( ), the applied area ( ), the 
material thermal conductivity ( ), and the temperature gradient at the direction of 
heat flow       [63]. 
     
  
  
 
Equation 3-1 
Cooling from exposed surfaces follows Newton’s Law of cooling as in Equation 3-2, 
where the rate of heat transfer (or cooling) from an exposed surface depends on the 
convection heat transfer coefficient ( ), the area of the surface ( ), and the 
temperature difference between the surface (  ) and the surroundings (  ) [44]. 
             Equation 3-2 
The thermal resistance of a component (        ) is obtained from the material 
thermal conductivity ( ), length or thickness (  ) and the component characteristic 
area ( ), which depends on the direction of heat flow [44]. 
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Equation 3-3 
(ii) Heat transfer (cooling) coefficient ( ) 
The heat transfer coefficient depends on the type of air flow (laminar or turbulent) 
around the surfaces. This can be identified based on Reynolds number, and it is given 
from Equation 3-4 specifically for the rotor face of the disc brake [32]. Reynolds 
number depends on the velocity (         ) and perimeter (  ) of the rotor mean 
diameter and the kinematic viscosity of air (     ). 
   
            
 
 
Equation 3-4 
For a laminar flow,          
  and Equation 3-5 [32] is applicable for the 
estimation of the heat transfer coefficient ( ). The thermal conductivity of air is 
represented by  , and the rotor outer diameter by . 
        
  
 
    
     
Equation 3-5 
For a turbulent flow,          
  and Equation 3-6 [32] is applicable for the 
estimation of heat transfer coefficient (  ). 
         
  
 
    
    
Equation 3-6 
(iii) Thermal contact resistance (TCR) due to surface roughness 
TCR can exist between two surfaces because the real contact area is just a small 
fraction of the apparent contact area [21, 64, 65], as seen in Figure 3-1. This is a result 
of the surface roughness of materials [64] which in many cases can only be seen on a 
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microscopic scale. TCR is expected to reduce with increased contact pressure [6] as a 
result of the increase in real contact area at the microscopic level. 
 
 
 
Figure 3-1: Apparent and real contact area 
Thermal contact resistance (     ) exists at the interface of two contact surfaces for 
the reasons mentioned above. Thermal contact conductance       is the inverse of 
TCR               [6]. 
3.2.2 Finite Element Method (FEM) Theories 
The FEM is the main method used in this research, to approximate the solutions of 
partial differential equations [66] and integral equations. FEA has proved to be a 
powerful method to solve equilibrium, eigenvalue and propagation problems [67].  
(i) Temperature/Displacement and Thermal Analysis 
Any structure can be represented by finite elements and their equations, depending 
on the type of problem. These equations are assembled in a relationship that 
characterizes the entire system in terms of load and boundary conditions in a matrix 
form as in Equation 3-7, where in the case of stress-displacement analysis     is the 
stiffness matrix,     is the displacement vector, and     are the external forces [68]. In 
the case of heat transfer analysis as in Equation 3-8,     represents the conduction 
matrix,     the temperature, and     the heat flow [69]. 
Apparent 
contact 
area 
Contact 
points 
38 
 
ABAQUS [70] assumes that heat transfer between nodes obeys the Fourier law of heat 
conduction as described in Equation 3-1. When cooling is specified as a part of the 
conduction matrix    , Newton’s law of cooling is assumed (Equation 3-2). 
            Equation 3-7 
            Equation 3-8 
The stiffness matrix     for the stress-displacement analysis is based on element cross 
sectional area ( ), length ( ), and the Young’s modulus ( ). The conduction matrix for 
heat transfer analysis depends on element cross sectional area (  ), length ( ), and the 
material thermal conductivity ( ).  
For example, the stiffness and conduction matrix for a one-dimensional element with 
two nodes is given from Equation 3-9 [67] and Equation 3-10 [69] respectively. 
    
    
 
 
   
   
  
Equation 3-9 
    
    
 
 
   
   
  
Equation 3-10 
In the braking process there is a link between the thermal and mechanical effects, 
which makes the use if a coupled temperature-displacement analysis necessary. This 
means that the elements used in FE simulations must have both temperature and 
displacement degrees of freedom [71].  
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(ii) Implicit and Explicit algorithms for coupled thermal-stress analysis 
ABAQUS offers two different algorithms to solve coupled temperature displacement 
problems. These are the implicit and explicit approach, depending on whether the 
ABAQUS/Standard or ABAQUS/Explicit products are used. 
These algorithms have different characteristics which suits specific types of problem. 
The implicit algorithm integrates the temperatures using a backward-difference 
scheme, whilst the explicit algorithm uses forward-difference integration and 
eliminates the need to solve equations when a lumped capacitance matrix is used [71]. 
By using the lumped capacitance method, the complexity of the thermal system can be 
reduced as the temperature difference in each lump is assumed negligible, and the 
transient temperature response can be obtained by formulating an overall energy 
balance [72]. A measure of the temperature drop within each lump is taken from the 
Biot (  ) number as seen in Equation 3-11 [72]. When     , the resistance to 
conduction is less than the resistance to convection, making the assumption of 
uniform temperature distribution reasonable. For instance a 2D rectangular lump is 
assumed where the lump temperature (     ) is higher than the ambient temperature 
(  ). Cooling by convection is allowed on the left and right sides of the lump as shown 
in Figure 3-2. Figure 3-2(a) and (b) demonstrate the case where    is less or more than 
one respectively. 
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Equation 3-11 
  
Figure 3-2: Example of temperature distribution for (a)      and (b)      
With the implicit algorithm the two solutions (thermal and stress) can either be fully 
coupled (exact implementation), or they can have a weak coupling (approximate 
implementation). Equation 3-12 gives the representation of the coupled equations for 
the exact implementation, and Equation 3-13 shows the approximate implementation 
[71]. The exact implementation needs the solutions to be carried out simultaneously, 
whilst the nature of the approximate implementation allows the solutions to be solved 
separately. In Equation 3-12    are the submatrices of a fully coupled Jacobian matrix, 
which is used for the coordinate transformation [73]. In Equation 3-13    and    are 
the diagonal submatrices that provide the weak coupling between the thermal and 
stress solutions.   and    are corrections to incremental displacement and 
temperature, and are the mechanical and thermal residual vectors. 
 
      
      
  
  
  
   
  
  
  
Equation 3-12 
 
    
    
  
  
  
   
  
  
  
Equation 3-13 
The explicit algorithm can solve complex contact simulations and has the advantage 
that it requires less memory and disc space compared with the implicit. Whilst the 
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implicit solution technique uses a stiffness-based solution technique that is 
unconditionally stable, the explicit solution technique uses an explicit integration 
solution that is conditionally stable [74], and does not require any iterations or tangent 
stiffness matrix. The stability limit is generally governed by the mechanical response of 
the system and is defined approximately by the time required for an elastic wave to 
cross the smallest element dimension in the model [75]. This time is defining the 
central difference operator (     
 
 
 ) stability, which is the most commonly used explicit 
operator for stress analysis and defines the equations of motion for the body. In 
Equation 3-14 [71]      
 
 
  is the mid-increment velocity from the previous step,       is 
the acceleration at the beginning of the increment and    are the time increments. 
     
 
        
 
   
             
 
     
  
Equation 3-14 
To provide computational efficiency for the explicit integration, the (     
 ) accelerations 
at the beginning of each time increment are calculated based on a lumped mass matrix 
(   ) as shown in Equation 3-15 [71]. The internal force vector is denoted by     
 .  
     
              
      
   Equation 3-15 
The explicit forward-difference integration rule is obtained based on temperatures 
obtained from the previous time increment (    
 ). In Equation 3-16 [71]     is the 
lumped capacitance matrix,    is the nodal source vector (or force vector for stress 
analysis), and    is the internal flux vector.  
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   Equation 3-16 
The explicit algorithm obtains the thermal and stress solutions simultaneously using an 
explicit coupling. 
3.3 Methodology 
The methodology proposed for this study combines the use of the experimental and 
numerical approaches. A fundamental study is initially performed by using an 
uncoupled heat transfer FE model, where the thermal behaviour of the ITL is studied. A 
finite difference approach is used to verify the results from the FE heat transfer 
models. 
Based on the outcome of the heat transfer models, the thermal effects of ITL are 
modelled on a 2D coupled temperature-displacement model. The dependence of heat 
generation and partition on contact pressure distribution is studied. Simulations are 
performed using both the implicit and explicit methods to evaluate which is the most 
suitable method to use. 
The Archard and Arrhenius wear laws are also studied by comparing the pad wear 
prediction for the 2D models, to decide which is most appropriate for the 3D models to 
be created. The temperature dependent wear law used by Vernersson and Lunden [60] 
was not tested because the values of constants   ,    and    were unidentified. If this 
method was also tested further assumptions had to be made, such as the temperature 
from which wear is assumed to grow exponentially. For the 2D models the wear is only 
being predicted for a period of time (not included in the simulations), whilst on the 3D 
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models wear is also applied in the FE models since a longer drag braking scenario is to 
be studied. 
Following the fundamental study, an experimental investigation using a small scale test 
rig is carried out to study the temperature rise of the disc and pad components for a 
new and a bedded interface scenario. The test rig includes an innovative method of 
incorporating a fast-response foil thermocouple into the brake disc, measuring the disc 
surface temperature. Experiments are also used to measure the thermophysical 
properties of the friction material.  
A coupled temperature-displacement FE model with identical conditions to the test rig 
is to be modelled based the implicit and/or explicit coupled temperature-displacement 
algorithms. The significance of including the wear and bedding-in numerical 
simulations is studied by running FE models with and without bedding in and with and 
without wear. 
The 3D FE models are to be evaluated with the experimental method. Afterwards a 
DOE approach will be used (on the numerical models) in conjunction with a sensitivity 
analysis to investigate the significance of various parameters on heat generation and 
partition. Figure 3-3 (after the summary) presents a flow chart of the methodology to 
be used. 
 
 
 
44 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Evaluation 
 
Acceptable 
 
NOT 
Acceptable 
Design of numerical experiments 
(DOE approach) 
Design numerical experiments 
where a sensitivity analysis will be 
used to investigate the significance 
of various parameters on disc 
brakes thermal behaviour 
 
Discuss and conclude 
 
Suggest improvements 
& future work 
 
Experimental Study 
 
Small scale test rig 
Study temperatures rise on disc 
and pad components, and 
interface temperatures for a series 
of tests. 
(New and bedded interface) 
Observe the different stages of 
bedding process 
 
Hotplate Apparatus 
Measure the thermophysical 
properties of friction material, so 
that the experiments can be 
related with a numerical study. 
3D Coupled temperature-
displacement FE model 
Investigate on the importance of 
including wear and/or bedding-in in 
the FE simulations. 
 
Perform a simulation with identical 
conditions (as close as possible) as the 
experiments performed on the small 
scale test rig 
Fundamental and theories Study 
 
2D coupled temperature-displacement FE model. 
Modelling of ITL thermal behaviour for transient simulations 
(To allow incorporating it later to a 3D model) 
Effect of contact pressure on heat generation/partition  
Effect of real contact area 
Investigation on heat transfer fundamental theories 
Comparison of wear laws prediction (Archard and Arrhenius) 
Uncoupled heat transfer analysis 
ITL behaviour studied 
FEA FDM 
Figure 3-3: Methodology flow chart 
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3.4 The interface tribo-layer (ITL) study 
This section demonstrates the models used to investigate the ITL behaviour. It gives 
details on the heat transfer analysis performed, the thermal load applied, the specified 
contact algorithm, and how ITL was modelled by using an equivalent thermal 
conductance value. 
3.4.1 Static transient FE thermal analysis 
Two static models that allowed 1-dimensional heat flow were created. The ABAQUS 
implicit algorithm was used, as it was the only algorithm in the software that allowed 
un-coupled heat transfer analysis. The first model contained two bodies directly in 
contact (Model A in Figure 3-4), and a further two bodies that were separated by a 
5mm thickness layer (Model B in Figure 3-4) that represented the ITL. All bodies were 
square and had dimensions 50 x 50mm. The top body represented the pad and the 
bottom body a steel disc, defined by appropriate material properties as shown in Table 
3-1. Since this research proposed that the ITL material properties were a product of a 
combination of the disc and pad material properties, they were defined as a ratio of 
each material in the ITL composition, as presented in section 3.4.3. 
Table 3-1: Material Properties 
 Top Body (Pad) [76] Bottom Body (Disc) [59] 
Thermal Conductivity (W/mK) 2.06 48 
Density (kg/m3) 2580 7800 
Specific Heat Capacity (J/kgoK) 749 452 
 
46 
 
 
Figure 3-4: Static models with (Right) and without (Left) ITL 
In reality the ITL would be thinner than 5mm; in the scale of μm [5, 24, 62, 77], but 
modelling the layer in the order of mm had the purpose of allowing a better 
investigation of the heat flow and temperature distribution “in the layer”. It enabled 
the use of more rows of elements, as opposed to if it were to be modelled in the order 
of μm which would also require a denser mesh. This would also have increased the 
model size and computation time [78], especially when a dynamic condition was 
simulated. An ITL of thickness in the order of μm was attempted for comparison 
purposes, and it was found that it was not viable because of software and hardware 
problems (at least with the current PC configuration). The principle and the effects of 
ITL were therefore able to be adequately investigated with this design of FE model and 
mesh. 
A 10 second transient heat transfer analysis step with 0.01 second time increments 
was performed, using 4-node heat transfer elements (DC2D4) from the ABAQUS 
standard library. No displacement occurred between the bodies and a surface-to-
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surface contact formulation with small sliding was adopted at the contact interfaces. 
Since no displacement, stress or pressure existed in these models, the contact and 
sliding formulation employed did not make any difference in the results, and neither 
did the choice of master-slave surface. The mesh was designed so that the nodes had 
1.25mm separation in the heat flow direction which allowed the use of 4 rows of 
elements to model the 5mm ITL. Keeping the nodal distance constant in all models 
made it simpler to validate the models with the FDM, in which the node distance 
(space increment) was a part of the equation. Model A according to Figure 3-4 (no ITL) 
comprised 1230 nodes and 1120 elements, and Model B (with ITL) comprised 1305 
nodes with 1176 elements. 
A heat flux of 1x106W/m2 was applied on the pad contact surface for both model A and 
B, as frictional heat was assumed to be generated there by adhesion, abrasion and 
deformation of the softer material [64]. The component initial and environment sink 
temperatures were set to 20oC, and a surface heat transfer convection cooling 
coefficient of 30W/m2K was used. Cooling was applied only on the top and bottom 
exposed surfaces of the bodies, treating the sides as thermally insulated, thus forcing 
1-dimensional heat flow. The values of temperature, cooling coefficient, and the 
magnitude of the applied heat flux were not important because the system was linear. 
3.4.2 Gap conductance 
To eliminate any TCR between the physical 5mm layer and the top and bottom bodies 
in model B, the highest thermal conductance allowed by ABAQUS was used for when 
there was zero clearance (no gap) between the surfaces (1x1015W/m2K). This 
essentially created a zero contact resistance between the bodies and the ITL. The 
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purpose of this was to concentrate on the effect of ITL as modelled in Model B, and 
avoid any other losses. 
ABAQUS defines thermal conductance as a function of the gap between two 
contacting surfaces, and a clearance value for zero thermal conductance had to be 
specified as well. The simulations at this point were static, and there was a constant 
zero clearance between the surfaces. The thermal gap-conductance relationships in 
ABAQUS were defined as seen in Table 3-2.  
Table 3-2: Defined gap-conductance relationships 
 Conductance (W/K) Clearance (m) 
1 1E+015 0 
2 0 1.000005E-9 
 
The high value of thermal conductance for zero clearance (point 1 in Table 3-2) was 
used so there was an infinite conductance between the ITL and the contacting (hence 
the zero clearance) disc and pad components. In that way the only thermal resistance 
between the disc and pad was produced from the ITL (seen in Table 3-3). For a zero 
conductance (point 2 in Table 3-2) after trial-and-error it was verified that any 
clearance above 1.000005nm would provide the same output. 
Based on the trial-and-error, Table 3-3 shows the temperature results at the end of 10 
second simulations for node 608 which was located on the bottom body contact 
surface below the ITL. Three regions were identified; at region 1 the gap used for zero 
thermal conductance was so small, that ABAQUS assumed the gap to be zero (i.e. 
contact). This generated infinite thermal resistance. At region 3, which was used in the 
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models (as seen in Table 3-2) the smallest possible gap (1.000005nm) by which 
ABAQUS did not assume the clearance to be zero existed. Region 2 was a transition 
period between regions 1 and 3. These regions are not of any scientific significance but 
they helped in selecting the gap value for zero thermal conductance.  
Table 3-3: Gap effect for zero thermal conductance 
Region 
Gap for zero thermal 
conductance 
(m) 
Temp at 
node 608 
(oC) 
 
1 
0 
 
9.999995E-10 
20 
2 
9.999996E-10 
 
1.000004E-09 
110.46 
3 
1.000005E-09 
 
Infinity 
207.66 
3.4.3 ITL thermal conductivity 
The thermal conductivity of the ITL could affect TCR [5], and thus the heat partitioning 
at the contact interface. In this research it was assumed that the ITL thermal 
conductivity was determined by the percentage of each material in the composition of 
the ITL. According to Osterle and Urban [26] the wear particles contain iron oxides 
Fe2O3 and Fe3O4. However the structure of ITL is not fully understood, nevertheless its 
composition can be determined mainly from solid lubricants which are composed in 
the material formulation [24]. 
To study the importance of the ITL thermal conductivity, different combinations of 
material compositions were tested as shown in Table 3-4 for model A. Since there was 
no information about the disc and pad component material in the ITL composition, 
Node 
608 
 
Infinite 
thermal 
conductance 
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material composition No.5 (83% pad and 17% disc) was assumed and selected for the 
models presented and discussed here. This was based on the premise that the friction 
material wore significantly faster than the disc material, and is the reason why 
researchers generally focus only on pad wear on the disc/pad contact interface [38, 
56]. This assumption ignores any external factors, like rain water or dust coming back 
from the surroundings. 
Table 3-4: Combinations of material in the composition 
No. % Pad in composition % Disc in composition kITL (W/mK) 
1 0 0 0 
2 100 0 2.06 
3 0 100 48 
4 50 50 25.03 
5 83 17 9.87 
 
The heat partition ratio to the pad (    ) (as defined in Equation 2-1 in Chapter 2) for 
the five ITL compositions as specified in Table 3-4, is demonstrated in Figure 3-5.  
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Figure 3-5: Heat partition ratio for different thermal conductivity values on ITL 
3.4.4 Equivalent thermal conductance/resistance 
To include the ITL in the FE model without physically creating it (in Model A, Figure 
3-4), an equivalent thermal conductance (     ), or resistance (     ) value was 
required, as presented in Equation 3-3. To be able to model the ITL in such a way, it 
had to been assumed to be a “more and less continuous film”, as defined by 
Majcherczak [17]. If the ITL were assumed to be a plane wall (continuous film) of 
thickness   , and thermal conductivity  , the  absolute thermal resistance for a unit 
area could be determined from Equation 3-17 [44]. As mentioned in Section 3.4.1 the 
ITL modelled had a thickness of 5mm and four rows of elements, as shown in Figure 
3-6. 
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Figure 3-6: Nodes and elements composing the ITL for model B 
      
  
  
 
     
    
                  
Equation 3-17 
For the calculations ABAQUS uses thermal conductance (     ) which is equal to 
       [6, 79], and from that               
Figure 3-7 verifies the use of the equivalent thermal resistance value instead of 
physically modelling the ITL. The length axis in Figure 3-7 represents the distance from 
the bottom to the top exposed surfaces. To compare the temperatures of the top 
bodies in each case the equivalent layer properties curve should be shifted by 5mm to 
the right (as indicated by the arrow in Figure 3-7).  
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Figure 3-7: Temperatures with ITL physically modelled and with the use of equivalent 
thermal resistance 
3.4.5 Validation with the Finite Difference Method (FDM) 
A 1-Dimensional FDM was used to check and gain confidence in the results and to 
understand better the heat transfer. For the sake of simplicity the theory is described 
here for a model with a very coarse mesh as indicated in Figure 3-8. The conditions 
used for the FD method included the same nodal distance in the heat flow direction as 
the FE models (1.25mm). The same material properties, boundary conditions, and time 
increments as the FE models were also used. 
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Figure 3-8: Model for demonstrating the FDM method 
Starting from Figure 3-8, the contact interface was analysed; Equation 3-18 and 
Equation 3-19 represent the heat balance on the contact surfaces. The materials’ 
thermal conductivity, density and specific heat capacity respectively are represented 
with       respectively. Virtual thermal conductivity (  ) is equal to       , 
where       is the thermal contact conductance, which is the value that represents 
the equivalent ITL properties (as in section 3.4.4). Equation 3-18 was solved for     
    to 
find the temperature on the top body contact surface, and Equation 3-19 was solved 
for   
    for the bottom body contact surface temperature [80]. 
    
    
        
   
 
   
  
        
   
 
            
 
 
 
    
        
 
  
 
Equation 3-18 
 
Top body 
 
Bottom body 
Contact 
interface 
(Same position) 
   
   
     
    
  
    
  
  
  
    
  
    
  
Heat flux (q) applied 
on top surface 
    
Space increment 
(Nodes distance) 
55 
 
       
    
      
   
 
   
    
      
   
 
                
 
 
 
  
      
 
  
 
Equation 3-19 
Equation 3-20 represents the energy balance at the boundary layers where   is the 
surface heat transfer (cooling) coefficient, and the temperature was found by solving 
for   
   . 
        
      
    
      
   
 
   
 
 
  
      
 
  
 
Equation 3-20 
Equation 3-21 was solved for   
   to find the middle nodes temperatures. 
    
   
    
   
    
   
    
     
        
       
  
Equation 3-21 
The finite difference equations presented here were suitable to describe time-variable 
problems [68]. A circular referencing existed among these equations and an iterative 
procedure was needed to evaluate them. To accomplish this Microsoft Excel was used 
[81]. Figure 3-9 compares the temperature results from using FEA and FDM.  
 
Figure 3-9: Temperature distribution using FDM and FEA 
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3.5 Summary 
Heat transfer theories specifically Fourier’s law of heat conduction and Newton’s law 
of cooling have been presented. The FE theories involved in terms of the types of 
analysis used (thermal and temperature/displacement), and the available algorithms 
(implicit/explicit) have also been presented and explained. 
A methodology based mainly on heat transfer theory and numerical methods 
presented has been developed. As demonstrated in this Chapter, it was based on the 
fundamental heat transfer theories, but advanced the science because the validity of 
Blok and Jaeger’s fundamental theories (as demonstrated in Chapter 2) on heat 
partitioning and surface temperatures have been investigated, with none being taken 
as a fact. To gain an understanding of the ABAQUS FE software behaviour and 
conclude which is the most appropriate algorithm to be used for the purposes of this 
project both the explicit and implicit coupled temperature-displacement algorithms 
will be tested. This allowed comments on the advantages and disadvantages of each 
algorithm in ABAQUS (in the context of disc brakes coupled temperature-displacement 
modelling), and suggested the most appropriate algorithm according to the simulation 
conditions and parameters being investigated. 
As also demonstrated in Chapter 2 the wear predictions using the Archard wear law 
relied heavily on contact pressure, while the Arrhenius wear law included temperature 
effects. Based on the proposed methodology (Figure 3-3) these wear laws were 
compared for the first time, to decide which law is most appropriate be used on the 3D 
FE models. 
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The 3D FE models (to be introduced in Chapter 6) combined with the experimental 
study will be able to predict the significance of including bedding-in with the 
simulations. The experimental study was able to predict the temperature difference at 
various locations in the friction pair by using a new or fully bedded interface, as well as 
an evaluation of the 3D FE models. During the evaluation process, the best way of 
including bedding-in with the ABAQUS FE modelling was established. The application 
of a wear algorithm on the 3D models examined the importance of including wear in 
short-term simulations. 
Obtaining an equivalent thermal conductance value was important as without it 
modelling the ITL would be impossible, keeping in mind that even with a single row of 
elements it would require elements with at least a side of 10μm to be modelled. If a 
physical ITL with such small-sized elements were applied to a 3D model (see Chapter 6 
Section 6.2), it could increase the model size dramatically. The transient static FE 
thermal analysis allowed the study of the ITL thermal conductance, assuming that the 
ITL was a more and less continuous film, as described by Majcherczak [5], and that the 
ITL thermal conductivity was dependent on the percentage of each material in the 
composition of the ITL. With the aid of the static transient thermal analysis (resulting 
to 1-dimensinal heat flow), an equivalent thermal conductance value was obtained 
which allowed the ITL thermal properties at the friction interface to be estimated 
without physically modelling the ITL. As heat at the interface was assumed to be 
generated on the softer material (pad), heat flux was applied on the top block. The 
FDM was also used based on the condition where an equivalent thermal conductance 
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value was used (Model A in Figure 3-4), which allowed gaining confidence on the 
findings. 
In the next Chapter (Chapter 4) a 2D coupled temperature-displacement model was 
utilised primarily to understand the FE software available algorithms, and to develop a 
relationship that represents the effective thermal conductance on the interface (which 
include the equivalent ITL thermal conductance as presented in this Chapter). 
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Chapter 4 2-Dimensional Coupled Temperature-
Displacement Model 
4.1 Introduction 
A two-dimensional coupled temperature-displacement model that serves two main 
purposes is presented. The first purpose is to use the ABAQUS FEA software with its 
available algorithms (explicit and implicit), sliding formulations, and contact 
definitions. This provides confidence that the correct conditions can be established in 
the FE models and simulations (e.g. to know exactly where ABAQUS applies the heat 
generated in a contacting interface). The explicit and implicit algorithms were 
compared to understand their behaviour and identify and evaluate their relative 
advantages and disadvantages. The second purpose of the 2D coupled temperature-
displacement model was to investigate the heat partition behaviour without taking 
into account Blok and Jaeger’s fundamental theories [2, 3] involving factors such as the 
contact pressure, real contact area. The ITL equivalent thermal conductance was also 
used based on the knowledge gained from the static heat transfer models of Section 
3.4. The average wear displacement per time increment was also predicted to 
investigate the effect of temperature on wear. 
4.2 Model Setup 
Frictional heating was introduced into a coupled temperature-displacement FE model, 
instead of applying heat flux directly on the pad as described in Section 3.4. According 
to Figure 4-1 the top (smaller) block represented the pad and had dimensions 30x10 
mm, and on top of it another block with dimensions of 30x5 mm represented the 
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backplate. The disc was represented by the bottom (larger) block, with dimensions 
201x5 mm.  
 
Figure 4-1: 2D Coupled temperature-displacement model with frictional heating 
The horizontal dimensions (30mm for the pad and 201mm for the disc) allowed mesh 
densities with numerous coincident surface nodes (exactly the same element size in 
the horizontal direction). Having coincident surface nodes was required to investigate 
the heat partition ratio at different positions on the contact surface, and to achieve 
this identical mesh densities were used. Dissimilar mesh densities were also tested, but 
the disadvantage of having fewer coincident surface nodes for any time increment 
meant that identical mesh densities were preferred. A mesh that had 1.5mm elements 
was used which gave 21 coincident surface nodes. A total of 140 elements were used 
for the pad, 60 for the backplate, and 402 for the disc. For both analysis types (explicit 
and implicit), the CPS4RT four node plane stress thermally coupled elements were 
used from the ABAQUS library. 
The pad and backplate components were merged as one single component with two 
sections, each had the appropriate material properties. At this point, material 
properties were taken from the literature, as shown in Table 4-1. 
 
Pad initial position 
position  
UR3 
Disc direction 
P 
Backplate 
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Table 4-1: Material Properties 
 
Disc 
[59] 
Pad 
[76] 
Backplate  
[76] 
Thermal Conductivity (W/m-K) 48 2.06 41.5 
Density (kg/m3) 7800 2580 7800 
Young’s Modulus (GPa) 209 1.25 210 
Poisson’s Ratio 0.3 0.3 0.34 
Thermal Expansion (m/m-K) 1.1E-05 1.43E-5 1.1E-5 
Specific Heat (J/kg-K) 452 749 480 
 
4.2.1 Simulation Steps 
The FE simulation comprised the following three steps: 
(i) Step 1 (Initial Step): 
The contact interface interactions were defined and are explained in more detail in 
Section 4.2.3. The initial temperature for all the components was pre-defined to 20oC. 
The disc boundary condition was defined so that it was restricted from moving in any 
direction. The pad and backplate boundary conditions were defined so that they could 
only move in a vertical direction. Figure 4-2 demonstrates the boundary conditions and 
the degrees of freedom allowed and restricted for the initial step for all the 
components. 
 
Figure 4-2: Disc and pad boundary conditions in step 1 and step 2 
UR3 
Disc Boundary condition 
Direction Disc Pad 
U1 No No 
U2 No Yes 
UR3 No No 
 
Pad and Backplate Boundary conditions 
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(ii) Step 2 (Apply Pressure): 
Boundary conditions remained as in the initial step, and a load of 10MPa was 
uniformly applied on the entire top surface of the backplate for 0.1 seconds. This 
resulted in a nominal contact pressure of 10MPa assuming unit depth, and assumed 
that the apparent contact area was equal to the real contact area. 
(iii) Step 3 (Disc linear velocity): 
The boundary conditions were redefined as shown in Figure 4-3. The disc was allowed 
to move in the horizontal direction and the pad boundary condition position was 
modified. The pad was allowed to rotate along the axis UR3 (according to Figure 4-3) 
with reference to the pad and backplate boundary condition point. 
 
Figure 4-3: Disc and pad boundary conditions for step 3 
When the simulation started and pressure was applied on the backplate (steps 1 and 
2) the pad component was located 3mm from the right disc edge (as in Figure 4-3). 
During step 3 the disc travelled at a speed of 5m/s for 33ms, which brought it 3mm 
from the left disc edge at the end of the simulation. 
UR3 
Direction Disc Pad 
U1 Yes No 
U2 No Yes 
UR3 No Yes 
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4.2.2 Contact Formulations 
Except from the different coupled temperature-displacement algorithms used in 
ABAQUS Standard and Explicit, another major difference was the contact interaction 
enforcement methods. 
In ABAQUS Standard there is an option of either node-to-surface or surface-to-surface 
discretization. The selection for the ABAQUS Standard simulations was the surface-to-
surface contact discretization, as the stress and pressure results were more accurate 
than the node-to-surface discretization when compared to analytical results [82]. Also, 
the surface-to-surface discretization was less sensitive than the node-to-surface when 
it came to master and slave surface designations. This has proved to be important, as 
demonstrated in Section 4.2.4. 
There are two mechanical constraint formulations in ABAQUS explicit. The first is the 
kinematic contact method, which uses a predictor/corrector algorithm and enforces 
contact constraints while maintaining momentum. The second is the penalty contact 
method which uses a penalty contact algorithm and is less demanding in the execution 
of contact constraints. Being less demanding the penalty contact method is faster 
compared with the kinematic contact method. A disadvantage of the penalty contact 
method was that the critical time increment was found to be affected, while it was 
unaffected when using the kinematic method. In the research, both penalty and 
kinematic contact methods could have been used, but after experimenting with both 
methods, and even though the kinematic contact constraint was more time consuming 
this one was preferred, as it reduced errors relating to the critical time increment. 
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A common option in both ABAQUS systems was the sliding formulations. These are 
finite and small sliding formulation. Due to the nature of the problem, finite sliding was 
selected, which allowed sliding and rotation of the contacting surfaces. In finite sliding 
a slave node could come into contact anywhere along the master surface whilst in 
small sliding one node always interacts on the same local area of the master surface 
through the analysis. In addition although large motions of bodies are allowed with 
small sliding, there must be relatively little sliding of one surface with respect to the 
other [82, 83]. 
4.2.3 Contact Pressure Definition 
In both ABAQUS standard and explicit, the definition of contact pressure between two 
surfaces at a point is described as a “soft” or “hard” contact. In both cases contact 
pressure ( ) is defined as a function of the overclosure (        ) (negative clearance) 
of the surfaces. 
In a soft contact relationship the pressure-overclosure relationship can be described 
using a linear, a tabular, or an exponential law. In the exponential and tabular law a 
pressure-overclosure relationship must be defined, and in the linear law the slope of 
the pressure-overclosure relationship (contact stiffness) must be defined [84]. 
In a “hard” contact, when the surfaces are in contact, any contact pressure can be 
transferred between them, and the contact pressure is zero if the surfaces separate. 
“Hard” contact relationship is characterised by the following [85]: 
    For           (No contact) - Gap 
    For            (Contact) – No Gap 
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The hard contact relationship was used here. 
4.2.4 Heat Generation 
Heat generation from frictional sliding (  ) takes place in the softer material (i.e. the 
brake pad) [Day, 1984] and has been defined as shown in Equation 4-1: 
                                   Equation 4-1 
Where   is the fraction of frictional work converted to heat,   is the frictional stress 
(function of contact pressure ( ), and friction coefficient ( )),    is the incremental 
slip and    the incremental time. The symbol   indicates where the heat is distributed 
(0    ). When     all the generated heat is distributed to the slave surface 
(pad), and when     all heat is distributed to the master surface (Disc). A constant 
friction coefficient of 0.4 was applied. Equation 4-1 is applicable for both ABAQUS 
standard and explicit. 
Examination of variable   
A case study was conducted to understand the importance of   in Equation 4-1, and to 
verify that the software was acting as expected regarding to the   value set. Three 
conditions were examined for the same FE models (   , 0.5 and 1). Zero thermal 
conductance (hence infinite thermal resistance) was set on the interface, so that there 
was no heat transfer between the components, allowing identification of where the 
heat was generated.  
According to Figure 4-4 to Figure 4-9, the field output variable NT11 represented the 
nodal temperatures, and the variable HFLA represented the contact heat flux at nodes. 
ABAQUS calculates HFLA by multiplying the heat flux density (HFL) with the nodal 
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contact area (A). It is essential to be able to estimate the nodal heat flux (heat flux at a 
specific point) instead over an entire area, in order to measure the heat partition at 
different locations on the contact surface.  
(i) Condition 1 (   ): 
Figure 4-4 shows the temperature results when    . The temperature on the small 
block (pad) remains as the initial set value (20oC), however there is a temperature rise 
on the big block (disc). The heat flux results in Figure 4-5 show that heat flux exists only 
on the disc side, where it was set to be generated (based on variable  ). 
(ii) Condition 2 (     ): 
Figure 4-6 shows the temperature results when      . There is a temperature 
increase on both contact surfaces. In addition heat flux exists on both contact surfaces 
(see Figure 4-7), as the heat was set to be generated on both surfaces. 
(iii) Condition 3 (   ): 
When     there is a temperature increase on the pad surface, and as no thermal 
conductance was set between the disc and pad contact surfaces resulting in the heat 
remaining in the component which was generated. The disc component temperature 
remained at the original set value of 20oC (see Figure 4-8). Heat flux exists only on the 
pad contact surface, as it was set to be generated there from    . 
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Figure 4-4: Pad temperature (a) and disc temperature (b) when    . 
 
Figure 4-5: Pad heat flux (a) and disc heat flux (b) when    . 
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Figure 4-6: Pad temperature (a) and disc temperature (b) when    .5 
 
Figure 4-7: Pad heat flux (a) and disc heat flux (b) when    .5 
Length of contact 
Length of contact 
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Pad surface temperature 
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Figure 4-8: Pad temperature (a) and disc temperature (b) when      
 
Figure 4-9: Pad heat flux (a) and disc heat flux (b) when      
From the results shown in Figure 4-4 to Figure 4-9, the behaviour of  was identified. 
By setting a value of    , heat generation takes place on the friction material. All the 
Length of contact 
Length of contact 
Disc direction  
Disc direction  
Pad surface temperature 
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Disc temperature remained 
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contact surface 
Heat flux on pad contact 
surface 
70 
 
forthcoming models presented were assumed to have a   value where the heat is 
generated on the pad surface, based on the understanding that heat generation exists 
in the softer material [59] due to adhesion, abrasion and deformation [64]. 
The results presented in Figure 4-4 to Figure 4-9 were performed with the ABAQUS 
explicit algorithm. The behaviour of variable  was also investigated and verified using 
the implicit algorithm, however a drawback of using the standard contact formulations 
was observed. This was that the output variable HFLA (heat flux) was only available on 
the slave surface, even though it may exist or not exist on the master surface, 
depending on the   value. This problem was resolved by running two simulations for 
each condition, and swapping the master and slave surfaces in each simulation. A 
surface-to-surface contact discretization allowed this swapping of the master and slave 
surfaces as it was found to be generally insensitive in master-slave formulations, as 
mentioned in Section 4.2.2. This meant that when surfaces were swapped (the pad 
being the master and the disc being the slave), a value of     had to be used for the 
heat to be generated on the pad surface. An assumption made when using this 
method was that both methods provided the same results in terms of contact 
pressure, temperature, and stresses. A certain amount of error could arise from this 
assumption, if common results like temperatures and pressures disagreed between 
the two models; thus before combining the two implicit models to calculate heat 
partitioning common results were compared and found to agree (described in Section 
4.4.3). Nevertheless, even without running two simulations for each condition, it was 
still possible to utilise the standard contact formulation when the heat partitioning was 
not being considered.  
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4.2.5 Thermal Conductance/Resistance Definition 
The effective thermal conductance (    ) at the disc/pad interface is not only 
dependent on the ITL thermal resistance, but also on the contact pressure that exists 
at the interface. With increased contact pressure the top contact points of the two 
surfaces in contact were deformed resulting in an increase of contact area, and 
therefore an increase in thermal conductance [44]. Being transient coupled 
temperature—displacement models, the contact pressure on the interface varied with 
time, but on average there was a higher contact pressure on the pad leading edge (see 
Figure 4-10). The average contact pressure presented in Figure 4-10 was extracted 
from the zero thermal conductance models in Figure 4-8 and Figure 4-9. The higher 
leading contact pressure was also the reason for having higher temperature on the 
leading edge of the pad in Figure 4-8. 
 
Figure 4-10: Average contact pressure for     
When a thermal conductance was introduced at the interface, a percentage of the 
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an effect on the thermoelastic behaviour (thermal expansion) of the components at 
the interface, as the interface temperature distribution is affected; the pad 
temperature was reduced and the disc temperature was increased, as seen in Figure 
4-12 where temperature results for models with different values of thermal 
conductance are compared. This altered the average contact pressure in Figure 4-10, 
as seen in Figure 4-15. 
Four sets of simulation experiments were completed to investigate the effect of real 
contact area, which is a small fraction of the real contact area [86, 87]. The pad’s 
contact points (called contact plateaux), can cover typically 15-20% of the pad’s 
contact area [88], but this is not absolute as their size (contact area) is also dependent 
on pressure [89]. The first experiment assumed that only a 5μm ITL exists, but the real 
contact area (  ) was equal to the apparent contact area (  ). The second experiment 
assumed a 5μm ITL, but this time the real contact area was 20% of the apparent 
contact area. For the third and fourth experiment, the real contact area reduced to 
10% and 5% respectively. Figure 4-11 illustrates how the FE models were defined 
based on the thermal resistance from the ITL, and the real contact area. The frictional 
heat generation on contact plateaux is also demonstrated.  
 
 
 
 
 
 
Figure 4-11: Total thermal resistance at interface 
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resistance 
 
Interface Tribo-Layer 
Disc 
Pad Contact points  
qg 
73 
 
To model the effect of contact area percentage on thermal conductance, the resulting 
nominal contact pressure based on the applied load on the backplate, and the 
assumed area in contact was taken into account. The calculated thermal resistance 
value for the ITL was based on the same principle as in Equation 3-17. The sets of 
conditions that applied to the four tests are demonstrated and explained in Table 4-2. 
Table 4-2: Specified thermal contact conductance 
Condition Comment 
Nominal 
Pressure 
(    ) 
Conductance 
(W/m2K) 
0 
 
Zero contact pressure means that there 
is no contact, hence no thermal 
conductivity (This is specified for all 
experiments) 
0 0 
Between condition 0 and conditions 1, 2, 3 and 4 there is a linear relationship 
between pressure and thermal conductivity. 
In all cases a load of 10MPa is applied uniformly on the backplate 
1 
(Experiment 1) 
The apparent contact area is equal to 
the real contact area, resulting in a 
nominal contact pressure of 10MPa. 
10MPa 1974000 
2 
(Experiment 2) 
The apparent contact area is 20% of the 
real contact area, resulting in a nominal 
contact pressure of 50MPa. 
50MPa 1974000 
3 
(Experiment 3) 
The apparent contact area is 10% of the 
real contact area, resulting in a nominal 
contact pressure of 100MPa. 
100MPa 1974000 
4 
(Experiment 4) 
The apparent contact area is 5% of the 
real contact area, resulting in a nominal 
contact pressure of 200MPa. 
200MPa 1974000 
Any value of contact pressure that is higher than the specified values for the four 
tests, only gives the thermal conductivity value for the 5μm ITL. (Maximum possible 
thermal conductance with the given conditions) 
 
Figure 4-12 (a, b, c and d) demonstrates the resulting temperatures at the end of the 
four experiments. An observation made from these experiments was that as the real 
contact area (  ) increased (hence the TCR was reduced), the maximum temperature 
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shifts from the leading to the trailing edge of the pad. This is discussed in more detail 
in Section 4.6. 
 
 
 
 
Figure 4-12: Resulting temperatures for different values of real contact area (a) 100%, 
(b) 20%, (c) 10% and (d) 5% 
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Figure 4-13 describes the pressure and conductivity relationship based on the effect of 
real contact area based on the data obtained from experiment 4 in Table 4-2. An 
assumption made in these models was that the ITL thickness remained constant whilst 
the contact area ratio was varied. 
 
Figure 4-13: Contact pressure and thermal conductance relationship for experiment 4 
Figure 4-14 presents compares all the conditions for 100%, 20%, 10% and 5% contact 
(based on Table 4-2). 
 
Figure 4-14: Pressure-Conductance relationship for different contact areas 
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Based on Table 4-2 and Figure 4-13, a relationship that characterises the effective 
thermal conductance was generated. This was based on the ITL thermal conductance 
(    ), the contact pressure on the specific location and time instant obtained from the 
FE software ( ), the applied contact pressure applied (    ), and the contact area ratio 
(    ). This relationship can be seen in Equation 4-2 and was valid as long as 
      , where      is the nominal contact pressure resulting from the reduction of 
contact area ratio as seen in Table 4-2. 
          
 
    
 
  
 
 
Equation 4-2 
For instance according to Figure 4-13, if the most extreme condition where        
is assumed then,          (Equation 4-3). 
          
       
      
             
Equation 4-3 
As mentioned earlier in this Section, introducing thermal conductance to the contact 
interface can have an effect on the interface contact pressure. Figure 4-15 compares 
the average contact pressure resulting from the four sets of experiments described 
earlier. It is also apparent that the pad temperatures are more sensitive than the disc 
temperatures to TCR at the interface (Seen in Figure 4-12). 
77 
 
 
Figure 4-15: Average nodal contact pressure with different thermal resistance values 
4.3 Benchmarking 
To make a comparison with the traditional method used in some cases where the 
effect of contact pressure was ignored or assumed to be constant [30, 31], the pad 
(and backplate) boundary conditions were altered. The pad and backplate were locked 
in all directions and movement was only allowed on axis U2 (as seen in Figure 4-16). 
This was done in an attempt to achieve the most possible uniform pressure under the 
dynamic conditions. 
 
Figure 4-16: Boundary conditions for benchmarking 
0.00E+00 
5.00E+06 
1.00E+07 
1.50E+07 
2.00E+07 
2.50E+07 
3.00E+07 
3.50E+07 
4.00E+07 
0 5 10 15 20 25 30 
A
ve
ra
ge
 n
o
d
al
 c
o
n
ta
ct
 p
re
ss
u
re
 (
Pa
) 
Pad surface length (m) 
Ar/Aa=1 
Ar/Aa=0.2 
Ar/Aa=0.1 
Ar/Aa=0.05 
Pad Leading Pad Trailing 
UR3 
Direction Disc Pad 
U1 Yes No 
U2 No Yes 
UR3 No No 
 
Disc Boundary condition 
Disc direction 
Pad and Backplate 
Boundary condition 
78 
 
The two extremes of Figure 4-12 (100% and 5% contact) were tested so that a 
comparison with the classical theory in terms of either having zero resistance or an 
infinite resistance [90] could be made. In the models presented the thermal resistance 
was not set as “zero” and “infinite” but as high (for the 5% contact) and low (for the 
100%) contact, which showed that even if the two extremes were not considered the 
difference in the results obtained was significant. Due to the boundary conditions set, 
the same contact pressures were obtained. Figure 4-17 demonstrates the average 
nodal contact pressures obtained over the duration of the simulation. 
Figure 4-18 shows the resulting temperatures obtained by having an almost uniform 
temperature (as if it was assumed that contact pressure was uniform). When these are 
compared with the results of Figure 4-12 for the same contact areas, it can be seen 
that for the case of 100% contact area, the maximum temperature has moved to the 
trailing end of the pad. For the case of 5% contact area the maximum temperature was 
not on the leading side of the pad, but the pad surface temperature was almost 
uniform. These results show that when contact pressure was assumed constant or 
ignored, the temperature distribution (especially on the pad side) was affected 
significantly. The results of Figure 4-18 are mainly due to the interface thermal 
conductance. 
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Figure 4-17: Average nodal pressure for benchmarking 
 
 
Figure 4-18: Resulting temperatures for benchmarking (a) 100%, (b) 5% 
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appeared to be on the leading end of the pad, which was similar to the disc/pad 
scenario in the experimental work of Chapter 5. Experiment 4 was chosen over 
experiment 3 where once more the highest temperature appeared on the pad leading 
edge, because the thermal resistance effects were more obvious as there was a higher 
temperature difference between the leading and trailing pad ends, and higher pad 
temperatures were achieved.  
Simulations with the implicit algorithm were performed using the exact and 
approximate coupling implementations. It was found that under the conditions 
investigated, the results produced by having an exact or approximate solution were 
identical. The approximate solution was preferred for any additional implicit 
simulations, since it was less demanding in terms of computing power and time 
requirements. 
4.4.1 Temperature 
Table 4-3 presents the temperature results by using either the explicit or implicit 
approach. They appear to have a significant difference, arising from the different 
contact pressures resulting from the standard and explicit contact formulations. 
Table 4-3: Explicit and implicit temperature output 
 
Explicit Implicit oC Difference 
Maximum pad surface temperature (oC) 196 231 35 
Average pad surface temperature (oC) 
(At the final time increment) 
139 178 39 
Maximum disc surface temperature 
within the length of contact interface (oC) 
43 55 12 
Average disc temperature within the 
length of contact interface (oC) 
(At the final time increment) 
37 45 8 
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Figure 4-19 shows the resulting temperatures from the implicit model with a 5μm ITL 
and 5% contact area ratio, which can be compared with Experiment 4 in Figure 4-12(d).  
 
Figure 4-19: Resulting temperature distribution by using the implicit algorithm 
4.4.2 Contact Pressure 
Figure 4-20 shows the average nodal contact pressures resulting from the 33ms of 
rubbing between the two surfaces. Even though the average data appeared to be in 
good agreement between the two methods, there was a big difference in the standard 
deviation. This was important because makes it impractical to compare the 
instantaneous contact pressure predicted from the implicit and explicit algorithms. 
According to Figure 4-20, node 17, which has the same average value of contact 
pressure, was used for the comparison of standard deviation. 
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Figure 4-20: Average nodal contact pressures 
4.4.3 Heat partition ratio 
As mentioned in Section 4.2.4, to be able to determine the heat partitioning using the 
implicit algorithm, two simulations in which the master and slave surfaces were 
swapped had to be performed, as the variable HFLA appeared only on the slave 
surface. The models where the pad was treated as slave and the disc as master surface 
were labelled as the `normal` models, and the models where the pad was treated as 
master and the disc as slave were labelled the `swapped` models. Variable   was 
adjusted accordingly so that heat was always generated on the pad surface. To be able 
to combine these two models, the common results had to be checked for consistency 
at the points where heat flux measures are taken to calculate heat partitioning. Three 
points as shown in Figure 4-21 were taken for reference to evaluate the results, and 
for heat partitioning calculation. 
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Figure 4-21: Points for implicit models comparison and heat partition estimation 
Table 4-4 compares the results from the `normal` and `swapped` models, and how well 
the `swapped` models results matched the `normal` models. In P1 and P2 the results 
matching was in the range of 99.4% to 100%, which allows the combination of 
`normal` and `swapped` models for heat partitioning measurement. In P3 the contact 
pressure results were dissimilar, but the value of 9360Pa (from the swapped model) 
was taken to be close to zero, when it was compared with the contact pressures of P1 
and P2 (P3 = 0.0009367E7Pa). The temperature results for P3, which match in the 
order of 99.8 to 100%, confirmed this. In addition the heat flux on both sides of the 
interface (normal and swapped models) for P3 was zero, which is what should be 
expected where the contact pressure for P3 is zero.  
The instantaneous contact pressure between the explicit and implicit algorithms was 
incomparable for the reasons mentioned in Section 4.4.2. This affected the calculation 
of heat partitioning as can be seen in Table 4-5 to Table 4-7 for three time instants. The 
only common characteristic of the calculation of heat partition between the implicit 
and explicit algorithm was that the heat partition to the pad became higher at the 
trailing side of the contact interface, and that it was variable with time. Further 
discussion on this is made in Section 4.6. 
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Table 4-4: Comparison of the implicit models with swapped master-slave surfaces 
  
P1 (Leading) P2 (Middle) P3 (Trailing) 
Normal 
Swapped 
 (match) 
Normal 
Swapped 
(match) 
Normal 
Swapped 
(match) 
Values at the end of simulation 
Contact Pressure 
(Pa) 
 1.70E7 
1.69E7  
(99.4%) 
 9.89E7 
9.88E7  
(99.9%) 
0.00E7 
0.000936E7 
(100%) 
Pad Temperature 
(oC) 
 223.5 
 224.0 
(99.8%) 
224.7  
 224.6 
(99.9%) 
 20.5 
 20.5 
(100%) 
Disc Temperature 
(oC) 
30.4 
30.4 
(100%) 
49.5 
49.5 
(100%) 
54.7 
54.6 
(99.8%) 
Averages throughout the 33ms of rubbing 
Contact Pressure 
(Pa) 
1.66E7 
1.66E7 
(100%) 
9.87E6 
9.86E6 
(99.9%) 
4.78E5 
5.29E5 
(90.4%) 
Pad Temperature 
(oC) 
170.8 
171.1 
(99.8%) 
152.7 
152.5 
(99.9%) 
20.4 
20.3 
(99.5%) 
 
Table 4-5: Instantaneous heat partition at t=33ms (end of simulation) 
 
Explicit Implicit 
Position 
Pad 
HFLA 
Disc 
HFLA 
Heat 
Partition 
Pad 
`Normal` 
Disc 
`Swapped` 
Heat 
Partition 
P1 13423 40906.5 24.7% 1991.0 46644.5 4.1% 
P2 0 0 - 4291.6 26269.0 14.0% 
P3 0 0 - 0 0 - 
 
Table 4-6: Instantaneous heat partition at t=25.5ms. 
 
Explicit Implicit 
Position 
Pad 
HFLA 
Disc 
HFLA 
Heat 
Partition 
Pad 
`Normal` 
Disc 
`Swapped` 
Heat 
Partition 
P1 66744.5 75462.3 46.9% 3580.8 45074.0 7.4% 
P2 41558.9 40725.5 50.5% 6751.9 23631.9 22.2% 
P3 2076.7 1338.0 60.8% 0 0 - 
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Table 4-7: Instantaneous heat partition at t=16.5ms (Half through the simulation) 
 
Explicit Implicit 
Position 
Pad 
HFLA 
(J/s) 
Disc 
HFLA 
(J/s) 
Heat 
Partition 
Pad 
`Normal` 
Disc 
`Swapped` 
Heat 
Partition 
P1 7863.1 41574.5 15.9% 8215.6 40329.6 16.9% 
P2 7146.8 7080.5 50.2% 11653.4 18737.6 38.3% 
P3 0 0 - 0 0 - 
 
4.4.4 Heat conduction at element nodes 
A variable that was only available by using the implicit method was the NFLUX (Fluxes 
at nodes caused by heat conduction) [91]. This could provide another method of 
measuring heat partitioning using the implicit method, instead of running the 
simulation twice (for the normal and swapped models). As was found when the 
swapped models in Chapter 6 were attempted, when the pad surface included 
bedding-in and wear (i.e. not perfectly flat), it was not possible to run the swapped 
models, due to the stringent requirements of the implicit contact algorithm. Figure 4-
21(a) shows the fluxes caused by heat conduction (NFL11) at the end of the simulation 
(33ms) for the pad, and Figure 4-21(b) for the disc. The sign (positive or negative), 
represents the direction of heat conduction and made no difference to the calculation 
of heat partition. A “reversed” rainbow spectrum was used for Figure 4-21, as the 
majority of signs which identified the heat flow direction were negative. This spectrum 
shows better the heat flow behaviour in terms of magnitude. 
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Figure 4-22: Fluxes caused by heat conduction at 33ms (Implicit model) for (a) pad and 
(b) disc 
 
Table 4-8 shows the heat partitioning calculations based on the heat conduction at 
nodes for points P1, P2, and P3 according to Figure 4-21. Table 4-9 compares the 
results of using the "swapped models method" and the "heat conduction method". 
Table 4-8: Calculation of heat partition with the heat conduction method 
  
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
33ms 
P1 -911.7 -25410.2 3.5% 
P2 -2149.1 -12856.4 14.3% 
P3 0 0 - 
25.5 
P1 -1684.3 -24423.6 6.5% 
P2 -3356.9 -11593.7 22.5% 
P3 0 0 - 
16.5 
P1 -3995.1 -22359.0 15.2% 
P2 -5760.3 -9182.1 38.6% 
P3 0 0 - 
(a) 
(b) 
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Table 4-9 compares the heat partitioning results from two different FE approaches and 
are seen to be in good agreement. 
Table 4-9: Comparison of heat partition results 
    
Swapped 
models method 
Heat conduction 
method 
33ms 
P1 3.5% 4.1% 
P2 14.3% 14.0% 
P3 - - 
25.5 
P1 6.5% 7.4% 
P2 22.5% 22.2% 
P3 - - 
16.5 
P1 15.2% 16.9% 
P2 38.6% 38.3% 
P3 - - 
 
4.5 Wear Prediction 
Wear prediction resulting from the Archard and Arrhenius wear laws was examined to 
identify which was the most suitable method to use in the 3D models of Chapter 6, 
taking into account the surface temperature. 
To be able to make a comparison of the two methods, equal conditions had to be 
assumed in terms of sliding speed, contact pressure and wear coefficients. However in 
Equation 4-5, the value of 2250 that represents      (as seen in Equation 2-6) was 
assumed based on literature [34, 59] and it can be material specific. This parameter 
can set the scale of the output, which can be seen in the results difference of the two 
methods in Figure 4-24.  
Based on Equation 2-4 and Equation 2-5 in Chapter 2, the wear displacement (  ) 
using the Archard wear law was calculated from Equation 4-4, which was modified in 
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the form of Equation 4-5 for the estimation of the Arrhenius wear law. The units of 
wear displacement (  ) are metres ( ), which indicates that           in Equation 
4-5, which was used by Day for a disc brake [34, 59] is equal to    .  
           Equation 4-4 
                     
    
               
    
   
Equation 4-5 
For the values of   and   the average nodal contact pressures and pad temperatures 
were taken into account respectively. In this way the average wear per time increment 
was predicted. The explicit model with 5μm ITL and 5% contact was taken into account 
by using Equation 4-2, as described in Section 4.2.5. The average nodal contact 
pressure used was as shown in Figure 4-20 for the explicit model, and the average 
nodal temperature was as shown in Figure 4-23. 
 
Figure 4-23: Average nodal pad surface temperature 
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Based on the average nodal contact pressure (in Figure 4-20) and the average nodal 
pad surface temperature (in Figure 4-23) the average wear per time increment by 
using the Archard and Arrhenius wear laws is shown in Figure 4-24.  
 
Figure 4-24: Average wear displacement per time increment 
From the nature of Equation 4-5 it was expected that the Arrhenius wear law should 
give less wear displacement than the Archard wear law. It was also expected that the 
temperature would have an effect on the wear displacement, which cannot be clearly 
seen from Figure 4-24. To investigate further the effects of temperature on wear 
displacement, three different temperature distributions as shown in Figure 4-25 were 
assumed whilst the contact pressure was kept unchanged as in Figure 4-20 (for the 
explicit model). The temperature range remained the same as the original. 
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Figure 4-25: Assumed pad temperature distributions 
Figure 4-26 displays the average wear displacement per time increment based on 
temperature distributions from Figure 4-25. The effect of temperature on wear is 
evident, which as seen from wear prediction for temperature distribution 1, it is 
amplified when is combined with higher contact pressures. These are discussed further 
in Section 4.6. 
 
Figure 4-26: Average wear displacement per time increment 
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4.6 Summary 
For the 2D coupled temperature-displacement model, heat was generated on the pad 
surface by friction. During the simulation, a pressure was initially applied uniformly on 
the pad backplate. Subsequently the big block, which represented the disc moved at a 
speed of 5m/s for a period of 33ms. To examine precisely where heat is generated in 
ABAQUS and verify that it is always defined on the pad surface, a case study has been 
performed. For the case study no thermal conductance was specified at the interface 
(hence infinite thermal resistance), which forced heat to remain in the component 
where it was generated. Based on the case study, a variable ( ) which was included in 
heat generation equation, as used by ABAQUS was found to be defining where the 
heat was being generated in terms of slave and master surfaces. 
The microscopic effect of real contact area on the interface thermal conductance has 
also been investigated. The cases were 100% (only the ITL thermal conductance was 
included), and 20%, 10% and 5% apparent contact were examined. To incorporate the 
percentage of real contact area in the FE models it was assumed that the resulting 
thermal conductance was directly influenced by the nominal contact pressure. The 
resulting nominal contact pressure was set as the pressure value where the effects of a 
5µm ITL were included. A linear relationship between pressure and conductance was 
assumed until the point of zero contact pressure (hence no contact) was reached, 
where no thermal conductance existed (demonstrated in Figure 4-13). It has been 
observed that especially when the real contact area ratio was equal to one (real 
contact equal to the apparent contact) the highest temperatures appeared at the 
trailing end of the pad and at the same time the maximum temperatures were 
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reduced. This was because under these conditions (contact ratio equal to 1) there was 
a significantly high thermal conductance on the pad leading edge, where high contact 
pressure exist. As the contact area ratio was reduced (thermal resistance was 
increased), less heat from the leading pad surface was transferred to the disc surface. 
This led to the leading pad temperatures being increased, and the highest temperature 
shifted from the trailing to the leading edge of the pad. As can be seen in the 
experimental study of Chapter 5, the highest temperatures were expected to be on the 
leading pad edge. The temperature results obtained from the 5% contact model (which 
give a better representation of reality) were the reason for choosing this for the 
subsequent simulations. Results from Figure 4-12 suggested that if the interface 
thermal conductance could be increased significantly, the maximum pad temperatures 
were shifted from the pad leading edge to the pad trailing edge, and the maximum 
temperature was reduced significantly. This also has an effect on the pad wear rate, 
which is discussed later in this Section.  
A relationship that characterises the effective thermal conductance (    ) (as it was 
modelled) was generated based on the ITL thermal conductance (    ), the contact 
pressure, and the real contact area. 
A benchmarking application was performed to investigate the effect on the results if 
the contact pressure were ignored or assumed to be constant, and the effects of 
assuming zero or infinite thermal resistance. It was seen that when the contact 
pressure was ignored (e.g. when assuming a ring shape heat flux, or when assuming a 
specific heat partition ratio to model only one component) the effects on surface 
temperatures were significant as they were only dependent on the interface thermal 
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resistance. Also by neglecting the contact resistance (by assuming it zero or infinite) 
the temperature distribution on the components was considerably affected. When 
factors such as the contact pressure, location of heat generation, real contact area, 
and effective thermal conductance were taken into account; Blok and Jaeger's 
fundamental theories (as described in Chapter 2) were apparently not valid. The 
results presented here demonstrate that heat partitioning is variable in both space 
(locations on the interface), and time and the interface temperatures do not match. 
This shows the complexity of the problem, where the assumptions made must be 
applied cautiously. 
In order to understand the behaviour, advantages and disadvantages of using either 
explicit or implicit algorithms in ABAQUS, simulations for the 2D coupled-temperature 
displacement model were performed using both algorithms. Temperature results (as in 
Table 4-3) differed from 15.2% to 20.2%, averaging at 18.3%, the higher temperature 
always being observed on the implicit models. This difference was mainly a result of 
the difference between the explicit and implicit contact algorithms, which have an 
effect on the contact pressure estimation. The average contact pressure from the 
explicit and implicit algorithms appears to be in good agreement (as seen in Figure 
4-20). However the standard deviation shows a significant difference between the 
explicit and implicit algorithms, making it impractical to compare any instantaneous 
output like the contact pressure or heat flux between the two algorithms.  
Results from three different time instants by using both the explicit and implicit 
algorithms, confirmed that due to the contact pressure standard deviation difference, 
the instantaneous heat flux and heat partitioning cannot be compared between the 
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two methods, but both algorithms show a similar pattern, viz. that there is a higher 
total heat generated on the pad leading edge due to the higher contact pressure, and 
that the heat partitioning is increased towards the trailing edge of the pad as the 
thermal conductance is reduced due to a reduction of contact pressure. 
By comparing the overall data from the explicit and implicit models the first 
conclusions drawn are that for this type of problem the explicit procedure is suitable 
for giving the overall picture of a problem (in terms of averages), and time dependent 
data (temperatures). The implicit algorithm allows a better investigation of 
instantaneous conditions due to a lower standard deviation compared to the explicit, 
but has the disadvantage that it requires two simulations to estimate heat partitioning 
because heat flux can only be taken on the slave surface, as seen in Section 4.4.3. In 
addition the data matching between the “normal” and “swapped” models must be 
verified every time. Alternative the heat conduction method can be used, which shows 
similar results and can still demonstrate the principle. This is reasonable because of the 
way the FE models are defined. Firstly heat due to friction is generated on the pad 
surface, and secondly the heat is conducted though the interface based on the pre-
defined thermal conductance (and in-between the nodes based on the material 
thermal conductivity). Based on the conclusions of the fundamental study, the implicit 
algorithm is considered to be more suitable for continuing the 3D FE models of 
Chapter 6. 
The Archard wear law takes into account contact pressure, speed, and time but not the 
effects of elevated temperature. By ignoring the temperature effects, for the same 
wear coefficient, sliding speed and contact pressure, higher wear rates were predicted 
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when compared with the wear rates from the Arrhenius wear law. In addition high 
temperatures promoted wear [92], which is ignored by the Archard wear law. As has 
been described by Liu and Rhee [57], and later by Day [34, 59], an Arrhenius wear 
relationship can be used to describe the temperature dependence of reaction rates. 
Results from Section 4.5 present that even at relatively low pad surface temperatures 
the effect of temperature is apparent. At the same position with the same contact 
pressure, the leading edge (point of maximum contact pressure) wear displacement 
per time increment was found to be 8.1x10-10mm for a temperature of 40oC, and 
5.9x10-9 mm for a temperature of 160oC (see Figure 4-25 and Figure 4-26). The effect 
of high temperatures on wear is amplified when they are combined with a high contact 
pressure and vice versa. On the trailing edge of the contact surface, where the lowest 
contact pressure exists it can be seen that the wear rates are lower for both the 
temperatures of 40oC (  =5.6x10-11m) and 160oC (  =4.1x10-10m).  
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Chapter 5 Experimental Work 
 
5.1 Introduction 
This chapter demonstrates presents the experimental work completed in the research, 
which is based on a small scale test rig that comprises one disc/pad contact interface. 
The experimental procedures are defined, e.g. interface bedding-in and embedding the 
thermocouples in the disc and pad. 
Two sets of experiments are presented. The first used a pad with a brand new (un-
bedded) contact surface, and the second used a fully bedded disc/pad interface. The 
results of the two sets of experiments confirmed the importance of investigating the 
effects of bedding-in when numerical methods are used because every time a 
simulation is performed, if bedding-in is ignored it is similar to replicating a brand new 
interface, and this is investigated further in Chapter 6. Since the friction material data 
is confidential from the manufacturers, a hotplate apparatus in conjunction with 1D 
heat transfer FE models was used to perform experiments to measure thermophysical 
properties in comparison with the literature values used earlier in Chapter 4. 
5.2 Small Scale Test Rig 
This section presents the small scale test rig configuration with detail in terms of 
thermocouple installation, and the special disc design used for integrating a fast-
response foil thermocouple. In addition the bedding-in procedure and experimental 
conditions are defined. 
97 
 
5.2.1 Test Rig configuration 
An existing test rig facility was modified for this research. The system configuration can 
be seen in Figure 5-1, and the modifications consisted of embedding a fast response 
foil thermocouple (0.0051mm thickness) in the rotating disc (T1) opposite the pad 
surface in order to capture the disc surface temperature at a distance close to 1.5mm 
(+/- 0.3mm). It was positioned as close as possible to the disc surface but it was not 
possible to place the thermocouple “on” the surface (0.0 mm distance), as this would 
damage it. The foil thermocouple manufacturer (RdF) specified a response time of 1 - 5 
milliseconds, but this was also affected by the data acquisition system response time.  
A conventional K-type thermocouple (T2) was used to measure the disc back face 
temperature. Compensation wires for T1 and T2 were passed through the shaft to a 
special purpose commercial slip ring (Figure 5-2(a)) from Michigan Scientific 
Corporation (model name S4) (Appendix A), to make electrical connections to sensors 
(strain gauges and thermocouples) placed on rotating equipment. According to the 
manufacturer, noise for low level signals is minimised using precious metal brushes 
and rings. 
A rubbing thermocouple (T3) was used to measure the disc surface temperature away 
from the contact interface and can be seen installed on the test rig in Figure 5-2(b). 
The ambient temperature near the disc surface was measured with a conventional K 
type thermocouple (T4) and used to set the cooling conditions in the 3D FE models of 
Chapter 6.  
Three conventional K type thermocouples were also embedded in the pad. This was in 
order to measure the pad leading edge (T5), trailing edge (T6) interface, and back face 
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(T7) temperatures. The manufacturers’ slip ring and thermocouple specifications are 
shown in Appendix A. 
 
Figure 5-1: Test rig configuration 
The test rig was controlled and monitored by controller PC (Figure 5-1) which 
controlled the disc rotating speed, the pad actuation force and the time of application 
based on the rubbing thermocouple (T3) temperature. Drag braking was thus 
employed as the disc speed was not reducing when the brake was applied.  
 
T1 – Disc interface temperature (Foil thermocouple) 
T2 – Disc back side temperature 
T3 – Disc surface temperature (Rubbing thermocouple) 
T4 – Ambient temperature, close to disc surface  
T5 – Pad leading edge temperature 
T6 – Pad trailing edge temperature 
T7 – Pad back side temperature (before backplate) 
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Figure 5-2: (a) End-of-shaft slip ring and (b) rubbing thermocouple 
5.2.2 Disc with removable section 
The foil thermocouple (0.0051mm thick) was delicate to handle and was easily 
damaged. For this reason a new disc design that was capable of securing the foil 
thermocouple in place was created. This had a removable section (Figure 5-3(a)) in 
order to be able to squeeze the foil thermocouple in between it and the rest of the 
disc. The disc and the removable section or “slice” were both bolted on to a back-
support (Figure 5-3(b)) with a thermal gasket between them. The purpose of the 
thermal gasket was to minimise the heat transfer between the support and the disc, 
thus providing the ‘insulated’ boundary conditions of the FE analysis in Chapter 6. 
 
Slip Ring 
Rubbing Thermocouple 
New disc 
(b) (a) 
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Figure 5-3: (a) Disc with removable section and thermal gasket and (b) back support 
with thermocouples 
Removing a segment of the disc in this way was expected to cause thermal disturbance 
which would affect the temperature distribution on the disc. To minimise the 
disturbance and improve the heat transfer between the disc and the removable 
section, a heat sink compound was applied between on the mating surfaces (Figure 
5-4(a)). To insulate electrically the foil thermocouple from the disc, a mica insulation 
material with a thickness of 0.02mm was used. Wire sleeves were also used to insulate 
the foil thermocouple (Figure 5-3(b)). The complete disc assembly is shown in Figure 
5-4(b). 
 
 
Figure 5-4: (a) Heat sink compound and (b) assembled disc with removable section 
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5.2.3 Pad Bedding in 
To investigate the effects of bedding-in two sets of experiments were performed, and 
later compared with FE simulation results from Chapter 6. The first experiment utilised 
a brand new pad, and the second experiment utilised a fully bedded disc and pad 
interface. According to Day [64], two aspects of bedding-in for the friction pair of a 
brake exist [93]: 
 The bedding-in where the geometric conformity of the interface is obtained by 
the pad (softer material) wear. 
 The burnishing where the tribological contact of the interface is obtained by 
the generation of transfer films and wear debris. 
These two aspects can be seen in Figure 5-5, which has been taken during the 
experiments bedding-in process. 
 
Figure 5-5: Bedding-in and burnishing on pad surface 
As seen in Figure 5-5, during the bedding-in process the bedding in and burnishing 
evolved from the leading edge towards the trailing edge of the pad. Even though the 
contact pressure cannot be measured dynamically, the wear of the pad surface 
suggested that the pressure distribution (during the bedding-in process) tended to be 
Not bedded or burnished 
(Trailing) 
Bedded but 
not burnished 
Bedded and burnished 
(Leading) 
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higher on the pad leading end and lower on the trailing end. This information was 
useful when compared with the FE models of Chapter 6. 
Throughout the bedding-in procedure 400 20-second applications of 300N and 
800RPM were required for the interface to be fully bedded in (excluding the pre-heat 
phase every time). The pre-heat phase brought the disc temperature (based on T3 in 
Figure 5-1) at 100oC before the 20-second application initiated. These conditions were 
chosen to bed-in the interface gently, and avoid high localised pressures which could 
cause hot spots [93] on the disc surface. Figure 5-6 demonstrates the bedding-in 
evolution at different time instants. 
 
Figure 5-6: The bedding-in evolution 
After the bedding-in procedure was completed, the pad dimensions were measured 
with a vernier caliper. All measurements were taken with reference to the backplate, 
as shown in Figure 5-7.  
 
Figure 5-7: Pad dimensions before bedding-in 
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The new pad dimensions are shown in Table 5-1, where the measured values are 
marked with (*) and all the other values have been interpolated. The pad dimensions 
in Table 5-1 agree with literature, that more wear appears on the leading than the 
trailing side [94]. 
Table 5-1: Pad dimensions after bedding in have been completed 
Leading 
(Outer Radius) 
     
Leading 
(Inner Radius) 
13.76* 13.73 13.71 13.68 13.65* 13.61 13.57 13.52 13.48* 
13.82 13.79 13.76 13.73 13.70 13.67 13.63 13.59 13.54 
13.88 13.84 13.81 13.79 13.76 13.73 13.69 13.65 13.61 
13.93 13.89 13.87 13.84 13.81 13.80 13.75 13.71 13.67 
13.99* 13.95 13.92 13.89 13.87* 13.86 13.82 13.77 13.73* 
14.04 14.00 13.97 13.95 13.92 13.89 13.85 13.81 13.76 
14.10 14.06 14.03 14.00 13.97 13.92 13.88 13.84 13.8 
14.15 14.11 14.08 14.05 14.03 13.96 13.91 13.87 13.83 
14.20* 14.16 14.14 14.11 14.08* 13.99 13.95 13.9 13.86* 
Trailing 
(Outer Radius) 
     
Trailing 
(Inner Radius) 
 
5.2.4 Experimental conditions 
The following conditions were set for the experiment, for both the new pad and 
bedded interface.  
• Disc rotating speed: 800 RPM 
A mid-range family car with a 195/55 R15 (595mm diameter) tyre rotating at 800RPM 
corresponds to a road speed of 90kph (≈56mph). 
• Preheat load 300N and application load 500N 
The minimum load allowed by the test rig was used for preheating the disc. This was to 
ensure that the disc was not heated fast at the contact interface while cold in other 
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places, but to allow the best possible uniformity in temperature distribution across the 
components. Uniformity in temperature distribution is required for correlation of the 
test results with the 3D FE models of Chapter 6. 
• Preheat temperature: 150oC and cooling temperature: 120oC 
Slow cooling was allowed (no cooling fans) to achieve the desired uniformity in 
temperature distribution before the actual application took place. Measurements for 
preheat and cooling temperature for the controller were taken from the rubbing 
thermocouple (T3). 
• Application time: 20 seconds 
This was the maximum duration of each drag braking application.  
To ensure the consistency and repeatability of the results 5 consecutive applications 
were performed for the new pad condition, and five sets of five consecutive 
applications (total 25 applications) for the bedded pad condition. The start 
temperature for each application was 120oC, as described for the cooling temperature. 
After the first 5 applications the interface was not considered to be brand new. 
5.3 Test rig results 
This section presents the test rig experimental results for the new and bedded friction 
interfaces. All the experiments were started when all the components had the same 
uniform temperature by allowing time for cooling after the five consecutive 
applications (4 hours). The starting disc and pad temperature was 20oC-25oC, as it was 
affected by the room ambient temperature. These temperatures were measured from 
the thermocouples installed in the system just before the first pre-heating was 
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commenced (e.g. temperatures at time 0s in Figure 5-8). Thermocouple T4 measured 
the room ambient temperature. Investigating the temperature results from both new 
and bedded interfaces was important for a correct representation of the friction 
interface conditions in FE simulations (see Chapter 6); given that most of the working 
life of a brake pad life is spent in the bedded condition.  
5.3.1 Consecutive applications 
Figure 5-8 and Figure 5-9 present one set of 5 consecutive applications (including the 
pre-heating and cooling phases) performed for the new and bedded interfaces 
respectively.  
 
Figure 5-8: Five sets of consecutive applications for a new interface 
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Figure 5-9: Five sets of consecutive applications for a bedded interface 
For both the new (Figure 5-8) and bedded interfaces (Figure 5-9) conditions, the foil 
thermocouple always recorded the highest temperature. The foil thermocouple 
indicated higher temperatures than the rubbing thermocouple on the disc surface, 
since in every disc revolution it was passing through the interface, whilst the rubbing 
thermocouple was always distant (180o) from the contact interface. 
In both interface conditions the disc surface temperatures appeared to be higher 
(especially for the foil thermocouple) than the pad surface temperatures. This was 
because the thermocouples were not touching the disc or pad surface (Section 5.2.1) 
but were located below the surface, which meant that the temperatures measured by 
the thermocouples was the sub-surface temperature [95]. As the pad thermal 
conductivity was much lower than the disc thermal conductivity, the distance between 
the thermocouple and the surface had a larger effect on the temperature difference 
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between the friction surface and the thermocouple for the pad compared with the 
disc. This was taken into account when the results for the 3D models of Chapter 6 were 
compared with the experimental results presented here. To cross-evaluate the results, 
the same positions (distance from rubbing surface) were used for temperature 
measurement by both methods. Afterwards the “extrapolated” surface temperatures 
were obtained from the FE models. 
When comparing the pad temperatures for the new and bedded interfaces, it 
appeared that the new pad recorded lower surface temperatures at the points of 
measurement (seen in Figure 5-10). For the leading end of the new pad, the first 
contact points were at the inner pad radius, and the experiments showed that bedding 
in moved from the inner leading pad end towards the outer trailing end (as seen in 
Figure 5-6). As bedding in continued, and friction was generated at the specific contact 
points of Figure 5-10 (contact area is increasing), the temperature increased. This can 
be seen in Figure 5-8, where both the pad leading and trailing temperatures gradually 
increase in every application. Figure 5-10 indicates the points that surface temperature 
measurements are made during the bedding-in process. It can be seen that for the 
instant shown in Figure 5-10 contact has already been made on the point where the 
leading thermocouple is, but the point on the surface where the trailing thermocouple 
is installed has not yet made contact. 
 
Figure 5-10: Thermocouple positions during the bedding-in process 
Leading side surface 
thermocouple (T5) 
Trailing side surface 
thermocouple (T6) 
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The time for running 5 sets of consecutive applications increased by 300 seconds (5 
minutes) from the new interface to the fully bedded condition. The reason for this 
time increase was that as the interface bedded in, the pre-heating application time 
increased due to lower temperatures picked up from the rubbing thermocouple. This 
indicated a significant reduction of interface contact pressure as the interface was 
bedded in, which underlines the importance of taking into account bedding-in when 
using predictive methods. 
Temperature results presented in Table 5-2 are taken from averages of every 
application performed for the new and bedded interfaces. 
Table 5-2: Temperatures at the end of 20-second applications 
 
New interface 
temperature (oC) 
Bedded Interface 
temperature (oC) 
% Difference from 
new interface 
T1 (Foil) – Disc surface 175.3 161.8 -7.7 
T2 – Disc back face 135.9 137.8 1.4 
T3 (Rubbing ) – Disc surface 167.8 153.1 -8.8 
T4 – Ambient 41.0 37.8 -7.8 
T5 – Pad leading edge 129.9 157.9 21.6 
T6 – Pad trailing edge 82.5 125.4 52.0 
T7 – Pad back face 60.7 68.4 12.7 
 
5.3.2 Typical individual application 
The surface temperatures recorded for a typical application for the new and bedded 
interfaces are presented here. The 4th application was selected for both the new 
(according to Figure 5-8), and the bedded (according to Figure 5-9) interface 
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conditions. These applications were considered to be representative of the averages 
presented in Table 5-2. 
Figure 5-11 demonstrates the pad surface leading and trailing temperatures for the 
selected application. The new pad recorded lower temperatures for the reasons 
explained in Section 5.3.1, while the new pad indicated a larger temperature 
difference (from leading to trailing ends), as at that time the trailing pad surface had 
not yet been in contact with the disc surface. This supports the evidence (Figure 5-11) 
that there was no significant heat input on trailing edge; only 4oC temperature 
increase for the trailing edge of the new pad throughout the application. 
 
Figure 5-11: Pad leading and trailing temperatures for the new and bedded interface 
As seen in Figure 5-12, the temperatures recorded on the disc surface for both the foil 
and rubbing thermocouple were higher when the pad was new (un-bedded interface). 
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the pad to the rotating disc, but the significant reduction of contact pressure (due to 
contact area increase) is predominant and results in lower disc temperatures. 
 
Figure 5-12: Foil and rubbing thermocouple temperatures for new and bedded 
conditions 
5.4 Materials Properties 
This section presents the experiments performed to evaluate the pad thermal 
conductivity, for which the disc (cast iron) thermal conductivity was known (literature 
value). 
5.4.1 Pad thermal conductivity measurement ( ) 
A hotplate apparatus (Figure 5-13) was designed and constructed to measure the 
thermophysical properties of the friction material, and in particular to measure the 
brake pad thermal conductivity. Experiments were performed in four steps: 
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Step 1: A cast iron block of the same material as the disc was sandwiched between two 
brass plates, with a heat sink compound between them to improve heat transfer. A 
pre-heated hotplate (manufactured by RS) was used to heat the bottom block until 
steady state was reached. Thermal insulation was placed around the components, and 
only the top brass plate surface was allowed to cool, forcing a 1D heat flow, see Figure 
5-14. The specifications of the thermal insulation can be found in Appendix A. 
 
Figure 5-13: Apparatus including hotplate and data acquisition system 
 
Figure 5-14: Brass plates, insulation and sample 
 
Figure 5-15 shows the temperature graph, as generated by the data acquisition 
system. Temperatures at 1000 seconds were used to proceed to Step 2. 
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Figure 5-15: Temperature graph for Step 1 
Step 2: The bottom and ambient temperatures were set from step 1, and the surface 
heat transfer coefficient (natural convection) at the top was adjusted in a 1D heat 
transfer model until the top block temperature matched the experimental value. The 
cooling coefficient under these conditions was found to be 46.3 W/m2K. 
Step 3: The cast iron block was replaced with a friction material sample and the 
experiment was repeated as in step 1 until steady state was reached. Figure 5-16 
shows the temperature graph generated from the data acquisition system for Step 3. 
At 1000 seconds the system 
has already reached a 
steady-state condition 
T1(Top) = 101.14oC 
T2(Bottom) = 102.04oC 
T3(Ambient) = 25.83oC 
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Figure 5-16: Temperature graph for Step 2 
Step 4: The bottom temperature found in Step 3 was set as a boundary condition. 
Since the exposed top area (from the top brass block) was the same as in step 1, the 
same cooling coefficient was assumed. The difference in ambient temperatures 
between Step 1 and Step 3 was less than 1oC and did not have any significant effect on 
cooling. The friction material thermal conductivity was adjusted until the predicted top 
block temperature agreed with the measured value. The value found for the pad 
thermal conductivity was 3.94W/mK. The thermal conductivity values found in 
literature for various types of pads and applications (road vehicles and trains) ranged 
between 0.8W/mK [96] to 8.45W/mK [97]. 
5.4.2 Cast Iron and Pad material density ( ) 
The cast iron and pad material densities were estimated for the cast iron and brake 
pad blocks for use in the pad thermal conductivity measurement. The weight of the 
cast iron and pad blocks were measured on a digital scale and were 73.1 grams and 
At 2000 seconds the system 
has already reached a 
steady-state condition 
T1(Top) = 91.83oC 
T2(Bottom) = 98.89oC 
T3(Ambient) = 26.48oC 
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16.2 grams respectively. The block volume was calculated from 3D ABAQUS models: 
1.03x10-5m3 and 6.75x10-6m3 respectively. Taking that       the cast iron and pad 
material densities were calculated as shown in Table 5-3. The literature values, which 
were used in Chapter 4 for the 2D coupled temperature-displacement models are also 
included in Table 5-3 for comparison purposes. 
Table 5-3: Material densities calculation 
 
Weight 
(kg) 
Volume 
(m3) 
Calculated 
Density (kg/m3) 
Literature 
Density (kg/m3) 
Cast Iron Block 0.0731 0.0000103 7097.1 7800 
Pad Material Block 0.0162 0.00000675 2400 2580 
 
After the material densities were calculated, they were added to the material 
properties in ABAQUS, which returned identical weight values as the ones measured 
from the digital scale.  
5.4.3 Specific heat capacity (  ) 
Specific heat capacity was evaluated by adjusting the specific heat capacity in the FE 
models in order to match the temperature history curve in Figure 5-15 for the cast iron 
block, and in Figure 5-16 for the pad material block. Thermal conductivity ( ), density 
( ) and cooling coefficients ( ) were assumed from the previous experiments (Sections 
5.4.1 and 5.4.2). 
The heating on the bottom faces of the blocks was applied using two methods. Firstly 
the steady state heat flux (obtained from the FE models in Section 5.4.1) was applied 
as a uniform heat flux on the bottom face and the same initial temperatures was 
applied as measured in the experiment. The results indicated that the slope of the 
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curves did not match the experimental results for the top or bottom faces of the block. 
Secondly the temperature history obtained from the experiments for the bottom face 
of the block was applied. Again the initial temperatures were the same as those 
measured, and this time it was only attempted to match the top face temperature. In 
this case the slope of the curve was the same, but in order to match the experimental 
curves with the FE model curves it was found that unrealistic values of specific heat 
capacity were required.  
This method of experimentally deriving specific heat capacity did not generate reliable 
data (matching of temperature curves) that could be used with confidence. 
Consequently the specific heat capacity from literature was used for the 3D FE models 
of Chapter 6.  
5.4.4 Wear coefficient estimation (K) 
The total volume of material removed was used to estimate the friction coefficient, 
and was evaluated based on the new pad dimensions at the end of all applications. The 
distance covered was evaluated based on the disc rotating speed and time of 
application, and was based on the average pad radius. The average normal force from 
the pre-heat and the test applications was used for the calculations, based on the load 
for every time increment recorded (every 375ms). Figure 5-17 demonstrates the time 
instants and loads for one experiment (set of 5 consecutive applications). The data in 
the temperature history shown in Figure 5-17 were taken from the foil thermocouple, 
which provided the fastest response time to the changing conditions (pre-heating, 
cooling and application). 
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Figure 5-17: Sample of time instants used for the wear coefficient calculation 
Prior to the 5 experiments (25 recorded applications), two experiments were 
interrupted (hydraulic pump power loss for few seconds). The sliding distance and 
normal load applied from the interrupted experiments were added to the total 
distance travelled and the average load to calculate the specific wear coefficient. Table 
5-4 demonstrates the data for the interrupted and final experiments from which the 
wear coefficient was calculated. The distance travelled was evaluated based on the 
rubbing time and the translational speed of 3.85 m/s, based on the average pad radius. 
The specific wear coefficient was estimated to be 1.13x10-13m3/Nm.  
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Table 5-4: Wear coefficient estimation data 
 
Average 
Normal 
Force(N) 
Average 
Friction 
Force(N) 
Rubbing 
Time(s) 
Distance 
travelled 
(m) 
Interrupted Experiment 1 344.29 137.72 492.75 1897.09 
Interrupted Experiment 2 345.04 138.02 487.88 1878.34 
Successful Experiment 1 345.49 138.20 469.88 1809.04 
Successful Experiment 2 345.30 138.12 458.63 1765.73 
Successful Experiment 3 349.37 139.75 475.50 1830.68 
Successful Experiment 4 344.76 137.90 475.88 1832.14 
Successful Experiment 5 347.06 138.82 465.38 1791.71 
 
Based on all Experiments 345.90 138.36 3325.90 12804.72 
 
5.5 Summary 
The small scale test rig used to measure disc/pad interface temperatures for a brand 
new interface, and a fully bedded condition interface has been presented in this 
Chapter. Seven thermocouples were installed, of which one (foil thermocouple) 
monitored the disc surface temperature and two thermocouples monitored the pad 
leading and trailing surface temperatures. These thermocouples did not measure the 
actual surface temperatures, as this would damage them, and this was taken into 
account in the comparison of experimental results with the test rig based FEA model 
results in Chapter 6. A rubbing thermocouple (on the disc) away from the contact 
interface was used by the controller to control the experiments. Two thermocouples 
were used to monitor the disc and pad back face temperature; these were needed to 
associate the beginning of the FE simulation with the experiments (in Chapter 6). 
Finally, one thermocouple was used to measure the ambient temperature close to the 
disc surface (to set the cooling parameters in the FE model). An innovative disc design 
and construction was used to incorporate a foil thermocouple, where a segment of the 
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disc was cut out and replaced with the foil thermocouple sandwiched between its edge 
and the adjacent disc edge. A thermal gasket was used on the back face of the disc to 
match the boundary conditions of the 3D FE model of the test rig. 
The bedding-in procedure and the experimental conditions have been presented. The 
test rig results show that for the brand new interface condition there were significantly 
higher pad surface temperatures (up to 52%), and a greater temperature difference 
from the leading to the trailing edge of the pad (compared to a bedded interface). 
Even though there were higher pad temperatures, having a smaller real area ratio 
(compared with the fully bedded interface) allows less heat to travel from the pad to 
the disc face. For this reason the disc surface temperatures were reduced by up to 
approximately 9%. The temperature difference in combination with that the contact 
pressure magnitude on the interface was expected to change, indicating that the effect 
of including the bedding-in condition in the FE models must be investigated to 
evaluate if it is worth including in the FE models or not. 
Since friction material composition and properties are confidential [96], material 
properties were estimated experimentally and then compared with the literature 
values. The pad thermal conductivity was estimated assuming that the disc (cast iron) 
thermal conductivity was known. A hotplate apparatus was designed, built and used, 
where initially a cast iron block (insulated on the side surfaces to provide 1-
dimensional heat flow) was heated on the bottom face until it reached a steady state 
condition. The top face was allowed to cool though a thin brass plate. A 1-dimensional 
heat flow model was simulated in ABAQUS where the cooling coefficient was adjusted 
until the steady state condition matched the experimental values. The hotplate 
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experiment was then repeated with the cast iron block replaced with a pad material 
sample. A 1-D heat flow FE model of the second hotplate experiment was simulated, 
and the cooling coefficient from the previous FE models was assumed to be the same, 
as the same exposed surface existed. This time the pad thermal conductivity was 
adjusted until the FE values agreed with the experimental values; found to be 
3.94W/mK. 
The component (disc and pad) densities were evaluated using 3D models (in ABAQUS) 
of both disc and pad material blocks; the density values for the disc and pad were 
found to be 7097kg/m3 and 2400kg/m3 respectively.  
The amount of wear (volume loss) at the end of the experimental testing was 
measured to calculate the specific wear coefficient, found to be 1.13x10-13 m3/Nm. 
This was within a range of values found in literature as presented by Jang [54] for 
friction materials rubbing against grey iron rotors [54]. It was seen that the highest 
wear occurred on the pad leading edge, which suggested that this was where the 
highest contact pressure exists during for the bedding-in procedure.  
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Chapter 6 Test Rig Based Finite Element Model 
 
6.1 Introduction 
A 3D coupled temperature-displacement FE model that replicates the small scale test 
rig was presented together with the mesh design, thermal and boundary conditions, 
and the contact interface definitions. Two different pad surface configurations were 
tested; the first surface was represented by two perfectly flat contacting surfaces, and 
the second represented a pad surface was which was geometrically adjusted to the 
bedded pad surface dimensions (as in Chapter 5). Results for contact pressure, 
temperature, and heat partition for the two surface configurations were presented 
and compared. A pad wear model has been produced, and the results show that the 
wear effect was not significant for a short application (20 seconds). An exaggerated 
wear model was also presented, where the wear coefficient was increased by a factor 
of 5000. This model can visualise the mechanism of wear, and how wear was affected 
by high temperatures and contact pressures (and vice versa). 
A comparison of the FE results in this chapter with the experimental results of Chapter 
5 is presented in Chapter 7. 
6.2 Model setup 
The 3D FE model was set-up with boundary conditions which replicated one 
experimental application, as in Chapter 5. The ABAQUS implicit algorithm was 
preferred as the instantaneous contact pressure had a lower standard deviation than 
the explicit (seen in Figure 4-20). This allowed a more reliable estimation (due to its 
consistency) of the instantaneous contact pressure and heat partition ratio (as in 
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Chapter 4). However the implicit algorithm was found to be incapable in running the 
“swapped” models method (described in Section 4.4.3) in the bedded pad condition, 
and when wear was included. Consequently the heat conduction method as seen in 
Section 4.4.4 was used with the implicit algorithm for the heat partition calculation. 
The FE model was composed from a pad with backplate, and the disc. To simplify the 
mesh layout and avoid excessive mesh distortion, the shaft groove as shown in Figure 
5-4(b) in Chapter 5 was not included in the model. Furthermore this simplification was 
necessary to reduce the simulation computing power and time requirements . 
 
Figure 6-1: FE model assembly including disc, pad and backplate 
6.2.1 Mesh 
As one of the principal aspects investigated in this research was the effect of various 
factors on heat partition, the interface nodes should ideally have been designed to 
meet at the same coordinates. To be able to predict heat partition the pad surface 
nodes were adjusted to meet at the same disc node coordinates, and at the same time 
keep element geometry disturbance to a minimum. To allow the minimum possible 
node adjustment on the pad side (hence minimum node disturbance), the disc mesh 
Disc 
Pad 
Backplate 
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layout was carefully designed. Nine node positions on the pad surface were adjusted, 
and the surrounding nodes were also adjusted to reduce any serious distortion on the 
shape of the element. Figure 6-2 demonstrates the nine node positions for heat 
partition measurement on the pad surface. 
 
Figure 6-2: Node positions adjusted 
When measuring the heat partition, the FE model did not assume that the interface 
temperatures were equal [2, 3]. Time increments were adjusted accordingly so that 
the same nodes met at the same coordinates every one disc revolution (0.075 
seconds). 
Two different pad surface arrangements were tested to establish which condition 
provided more accurate results with regard to the experimental applications (with 
particular interest to the bedded interface condition), as seen in Chapter 5. The 
bedded interface condition was the most important, because most of the working life 
of a brake pad was in the bedded state. The first arrangement comprised a disc and 
pad interface with two perfectly flat surfaces. In the second arrangement the pad 
surface nodes were adjusted according to the bedded pad topography (Table 5-1). No 
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contact surface node adjustments were made on the disc as the amount of wear was 
too small to be quantified under the experimental conditions. 
C3D8T 8-node coupled temperature-displacement brick elements were used from the 
ABAQUS library for all the models. 
6.2.2 Cooling Coefficients and Thermal Boundary Conditions 
Cooling was allowed only at the front face of the disc and at the outer circumference 
where the disc was exposed to the environment. Forced cooling conditions on these 
surfaces was applied because the disc was rotating. No cooling was allowed on the disc 
rear face, which was treated as insulated, to provide a correlation with the disc 
assembly (see Section 5.2.2), where a thermal gasket was placed on the disc back face 
to provide insulation. Since the cooling provided was based on the disc rotational 
speed, no cooling was applied on the pad, as it was stationary. The pad side wall area 
that was exposed to the environment was small (due to the pad sitting in a casing), and 
for that natural convection from free pad surfaces was ignored. However as it was 
found in the evaluation stage (in Section 7.2.1), heat loss cannot be underestimated 
and an area of improvement was suggested and applied. The cooling and thermal 
boundary conditions for the disc were shown in Figure 6-3. 
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Figure 6-3: Cooling and thermal boundary conditions 
The sink temperature was based on the average ambient temperature (T4) during the 
experiments as shown in Table 5-2. The calculation of cooling coefficients on the disc 
rubbing surface was made from empirical equations [32], which were based on air 
properties, the rotor dimensions and the rotating speed. As seen in Chapter 3 there 
were two heat convection equations for either laminar or turbulent type flow based on 
the value of Reynolds’s number (  ). For a brake rotor [32] the    value of 2.4x10
5 
defines the transition of air flow from laminar to turbulent [44]. Based on Equation 
3-4, for a rotational speed of 800 RPM    was found to be 4.1x10
4 which defines a 
laminar flow of air around the disc, and Equation 3-5 was used for the calculation of 
the cooling coefficient (  ). From that, a cooling coefficient of 54.2 W/m
2K was found. 
Detailed calculations on the cooling coefficient are shown in Appendix B. 
6.2.3 Translational Boundary Conditions and Load 
The translational boundary conditions to replicate the disc and pad boundary 
conditions (from the test rig in Chapter 5) at the point of the braking application were 
as follows: 
Disc front (Cooling allowed) Disc back - Insulated(No cooling specified) 
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(i) Disc 
As the disc back face was bolted on a support (as seen in Figure 5-3), the entire back 
side of the disc was constrained to move in the U3 (Z) direction as seen in Figure 6-4 
(all other degrees of freedom were unconstrained). 
 
Figure 6-4: Disc face side boundary condition 
A reference point at the disc centre was coupled with the disc inner radius as shown in 
Figure 6-5. All the degrees of freedom between the reference point and the disc inner 
surface were constrained. 
 
Figure 6-5: Coupling between reference point (RP) and inner disc radius 
Disc back side constrained 
along U3 (Z-axis) 
Reference point (RP) 
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To model the disc rotation on the shaft, the reference point was only unrestricted on 
axis U3 (Z) and UR3 (rotation on Z-axis), as shown in Table 6-1. 
Table 6-1: Degrees of freedom for reference point (RP) 
Direction U1 (X) U2 (Y) U3 (Z) UR1 UR2 UR3 
Constrained Yes Yes No Yes Yes No 
 
(ii) Pad 
Pad translational boundary conditions during the braking application were applied on 
the backplate. As seen in Figure 6-6, directions U1 and U2 were constrained. This 
allowed the movement that generated increased wear and contact pressure at the 
leading edge of the pad (as seen in the experimental results of Chapter 5 to) to exist in 
the FE simulations. 
 
Figure 6-6: Pad boundary conditions during the braking application 
A load of 500N as shown in Figure 6-7 was applied on the backplate over an area of 
776mm2, which resulted in a pressure of 0.64MPa. 
Direction Constrained 
U1 (X) Yes 
U2 (Y) Yes 
U3 (Z) No 
UR1 No 
UR2 No 
UR3 No 
 
Applied 
boundary 
condition 
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Figure 6-7: Load applied on pad backplate 
6.2.4 Contact Interface 
(i) Contact Interactions 
The same contact formulations as in Section 4.2.2 (for the 2D models) were used with 
the implicit algorithm, where the disc was chosen as a master surface and the pad as a 
slave surface. 
(ii) Contact Formulations 
The same "hard" contact pressure definition as described in Section 4.2.3 was defined 
for the interface normal behaviour. A friction coefficient of 0.4 was assumed for the 
tangential interface behaviour. An   value that defined that heat was generated on the 
pad surface as described in Section 4.2.4 was also defined. As the pad surface was set 
as a slave surface, the   value used was 1. 
For the thermal conductance/resistance definition it was assumed that a 5µm ITL 
existed. The same percentage of disc/pad material composition as described in the ITL 
fundamental study of Chapter 3 was used (Section 3.4.3). A 20% real contact area was 
initially assumed, using the same theory as in Section 4.2.5. However for the adjusted 
pad surface model the        relationship (as described in Section 4.2.5) was not 
Applied 
pressure 
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satisfied. The   value from the FE model was 6MPa and     as defined was 3.2MPa. 
Subsequently the assumed real contact area was adjusted to be 10%, which in turn 
adjusted      to be 6.44MPa. The   values from the FE models were not affected, and 
       was satisfied. The assumed 10% contact area was being considered to be 
reasonable, as in the literature it was mentioned that the contact plateaux covered 
typically 15-20% of the contact area (Section 4.2.5). Furthermore within the contact 
plateaux there were momentary points of real contact [88], which could reduce the 
momentary real contact area even more. 
Figure 6-8 represents the contact pressure and thermal conductance relationship 
resulting from the applied conditions (10% real contact area and 5μm ITL). 
 
Figure 6-8: Contact pressure versus thermal conductance for the 3D model 
 
 
The new material properties, as estimated in Chapter 5 were used for the disc and pad 
density, and the pad thermal conductivity. The disc and pad densities ( ) were 
7097kg/m3 and 2400kg/m3 respectively. The pad thermal conductivity ( ) was 
3.94W/mK. 
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6.2.5 Component preheat 
As computing power and time restrictions did not allow including the pre-heating and 
cooling phases (as in the experiments) in the FE analysis, measured temperatures at 
the start of the application were used as a starting point for the FE models. The 
averages for the bedded interface condition at the end of the cooling phase (Chapter 
5) were used. Table 6-2 presents the temperatures at the start of the simulation.  
Table 6-2: Pre-heat temperatures (end of experiments cooling phase) 
Foil 
(T1) 
Disc Back 
(T2) 
Pad Leading 
(T5) 
Pad Trailing 
(T6) 
Pad Back 
(T7) 
132.73 123.81 107.87 107.19 65.59 
 
The disc and pad temperatures from experiments were set as boundary conditions for 
the FE models. For the nodes, temperatures between the leading (T5) and trailing (T6) 
pad edges, the temperatures on the pad surface were interpolated. The foil 
thermocouple (T1) was used to indicate the disc surface temperature. The FE model 
ran until a steady-state condition was reached, and component temperature 
distributions were predicted. The boundary conditions are shown in Figure 6-9. 
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Figure 6-9: Disc and pad temperature boundary conditions for pre-heating 
Figure 6-10(a) presents a cross section of the disc, after a quasi static condition has 
been satisfied. The same situation is shown in Figure 6-10(b) for the pad. These 
temperature distributions were used as the prescribed starting condition for the FE 
simulations. 
  
Figure 6-10: Result of predicting the temperature distributions for the pre-heating of 
(a) disc and (b) pad 
Disc Front – Foil (T1) 
Disc Back (T2) 
Pad Back (T7) 
Pad Leading (T5) 
Pad Trailing (T6) 
(a) (b) 
Contact surface 
Contact surface 
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6.2.6 Pad wear model 
In order to include the pad wear with the FE method the material removal must be 
simulated. According to Kim et al [99] nodes on the interface can be moved in the 
normal direction by updating the wear depth in every computational cycle. The 
computational cycle (      ) was the time which the braking application was performed 
before a wear adjustment on the nodes was made. A similar approach was used by 
other authors [48, 56, 98] even though differences existed. These differences included 
various versions of Archard’s model, and different assumptions such as temperature 
dependency, linearity of the load, and speed effects. Other factors included the 
duration of the computational cycle, uncoupled or fully coupled algorithms [100] and 
generally the wear routine configuration in which the wear model was implemented. 
In the ABAQUS FE package, wear can be simulated using the implicit solver, by using 
adaptive meshing techniques. On an example given in the ABAQUS help files [101] 
regarding tyre wear, the wear rate was taken as a linear function of local contact 
pressure and slip rate. The Archard wear model was employed using the subroutine 
UMESHMOTION to specify the adaptive meshing constraints at the end of each 
converged increment.  
In this research, a method of implementing a wear model on the pad surface that can 
support both the implicit and explicit solver was proposed. The wear displacement for 
each computational cycle was calculated based on the Arrhenius law, and more 
specifically a modified version of Equation 2-7, used by Day [34, 59]. Equation 2-7 can 
be rearranged as shown in Equation 6-1. 
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                             Equation 6-1 
Since the exponential factor was unitless, the units of the pre-exponential factor 
(            ) in Equation 6-1 must be equal to the units of the thickness loss (  ). 
When the number           is equal to     which exists in Archard and Rhee's 
equations (Chapter 2), the units on both sides agree (  is the coefficient of wear and   
the linear speed). The thickness loss (  ) is measured in metres (m). Based on these, 
Equation 6-1 was modified to Equation 6-2. 
                        Equation 6-2 
No user subroutines were used for the proposed wear model. Instead at the end of 
every computational cycle (a pre-set specific number of disc rotations), the simulation 
was stopped and the average node contact pressure for the previous computing cycle 
         was collected for every node. Equation 6-3 was used for estimating wear 
during the FE simulations. The disc linear speed at each node was calculated based on 
         , where   was the disc rotational speed, and       the individual nodal 
radius.        was the duration of the computational wear cycle. 
                                            Equation 6-3 
The data from Equation 6-3 was manually fed into an Excel spreadsheet which 
automatically calculated  h for each node. Continuing according to the results from 
Excel (  ), the pad surface nodes were adjusted in the normal direction and the 
simulation was restarted based on the last data from the previous cycle. The proposed 
wear algorithm is shown in Figure 6-11. 
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According to Table 6-3,        is 6.6 seconds, equivalent to 88 revolutions during the 
application. This cycle was selected by trial-and-error, because a shorter cycle resulted 
in smaller node adjustments (≤1x10-10m) that could not be made in ABAQUS. A longer 
cycle was not selected, because by increasing the cycle there was a bigger chance that 
the thermo-elastic effects can cause residual errors at the contact interface, as the 
thermal expansion on the interface could cause concentrated contact pressures [60].  
Figure 6-11: Proposed algorithm for the wear model 
Run for       seconds  
Measure average node CPRESS for the last       seconds 
                                            
Calculate wear displacement for each node based on 
 
Adjust pad surface nodes based on    
Temperature and heat distribution at the end of cycle 
were set as a pre-defined field for the beginning of next 
cycle. 
 
t ≥ 20.025 seconds? 
YES 
NO 
FINISH 
RESULT 
 CPRESS 
 NT11           Taking wear into account 
 HFLA 
 NFL11 
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During the complete FE simulation period there were three wear adjustments, as 
presented in Table 6-3. In the final cycle only three revolutions were performed, and 
no wear adjustment were made. 
Table 6-3: Wear adjustment plan 
Wear Adjustment 
Simulation time (s) Revolutions 
Total 
(t) 
Wear Cycle 
(      ) 
Total 
(t) 
Wear Cycle 
(      ) 
1 6.6 6.6 88 88 
2 13.2 6.6 176 88 
3 19.8 6.6 264 88 
No adjustment 20.025 0.225 267 3 
 
Researchers generally focus only on pad wear on the disc/pad contact interface [38, 
56], so the disc wear was not considered. 
At the first stages of application (burnishing), the amount of wear that occurred was 
different when compared with the normal service life wear [4]. Also before bedding-in 
was complete there was a stage where bedding-in and burnishing co-exist (Figure 5-5) 
which makes the scenario more complicated. For that reason, the pad wear during the 
bedded period of the pad’s life was considered. 
6.2.7 Simulation Steps 
For the two pad surface arrangements (perfectly flat and adjusted) without wear, the 
steps followed are presented in Table 6-4. Two models were utilized; the first was used 
to predict the component preheat temperature, while the second model used the 
predicted temperatures to initiate and run the 20 second application. 
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For the wear simulation, the pad arrangement where the pad surface was adjusted 
was used, because it had higher and more concentrated contact pressures (see Section 
6.3) which could make the effect of wear more apparent. Model 2 (according to Table 
6-4) was repeated for every cycle, having the temperatures at the end of the previous 
cycle as the starting point for the new cycle. 
Table 6-4: Steps composing the simulation set-up for models without wear 
 
Step Information/Action 
Model 1 
1 
Components 
Preheat 
 Known temperatures were set as boundary conditions 
 FE model runs until a steady-state condition was reached. 
 Temperature distributions for disc and pad were predicted 
(as in section 6.2.5) 
Model 2 
2 
Initial 
(Model 2) 
 Import temperature distributions from model 1 as a predefined 
field 
 Disc and backplate translational boundary conditions (as in 
section 6.2.3) were applied. 
 Contact interaction was defined (as in section 6.2.4) 
3 
Braking 
Application 
 Apply cooling coefficients (as in section 6.2.2) 
 Apply load on pad (as shown in Figure 6-7) 
 Apply rotation on reference point (RP) which was coupled with 
the disc inner radius (as shown in Figure 6-5) 
 
6.3 FE Models Results and Comparison 
In this section the results for the FE models are presented and compared. These 
include results for the "perfectly flat surfaces" model, the "pad surface adjusted" 
model, and wear simulations. The comparison of FE models with the experimental 
results of Chapter 5 is presented in Chapter 7. 
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6.3.1 Contact Pressure 
Figure 6-12 (a) and (b) present the contact pressure distribution for the two models at 
the end of an application. It can be observed that the flat surfaces model had a more 
evenly spread pressure distribution, having the higher contact pressure at the leading 
edge, and being reduced to zero on the trailing edge. The adjusted pad surface model 
had less area in contact (observed by the points of zero contact pressure), thus making 
the contact pressure higher and more localised. Before running the simulations it was 
thought that the contact pressure results would be the opposite (as the adjusted 
model geometrically reflects the bedded condition). This study provided useful 
information on how ABAQUS behaves regarding the contact interactions, and was 
further discussed in Section 6.4. 
 
 
 
Figure 6-12: Contact pressure distribution for (a) perfectly flat surfaces model and (b) 
pad adjusted surface model 
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Table 6-5 and Table 6-6 present the instantaneous contact pressure for the nine node 
positions (Figure 6-2) for the flat and adjusted surface models respectively. Four 
equally spaced time instants are shown. It was observed that that the contact pressure 
at these points at different time instants was close. These contact pressure values had 
an effect on heat partition as seen in Section 6.3.3. 
Table 6-5: Contact pressure for the nine node positions (flat surface model) 
  Contact Pressure (MPa) at: 
  5.025 s 10.05 s 15 s 20.025 s 
P1 0.983 0.932 0.898 0.868 
P2 1.415 1.464 1.501 1.535 
P3 0.879 0.841 0.818 0.801 
P4 0.525 0.419 0.329 0.243 
P5 0.906 1.001 1.062 1.113 
P6 0.599 0.555 0.517 0.533 
P7 0 0 0 0 
P8 0.291 0.323 0.344 0.369 
P9 0.274 0.252 0.120 0.105 
 
Table 6-6: Contact pressure for the nine node positions (adjusted surface model) 
  Contact Pressure (MPa) at: 
  5.025 s 10.05 s 15 s 20.025 s 
P1 3.903 3.829 3.780 3.736 
P2 1.765 1.822 1.859 1.890 
P3 1.777 1.680 1.635 1.607 
P4 0 0 0 0 
P5 6.085 6.077 6.060 6.041 
P6 5.002 4.940 4.899 4.863 
P7 0 0 0 0 
P8 0 0 0 0 
P9 0 0 0 0 
 
138 
 
6.3.2 Temperature 
Figure 6-13 (a) and (b) show the assembly temperature results at the end of the 20 
second simulation for the two surface arrangements. The perfectly flat surfaces model 
appeared to have an overall lower maximum temperature, and in general there was a 
different temperature distribution. 
  
Figure 6-13: Assembly temperature distribution for (a) perfectly flat surfaces model 
and (b) pad adjusted surface model 
 
The disc surface maximum temperatures were not affected significantly by the two 
pad surface arrangements, but the surface temperature distribution on the disc 
surface was affected as seen in Figure 6-14. On the flat surfaces model, the maximum 
temperature appeared at the centre of the contact surface, whereas on the adjusted 
pad model this appeared to be towards the inner radius of the contact area. 
 
(a) (b) 
Disc direction Disc direction 
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Figure 6-14: Disc surface temperatures for (a) perfectly flat surfaces model and (b) pad 
adjusted surface model 
 
Figure 6-15 compares the temperature snapshots from the two models along the 
circumference (at the middle of contact radius for the last five revolutions from 19.725 
to 20.025 seconds). This graph is not about comparing the maximum temperatures (as 
they were located at different points in the two models), but to monitor the 
temperature gradient along the disc and how it increased in every revolution. For the 
first revolution, the angle of 0o starts at the point 180o away from the central point of 
the interface contact, as seen in Figure 6-15. This was the same position the rubbing 
thermocouple (T3) in the experiments of Chapter 5. 
 
 
 
Node in contact with pad 
leading node (167.6oC) 
Node in contact with pad 
leading node (171.2oC) 
Node in contact with pad 
trailing node (172.3oC) 
Node in contact with pad 
trailing node (168.4oC) 
(a) (b) 
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Figure 6-15: Temperature snapshots across the circumference of the disc for the last 
five revolutions of the simulation 
 
Figure 6-16 presents the temperature history for the entire application at the position 
of 0o (as seen in Figure 6-15). As indicated in Figure 6-15, this was the point (0o) where 
the average disc temperature occurred. In Figure 6-16 the flat surface model appeared 
to have a higher temperature, but in fact the adjusted surface model had a higher 
maximum temperature located at the inner radius of the contact interface (see Figure 
6-14). 
 
Figure 6-16: Disc temperatures at 0o and the centre of contact radius 
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Figure 6-17 demonstrates the pad contact surface results for the same time increment 
(at the end of the simulation). The model with the adjusted pad surface appeared to 
have higher and more localised points of high temperature, compared with the flat 
surface model, which was a result of the differences in contact pressure distribution. 
 
 
Figure 6-17: Pad surface temperatures for (a) perfectly flat surfaces model and (b) pad 
adjusted surface model 
 
The nine nodal temperatures at the end of the application (t=20.025 seconds), 
according to Figure 6-2 are shown in Table 6-7. The surface temperatures for these 
positions were not matching, and it was also seen that there was a bigger percentage 
difference for the adjusted surface model.  
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Table 6-7: Surface temperatures for nine matching node positions 
  
  
Flat surfaces 
  
Adjusted surface 
Disc Pad % Diff. Disc Pad % Diff. 
P1 161.786 166.681 3.0% 164.637 181.335 10.1% 
P2 171.15 175.151 2.3% 167.631 153.297 -8.6% 
P3 158.838 161.97 2.0% 159.108 178.673 12.3% 
P4 162.186 170.571 5.2% 165.159 89.2286 -46.0% 
P5 171.981 176.171 2.4% 168.251 114.067 -32.2% 
P6 159.135 169.275 6.4% 159.488 119.039 -25.4% 
P7 162.216 96.6281 -40.4% 165.124 80.7286 -51.1% 
P8 172.302 131.122 -23.9% 168.403 85.7042 -49.1% 
P9 159.197 113.482 -28.7% 159.631 90.7699 -43.1% 
 
6.3.3 Heat Partition 
In this section, heat partition was calculated based on the heat conduction at the 
element nodes, as in Section 4.4.4. 
Firstly a baseline heat partition was calculated based on Equation 2-2. The disc and pad 
thermal effusivity was calculated based on           which are known from both 
materials. Thermal effusivity for the pad and disc was found to be 2661.3 J∙m-2∙K-1∙s-0.5 
and 12408.8J∙m-2∙K-1∙s-0.5 respectively. The pad area was 776mm2 (as mentioned in 
6.2.3), and for the disc a ring-shaped contact area was assumed and it was found to be 
8741.6mm2. Based on Equation 6-4, heat partitioning to the pad was found to be 
1.87% which is in close agreement with the FE models results presented in Table 6-8 
and Table 6-9. 
     
    
         
 
 
               
                                     
        
Equation 6-4 
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The heat conduction at the element nodes for the flat and adjusted surfaces models at 
the end the application is shown in Figure 6-18. For the same reasons as in Section 
4.4.4, a “reversed” rainbow spectrum has been used for the heat conduction at 
element nodes (Figure 6-18). 
 
 
 
 
 
Figure 6-18: Heat Conduction at element nodes for the flat surfaces model for (a) disc 
and (b) pad, and for the adjusted pad surface model (c) disc and (d) pad 
 
As seen in Table 6-8 for the flat surface models, the heat partition increases from the 
leading to the trailing pad edge (similar behaviour to the 2D models of Chapter 4). For 
the outer pad radius this can be observed from points P1 (leading), P4 (middle), and P7 
(trailing). For the mean pad radius it can be observed from points P2 (leading), P4 
(middle), and P8 (trailing). Finally for the inner pad radius the heat partition increase 
can be observed from points P3 (leading), P6 (middle), and P9 (trailing). Points P1 to P9 
Direction of rotation 
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Leading side  
Trailing side 
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(c) (d) 
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Inner 
Radius 
Leading side  
Trailing side 
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can be seen in Figure 6-2. The only exception to the lead-to-trail heat partition 
increase was point P9 at the end of simulation (20.025 seconds), where heat partition 
was decreased compared to point P6. 
Table 6-8: Heat partition for the nine node positions (flat surface model) 
(a) t = 5.025 s 
 
(b) t = 10.05 s 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
P1 0.177 17.283 1.01% P1 0.198 16.436 1.19% 
P2 0.150 20.987 0.71% P2 0.156 21.900 0.71% 
P3 0.091 9.010 1.00% P3 0.085 8.631 0.98% 
P4 0.239 9.197 2.54% P4 0.246 8.092 2.95% 
P5 0.172 15.560 1.10% P5 0.172 17.000 1.00% 
P6 0.105 5.708 1.81% P6 0.101 5.294 1.87% 
P7 Zero pressure point - P7 Zero pressure point - 
P8 0.032 2.762 1.15% P8 0.036 2.982 1.19% 
P9 0.062 0.853 6.79% P9 0.035 0.572 5.70% 
 (c) t = 15.0 s 
 
20.02 s 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
P1 0.207 15.816 1.29% P1 0.213 15.305 1.37% 
P2 0.158 22.554 0.70% P2 0.160 23.132 0.69% 
P3 0.084 8.407 0.98% P3 0.084 8.217 1.01% 
P4 0.245 7.225 3.28% P4 0.214 6.469 3.21% 
P5 0.175 17.946 0.96% P5 0.178 18.772 0.94% 
P6 0.114 4.946 2.26% P6 0.150 4.497 3.23% 
P7 Zero pressure point - P7 Zero pressure point - 
P8 0.038 3.145 1.20% P8 0.040 3.327 1.19% 
P9 0.025 0.374 6.32% P9 0.007 0.317 2.10% 
 
For the adjusted pad surface models, it was found impractical to examine the lead-to-
trail heat partition as there were many points without any contact, which can also be 
seen by the zero contact pressure points in Figure 6-12. 
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The results for the adjusted surface models as seen in Figure 6-18(c, d) mainly reveal 
heat partition only on the leading side of the contact interface, and this agreed with 
the contact pressure results of Figure 6-12(b). Nevertheless, having zero contact 
pressure at the trailing nodes indicated that no heat transferred towards the disc 
surface. 
Table 6-9: Heat partition for the nine node positions (adjusted surface model) 
(a) t = 5.025 s 
 
(b) t = 10.05 s 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
P1 0.337 32.657 1.02% P1 0.389 32.019 1.20% 
P2 0.063 14.882 0.42% P2 0.069 15.326 0.45% 
P3 0.111 6.006 1.82% P3 0.127 5.747 2.16% 
P4 Zero pressure point - P4 Zero pressure point - 
P5 0.135 13.273 1.01% P5 0.137 13.388 1.01% 
P6 0.011 8.389 0.13% P6 0.012 8.293 0.15% 
P7 Zero pressure point - P7 Zero pressure point - 
P8 Zero pressure point - P8 Zero pressure point - 
P9 Zero pressure point - P9 Zero pressure point - 
 (c) t = 15.0 s 
 
20.025 s 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
P1 0.417 31.589 1.30% P1 0.436 31.213 1.38% 
P2 0.074 15.598 0.47% P2 0.078 15.822 0.49% 
P3 0.137 5.629 2.38% P3 0.147 5.554 2.59% 
P4 Zero pressure point - P4 Zero pressure point - 
P5 0.138 13.435 1.02% P5 0.139 13.461 1.02% 
P6 0.012 8.237 0.15% P6 0.011 8.191 0.14% 
P7 Zero pressure point - P7 Zero pressure point - 
P8 Zero pressure point - P8 Zero pressure point - 
P9 Zero pressure point - P9 Zero pressure point - 
 
Figure 6-19 presents the lead-to-trail heat partition for the centre of the contact radius 
(P2, P5 and P8) for the flat surfaces model, and adjusted surfaces model when 
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available (at the end of simulation). The same tendency for with the 2D models of 
Chapter 4 exists, where heat partition was increased from the leading to the trailing 
edges of the pad. This was more apparent on the flat surfaces model, as the adjusted 
surfaces model had many points with no contact (hence no heat partition). The 
estimated heat partition values found agreed with literature data where for typical 
material properties and disc design there was about 1% heat partition to the pads 
[102]. These results are discussed in more detail in Section 6.4. 
 
Figure 6-19: Heat partition to the pad for the middle of the contact radius 
6.3.4 Simulation with pad wear 
This section presents the contact pressure and temperature results for models that 
include pad wear, based on two values of wear coefficient. Firstly the estimated wear 
coefficient as found in Section 5.4.4 was used. Secondly an exaggerated wear 
coefficient which demonstrates the mechanism of wear was assumed. 
(i) With estimated wear coefficient 
The adjusted surface wear model was used, as due to the higher contact pressures 
observed the wear would be more apparent (compared to the flat surfaces model. 
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Figure 6-20 shows the contact pressure for the model with wear (first wear 
adjustment), and without wear at the same time instant. Figure 6-21 and Figure 6-22 
show the same conditions for the second and third wear adjustments respectively.  
Figure 6-23 and Figure 6-24 compare the disc and pad temperatures respectively for 
the models with and without wear at the end of the 20 second application. 
  
Figure 6-20: Models with first wear adjustment (a) and without wear (b) 
 
  
Figure 6-21: Models with second wear adjustment (a) and without wear (b) 
 
  
Figure 6-22: Models with third wear adjustment (a) and without wear (b) 
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Figure 6-23: Disc surface temperatures for the models (a) with and (b) without wear 
 
  
Figure 6-24: Pad surface temperatures for the models (a) with and (b) without wear 
It was found that for such a short application (20 seconds); the amount of wear could 
be considered negligible as it did not affect the results significantly; they appear to be 
very close.  
(ii) Pad wear with exaggerated wear coefficient 
In this section, the same models were used with an exaggerated value of wear 
coefficient, multiplied by a factor of 5000, to represent the effects of wear in long term 
use and prove the validity of the wear method used. 
Figure 6-25 presents the contact pressure at the beginning of the application, before 
any wear adjustment (just three revolutions made), and after the first, second, and 
(a) (b) 
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Leading side  
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149 
 
third wear adjustments. Due to the exaggerated wear in each cycle; each time a wear 
adjustment was made a ‘valley’ was created at the position where high contact 
pressure previously existed, resulting in a ‘hill’ where no contact existed. This is 
reflected in Figure 6-25, where in every wear adjustment the contact pressure 
distribution moved where the low and zero contact pressure points existed in the 
previous cycle. 
  
  
Figure 6-25: Contact pressure (a) before first wear adjustment, (b) after first wear 
adjustment, (c) after second wear adjustment, and (d) after third wear adjustment 
Regarding the contact interface, in this case the        condition, as seen in Section 
6.2.4 was not satisfied, as there were points where the contact pressure,   
    MPa (see Figure 6-25). These high points of contact pressure were a result of the 
peaks created on the pad surface due to the exaggeration of wear. The effective 
thermal conductance at these points was treated as being constant and equal to the 
ITL thermal conductance (         ). These were the points of maximum thermal 
conductance on the interface. Even though       is not satisfied, the effect of wear 
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on the temperature distribution (and vice versa) on the disc and pad can be seen in 
Figure 6-26 and Figure 6-27 respectively. 
  
  
Figure 6-26: Disc surface temperatures at (a) the beginning of the application, (b) after 
first, (c) second, and (d) third wear adjustments for the exaggerated wear model 
 
  
 
  
Figure 6-27: Pad surface temperatures at (a) the beginning of the application, (b) after 
first, (c) second, and (d) third wear adjustments for the exaggerated wear model 
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6.4 Summary 
A coupled temperature-displacement FE model that replicates the experimental 
conditions of Chapter 5 has been presented. The disc and pad mesh were designed so 
that nine nodal positions on the disc and pad surface met at the same coordinates 
every one disc revolution. This allowed estimation of the heat partition at these nine 
node positions, and the comparison of disc and pad surface temperatures at the same 
position. Particular interest was given to the bedded interface condition, and two 
different pad surface arrangements were created to investigate which was closer. The 
first arrangement comprised two perfectly flat and parallel surfaces (at the beginning 
of the simulation), and the second comprised a pad surface which was adjusted 
geometrically according to the bedded pad dimensions as in Chapter 5. Cooling was 
applied on the disc based on empirical equations from literature, and the boundary 
conditions were set to represent the experimental conditions. A contact interface with 
a 5μm ITL and 10% contact was assumed, which satisfied the condition of       . 
The values of   for the parallel surfaces model were smaller from the adjusted 
surfaces model by a factor of 3. This initial observation indicated that possibly the 
parallel surfaces model replicated better the bedded condition than the geometrically 
adjusted model, as contact pressure was expected to be reduced as bedding in 
progresses.  
Except for the reduced contact pressure, the contact pressure contour plots showed a 
much more even contact pressure distribution for the flat surfaces model compared 
with the adjusted surfaces model. In addition only about 20% of the nodes on the flat 
surfaces model had zero contact pressure (hence no contact), compared with the 
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adjusted surfaces model where this was 51%. This had an effect on the heat partition 
estimations, as for the flat surfaces model there was one point which it was not 
possible to measure heat partition, compared to four points on the adjusted surfaces 
model. The heat partition values for typical disc/pad material properties and disc 
design agree with literature values [102] where the pad absorbs only about 1% of the 
total heat generated. An increasing trend was observed from the leading to trailing 
side for both the flat and adjusted pad surface models (Figure 6-19). It was also 
observed that the temperatures at these positions did not match, with the adjusted 
surface model having a greater temperature difference on the disc and pad surface for 
the same positions. The adjusted surface model was found to have higher maximum 
temperatures (but localised), compared to the flat surfaces model. 
It was initially expected that the results obtained would give the opposite output (i.e. 
having the flat surfaces model with higher contact pressures, less contact points, and 
higher temperatures). This has to do with the way ABAQUS FE software works 
regarding the contact interface. By using two perfectly flat surfaces for the interface, 
there was a better surfaces aligning (i.e. bedded), compared to when the pad surface 
was adjusted and was not perfectly flat (even though it geometrically resembled the 
bedded interface). To confirm these findings, the temperature results from both 
methods were compared with the experimental results in the next Chapter (Chapter 
7). 
A wear model that combined the ABAQUS software with the MS Excel spreadsheet 
was created. The adjusted surface model was used, as the wear results would be more 
apparent due to the higher contact pressures. By comparing the results from the 
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models with and without wear it was concluded that for such small application 
duration the effects of wear were insignificant, and it was not necessary to include 
wear in the modelling. For a long term numerical experiment the wear will have an 
effect and if included, it may show the change in contact area and pressure 
distribution in time. However, to run a long term numerical experiment a 
supercomputer would be required. 
An exaggerated wear model in which the wear coefficient was multiplied by a factor of 
5000 represented the effects of wear in a long term and the effects of having excessive 
wear, and proved the validity of the wear model. It was seen that in the long term the 
contact area changes due to wear, resulting in changes in contact pressure and 
temperature distribution. The exaggerated wear model showed that wear was 
affected by both contact pressure and temperature. The time dependency of the 
temperature distribution on the pad surface is shown in Figure 6-27. The exaggerated 
wear model also demonstrated that by having excessive wear, localised points of high 
pressure and temperature appear, which can lead to disc thermal fatigue [103]. 
Having concluded that wear was insignificant for such a small duration of application, 
wear was not included for the FE models of Chapter 7, where a DOE method was used 
to estimate the effect of various factors on heat partition.  
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Chapter 7 Results Evaluation, Analysis, and 
General Discussion 
 
7.1 Introduction 
A comparison of experimental and numerical results is presented in this Chapter, 
including a discussion of which numerical model (pad flat surface, or pad adjusted 
surface) was closer to the experimental test rig application. Two improvements were 
suggested; the first relates to the heat loss through the pad backplate to the pad 
casing. The second relates to possible errors in the experimental setup. A sensitivity 
study was performed to identify the effect of variation in the value of thermal 
conductance, the location of heat generation, and changes in contact pressure on 
temperature and heat partition. Finally a general discussion on the research and its 
main findings, that leads to conclusions is presented. 
7.2 Results Evaluation 
In this section the numerical models presented in Chapter 6 are compared with the 
experimental results of Chapter 5 to decide which of the two numerical models was 
closer to the test rig conditions, and to cross-compare the results. The experimental 
temperatures obtained were not the actual surface temperatures, but temperatures at 
a distance of approximately 1.5mm from the interface. To make a direct comparison 
with the experimental results, the FE temperature predictions for the pad (T5 and T6), 
and the disc foil thermocouple (T1) were found by interpolating the temperatures 
between the first two rows of nodes which were 3mm apart for both the disc and pad. 
An illustration of the location of foil thermocouple is shown in Figure 7-1. 
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Figure 7-1: Location of foil thermocouple 
Having the second row of nodes 1.5mm away from the surface nodes for a comparison 
with the experimental results without the need for an interpolation was found to be 
unviable. This was due to the excessive computing power and time requirements. 
7.2.1 Pad Temperatures 
Figure 7-2 presents the pad temperature results for the test rig and the flat surfaces 
model, for the same typical individual application presented in Section 5.3.2 for the 
test rig. The same scenario is presented in Figure 7-3 for the adjusted pad surface 
model. 
 
Figure 7-2: Comparison of experimental and numerical (flat surfaces) results 
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Figure 7-3: Comparison of experimental and numerical (adjusted surface) results 
 
Figure 7-2 and Figure 7-3 show that in terms of the pad temperatures, the flat surfaces 
model resembles the test rig conditions better than the adjusted surface model. The 
predicted leading end pad temperatures for the flat surfaces model are closer to the 
experimental results, compared to the adjusted surface model. In particular the trailing 
end temperature of the adjusted surface model reduced from its initial predefined 
value to a steady state value of about 85oC, instead of increasing as expected. This was 
because there was no contact on the pad trailing end (see the contact pressure 
contour plots in Figure 6-12). The average trailing temperature for the new interface 
from the test rig experiments of Chapter 5 was 82.5oC; again no contact existed on the 
pad trailing end (see Figure 5-10). In terms of the pad back temperature, the adjusted 
model appeared to be closer to the experimental results than the flat surfaces model 
at the end of the application (see Table 7-1), but the predicted pad back temperature 
was higher than the experimental data in both cases (Table 7-1). 
60 
70 
80 
90 
100 
110 
120 
130 
140 
150 
160 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Te
m
p
er
at
u
re
 (o
C
) 
Time (s) 
Leading (Experimental) Trailing (Experimental) 
Pad Back (Experimental) Leading (Adjusted surfaces) 
Trailing (Adjusted surface) Pad Back (Adjusted surface) 
157 
 
Table 7-1: Comparison of pad temperatures at the end of application 
 
Temperature (oC) Difference from experimental (oC) 
Experimental Flat Adjusted Flat Adjusted 
Leading 157.7 157.6 146.8 -0.1 -10.9 
Trailing 125.4 124.1 85.3 -1.3 -40.1 
Back 72.3 85.9 80.9 13.6 8.6 
 
The reason for the difference in pad back temperature between experimental and 
predicted results was because in the test rig the pad backplate surface was in contact 
with the cast iron casing. Given that a contact pressure exists between the casing and 
the backplate, there was heat loss through the backplate to the casing (the test rig 
hydraulic pressure was transferred to the pad backplate through the casing). This was 
not defined in the FE models, as cooling was only defined on the disc surface (Section 
6.2.2). 
To improve the correlation between the predictions and the experimental results, 
conventional cooling on the pad backplate was used to accommodate the heat loss 
(Figure 7-4). To get the desired cooling coefficient value for the backplate, an ambient 
temperature of 60oC was set and the cooling coefficient was altered by trial-and-error 
to a value of 2800W/m2K. The new results are presented in Figure 7-5, and the 
predictions and experimental results correlation has been improved. This was done 
instead of modelling the casing and setting a thermal conductance between the 
surfaces, which in would unnecessarily complicate the FE model in terms of computing 
power restrictions (adding factors such as increased number of elements, contact 
interfaces and boundary conditions). To find out if modelling the casing would have in 
fact produced a better result in terms of correlation of predicted with measured, 
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modelling the casing and setting up a thermal conductance is suggested as future work 
in Section 8.5. 
 
Figure 7-4: Cooling on backplate 
 
Figure 7-5: Comparison of experimental and numerical results including cooling on the 
pad backplate (flat surface model) 
 
With applying cooling on the backplate, the effect on predicted temperatures other 
than at the backplate was inconsequential and did not change the conclusion reached 
so far (surface temperatures, heat partition, and contact pressures). Table 7-2 presents 
the predicted temperatures on the modified model at the end of the simulation. 
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Table 7-2: Comparison of pad temperatures at the end of application 
(Modified model - cooling on backplate) 
 
Temperature (oC) 
Experimental Flat (Modified model) Difference 
Leading 157.7 155.9 -1.8 
Trailing 125.4 120.7 -4.7 
Back 72.3 72.7 0.4 
 
7.2.2 Disc Temperatures 
Figure 7-6 presents the foil and disc back face temperatures, for the flat surface 
models, and the test rig. Figure 7-7 represents the same positions for the adjusted 
surface models and the test rig. These were for the original models which did not 
include cooling on the backplate. 
 
Figure 7-6: Comparison of experimental and numerical (flat surfaces) results 
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Figure 7-7: Comparison of experimental and numerical (adjusted surface) results 
It was seen that for the specific position (foil), the predicted temperature appears to 
be reasonably close to the measured temperature for both models. However the disc 
back face appeared to have a larger difference on both occasions for the flat and 
adjusted models. The temperature difference is shown in Table 7-3. It is believed that 
the main reason for this was that the disc back thermocouple was “glued” on the disc 
back face. This may have caused the thermocouple to read lower temperatures, 
because a TCR existed (created from imperfect contact between the disc and 
thermocouple, and the adhesive between the two components). This should be 
addressed in future work (Section 8.5). In addition the higher thermal conductance of 
the disc material compared to the pad material indicates that the temperature 
difference between the foil and disc back face thermocouple should be less than the 
difference between the pad surface and pad back face. Table 7-3 compares the 
temperature difference in the disc at the end of the application. 
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Table 7-3: Comparison of disc temperatures at the end of the application 
 
Temperature (oC) Difference from experimental (oC) 
Experimental Flat Adjusted Flat Adjusted 
Foil 160.5 166.0 163.2 5.5 2.7 
Disc Back 136.7 156.9 157.0 20.2 20.3 
 
Figure 7-8 shows the temperature differences from the disc surface (foil 
thermocouple) to the disc back face, according to the predicted results shown in Figure 
7-6 (flat surface model), and a modified version of the same model. At the beginning of 
the application the modified version had a disc with a uniform temperature 
distribution, the same as the starting point for the foil thermocouple (surface 
temperature). This was unrealistic but can show that regardless of the magnitude and 
distribution of temperature on the disc, after some time the surface-to-back 
temperature difference was reaching a steady state value (see Figure 7-8). The cooling 
on the pad side (Section 7.2.1) was also included, and as seen in Figure 7-8 its effect on 
the disc surface-to-back temperature was insignificant. 
 
Figure 7-8: Disc surface-to-back temperature difference 
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Because the disc back face thermocouple was not considered reliable due to the error 
in the experimental setup, the disc back face temperature in the FE models was 
defined based on the foil thermocouple minus the surface-to-back temperature 
difference. The surface-to-back temperature difference for the new model for the 
application of 20 seconds is shown in Figure 7-9. 
 
Figure 7-9: Disc surface-to-back temperature difference for the modified disc initial 
temperatures 
 
By comparing Figure 7-8 and Figure 7-9 it appeared that for the modified temperature 
difference model the predicted temperatures were reaching steady state faster (about 
two seconds), compared to the other two models that both took about five seconds. 
Based on the modifications made, the new temperatures for the disc are shown in 
Figure 7-10. 
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Figure 7-10: Experimental and numerical results for the flat surfaces model after 
adjusting the disc initial temperatures 
 
The modifications made to the FE models improved their overall correlation with the 
experimental results in terms of temperature values but did not change the 
conclusions reached so far in this study. The final predicted temperatures from the 
modified models that included both the pad backplate cooling and disc surface-to-back 
temperature difference are shown in Table 7-4. The effect on pad temperatures after 
modifying the disc initial temperatures was negligible. 
Table 7-4: Final temperatures comparison 
 
Temperature (oC) 
Experimental Numerical Difference 
Pad Leading 157.7 154.6 -3.1 
Pad Trailing 125.4 120.0 -5.4 
Pad Back 72.3 72.6 0.3 
Disc Surface (Foil) 160.5 164.4 3.9 
Disc Back 136.7 155.3 18.6 
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7.3 Design of Numerical Experiments 
Six additional numerical experiments that included three factors with two levels each 
(23 factorial design) [104] were designed to investigate the effects of the effective 
thermal conductance, position of heat generation, and load (contact pressure). These 
were based on the disc and pad modified flat surfaces models as described in Section 
7.2. In each numerical experiment only one factor was altered. 
For the ITL properties, both the percentage of material in the ITL and the ITL thickness 
were initially considered. As both factors would eventually have the same result 
(affecting the interface thermal conductance), only the ITL thickness was included, and 
the range of ITL thicknesses used was based on information from the literature [5, 24, 
62]. Other factors that were considered, but were not finally selected were the starting 
application disc and pad temperatures, and the ambient temperature. These factors 
were not considered to be significant in the investigations of the contact interface.  
The introduction of a more realistic actuation piston with an annular load on the pad 
backplate was considered but was dismissed because this would have required a re-
design of the backplate mesh. The consequence would have been that the numerical 
experiments would be incomparable. The same load shape was therefore kept on the 
backplate, with three different magnitudes (Table 7-6). A 23 factorial design was used 
to limit computing power and time requirements.  
7.3.1 Design levels 
To alter the effective thermal conductance only the ITL thickness was altered. A 
constant 10% real contact area was assumed for the reasons described in Section 
6.2.4. A linear relationship as for the 3D models of Chapter 6 was assumed, where a 
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zero thermal conductance existed at zero contact pressure (hence no contact). The 
resulting maximum thermal conductance values are shown in Table 7-5, and were 
calculated based on Equation 3-17. 
Table 7-5: Resulting maximum thermal conductance 
ITL Thickness Maximum Thermal Conductance at 6.4MPa 
1µm 1.143 x 107 W/m2K 
5µm  2.286 x 106 W/m2K 
10µm 2.286 x 105 W/m2K 
 
Regarding the location of heat generation, according to conventional theory [64] the 
frictional heat generated by the disc and pad is created in the softer material surface 
(the pad). It could be argued that a minor but possibly negligible amount of heat is 
generated on the disc surface, and this effect was investigated by altering the variable 
f as explained in Chapter 4, using f values between 0.5 (heat equally generated on disc 
and pad surface) to 1 (heat only generated on pad surface). 
The effect of contact pressure was investigated by performing a simulation with 
reduced and increased contact pressures (by a factor of 3) compared to the original 
flat surfaces model. This resulted in a range of 0.21 to 1.93MPa which was adequate to 
show the effects of contact pressure, and at the same time satisfy the        
relationship (as described in Sections 4.2.5 and 6.2.4). 
Table 7-6 presents the additional six numerical experiments which were performed in 
the DoE. Experiment 0 was the improved FE model for which the results were 
presented in Figure 7-10 and Table 7-4. Experiment 3 was the central point of the DOE 
where the results from the other six experiments were compared (Figure 7-11). 
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Table 7-6: Six numerical experiments to be performed 
 Factor 1 (F1) 
ITL Thickness 
Factor 2 (F2) 
Heat Generation 
Factor 3 (F3) 
Contact Pressure 
Experiment 0 5µm (0) 1 (1) 0.644MPa (0) 
Experiment 1 1µm (-1) 0.8 (0) 0.644MPa (0) 
Experiment 2 10µm (1) 0.8 (0) 0.644MPa (0) 
Experiment 3 5µm (0) 0.8 (0) 0.644MPa (0) 
Experiment 4 5µm (0) 0.5 (-1) 0.644MPa (0) 
Experiment 5 5µm (0) 0.8 (0) 0.644/3MPa (-1) 
Experiment 6 5µm (0) 0.8 (0) 0.644x3MPa (1) 
 
According to Figure 7-11, each numerical experiment was located on the central 
position of the box’s surface, except experiment 3 (position 0, 0, 0) which was located 
in the centre of the box and was the reference point for the sensitivity study (Section 
7.4). 
 
 
 
 
 
Figure 7-11: Design of numerical experiments in space 
7.4 Sensitivity Analysis 
According to Table 7-6, for the sensitivity analysis all results were compared with 
experiment 3 which was the central experiment (position 0, 0, 0). To investigate the 
three mentioned factors the experiments were split into three groups. The first group 
involved experiments 1, 3, and 2 (to investigate factor 1), the second group involved 
Experiment 0 
Top surface (0, 1, 0) 
Experiment 1 
Left surface (-1, 0, 0) 
Experiment 2 
Right surface (1, 0, 0) 
Experiment 4 
Bottom surface (0, -1, 0) 
Experiment 5 
Rear surface (0, 0, -1) 
Experiment 6 
Front surface (0, 0, 1) 
Experiment 3 
Box centre (0, 0, 0) 
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-1 
-1 
-1 
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experiments 0, 3, and 4 (to investigate factor 2), and the third group involved 
experiments 6, 3, and 5 (to investigate factor 3). The generic form of Equation 2-3 
(Chapter 2) was used to investigate the effect of these factors (in Table 7-6) on 
temperature and heat partition. According to Equation 7-1,    and    could be 
replaced with the output (i.e. temperature or heat partition), and    and    with the 
high and low points of the investigated factors. 
   
     
     
 Equation 7-1 
7.4.1 Factor 1 – ITL Thickness (For effective thermal contact conductance) 
(i) Effect on temperature 
The points investigated for the effect of thermal conductance on temperature were 
the pad leading and trailing side, the disc surface (above the foil), and the maximum 
temperature for both components. Table 7-7 shows the temperatures and sensitivity 
coefficients at the end of application. 
Table 7-7: Temperatures and sensitivities for the last time increment (for F1) 
 
 
Sensitivity (oC/µm) 
Experim. 
1 
Experim. 
3 
Experim. 
2 
Experiment 3 to 
experiment 1 
Experiment 3 to 
experiment 2 
Pad Lead 169.7 172.3 201.5 0.65 -5.84 
Pad Trail 126.9 127 111.1 0.02 3.18 
Pad Max 183.8 185 217.1 0.30 -6.42 
Disc surface 167.3 167.3 167.4 0.00 -0.02 
Disc Max 170.1 170.2 170.9 0.02 -0.14 
 
Figure 7-12 presents the predicted pad temperatures from the three experiments. It 
was apparent that as the ITL thickness was increasing (thermal conductance 
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decreasing), the sensitivity of the pad temperatures was increasing. Based on the 
results shown in Table 7-7 the predicted disc temperatures were considered 
insensitive to factor F1. 
 
Figure 7-12: Temperatures at the last time increment for F1 
Four different time increments (5, 10, 15, and at 20 seconds the end of simulation) 
were also taken into account. For factor F1 the sensitivity coefficient did not indicate 
any transient response as the coefficients were very close. The average sensitivity 
coefficient based on the four time increments is shown in Table 7-8. 
Table 7-8: Average sensitivities (oC/µm) based on four time instants for F1 
 
Experiment 3 to 
experiment 1 
Experiment 3 to 
experiment 2 
Pad Lead 0.65 -5.81 
Pad Trail 0.00 2.35 
Pad Max 0.36 -5.92 
Disc surface 0.01 -0.04 
Disc Max 0.02 -0.11 
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Between Experiment 1 and Experiment 3 there was no significant temperature 
difference, as indicated by the sensitivity coefficients. This was because by using either 
a 5µm or 1 µm ITL the thermal conductance was high enough to provide similar 
results. When the ITL was 10µm (Experiment 2) the effect on pad surface and 
maximum temperatures was higher. The sensitivity coefficient difference between the 
pad leading and trailing surface was related to the contact pressure distribution on the 
pad surface which was higher on the leading than the trailing end. 
(ii) Effect on heat partition  
The sensitivity of the ITL thickness on heat partition for the nine node positions as 
presented in Figure 6-2 was investigated. Table 7-9 presents the heat partition based 
on the average of heat fluxes caused by conduction (NFL11) on 5, 10, 15 and 20 
seconds. The averages of heat fluxes were used as the instantaneous heat partition 
may sometimes not be representative of the whole picture (like P9 in Table 6-8).  
Table 7-9: Heat partition based on averaged heat fluxes for F1 
 
Experiment 1 (F1 = 1µm) Experiment 3 (F1 = 5µm) Experiment 2 (F1 = 10µm) 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
P1 0.433 16.192 2.61% 0.200 16.310 1.21% 0.231 14.760 1.54% 
P2 0.186 21.768 0.85% 0.155 21.937 0.70% 0.198 23.204 0.85% 
P3 0.026 8.687 0.30% 0.088 8.698 1.00% 0.144 8.287 1.71% 
P4 0.378 8.349 4.33% 0.246 8.234 2.90% 0.148 6.932 2.09% 
P5 0.220 16.669 1.30% 0.175 16.902 1.02% 0.212 18.867 1.11% 
P6 0.067 5.455 1.21% 0.115 5.376 2.10% 0.185 5.015 3.56% 
P7 Zero pressure point 
P8 0.034 2.758 1.23% 0.036 2.688 1.33% Zero pressure point 
P9 0.057 0.590 8.85% 0.035 0.599 5.48% 0.013 0.390 3.25% 
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Table 7-10 presents the sensitivity coefficients based on the heat partition presented 
in Table 7-9. For the ITL thickness between 1 and 10µm the heat partition sensitivity 
was very low. In general, for the given ITL thickness (hence thermal conductance 
values) heat partition was considered insensitive. However a further investigation 
should be performed to investigate why the increase and decrease of heat partition to 
the pad appears to be random. This is suggested as a future work in Section 8.5. 
Table 7-10: Heat partition Sensitivity for F1 
 Sensitivity (% to pad/µm) 
 Experiment 3 to 
experiment 1 
Experiment 3 to 
Experiment 2 
P1 -0.35 -0.07 
P2 -0.04 -0.03 
P3 0.17 -0.14 
P4 -0.36 0.16 
P5 -0.07 -0.02 
P6 0.22 -0.29 
P7 Zero pressure point 
P8 0.03 Zero pressure 
P9 -0.84 0.45 
 
7.4.2 Factor 2 – Location of Heat Generation 
(i) Effect on temperature 
The same points investigated in Section 7.4.1 (P1 to P9) were used to investigate the 
effect of the location of heat generation on temperature. Table 7-11 presents the 
temperatures and sensitivity coefficients at the end of the simulation. 
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Table 7-11: Temperatures and sensitivities for the last time increment (for F2) 
  
  Sensitivity (oC/f value) 
Experim. 
0 
Experim. 
3 
Experim. 
4 
Experiment 3 to 
experiment 0 
Experiment 3 to 
experiment 4 
Pad Lead 173.1 172.3 171 -4.00 4.33 
Pad Trail 127.5 127 126.4 -2.50 2.00 
Pad Max 185.9 185 183.7 -4.50 4.33 
Disc surface 167.3 167.3 167.3 0.00 0.00 
Disc Max 170.3 170.2 170.2 -0.50 0.00 
 
Figure 7-13 presents the pad temperatures based on the last time increment. The disc 
surface and disc maximum temperature sensitivity was considered to be zero (as seen 
in Table 7-11).  
 
Figure 7-13: : Temperatures at the last time increment for F2 
The average sensitivity coefficient based on the four time increments of 5, 10, 15 and 
20 seconds is presented in Table 7-12. As before (when examining F1), the average 
sensitivity coefficients were very close to the last time increment. Also the 
temperature build up could be considered insensitive to the location of heat 
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generation. Additionally the sensitivity values for the same positions between 
experiments 3 to 0 and 3 to 4 were relatively close. 
Table 7-12: Average sensitivities (oC/µm) based on four time instants for F2 
 
Experiment 3to 
experiment 0 
Experiment 3 to 
experiment 4 
Pad Lead -4.00 4.33 
Pad Trail -1.88 1.92 
Pad Max -4.75 4.92 
Disc surface 0.00 0.00 
Disc Max -0.13 0.00 
 
(ii) Effect on heat partition  
Table 7-13 presents the heat partition based on the average heat flux caused by 
conduction (NFL11) for experiments 0, 3, and 4. The total amount of heat generated 
on each node (Pad NFL11 + Disc NFL11) remained approximately at the same levels in 
all experiments related to the investigation on F1 and F2. Figure 7-14 presents the heat 
partition based on the averaged fluxes of Table 7-13. 
Table 7-13: Heat partition based on averaged heat fluxes for F2 
 
Experiment 0 (F2 = 1) Experiment 3 (F2 = 0.8) Experiment 4 (F2 = 0.5) 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11
(J/s) 
Heat 
Partition 
 
P1 0.201 16.275 1.22% 0.200 16.310 1.21% 0.198 16.364 1.19% 
P2 0.156 21.973 0.70% 0.155 21.937 0.70% 0.154 21.883 0.70% 
P3 0.088 8.687 1.00% 0.088 8.698 1.00% 0.087 8.713 0.99% 
P4 0.248 8.193 2.94% 0.246 8.234 2.90% 0.241 8.298 2.83% 
P5 0.176 16.954 1.02% 0.175 16.902 1.02% 0.173 16.824 1.02% 
P6 0.116 5.357 2.12% 0.115 5.376 2.10% 0.113 5.404 2.05% 
P7 Zero pressure point 
P8 0.037 2.680 1.35% 0.036 2.688 1.33% 0.036 2.701 1.31% 
P9 0.037 0.587 5.87% 0.035 0.599 5.48% 0.036 0.615 5.59% 
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Figure 7-14: Heat partition based on averaged heat fluxes for F2 
 
From Table 7-13 and Figure 7-14, it can be seen that between the f value of 0.5 and 1 
the heat partition increased (see Table 7-13) but not significantly, which was reflected 
in the sensitivity coefficients of Table 7-14. This is further discussed in Section 7.5. 
Table 7-14: Heat partition Sensitivity for F2 
 Sensitivity (% to pad/f value)) 
 Experiment 3 to 
experiment 0 
Experiment 3 to 
Experiment 4 
P1 -0.03 0.06 
P2 0.00 0.02 
P3 -0.02 0.04 
P4 -0.18 0.24 
P5 0.00 0.03 
P6 -0.14 0.16 
P7 Zero pressure point 
P8 -0.07 0.09 
P9 -1.94 -0.36 
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7.4.3 Factor 3 – Contact Pressure 
(i) Effect on temperature 
The direct effect of contact pressure on the temperatures at the end of the simulation 
can be seen in Table 7-15. The sensitivity coefficients show that if the contact pressure 
was reduced (Experiment 5) or increased (Experiment 6) the effect on temperatures 
was proportional. Figure 7-15 presents the contact pressures for the three 
experiments at the end of the simulation. 
 
 
 
Figure 7-15: Contact pressure at the end of simulation for (a) Experiment 5, (b) 
Experiment 3, and (c) Experiment 6 
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Table 7-15: Temperatures and sensitivities for the last time increment (for F3) 
 
 
Sensitivity (oC/MPa) 
Experim. 
5 
Experim. 
3 
Experim. 
6 
Experiment 3 to 
experiment 5 
Experiment 3 to 
experiment 6 
Pad Lead 141.1 172.3 265.7 72.63 -72.48 
Pad Trail 94.4 127 181.9 75.89 -42.60 
Pad Max 150.4 185 287.7 80.55 -79.70 
Disc surface 137 167.3 258.4 70.54 -70.69 
Disc Max 138.4 170.2 265.8 74.03 -74.19 
 
The temperatures at the last time increment are presented in Figure 7-16 for the pad 
and disc. This time both the pad and disc results are presented, because as seen in 
Table 7-15 they were both sensitive to contact pressure. 
 
Figure 7-16: Temperatures at the last time increment for F3 
The average sensitivities in Table 7-16 were lower than the sensitivities at the end of 
the application as presented in Table 7-15. The reason for that was the slower increase 
in temperatures for experiment 5, and the faster increase in temperatures for 
experiment 6 (compared to experiment 3). There was an increase in the sensitivity 
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coefficients for every time instant (5, 10, 15 and 20 seconds), ending up at the values 
in Table 7-15. Table 7-17 presents the sensitivity coefficient values for every time 
instant, resulting to the averages shown in Table 7-16. 
Table 7-16: Average sensitivities (oC/MPa) based on four time instants for F3 
 
Experiment 3 to 
experiment 5 
Experiment 3 to 
experiment 6 
Pad Lead 51.80 -51.62 
Pad Trail 58.37 -27.39 
Pad Max 58.26 -61.09 
Disc surface 50.11 -50.17 
Disc Max 53.14 -53.23 
 
Table 7-17: Sensitivity coefficients (oC/MPa) at different time instants 
 
Experiment 3 to Experiment 5 
 
Experiment 3 to Experiment 6 
5 10 15 20 5 10 15 20 
Pad Lead 30.03 45.40 59.13 72.63 -29.80 -45.16 -59.05 -72.48 
Pad Trail 38.18 54.01 65.42 75.89 -11.56 -22.58 -32.82 -42.60 
Pad Max 33.52 52.85 66.12 80.55 -38.80 -55.33 -70.54 -79.70 
Disc surface 28.87 43.53 57.50 70.54 -28.79 -43.77 -57.42 -70.69 
Disc Max 31.43 46.56 60.53 74.03 -31.27 -46.79 -60.68 -74.19 
 
(ii) Effect on heat partition  
The effect of contact pressure on heat partition can be seen in Table 7-18 and Figure 
7-17. The contact pressure increased between experiments 5 (lowest contact 
pressure), experiment 3, and experiment 6 (highest contact pressure). The heat 
partition to the pad reduced as the contact pressure increased. Table 7-18 indicates 
that as the load was increased or reduced by a factor of three, the total heat 
generated (Pad NFL11 + Disc NFL11) was increased or reduced approximately by the 
same factor. 
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Table 7-18: Heat partition based on averaged heat fluxes for F3 
 
Experiment 5 
(F3 = 0.644/3MPa) 
Experiment 3 
(F3 = 0.644MPa) 
Experiment 6 
(F3 = 0.644x3MPa) 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
Pad 
NFL11 
(J/s) 
Disc 
NFL11 
(J/s) 
Heat 
Partition 
 
P1 0.110 4.828 2.22% 0.200 16.310 1.21% 0.797 50.306 1.56% 
P2 0.099 7.556 1.30% 0.155 21.937 0.70% 0.368 65.061 0.56% 
P3 0.082 2.658 3.00% 0.088 8.698 1.00% 0.024 26.887 0.09% 
P4 0.075 2.175 3.33% 0.246 8.234 2.90% 0.703 26.571 2.58% 
P5 0.111 6.304 1.73% 0.175 16.902 1.02% 0.403 48.514 0.82% 
P6 0.122 1.562 7.22% 0.115 5.376 2.10% 0.054 16.833 0.32% 
P7 Zero pressure point 
P8 Zero pressure point 0.036 2.688 1.33% 0.062 9.203 0.67% 
P9 0.006 0.031 15.81% 0.035 0.599 5.48% 0.127 2.656 4.57% 
 
Figure 7-17 presents the heat partition based on the averaged fluxes for nodes 1 to 6 
(leading and middle side nodes).It was observed that some points for experiment 5 
were affected more than others, due to the reduction of contact pressure. This was 
because as seen in Figure 7-15, experiment 5 has the lowest contact pressure values 
which affects the low pressure regions even more. The contact pressures for the same 
points (and experiments) as in Figure 7-17, can be seen in detail in Figure 7-18. 
 
Figure 7-17: Heat partition based on averaged heat fluxes for F3 
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Figure 7-18: Local contact pressures for different experiments 
From the sensitivity coefficients of Table 7-19 it is apparent that for the contact 
pressures examined, by reducing the contact pressure there is a higher effect on heat 
partition than when the contact pressure were increased. 
Table 7-19: Heat partition sensitivity for F3 
 Sensitivity (% to pad/MPa) 
 Experiment 3 to 
experiment 5 
Experiment 3 to 
Experiment 6 
P1 -2.36 -0.27 
P2 -1.38 0.11 
P3 -4.67 0.70 
P4 -0.99 0.25 
P5 -1.64 0.16 
P6 -11.93 1.38 
P7 Zero pressure point 
P8 Zero pressure 0.51 
P9 -24.05 0.71 
 
The contact pressure has the largest effect on temperature and heat partition than all 
other factors investigated. This is discussed further in Section 7.5. 
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7.5 General Discussion 
Based on the literature review on heat transfer fundamental theories, it was identified 
that the ITL is an important factor for heat partition at the frictional contact interface, 
as it directly affects the thermal contact conductance. For that reason a transient FE 
thermal analysis that forces 1D heat flow was utilized, to obtain an equivalent thermal 
conductance value (     ) for the ITL. To obtain       a percentage of the disc/pad 
material properties in the ITL composition and the ITL thickness were assumed. The 
results from the thermal analysis indicated that the ITL thermal conductance was a key 
factor that can vary the heat partition to the pad significantly, and can be responsible 
for the mismatch of disc/pad surface temperatures (see Figure 3-5 and Figure 3-7). 
The real heat partition behaviour was investigated with the support of the 2D 
temperature-displacement FE model without taking into account the fundamental 
theories mentioned in Section 2.2.1, but in order to investigate their validity. It was 
identified that heat partition was variable in both space (contact locations) and time, 
and at the same time the interface temperatures do not match. However this does not 
reduce the importance of Blok and Jaeger's fundamental theories as depending on the 
objective of the research they can be used to simplify the problem. In addition the 
mentioned fundamental theories have provided valuable foundation for the 
development of knowledge in the research community. 
A novel relationship that characterises the effective thermal conductance on the 
interface depending on the ITL thermal conductance, the contact pressure, and the 
real contact area was developed and initially applied in the 2D FE model. By utilising 
that relationship, a study of the effects of real contact area was carried out. It was 
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observed that when the real contact area was increased, the maximum temperature 
was reduced as more heat travelled towards the disc. At the same time the maximum 
pad temperature moved from the leading to the trailing side (see Figure 4-12). These 
data can provide a tool to estimate the real contact area (assuming the ITL properties 
are known) based on the literature and the experiments of Chapter 5 from which the 
maximum pad temperature was expected to be on the leading edge. These results 
show that the effects of real contact area on the thermal conductance (hence heat 
partition), were equally important as the effects of the ITL. 
The implicit and explicit temperature-displacement algorithms were compared, and 
the average nodal contact pressures over the duration of the simulation were in good 
agreement (Figure 4-20). However there was a big difference with the instantaneous 
contact pressure, as seen from the standard deviation (5.73x106 for the explicit and 
5.26x104 for the implicit). The inconsistent values of contact pressure for the explicit 
algorithm make it unreliable for estimating instantaneous values such as the heat 
partition (conclusions cannot be drawn), and this was observed in the results of Table 
4-5 to Table 4-7. For that reason the implicit algorithm was preferred for further 
simulations. However the good agreement of the average contact pressures, shows 
that the explicit algorithm can show the overall picture (in terms of averages). 
The Archard and Arrhenius wear laws were examined by estimating the 2D model 
wear prediction, based on each law respectively. Wear prediction by the Archard wear 
law always has an identical shape to the contact pressure distribution, since it is 
dependent on the contact pressure. As seen by comparing Figure 4-25 and Figure 4-26, 
even at reasonably low temperatures the effect on pad wear (from the Arrhenius wear 
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law) was apparent. Since it was identified from the literature that the Arrhenius wear 
law can describe the temperature dependence reaction rates [57, 58], it was used for 
further investigation (3D models). 
A single interface small scale test rig was used to run two sets of experiments, firstly 
with a brand new interface, and secondly with a fully bedded interface. By comparing 
the two sets of experiments the effects of bedding-in were investigated. From the 
results it was seen that the pad temperatures were mostly affected, and to a less 
extent the disc temperatures (Table 5-2). The temperatures presented in Table 5-2 
were local and they were not necessarily the maximum surface temperatures. For 
instance at the specific locations of Table 5-2, the bedded pad surface temperatures 
were higher. However as seen in Figure 5-10 the new pad trailing edge was not in 
contact with the disc surface. This suggests that the temperature at the pad trailing 
edge (specific location of Figure 5-10) was mainly from conduction, and not frictional 
heat generation. The bedding-in evolution and the dimensions of the bedded pad 
(seen in Figure 5-6 and Table 5-1 respectively), showed that bedding in evolves from 
the leading-inner surface to the outer trailing surface, and the most wear occurs on the 
pad leading side. Therefore the highest contact pressure occurs on the pad leading 
side.  
A 3D FE model that replicates the boundary conditions of the test rig was created 
based on the ABAQUS implicit temperature-displacement algorithm, and the material 
properties found experimentally (Section 5.4). Two sets of FE simulations were 
performed, the first using two "perfectly flat" surfaces, and the second an "adjusted" 
pad surface based on the bedded pad surface dimensions (from the experimental 
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approach). Results show a higher and more uneven contact pressure on the adjusted 
surface model in comparison with the flat surfaces model (see Figure 6-12), which had 
an effect on being able to measure less heat partition points on the adjusted surfaces 
model (based on the nine node locations of Figure 6-2). This also resulted in higher but 
localised temperatures on the adjusted surfaces model. 
A pad wear algorithm that uses the Arrhenius wear law was created and applied on the 
adjusted pad surface of the 3D FE model. The adjusted pad surface model was selected 
as the wear results would be more apparent due to the higher contact pressures and 
temperatures, compared to the flat surfaces model. By comparing the models with and 
without wear, it was concluded that for such a small duration of application the wear 
results were insignificant and were unnecessarily complicating the numerical model. 
However an exaggerated wear model has shown in the long term the contact area 
location changes, resulting to alterations in contact pressure and temperature 
distribution. The exaggerated wear model has also shown that excessive wear can 
cause thermomechanical instabilities by having localised points of high pressure and 
temperature. 
To evaluate which of the two numerical models (perfectly flat and adjusted pad 
surface) was closer to the test rig application, both models were compared with the 
experimental bedded interface test rig results. The flat surfaces FE model was in better 
agreement with the experimental results, compared to the adjusted surfaces FE 
model. The reason was that the bedded interface in the experiments had the best 
possible contact between the two surfaces, in contrast with the new interface where 
minimal contact was achieved. In ABAQUS, by having two perfectly flat surfaces, it 
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provides the best possible contact conditions between the two surfaces (like having a 
completely bedded interface). This indicates that when wear has to be taken into 
account, a wear model that adjusts the pad volume (and at the same time keep the 
contact surfaces perfectly flat) may be appropriate instead of adjusting the pad surface 
(presented as improvements and future work in Section 8.5). 
Throughout the evaluation process two areas for improvement were identified. The 
first related to the cooling on the pad backplate which was not initially taken into 
account. This is understood to be because in the test rig the pad backplate would be in 
contact with the cast iron casing, which applies the pressure on the pad's backplate. In 
the test rig there was a significant amount of heat loss at this point which was not 
identified during the FE model development. A cooling coefficient was added to the 
pad's backplate, and this improved the numerical model's pad temperature 
relationship with the experimental predictions. The second error was generated during 
the test rig assembly. A TCR existed between the thermocouple and disc back surface, 
where the disc back thermocouple was glued on the disc back surface. Assuming that 
the disc surface temperature was correct and the steady state disc surface-to-back 
temperature difference (from the FE models), the initial disc back temperature was 
adjusted on the FE models. Also a thermal gasket was used and it was assumed that no 
heat loss existed from the disc back face, but it was appreciated that a very small 
amount of heat loss may exist. These two errors did not have any significant 
consequence on the previous results and conclusions, as they were away from the 
contact interface which was the main interest of this research. However these results 
prove that cooling and heat loss in general cannot be underestimated in any thermal 
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or temperature-displacement analysis. In addition the real application (experiment in 
this case) was a complicated process, and the best possible understanding can allow 
making proper assumptions which help in minimising any errors. 
To gain the best possible understanding of the contact interface conditions six 
experiments were designed to investigate the effects of the effective thermal 
conductance (based on the ITL thickness), the location of heat generation, and contact 
pressure. For an ITL with a thickness of 1 to 10µm (which was what was mostly 
mentioned in literature) there was no significant effect to temperature, but the 
sensitivity between 5 to 10µm was increased in comparison to 1 to 5µm which was 
almost completely insensitive. This indicates that as the ITL thickness increases 
(thermal conductance reduces), the sensitivity increases. Regarding the heat partition 
based on the ITL thickness, there was a randomness in the results which needs further 
investigation to reach any conclusions (suggested as future work in Section 8.5). In 
general the sensitivity for the investigated ITL thickness can be considered low. The 
location of heat generation clearly showed an increase in pad temperature and heat 
partitioned to the pad, as more heat was generated on the pad surface. Nevertheless 
the sensitivity was low enough which suggests that this aspect does not need so much 
attention when numerical modelling is to be used. Any f value between 0.5 and 1 (as in 
Section 7.4.2) would be a good assumption with minor errors. Contact pressure has 
the biggest (and direct) effect on temperature and heat partition with approximately 
the same sensitivity even if the contact pressure was increasing or decreasing. Based 
on the contact pressure the temperature sensitivity was found to have a transient 
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response, which reflects to the fact that based on the contact pressure a faster or 
lower increase of temperature can exists. 
As with every approach and research conducted, there were some limitations that 
were generated either based on either the hardware (computing power, test rig 
facilities), the numerical approach (FE), and generally the methodology followed. In the 
case of the current research, the limitations had to do with the computing power 
available with which a balance had to be found between the results output in terms of 
mesh size, time increments, and time required for every simulation (due to the 
complexity and computing power required from the FE models). Hardware limitations 
concerned the already existing test-rig on which modifications were made for the 
purposes of this research. The test rig and the control software were developed in the 
university in the past, and before performing the experiments they had to be re-
conditioned and parts (like the hydraulic pump) were replaced. The control software 
only allowed a drag braking scenario, and an improvement for this limitation is 
suggested in section 8.5. Due to the nature of the predictive method used (in 
combination with the available computing power) and the laboratory hardware 
available, the friction interface was analysed at a macroscopic and not at a microscopic 
level. However this was adequate for the purposes of this research, and proved to be 
an advantage as it enabled the development of new relationships for the interface 
thermal conductance that can easily be used by others.  
The approach used had the disc/pad interface as the central focus. However the 
approach can adjusted to be used in other brake types that contain contact interfaces 
with dry friction. These can include drum brakes, block brakes, railway tread brakes, 
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and multi-disc aircraft brakes. The contributions and methods developed can also have 
other applications in vehicles (such as the transmission clutch), and other areas outside 
of the automotive region that contain frictional heat generation. This can practically 
involve any mechanical equipment that involves motion and components rubbed 
together, such as manufacturing applications like friction stir welding and grinding. 
7.6 Summary 
A cross-evaluation of the predicted FE results with the experimental results indicate 
that the flat surfaces model was most appropriate to be related with the experimental 
conditions (rather than the adjusted pad surface model). The evaluation process 
identified two areas for future work; firstly with regards to the backplate cooling, and 
secondly the thermocouple reading on the disc back face. 
To estimate the cooling coefficient on the pad backplate to accommodate heat loss, an 
ambient temperature of 60oC was used and the cooling coefficient was adjusted by 
trial-and-error. This was done as an alternative to modelling the pad casing and 
applying more contact interactions, which complicated the system and required more 
computing power and time. This adjustment improved the relationship between the 
numerical and experimental backplate temperatures. The other pad temperatures 
(leading and trailing) were not affected significantly. 
Concerning the disc temperatures, the foil results were acceptable for both flat and 
adjusted FE surface models. However in both models (flat and adjusted surfaces) the 
disc back temperatures showed about 20oC difference from the measured 
experimental. This was ascribed to the excessive TCR between the thermocouple and 
the disc back face (measured temperatures, i.e. thermocouple readings were lower 
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than actual). The FE model initial temperatures were modified based on the front-to-
back temperature difference (Figure 7-8 and Figure 7-9). 
Six additional experiments to the final improved numerical experiment were designed 
to make further investigations on the disc/pad interface regarding temperature build 
up and heat partition. The effect of effective thermal conductance (by altering the ITL 
thickness), the location of heat generation, and contact pressure were investigated. 
Based on a sensitivity analysis (Experiments 1, 3, and 2) it was concluded that for the 
effective thermal conductance investigated (obtained from ITL between 1 and 10µm 
with 10% real contact area), the disc temperatures were insensitive. The predicted pad 
temperature sensitivity between 1 and 5µm ITL was reasonably low to be considered 
insensitive, but it was observed that between 5 and 10µm the sensitivity was increased 
which means that as the thermal conductance was reduced the effect on temperature 
would become more significant. This information can be useful when deciding about 
the interface thermal conductance, because for a specific range of thermal 
conductance the sensitivity can be insignificant. Regarding the heat partition it was 
been generally considered insensitive to thermal conductance, but there was a 
randomness about the increase and decrease of heat partition which needs further 
investigation.  
Concerning the location of heat generation (Experiments 0, 3, and 4) it was seen that 
when heat was completely generated on the pad side there were higher pad 
temperatures, and higher heat partition to the pad, and these were reduced when 
more heat was generated on the pad side. However between an f value of 0.5 (heat 
was generated half-half on each surface) and 1 (heat was completely generated on the 
188 
 
pad surface), the temperature and heat partition difference was low enough that it did 
not have an effect on the results and conclusions made (low sensitivity). Since the 
majority of heat was believed to be generated on the pad side, it was suggested that a 
value of 1 was a good assumption. 
Contact pressure had the largest effect on both temperature and heat partition 
(Experiments 5, 3, and 6). When the contact pressure was reduced the temperatures 
and total heat generated were reduced, but heat partition to the pad was increased 
(and the opposite when contact pressure was increased). This was especially apparent 
in experiment 5, and can also be seen in Figure 7-17 for P3 and P6 which were points 
of low contact pressure (as seen in Figure 7-18). By comparing the two extremes 
(experiment 5 and experiment 6), it can be seen that the maximum contact pressure 
for experiment 5 was less than the minimum contact pressure for experiment 6. In 
addition the contact pressure sensitivity to temperature changed with time, and it was 
increased or decreased depending on whether the contact pressure was increasing or 
decreasing respectively (Table 7-17).  
Finally a general discussion based on all chapters has been completed, and conclusions 
are presented in the next chapter (Chapter 8). 
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Chapter 8 Conclusions and Recommendations 
 
8.1 Introduction 
Chapter 8 presents a thesis summary, the conclusions reached, and the contributions 
from this project. Finally the recommended improvements and future work to be 
made were presented. 
8.2 Thesis summary 
A thorough literature review was carried out on fundamental theories relating to the 
thermal aspects of disc brakes. The literature review identified the ITL as an important 
factor for the thermal performance of disc brakes, and especially heat partition. The 
real contact area is a major factor affecting heat partition, and is affected by contact 
pressure and wear. The complexity of the problem has proved that the use of 
computer-based predictive techniques is necessary because otherwise it would not be 
possible to analyse all the mentioned factors in a transient coupled temperature-
displacement state. However these techniques can usefully be used in conjunction 
with experimental and numerical approaches for support and evaluation purposes. 
A fundamental study of the ITL assuming a percentage of the disc/pad material 
combination, and the ITL thickness identified its equivalent thermal conductance. This 
was later included on a 2-D coupled temperature-displacement model, and a 
relationship characterising the effective (overall) thermal conductance in terms of the 
ITL equivalent thermal conductance, real contact area, and contact pressure was 
developed. In addition the 2D model helped to understand the ABAQUS algorithms 
and gain confidence about the conditions set in the models. 
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A single interface small scale friction brake test rig was modified, and 7 thermocouples 
were used to measure the disc and pad temperatures at various locations. One of the 
thermocouples used was a foil thermocouple (disc surface temperature), and for that a 
novel disc design was developed. The conditions of a brand new, and a fully bedded 
interface were examined. A material properties investigation helped gain confidence 
about the data used, as the values obtained were comparable with literature values. 
A 3D FE model that resembled the test rig conditions was developed. Two sets of pad 
surface models were examined and compared. The first comprised a perfectly flat pad 
surface, and the second was geometrically based on the bedded pad material 
dimensions (measured from the fully bedded pad from the test rig). A wear 
investigation on the 3D model proved that including wear in a short term simulation 
was unnecessarily complicating the model and increased the simulation time 
requirements to an unacceptable level. An exaggerated wear model showed the 
mechanism of wear, where in the long term the contact points were changing location. 
A wear model was used which was based on the Arrhenius wear law, since compared 
to the Archard wear law, it was found to represent better the wear process of a resin 
bonded composite friction material brake pad. 
A comparison of both numerical models (flat and adjusted pad surface) to the test rig 
results was completed. It was established that the flat surfaces FE models reasonably 
represented the bedded pad condition from the experiments. During the evaluation 
two areas for future improvement were identified, and modifications to the FE models 
were made to improve the correlation between the FE predicted results and the 
experimental results. The first related to the heat loss from the pad backplate, and the 
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second related to the way the disc back thermocouple was mounted. A 23 factorial 
design of experiments was conducted based on the ITL thickness (effectively the 
effective thermal conductance), the location of heat generation, and contact pressure. 
From this a sensitivity study was performed and conclusions were drawn. 
8.3 Conclusions 
The conclusions are split into general conclusions that physically apply to a brake 
disc/pad friction interface, and technical conclusions that predominantly apply to the 
FE models and predictions. 
8.3.1 General conclusions 
1. The ITL thermal properties (and generally the effective thermal conductance) 
are a key factor that can vary the heat partition significantly in a brake friction 
pair. Equally important is the real contact area, which is directly affected by the 
contact pressure. 
2. Including a wear algorithm for short term simulations (20 seconds in this 
research) is unnecessary. This indicates that the effect of wear for an individual 
short duration is insignificant. 
3. From the exaggerated wear model it can be seen that In the long term, the 
contact points on the interface change position. Points of high contact pressure 
are being worn and transform to points of low contact pressure. At the same 
time, points where previously low contact pressure (or no pressure) existed are 
becoming points of high contact pressure. The scenario of interchanging high 
and low contact pressure points is seen in Figure 6-25. 
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4. Between having equal heat generation in disc and pad, and having all the heat 
generated in the pad; the heat partition and hence the temperatures generated 
in brake components are not affected (low sensitivity). Heat partition at the 
friction interface is defined based on the interface contact pressure, thermal 
contact resistance, and material thermophysical properties.  
5. Contact pressure has a direct effect on interface and maximum temperatures, 
with the same sensitivity regardless if the temperature is increasing or 
decreasing.  
8.3.2 Technical Conclusions 
1. In the context of frictional heat generation the ABAQUS implicit algorithm is 
most suitable (compared to the explicit algorithm) for examining instantaneous 
phenomena such as contact pressure, heat generation and heat partition. The 
explicit algorithm for such phenomena was found to be unreliable in terms of 
the high standard deviation of contact pressure. 
2. The implicit contact algorithm was found sensitive with regards to master/slave 
formulations, when the pad friction surface was altered to include bedding-in 
or wear (convergence problems). In addition as the implicit algorithm was 
unconditionally stable, if the time increment size required was less than the 
minimum specified, the simulation did not commence. This was found to be 
significantly affected by the initial contact interface clearance (reduced initial 
clearance allowed larger time increments). 
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3. In ABAQUS a disc/pad contact interface with perfectly flat surfaces resembles 
the bedded condition with better accuracy than including an adjusted surface 
profile based on a geometrically bedded surface. 
4. Heat loss is an important factor for any kind of thermal analysis. 
5. An ITL thickness of 1 to 10µm can be a good assumption for disc brake 
numerical modelling, as there was found to be a low sensitivity in the results. 
However if the ITL were assumed to be more than 10µm the sensitivity would 
be increased, as the contact resistance increases. The opposite will happen 
with an ITL thickness smaller than 1µm. 
6. Based on the 4th generic conclusion (Section 8.3.1) any f value between 0.5 
(heat generated half-half in each component) and 1 (heat completely 
generated in the pad) can be a good assumption. 
8.4 Contributions 
To the best of my knowledge, there is no published work that has provided evidence of 
the following: 
1. A fundamental study of the ITL in a brake friction pair that provided a new 
method of calculation of the equivalent thermal conductance, by assuming a 
percentage of the disc/pad material combination and the ITL thickness. The ITL 
equivalent thermal conductance in combination with the instantaneous contact 
pressure and real contact area has led to the development of an original 
relationship for the effective thermal conductance on the disc/pad interface. 
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2. An experimental disc that allows a sensitive fast-response foil thermocouple to 
be incorporated. Foil thermocouple cannot be embedded in the disc due to 
their fragile design. 
3. A wear model that can easily be used in FE modelling has been developed. The 
advantage of this model is that the user does not necessarily have to have 
knowledge of a specific software language to write the necessary required 
subroutines, and it keeps the modelling less complicated. 
4. The sensitivity study performed has shown evidence which can assist in making 
appropriate assumptions when modelling a brake friction pair in 2 ways. First it 
was established that using an average value of ITL thickness from the literature 
(i.e. 5µm) [5, 24, 62] is a good assumption, as the sensitivity of the ITL on 
temperatures for the values mentioned in literature were relatively close. 
Secondly it has been shown that the location of heat generation does not have 
any significant effect on the results of heat partition and temperature.  
8.5 Recommendations for Improvement and Future Work 
Improvements and future work to be made are as follows: 
1 Carry out a chemical analysis of ITL properties, attempting to relate them with 
a percentage of the disc/pad materials composition. 
2 Improve the test rig setup by replacing the disc back conventional 
thermocouple with a foil thermocouple sandwiched between the disc back face 
and the mounting flange . This will avoid TCR between the disc back face and a 
thermocouple. 
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3 Conduct a long term numerical wear model combined with a long term 
experimental wear study, will improve the accuracy of wear predictions in FE 
modelling of friction brakes. 
4 An additional long-term wear model that focuses on adjusting the pad volume 
instead of the pad surface, should be compared with a long term experimental 
wear study. The two wear models (adjusted surface and volume) can be 
compared also. 
5 A model that focuses on the components heat loss (i.e. the pad backplate heat 
loss to the pad casing) should be investigated to evaluate their importance. 
6 The random nature of the heat partition from the effective thermal 
conductance (by using an ITL of 1 to 10µm) should be further investigated. 
7 Development of a new controller and control software for the test rig would 
allow further investigations to be performed. For example this could use 
National Instruments equipment [105].   
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APPENDIX A 
Purchased Components 
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RdF foil thermocouples 
 Part Number  20100-2 
 Cromel/Alimel (Type K) 
 Foil Thickness 0.0005" (0.0127mm) 
 Lead dimensions 0.002 x 0.03 " (0.0508 x 0.762mm) 
 Temperature Range -320 to +1500oF (-195 to 815oC) 
 Grounded junctions have response times between 1 and 5 milliseconds. 
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TC Direct Brake disc rubbing thermocouple 
(401-130) 
 Thermocouple type K 
 High speed response up to 850°C  
 For monitoring of brake disc 
temperatures  
 
 
TC Direct Welded Tip Teflon Thermocouple 
(401-301) 
 Thermocouple types K, T, J or N 
available (K type acquired) 
 0.2mm dia solid Teflon® insulated 
twisted pair leads 
 Lead length: 2 metres or 5 metres 
 Operating range: -75ºC to +250ºC 
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Rigid panel microtherm,300x300x10mm 
(Hotplate insulation) 
 Capable of operating up to 180°C 
 Density 170 kg/m3  
 Thermal Conductivity 0.030 (at 200°C) W/m•K 
 Microtherm™ is a trademark of Micropore Insulation Limited. 
 
  
212 
 
APPENDIX B 
Cooling coefficient calculations 
Mean rotor radius is 36.325 mm 
Reynolds number,    
    
 
 
             
 
 (dimensionless) 
 
* Kinematic viscosity (     ) for air at 40oC is               . 
40oC is the ambient temperature from the test rig dummy thermocouple. 
 
 
Perimeter (L) at the mean rotor diameter is                    0.228m 
Average velocity of the rotor at its mean diameter (         ) for 800 RPM is: 
                  
      
  
                    
   
          
          
          
The value of    denotes a laminar air flow around the rotating disc. 
For Laminar air flow (         
 ),         
  
 
    
     
For turbulent air flow (         
 ),          
  
 
    
    
*Air thermal conductivity (  ) at 40
oC is 0.0271 W/mK 
        
      
      
                            
* Air properties data from http://www.engineeringtoolbox.com/air-properties-
d_156.html 
