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Abstract
Let k1 be an integer and G be a graph of order n3k satisfying the condition that 2(G)n + k − 1. Let v1, . . . , vk be k
independent vertices of G, and suppose that G has k vertex-disjoint triangles C1, . . . , Ck with vi ∈ V (Ci) for all 1 ik.
Then G has k vertex-disjoint cycles C′1, . . . , C′k such that
(i) vi ∈ V (C′i ) for all 1 ik.(ii) V (C′1) ∪ · · · ∪ V (C′k) = V (G), and(iii) At least k − 1 of the k cycles C′1, C′2, . . . , C′k are triangles.
The condition of degree sum 2(G)n + k − 1 is sharp.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We discuss only ﬁnite simple graphs and use standard terminology and notation from [1] except as indicated. For a
graph G, we deﬁne 2(G) := min{d(u)+d(v)|uv /∈E(G), u = v} is the minimum degree sum of nonadjacent vertices
(when G is a complete graph, we deﬁne 2(G) = ∞). A set of subgraph of G is said to be vertex-disjoint if no two of
them have any common vertex in G. Egawa et al. [5] proved if k, d and n are three integers with k3, d4k − 1 and
n3k and G is a graph of order n such that d(x) + d(y)d for each pair of nonadjacent vertices x and y of G, then
G contains k vertex-disjoint cycles covering at least min{d, n} vertices of G. Later, Egawa et al. [6] obtained the same
result for the case k = 2. Corrádi and Hajnal [3] investigated the maximum number of vertex-disjoint cycles in a graph.
They proved that if G is a graph of order at least 3k with minimum degree at least 2k, then G contains k vertex-disjoint
cycles. Justesen [10] proved the same conclusion provided that the sum of degrees of each pair of nonadjacent vertices
of G is at least 4k.
El-Zahar [7] conjectured that if G is a graph of order n = n1 + n2 + · · · + nk with ni3(1 ik) and minimum
degree at least n1/2 + n2/2 + · · · + nk/2, then G contains k vertex-disjoint cycles of lengths n1, n2, . . . , nk ,
respectively.
A 2-factor is a spanning subgraph such that every connected components is a cycle.
The following was conjectured in 13] and proved for k = 2 in [13] and for all k2 in [4].
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Theorem 1 (Egawa et al. [4]). Let k be an integer with k2, if G is a graph of order n4k−1 satisfying the condition
that 2(G)n + 2k − 2, then for any k independent edges e1, . . . , ek of G, G has k vertex-disjoint cycles C1, . . . , Ck
such that ei ∈ E(Ci) for each i ∈ {1, . . . , k} and V (C1) ∪ · · · ∪ V (Ck) = V (G).
The degree condition is sharp.
In order to prove Theorem 1, Egawa et al. [4] presented the following theorem.
Theorem 2 (Egawa et al. [4]). Let k be an integer with k1 and G be a graph of order n4k − 1 satisfying the
condition that 2(G)n + 2k − 2. Then for any k independent edges e1, . . . , ek of G, G has k vertex-disjoint cycles
C1, . . . , Ck of order at most four such that ei ∈ E(Ci) for each i ∈ {1, . . . , k}.
Ishigami and Wang [9] proved the following Theorem 3 with an alternative proof of Theorem 1.
Theorem 3 (Ishigami and Wang [9]). Let k2 be an integer and G be a graph of order n4k − 1 satisfying the
condition that 2(G)n + 2k − 2. Then for any k independent edges e1, . . . , ek of G, G has k vertex-disjoint cycles
C1, . . . , Ck such that
(i) ei ∈ E(Ci) for each i ∈ {1, . . . , k},
(ii) V (C1) ∪ · · · ∪ V (Ck) = V (G), and
(iii) {i||Ci |> 4}1.
Unless Ka + K¯2k + Kn−2k−a ⊂ G ⊂ Ka + K2k + Kn−2k−a for some integer a(2k − 2<a <n − 4k + 2).
Hajime Matsumura [12] proved the maximum number of 4-cycle passing through given edges in a graph.
Theorem 4 (Hajime Matsumura [12]). Suppose k1, 1sk, n2k, and let G be a bipartite graph with
1,1(G) max{ 4n+2s−13 ,  2n−13  + 2k}. Then for any k independent edges e1, . . . , ek of G, G contains k vertex-
disjoint cycles C1, . . . , Ck such that ei ∈ E(Ci), |Ci |6, and there are at least s 4-cycle in {C1, . . . , Ck}.
Kaneko and Yoshimoto [11], Brandt et al. [2] and Faudree et al. [8] considered the 2-factor of a graph. They proved
the following theorems.
Theorem 5 (Kaneko and Yoshimoto [11]). Let G be a k(4)-connected graph with independence number at most k.
If G contains at least six vertices, then the graph contains a 2-factor with two components.
Theorem 6 (Brandt et al. [2]). Let k be a positive integer and let G be a graph of order n4k. If 2(G)n, then G
has a 2-factor with exactly k vertex-disjoint cycles.
Theorem 7 (Faudree et al. [8]). Let G be a hamiltonian graph of order n6 and minimum degree at least 5n/12+ 2.
Then G has a 2-factor with two components.
Our main purpose of the paper is to prove the following Theorem.
Theorem 8. Let k be an integer with k1 and G be a graph of order n3k satisfying the condition that 2(G)n+
k − 1. Let v1, . . . , vk be k independent vertices of G, and suppose that G has k vertex-disjoint triangles C1, . . . , Ck
with vi ∈ V (Ci) for all 1 ik. Then G has k vertex-disjoint cycles C′1, . . . , C′k such that
(i) vi ∈ V (C′i ) for all 1 ik.
(ii) V (C′1) ∪ · · · ∪ V (C′k) = V (G), and
(iii) At least k − 1 of the k cycles C′1, C′2, . . . , C′k are triangles.
The condition of degree sum 2(G)n + k − 1 is sharp. We see the following example:
Suppose n3k. Consider three vertex disjoint graphs G1, G2 and G3. Let G1 = {x} be a vertex, G2 be independent
vertex set of order k, G3 be a complete graph of order n−k−1. Join x completely to G2, and join G2 completely to G3.
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Thuswe get graphG. Thenmin{d(x)+d(y)|xy /∈E(G), x ∈ V (G1), y ∈ V (G3)}=k+k+n−k−2=n+k−2. Clearly,
every cycle passing through x must contain at least two vertices in G2. Therefore for k independent vertices of G2, there
are no k vertex-disjoint cycles C1, . . . , Ck such that vi ∈ V (Ci) for all 1 ik and V (C1) ∪ · · · ∪ V (Ck) = V (G).
Let G be a graph. For a vertex w ∈ V (G) and a subgraph H of G, N(w,H) is the set of neighbors of w con-
tained in H, i.e., N(w,H) = NG(w) ∩ V (H). We let d(w,H) = |N(w,H)|. Thus d(w,G) is the degree of w
in G.
2. Lemmas
Let G be a given graph in the following. The following lemmas are elementary and often used in the main proof of
theorem.
Lemma 1. Let P =u1u2 · · · us (s2) be a path in G, u ∈ V (G)−V (P ),when uu1 /∈E(G), if d(us, P )+d(u, P )s,
then G has a path P ′ with vertex set V (P ′) = V (P ) ∪ {u} whose end vertices are u and u1. When uu1 ∈ E(G), if
d(us, P ) + d(u, P )s + 1, then G has a path P ′ with vertex set V (P ′) = V (P ) ∪ {u} whose end vertices are u and
u1.
Proof. When uu1 /∈E(G), let I ={ui−1|uui ∈ E(G), 1< is}.N(us, P ) ⊆ V (P −us), I ⊆ V (P −us). This implies
that |I ∩ N(us, P )| |I | + |N(us, P )| − |I ∪ N(us, P )|d(us, P ) + d(u, P ) − (s − 1)s − s + 1 = 1. It follows
that there exists ui−1 in I ∩N(us, P ). Then P ′ = uuiui+1 · · · usui−1 · · · u1is the desired path. When uu1 ∈ E(G), the
result is obvious. 
Lemma 2. Let P = u1u2 · · · us be a path with s3 in G. If d(us, P ) + d(u1, P )s, then G has a cycle C with
V (C) = V (P ).
Proof. Clearly, we may assume that u1us /∈E(G). Let I = {ui−1|u1ui ∈ E(G), 1 i < s}. Then I ⊆ V (P ) − {us},
N(us, P ) ⊆ V (P )−{us}. This implies that |I ∩N(us, P )| |I |+|N(us, P )|−|I ∪N(us, P )|d(u1, P )+d(us, P )−
(s − 1)s − s + 1 = 1. It follows that there exists ui−1 in I ∩ N(us, P ). Then P ′ = u1uiui+1 · · · usui−1 · · · u1is the
desired cycle. 
3. The Proof of Theorem
Proof of Theorem 8. Let T :=⋃ki=1V (Ci). If n = 3k, then the Theorem is obvious.
If n= 3k + 1, then G−T is a vertex, say G−T ={v}. By 2(G)n+ k − 1, (G)k + 1. So d(v)k + 1. Hence,
there exists some triangle in T, such that d(v, Ci)2. Therefore, G[{v} ∪ V (Ci)] contains a cycle of length four.
The following we discuss n3k + 2.
We assume Theorem 8 is false. We can choose vertex disjoint triangles C1, . . . , Ck such that
(i) vi ∈ V (Ci) for all 1 ik, and
(ii) the length of a longest path in G − T is maximal.
Recall T :=⋃ki=1 V (Ci). Let P = u1 · · · us be a longest path in G − T , t = n − |T |.
We assume that in this section any permutation of the vertices {v1, . . . , vk} can be used.
Claim 1: s2.
Suppose s=1, thenG−T are independent vertex set, for any u, v ∈ V (G−T ). d(u, T )+d(v, T )=d(u)+d(v)n+
k − 13k + 2 + k − 1 = 4k + 1. Therefore there exists some Ci , say i = 1, such that d(u, C1)+ d(v, C1)5, assume
d(u, C1) = 3, d(v, C1)2. Let C1 = v1w1w2v1, without loss of generality assume vw1 ∈ E(G). Say C′1 = uv1w2u,
path P ′ = w1v, a contradiction to (ii).
Claim 2: t = s.
Suppose t > s. For any u ∈ V (G) − T − V (P ). It is obvious uu1 /∈E(G), uus /∈E(G). And by Lemma 1, if
d(u, P ) + d(u1, P )s, then there is a path P ′ with vertex set V (P ) ∪ {u}, which contradicts to (ii). Hence d(u, P ) +
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d(u1, P )s − 1, d(u, P )+ d(us, P )s − 1. Thus 2d(u, T )+ d(u1, T )+ d(us, T )2n+ 2k − 2− 2(s − 1)− 2(t −
s−1)=2k+2|T |+2=2∑ki=1(|Ci |+1)+2. Therefore there is some Ci , say i=1, satisfying 2d(u, C1)+d(u1, C1)+
d(us, C1)2(|C1| + 1) + 1 = 2|C1| + 3 = 9. Say C1 = v1w1w2v1. By d(u1, C1) + d(us, C1)6, 2d(u, C1)3, i.e.,
d(u, C1)2. We say d(u, C1) = 3. If d(u, C1) = 3, then d(u1, C1) + d(us, C1)3, we may assume d(u1, C1)2,
by the symmetry of w1 and w2, assume u1w1 ∈ E(G). Then we replace C1 and P by C′1 = uv1w2u,P ′ = w1u1 · · · us ,|P ′| = |P | + 1, a contradiction to (ii). So d(u, C1) = 2, d(u1, C1) + d(us, C1)5. Thus we may assume uw2 ∈
E(G), d(u1, C1) = 3, d(us, C1)2. If uv1 ∈ E(G), then we replace C1 and P by C′1 = uv1w2u, P ′ = w1u1 · · · us ,|P ′| = |P | + 1, a contradiction. So uw1, uw2 ∈ E(G). As d(us, C1)2, assume usw2 ∈ E(G), then we replace C1
and P by C′1 = u1v1w1u1, P ′ = u2 · · · usw2u, |P ′| = |P | + 1, a contradiction. As claimed.
Claim 3: Either s = 2 or G[V (P )] is hamiltonian.
Suppose s3 and G[V (P )] is not hamiltonian. Then u1us /∈E(G). By Lemma 2, d(u1, P ) + d(us, P )s − 1.
Thus d(u1, T ) + d(us, T )n + k − 1 − s + 1 = n − s + k =∑ki=1(|Ci | + 1). So there exists some Ci , say i = 1,
satisfying d(u1, C1) + d(us, C1) |C1| + 1 = 4. We may assume d(u1, C1)2, d(us, C1)1, implying that there
exists a hamilton cycle C′1 of G[V (C1)∪V (P )] containing v1. Thus C′1, C2, . . . , Ck are the desired cycles of Theorem,
a contradiction. As claimed.
Therefore we may assume u1us ∈ E(G).
Say C1 = v1w1w2v1, C2 = v2x1x2v2.
Case 1: d(ui, V (Cj ))1 for any i, j (is, jk).
As 2(G)n + k − 1, G is (k + 1)- connected, G − {v1, . . . , vk} is connected. Hence there is some i, j satisfying
d(ui, Cj − {vj })1, say i = 1, j = 1.
By the symmetry of w1 and w2, assume u1w1 ∈ E(G). If usw2 ∈ E(G), say C′1 = v1w1u1 · · · usw2v1. Thus
C′1, C2, . . . , Ck are the desired k cycles. So usw2 /∈E(G). Similarly, usv1 /∈E(G). So d(us, C1)1. By the assumption
of case 1, we have u1w2 /∈E(G). And by Lemma 1, d(w2, P ) + d(us, P )s − 1. Then d(us, C1) + d(w2, C1)n +
k − 1 − (s − 1) −∑ki=2|Ci | − (k − 1) = |C1| + 1 = 4, so d(us, C1)4 − 2 = 2, a contradiction to d(us, C1)1.
Case 2: d(ui, Cj ) = 2 for some i, j (is, jk), and d(ui, Cj ) = 3 for any i, j (is, jk).
We assume that d(u1, C1) = 2. By the symmetry of w1 and w2, assume u1w1 ∈ E(G).
By using the same argument of case 1, we get d(us, C1) = 0. By the symmetry of u2 and us , so d(u2, C1) = 0. By
Lemma 1, d(v1, P )+d(us, P )s. So d(v1, T −C1)+d(us, T −C1)n+k−1−s−2=4k−3=∑ki=2 (|Ci |+1)+1
implying some Ci in T − C1, say i = 2, satisfying d(v1, C2) + d(us, C2) |C2| + 2 = 5. But since d(v1, C2)2 and
d(us, C2)2 by the assumption of case 2, this is impossible.
Case 3: d(ui, Cj ) = 3 for some i, j (is, jk).
We assume that d(u1, C1) = 3, then by the above same argument d(us, C1) = 0, d(u2, C1) = 0. By Lemma 1,
d(u2, P )+ d(w2, P )s, d(us, P )+ d(w1, P )s. So d(u2, T −C1)+ d(w2, T −C1)+ d(us, T −C1)+ d(w1, T −
C1)= d(u2)+ d(w2)+ d(us)+ d(w1)−[d(u2, P )+ d(w2, P )]− [d(us, P )+ d(w1, P )]− d(w1, C1)− d(us, C1)−
d(u2, C1) − d(w2, C1)2n + 2k − 2 − 2s − 4 = 2(n − s − |C1|) + 2k = 2∑ki=2(|Ci | + 1) + 2 implying some Ci in
T − C1, say i = 2, satisfying d(u2, C2) + d(w2, C2) + d(us, C2) + d(w1, C2)2(|C2| + 1) + 1 = 2|C2| + 3 = 9.
We claim d(us, C2)1.
If d(us, C2) = 0, then d(u2, C2) = d(w2, C2) = d(w1, C2) = 3. Say C′1 = v1w1x1u2 · · · usu1v1, C′2 = v2w2x2v2.
Thus C′1, C′2, C3, . . . , Ck are the desired k cycles of Theorem, a contradiction. So d(us, C2)1. As claimed.
By the symmetry of u2 and us , we get d(u2, C2)1.
As d(w2, C2)3, d(w1, C2)3, we get d(u2, C2)+ d(us, C2)3, thus |N(u2, C2)∪N(us, C2)|2. Hence, there
exist two distinct vertices inV (C2), without loss of generalitywe assume y1, y2 ∈ V (C2), such that y1u2, y2us ∈ E(G).
And let V (C2) − {y1, y2} = {z}.
If d(w2, C2) = 3, then say C′1 = v1w1u1v1, C′2 = zw2y1u2 · · · usy2z. Thus, C′1, C′2, C3 . . . , Ck are the desired k,
cycles of Theorem8. So d(w2, C2)2. By the symmetry,we have d(w1, C2)2.Hence 3d(w1, C2)+d(w2, C2)4.
Without loss of generality, we assume d(w1, C2)d(w2, C2). Then d(w2, C2) = 2.
As d(w1, C2)+ d(w2, C2)4, we get d(u2, C2)+ d(us, C2)5, we may assume d(u2, C2)= 3, d(us, C2)2 and
assume usx2 ∈ E(G), say C′1 = v1w1u1v1.
If w2x1, w2x2 ∈ E(G), say C′2 = v2x1w2x2us · · · u2v2. Thus C′1, C′2, C3, . . . , Ck are the desired k cycles. If
w2v2, w2x1 ∈ E(G), sayC′2=v2w2x1u2 · · · usx2v2. ThusC′1, C′2, C3, . . . , Ck are the desired k cycles. Sow2v2, w2x2 ∈
E(G), sayC′2=v2w2x2us · · · u2x1v2. ThusC′1, C′2, C3, . . . , Ck are the desired k cycles, a contradiction. This completes
the proof of Theorem 8. 
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