Deep neural networks provide deep extracted features for image classification. As a high dimension data, hyperspectral image (HSI) feature extraction is unlike an RGB image whose feature representation could not be simply generated in the spatial domain. To take full advantage of HSI, a dualchannel convolutional neural network (CNN) is applied, 1D convolution for the spectral domain and 2D convolution for spatial domain. For pixel-wise classification of HSI, in our network model, one-dimensional customized DenseNet is for extracting the hierarchical spectral features and another customized DenseNet is applied to extract the hierarchical spatial-related feature. Furthermore, we experimentally tuned the several widen factors and dense-net growth rates to evaluate the impact of hyper-parameter. To compare our proposed method with HSI classification methods, we test other three DNNs based method in two real-world HSI dataset. The result demonstrated our approach outperformed the state-of-art method.
INTRODUCTION
Besides large-scale spatial information, hyperspectral images capture hundreds of spectral bands that provide enormous object reflectance information. Based on this spectral information, the pixel-wise spectral analysis is playing an important role in geosciences, agriculture, and mineralogy. Conventional hyperspectral image classification focuses on spectral feature extraction by principal component analysis, independent component analysis, and linear discriminant analysis. Those statistical methods achieved success in predicting the material class from spectrum [1] . However, the material reflectance captured by hyperspectral sensor has a strong correlation with neighboring pixels because there are homogeneous regions of same material having the similar reflectance in the images and also because the likelihood of a material occurring at a location is influenced by other materials in its vicinity. Hence, feature extraction could be improved by considering spatial information [2] .
To take full advantage of spatial-spectral information from HSI, several hand-designed spatial-spectral features and Markov random fields based spatial-spectral classifiers [3, 4, 5] have been developed. In recent years, convolutional neural network (CNN) has provided extraordinary performance in spatial image feature extraction [6, 7, 8] . The deeper networks extracted better feature, however, more layers lead to gradient vanishing/explosion issue. In 2017, DenseNet was introduced to exploit the potential of the network through feature reuse, yielding condensed models that are easy to train and highly parameter efficient [9] , which means the dense neural networks could become deeper and keep high efficiency. Many of the previous CNNs developed for hyperspectral analysis use the CNN for extracting spatial features which are combined with spectral features learned from an embedding method [10, 6] . However, the input of the CNNs in these methods are the three principal components of the original hyperspectral image, which means the input data still loses some spatial information [11] .
In this paper, we apply DenseNet architecture to build a dual-channel neural network for HSI feature extraction and investigate this model on two popular datasets. Three main contributions of this paper are 1) a deep dual-channel CNN for pixel-wise feature extraction, 2) evaluating the impact of dense growth factor and widen factor, and 3) evaluating the single channel impact to classification performance.
BACKGROUND
Deep learning is currently the state-of-the-art technique for feature extraction. Unlike traditional machine learning methods, DNN learns hierarchical representation from the large dataset automatically instead of using a hand-designed feature to represent the data or modeling the data using simpler parametric distributions. Convolutional neural network (CNN) is a very successful architecture for feature extraction in most computer vision applications. A typical CNN model consists of convolutional layers, activation layers, pooling layers, fully connected layers and classification layer. More layers in the neural network model, a better feature vector could be extracted. However, a deep plain neural network suffers gradient vanishing/explosion issue, which limits the depth of the network. The ResNet [12] innovated a short-cut pass, a socalled residual connection to solve the vanishing gradient issue. In residual connection, the middle diagram of fig.1 , the output H ResN et (x) is the sum of the CNN's output F (x) and the input x.
Recently, a stochastic depth architecture based 1202-layer ResNet [13] was successfully built. However, in this work, they found that randomly dropping ResNet layers did not change the convergence during training, which indicates ResNet has redundancy because each layer only used features from the previous layer as inputs. Hence, they proposed DenseNets which can be used to exploit the potential of the network through feature reuse, yielding condensed models that are easy to train and highly parameter efficient. Unlike previous architectures, DenseNet acquires feature-maps from all preceding layers as input for the next layer:
where
By using DenseNet, the network reuses the output of each layer because a layer output parameter not only relies on output features from the adjacent bottom layer but also relies on other bottom layers, see fig.2 . A dense block has batch normalization, convolutional layer, activation layer(Relu). A transition layer aims to improve computation efficiency by reducing the input size. Compare three typical deep neural networks architectures in fig.1 . Conventional CNN consists of convolutional layers and Relu layers. The deeper architecture of ResNet applied batch normalization for normalizing shifted mean and covariance during the heavy iteration among enormous layers. Due to the advantages of CNNs, remote sensing researchers have started developing CNN architectures for HSI classification. In 2015, Hu et al. utilized five layered 1D CNN to discriminate spectral signatures [6] . After that, to take full advantage of spatial information in HSI, a dual-channel CNN has been developed to extract spectral and spatial feature respectively [10] . Besides dual-channel approach, a 3D-CNN framework was proposed for accurate HSI classification [7] in which 3D convolutional filters capture spatial and spectral information simultaneously. However, previous CNN approaches are limited by the number of layers. Thanks for the concept of ResNet, a ResNet based DNN with 3D-CNN improved the HSI classification performance [11] . In this paper, we build a dual-channel DNN model with DenseNet architecture. The DenseNet inherits the ResNet deeper neural network architecture which helps to extract more signification features and improves the network efficiency by reusing features. The dual-channel preserves both spatial and spectral information in the extracted features.
DUAL CHANNEL DENSELY CONNECTED CONVOLUTION NETWORK
In this paper, we designed a dual channel DenseNet architecture for spatial-spectral classification. One channel consists of 1D DenseNet to extract spectral information and the second channel consists of a 2D DenseNet to extract spatial information. The 1D DenseNet takes spectrum at the pixel as input and the 2D DenseNet takes a patch around the pixel as input. Both channels are simultaneously trained with the feature generated by each of them combined before classification layer. Our model inherits all of the advantages of the DenseNet architecture, such as feature reuse and propagation, mitigation of vanishing gradient problem and reduction in the number of parameters. Since hyperspectral datasets have limited training data and we are training the network on small patch around the pixel, we customize the DenseNet architecture to fit HSI data. Besides the dense block and transition layer, we add a pre-convolution layer on top of the dense block. Due to the small spatial size, we applied the widenfactor to preserve more features in the first layer. Moreover, the number of layers in dense blocks varies depending on different HSI datasets because their size varies. Table. 1 shows the general layers detail of our customized DenseNet. The difference between the spatial and the spectral channel lies in the first convolutional layers. We used 1D kernels of size 3 along the spectral dimension in the spectral channel and 2D 3 × 3 convolution kernel across spatial dimensions in the spatial channel. In the table, the dense block of [3 × 3, 16 × k] × 6 means that the filter size is 3 × 3, 16 is the number of filters impacted by growth rate, 6 is the number of blocks, and k is the widen factor. In the experiments, the number of DenseBlock and Transition block varies due to the different input dataset size. For example, train patch is 15 × 15 × 200 for Indian pines HSI dataset. Hence the maximum number of transition blocks is 3. However, we tested several widen factors k to optimize classification performance. 
EXPERIMENT AND RESULT
The input to the network is 15 × 15 patch around the test pixel. For the 1D channel, the pre-convolution layer utilized 48 [1 × 3] filters to pre-extract first layer weights matrix, then the updated data cube passes through 1D DenseNet. At the last dense block, the transition block is removed because the dense feature vector had less redundancy, the dropout layer could throw key features. For different HSI dataset, we modified the number of pooling layer depending on the path size. 2D channel path is similar to 1D channel, but 2D channel has a narrow size in the first layer due to the smaller size of spatial resolution. The concatenation layer combined two feature vector as the input F f inal of a fully connected layer,
In experiments, we selected increased widen factor k to train neural network models. The widen factor determined the size of each layer in a dense block. Large widen factor enlarged the number of filters and extracted more feature, meanwhile, it cost higher computational complexity and enlarged the model parameter size. The comparison between k=1 and k=8 shows in Fig.3 , A test of Indiana Pines Hyperspectral dataset. When increasing there is the value of the widen factor, the top layers of the dense block are wider which means it has more numbers of filters and more weights have been preserved. Theoretically, more weights cost heavy computation and more storage for parameters, however, the densely net reused the extracted feature, so the widen layer still keeps higher efficiency. Larger widen factor did improve the model performance. We investigate the effects of training size on performance using Pavia University dataset in Table 2 . Lastly, we compared our model to the following baselines: support vector machine (SVM), support vector machine based Markov random field (SVM-MRF) [5] , and SS-3D-ResNet-10 [11] , spectral-only DenseNet(Spec-Ch-DenseNet), and spatial-only DenseNet(Spa-Ch-DenseNet) in Tables 3 & 4 using overall accuracy(OA), mean accuracy(MA), and model size metrics.
CONCLUSION
In this paper, we introduced a DenseNet based dual-channel neural network architecture for HSI classification method. The proposed architecture has a 1D DenseNet to extract spectral features and a 2D DenseNet to extract spatial feature. Compared to the baselines, the proposed approach obtained higher classification accuracies, however, the proposed approach takes longer training time. In the future, we will investigate fully convolutional DenseNet based architectures for HSI classification and techniques to make the training 
