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Abstract
This paper illustrates how the Zipf-Mandelbrot law can
emerge in language as a result of minimising the cost of cat-
egorising sensory images. The categorisation is based on the
discrimination game in which sensory stimuli are categorised
at different hierarchical layers of increasing density. The dis-
crimination game is embedded in a variant of the language
game model, called the selﬁsh game, which in turn is embed-
ded in the framework of iterated learning. The results indi-
cate that a tendency to communicate in general terms, which
is less costly, can contribute to the emergence of the Zipf-
Mandelbrot law.
Introduction
One of the most sound universal tendencies observed in hu-
man languages is that when words are ranked according to
their occurrence frequency in a descending order, the fre-
quency f is inversely proportional to its rank k according to
f
￿ Ck
￿ B, where B
￿ 1 and C is a constant, see Figure 1.
This ﬁnding was discovered by G. K. Zipf (Zipf, 1949), and
has since been called Zipf’s law. Besides its observation in
linguistics, Zipf’s law has also been observed in economy,
physics, biology, demography,social sciences etc. (G¨ unther
et al., 1996).
Zipf explained his ﬁnding in terms of least effort (Zipf,
1949). He assumed that speakers want to minimise articula-
toryeffort,thusminimisingthelengthofanutterance,which
tends to promote ambiguity in language. On the other hand,
hearers want to have optimal clarity to interpret the meaning
of an utterance unambiguously with the least effort. Fulﬁll-
ing the needs of both agents leads to a trade-off, which Zipf
called the principle of least effort (Zipf,1949). Althoughthe
observation of Zipf’s law in real linguistic data is sound, it
has only recently been shown empirically in an alife model
that the principle of least effort indeed leads to a Zipﬁan dis-
tribution (Ferrer i Cancho and Sol´ e, 2003).
In 1953,Mandelbrotderiveda moregeneralexpressionof
Zipf’s law, which explains small differences between Zipf’s
law and real linguistic data, notably for the ﬁrst few ranks
(Mandelbrot, 1953). According to the Zipf-Mandelbrot law
the frequency f of a word is related to its rank k as f
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Figure 1: This plot shows both Zipf’s law and the Zipf-
Mandelbrot law. Mandelbrot’s formula was drawn with pa-
rametersC
￿ 10,V
￿ 10 and B
￿ 1
￿35 (these parameters are
illustrativeandnotjustiﬁed). Thegraphshowsthefrequency
distribution f as a function of the rank k.
C
￿
k
￿ V
￿
￿ B, where C
￿ V and B are constants. When V
￿ 0
and B
￿ 1, this expressionequals Zipf’s law. Figure 1 shows
both laws plotted on the usual log-log scale. It appears that
Mandelbrot’s equation ﬁts linguistic data better than Zipf’s
equation (Mandelbrot, 1953). The derivation of Mandel-
brot’sformulawas basedon minimisingthe articulatorycost
in terms of word length (Mandelbrot, 1953).1
In addition to Zipf’s least effort and Mandelbrot’s mini-
mum cost explanations, many other explanations of Zipf’s
law have been proposed that, too, focus on the relation be-
tween word length and its frequency. For example, it has
been shown that randomly generated texts exhibit Zipf’s
law (Li, 1992), and so does the frequency distribution with
whichmonkeyspressthe keysofatypewriter(Miller, 1957).
This was explained by noting that generating shorter se-
1Isometimes referto Zipf’slawwhen Irefertothe phenomenon
that ranked words occur with are frequency distribution described
by a hyperbola, irrespective whether expressed by Zipf’s or Man-
delbrot’s equation. Where relevant, the distinction will be made.quencesis morestatistically likelythangeneratinglongones
(Li, 1992). Explanations that do not explain the emergence
of Zipf’s law in terms of articulatory effort focus on fre-
quency effects. More frequently used words are more likely
to be selected in communication(G¨ untheret al., 1996). This
effect has been shown in a simulation where speakers se-
lect words based on occurrences in the preceding discourse
(Tullo and Hurford, 2003).
This paper investigates the emergence of a Zipﬁan distri-
bution in language as the result of a minimum cost principle
(Mandelbrot, 1953), based on Steels’ language game model
(Steels et al., 2002). However, in contrast to Mandelbrot’s
derivation, the cost will not be minimised by optimising the
word length, but rather by trying to minimise computational
costs at the cognitive level of categorisation. As common
in language game models, categorisation will be done us-
ing discrimination games (Steels, 1996). A recent discov-
ery (Vogt, 2004) revealed that Zipﬁan distributions of word
frequencieshad emergedin robotic studies based on the lan-
guage games, such as reported in (Vogt, 2000). This paper
studies the hypothesis, suggested in (Vogt, 2004), that the
emergence of Zipf’s law may be explained by a tendency to
use general categories in communication as a principle of
minimum cost.
The next section outlines the model with which the study
was done. Then the results are presented, which are dis-
cussed in the subsequent section. The ﬁnal section provides
conclusions.
The model
The study was done using the simulation toolkit THSim
(Vogt, 2003b), which mimics aspects of the Talking Heads
experiment (Steels et al., 2002).2 THSim implements a
numberofdifferentlanguagegamesthatcanbeincorporated
by a population of agents. In the current study, the pop-
ulation plays selﬁsh games – independently developed by
Smith and Vogt (Smith, 2003; Vogt, 2000) – where hearers
guess the reference from utterances produced by speakers,
andlearningisachievedbycross-situationalstatistical learn-
ing (Vogt and Smith, 2004). By engaging in selﬁsh games,
agents develop a repertoire of categories, which form the
meanings of word-forms the agents develop as part of the
selﬁsh game.
The exact details of the selﬁsh games are irrelevant for
the purposes of this paper, similar results have been ob-
served with – on language games based – guessing games
(unpublished) and observational games (Vogt, 2004).3 Fig-
ure 2 illustrates the working of the selﬁsh games. In a self-
ish game, two agents – a speaker and a hearer – are se-
lected from the population. Both agents look at a context
2The THSim toolkit containing the code of the present study is
available at http://www.ling.ed.ac.uk/˜paulv/thsim.html.
3Consult, e.g., (Vogt, 2000; Vogt, 2003b) for a description of
these language game models.
wateva
situation 1
wateva
situation 2
Figure2: Two situationsofselﬁsh gamesillustrate the work-
ing of cross-situational learning. When a learner ﬁrst hears
the word “wateva” in a context with squares and a circle
(situation 1), and later in a situation with a circle, a triangle
and a polygon (situation 2), then she can induce – based on
co-occurrences – the knowledge that “wateva” refers to the
circle.
(or situation) that contains a number of coloured geometri-
cal shapes. The speaker selects one shape as the topic, tries
to categorise this topic and produces an utterance to convey
its reference. If the speaker has no way to express a partic-
ular category (or meaning), she invents a new word-form.
When the hearer receives an utterance, she tries to interpret
the utterance by guessing which shape the speaker intends
to convey. The hearer categorises all shapes and searches
the association between the utterance and category that best
matches the utterance in the given situation. This selection
is based on maximisingthe probabilityP
￿
m
￿w
￿ that given an
utterance w, it means meaning m, provided the reference of
the meaning is in the context. These probabilities are esti-
mated according to word-meaning occurrences in previous
situations. This learning mechanism has been called cross-
situational statistical learning (Vogt and Smith, 2004) and
works on the same principle as the cross-situational learning
model introduced by Siskind (Siskind, 1996).
The selﬁsh games are embedded in a cultural evolution
where the language originates and is transmitted from one
generation to the next culturally, i.e., the agents’ morpholo-
gies remain the same throughoutthe course of evolution. At
the start of each agent’s lifetime, her linguistic knowledge
is non-existent; this develops ontogenetically. The evolu-
tion is modelled using the iterated learning model (Kirby,
2002), which implements the population dynamics through
iteratinglargesequencesof selﬁsh gamesplayedby the pop-
ulation. In each iteration, where a given number of selﬁsh
games are played, the population contains adult and learner
agents. The adults are assumed to have mastered the lan-
guage,whichthelearnerslearnbyactingas hearersinselﬁsh
games with an adult as speaker. At the end of each iteration,
the adults ‘die’ and are replaced by the learners, and new￿
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Figure3: Thehierarchicallayeringofcategoriesusingapro-
totype representation. Each layer l accepts up to nl cate-
gories, which form Voronoi segments in the n-dimensional
conceptual space. In the example here n
￿ 2.
learners enter the population. This continues, in principle,
indeﬁnitely. The remainder of this section explains the cate-
gorisationprocessofthe discriminationgamein moredetail.
The discrimination game
The agents categorise and form meanings using the discrim-
ination game model proposed by Luc Steels (Steels, 1996).
The aim of an agent playing a discrimination game is to cat-
egorise an object (the topic) such that it distinguishes the
topicfromall otherobjects inthe context. Inthe originalim-
plementation (Steels, 1996), categories were represented by
combinationsof nodes in a binary tree. In the current imple-
mentation, categories are represented by prototypes that are
points in an n-dimensional conceptual space (G¨ ardenfors,
2000), where the dimensions are quality dimensions which
can be measured by feature detectors. For the present study,
the conceptual space is 6-dimensional and is spanned by the
R, G and B channels of the RGB colour space, a shape fea-
ture4 and the x and y coordinates.
The distribution of prototypes leads to a segmentation of
the space into Voronoi areas formed by the regions nearest
to the prototypes; these Voronoi segments constitute the cat-
egories. A hierarchical layering of prototypes allows the
emergence of a taxonomic hierarchy of categories (Rosch,
1978), see Fig. 3. In this taxonomy, categories on layers
of low density are more general than those that are on lay-
ers of high density. The density D
￿
l
￿ of layer l is given by
D
￿
l
￿
.
- nl, where n is the dimension of the conceptual space
S
￿
l
￿ . The cost of categorisation is proportional to the time
required to ﬁnd a category that distinguishes the topic from
the rest of the context. In the layered model, the agents can
minimise categorisation cost by searching the different lay-
ers from the least dense layer to the more dense ones until a
4The shape feature is a value proportional to the shape’s area
divided by the area of its smallest bounding box (Vogt, 2003b).
distinction can be made – i.e., the agents try to ﬁnd the most
general categories to be used in the communication act.
When an agent participates in the selﬁsh game, she looks
at the contextC, which contains a number of objects (
￿C
￿
￿
4). The objects are selected randomly with a uniform dis-
tribution from a set of 10 different shapes, they are com-
bined with an arbitrarily selected colour from a set of 11
colours and are placed at an arbitrarily selected point on the
2-dimensional display. For each object oi
/ C, the agent ex-
tractsa6-dimensionalfeaturevectorfi describingtheobjects
in terms of its quality dimensions as mentioned above.
The speaker of the selﬁsh game now selects a topic ot
/ C
and plays a discrimination game starting at layer l
￿ 1 and
continues at the next layer until l
￿ lmax or until the speaker
found a distinctive category, see below. (lmax is the ﬁnal
layer that has at least one category for increasing values of
l.) Given this category, the speaker tries to produce an utter-
ance by searching its lexicon for a matching word-meaning
association. If no such association is found, the speaker
continues at the next layer until l
￿ lmax. When the hearer
receives an utterance, she plays a discrimination game for
each object oi
/ C starting at layer l
￿ 1 and tries to inter-
pret the utterance at layer l. This continues until the hearer
interprets the utterance or until l
￿ lmax. Note that an ut-
terance is interpreted when the hearer found an association
in its vocabulary that unambiguouslyidentiﬁes the utterance
with a meaning (read distinctive category) that is consistent
with the result of the discrimination games at layer l. This
does not necessarily means that the interpretation is correct,
which is only the case if the identiﬁed object o
￿ ot.
The discrimination game works as follows:
1. The feature vectors fi of all objects oi
/ C are cate-
gorised using the 1-nearest neighbourhood search (Cover
and Hart, 1967) applied to the conceptual space at layer l.
This results for each vector fi in a categoryci, represented
by the prototype ci nearest to fi.
2. Theagentthenveriﬁeswhetherthetopic’scategoryct dis-
tinguishes the topic from all other objects in the context.
This holds when there is a distinctive category (or mean-
ing) mt
￿ ct for which
0
2
1 oj
/ C
3
5
4 ot
6 : cj
￿ ct.
3. If there does not exists such a meaning, then add a new
categoryc – for whichthe topic’s featurevectorft is taken
as an exemplar (i.e., c
￿ ft) – to the ﬁrst hierarchical layer
l that has space (i.e., D
￿
l
￿
.
7 nl) and return with failure.
4. Otherwise the category’s prototype ct is moved toward ft
such that it becomes the centre of mass of the feature vec-
tors it distinctively categorised and return the distinctive
category mt. Note that if two categories become closer
than within a given threshold, they are merged.
Note that as the hearer has to guess the topic, she consid-
ers all objects oi
/ C as a potential topic and therefore plays
a discrimination game for each potential topic at the given
layer. This yields a distinctive category set M, which con-tains the meanings of those objects that have successfully
been distinguished.
As the complexity of the search in layer l is of order
o
￿
D
￿
l
￿
￿ , the computational cost increases exponentially at
lower levels in the taxonomic hierarchy (i.e., increasing val-
ues of l).
Results
In order to test the hypothesis that minimising the categori-
sation costs can lead to the emergence of Zipf’s law, an ex-
periment with 2 different conditions was carried out.
Condition 1 No hierarchical layering of conceptual spaces
was used (therewas onlyone layeravailable to each agent
– and the density of the conceptual space was limited
by the agents’ memory sizes, which limits were never
reached).
Condition 2 The hierarchical layering as described above
was present.
For both conditions 10 trials of the simulation were run
for 10 iterations of 100,000 selﬁsh games. The population
in each each iteration contained a total of 10 agents (5 adults
and 5 learners). All speakers were selected from the adult
population, but in order to prevent the emergence of many
different languages, only 90% of the hearers were learners,
the others were adults, consult (Vogt, 2003a) for a discus-
sion.
Figure 4 summarises the most important results of the ex-
periment. The two top ﬁgures and the leftmost ﬁgure on
the bottom row show the ranked frequency distributions of
9 randomly selected agents throughout their lifetime (from
each generation 1 agent) plotted on a log-log scale. In ad-
dition, these ﬁgures show the approximated curve of the
Zipf-Mandelbrot equation with parameter settings as spec-
iﬁed shortly.
Thetopleftgraphshowstheresultsofcondition1,i.e.,the
run without hierarchical layering of categories. Clearly, the
frequency distribution does not reveal the Zipf-Mandelbrot
law f
￿ C
￿
k
￿ V
￿
￿ B with B
￿ 1. This plot can be approxi-
mated by Mandelbrot’s equation with V
￿ 1400 and B
￿ 4,
which means that relatively many high ranked words occur
almost equiprobable (V is high), while the occurrence fre-
quencies of the remaining words drop faster than the Zipf-
Mandelbrot law with B
￿ 1 would predict.5
The top right graph of Fig. 4 shows the frequency of
occurrences of word-meaning associations emerging under
condition 2. This plot shows a curve similar to the Zipf-
Mandelbrot curve (Fig. 1), which after a ﬁrst small pe-
riod transfers in an almost straight line with a slope near
5The parameter values given are rough estimations; they are not
obtained from statistical analysis, but the solid lines in the plots of
Fig. 4 show the corresponding curve.
-1 (V
￿ 3 and B
￿ 1
￿2), which is typical for the Zipf-
Mandelbrot law observed in natural languages. This ﬁg-
ure shows the frequency distribution of word-meaning as-
sociations rather than the distribution of word occurrences.
Whentherankedfrequencydistributionofwordoccurrences
is plotted against the rank k, an approximation of the Zipf-
Mandelbrot law emerges with a value of V
￿ 80 and B
￿ 5,
see Fig. 4 (bottom left).
In the condition 2 simulation, the categories of word-
meanings that occupy conceptual spaces of higher density
(i.e., higher values of l) have lower frequencies, which con-
ﬁrms the hypothesis that reducing the computational cost
of categorisation can lead to the emergence of the Zipf-
Mandelbrot law, see Fig. 4 (bottom right).
Not shown in the graphs are the communicative success
of the two experiments. Communicative success measures
the average number of successful selﬁsh games over some
window of time (a selﬁsh game is successful if the hearer
guessed the right topic). The simulation of condition 1 leads
to an average communicative success of 69
￿3
￿ 0
￿3 % over
the ﬁnal 10,000 games, whereas condition 2 yields an aver-
age of 51
￿2
￿ 0
￿3%. Note that the communicativesuccess is
averaged over the ﬁnal 10,000 games of the simulation and
averaged over all 10 trials.
Discussion
Minimising the computational costs of categorisation by
trying to generalise the categorisation as much as possible
does, indeed, lead to the emergence of the Zipf-Mandelbrot
law (Mandelbrot, 1953). Moreover, Mandelbrot’s equation
matchestheresults better thanZipf’soriginalequation. That
the emergenceof the Zipf-Mandelbrotlaw is causedby min-
imising the cost of categorisation through the hierarchical
layering of conceptual spaces is prominently visible in the
bottom right graph of Fig. 4, as the categories of lower fre-
quency tend to occupy conceptual spaces of higher density.
TheMandelbrot-Zipflawemergesonlyforthe rankedfre-
quency distributions of the occurrence of word-meaning as-
sociations, rather than those of words, because as an arti-
fact of the language game model, words tend to have multi-
ple associations with different meanings at different layers.
Nevertheless, these different meanings refer to the same ob-
jects in different situations. In human language, however,
meanings at different hierarchical layers tend to have dif-
ferent words – e.g., animal, dog and spaniel. Assuming
we can better model a one-to-one bias in word-meaning as-
sociations, see, e.g., (Smith, ming), thus specifying differ-
ent taxonomies with more speciﬁc words, I decided to look
at word-meanings as atomic elements rather than at words
alone.
Theagents(bothas speakerandas hearer)donotoptimise
the effectiveness of their language use, but rather minimise
the computational cost of categorisation. This aspect is a
prominent reason why the communicative success of condi- 1  10  100  1000  10000
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Figure 4: Top left: The frequency distribution of the occurrences of word-meaning associations as a function of the rank in
condition 1. Top right: The frequency distribution of the occurrences of word-meaning associations in condition 2. Bottom
left: The frequency distribution of word occurrences in condition 2. Bottom right: The hierarchical layers l occupied by the
categories of rank k relating to one of the agents in condition2 from the previoustwo graphs. The ﬁrst three graphs additionally
shows the Mandelbrot equation imposed with parameter settings as given in the text.
tion 2 stays well behind the success of condition 1, where
the agents do search the entire lexicon for associations, thus
including those that allow more effective communication.
Hence, minimising the cost of categorisation while not op-
timising communicative success causes a trade-off between
effort and understandability, which was the basis of Zipf’s
principle of least effort (Zipf, 1949). It is likely that Zipf’s
law will not emerge when the agents optimise for effective-
ness, which – of course – is costly, when a hierarchical tax-
onomy of categories is maintained. However, the current
level of success is too low to be acceptable. Future work
should investigate how the success of the communication
can increase without increasing the cost too much.
Conclusions
This paper shows that the Zipf-Mandelbrot law can emerge
as a result of minimising the cost of categorising sensory
stimuli. The emergence is striking, because no aspect of a
Zipﬁandistributionwas put in the model: not in the distribu-
tion of objects the agents categorise, nor in the distribution
ofcategoriesin thehierarchicallylayeredconceptualspaces.
To investigate the validity of the general hypothesis that
minimising the cost of categorisation does lead to the emer-
gence of Zipf’s law in human language, it would be inter-
esting to investigate to what extent the shorter words used
in real languages are indeed the more general terms. If that
is the case, it should also be investigated to what extent the
more general categories are indeed cognitively less costly
to categorise, such as appears to be the case for basic level
categoriesas opposed to their superordinateand subordinate
categories (Rosch, 1978).
It is important to stress that I do not claim that minimis-
ing cost of categorisation is the mechanism for the observa-
tion of the Zipf-Mandelbrot law in natural languages; thereare too many possible explanations around to make such a
hard claim (G¨ unther et al., 1996). Furthermore, the most
frequently used words are function words, such as ‘the’ and
‘a’, whichcarrynomeaningin the sense usedhere(although
one might argue that these words have very general mean-
ings, or at least are applicable in a very general way).
However, humans undoubtedly try to minimise the cog-
nitive effort to categorise sensorimotor events. It is there-
foreplausible that the tendencyto use generalisedcategories
is a bias that – in addition to other biases, such as reduc-
ing articulatory effort (Mandelbrot, 1953; Zipf, 1949) and
other frequency related approaches (G¨ unther et al., 1996;
TulloandHurford,2003)–yieldsthe emergenceoftheZipf-
Mandelbrot law.
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