ABSTRACT A linear coupled model for the atmosphere-upper-ocean system is proposed to highlight the mechanisms of decadal to interdecadal climate variability in the North Pacific. In this model, wind stress anomalies over the North Pacific are related to anomalies in the meridional temperature gradient of the upper ocean. The latter depends upon air-sea thermodynamical feedbacks and meridional heat transport by upper-ocean currents. Slow adjustment of the oceanic gyre circulation to the change in wind stress is accomplished by the forced baroclinic oceanic Rossby waves, which carry out the meridional heat transport. Uncoupled ocean dynamic adjustment can produce a weak decadal to interdecadal peak in the power spectrum of the meridional transport under temporal white noise wind stress forcing with organized spatial structure. Coupled dynamics produce a basinscale interdecadal oscillatory mode. This mode arises from the dynamic coupling and the memory of the system, residing in the slow gyre circulation adjustment. Its stability is heavily controlled by the ocean thermal damping, and its period is about one and one-half to three times the decadal ocean dynamic adjustment time. In the relevant parameter regime, this coupled mode produces a robust and pronounced interdecadal spectral peak in the upper-ocean temperature and the Sverdrup transport of the gyre circulation. The interdecadal oscillations reproduced in the simple model provide insights into main physical mechanisms of the North Pacific decadal-interdecadal variability observed in nature and simulated in coupled general circulation models.
Introduction
A rich spectrum of interannual to interdecadal climate variability appears in modern climate data (Levitus 1989; Ghil and Vautard 1991) . Understanding the natural variability in the climate system is important for both short-term climate prediction and credible longterm projection of global climate change. Large-scale ocean-atmosphere interaction is believed to play an essential role in natural climate variability on a broad range of timescales. Significant progress has been made over the past decade in understanding and modeling the interactions between the equatorial Pacific and the global atmosphere-the El Niño-Southern Oscillation phenomenon (e.g., Philander et al. 1984; Cane and Zebiak 1985; Zebiak and Cane 1987; Hirst 1988; Suarez and Schopf 1988; Battisti and Hirst 1989; Philander 1990; Neelin 1991; Cane 1992; Jin and Neelin 1993; Neelin et al. 1994; Jin 1996 Jin , 1997a Neelin et al. 1996) . Although not as pronounced as ENSO, interdecadal cli mate variability has been found in the Atlantic and Pacific Oceans, as well as in the global atmosphere (Bjerknes 1964; Namias 1972; White and Barnett 1972; Nitta and Yamada 1989; Trenberth 1990; Wallace et al. 1993; Trenberth and Hurrel 1994; Kushnir 1994) . It was speculated decades ago that sources of decadal-interdecadal variability could be related to internal fluctuation of the thermohaline circulation in the North Atlantic Ocean (Bjerknes 1964 ) and the coupled ocean-atmosphere interactions of the North Pacific (Namias 1972; White and Barnett 1972) .
Thermohaline circulation, driven by the forcing resulting from heat and freshwater fluxes through the ocean surface, may exhibit rich variability, as demonstrated in various numerical models (Welander 1986; Weaver et al. 1991) . Self-sustained interdecadal oscillations have been found in a number of two-and threedimensional oceanic GCMs and in a coupled GCM (e.g., Weaver et al. 1993; Huang 1993; Yang and Neelin 1993; Delworth et al. 1993; Chen and Ghil 1995; Greatbatch and Zhang 1995; J. Drbohlav and F.-F. Jin 1997, manuscript submitted to J. Phys. Oceanogr.) . These internal fluctuations of the thermohaline circulation may explain decadal-interdecadal climate variability in the North Atlantic. However, the thermohaline circulation in the North Pacific is too weak to account for the systematic variability on decadal-interdecadal timescales of sea surface temperature, intensity of the storm track, wind stress, and surface heat fluxes revealed in the modern climate dataset. Transpacific propagation of decadal timescale baroclinic Rossby waves in the upper ocean, resulting from basinwide dynamic adjustment associated with ENSO events, has been observed and also simulated by ocean GCMs (Jacobs et al. 1994) . This result indicates the long-term memory residing in the dynamics of the North Pacific upper ocean. Thus, slow ocean dynamic adjustment and coupled atmosphereocean interaction are like responsible for decadal and interdecadal climate variability in the North Pacific ocean-atmosphere system. Recent coupled GCM simulations tend to support this hypothesis (Latif and Barnett 1994; Robertson 1996) .
Theoretical models to investigate and to reproduce basic features of decadal-interdecadal variability in the North Pacific ocean-atmosphere system are yet to be established. In this paper, a linear coupled atmosphere-upper-ocean model is based upon the above hypothesis to provide physical insight into decadal-interdecadal climate variability. The role of slow ocean gyre circulation adjustment in the low-frequency climate variability is analyzed in section 2. The dynamic origin of a coupled decadal to interdecadal mode is described in section 3. Discussion and a summary are given in section 4.
Ocean dynamic adjustment and 1ow-frequency variability
In extratropical oceans, slowly propagating Rossby waves play a major role in the gyre circulation adjustment. By considering a reduced-gravity model for the upper ocean, the quasigeostrophic equation for long Rossby waves forced by winds on a midlatitude ␤ plane can be written as (Gill 1982) ‫ץ‬h ‫ץ‬h Ϫ c ϭ Ϫcurl()/ f .
(2.1) 0 0
‫ץ‬t ‫ץ‬x
Here, h is the upper-layer thickness anomaly, curl () is the wind stress curl related to Ekman pumping, c ϭ ␤gЈH/ is the Rossby wave speed, gЈ is the reduced 2 f 0 gravity parameter, H is a constant reference depth of the upper-layer thickness, 0 is the sea water density, and f 0 is the Coriolis parameter f at the reference latitude (about 35ЊN). A rectangular domain (0 Ͻ x Յ L x ϭ 8000 km, 0 Յ y Յ L ϭ 4000 km) in Cartesian coordinates is used to represent an ocean basin-for instance, the North Pacific. The Rossby wave speed c, which strongly depends on latitudes (e.g., Philander 1990) , is assumed to be a constant following the midlatitude ␤-plane approximation, and c ϭ 2.5 cm s Ϫ1 is used throughout this paper. The adjustment timescale, depending on Rossby wave basin-crossing time L x /c, is thus on the order of a decade. Equation (2.1) describes the dynamic adjustment of upper-ocean gyre circulation, which is carried out by the Rossby waves forced by anomalous wind stress.
The slow dynamics of ocean gyre circulation play an essential role in low-frequency climate variability because the ocean dynamic adjustment can act as a lowpass filter to the variance associated with white noise agitation (such as atmospheric wind forcing). To elucidate the role of the ocean dynamics, we consider a spatially well-structured but temporally stochastic wind forcing in (2.1) by assuming
where F n (x) and sin(ny/L) are zonal and meridional structure functions, respectively, and w(t) represents white noise, with ͗w(t)w(tЈ)͘ ϭ ␦(t Ϫ tЈ) ( is its 2 2 w w variance). For simplicity, the expansion in Eq. (2.2) is truncated to retain only the meridional mode of n ϭ 2. The meridional structure sin(2y/L) describes a dipole pattern in wind stress variability, or roughly the variability in the intensity of the midlatitude surface westerly. By expressing h as R(x, t)sin(2y/L), the statistically forced long Rossby wave amplitude equation can be written as
The zero normal-flow eastern boundary condition for the long Rossby waves is set as
that is, no Rossby wave generation occurs at the eastern boundary. From the geostrophic current relation, the zonally integrated anomaly in meridional transport is proportional to R(0, t), the amplitude of the long Rossby wave at the model's western boundary (more precisely, outside of a thin western boundary layer that is not captured by the model). It should be noted that the inclusion of other meridional modes will lead to similar long Rossby wave equations with different forcing functions. Therefore, considering different forms of F 2 (x) in Eq. (2.3) is adequate to reveal the general characteristics of the forced Rossby waves. Using the Fourier transform and the eastern boundary condition, one can obtain the amplitude of the forced Rossby wave at the western boundary in Fourier form: 
where ϭ L x /c. Equation (2.6) gives a red spectrum with a peak at zero frequency ( ϭ 0) (Fig. 1 ). This ) . Dashed, dotted, and dashed-dotted curves are for the cases with x* ϭ 0.5 and k ϭ 1.5, 3.0, and 4.5, respectively; solid curve is for x* ϭ 2/3 and k ϭ 1.5. spectrum vividly illustrates the effect of the slow ocean dynamic adjustment in filtering out the high-frequency variance produced by the white noise atmospheric forcing. However, there are no decadal to interdecadal peaks in this spectrum.
Wind stress anomalies are not zonally uniform over the North Pacific and Atlantic basins. There are preferred spatial structures in the low-frequency variability of the atmospheric circulation (Wallace et al. 1990) . A simple wavy pattern in wind stress over the basin is thus considered:
7) where k describes the spatial scale (2k corresponds to spherical wave number because the width of Pacific basin is about one-quarter of the length around the earth) and the nondimensional variable x* (0 Յ x* Յ 1) represents the center of the wind stress pattern. Function F 2 (x) is designed only for x in the range (0, L x ). When x is outside the basin domain, F 2 (x) can be arbitrarily defined. With the wavy wind stress forcing in Eq. (2.7), the power spectrum of R(t, 0) can be written as
In this more general case, a spectral peak may occur at a frequency lower than the resonant frequency ( R ϭ k/), depending on the parameters k and x*. The dependence upon the wavenumber k is due to the resonant forcing at the Rossby wave frequency R ( R ϭ k/), whereas the dependence upon x* is due to the nonperiodic nature of the ocean basin. Typical examples (Fig.  2) indicate that spectral peaks appear in the decadal to interdecadal range when k is small. As k increases, so do R and the peak frequency of the spectrum, whereas the intensity of the spectrum is insensitive to k. The spectrum peak is slightly reduced and shifted toward a lower frequency when the wind stress is centered away from the middle of the basin. The low-frequency resonant response in the decadal to interdecadal frequency range is more likely to be favored because of the large spatial scales of atmospheric low-frequency variability. The mechanism leading to this decadal to interdecadal spectral peak is clearly the resonance of the forced basin-scale oceanic Rossby waves. The wind stress in Eq. (2.7) can be decomposed into two parts: the zonal mean over the basin and the departure from the zonal mean. The former tends to give a spectral peak at zero frequency, as indicated by Eq. (2.6), and the latter leads to a spectral peak near the frequency R ϭ k/. When k is not zero and is large enough, the contribution from the first part becomes smaller than that from the second parts, and the combined contribution of these two parts leads to a low-frequency peak near the resonant frequency. Therefore, a coherent basinwide spatial structure of temporally stochastic wind stress can result in a selection of decadal to interdecadal frequency of climate VOLUME 10
Power spectra of the amplitude of SST anomaly resulting from the uncoupled and wind-forced oceanic Rossby wave for the case of Fig. 2b for T ϭ 1 (dashed curve) and T ϭ 5 (solid curve). The unit of T is (10 yr)
Ϫ1 .
variability with a limited peak in the spectrum of the meridional mass or heat content transports. The limited resonance of statistically forced Rossby waves results from the implicit damping effect residing in the boundary conditions. Wavy atmospheric wind stress can excite Rossby waves, which propagate westward in an ocean basin. The Rossby wave signals cannot come back from the eastern boundary; in other words, they are completely lost at the western boundary and always start from zero at the eastern boundary, as indicated in the eastern boundary condition in Eq. (2.4). Therefore, resonant growth of a forced Rossby wave only occurs during its single basin-crossing time, whereas in a linear model for a globally periodic ocean, such resonance growth can continue forever. Thus, the boundaries of the ocean basin implicitly pose a ''damping'' effect to control the spectrum peak, which otherwise could become infinite for undamped Rossby waves in a globally periodic ocean. The limited resonance in a bounded ocean basin produces a spectral peak, which depends upon both the spatial scale and location of the wind stress pattern over the basin.
This low-frequency variability in the gyre circulation generated by white noise atmospheric forcing can further exert impact on the upper-ocean temperature, which may influence the atmospheric circulation through SST and surface heating fluxes. To simplify the description of the changes in upper-ocean temperature of the basin, we assume that the climatological temperature field is zonally uniform. The zonally averaged temperature equation linearized about the climatology state can be written as‫ץ‬
where T(t, y) denotes the anomaly in the zonal mean temperature of the upper ocean; denotes the anomaly in the zonally averaged meridional current; T represents the restoration rate, which collectively describes all airsea thermodynamic feedbacks; and Q represents the stochastic heating through the ocean surface layer. Zonally averaged zonal advection by the mean current is relatively small and is ignored, and the weak thermohaline upwelling is also neglected. In addition, for simplicity, the climatological meridional gradient in upper-ocean temperature, ‫ץ‬T /‫ץ‬y, which is normally a function of latitude, is assumed to be a constant at about 1Њ/250 km over the basin. By assuming that the upper-ocean current is mainly geostrophic, the zonally averaged meridional current over the basin can be expressed as
(2.10)
By expressing the temperature field as T(y, t) ϭ A(t)sin(2y/L) and heating as
A is the amplitude of the upper-ocean temperature gradient anomaly, which characterizes the north-south temperature contrast in the basin; and wЈ(t) represents white noise heating, with ͗wЈ(t)wЈ(tЈ)͘ ϭ ␦(t Ϫ tЈ) ( is its variance). In the 2 2 T T absence of meridional advection, Eq. (2.11) will reduce to the Langevin equation (Gardiner 1990) , which can produce a red spectrum under a white noise heating. A conceptual stochastic climate model based on the Langevin equation was first suggested by Hasselmann (1976) as a mechanism for generating low-frequency climate variability. When the temperature advection is taken into account and the stochastic wind stress forcing and heat flux forcing are assumed to be uncorrelated, the power spectrum of A(t) can be written as
Under the stochastic wind stress forcing, Eq. (2.12) gives a weak interdecadal peak in the temperature spectrum as a result of the advection process if the restoration rate T is sufficiently weak (Fig. 3 ), leading to a preferred interdecadal variability in the upper-ocean temperature field. However, this weak peak disappears with a moderate T , as shown in Fig. 3 . The weak spectral peak of decadal to interdecadal variability in the upper-ocean-atmosphere climate system results from the upper-ocean dynamic adjustment under temporally white and spatially well-organized wind stress forcing. Observed spatial patterns of the J I N atmospheric low-frequency variability exhibit localized planetary wavy structures (Wallace et al. 1990 ). These observed spatial structures of low-frequency atmospheric variability have the potential to excite decadal-interdecadal spectral peaks in the upper-ocean dynamic fields. This mechanism offers a better explanation than does the simple Hasselmann-type model. However, the spectral peak is too weak, and it will flatten further with the inclusion of ocean dynamic damping due to, for instance, eddy mixing. Thus, this limited resonance mechanism of oceanic Rossby waves is perhaps insufficient to account for the simulated and observed decadal to interdecadal variability.
Variability in the upper-ocean temperature field can feed back to the atmosphere circulation through air-sea heat fluxes. The coupled atmosphere-upper-ocean interaction may play an additional role in the decadal to interdecadal climate variability. This will be examined with a coupled model.
A coupled mode of interdecadal climate variability
How the atmosphere and ocean are coupled in the extratropics is a difficult problem. One of the major unresolved issues is how the atmosphere responds to SST anomalies. There are conflicting results from different model simulations concerning whether there will be a cyclonic or an anticyclonic response, or even no significant response at all, to a sizable warm SST anomaly over the midlatitudes (Hoskins and Karoly 1981; Palmer and Sun 1985; Pitcher et al. 1988; Ting 1991; Peng et al. 1995) . These discrepancies may result from the differences in simulating momentum and heat transports with the baroclinic eddies (Ferranti et al. 1994) . Recent analyses of Ting and Peng (1995) have further indicated that the baroclinic eddies and seasonal changes in the basic state of the atmospheric circulation are critical for determining different atmospheric responses to an SST anomaly. They tend to suggest that in the coupled system an anticyclonic response to a warm SST anomaly would more likely be sustained. A comprehensive understanding of the issue is yet to come; however, there are indications from ensemble simulations that a winter warm (cold) SST anomaly in midlatitudes reduces (enhances) atmospheric baroclinicity over the jet stream region (Ferranti et al. 1994; Latif and Barnett 1994) . Therefore, a linear relation between the anomalies in the intensity of the Pacific jet stream and in the SST gradient underneath the jet stream is a reasonable assumption. This also seems to be consistent with the observed relationship between decadal SST and atmosphere circulation anomalies (Deser and Blackmon 1995) .
A simple atmospheric response model to link anomalies in SST and wind stress is thus proposed:
where T a is the lower-atmosphere temperature anomaly zonally averaged over the basin, is the eddy diffusion coefficient, a is Newtonian-type damping resulting from the surface heat flux, and T m is the SST anomaly. Equation (3.1a) describes a thermodynamic balance (zonally averaged over the basin) between the heavily parameterized eddy transport of heat by atmospheric baroclinic waves and the air-sea heat exchange in the low atmosphere. Although the midlatitude SST anomaly is modulated by a strong annual cycle of the mixed layer depth, the seasonal variation in SST anomaly is ignored; instead, only the slow envelope change in the SST anomaly is considered in Eq. (3.1a). Thus, we have assumed that mixed layer SST is in quasi-thermodynamic equilibrium, and the heat exchanges through the surface and subsurface are therefore balanced on the decadal timescale. With the balance, the variability of the subsurface water temperature controls the mixed layer SST. The amplitude of the envelope change in SST anomalies is thus assumed to be simply proportional to the anomaly in the upper-layer temperature, with a constant factor ␥. Equation (3.1b) is based on the consideration of the thermal wind relation and the assumption of an equivalent barotropic structure in the atmospheric circulation [a simple derivation of Eq. (3.1b); the expression of the constant b is provided in appendix A]. For anomalies with small meridional scales, momentum dissipation should be considered in the second equation, which will ensure that the coupled system favors the mode of the gravest meridional scales. To some extent, these two equations may be viewed as a zeroth-order conceptual model representing the linear relation between the basin-scale anomalies in the intensity of the surface westerly under the Pacific jet stream and in the SST gradient. These simple equations also suggest that an anticyclonic (not cyclonic) wind stress anomaly is associated with a warm SST anomaly when the coefficient b in Eq. (3.1b) is positive, which is illustrated to be the case in appendix A. Equation (3.1b) also implies that it is not the SST, but rather the SST gradient, that is locally associated with the wind stress anomaly. A reduction in the SST gradient will reduce the surface westerly flow, as shown in Eq. (A.2) of appendix A.
By adding the coupled wind stress provided by Eqs. (3.1a) and (3.1b) into the ocean dynamic equation and considering the spatial structure in Eq. (2.7) for the coupled wind stress, one gets a truncated linear coupled model for the midlatitude atmosphere-upper-ocean climate system:
measures the feedback of atmospheric circulation forced by SST anomalies. Function F c (x), which should be equal to unity from Eq. (3.1), is introduced into Eq. (3.2b) as a convenient way to examine the impact of a more general zonal structure in the coupled wind stress on the coupled modes of the system. It also should be pointed out that Eqs. (3.2a) and (3.2b) also apply to different meridional modes. For instance, if the meridional structure of sin(y/L), instead of sin(2y/L), is chosen for h, T, and the coupled wind stress curl, then Eq. (3.2) still holds, with a slightly different value of b . In this case, however, the ocean adjustment dynamics describe a single gyre structure. Upper-ocean temperature has a monopole structure, while the structure of the surface wind anomaly implies the shifting of the pattern of the midlatitude westerly. Therefore, Eq. (3.2) can be used to describe coupled dynamics for either the single gyre case or the double gyre case. If a more realistic basic state is taken into consideration, the different meridional structures expressed in Eq. (2.2) will all be involved in the coupled model, which will include a family of interrelated equations similar to Eq. (3.2) and will better describe propagating features in both the north-south and east-west directions. However, Eqs. (3.2a) and (3.2b) still capture the basic characteristics of coupled modes of the coupled system, and thus, throughout this paper, we will limit our exploration to the simple coupled framework in Eq. (3.2).
The dynamic coupling of system in Eq. (3.2) produces an oscillatory mode. For instance, an initial anomaly in the upper-ocean temperature gradient corresponding to an anomalously warm SST at high latitudes and an anomalously cool SST at low latitudes will weaken the atmospheric jet stream. The weakened jet stream leads to a reduced cyclonic wind stress over the subpolar gyre and an enhanced anticyclonic wind stress over the subtropical gyre. These changes in wind stress will result in anomalous cold and warm meridional advections in the subpolar and subtropical gyre regions, respectively. The anomalous advections caused by the anomalous ocean currents proceed slowly due to the slow ocean dynamic adjustment. As a result, the temperature anomaly will be turned to an opposite phase at some later time, when the restoration damping in the temperature is weak. Therefore, the coupled system favors a slow coupled oscillatory mode with the meridional advective feedback and a weak thermodynamic restoration rate. The meridional advection by the ocean current is out of phase with the SST anomaly because of the slow ocean dynamic adjustment, in which the essential memory of the coupled system resides.
By dropping the stochastic forcing terms in Eq. (3.2), the free modes of the system can be solved analytically. Assuming a solution of the form
3)
A A one gets the following dispersion relationship:
where we introduced a relative coupling coefficient ϭ ␣b . There are infinite roots for satisfying this dispersion relationship. For each eigenvalue, the corresponding eigen function ␣R (x) can be expressed as
where Â is an arbitrary amplitude.
As shown in appendix B, the coupled system in Eq. (3.2) can be approximated by a simple delayed oscillator model if F c (x) ϭ 1. For a more general form of F c (x) such as the one specified by Eq. (2.7), the dispersion relation can be written as
and eigenvalues of the system can be numerically obtained by finding the roots of Eq. (3.6). A crude estimation of the upper-bound value for is about 0.1 yr
Ϫ2
given a reasonable choice of all the parameters involved in b and ␣ (appendix A). This value will be taken as the basic unit for the coupling coefficient , and the dependence of the eigenvalues on this parameter will be explored by changing its relative value. As shown in Fig. 4 for the case of F c ϭ 1, the leading free mode (with least decay rate) has the lowest frequency that is in the range of decadal to interdecadal periodicity. When ϭ 0, the system becomes uncoupled. In this case, the thermodynamic equation yields a damped thermodynamic mode, with an eigen value ϭ Ϫ T , whereas the free mode for the uncoupled Rossby wave is the trivial zero-amplitude solution. This zero-amplitude solution mathematically corresponds to a family of eigenmodes, with their eigenvalues as ϭ Ϫϱ ϩ i i , in which i can be any real number. When is slightly greater than zero, the real part of is negative but finite, and moreover there is a merger that brings the decaying thermodynamic mode of the temperature equation and a purely decaying ocean dynamic adjustment mode ( i ϭ 0) together to form an oscillatory mode. The period of the oscillatory mode is longer than the basin-crossing time of the Rossby waves, depending on the dynamic coupling coefficient . With a small , the leading mode has a decay rate close to the thermal damping rate and a very low frequency. As increases, the decay rate of this mode decreases, whereas its frequency increases. For the case in Fig. 4 , the merger occurs at extremely small and can be seen only if the part of the plot near ϭ 0 is greatly magnified (not shown). Slightly away from ϭ 0, as shown in the figure, the leading mode has a weak decay rate corresponding to e-folding times of about 8 and 12 yr and a frequency corresponding to periods of about 20 and 15 yr when equals 0.5 and 1 basic unit of the coupling coefficient, respectively.
The leading coupled mode is sensitive to the restoration damping rate T , as shown in Fig. 5 . For a fixed coupling coefficient ( equals one unit of the coupling coefficient) and a specified zonal structure of the wind stress (x* ϭ 0.5 and k ϭ 1), the real part of the eigenvalue (decay or growth rate) almost linearly depends on T . Both the decay rate and frequency of the leading mode decrease as T decreases. When T is sufficiently small, this mode becomes unstable under the strong coupling. A weak to moderate thermal damping is plausible because the temperature underneath the surface mixed layer is largely sheltered from the fast thermodynamic feedback processes, particularly in the warm seasons, when the mixed layer is shallow. In winter, a warm SST anomaly in the midlatitudes may induce high pressure downstream, producing a positive heat flux reinforcing the SST anomaly, a possible coupled positive feedback, as suggested by Latif and Barnett (1994) . Therefore, when the positive winter coupled thermodynamic feedback is sufficiently strong to nearly overcome the thermal damping in the annual average, the coupled system becomes unstable. In this case, an initial SST anomaly induces a wind stress anomaly, which results in an anomalous meridional heat advection. This heat advection is significantly out of phase with the SST anomaly because of the slow ocean adjustment and is thus able to overcome the weak thermal damping to enhance the initial SST anomaly. Mathematically this instability continues to the regime of negative T , where the growth rate is larger and the frequency is lower (not shown here in Fig. 5 , but shown in Fig. 9 later) . However, this negative T regime may not be realistic. The sensitivity of this leading coupled mode to zonal structures F c (x) of the coupled wind stress with the general form of Eq. (2.7) is illustrated in Figs. 6a and 6b . For the wind stress pattern centered at the middle of the basin (x* ϭ 0.5), the frequency and decay rate of the leading mode increase as the spatial scale of the wind stress pattern decreases (Fig. 6a ). This offers a simple large-scale (basin scale) selection mechanism for the interdecadal coupled mode. For a fixed spatial scale (k ϭ 1), the eigenvalue of the leading coupled mode also changes with x*. It tends to have a lower frequency and a lower decay rate when the wind stress is centered over the eastern half of the basin (Fig. 6b) . The dependence of the frequency on x* results from the time lag between the wind stress and the zonally averaged Sverdrup transport. This time lag, depending on the time for a Rossby wave propagating from the center of wind stress to reach the western boundary, increases with x*.
To map out the dependence of the leading mode on these two structure parameters over a wide range (e.g., 0 Ͻ x* Ͻ 1 and k Ͻ 3), the eigenmode is traced by a continuation method (Jin 1997b) . For the case with mod- erate thermal damping (Fig. 7) , the leading mode is always decaying. The frequency of the leading mode is systematically lower when x* is near 1, while the decay rate decreases when k is small. There is a minimum decay rate in the upper-left part of the diagram, indicating that the most favored mode has a relatively low frequency corresponding to a large-scale structure of coupled wind stress centered in the eastern half of the Pacific. When the thermal damping is much reduced, the leading mode with the above spatial structure becomes unstable (Fig. 8) . The frequency of the leading mode is further reduced, compared with that in Fig. 7 for the same x* and k. Clearly, the most unstable mode in Fig. 8 and the least damped mode in Fig. 7 share a similar spatial structure in wind stress. The periods of the leading mode with the favorable structure, although they depend on the thermal damping, are robust and in the range of 20 to 30 yr.
The stability boundary of the leading mode can also be traced in the parameter space by using the continuation method (Jin 1997b) . As shown in Fig. 9 analyzed in appendix A, when F c (x) ϭ 1, both the frequency of the leading mode at neutral stability and the critical coupling coefficient required to bring the mode to its neutral stability depend heavily on the thermal damping rate. If the coupling coefficient is smaller (larger) than its critical value, the leading mode is stable (unstable) and the linear frequency of the mode is lower (higher) than the critical frequency. The frequency of the leading mode is largely confined in a relatively narrow range, in this case as shown in Fig. 9 . A more complete view of the dependence of the stability boundary in the parameter space is given in Fig. 10 . Clearly, when the coupled wind stress is centered at the eastern half of the basin and with a large spatial scale (k ϭ 1) and small thermal damping, the leading mode is more easily brought to neutral stability and is of relatively low frequency.
The eigenvector structures of the leading mode in the stable regime and at neutral stability are shown in Figs. 11 and 12. The periods of these two eigen solutions are about 15 and 20 yr, respectively. There are both stationary and zonal propagating components in the upperlayer thickness (Figs. 11a and 12a) , which are also evident in the analytical expressions Eqs. (3.3) and (3.5) of the eigensolutions. It can be shown by integrating Eq. (3.5) and combining it with Eq. (3.3) that the propagating part has phase speed c, regardless of the eigen frequency of the coupled mode. Moreover, these expressions also reveal slightly different zonal scales, shown in Figs. 11a and 12a . The zonal scale in the upper-layer thickness in Fig. 12a is of a relatively larger zonal scale than that in Fig. 11a because the frequency of the former is relatively lower than that of the latter.
The zonally averaged temperature fields of the eigen solutions only have a standing oscillatory component. Both anomaly fields in upper-layer thickness and temperature have opposite signs in higher and lower latitudes according to the meridional structure specified in section 2. The upper-layer thickness at the western boundary is negatively correlated with the amplitude of the temperature field with a phase lag, which depends on both the Rossby wave timescale and dynamic coupling (Figs. 11b and 12b ). This lag is only about 2-5 yr in these two cases. The phase trajectory plots (Figs.  11c and 12c) indicate a clockwise rotation. The spatial and temporal characteristics resemble those of the interdecadal mode simulated in the coupled model by Latif and Barnett (1994) , although this simple coupled oscillation does not capture all detailed features, such as clockwise rotational propagation in heat content throughout the basin. Including more meridional modes in the coupled oscillation will likely resolve this discrepancy. Nevertheless, the observed temperature field of decadal to interdecadal variability in the Pacific exhibits a standing cyclic feature with opposite signs in the high and low latitudes, which is reproduced by the simple coupled mode.
As shown in appendix B, the coupled mode can be conceptually interpreted as a delayed oscillator. However, in the different regime, the delayed feedback to the thermodynamics due to slow ocean dynamic adjustment plays different roles. In the regime of small positive T , thermodynamic processes tend to slowly destroy any upper-ocean temperature perturbation. To allow an unstable oscillatory mode, the slow ocean dynamic adjustment through dynamic coupling must produce a retarded feedback, which not only serves as a phase transition mechanism but can also reinforce the temperature anomaly. This is possible when the period of the mode falls in the range of near twice the delay time related to the Rossby wave propagation through the basin. In the regime of small negative T , the positive thermodynamic feedback is the growth mechanism. In this regime, the slow ocean dynamic adjustment through VOLUME 10 dynamic coupling must produce a retarded negative feedback to serve as the phase transition mechanism, which leads to the period of the unstable mode being much longer than twice the delay time. Latif and Barnett (1994) suggested that the strong positive thermodynamic feedback is the key instability mechanism leading to the interdecadal climate variability of the North Pacific simulated in their model. Thus, the interdecadal coupled mode in the unstable regime, particularly in the regime of small negative T , is likely relevant to the interpretation of their model simulations. However, such a linear instability is not necessary for associating the coupled mode with the interdecadal climate variability observed in the short record. A weakly damped coupled mode can be effectively excited by stochastic forcing. The latter scenario is more likely relevant to interdecadal climate variability of the North Pacific.
By using the same approach as in section 2, the power spectra of R(0, t) and A(t) under the white noise forcing in Eq. (3.2) can be written as 2 2 22 2
where D is an important factor resulting from the coupled dynamics. The dispersion relation Eq. (3.4) can be obtained by setting [D(Ϫi)] Ϫ1 ϭ 0. When the coupling coefficient ϭ 0, then D ϭ 1 and Eq. (3.7a) reduces to an uncoupled power spectrum in Eq. (2.8). Thus, D is an amplification factor resulting from the coupled dynamics and has its maximum value at the eigen frequency (Fig. 13) . The smaller the decay rate of the free mode, the stronger the peak is in factor D (Fig. 13) . The power spectra in Eq. (3.8) under wind stress forcing can be obtained by multiplying the amplification factor by the uncoupled spectra, such as those in Figs. 1-3 . Some examples are shown in Fig. 14 , which indicate significant and narrow spectral peaks near the eigen frequency. Clearly, the spectral peaks resulting from the coupled dynamics are far more significant than those in the uncoupled spectra in Fig. 2 . The narrow and strong spectral peaks of the coupled system under stochastic forcing suggest that the coupled dynamics will produce coherent interdecadal climate variability, which can be demonstrated by carrying out stochastic simulations with the time integration method (Penland and Matrosova 1994; Jin 1997a ). The basic features in the evolution of the VOLUME 10
statistically excited interdecadal oscillation are similar to the coupled free mode, and the amplitude of the oscillation depends on the variance of the forcing (not shown).
Conclusions and discussion
A linear coupled model of atmosphere-ocean interaction for the North Pacific is constructed. Baroclinic Rossby waves under wind forcing in a homogenous background on a midlatitude ␤ plane are considered to describe the slow dynamic adjustment of the ocean gyre circulation. The zonally averaged upper-ocean temperature over the basin is mainly related to its meridional advection and thermal damping. The former depends on the mean temperature gradient and the meridional ocean transport. The latter results from air-sea thermodynamic feedback through surface heat fluxes. A simple atmospheric model is proposed to link the SST gradient and surface wind stress for the coupled model. The decadal SST anomaly is assumed to be controlled by the upperocean temperature field. White noise wind stress and heat flux forcing are incorporated to represent stochastic agitation for both the uncoupled and coupled slow dynamics system.
The role of slow ocean dynamics adjustment is first explored in an uncoupled context. It is demonstrated that under a temporally stochastic and spatially wellstructured wind stress forcing, slow ocean adjustment tends to filter out high-frequency variance and reddens the response spectrum. There is a limited resonance of Rossby waves in an ocean basin under stochastic wind stress forcing. The basin boundary implicitly poses a damping effect to effectively limit the resonance, which otherwise is unlimited for undamped Rossby waves in a globally periodic ocean. The limited resonance in a bounded ocean basin is only capable of producing a weak spectral peak in the meridional transport. The peak frequency depends on both the spatial scale and location of the wind stress pattern over the basin. This suggests an uncoupled resonance mechanism for the decadal to interdecadal climate variability through ocean dynamic adjustment. However this weak decadal to interdecadal frequency peak, which can be further flattened when ocean dynamic damping is taken into consideration, is perhaps not sufficient to account for observed decadal to interdecadal variability.
When dynamic coupling between the atmosphere and ocean is taken into consideration, a leading free mode is found as an oscillatory interdecadal mode. The oscillatory feature of the coupled mode results from both the dynamic coupling and the system memory in the slow gyre circulation adjustment. More specifically, anomalies in the SST gradient alter the jet stream intensity, and then the ocean gyre circulation slowly adjusts to the resultant anomalies in the wind stress of the jet stream and leads to changes in the meridional heat advection, which feeds back to the SST gradient. The slowness of the ocean dynamic adjustment, in which the memory of the coupled system resides, allows a significantly retarded advective feedback to the SST gradient through the coupled dynamics. This retarded feedback partially compensates for the thermal damping to the SST gradient and results in the oscillatory coupled mode in a wide range of parameter space. The coupled mode can be conceptually interpreted as a delayed oscillator. However, in the different regime, the delayed feedback to the thermodynamics because of slow ocean dynamic adjustment plays different roles. In the small positive T regime, the thermodynamic feedback process collectively tends to destroy any upper-ocean temperature anomaly. However, slow ocean dynamic adjustment through dynamic coupling produces a retarded feedback that is greatly out of phase with the upperocean temperature anomaly and becomes capable of reinforcing the temperature anomaly. This retarded amplification is possible when the period of the mode falls in the range of near twice the delay time related to the Rossby wave propagation through the basin. In the regime of small negative T , the positive thermodynamic feedback is the growth mechanism and the retarded negative feedback of ocean dynamics serves as the phase transition mechanism, which leads to the period of the unstable mode being much longer than twice the delay time.
The sensitivities of the leading mode eigenvalue to the coupling coefficient, thermal damping rate, and the parameters in the coupled wind stress specification are thoroughly explored. In the realistic parameter regime with a moderate coupling coefficient and thermal damping, the coupled mode is weakly damped. When the thermal damping rate is sufficiently weak as a result of plausible coupled positive feedback in SST thermodynamics, as suggested by Latif and Barnett (1994) , the oscillatory mode becomes weakly unstable. Its frequency and decay rate change with the spatial scale and the location of the coupled wind stress pattern. The basin-scale wind centered over the eastern basin favors lower frequency and lower decay rate. However, the period of the coupled mode is mostly around 20 yr within the realistic parameter regime. The bidecadal periodicity of the coupled mode is narrowly defined by the decadal ocean adjustment timescale. Thus, including a more complete description of coupled processes, particularly those related to the atmospheric responses to SST forcing, may not significantly alter the characteristics of the coupled mode.
The coupled mode in the unstable parameter regime, which can be self-excited, is suggested to be relevant to the interpretation of the interdecadal variability simulated by Latif and Barnett (1994) with their coupled general circulation model. The coupled mode in the broad, weakly damped regime can be effectively excited by stochastic forcing, which may offer a plausible explanation to the North Pacific interdecadal climate variability revealed in data. This interdecadal oscillation mechanism may also work in the North Atlantic. However, the leading coupled mode is expected to have a period about half of that of the North Pacific because the ocean gyre adjustment timescale is reduced by about half as a result of the small basin width of the Atlantic.
Coupled midlatitude ocean-atmosphere dynamics in both coupled GCMs and nature are complicated, and the simple coupled model has great room for improvements. For instance, the inhomogeneous background of the oceanic thermal and dynamic fields and the strong latitudinal dependence of Coriolis parameters may have significant impact on the Rossby wave propagation and ocean gyre circulation dynamic adjustment. The strong western boundary current may create an upper-ocean temperature anomaly near the western boundary. This temperature anomaly can be advected into the ocean interior through zonal advection of gyre circulation. The atmospheric dynamic and thermodynamic feedback processes are complicated. The oversimplification of the atmospheric component of the coupled model is perhaps among the main weaknesses of the theory proposed in this paper. A more complete atmospheric model component needs to be established, which will also allow consistent determination of the spatial structure of the coupled mode. Furthermore, through the equatorial and coastal Kelvin waves, there is also a possible dynamic connection between the eastern and western boundaries through the ocean dynamic adjustment. The augmentation of the coupled framework by incorporating these processes will provide better descriptions of the coupled dynamics of decadal and interdecadal climate variability. T dt similar to the conceptual delayed model for ENSO (Suarez and Schopf 1988; Battisti and Hirst 1989) , except that the latter has an additional term that represents the positive thermocline dynamic feedback. In the ENSO delayed model, the positive thermocline dynamic feedback can be strong enough to overcome the thermal damping in the Tropics and thus supports the instability of the system, whereas the thermal damping processes represented in the first term of the right-hand side of Eq. (B.2) are more likely to be negative. In the regime of negative T , however, the delayed oscillator model Eq. (B.2) shares the same mathematical form of the delayed oscillator used for describing ENSO. Physically, this simple delayed model Eq. (B.2) also indicates that the slow ocean dynamic adjustment through dynamic coupling produces a retarded feedback to the thermodynamics. It can be easily shown that the leading mode of Eq. (B.2) has similar dependence on the critical coupling coefficient and the frequency on T , as shown in Fig. 9 .
b. The frequency of interdecadal coupled mode
When F c (x) ϭ 1, one can obtain a simple dispersion relation from Eq. When 0 Ͻ Ͻ ( 2 / 2 Ϫ /4)/(1 ϩ ), the leading
