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Abstract
We show the existence of Lorentz invariant Berry phases generated, in the Stueckleberg-Horwitz-
Piron manifestly covariant quantum theory (SHP), by a perturbed four dimensional harmonic
oscillator. These phases are associated with a fractional perturbation of the azimuthal symmetry
of the oscillator. They are computed numerically by using time independent perturbation theory
and the definition of the Berry phase generalized to the framework of SHP relativistic quantum
theory.
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A manifestly covariant quantum mechanics was formulated by E. C. G. Stueckelberg
[8] in 1941. He studied this theory for the case of a single particle in an external field.
He considered the phenomenon of pair annihilation and creation as a manifestation of the
development, in each case, of a single world line that curves in such a way that one part
runs forward and one part runs backward in time, and above the turning point the line
does not pass at all. This configuration was considered by Stueckelberg to represent pair
annihilation. To describe such a curve, parametrization by the variable t is ineffective, since
the trajectory is not single valued. He therefore introduced a parametric description, with
parameter τ , along the world line. Hence one branch of the curve is generated by motion in
the positive sense of t as a function of increasing τ , and the other branch by motion in the
negative sense of t, i.e., the antiparticle.
The motion, in space-time, of the point generating the world line, which we shall call an
event (which has the properties of space-time position and energy momentum), is governed
in the classical case by the Hamilton equations in space-time
dxµ
dτ
=
∂K
∂pµ
,
dpµ
dτ
= − ∂K
∂xµ
(1)
where xµ = (t, ~x), pµ = (E, ~p) [we take c = 1 and gµν = (−1, 1, 1, 1)] and the evolu-
tion generator K is a function of the canonical variables xµ, pµ which satisfies the Poission
brackets {xµ, pν} = gµν . For the special case of free motion,
K0 =
pµpµ
2M
(2)
where M is an intrinsic parameter assigned to the generic event, and hence
dxµ
dτ
=
pµ
M
(3)
It then follows that
d~x
dt
=
~p
E
(4)
consistent with standard relativistic kinematics. We note, however, that the mass squared
m2 = −pµpµ is a dynamical variable since ~p and E are considered to be kinematically
independent, and therefore it is not taken to be equal to an a priori given constant. The set
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of values taken by m2 in a particular dynamical context is determined by initial conditions
and the dynamical equations.
In the quantum theory, ~x, t (and ~p, E) denote operators satisfying the commutation re-
lations (we take ~ = 1)
[xµ, pν] = igµν (5)
The state of a one-event system is described by a wave function ψτ (x) ∈ L2(R4), a
complex Hilbert space with measure d4x = d3x dt satisfying the equation
i
∂ψτ (x)
∂τ
= Kψτ (x) (6)
This equation, designed to provide a manifestly covariant description of relativistic phe-
nomena, is similar in form to the non-relativistic Schro¨dinger equation. Although free motion
is determined by the operator form of K0 of Eq. (2), i.e., the d’Alembertian, which is hy-
perbolic (pµp
µ ≡ −∂µ∂µ instead of the elliptic operator ~p2 ≡ −∇2), the same methods may
be used for studying Eq. (6) as for the non-relativistic Schrodinger equation.
In 1973 Horwitz and Piron [6] generalized the Stueckelberg theory by assuming that for
the treatment of systems of more than one event (generating world lines of more than one
particle), there is a single universal τ which parametrizes the motion of all of the particles
of the many body system (we denote this generalized theory by SHP). They assumed the
unperturbed evolution generator to be of the form
K0 =
N∑
i=1
pµi piµ
2Mi
(7)
There is a class of model systems, for which solutions can be achieved using straightfor-
ward methods, which involve only effective action-at-a-distance (direct action) potentials,
where the evolution generator is of the form
K =
N∑
i=1
p2i
2Mi
+ V (x1, x2, ..., xN) (8)
Note that in this case the potential function enters into the dynamical evolution equation
as a term added to the generator of the free motion, and therefore corresponds to a space-
time coordinate-dependent interaction mass.
In 1989 Horwitz and Arshansky [1] demonstrated the existence of bound state solutions
for the quantum case by solving the dynamical equation (6) associated with the dynamical
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evolution operator (8). The two-body potential function, which they chose was of the form
V (ρ) = k
ρ
, where
ρ =
√
(xµ1 − xµ2 )(x1µ − x2µ) ≡
√
(x1 − x2)2 (9)
and xµ1−xµ2 is spacelike, and k is a coupling constant. For the two body case, the Hamiltonian
can be written as a sum of center of mass and relative (reduced motion part) using exactly
the same procedure as the nonrelativistic case (the Hamiltonian has the same quadratic
form), with potential V (x), where x = x1 − x2 [1].
Cook solved this problem [4] with support for xµ in the full spacelike region and obtained
a spectrum which disagreed with the nonrelativistic Schrodinger spectrum. Zmuidzinas
[9] showed, however that there is no complete orthogonal set in the full spacelike region,
but there are complete sets in the two manifolds (defined as in Figure 1), by separating the
spacelike region into two parts for which x2+y2−t2 > 0 (The RMS) and x2+y2−t2 < 0. Then
Arshansky and Horwitz defined wavefunctions with support in RMS to obtain a spectrum
which agrees with the nonrelativistic Schrodinger solutions.
To describe the RMS we use the definition
x0 = ρ sin θ sinh β x1 = ρ sin θ cos φ coshβ x2 = ρ sin θ sinφ sinh β x3 = ρ cos θ (10)
These variables span the entire RMS. The normalizable solutions of the Stueckelberg-
Schrodinger equation vanish identically on the boundaries, so there is no tunneling to the
second spacelike region (II) or the light cone.
When they applied the method of treating the relativistic quantum two body problem to
the case of the four dimensional harmonic oscillator, they took the reduced Hamiltonian to
be
K =
pµp
µ
2m
+
1
2
kxµx
µ = − 1
2m
∂µ∂
µ +
1
2
mw2ρ2
=
1
2m
[− ∂
2
∂ρ2
− 3
ρ
∂
∂ρ
+
Λ
ρ2
] +
1
2
mw2ρ2
(11)
They obtained the complete set of eigenvectors, represented by the τ independent wave
functions
4
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FIG. 1. RMS-Reduced Minkowski Space (I) consists of the space-time points external (in spacelike
direction) to the two hyperplanes tangent to the light cone that is oriented along the z axis (the
direction must be chosen to define this space). The second subregion (II) consists of the space-time
points in the sector interior (timelike direction) to these hyperplanes, but excluding the light cone.
In this figure the configuration is shown schematically by folding the two space axes x,y together
(defining the coordinate x⊥). Both subregions are invariant under an O(2, 1) subgroup of O(3, 1)
ψnalnm(φ, β, θ, ρ) =
1
2π
ei(m+1/2)φ ×√n
√
Γ(1 +m+ n)/Γ(1 +m− n)×
× (1− tanh2 β) 14P−nm (tanh β)× (1− cos2 θ)−
1
4×
× P nl (cos θ)
1√
ρ
(
mwρ2
~
)l/2e−
mwρ2
2~ Ll+1/2na (
mwρ2
~
)
(12)
We now study the effect of an adiabatic perturbation on the Hamiltonian (11) on the wave-
function (12).
The idea of the geometric phase proposed by Berry [3],[5] in 1984 asserts that under adia-
batic processes the wave function of a system picks up a phase factor that can be found in
the nonrelativistic case by the integral
γn(t) ≡ i
∫ t
0
〈
ψn(t
′)
∣∣∣∣∂ψn(t′)∂t
〉
dt′ (13)
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where ψn is the nth eigenvector of the slowly changing Hamiltonian (for which one can prove
the adiabatic theorem), t is the time between the initial and final values of the time dependent
parameters of the Hamiltonian and ∂ψn
∂t
corresponds to the change in the wavefunction under
time variation of the parameters. To construct a manifestly covariant form of (13), we have
to replace the wavefunction by solutions of Eq.(6), and the variable t by the variable τ
which is the evolution time according to SHP quantum mechanics. Suppose there are N τ
dependent parameters: R1(τ), R2(τ), .....RN (τ) in the Hamiltonian of a given problem; then
∂ψn
∂τ
=
∂ψn
∂R1
dR1
dτ
+
∂ψn
∂R2
dR2
dτ
+ ....... +
∂ψn
∂RN
dRN
dτ
= (∇~Rψn) ·
d~R
dτ
(14)
where
~R = (R1, R2, ...., RN). (15)
We then have
γn(τ) = i
∫ ~Rf
~Ri
〈ψn | ∇~Rψn〉 · d~R (16)
Now, if the Hamiltonian returns to its original form after a time τ = T , then the geometric
phase is
γn(T ) = i
∮
〈ψn | ∇~Rψn〉 · d~R (17)
We wish to demonstrate the realization of an invariant Berry phase in the example of
the four dimensional oscillator. For that purpose we add a perturbation to the Hamiltonian
(11) which breaks the hyperangular symmetry of the Hamiltonian. Since the complex valued
matrix elements necessary to develop a dynamical phase arise in this example from the φ
dependance, one must perturb the azimuthal symmetry with a fractional coefficient, as we
shall see below. As a simple example we take the perturbed Hamiltonian to be
K =
1
2m
[
− ∂
2
∂ρ2
− 3
ρ
∂
∂ρ
+
Λ
ρ2
]
+
1
2
mw2ρ2+
+ ε1ρ
2 sin2 θ cos2((2/3)φ) cosh2 β+
+ ε2ρ
2 sin2 θ sin2((2/3)φ) cosh2 β+
+ ε3ρ
2 cos2 θ − ε0ρ2 sin2 θ sinh2 β
(18)
where ε0, ε1, ε2, ε3 are the small parameters of the perturbation.
Now using degenerate time independent perturbation theory, we calculate the first order
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correction to the wave function (12).
The new wave function produced by the Hamiltonian (18) is equal to a linear combination
of the wave function (12) and its first order correction, which is given by
ψ
(1)
n′al
′n′m′ =
∑
na,l 6=n′a,l
′
〈
ψnalnm | V | ψn′al′n′m′
〉
K ′a −Ka
ψnalnm (19)
where V is the perturbation given in (18), and Ka is the eigenvalue of the unperturbed
Hamiltonian (11),
Ka = ~ω
(
l + 2na +
3
2
)
(20)
Now suppose ε0 and ε3 are equal to zero so that Eq.(19) becomes
ψ
(1)
n′al
′n′m′ = ε1
∑
na,l 6=n′a,l
′
〈
ψnalnm | ρ2 sin2 θ cos2((2/3)φ) cosh2 β | ψn′al′n′m′
〉
[l′ − l + 2(n′a − na)]~ω
ψnalnm
+ε2
∑
na,l 6=n′a,l
′
〈
ψnalnm | ρ2 sin2 θ sin2((2/3)φ) cosh2 β | ψn′al′n′m′
〉
[l′ − l + 2(n′a − na)]~ω
ψnalnm
(21)
or
ψ
(1)
n′al
′n′m′ = ε1ψ
′
n′al
′n′m′ + ε2ψ
′′
n′al
′n′m′
(22)
The simplest way to demonstrate the existence of a geometric phase is by letting each one of
the indices (na, n
′
a, l, l
′, n, n′, m,m′) take the value 2 or 3. In that way our perturbation can
be represented as a 16 × 16 matrix. The Hilbert space of the problem is a 16 dimensional
space composed of four 4 dimensional subspaces, each subspace corresponding to one of the
four energy eigenvalues. The next table summarizes all the possible permutations (note that
some of the entries in this table, those for which n > l, vanish identically and therefore do
not appear in any calculation. We list them for completeness among the indices.)
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na l n m i Kai (~ω)
2 2 2 2 1 7.5
2 2 2 3 2
2 2 3 2 3
2 2 3 3 4
2 3 2 2 5 8.5
2 3 2 3 6
2 3 3 2 7
2 3 3 3 8
3 2 2 2 9 9.5
3 2 2 3 10
3 2 3 2 11
3 2 3 3 12
3 3 2 2 13 10.5
3 3 2 3 14
3 3 3 2 15
3 3 3 3 16
Let D1 be the subspace of all the eigenfunctions that correspond to the eigenvalue Ka1,
so we can write
D1 = span {ψ1, ψ2, ψ3, ψ4}
and similarly
D2 = span {ψ5, ψ6, ψ7, ψ8}
D3 = span {ψ9, ψ10, ψ11, ψ12}
D4 = span {ψ13, ψ14, ψ15, ψ16}
For example, let us find the first order correction of ψ1 ∈ D1; we chose ψ1 because this
is one of the nonzero ground states (we will see later why it is nonzero) of the oscillator
(along with ψ2).
Substituting the matrix elements of V’ and V” which we shall compute numerically later,
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where
V ′ = ρ2 sin2 θ cos2((2/3)φ) cosh2 β (23)
and
V ′′ = ρ2 sin2 θ sin2((2/3)φ) cosh2 β (24)
while ~ = 6.626 · 10−34J · s, m = 9.109 · 10−31kg (electron mass), and ω = 240.4MHz.
the value of ω is determined by the wish to obtain an order one value for the Berry phase
(up to the scale of the perturbation squared).
According to Eq. (21),
ψ
(1)
1 = ε1
[〈ψ5 | V ′ | ψ1〉
Ka1 −Ka5 ψ5 +
〈ψ6 | V ′ | ψ1〉
Ka1 −Ka6 ψ6 +
〈ψ7 | V ′ | ψ1〉
Ka1 −Ka7 ψ7
+
〈ψ8 | V ′ | ψ1〉
Ka1 −Ka8 ψ8 +
〈ψ9 | V ′ | ψ1〉
Ka1 −Ka9 ψ9 +
〈ψ10 | V ′ | ψ1〉
Ka1 −Ka10 ψ10
+
〈ψ11 | V ′ | ψ1〉
Ka1 −Ka11 ψ11 +
〈ψ12 | V ′ | ψ1〉
Ka1 −Ka12 ψ12 +
〈ψ13 | V ′ | ψ1〉
Ka1 −Ka13 ψ13
+
〈ψ14 | V ′ | ψ1〉
Ka1 −Ka14 ψ14 +
〈ψ15 | V ′ | ψ1〉
Ka1 −Ka15 ψ15 +
〈ψ16 | V ′ | ψ1〉
Ka1 −Ka16 ψ16
]
+ ε2
[〈ψ5 | V ′′ | ψ1〉
Ka1 −Ka5 ψ5 +
〈ψ6 | V ′′ | ψ1〉
Ka1 −Ka6 ψ6 +
〈ψ7 | V ′′ | ψ1〉
Ka1 −Ka7 ψ7
+
〈ψ8 | V ′′ | ψ1〉
Ka1 −Ka8 ψ8 +
〈ψ9 | V ′′ | ψ1〉
Ka1 −Ka9 ψ9 +
〈ψ10 | V ′′ | ψ1〉
Ka1 −Ka10 ψ10
+
〈ψ11 | V ′′ | ψ1〉
Ka1 −Ka11 ψ11 +
〈ψ12 | V ′′ | ψ1〉
Ka1 −Ka12 ψ12 +
〈ψ13 | V ′′ | ψ1〉
Ka1 −Ka13 ψ13
+
〈ψ14 | V ′′ | ψ1〉
Ka1 −Ka14 ψ14 +
〈ψ15 | V ′′ | ψ1〉
Ka1 −Ka15 ψ15 +
〈ψ16 | V ′′ | ψ1〉
Ka1 −Ka16 ψ16
]
(25)
Hence, the new wave function is a linear combination of the original eigenfunction and its
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first order correction
Ψ1 = ψ1 + ψ
(1)
1 = ψ1 + ε1ψ
′
1 + ε2ψ
′′
1 (26)
(where we replace the indices n′a, l
′, n′, m′ by the index j, in the same way we replace the
indices na, l, n,m by the index i, according to the table in page 6)
We wish to calculate the Berry phase produced by the new wave function. For that purpose
we first evaluate the formula of the Berry phase for the case of the perturbed four dimensional
harmonic oscillator and then we will apply this formula to compute the particular Berry
phase produced by the wave function ψ1
We take the parameter space to be ~R = ~R(ε1, ε2) where ε1, ε2 are the coupling parameters
of the perturbation. Hence
〈Ψj | ∇~RΨj〉 =
〈
ψj + ε1ψ
′
j + ε2ψ
′′
j | ψ′j εˆ1 + ψ′′j εˆ2
〉
=
〈
ψj | ψ′j
〉
εˆ1 +
〈
ψj | ψ′′j
〉
εˆ2
+ ε1
〈
ψ′j | ψ′j
〉
εˆ1 + ε1
〈
ψ′j | ψ′′j
〉
εˆ2
+ ε2
〈
ψ′′j | ψ′j
〉
εˆ1 + ε2
〈
ψ′′j | ψ′′j
〉
εˆ2
(27)
where εˆ1 and εˆ2 are unit vectors in the parameter space.
Now, let us define
ψ′j =
∑
i 6=j
aiψi ψ
′′
j =
∑
i 6=j
biψi (28)
Hence, from the orthonormality of these eigenfunctions,
〈
ψj | ψ′j
〉
=
〈
ψj
∣∣∣∣∣
∑
i 6=j
aiψi
〉
=
∑
i 6=j
ai 〈ψj | ψi〉 = 0 (29)
and similarly
〈
ψj | ψ′′j
〉
= 0 (30)
We also have that
〈
ψ′j | ψ′j
〉
=
〈∑
i 6=j
aiψi
∣∣∣∣∣
∑
k 6=j
akψk
〉
=
∑
i 6=j
a∗i
∑
k 6=j
ak 〈ψi | ψk〉 =
∑
i 6=j
a∗i
∑
k 6=j
akδik =
∑
i 6=j
|ai|2
(31)
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and similarly
〈
ψ′′j | ψ′′j
〉
=
∑
i 6=j
|bi|2 (32)
〈
ψ′j | ψ′′j
〉
=
〈∑
i 6=j
aiψi
∣∣∣∣∣
∑
k 6=j
bkψk
〉
=
∑
i 6=j
a∗i
∑
k 6=j
bk 〈ψi | ψk〉 =
∑
i 6=j
a∗i
∑
k 6=j
bkδik =
∑
i 6=j
a∗i bi
(33)
Substituting these results into Eq.(27), we get
〈Ψj | ∇~RΨj〉 =
[
ε1
∑
i 6=j
|ai|2 + ε2
∑
i 6=j
aib
∗
i
]
εˆ1 +
[
ε1
∑
i 6=j
a∗i bi + ε2
∑
i 6=j
|bi|2
]
εˆ2 (34)
Now, since ~R = ~R(ε1, ε2) then
d~R = dε1εˆ1 + dε2εˆ2 (35)
Hence
〈Ψj | ∇~RΨj〉 · d~R =
[
ε1
∑
i 6=j
|ai|2 + ε2
∑
i 6=j
aib
∗
i
]
dε1 +
[
ε1
∑
i 6=j
a∗i bi + ε2
∑
i 6=j
|bi|2
]
dε2 (36)
Now, let us assume that the adiabatic change of the parameters ε1 and ε2 follow a circle
(with small radius r) in the parameter space, so we take ε1 = r cosα and ε2 = r sinα. From
Eq.(27) and Eq.(17), we obtain
γj = ir
2
[
−
∑
i 6=j
|ai|2
∫ 2π
0
cosα sinαdα−
∑
i 6=j
aib
∗
i
∫ 2π
0
sin2 αdα
+
∑
i 6=j
a∗i bi
∫ 2π
0
cos2 αdα+
∑
i 6=j
|bi|2
∫ 2π
0
sinα cosαdα
] (37)
Noting that the first and fourth integrals in this expression are equal to zero, and that the
second and third integrals are equal to π, we get
γj = iπr
2
∑
i 6=j
(a∗i bi − aib∗i ) = −2πr2
∑
i 6=j
Im(a∗i bi) = −2πr2Im
{∑
i 6=j
a∗i bi
}
(38)
or, in terms of the perturbed wavefunction (by (33)) we find that
γj = −2πr2Im
〈
ψ′j | ψ′′j
〉
(39)
11
j ω γj/r
2
1 240.4MHz 1.057
2 89.6MHZ 6.429
5 240.4MHz 2.470
6 240.4MHz 2.095
8 334.02MHz 2.840
9 240.4MHz 7.905
10 89.6MHz 6.429
13 240.4mHz 2.470
14 240.4MHz 2.095
16 334.02MHz 2.840
TABLE I. Table of angular frequencies and geometric phases
This result can obtained directly from (27) by noting that dR = −r sinαdαεˆ1+ r cosαdαεˆ2;
therefore only terms in ε1dε2 and ε2dε1 can contribute to the integral. The result is exactly
as given in (39). We have given the orthogonal expansion method as well since it seems
instructive to do so.
Hence, the covariant Berry phase, produced by the wave function ψ1 (for example) of the
perturbed harmonic oscillator, is
γ1/r
2 = −2πIm 〈ψ′1 | ψ′′1 〉 = 1.057 (40)
Formula (39) contains a scalar product on a given orientation of the RMS, say, nµ =
(0, 0, 0, 1), labeling the defining representation according to Figure 1. A Lorentz transfor-
mation of the system induces a transformation of coordinates in O(2, 1) of the RMS (the
”little group” of the induced representation [2]) and a reorientation along the orbit. The
perturbation in Eq. (18) does not contain nµ explicitly, and therefore the perturbed wave
functions depend on nµ only through the coordinatization of the RMS.
In the scalar product (39), one may make a change of variables to compensate for the in-
duced O(2, 1) transformation on the variables of the RMS. The z component, oriented in
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any frame along the nµ axis, is invariant, and therefore the scalar product defines a set of
invariant phases γn
We have demonstrated the existence of invariant Berry phases in a relativistically covari-
ant four dimensional harmonic oscillator. As we showed, these phases must be associated
with fractional angle perturbation of the azimuthal symmetry of the oscillator. As can be
expected, the Berry phase is zero for each eigenstate with l < n (so P nl (cos θ) = 0 and hence,
the oscillator’s eigenfunction is identically zero) or m < n (so P nm(tanhβ) = 0 and hence,
the first order correction to the oscillator’s eigenfunction is equal to zero), and is nonzero for
all the other eigenstates (where l > n andm > n), We can see their specific values in Table I.
We have shown, furthermore, that, since the perturbing potential does not depend ex-
plicitly on the orientation of the RMS according to nµ, the Berry phases we have computed
are Lorentz invariant.
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