Approximating distance is one of the key challenge in a facility location problem. Several algorithms have been proposed, however, none of them focused on estimating distance between two concave regions. In this work, we present an algorithm to estimate the distance between two irregular regions of a facility location problem. The proposed algorithm can identify the distance between concave shape regions. We also discuss some relevant properties of the proposed algorithm. A distance-sensitive capacity location model is introduced to test the algorithm.
distance between two points. The following equation for " distance" was proposed by Francis (1967) . • Sum of absolute deviations (the difference between actual road miles and estimated road miles)
• Sum of squares (more sensitive and require more accuracy on shorter distance).
Love and Morris (1979) further compared different parameters for the " distance" model to make the distance calculation more accurate. They used statistical tests to compare the results on seven samples and concluded that "the more parameters used in the model, the more accurate and complexity will get". Love and Dowling (1985) used " , distance" model for floor layout problems to find the appropriate k, p values compared to the " 1 distance" (or rectangular distance) model. In the literature, authors stated that the " 1 distance" model was suitable for obtaining optimal facility locations while " , distance" model should be used when total cost function is considered by adjusting k values rather than p values. Despite several generalizations of this algorithm, none of these algorithms mentioned can successfully determine the exact location of the potential point is in each region. By virtue of network theory, we can find another way of calculating distances for location problem. Blanquero et al. (2016) represented the competitive location problem on a network with customers as the nodes in the network. They put the facilities on the edges and calculated the distances as the lengths of the shortest path from each customer to the nearest facility. Peeters (1998) discussed a new algorithm to solve the location problem by calculating distance as the sum of the lengths of arcs between two vertexes and the length between a vertex and an arbitrary point on that arc. The author used nine different models to test the new algorithms and showed much better performances than the old algorithm which calculates the distance between each node first.
Very little effort was made in the prior literature to consider concave regions thoughtfully when 4 they estimated the distance. It may cause problems in real world application. In section 2, we will talk about the problems that could be occurred in a real-world scenario. In section 3, we will introduce our distance measurement algorithm which considers the concave regions. We will also discuss some properties as well as one observation with proof about the proposed algorithm. In section 4, we will illustrate a capacity location model which is very sensitive to the distance between regions. In Section 5, we will show how our proposed algorithm could be used to find optimal location using a test-case example. In section 6, we will consider several cases to present advantages and insights of the proposed algorithm.
Problem Description:
In the prior literature, geometric-center was widely used for distance calculation. But using the geometric-center of a region to represent itself may cause problems. Let us imagine a concave region where the geometric-center is out of the region. Now, if we use geometric-center point to represent the region then the distance between this region and another concave region might be zero. For example, in the following Figure 1 , we can see Shanghai city with its outline represented as some collection concave regions. As we can see, the region for west district is a concave region;
its geometric-center may fall into east district. If we transform the region a little bit, then the two geometric-centers may be the same point thus, the distance becomes zero. Therefore, in most cases, the geometric-center can represent a region well but under special situation, it will cause fatal error or inaccuracy in the final decision of a location problem. To prevent this situation, we will develop an algorithm to measure the distance between two irregular regions. We will only consider the continuous facility location problem which will allow us to set up a facility at any location. The algorithm can prevent the potential point falls out of a region itself. It also has good property within the region it represents. We will also show the relationship among the potential points we get with geometric-centers. 5 Figure 1: Map and Outline of center of Shanghai (adopted from Googlemap).
Proposed Algorithm:
3.1 Distance Measurement Algorithm:
Suppose, we have a region S, the point we use to represent is a point( , ) ∈ , such that, the
has a minimum value. The distance between two regions is estimated by the geometrical distance between two points which represent the regions.
It means ( , ) is a point in S, and ( , ) is the point to make the value of the function
gains the smallest value.
We use the geometrical distance between two points we derived from the method above to estimate the distance between two regions. For example, if we have region 1 and 2 , and we get ( 1 , 1 ) and ( 2 , 2 ) to represent 1 and 2 , then the distance between 1 and 2 is ( 1 , 2 ) =
Theorem:
First, it's reasonable to say that the point represents the region because ( , ) is the point that makes the total travel distance needed to satisfy each demand point to gain the smallest value. The point we derived from our algorithm also equals to the geometric-center of the region if the 6 geometric-center of the region falls into itself. We will proof the statement in the following subsections.
Observation and Proof:
If a region's geometric-center falls in the region itself, the point ( , ) mentioned above is exactly the geometric-center of the region.
Since we are looking for ( , ) such that, the expression ∬ √( − ) 2 + ( − ) 2 gain the minimum value, so we can remove the square root since ( ) = √ ( ≥ 0) is a strictly monotonically increasing function. Therefore, we need:
We can also separate the previous expression into two parts, one part only with and one part only with . For∬( − ) 2 , since we are looking for a point ( , ) such that it reaches the minimum value, we can transfer it to∫( − ) 2 . So, we have: here is exactly the coordinates for geometric-center. We can get the same result for . So, we proved that if a region's geometric-center falls in the region itself, the point ( , ) mentioned above is exactly the geometric-center of the region. 7 
Test Model:
In this section, we will introduce a model for testing the proposed algorithm. It's a simple capacity location problem; we have added a constraint to make it sensitive to the distance between regions.
Parameters
demand of point at time period fixed cost of building a facility distance between points and maximum capacity of one facility large cost parameter
Variables
if demand at point is satisfied by facility at point , then = 1,
if a facility is built at y at time , then = 1, else = 0
The objective function (1) is a cost minimization function that aims to minimize the total cost of building facilities. Constraint (2) indicates that location can satisfy the demand at location if and only if there's a facility at location . Constraint (3) restricts the demand at location to be met by its nearest facility. If there is a facility built at location , then for any other point , =
1 if and only if < . This constraint will make the model very sensitive to the distance 8 between regions. Constraint (4) shows that the total demand served by one facility can't exceed its capacity. Constraint (5) restricts that we can only set up one facility at one location.
Result Analysis:
We randomly generated a map with several concave regions shown in the following Figure 2 . The proposed algorithm for distance measurement is implemented with MATLAB R 2016a. We get the geometric-center and the potential points by using our proposed algorithm. The size of the map is 200×200 pixels and we use a coordinate system on the map. We fixed the origin of coordinate at the lower left corner of the map and we also assumed that the coordinate of upper left corner is Table 1 shows the comparison between coordinates of representative location using geometriccenter and our proposed algorithm for the point of each region. We can see that for region 8, 9, 12, 16 and 22 the representative points are different, and they are all concave regions. Now, we will use this test-case instance to find optimal location using the test case model. As we can see from Table 2 , two algorithms provide us the same optimal solution. However, our
proposed algorithm requires less number of simplex iterations and branch-and-bound nodes. While the purpose of our algorithm is to make the distance estimation more accurate, the difference of objective function value or travel distance cannot provide better insight about it. Therefore, in the next section, we will present three test-cases to analyze the advantages of our proposed algorithm. 
Special Case Analysis:
In this section, we present three special cases to show further the usefulness and performance of the proposed algorithm.
Case1:
We can see from Figure 5 , region 1 is a concave region and its geometric-center falls into region 2, and the actual distance between the two geometric-centers are 0. If we use this result to estimate the distances in a location problem, then there's no difference for the location of region 1 and 2. If there's another region available then the demand in that region can be either served by region 1 or region 2. Clearly, we don't want this situation to occur in real life problems. In Figure 6 , we can see the representative points for region 1 falls on the boundary of region 1, which will show the difference between the region 1 and 2. If there's another region, the demand of that region can be satisfied by preference. In this case, we have 3 regions. From Figure 7 , we can see that the distance between region 1 and region 2 are smaller than the distance between region 2 and region 3. This means that the demand at region 2 are more likely to be served by region 1. But in Figure 8 , by our algorithm, the distance between region 2 and region 3 are smaller than the distance between region 1 and region 2. This means the demand at region 2 are more likely to be served by region 1. From the graph, we can see that it's better to let the region 2 served by region 3 since it looks closer to each other. Case 3:
In this case, we can see from Figure 9 and Figure 10 , by both algorithms, the representative points fall together. This is a very special case for which our algorithm cannot identity the location of two regions. 
Conclusion:
The proposed algorithm can identify the difference between regions when there are concave regions in the map. We have shown that under several conditions, the algorithm performs better than the geometric-center approach. When the geometric-center falls out of the region itself, our algorithm has a significant advantage to make the measurement more accurate. When the geometric-center falls into the region itself, our algorithm will keep the original feature of the geometric-center, and the algorithm center and geometric-center fall at the same point. The algorithm is also easy to implement. However, there are limitations of this algorithm; the most noticeable one is that we can only implement it on a continuous facility location problem.
