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Abstract
The concept of regions provides for the ability to group and scope services across
a network. Issues arise when entities of a region are no longer part of the region,
due to a request to leave the region, an eviction by the region, or even
component or network failures. Consequently, the references to these entities
must be garbage collected. Depending on the purpose and design constraints of
the region at hand, there can be many ways this can be implemented. Therefore,
application designers must have the flexibility to implement a region design to
incorporate a garbage collection scheme that meets their needs for correct
semantics as well as performance and resource requirements. We have
formulated a design for the region infrastructure that allows this flexibility and
looked at various implementations of region designs built on top of this
infrastructure. These proof-of-concept implementations allowed us to investigate
some of the issues that arise regarding garbage collection.
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The current structure of the Internet is extremely complex. It consists of
an enormous number of constituent networks, each with a plethora of
transmission technologies, routing protocols, security policies, and so forth,
brought together by a common network-layer protocol, IP. In recent years a
progression of distributed network applications has arisen, bringing application-
layer overlays and content distribution networks built on top of the IP level.
These overlays can be comprised of a group of nodes dispersed throughout the
entire Internet, all of them working together in a coherent manner, despite the
differences they may have below the IP layer. Thus it may be useful and
intuitively natural to think of the collection these entities as being a region
within the network [13].
We can take this concept one step further and propose that the general
notion of a region should be made into an explicit, first-class component of the
network architecture.
The project discussed in this thesis is part of a broader project to explore
the utility of the concept of regions as an architectural construct in networking.
Specifically, this project investigates the notion of garbage collection and the
implications it will have on the design of regions.
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1.1 Background and Motivation
The continuing dramatic growth of the Internet underscores the need for
an architectural construct capable of handling the inherent issues associated with
growth. Research into the issues surrounding the concept of regions can help
fulfill this need. Benefits of research into generalizing the idea of a region can
assist in the implementation of networked applications by alleviating the need to
reinvent the underlying mechanisms. In order to do this, regions will need to be
useful in a wide variety of situations and perhaps be adaptable to shifting
conditions.
This is especially important with the proliferation of mobile devices and
the advent of ubiquitous computing (also commonly known as pervasive
computing). In the case of mobile devices, since the nodes themselves may move
among different locations within relatively short time periods, any region
architecture must have the ability to reliably account for a service that
frequently enters a region, leaves a region, or even changes its own properties.
In addition, as the number of network nodes and their capabilities increase,
there are a variety of problems that arise. First, scaling and scoping are two
issues associated with growth that become increasingly significant issues. With
an increase in sheer numbers, many problems that were previously once simple
become even more complex. Furthermore, in order to limit activities that scale
with size, we are led to provide various forms of scoping mechanisms to bound
activities. Second, in conjunction with the growth, partitioning in order to
identify and manage collective information with respect to smaller groupings
becomes more valuable. The concept of regions can be used to provide the
scoping and partitioning capabilities required to deal with these problems.
A region can be implemented in many different ways, with the condition
that these implementations be able to reliably locate and manage the services
within the region. No matter what implementation is used, stale references to
services that have left the region must be cleaned up. This is where garbage
14
collection comes into play. The need to clean up these stale references will
impose certain constraints on how a region can be implemented. This project
will look into a few of these issues.
1.2 Regions
The original Internet architecture has no concept of region. In order to
fulfill certain requirements, the concept has been implemented several times in
various ways for specific functions, a notable example being the use of
Autonomous Systems in BGP [11][12]. Autonomous Systems serve to partition
routers into distinct regions to better coordinate the routing of packets across the
Internet. The research into regions is an attempt to explore the possibilities of
introducing it as a general architectural capability [13].
Within a region is a set of entities that share some common invariants.
Entities can consist of services or even other regions. One key property of a
region is that entities are free to enter or leave the region for various reasons.
When an entity enters a region, it becomes a member of the region.
There is some facility within a region that must keep track of the
membership within itself. It is worth noting here that this does not necessarily
imply that one can know the complete membership of a region at any one time.
The issue is that the region may be widely distributed and loosely managed.
When an entity becomes a member, the services that it provides within the
region must somehow be known and accessible. In addition, when entities leave
a region, these services will no longer be available; it is important to garbage
collect these dead references in order to recover the resources they may use and
the load they may put on the region itself. Members may leave a region for
various reasons, including voluntary departure, membership revocation, or even
unintended failure. All of these reasons must be accounted for appropriately.
The focus of this thesis is the integrity or correctness of a region in the face of
these departures.
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Uses, policy constraints, and functionality may be different according to
the application at hand. This leads to the need for different kinds of region
implementations, and therefore we do not want to constrain the definition of a
region into any one type of implementation. For instance, in a home network, a
completely centralized region architecture with a single region manager might be
appropriate. The reason is that there likely will not be very many members, nor
will there be very many levels of nested regions within a home network region.
This centralized region will be one of the region designs that we will consider.
At another extreme, a region may be used for mission-critical applications
and must be extremely fault tolerant. In such a case, it would be preferable if
the region were completely decentralized, where any member may be called upon
to act or delegate on behalf of the entire region, even in the face of network
failures. One example of this kind of region would be a banking network.
Though, there are varying levels of distribution that can be considered, a few
designs representative of different points on this spectrum will be selected in
order to discover the implications of certain types of designs.
In order to allow for all of these various implementations, essentially two
levels of the region concept need to be formulated. The first is the fundamental
region architecture. This fundamental region architecture deals with the
primitives that define what a region is supposed to be. This first level is needed
to support the second level, on which different region designs are implemented.
Whereas the specification of the first level should be consistent among all regions,
the second-level designs of the regions themselves can be diverse.
Although this thesis focuses on the assorted garbage collection techniques
implemented on the second level, the decisions made in order to accommodate
them influence the fundamental elements of the first level. These
accommodations will also be discussed in this thesis and is an integral part of
understanding what a region should be.
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1.3 Garbage Collection
There are a variety of mechanisms to handle departures, some explicit
(manual removal) and others more automatic. As a class these latter
mechanisms are called garbage collection algorithms. First of all, it is necessary
to define the term, garbage collection, in this context. Garbage collection
traditionally implies the release of resources, but there are several resources
within a region that can be considered: the entities themselves, the regions
themselves, and the references to entities within regions.
First, let us consider the boundaries of the garbage collection problem
explored in this thesis and outline what we explicitly do not consider. It does not
deal with the removal from local memory of any shared object in a region. This
is an issue that has been examined by many distributed garbage collection
techniques [10]. Shared object allocation and deallocation is primarily a problem
of applications that are built on top of a region construct, and may be
implemented differently depending on the application. This is not a concern in
this project, although many of the principles of distributed garbage collection will
be relevant.
In addition, we are not dealing with the removal of a region itself. The
resources that a region itself may use include both storage and identification or
names. Most likely, each region will be assigned a persistent globally unique
identifier so there will probably be no issues with regard to namespace
reclamation. We assume that regions are deactivated or removed explicitly, at
which time any storage resources they use can also be reclaimed. There may be
other issues about the consequences of regions with no members, but that is not a
topic into which this thesis will delve.
Rather, from now on, garbage collection in this thesis will refer to the
removal of references to members after they are no longer part of the region.
Because members may move in and out of regions, a mechanism is needed to
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clean up stale references. This mechanism is the garbage collector that this
thesis will focus on.
The requirements that a given region must satisfy will affect the
implementation decisions of the second-level region design. This, in turn is
constrained by the need to perform garbage collection of stale references within
the region. There are various ways in which regions and garbage collectors can
be designed, and they all have issues with respect to efficiency and effectiveness,
among others. This thesis will look at different region designs and garbage
collection schemes and determine the implications this has for the overall concept
of regions as an architectural construct in networking.
1.4 Summary
The ever increasing number of nodes on the Internet implores us to seek
designs in order to cope with the problems associated with growth. A regions
infrastructure will help bring a general framework upon which issues such as
scaling, scoping, and partitioning can be dealt with, while still providing the
necessary flexibility to facilitate numerous kinds of applications.
Garbage collection of stale member references is an important part of
determining how a region should function. This thesis will look at the role that
garbage collection plays in formulating the general framework for regions by
examining different garbage collection schemes. This thesis will also discuss the
proof-of-concept systems of these schemes that have been implemented in order
to further observe how well such garbage collectors will behave. Unlike many
theses, there is no single conclusion to draw from this thesis, other than that
different garbage collection algorithms are necessary under different sets of
requirements and conclusions. This thesis is an exploration of options, any of
which may be valid under certain conditions.
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1.5 Agenda
Chapter 2 will review some of the prior work done with regard to regions,
networked services, and distributed garbage collection, and how they relate to
this project.
Chapter 3 will discuss the functional requirements of regions and services
and the architecture that was devised in order to satisfy them.
Chapter 4 will examine the role of traditional and distributed garbage
collection schemes with respect to region implementation.
Chapter 5, Chapter 6, and Chapter 7 will go over the actual
implementation of the region architecture and designs. Chapter 5 will discuss the
thought process that led to the implementation environment chosen for this
project. Chapter 6 will describe the implementation of the first-level
fundamental region architecture, while Chapter 7 will describe the various
second-level region designs and their associated garbage collection techniques.
Chapter 8 will provide a discussion of the implemented designs, providing
analysis on their performance and their relative strengths and weaknesses.
Finally, it will conclude with the insights that have been gained during this





There have been other systems that have dealt with the use of distributed
garbage collection in the overall management of a distributed architecture. The
following is an overview of some of the ones that have influenced the direction of
this project.
2.1 Earlier Research on Regions
Kathryn Benedicto's paper [1] presented the first concrete implementation
of a regions infrastructure from which many of the ideas in this thesis have been
incorporated and extended.
The paper implements an early concept of regions as centralized structures,
with each region having a central region manager that maintained information
about all the services within the region. Garbage collection of references in such
a system was done using the local memory garbage collector in the region
manager.
While this system made garbage collection of references extremely easy to
handle (in fact, it is not even mentioned in the paper because it was
automatically conducted by the local memory garbage collector of the Jini 1
development system), it had several drawbacks, the most important of which was
the lack of scalability. In addition, the specific method of caching information
Jini is a registered trademark of Sun Microsystems, Inc.
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from region managers of subregions made the system particularly susceptible to
connection failures and network partitions.
Because of these shortcomings, one of the conclusions reached by this
paper suggested various ways the implementation could be improved. This thesis
takes this conclusion one step further and claims that no specific set of
improvements is best for all situations and that many types of implementations
should be allowed to coexist under the region architecture.
2.2 Service Location Protocol
The Service Location Protocol (SLP) [5], is a significant conceptual
precursor to the region infrastructure. The main objective of SLP is to enable
clients, which it calls user agents, to find information about the existence,
location, and configuration of networked services. It eliminates the need for a
user agent to know the name of the host supporting the service. Based on the
desired service attributes and characteristics supplied by a user agent, SLP
directory "agents will resolve the network address of the service for the user agent.
SLP also features a mechanism for services to register with local directory agents.
The role of these directory agents is directly analogous to the role of a region
manager with respect to service registration and location.
SLP also includes a scoping mechanism in order to limit the set of services
considered during a query from a user agent. Each directory agent is associated
with a named scope, and services must register with all directory agents
associated with a particular scope in order to be part of that scope. This concept
of services within a limited scope is comparable to the concept of regions.
However this scoping mechanism has several shortcomings.
For one, SLP's scoping mechanism has poor scalability. SLP is designed
to locate local services within a network, in particular services that are located
within the same building or physical vicinity as the user. Conversely, regions are
designed to be more general. They may contain many more services across an
22
entire network, not necessarily local. The difference in design goals explains the
poor scalability and the lack of support for hierarchy and nested scopes.
In terms of garbage collection of stale references, in addition to explicit
deregistration of services, SLP employs the use of expiration times to constrain
the lifetime of service references. Services will need to periodically renew their
reference in order to keep the reference alive. This technique is one of several
techniques that can be considered when thinking about the garbage collection of
stale references, although it does put a potential burden on bandwidth within the
network.
2.3 Jini
The goal of the Jini Network Technology [6] is to form networks of devices
and make their services available on the network with little to no configuration
or human intervention. The Jini framework is also capable of locating and
joining neighboring Jini networks. Most importantly, it has mechanisms to allow
clients to locate services on a Jini network based on a desired service type and
attributes. In fact, the original region infrastructure implementation [1] discussed
in section 2.1 was implemented on the Jini system.
The approach that Jini takes is very similar to that of SLP. It has a
similar model of users, services, and directories to facilitate the management of
information among users and services. It also allows the grouping of services and
has protocols for services to join, leave, and update information within these
groups. There are some benefits that Jini has over SLP however. For instance,
Jini has support mechanisms for leases, transactions, and events, which makes it
particularly attractive for distributed garbage collection. It is for this reason that
Jini was briefly considered for the basis of the region implementations in this




Microsoft's Distributed Component Object Model (DCOM) extends the
Component Object Model (COM) programming paradigm to support
communication among objects located on computers throughout a network.
COM defines how components and clients interact with each other within a
single computer, and relies on a reference counting scheme in order to do local
garbage collection. Like COM, DCOM also employs the use of reference counting,
but adds a pinging mechanism to take into account some of the issues that arise
with networked components [3].
Clients within a DCOM architecture send periodic ping messages to the
machines on which they reference components. DCOM considers a connection to
be broken when more than three ping periods pass without the component
receiving a ping message (one ping period is two minutes long). In order to keep
these messages manageable, DCOM uses per-machine keep-alive messages and
delta pinging. Even if a client has references to a hundred different components
on the same server, only one consolidated ping message will be sent to keep all
those references alive. In delta pinging, instead of sending identifiers for all the
references of open components, it creates meta-identifiers that represent all the
references. If the set of references changes, only the change between the two
reference sets is transmitted. Also, DCOM allows these ping messages to
piggyback onto regular messages between the client and server.
The use of delta pinging and per-machine keep-alive messages keeps
network traffic to a minimum while allowing for the detection of departed
network objects. This helps the garbage collector efficiently determine what
network object references can be cleared. These are some of the mechanisms will
be helpful in formulating effective garbage collection strategies in regions.
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2.5 CORBA 2
The Common Object Request Broker Architecture (CORBA) is another
architecture in which objects can work together in a distributed, networked
environment. Every object in CORBA exposes an interface to an Object Request
Broker (ORB). Clients access other objects by way of these ORBs. In a
networked environment, several ORBs may exist. When a client attempts to
reference an object that is not located in the same ORB that manages the client,
its ORB routes the invocation to the remote object's ORB [2].
While in DCOM the clients had control over the lifetime of objects on a
server, with CORBA the opposite stance is taken-essentially it is up to the
servers to manage the lifetimes of objects. CORBA does not have any built-in
mechanism for garbage collection of objects, so many system implementations
attempt to create some sort of scheme to handle object lifetimes. One commonly
used scheme is the evictor pattern, in which the least recently used objects are
evicted when the server wishes to reclaim resources [4]. In such a scheme, it is
up to the client to deal with the case that the object it is attempting to reference
has been evicted.
Even though CORBA does not have any particular garbage collection
scheme, it does raise the interesting issue of having clients deal with stale
references. In the implementations this project investigates, there are cases
where a user agent may receive a stale reference, in which case it will have to
handle the consequences appropriately.
2.6 Domain Name System
The main purpose of the Domain Name System (DNS) [8][9] is to enable
hosts in one Internet domain to obtain name and addressing information about
hosts in a different domain. While maintaining high availability and reasonable
2 CORBA is a registered trademark of the Object Management Group, Inc.
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performance, the DNS is able to provide this service to a huge number of
domains.
Many of the concepts and functional requirements concerning the
architecture of the DNS are analogous to the concepts and functional
requirements of region architecture. The use of hierarchy is an important
concept, although regions require more flexibility than the strict hierarchy of the
DNS. This is explained in section 3.1.1 and 3.2.2. One of the noteworthy
features of the DNS is the ability for domains to be administered autonomously,
which, as explained in section 3.1.3, is a very important feature for regions to
have as well.
What is most relevant to this project is the fact that the names that the
DNS tracks and the IP addresses with which they are associated are directly
analogous to the references to the services within a region structure. The DNS
provides a mechanism to look up names just as the region infrastructure provides
a mechanism to look up references to services. Although there are major
differences, the information flow in queries is somewhat similar. In the DNS.
queries received at higher-level domains are handed down to subsequent
subdomains until an answer is found, just like queries in regions may be handed
down to subsequent subregions.
In terms of garbage collection of references, the DNS also has a particular
mechanism to remove names that no longer exist. Like service references in
regions, the DNS names are explicitly removed in most cases. Due to caching
within different DNS domains, these removals usually do require some period of
time to take effect, some times as much as an entire day. This mechanism is
similar to the centralized region implementation scheme with caching that is
discussed in section 7.2. The DNS relies heavily on caching in order to provide
the performance that is dictated by users, though this strategy may not
necessarily be optimal for all region applications due to its inability to account
for quick changes within a region structure.
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2.7 Summary
The previous research on regions and distributed services and objects
demonstrates that there are a wide variety of mechanisms for the garbage
collection of stale references and objects, each of them suited for the particular
goals that the systems were designed to provide. If we are to create a general-use
architecture for the grouping of services, we must allow for application designers
to implement the particular type of garbage collection algorithm best suited for
their application. The rest of this thesis will look into a region architecture that





Since the core of this project is to explore garbage collection in regions, in
this chapter we discuss regions themselves. We first begin by considering the
primary functional requirements of regions, followed by the core of our design
decisions with respect to regions. From this we can address the question of the
nature of the region architecture, especially its basic elements and the
abstractions they enable. That is then followed by a discussion of the region
actions that are important in this work, specifically reflecting membership in
regions.
3.1 Functional Requirements
The main function of regions is to provide for the grouping and scoping of
services, in addition to the sharing of service information. However, in order to
be useful, regions must also be independently administered and provide the
flexibility for application designers to allow for the scalability, robustness, and
security among others, that may be required for the application. In addition, we
concur with the argument in Benedicto's thesis [1] that regions require a type
model. Many of these requirements are the same as the ones originally proposed
in the Benedicto paper, albeit changes are noted where applicable.
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Figure 3-1: Example of a region structure exhibiting nesting and overlapping.
The ovals represent regions and the squares represent services. Region A and
region B overlap each other while region C is nested within region B.
3.1.1 Grouping and Scoping
A region must be able to organize a set of services into a group. Grouping
is important for identifying and managing collective information about services
and for sharing these services with user agents and with other regions. Thus, a
region should be able to organize ,a set of services into a group and act on behalf
of that group, in turn abstracting the responsibility of coordination away from
each of the individual services. This will help to reduce the number of
interactions among agents and the overhead required to locate and communicate
with a particular service.
In conjunction with grouping, because the number of services within a
group can become inexorably large, scoping is required in order to limit activities
to a relevant set of services within a region. For certain applications, a flat
grouping of services may be sufficient, but for a region with many services the
region may become easier to manage if it were broken down into subregions.
This would help limit activities to a space where it would most likely succeed. In
addition, it would help reduce the use of time or resources needed to perform the
activity.
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Figure 3-2: A hierarchical diagram can be used to illustrate the same structure
as the one shown in Figure 3-1. This diagram better delineates how services
are grouped among the regions.
For instance, a region containing services within a corporation could be
decomposed into smaller regions by division, department, etc. Thus, a region
architecture should support the nesting of regions within other regions.
Regions should also support the arbitrary overlap of services and
subregions. By this we mean that a service or a region should have the ability to
become part of multiple regions that are not necessarily related. Overlapping is
important because there may be a case where many regions wish to each
incorporate the same publicly available service or group of services.
Figure 3-1 shows an example region structure that exhibits both nesting
and overlapping. The figure is used to clearly illustrate the nesting and
overlapping although the hierarchical structure in Figure 3-2 more clearly
delineates how the services are grouped among the regions. Hierarchical
diagrams will be used throughout the rest of this thesis to demonstrate various
region structures and the actions that can be performed on them.
3.1.2 Service Information Sharing
To facilitate the sharing of service information, services should be able to
join a region and provide information about themselves. In addition, user agents,
clients looking to use services in a region (see section 3.2.1), must be able to
query a region in order to find services that satisfy the user agent's needs.
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A protocol should be devised to provide these functionalities. This
protocol should allow services to locate and join one or more regions of interest,
and leave those regions afterwards if desired. During the process of registering
with the region, the protocol should allow the service to communicate its service
information to the region. If the service information changes, the protocol should
allow for these updates to be sent to the region. Finally, the protocol for service
registration should be automated. A service should only concern itself with
providing the proper service information when joining a region. The protocol
should automatically send the appropriate registration, deregistration, and
update messages throughout the region structure when the configuration changes.
Automating the protocol and minimizing the amount of configuration required is
crucial for the development and deployment of new services that can effortlessly
plug themselves into a region and be available to any user agents in the region
infrastructure.
In addition, in order to share service information effectively, regions must
be able to provide support for user agents to query for services. User agents
must be able to query a region with a desired set of characteristics and retrieve a
list of one or more services which satisfy those characteristics.
Because the issue of service characteristics was not one of the focuses of
this project, the implementation in this project only uses the service
identification number as a characteristic. However, in a practical implementation
of the region infrastructure, these characteristics may include attributes and their
values, service types and instances, and functions or functional interfaces. The
protocol should also support a broad range of queries. User agents should be able
to look up services using exact-match, wildcard, predicate, value-range queries,
etc.
3.1.3 Independent Administration
It is unreasonable to assume that all regions and the entire region
infrastructure can be managed by a single administrator or even a handful of
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cooperating administrators. A better model of administration is one similar to
the model used in the Domain Name System [8][9], where administrators manage
their own regions independently of one another, while still allowing for the
sharing of service information across region boundaries.
Unlike the DNS however, each of the autonomously administered regions
is not dependent on a central authority, which makes this model even more
distributed and decentralized. The space of regions is divided into chunks that
are easier to manage independently, although in some respects more complexity
may arise when attempting to coordinate these separate entities. Another
advantage to this model is that there is no single point of failure-a problem in
one region does not necessarily affect other regions.
3.1.4 Region Typing
Although this thesis does not consider nor implement an elaborate region
typing model, it should be noted that a usable implementation of regions should
require such a type model. Benedicto had recommend this requirement in her
thesis [1]. This is due to the fact that it is potentially helpful for a user agent to
have some expectations about the region in which it operates. For instance it
should have some kind of idea about what kinds of services and attributes it
might find in the region without having to perform a comprehensive search.
In this project, because region types have no influence on our conclusions,
regions are merely denoted by a region identification number and the type of
region manager implementation they utilize.
3.1.5 Design Flexibility
The previous incarnation of the region infrastructure by Benedicto
stipulated that in addition to the properties mentioned previously, a region
architecture should also incorporate scalability, robustness, and security [1]. The
whitepaper on regions also stipulated that regions should be adaptive and have
the capability for self-reorganization and optimization [13]. While these features
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may be very advantageous to have in a region architecture, it can be extremely
difficult to formulate a common model incorporating all of these aspects yet still
be appropriate for all sorts of applications.
In order for regions to become a general-use construct, the architecture
must allow for the custom tailoring of region designs in order to satisfy the needs
of various application designers. To allow regions to have as many different
purposes and handle as many different situations as possible, an adequate
definition of regions should be as minimal as possible. Ideally, it should be up to
the application designer to determine how a region should be internally organized
so as to best suit the applications that are built on top of it. This flexibility is
afforded by the concept, first introduced in section 1.2, of being able to
implement various second-level region designs.
The following is an overview of a few of the properties an application
design may choose to integrate in various degrees into a region design.
Scalability
There are certain situations in which a region may have to operate with
huge numbers of member services or with many layers of nested subregions. Or
it could be the case that services within a region may be widely dispersed
geographically or topologically, in which case you can no longer assume that the
services are in proximity with one another. In such regions, the ability to scale
with increasing size, distance, etc., may be required.
In other cases where these issues are not an issue, building a system to
scale may place undue overhead and complexity on the internal region design.
For example, a small home region may not be expected to have very many
services nor include very many nested subregions. In such a scenario, a poorly-
scalable centralized region design would be sufficient.
Robustness
Robustness can be a very important property in a region design. Having a
region that is robust means that it is able to detect and recover from errors and
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distributed failure. A region designer may wish to account for the possibility of a
service being cut off from its parent region, or may wish to have a policy in place
for retrying failed queries or detecting when a region is up or down. Regions,
which obtain information from their subregions and services, may need to be
prepared to cope with losses, delays and reordering of messages sent by those
member entities. This is all done in order for the region to maintain a consistent
picture of the world, yet there are tradeoffs when implementing with robustness
in mind.
Similar to the issues involved with allowing for scalability, the complexity
and overhead needed to implement robustness may be unwarranted. In some
cases, it may be acceptable to have a region remain inconsistent for momentary
periods of time, especially when applications built on top of the region are not
mission-critical.
Security
There are undoubtedly security implications in allowing user agents and
other regions to obtain information about and use services that a region contains.
This is also true in allowing services to join regions or allowing regions to
incorporate services to themselves. Because the focus was on garbage collection
of stale references, in this project these security concerns were not taken into
account in the region infrastructure and the various region designs that were
implemented. However there are some important items that should be
considered in the security model of a realistic implementation of a region
infrastructure.
Authorization and access control is one aspect of this security model.
Regions may wish to impose restrictions on which services may join them, which
user agents may query them, and what service information user agents are
allowed to see. A service may also impose restrictions on which user agents may
use the service and which regions can incorporate the service into the region.
Authentication is another important part of the security model. Because a
region's knowledge of its services is derived from the messages that are passed to
35
it by its services and subregions, falsified messages can wreak havoc on the
region's internal picture of the world. Consequently, it is extremely valuable for
the region to verify the sender of such update messages.
Due to these issues, a region designer should have the flexibility to choose
a security model that most appropriately operates under the intended
applications.
Self-Optimization
In order to improve behavior, a region can be designed to have the
capability to reorganize itself with the aim of optimizing its speed, resource usage,
or effectiveness. Reorganization is typically triggered as a result of changes in
region size, patterns of usage, demands for performance, etc. It should be noted
that reorganization may impact the degree of accuracy or the level of consistency
that the region maintains at any one time. This is one of the tradeoffs a region
designer must take into consideration.
Although there are several very interesting issues in garbage collection
with regard to self-optimizing systems, the region designs that this project
investigates do not dwell upon them due to the complexities involved in
formulating a self-reorganizing system. Self-optimizing systems are a whole new
research topic in themselves.
3.2 Architecture
This section will describe a region architecture design that fulfills the
aforementioned requirements, starting off with a description of the architectural
components, following with an overview of the pertinent abstractions these
components enable, finally ending with the rationale behind the decisions for
designing the region architecture this way.
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3.2.1 Architectural Components
The architectural components are the primitive elements required to
describe the region architecture. They encompass user agents, services, devices,
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Figure 3-3: Regions act as intermediaries between user agents and services.
Top: a user agent asks a region for the locations of services matching its
ty uirqsements. Bottom: after the region returns the locations of services
matching the query, the user agent communicates with o f the services'
interfaces.
User Agents
A user agent is any client that uses a service. In other words, anything
that communicates with a service via the service's advertised interface(s) can be
regarded as a user agent.
User agents typically do not know the particular services they wish to use,
however they do know the characteristics and desired interfaces of the services
they are seeking. A user agent can utilize the region architecture to find services
with the appropriate characteristics. By querying a region for services with the
desired characteristics, the user agent can retrieve a list of services that match its
criteria.
For instance, a user agent could be a word processing application in search
of a printing service in order to print a document. The word processor can then
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query a nearby region for services having a suitable interface to transfer the
document onto paper. The region will return a set of these printing services that
the word processor can then contact. This scenario is illustrated in Figure 3-3.
Services
We define a service as anything that can provide a function via some
predefined interface. Services are the basic units of functionality that are
grouped together into regions. It is incumbent on the service implementer to
decide whether a group of functions will be provided by a single service or by
multiple services.
For instance, a clock with a network connection can be considered a
service. By connecting to the clock's network interface, we can perform two
different functions: query the time, or change the time that the clock displays.
Every service has a unique dispatch address from which the service can be
interfaced. In a TCP/IP implementation, which is what this project developed,
the dispatch address is an IP address and port number. This dispatch address
may also be referred to as the dispatch location for the service.
Devices
Services reside within devices, which can be physical hardware or virtual
abstractions. To give an example of the former case, a microwave oven can be a
type of physical device in which services such as a clock and a cooking
mechanism reside.
In the latter case, services may not belong on the same physical hardware
yet it may still be useful to consider them as such, or it may be useful for a single
piece of physical hardware to expose several virtual devices. For instance,
consider the case where a physical storage device (such as a portable external
hard drive) exposes each of its partitions as a separate virtual storage device.
Each of these virtual storage devices behaves as if it were its own physical
storage device, with services to read to, write to, and manage their allocated
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partition on the disk. In this example, the separation of the drive into multiple
virtual devices provides isolation among the partitions.
To ensure that two different devices are not confused with one another,
each device will have its own universally unique identifier. For the purposes of
this project, this identifier is simply the IP address and port of the device's
service manager since the device is not expected to migrate in our controlled
environment. This decision is further discussed in section 6.3.2.
Service Managers
Service managers provide an interface for learning about all the services on
a device. Every device has at most one service manager, but because our
implementation uses the service manager's address as the device identifier, our
implementation requires that a device have a service manager (see section 6.3.2).
Using a previous example, querying the service manager of the microwave oven
will return the dispatch locations of each of its services: the clock and the cooking
mechanism.
Although the concept of the device and service manager at first glance
appears to be parallel to the concept of the region and the region manager at the
device level, there are a few significant differences. Devices and service managers
carry out an important role in the region architecture. This role is explained in
sections 3.2.2 and 3.2.3.
Region Managers
Region managers are entities that facilitate communication between user
agents and services by providing information about applicable region services to
queries from user agents. Region managers essentially are the front-ends of
regions. In addition, they manage information about how a region is organized
and how its services are presented. Because of this, they must maintain
references to all the services within the region.
A region may embody one or more region managers depending on the
particular region design. Since garbage collection of references to services is one
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of the main functions of region managers, this project focuses on the different
designs that can be used to organize the region managers and the impact these
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the region. C: after the region locator returns a location, the user agent
communicates with one of the region managers.
Region Locator
This last component of the region infrastructure solves an important
problem: Given the name of a region, how does one contact its region
manager(s)?
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Although it was not a main focus of this project, a method by which
regions can be located had to be implemented. The function of the region locator
is to maintain a mapping of region IDs and the locations at which they can be
reached. For more information on how the region locator was implemented, see
section 6.2.
If a user agent needs to know how to contact a certain region, it can query
the region locator for the address of one of the region's region managers. This
process is illustrated in Figure 3-4. For the purposes of this project, the location
of the region locator is known by all agents.
3.2.2 Abstraction Layers
The architectural components that were just mentioned enable several
important conceptual abstractions: the service, the device, and the region. These





Figure 3-5: Abstraction of a lamp service.
The Service Abstraction
The service abstraction provides the predefined interfaces for any type of
functionality that we wish to incorporate into the region infrastructure. It allows
us to integrate region-ready functionality into legacy devices. One of the
simplest examples is that of a lamp connected to an electrical outlet. To turn
the lamp into a service that can be controlled by a user agent, we can attach an
adapter to control the flow of electricity from the outlet to the lamp. This
adapter would also be controllable by a user agent. In effect, the lamp/adapter
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combination becomes a service that can be part of a region structure. This
situation is illustrated in Figure 3-5.
Device, Device
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Figure 3-6: Service managers maintain information about services located on a
device. Left: a user agent asks a service manager of a device for the location
of a service the device provides. Right: after the service manager returns the
location of the service, the user agent communicates with the service's
interface.
The Device Abstraction
Services must reside in some physical or virtual device. At any one device,
there may be several different services. In certain applications, it may be useful
to know that these different services are situated on the same device. This is
why the concept of a device is useful in a region architecture.
A device can contain a service manager. This service manager serves to
keep track of all of the services that the device provides. In addition, it can
provide this information to a user agent.
The concepts of a device and a service manager are useful in the case a
user agent actually knows which service on a particular device it wants to use
and wants to quickly ascertain the location of that service without needing to
find out which region to query. In such a situation, the user agent can query the
service manager of the device for the service's location. This scenario is









Figure 3-7: Abstraction of multiple lamp services into a single device with a
service manager.
The question that remains is how the user agent is able to find the address
of the service manager to contact. Although there can be other ways, one typical
method would be for a device to wirelessly broadcast the address of its service
manager to other devices within a certain physical range. To give an example,
suppose a user wishes to connect his laptop computer's display to a projector in
the same room. The projector can broadcast the address of its service manager
to the laptop, after which the laptop can query the service manager for the
projection service that it wishes to use.
Keep in mind that a device does not necessarily need to have a service
manager, in which case the functionality in the example just presented would not
be available for the device. However, as mentioned previously, the
implementation that was used in this project requires that every device requires a
service manager. For a further explanation of why this is the case, see section
6.3.2.
In the case of legacy devices, the adapter described in the previous section
on the service abstraction may also include a service manager. In fact, the
adapter may allow for multiple legacy devices to be plugged in and thus be
exposed as multiple services, all managed by the adapter's service manager.





Figure 3-8: Region hierarchy structure.
The Region Abstraction
The region abstraction provides the grouping functionality for services
across a network. Depending on the region implementation, the region
abstraction arises from the operation of a single region manager or the
coordination of a group of region managers. A service within a particular region
abstraction is considered a member of the region. The region that the member is
part of is called the parent region. In the design this project selected, services
can join regions independent of other services on the same device.
A region is essentially a large grouping of its members. However, a flat
collection of services is insufficient for most needs because of the scaling and
administrative limitations inherent in large groups of services. In order to
accommodate these limitations, the region infrastructure allows for hierarchical
structures among regions. In essence, regions can become members of other
regions, satisfying the nesting requirement introduced in section 3.1.1. Figure 3-8
helps to illustrate this concept.
However, in order to satisfy the overlap requirement, services and regions
can also belong to more than one region. In other words, they can have more
than one parent region. This ability provides more flexibility than a strict
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Figure 3-9: Region structure where services and regions can be shared by two
or more parents.
hierarchy is able to provide. For instance, this can enable overlap between
subregions and services. In addition, more than one path may exist to a
particular service or region within the region hierarchy.
If we regard this structure as a directed graph, where a directed edge from
A to B exists if and only if B is a member of A, the only thing that is explicitly
disallowed is a directed loop within the graph. In other words, it is a directed
acyclic graph (or acyclic digraph). Acyclic digraphs are the only types of graphs
that can be topologically sorted, which implies that a distinct hierarchy exists
within the structure. Thus we can draw the structure without the arrows
indicating the directed edges as long as parents are drawn above the children
members as was done in Figure 3-8. Drawing the parents higher implies that all
edges have a directed arrow pointing downward towards the children. Figure 3-9
shows an example of such a region structure where services and regions can have
more than one parent.
In this region structure model, a region contains a service if and only if the
service belongs to the region directly or belongs to any of the region's subregions.
A similar definition applies for the containment of a region within another.
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Because directed loops are disallowed, regions cannot contain themselves directly
or indirectly. In such a model, a region can retrieve information about all of the
services that it contains. Thus, a user agent searching among a region's services
can do so with a single query.
Within a single region, the region should know about all of its immediate
member services and subregions. In certain region designs, the region may even
know about its member's members. However, services and regions may not
necessarily know about their parent regions. This is due to the fact that there
potentially may be many regions that wish to incorporate the same entity, in
which case this entity would have to keep track of all of these parent regions,
which may be unreasonable depending on how the entity was implemented.
Instead, entities can remember a limited set of parent regions, or even no parent
regions if they so desire. In addition, there may be cases where a parent region
does not want an entity to know that it has been incorporated into the region.
The drawback to this is that update messages from child entities may not
propagate upward to the parents. As a consequence, parent regions will need to
take this into account.
3.2.3 Rationale
The architectural model just described is basically similar to, but differs
slightly from, the three-part model proposed by Benedicto [1] for use in regions.
The main difference is the addition of the concept of a device, which was not at
all considered in the original three-part model. This section will explain the
justifications behind the addition of the concept of a device and how the device is
specified.
Three-Part Model
The three-part model is so called because the region infrastructure it
describes consists of three parts: user agents, services, and regions. The main
disadvantage of the three-part model is that the notion a device is essentially
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nonexistent, since all services which could be considered as on the same device
are effectively located at different locations. In a TCP/IP implementation, for a
device with a particular IP address, the services would be on different ports.
Under this model, we would have to consider the services to be at different
locations. The reason for this is that even though the IP address of the services
may be the same, there is no guarantee that they are actually located on the
same device. One example of such a scenario would be the case where multiple
devices would be behind a NAT. To the outside world, all of these devices would
appear to have the same IP address.
Device Models
Because of the limitations of the three-part model, it was decided that the
concept of a device needed to be introduced. Two other models were first
investigated before arriving at the final model that this project uses.
The first model is the device--centric model. In this model, all the services
on the device are dispatched through the same network interface as the device.
The device delegates queries to the appropriate service. In addition, the device
controls to which regions the services belong, with the stipulation that all services
must belong to the same regions, following whatever regions with which the
device decides they should be associated. In terms of implementation effort, the
device-centric model is the simplest to implement since the process of joining
regions is centrally controlled. However, several complications arise with this
model. The biggest disadvantage is the restriction on the freedom that services
have to join regions. If one of the services on the device wants to join a
particular region, all of the other services must join as well. In some cases, this
may not be possible because a region may have restrictions on the type services
that can join.
These complications lead us to the second model, the service manager
model. In this model, the responsibility of managing service lookup and the
responsibility of managing region participation are divided. All services on the
device are still dispatched through the same network interface as the device, but
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unlike the device-centric model, each service has the freedom to independently
participate in whichever regions of which they wish to be part. Essentially the
service manager manages service lookup and dispatching of communication, while
the individual services manage their own region participation. The downside of
this model is that a service manager is obligatory, and that all services on the
device must be registered with the service manager. Additionally all services are
required to communicate through the service manager's network interface, which
may not be suitable for all types of services.
Because of this, the model that is used in this project, the service-centric
model, was adopted. In this model, in addition to having the ability to
determine their own region membership, services also possess their own network
interfaces. Because of this, the presence of a service manager in the device is no
longer mandatory, although it is certainly useful if services within the device need
to be looked up outside the scope of a region. Since each of the services has its
own network interface (in a TCP/IP implementation this could be different port
numbers or perhaps even different IP addresses altogether), the services must
identify themselves with the device using the device's unique name when they
register with a region. In the service-centric model, a device effectively becomes
a loose federation of services that identify themselves with the same device name.
In our implementation of the service-centric model, the device's unique
name is the location of the device's service manager. Because of this, a service
manager actually is mandatory, but this detail is insignificant for the purposes of
this project. For more information, see section 6.3.2.
3.3 Actions
Now that the functional requirements and architecture for regions and
services have been laid out, we will showcase some of the various actions that can
occur with a region structure.
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The following examples involve communication between entities (services
and regions) and another region. In the case where an entity has not previously
had contact with another region, it will need to query the region locator first to
look up the address of one of the region's region managers in order to contact it.
This will be explicitly indicated in the examples below.
If it is the case that the entity already has had contact with the particular
region (for instance, it may be a member of that region), it may or may not need
to use the region locator to look up a region manager of the region (since it may
have cached this location). In such a case, contact with the region locator is not










Figure 3-10: Top: region Djoining region B. Bottom: region structure after
join operation completes.
3.3.1 Region Join
Figure 3-10 illustrates region D joining region B and becoming one of its
subregions. For simplicity, services are not shown in the diagram.
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1. Region D decides it wants to join region B. In order to contact region B,
it first has to contact the region locator to find the address of one of
region B's region managers.
2. The region locator returns the address of one of region B's region
managers.
3. Region D sends a message to the region manager of region B indicating
that it wishes to join. Assuming region B grants this operation, region B
updates its own internal information to reflect the new subregion.
4. Region B then sends an update message to its parent, region A, to notify
it about the new subregion (as stated previously, it may need to look up
the location of one of region A's region managers from the region locator
first). This update message includes information about the region joining
(D), and the region being joined (B). Depending on the method by which
region A is implemented, it may or may not have to update its own
internal information.
It should be noted that the join action causes all members of a subregion
to become a member of the parent region. It is possible that some of these
members may not be eligible to join the parent region for one reason or another.
It is not clear what should be done in such a situation, and it may be up to the
region designer to decide, but this topic is outside the scope of this thesis.
p update A








Figure 3-11 illustrates region F leaving region D.
1. Region F decides that it wants to leave region D. It sends a message to
region D indicating that it will leave. Region D updates its own internal
information to reflect the leave.
2. Region D then sends an update message to its parent, region B, to notify
it that region F has left. Depending on the method by which region B is
implemented, it may or may not have to update its own internal
information.
3. Region B forwards the update message up the hierarchy to region A.
Again region A may or may not need to update its own internal
information.
Note that region F was not deleted or destroyed. It merely asked region I)
to remove it from region D's list of child regions. In fact, region F may still be a
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Figure 3-12: Service 9 joining region J.
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3.3.3 Service Join
Services join regions much in the same way that regions can join other
regions. Figure 3-12 illustrates service 9 joining region J.
1. Service 9 decides it wants to join region J. In order to contact region J, it
first has to contact the region locator to find the address of one of region
J's region managers.
2. The region locator returns the address of one of region J's region managers.
3. Service 9 sends a message to the region manager of region J indicating
that it wishes to join. Assuming region J grants this operation, region J
updates its own internal information to reflect the new subregion.
4. Region J then sends an update message to its parent, region I, to notify it
about the new service. This update message includes information about
the service, including its service type, service address, device address, etc.,
and the region it is joining. Depending on the method by which region I
is implemented, it may or may not have to update its own internal
information.
5. Region I forwards the update message up the hierarchy to both of its
parents, regions G and H. Again, regions G and H may or may not need







Figure 3-13: Region C incorporating region F.
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3.3.4 Service Leave
Services also leave their parent regions much in the same way that regions
can leave their parent regions (see section 3.3.2). Essentially, the service sends a
message to the parent region indicating that it wishes to leave. The parent
region then sends an update about the departure up the hierarchy.
3.3.5 Entity Incorporation
A service or region does not necessarily have to initiate a join operation in
order to join a region. In fact, a region may decide to incorporate an entity
without any instigation from the entity itself. For instance, this entity may be a
freely-available public service that any region can incorporate if it wishes to.
Figure 3-13 illustrates region C incorporating region F and thus becoming one of
its parent regions.
1. Region 0 decides it wants to incorporate region F. In order to insure that
region F exists, it first has to contact the region locator to see if any
region managers are associated with region F.
2. The region locator returns the address of one of region Fs region
managers, verifying that region F does indeed exist.
3. Region C updates its own internal information to reflect region F as its
new subregion. Although region C may contact region F for state
information, it does not actually notify region F that it is its new parent.
4. Region C then sends an update message to its parent, region A, to notify
it about the new subregion. Depending on the method by which region A
is implemented, it may or may not have to update its own internal
information.
Notice that in step 3, because region C never notified region F that it is
being incorporated, region F does not know that region C is its parent (this is
indicated by the dashed arrow in the diagram). In some cases this is actually
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desirable. For instance, if the entity being incorporated is a highly-available
service that is incorporated by great numbers of regions, it may not be
advantageous to keep track of all of these parent regions. In another example,
there may be applications where a parent region may wish to remain secret.
However, there is a downside to not notifying the entity being
incorporated. In the case where the entity's state is updated, these updates will
not propagate upward to the parent region. In which case, if these updates are
necessary for the parent region to maintain consistent internal information, the
parent region will have to actively insure that it receives updated information
from the child. This can be done by periodic queries to the entity, among other
methods.
In the case where the parent region actually wants the child region to
know that it has been incorporated, it has the discretion to send a message to
notify the child that it is its parent. Even in this case though, the child region
may or may not acknowledge the parent depending on its implementation. It
may be the case that the child region has too many parent regions to handle and
thus decides to ignore some of them. This situation was briefly discussed in
section 3.2.2 at the end of the part detailing the region abstraction.
update A A
B C B C
eviction
E E
Figure 3-14: Left: region B evicting region D. Right: region structure after
evict operation completes.
3.3.6 Entity Eviction
Entities also do not necessarily have to initiate a leave operation in order
to leave a region. There are cases where a parent region may decide to evict an
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entity from the region. For instance, a region may decide to evict an entity
because the entity no longer satisfies the region's membership requirements.
Although this project does not touch upon the membership requirements that
regions may have, this scenario is worth noting. Also worth noting is that
regions may only evict members that are their direct, immediate members. If a
region wants to evict a member of one of its subregions, it may have to negotiate
the eviction with that subregion first. So if an entity is both a direct member
and an indirect member through a subregion, only the direct reference is evicted.
Figure 3-14 illustrates region B evicting region D.
1. Region B decides it wants to evict region D. It sends a message to region
D indicating that it is being evicted. Regions B and D update their
internal information to reflect the eviction.
2. Region B then sends an update message to its parent, region A, to notify
it that region D has been evicted. Depending on the method by which
region A is implemented, it may or may not have to update its own
internal information.
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Figure 3-15: User agent querying region G. Shaded services indicate the
services that match the user agent's criteria.
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3.3.7 User Agent Query
Figure 3-15 illustrates a user agent querying region G for services that
match certain characteristics. These services indicated as shaded squares in the
diagram.
1. The user agent decides it requires a service from region G. In order to
contact region G, it first has to contact the region locator to find the
address of one of region G's region managers.
2. The region locator returns the address of one of region G's region
managers.
3. The user agent sends a message to the region manager of region G
requesting a list of services matching the characteristics it provides.
4. Assuming region G does not cache the structure of its subregions, it
contacts its child, region 1, for services matching the provided
characteristics.
5. Region Irecursively contacts its child, region J, for matching services.
6. Since region J does not have any child regions, it checks its internal
information on the services it contains that match the criteria. It returns
the entries for services 8 and 9 to region I. These service entries contain
the service type, address, device address, and possibly other characteristics.
7. Region I checks its internal information on the services it contains that
match the criteria and merges that with the services that region J had
provided. It returns the entries for services 5, 8, and 9 to region G.
8. Region G checks its internal information on the services it contains that
match the criteria and merges that with the services that region I had
provided. It returns the entries for services 1, 5, 8, and 9 to the user agent.
9. The user agent picks one of the services, service 1, and establishes
communication with it in order to use the service.
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Notice that although service 3 matches the user agent's criteria, it is not
returned because it is not one of the members of region G.
3.4 Summary
The region infrastructure facilitates the grouping, scoping, and sharing of
services and service information. In addition, regions support independent
administration due to their hierarchical nature. However most significantly, the
region infrastructure provides the design flexibility upon which application
designers can incorporate scalability, robustness, security, and perhaps even self-
optimization.
The infrastructure's underlying architecture is a framework for meeting
these properties. Its basic components include user agents, services, devices,
service managers, region managers, and region locators. These components
enable some important abstractions. The service abstraction provides the
interfaces for any type of functionality we wish to incorporate into the region
infrastructure. The device abstraction allows us to group services on the same
physical hardware or to group related services virtually. Finally, the region
abstraction provides the grouping and scoping functionality for services across a
network.
The region abstraction arises from the coordinated effort of one or more
region managers depending on the particular implementation. The purpose of
the region managers is to keep track of references to members in the region.
Because of this, garbage collection plays a key role in the function of region
managers, and therefore one of the main focuses of this project is the





Garbage collection is the main impetus for this thesis. Specifically, this
project investigates the removal of stale member references within a region. In
this chapter, we will first give an overview of traditional garbage collection
algorithms, following with some discussion of distributed garbage collection,
finally ending with how these algorithms enables us to think about the garbage
collection of references within regions.
4.1 Traditional Garbage Collection
Traditionally, garbage collection is comprised of all the forms of automatic
management of dynamically allocated storage [7]. In traditional garbage
collection, an object in memory is considered garbage if it is unreachable through
a series of pointers from a root node.
Research in this field is most developed with respect to the automatic
cleanup of a single space of memory, and many different algorithms have been
devised to deal with the issue in this regard. The ways these algorithms are
implemented have subtle effects on overall performance. Different data access
patterns may make some algorithms slightly better than others. Generally
speaking, garbage collection must be safe (live data must never be erroneously
reclaimed), comprehensive (garbage should not be allowed to go unclaimed),
expedient (rate of memory reclamation is adequate for new allocation requests),
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and efficient (space and time overheads should be acceptable). Most of these
schemes are based on one of three classical algorithms: reference counting, mark-
sweep, and copying collection.
4.1.1 Reference Counting
Reference counting is a direct method of garbage collection, based on
counting the number of references to each object in memory from the root nodes
or other active objects in memory. It is also incremental, in that the overheads
of memory management are distributed throughout the computation of the
program.
In reference counting, each object essentially has a reference count. The
invariant is that the reference count must equal the number of pointers to the
cell from the root or from other objects in memory. When references are released,
the counter is decreased by one. If the reference count drops to zero, it indicates
that there are no remaining pointers to the object, and it can thus be garbage
collected.
The main weakness of the reference counting is the inability for it to
detect cyclic structures. One can imagine a case where two objects have pointers
pointing to each other and nothing else pointing to them. The reference count of
each of these objects is one, yet there is still no path to them from any root. As
a result, the structure is not garbage collection even though it should be. The
other two types of garbage collection algorithms are able to handle cycle
structures, so many algorithms that are based on reference counting usually
employ a hybrid system to deal with cycles [7].
4.1.2 Mark-Sweep
Unlike reference counting algorithms, the mark-sweep algorithm does not
reclaim objects immediately when they become garbage. Instead, they remain
undetected until all memory resources are used. When this situation occurs, all
processing is temporarily halted, and the garbage collector traces all the paths
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starting from the root nodes to all reachable objects in memory. As the garbage
collector does so, it marks the objects that it has traversed. Once it is done, all
areas of memory that are not marked are reclaimed.
As mentioned in the previous section, the mark-sweep algorithm is able to
handle cyclic structures. In addition, it does not have the overhead on pointer
manipulation associated with reference counting schemes. The main weakness for
mark-sweep however is the fact that it must suspend all processing in order to
garbage collect. In some cases this may happen frequently and is thus not very
feasible for highly interactive or distributed systems.
4.1.3 Copying Collectors
Copying collectors divide memory space into two equally sized spaces.
One of these spaces is an active space containing current data, while the other
space contains obsolete data. Programs allocate memory in the active space,
called the Frormspace. Garbage goes undetected in this region until it is full, at
which point the copying collector will begin traversing down all the objects
starting from the root nodes, just like the mark-sweep collector. The difference is
that as each object is traversed, it is copied into the other space, the Tospace,
overwriting anything that happens to be in it. Because garbage is not traversed,
it is not copied over. Once all active objects have been traversed, the two spaces
switch their roles. The Tospace becomes the new Fromspace while the old
Fromspace becomes the Tospace.
The benefit of copying collection is that it is able to compact allocated
memory after each collection, eliminating fragmentation of memory. The main
disadvantage to this algorithm is that at any one time, at most half of the
storage space can be utilized. In addition, like the mark-sweep algorithm,
computation must be suspended as the garbage collection occurs.
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4.1.4 Issues
The three algorithms demonstrate that in the traditional realm of garbage
collection, there are benefits and tradeoffs associated with each type of garbage
collector. Jones and Lins [7] outline some of the issues to consider:
" Interruption - Can the application tolerate the interruption of
computation while garbage collection is done? For instance, reference
counting algorithms interleave collection throughout the program as
garbage is created, whereas mark-sweep and copying collectors require the
suspension of all processing while completing their tasks.
" Immediacy - Does garbage need to be collected as soon as it becomes
unreachable? Reference counting garbage collection occurs as soon as an
object becomes unreachable, but mark-sweep and copying collection
algorithms wait until the memory space is full.
* Cyclic data structures - Does the application require the use of
structures with cycles and thus require a garbage collector to deal with
them? Reference counting algorithms cannot deal with cyclic structures
whereas mark-sweep and copying collectors can.
* Processing cost - How much processing overhead is required to detect
garbage? For instance, reference counting algorithms require the updating
of reference counters with each pointer manipulation.
* Space overhead - How much space is used by overhead and how much
can be efficiently reclaimed? For instance, copying collection algorithms
can only utilize half the memory space at any one time.
* Collector degradation - Does the performance of the garbage collector
depend on how many active objects are in use? Reference counting
algorithms suffer no such degradation, but the complexity of copying
collectors is proportional to the number of active objects in memory.
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4.2 Distributed Garbage Collection
The main issue in networking is resource sharing. One of the motivations
for automatic distributed garbage collection is to provide transparent resource
management [10]. Just like in the traditional single memory space case, resources
do need to be reclaimed. However, because these resources are distributed across
a network, there are further issues to consider. In a distributed system, another
constraint that needs to be met is concurrency in order to allow multiple
processors to simultaneously modify a distributed shared memory space or shared
data structure. Jones and Lins [7] describe two more issues associated with
distributed garbage collection:
" Synchronization - How do you achieve a consistent state in a system?
Local information is not always sufficient to determine whether an object
can be garbage collected. At some point, processors need to exchange
knowledge about shared objects. One simple model is the stop-the-world
model, where all processes are suspended in order to exchange messages
and perform garbage collection, much in the same way mark-sweep and
copying collectors suspended processing. Although in a distributed system
that needs to be highly available, this method is not always desirable.
" Robustness - How does one deal with network errors? Messages over a
network have the possibility of arriving more than once, arriving out of
order, arriving late, or even not arriving at all. One must recover from or
account for the failure of nodes on the network efficiently and gracefully.
4.3 Garbage Collection in Regions
When we look at garbage collection in regions, it is apparent that there
are several very marked differences from traditional garbage collection. The most
significant difference is that we are collecting references to objects rather than
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the objects themselves. In addition, the entities to which the references point
may still exist, but the reference may still need to be purged. This occurs when a
service decides to leave a region. All references to that service in the region
should be garbage collected, even though the service still exists and may be
referenced by other regions. The constraints on stale references are also slightly
more relaxed. Although it is undesirable, a region may still be permitted to
return a stale reference in response to a query by a user agent. It would then be
up to the user agent to determine how it will handle this situation. This is
similar to the situation that is faced when using the evictor pattern in CORBA
systems, mentioned back in section 2.5. In traditional garbage collection,
returning a stale point would normally result in a segmentation fault and
program termination. It is for these reasons that traditional garbage collection
techniques do not necessarily directly apply in the garbage collection of references
in regions.
However, there are some important ideas that can be borrowed by looking
at traditional and distributed garbage collection. For one, there are some lessons
from reference counting that may be applicable because of the acyclic nature of
region structures. Although the entities within a region structure are not
garbage collected, references to these entities may be cached within a region
manager, and likely organized in the same acyclic way, in which case a collector
based on reference counting may be appropriate. In addition, the issues
associated with traditional and distributed garbage collection, interruption,
immediacy, processing costs, space overhead, collector degradation,
synchronization, and robustness, are no different and should be considered when
examining garbage collection mechanisms in regions.
4.4 Summary
Traditional garbage collection schemes, such as reference counting, mark-
sweep, and copying collection, each have their relative merits and shortcomings
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when it comes to the automatic reclamation of objects in a memory space. We
determined that garbage collection in regions, on the other hand, has different
sets of goals and constraints, leading to the conclusion that these traditional
garbage collection schemes cannot be directly employed. However, when looking
into the specific issues most relevant in the assessment of these traditional
algorithms, we have found many parallels with the issues that should be
considered when devising a garbage collection scheme in regions. Looking at
issues involving distributed garbage collection algorithms provides us with further
bases of evaluation, namely synchronization and robustness, which are important





With the concept of what a region infrastructure would look like, there
remains the task of implementing it. There are several ways in which our
prototype region infrastructure could be implemented. This chapter describes
some of the various environments that were considered and the advantages and
disadvantages in using them.
5.1 Network Environment
Services, user agents, and regions exist on a network. Although the region
infrastructure does not necessarily stipulate what kind of network these
components can be on, for the purposes of this thesis, a specific networking
environment has to be chosen for implementation. Because the concept of
regions was inspired by, and most readily has applications for issues involving the
Internet, the obvious choice was IP. Specifically this project makes use of unicast
TCP/IP connections among the various region components due to the simplicity
and guarantees that TCP affords.
5.2 Development Environment
The main issue in determining a development environment was how much
underlying infrastructure support was needed from the environment. Jini
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provides a rather mature set of tools for working with networked services. Java 3
Remote Method Invocation (Java/RMI) is less encompassing, but provides the
ability to perform remote procedure calls. Finally, the third option is to forgo
any built-in tools and use regular TCP/IP socket programming. In the end, the
decision was to use regular socket programming. The following subsections
explain the reasoning behind this decision.
5.2.1 Jini
Jini was an attractive option for implementing our proof-of-concept
designs since it provides a model of users, services, and directories that manage
information between users and services. It also allows services to be grouped
together in different ways.
However, Jini does not provide much support for hierarchy required by
the region infrastructure. In addition, the service directories (called lookup
services in Jini) are well adapted to serving as centralized region managers,
though it is tougher to make them coordinate with one another, making any
distributed region design difficult to implement. These limitations are due to the
fact that Jini is primarily meant for services and users in the same local area.
For these reasons, Jini was not chosen as the development environment.
5.2.2 Java/RMI
Java Remote Method Invocation provides the ability to do remote
procedure calls, allowing programs on one system call functions on another
system. Using RMI, services can be implemented as objects with a remote
interface that user agents can call.
RMI suffers the same drawback as Jini however. RMI's version of the
service directory, the RMI registry, is also well adapted to serving as centralized
3 Java is a registered trademark of Sun Microsystems, Inc.
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region managers, but it is even tougher than Jini's lookup service to have them
coordinate.
5.2.3 Socket Programming
The interfaces provided by Jini and RMI are useful, but the main issue is
giving developers the flexibility to create their own region designs using one or
more region managers, which is difficult in Jini and RMI due to their centralized
implementation of service directories. It is possible to implement some interface
to get around Jini's and RMI's limitations, but there is unnecessary overhead in
doing so.
It is for this reason that the architecture was implemented from the
ground up using TCP/IP socket programming. There is initially more to
implement in order to provide the network interface for each component, but
with proper modular programming, this can be kept to a minimum. It also
affords us the flexibility to use whatever interfaces we may need. The
programming language chosen to implement this was Java, because of it provides
good object-oriented programming support.
5.3 Summary
After looking at some different systems on which to implement a region
infrastructure, we chose to use simple TCP/IP socket programming using Java.
TCP/IP was chosen as the network environment because the concept of regions
was inspired by, and most readily has applications for issues involving the
Internet. This is not to say that the best region infrastructure would necessarily
be implemented using the same environment. In fact, a real region infrastructure
may consist of many different development environments operating over different







This chapter will describe the implementation of the building blocks that
make up the fundamental region architecture. The limitations of this
implementation with respect to the design objectives set out in Chapter 3 will be
discussed afterwards.
6.1 Network Components
All of the components in the region architecture can be interfaced through
the network. Because of this, the implementations of these components all are
derived from a main network component class implementation. These include
the Service, ServiceManager, and RegionManager classes.
The NetworkComponent class implementation made use of the New I/O
API in Java 2 version 1.4. The non-blocking channels provided by this API
made implementation much easier and simpler since it allowed us to limit the
number of concurrent threads per network component to two. In our
implementation, one thread handles the communication with other components
while the other thread handles the execution of whatever the component is
supposed to do. If it were not for non-blocking channels, each incoming




As just mentioned, services and all other components are subclasses of the
NetworkComponent class. In order for application designers to create their own
services, they must make their services subclasses of the Service class.
The Service class is very simple, allotting great flexibility for the
application designer when implementing a service. An instance of the Service
class essentially keeps track of its own service type number, the service manager
of the device it belongs to, and a list of parent regions of which it knows it is a
child.
6.1.2 Service Managers
Service managers manage the services for a single device. They are
implemented with the ServiceManager class. The ServiceManager class keeps
track of services using the services' type numbers and dispatch addresses.
Queries to the service manager can request for list of services on the device.
The requests can be for a list of all services or for a single service matching a
specified identification number. This protocol is described in Appendix A.
Because the service manager has no other roles and requires no flexibility,
application designers do not need to make subclasses of the ServiceManager
class.
6.1.3 Region Managers
The RegionManager class is a basis for the region designs that will be
described in Chapter 7. All of these designs are subclasses of RegionManager.
An instance of the RegionManager class keeps track of its region identification
number and its type of region implementation. It has abstract methods for
allowing services and other regions to join and leave the region that the region
manager handles, methods for incorporating and evicting these services and
regions, and methods for keeping track of the parent regions to which its region
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belongs. These methods can be accessed via the network interface using the
protocol described in Appendix B. It is up to region designers to implement
these methods however they see fit using subclasses of the RegionManager class.
6.2 Region Locator
Although it was not a main focus of this project, a method by which we
can locate regions had to be implemented. The function of this region locator is
to maintain a mapping of region IDs and the locations at which they can be
reached. To do this, a centralized, single-server implementation was devised.
One can imagine a more distributed locator service functioning similarly to the
Domain Name System [8][9], but that is outside the scope of this project. For
the purposes of this project, a single server that is assumed to work without error
is used.
Every node is initialized with the IP address and port number
(default = 8192) of the region locator. Nodes can then register or deregister
their IP addresses as being part of a certain region. In addition, nodes can also
query for a node registered as being part of a certain region. In the current
implementation, if there are multiple nodes associated with a region, the locator
server will return a random one out of those nodes.
With the current implementation, there are issues with security that are
not addressed. For instance, any node can connect to the locator and add or
remove region associations. A node then has the potential to misbehave and
cause incorrect behavior. We do not worry about this for the purposes of this
project since we can assure that the nodes behave properly in our controlled
environment.
Clients connect to the region locator server via a standard TCP/IP
connection and issue commands. For each command issued, the server will
return a reply. This protocol is described in detail in Appendix C.
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Figure 6-1: Region locator GUI.
Figure 6-1 shows a screen capture of the graphical interface to the region
locator. The region locator's registry can be populated by manual addition of
entries or by announcements made when region managers come online. Removal
of entries are done by manual deletion or by announcements made when region
managers gracefully shutdown.
6.3 Implementation Limitations
In order to limit the scope of this project, certain limitations were placed
on various aspects of the implementation. These limitations are explained in this
section.
6.3.1 Service Attributes and Types
Because this project was mainly focused on cleanup of references to
services, an extremely simple typing model was used. In this implementation,
every service type has a unique identifier on a flat namespace, specifically a 32-
bit integer value.
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Section 3.2.1 referred to how a user agent does not necessarily know which
service it wants to use and thus must request a list of services that match its
requirements. Because of our simplified typing model, these requirements
essentially boil down to only a single attribute-the unique identifier.
For instance, a user agent may request a list of all printing services
available from a region. In our model, the user agent would submit an identifier
that corresponds to printing services. Of course, this typing model is of
extremely limited use since these identifiers provide absolutely no semantics on
the type of service being requested. However the model is sufficient for the
purposes of this project.
6.3.2 Device and Service Manager Location
In order to identify a device, the IP address and port of the device's
service manager is used. Ideally, each device should have its own unique
identifier, independent of its location. This is due to the fact that devices,
especially mobile devices, may move around and thus change their network
addresses as they move among networks. However in our setup, we do not
anticipate service managers to migrate to different IP addresses and port
numbers, so for now, the location of the service manager is sufficient for our
implementation. Because of this decision, our implementation stipulates that all
devices must have a service manager, even though section 3.2.1 stated that it is
not a mandatory requirement.
There is no standard method for finding the location of a service manager
however. In terms of the region infrastructure, finding such service managers is
irrelevant; they serve only to identify the device with which a service is
associated. But once one knows the service manager location (from a query for a
service for instance), one can query it for other services on the device if one is
interested. Device manufacturers may create other ways for finding the service
manager if it is helpful for the functioning of the device. We can reiterate the
example given in section 3.2.2: suppose a user wishes to connect his laptop
75
computer's display to a projector in the same room. The projector can broadcast
the address of its service manager to the laptop, after which the laptop can query
the service manager for the projection service that it wishes to use.
6.3.3 Device Limitations
Currently each device can only support at most one service of each type.
This decision was made to simplify the implementation of service lookups and
does not adversely effect any of the conclusions of this thesis.
6.4 Summary
The implementation of the Java classes that make up the first-level
fundamental region architecture is the basis of the second-level region designs
that can be built on top. These classes provide region designers the flexibility to
implement internal region architectures as they see fit. Some sample designs that





The second-level region designs are implemented through the region
managers. These region managers are Java implementations subclassed from the
base RegionManager class discussed in section 6.1.3. For implementation of these
subclasses, this project essentially investigated two parameters that one can have
in the implementation of second-level region architectures.
The first parameter is whether or not the region architecture is centralized.
In other words, whether for any particular region, there exists one and only one
region manager to maintain references to all of the services within the region.
When the architecture is not centralized, the services would thus have to be
distributed among two or more region managers in the region. There are many
schemes to do such a distribution, but for the purposes of this thesis, all
references to services are replicated on every region manager of the region.
Section 8.2.1 will detail how we may look into other degrees of distribution.
The second parameter is whether or not a region manager of a region
caches the references of services in the region's subregions. In a system without
caching, a region manager typically only knows about the services and subregions
of its immediate local region. To look for services within a subregion of the
region, a query is made to a region manager of the subregion. The subregion in
turn may recursively make more queries to its subregions. Because of this
recursive lookup, a single query may require a lot of time to process for a highly
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nested region. Therefore, in regions that are anticipated to have many
subregions, caching of subregion references may be desired.
The rest of this chapter will describe the four designs that were
implemented based on the two parameters just mentioned. Chapter 8 will





3 B 5 C
D E
Figure 7-1: Delegation of queries in non-cached region managers.
7.1 Centralized Region Manager
This design is arguably the simplest to implement. In this design there
exists one manager that manages the information for the region and does not
cache membership information about its subregions. Because this design does
not include the ability to cache, the region manager maintains references only to
entities that are its immediate local members. In the region manager
implementation, the list of local member regions is stored as a set of integers
representing the identification numbers of the regions. The list of local member
services is stored as an indexed table of service entries, accessible via a service
type number. Queries for services with a specific type are looked up using the
table, which returns a set of service entries matching the service type. Each
entry in the table contains the service's type number, its dispatch address, and
its device address.
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When a user manager makes a query for services in a region with a
centralized region manager, the region manager will have to include the
applicable services within its immediate subregions as well.
Figure 7-1 illustrates a sample query. All regions depicted are run using a
centralized region manager. According to the currently implemented design,
when the user agent submits the query for services to region A, region A then
submits the query to its subregion, region B. Region B will then submit its
query to its subregions in a recursive fashion. When region A gets a set of
service entries matching the query from B, it queries its other subregion, region C.
In the end, it merges the sets of matching service entries from its own services
and from subregions B and C and returns the answer to the user agent.
A
B C
All Regions List Local Region
A Service Table
B Service Table C Service Table
D Service Tablel E Service Tablel
Figure 7-2: Top: example region structure. Bottom: the data structure for the
cache of the region manager in region A based on the example region
structure.
7.2 Centralized Region Manager with Caching
In order to eliminate the multiple recursive querying generated by each
user agent query, this design caches the structure of each of its subregions. In
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the implementation of the region manager, this cache maintains the structure of
the region and all of its subregions in a data structure that mirrors the
hierarchical structure of the region. The hierarchical structure is used for
keeping track of parent-child relationships between subregions. This data
structure is also supplemented by a flat list of the subregions to facilitate fast
lookup of all services within the region. An example of this data structure is
illustrated in Figure 7-2.
Assuming the subregions of the region are aware of their parent regions,
whenever entities join or leave a region's subregions, updates are passed up the
hierarchy to the region. Updates received by the region manager are then
reflected in the cache. The protocol for these update messages are described in
appendix section B.1.1. Although the data structure of the cache used is slightly
different, the design of the centralized cached region manager is essentially like
the one implemented in Benedicto's thesis [1].
However there is an element in this implementation that did not exist in
Benedicto's implementation and that is the fact that subregions do not
necessarily know who their parents are. Because of this, updates from these
subregions do not get propagated up to their parents. This phenomenon was
discussed in sections 3.2.2 and 3.3.5. In order to maintain an updated cache, the
implementation includes periodic querying of subregions. A dirty bit for each of
the region entries in the cache is added. At the beginning of the periodic
querying, all of these bits are set to indicate that the entry is dirty and needs to
be updated. The process then proceeds to query each region down the hierarchy,
removing old region entries and adding new region entries if needed. Every time
a region is queried, its associated dirty bit is cleared so that it is not queried
again. A region may be queried more than once if it has multiple parents within
the same region structure. In other words, if there exists overlapping within the
region structure. Once the entire region structure is traversed, all the dirty bits
should be cleared and the cache should be updated.
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7.3 Replicated Region Managers
In a replicated region manager implementation, region information is
replicated among more than one region manager in the region. At any one time,
each region manager should theoretically contain the same information. The
main benefit to this approach is to allow the region to still function even if some
of its region managers are no longer available. There are many ways region
information can be replicated and managed. This implementation chooses a
relatively simple method which we will describe.
The replicated region manager design allows a user agent to query any one
of the region managers in order to make a query. For this to work correctly, the
information in each of the region managers should be the same so that the user
agent will not receive different answers depending on which region manager is
contacted. In order to synchronize this region information, updates are sent to
all the other region managers whenever anything changes within the local region.






Figure 7-3: Updates to a region with replicated region managers are sent to all
region managers.
Figure 7-3 illustrates the case where a service attempts to join a region
implemented using replicated region managers. After receiving the location of a
region manager from a region locator, the service contacts the region manager
with a request to join the region. The region manager grants this request and
queues the update for other region managers within the region. A region
manager has a message queue for each of the other region managers in the region.
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The update messages in the queues are sent to the region managers so that their
information will remain updated.
The use of queues in the region manager is an important feature in the
case that a region manager temporarily goes down. When the region manager
comes back up, the updates in the queue are sent to the region manager so that
it will not miss any updates during the time it was away. Messages in the queues
can also be de-queued in the case that the region state changes before the
message is sent. For instance, a service may join a region, resulting in the
queuing of an update message stating this service has joined. If the service
decides to leave before the update message has been sent, the message can be de-
queued before it goes out.
7.4 Replicated Region Managers with Caching
This design implements both of the caching and replication schemes
described in the previous two sections. The information on local members in a
region is replicated across all region managers. However, each region manager in
a region maintains its own separate cache since it is difficult to coordinate all
region managers on which manager will initiate the periodic updating of the
cache and when such periodic queries will occur. As a result, each region
manager does its own periodic querying to update its own cache.
7.5 Summary
Four designs were implemented on the second-level region architecture
based on two parameters. The first parameter determined whether or not the
region design was centralized or replicated. A centralized design consisted of one
region manager handling the information for the entire region. A replicated
design consisted of more than one region manager, with the information of the
region replicated on each manager. The second parameter determined whether
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information on the structure of the subregions within a region are cached by the
region managers. Each of these designs has their own implications in terms of





This chapter will start with a discussion and analysis of the four region
design implementations introduced in Chapter 7. Issues pertaining to garbage
collection and performance will be raised.
The chapter will conclude with important ideas that have been learned
during this project and provide an overview of the direction of possible future
research.
8.1 Analysis of Implementations
The region infrastructure implementation described in Chapter 6 and
Chapter 7 is certainly not a complete implementation due to the many
limitations discussed in section 6.3. However, the individual region designs still
serve as important prototypes for looking into how a realistic implementation
should function. The issues raised by these prototypes are discussed below.
8.1.1 Centralized Region Manager
Because the centralized region manager maintains references only to
immediate members of the region, the implications of garbage collection is
uninteresting when there are no network errors. Essentially, the references are
collected via the local memory garbage collector of the region manager when an
explicit request to leave or evict occurs. However, the design currently does not
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Figure 8-1: Redundant messaging can occur when subregions have more than
one parent.
In terms of the performance of the system, the design can potentially
cause high usage of network bandwidth for each query.. The reason for this is
that since the region manager has no information about any of the services other
than its own local services, queries end up being delegated to all of its subregions.
In a highly nested region, this can result in many queries being initiated due to a
single originating query. Even worse is when a region structure is highly
overlapped. In such instances, some subregions may end up getting the same
query more than once. This case is illustrated in Figure 8-1. Because of this,
depending on the degree of overlap in a region structure, a single query can
spawn Q(N) additional queries at best, and O((N/D)D) at worse, where N is the
number of subregions and D is the depth of nested levels in the region structure.
In addition, another major disadvantage of a centralized region manager
design is the existence of a single point of failure. Because there is only one
region manager governing the entire region, the entire region may fail if this
region manager goes down.
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8.1.2 Centralized Region Manager with Caching
This design attempts to eliminate the excessive number of queries that
occur in the non-cached version. When a region manager receives a query, it
looks up all the pertinent information in its cache and does not spawn any
additional queries for its subregions. This cache is updated incrementally every
time a subregion sends an update indicating something has changed
However, the point was raised in section 7.2 that subregions may not
necessarily know their parents, in which case, updates are not propagated up the
hierarchy. In terms of garbage collection, members of such subregions that leave
need to have their references cleaned from the cache. The method that was
devised to deal with this issue has problems of its own. The periodic querying of
subregions may lead to excessive network bandwidth usage, especially if the
cache updates occur too often. However if these cache updates do not occur
often enough, the cache may become stale, and user agents may receive stalk
references to services that have already left the region.
In most cases though, the network traffic generated by the periodic queries
should be no worse than in the non-cached design, unless the number of periodic
cache updates exceeds the number of queries from user agents during the same
amount of time. When the number of periodic cache updates and the number of
queries from user agents are equal, the cached version still has a slight advantage
due to the use of the dirty bit. This prevents the redundant messaging of
subregions in highly overlapped region structures discussed in the previous
section, so at worse, the number of messages spawned would be O(N) rather than
the 0((N/D)D) in the non-cached case.
8.1.3 Replicated Region Managers
The main issue with replicated region designs when dealing with garbage
collection is maintaining consistency. How do we insure that stale references are
collected in every region manager? The scheme implemented in section 7.3 does
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a good job with this issue. The queues insure that updates are sent to every
region manager even if a manager goes down temporarily. Although the state
among the region managers is not exactly the same at any one time, in general, it
does reach eventual consistency. However, this scheme does run into
synchronization problems when entities join and leave the region in rapid
succession. In the following scenario, an inconsistent region state can occur due
to out of order messages:
1. A service that is part of a particular region asks a region locator for a
region manager in the region. The region locator returns the location of
region manager 1.
2. The service contacts region manager 1, asking to leave the region.
3. Region manager 1 updates its internal information to reflect the removal
of the service from the region and queues an update message for region
managers 2 and 3. This update message indicates that service 1 has left
the region.
4. The update message is received by region manager 2, which removes the
service from its own internal information. Region manager 3 has still not
yet received the message however.
5. The service wants to contact the region again, indicating that it wants to
rejoin. It did not cache the location of the region manager after the first
leave request, so it contacts the region locator again for a region manager.
The region locator returns the location of region manager 2.
6. The service contacts region manager 2, asking to rejoin the region.
7. Region manager 2 updates its internal information to reflect the addition
of the service from the region and queues and update message for region
managers 1 and 3. This update message indicates that service 1 has joined
the region.
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8. This update message from region manager 2 is received by region manager
3. Since the service never left according to region manager 3's internal
information, it ignores the message.
9. The update message from region manager 1 is finally received by region
manager 3. This message was the original request for the service to leave
and so region manager 3 removes the service from its internal information.
10. Region manager 1 receives the update message from region manager 2,
indicating that the service rejoined. It updates its internal information to
reflect the addition of the service.
As a result of this scenario, region managers 1 and 2 believe the service is
part of the region, which is what is supposed to happen, but region manager 3
believes the service has left the region. Scenarios like this can occur when
changes occur faster than the rate at which update messages are sent to other
managers.
There are various ways to deal with this situation. Tanenbaum and van
Steen [14] suggest the use of death certificates when dealing with the removal of
data. When the service leaves the region, a death certificate is issued. This
death certificate is sent to all region managers and stays in effect for some time
until it expires. During this time, a service will not be able to rejoin. If a service
sends a join request to a region manager that did not receive the death certificate
yet, the service will eventually be evicted when the region manager receives the
certificate. However the constraint of not being able to rejoin for some period of
time may not be desirable for certain applications. One can imagine the use of
transactions to provide some kind of atomic actions across a region in order to
deal with this issue as well.
8.1.4 Replicated Region Managers with Caching
The issues and implications for garbage collection raised by the replicated
and cached region design are essentially a merger of the ones raised by the
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centralized cached design and the replicated non-cached design, though there is
one other issue due to the fact that each region manager maintains its own cache.
Because of the independent caches, the network traffic generated by the periodic
cache updates becomes N times worse than the centralized cached design, where
N is the number of region managers in the system.
8.2 Concluding Thoughts
In this project, we started off looking at how garbage collection will play a
role in the design of regions. We asked the question of how we should create an
infrastructure to support the removal of stale references. In the end, we have
gained better insight into what a realistic region infrastructure implementation
should look like. In addition, we have further defined the role of region managers
in the region architecture.
Through the prototype implementations described in this thesis, we have
learned some valuable lessons in what to look for when garbage collecting stale
references to members, some of which are analogous to the lessons learned during
the formulation of traditional garbage collectors. Most importantly, we have
provided a foundation for the construction of second-level region designs,
allowing application designers to have the flexibility to implement a region design
that is suitable for their application.
8.2.1 Future Work
There are several directions this project can take in the future. For one,
we should aim for the characterization and codification of garbage collection
algorithms with respect to regions. We have found that different region designs
place different constraints on garbage collection and that the structure of a given
region can affect the performance of a garbage collector. Given this knowledge,
can we formulate an adaptive garbage collection design based on the current
state of a region structure?
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Another dimension not explored in depth in this project is distribution, in
which the data is partitioned among a set of region managers, but not necessarily
replicated across them. In the simplest form of distribution, each such region
manager can be treated as an independent, centralized manager for purposes of
garbage collection. If situations arise in which garbage collection must happen to
a set of member references all together or not at all, the garbage collection
algorithm must support distributed atomicity.
It was mentioned previously that certain aspects of our designs fail when
there are network or component errors and failures. Future research should look
into how we should detect these errors. The pinging mechanism mentioned in
section 2.4 used by DCOM objects was not investigated in this thesis but could
be a viable option for certain region designs. Another question to ask is if a
particular component fails, should we perform garbage collection on the
references to that component? It may be the case that the component was down
only temporarily, in which case we do not necessarily want the references to be
removed. One suggestion could be to do transaction-based garbage collection,
where if the component does come back online, the garbage collection transaction
could be undone.
In this thesis it was noted that a user agent may be able to receive a stale
reference to a service depending on the region design. The stale reference is
created when a service leaves a region. This service may still be an active region
though and possibly be part of other regions. What was not discussed in this
thesis was what should happen if such a service was contacted by a user agent
who received this stale reference. Conceivably there are issues with region and
service typing in this situation as well, since the service may expose different
interfaces depending on which region it was contacted through.
Lastly, our implementation in this project relied upon a region locator
which maintained references to region managers for each region. If certain region
managers go down, these references may become stale as well. If a user receives
these references, it would be unable to contact the region it wishes to
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communicate with. Further research may include looking into how a practical
region locator could be implemented that can handle these issues. There are
many parallels in this problem with the problems presented in this thesis, so one
possible suggestion might be to look into whether a region locator could be




The following describes the service manager protocol as a context-free
grammar. After connecting to a service manager, the client issues a command,
after which the service manager will respond with a single reply and wait for the
next command from the client. All commands and replies end with a CRLF line
terminator (a carriage return character, ASCII 13, followed by a linefeed
character, ASCII 10).
In addition, service managers treat DNS names (www.ana.ics.mit.edu)
and their associated IP addresses (18.26.0.122) as equivalent names.
A.1 Command Grammar
Valid commands:
command - findserv I findservs I exit
Request the location of a specific service on the device:
findserv -+ FINDSERV serviceid









reply - status I service I services
Status of last command issued:
status -+ STATUS statusid
Reply to the FINDSERV command, indicating the location of the requested service:
service -+ SERVICE serviceentry
Reply to the FINDSERVS command, indicating the location of the requested services:
services -+ SERVICES serviceentries
Identification number of status:








Invalid arguments to command issued:
invalidargs -+ 17
Requested services were not found:
servnotfound -+ 32
List of service entries specifying the locations of several services:
serviceentries -+ serviceentry I serviceentry serviceentries
Parameter specifying the location of a service:
serviceentry -+ serviceid;serviceaddress;deviceaddress
Miscellaneous Parameters:






The following describes the region manager protocol as a context-free
grammar. After connecting to a region manager, the client issues a command,
after which the region manager will respond with a single reply and wait for the
next command from the client. All commands and replies end with a CRLF line
terminator (a carriage return character, ASCII 13, followed by a linefeed
character,. ASCII 10).
In addition, as in the service manager, region managers treat DNS names




command -+ join I leave I findservs I localservs I
localregs I addparent I delparent I exit
Request membership to region:
join -+ JOIN regionid I JOIN serviceentry
Request removal of membership from region:
leave -+ LEAVE regionid I LEAVE serviceentry
Request a list of all services in region matching any specified parameters:
findservs -+ FINDSERVS I FINDSERVS serviceid
Request a list of all local services matching any specified parameters:
localservs - LOCALSERVS I LOCALSERVS serviceid
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Request a list of all local member regions:
localregs -+ LOCALREGS
Give an update to the region manager notifying that the specified region is a parent
of the region the region manager belongs to:
addparent -+ ADDPARENT regionid
Give an update to the region manager notifying that the specified region is no longer
a parent of the region the region manager belongs to:
delparent -+ DELPARENT regionid
Close the connection:
exit -+ EXIT
Parameter specifying the location of a service:
serviceentry -+ serviceid;serviceaddress;deviceaddress
Miscellaneous Parameters:
regionid -+ 32-bit integer
childregionid - regionid
serviceid -+ 32-bit integer
serviceaddress - ipaddress:port
deviceaddress - ipaddress:port
ipaddress - Standard IP address or DNS name
port -+ 16-bit unsigned integer
B.1.1 Cached Region Manager Specific Commands
In addition to the commands specified above, region managers that cache
information about the structure of their member regions understand four more
commands. These four commands help the region managers maintain an
updated cache.
Valid cached region manager commands:
command -+ join I leave I findservs I localservs I
localregs I addparent I delparent I
updaddserv I upddelserv I updaddreg I
upddelreg I exit
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Give an update to the region manager notifying that a service has joined a member
region:
updaddserv -+ UPDADDSERV regionid serviceentry
Give an update to the region manager notifying that a service has left a member
region:
upddelserv -+ UPDDELSERV regionid serviceentry
Give an update to the region manager notifying that a region has joined a member
region as a child:
updaddreg -+ UPDADDREG regionid childregionid
Give an update to the region manager notifying that a child region has left a member
region:
upddelreg - UPDDELREG regionid childregionid
B.1.2 Replicated Region Manager Specific Commands
Regions that replicate information about their immediate members across
more than one region manager also understand nine more commands. These nine
commands help a region maintain a consistent state across all of its region
managers.
Valid replicated region manager commands:
command - join I leave I findservs I localservs I
localregs I addparent I delparent I
addmanager I delmanager I mgrgetstate I
mgraddserv I mgrdelserv I mgraddreg I
mgrdelreg I mgraddpar I mgrdelpar I exit
Notify region manager that the given region managers are part of the region:
addmanager -+ ADDMANAGER regionmanagers
Notify region manager that the given region manager is no longer part of the region:
delmanager -+ DELMANAGER regionmanager
Request that the entire state of the region be sent to the specified region manager:
mgrgetstate -+ MGRGETSTATE regionmanager
Give an update to the region manager notifying that a service has joined the region:
mgraddserv -+ MGRADDSERV serviceentry
Give an update to the region manager notifying that a service has left the region:
mgrdelserv -+ MGRDELSERV serviceentry
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Give an update to the region manager notifying that a region has joined the region as
a child:
mgraddreg -+ MGRADDREG regionid
Give an update to the region manager notifying that a child region has left the region:
mgrdelreg -+ MGRDELREG regionid
Give an update to the region manager notifying that the specified region is a parent
of the region:
mgraddpar - MGRADDPAR regionid
Give an update to the region manager notifying that the specified region is no longer
a parent of the region:
mgrdelpar -+ MGRDELPAR regionid
Miscellaneous parameters:
regionmanagers -+ regionmanager I regionmanager regionmanagers
regionmanager -+ ipaddress:port
B.1.3 Replicated-and-Cached Region Manager Specific
Commands
Region managers that support both replication and caching of member
region structure support the commands that both replicated region managers and




join I leave I findservs I localservs I
localregs I addparent I delparent I
addmanager I delmanager I mgrgetstate I
mgraddserv I mgrdelserv I mgraddreg I
mgrdelreg I mgraddpar I mgrdelpar I




reply -+ status I services I regions
Status of last command issued:
status -+ STATUS statusid
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Reply to the FINDSERVS and LOCALSERVS commands, indicating the locations of the
requested services:
services - SERVICES serviceentries
Reply to the LOCALREGS command, indicating the immediate child regions of the
region the region manager belongs to:
regions -+ REGIONS regionids
Identification number of status:
statusid -+ unknown I ok I invalidcmd I invalid-args








Invalid arguments to command issued:
invalid.args -4 17
Requested services were not found:
servnotfound -+ 32
Specified service is already a member of the region:
servexists -+ 33
Requested regions were not found:
reg-notfound -+ 48
Specified region is already a member of the region:
reg-exists -+ 49
List of service entries specifying the locations of several services:
serviceentries -+ serviceentry I serviceentry serviceentries
List of region identification numbers:
regionids -+ regionid I regionid regionids
Parameter specifying the location of a service:
serviceentry -+ serviceid;serviceaddress;deviceaddress
Miscellaneous Parameters:










Standard IP address or DNS name
16-bit unsigned integer
B.2.1 Replicated Region Manager Specific Replies
Regions that replicate information about their immediate members across
more than one region manager also have a reply specific to one of the replicated
region manager commands.
Reply to the ADDMANAGER command, indicating the locations of other region
managers in the region:
addmanager -+ ADDMANAGER regionmanagers
Miscellaneous parameters:





The following describes the region locator protocol as a context-free
grammar. After connecting to the region locator, the client issues a command,
after which the region locator will respond with a single reply and wait for the
next command from the client. All commands and replies end with a CRLF line
terminator (a. carriage return character, ASCII 13, followed by a linefeed
character, ASCII 10).
In addition, as in the service manager and region manager, the region
locator treats DNS names (www.ana.1cs.mit.edu) and their associated IP
addresses (18.26. 0. 122) as equivalent names.
C.1 Command Grammar
Valid commands:
command - register I deregister I find I exit
Associate the specified region manager address with the specified region:
register -+ REG regionid regionaddress
Deregister the specified region manager address associated with the specified region:
deregister -+ DEREG regionid regionaddress
Request the address of a single region manager associated with the specified region:





regionid -+ 32-bit integer
regionaddress - ipaddress:port
ipaddress - Standard IP address or DNS name
port -+ 16-bit unsigned integer
C.2 Reply Grammar
Valid replies:
reply -+ status I region
Status of last command issued:
status -+ STATUS statusid
Reply to the FIND command, indicating the location of the requested region:
region - REGION regionid regionaddress
Identification number of status:
statusid - unknown I ok I invalidcmd I invalidargs







Invalid arguments to command issued:
invalidargs -+ 17
Requested region was not found:
reg-notfound -+ 32
Specified address was not found:
addr_notfound -+ 48




regionid -+ 32-bit integer
regionaddress - ipaddress:port
ipaddress -+ Standard IP address or DNS name
port -+ Integer between 1 and 65535 inclusive
C.3 Sample Query
The following demonstrates a sample query between a client and a region
locator. Replies from the region locator are prefixed with a -+. Notice that when
there is more than one region locator registered with a region, the FIND command










-+ REGION 1 18.239.2.137:9100
FIND 1
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