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Abstract
Results on two different settings of asymptotic behavior of approx-
imation characteristics of individual functions are presented. First, we
discuss the following classical question for sparse approximation. Is it
true that for any individual function from a given function class its se-
quence of errors of best sparse approximations with respect to a given
dictionary decays faster than the corresponding supremum over the
function class? Second, we discuss sparse approximation by greedy
type algorithms. We show that for any individual function from a
given class we can improve the upper bound on the rate of conver-
gence of the error of approximation by a greedy algorithm if we use
some information from the previous iterations of the algorithm. We
call bounds of this type a posteriori bounds.
1 Introduction
Asymptotic behavior of approximation characteristics of individual functions
and of function classes are the most important fundamental problems of ap-
proximation theory. A discussion of interplay between approximation char-
acteristics of a function class and an individual function from that class goes
back to A. Lebesgue (1909) and S.N. Bernstein (1945) (see [5], Section 2.2,
for a detailed discussion and references). In this paper we address the is-
sue of asymptotic behavior of nonlinear m-term approximation of individual
∗Lomonosov Moscow State University,
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Moscow State University.
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elements (functions) of a Banach space. We present results on two differ-
ent settings of this problem. We now give a very brief description of these
problems and give a more detailed description later. In Sections 2 and 3 we
discuss the following classical setting. Let F be a given function class. Is
it true that for any individual function f ∈ F the best m-term approxima-
tion with respect to a given dictionary decays faster than the corresponding
supremum over the function class F ? In Section 4 we discuss sparse approxi-
mation by greedy type algorithms. We show that for any individual function
f ∈ F we can improve the upper bound on the rate of convergence of the er-
ror of approximation by a given greedy algorithm if we use some information
from the previous iterations of the algorithm. We call bounds of this type a
posteriori bounds. We now proceed to a detailed discussion.
Let X be a real Banach space with norm ‖ · ‖. We say that a set of
elements (functions) D from X is a dictionary (symmetric dictionary) if each
g ∈ D has norm bounded by one (‖g‖ ≤ 1),
g ∈ D implies − g ∈ D,
and spanD = X . Denote
Ao1(D) :=
{
f ∈ X : f =
∞∑
i=1
cigi, gi ∈ D,
∞∑
i=1
|ci| ≤ 1
}
and denote by A1(D) the closure in X of Ao1(D). We use the standard
notation Σm(D) for the set of m-sparse with respect to D elements. We
begin with a result on best m-term approximation:
σm(f,D) := σm(f,D)X := inf
c1,...,cm;g1,...,gm,gi∈D
∥∥∥∥∥f −
m∑
i=1
cigi
∥∥∥∥∥
X
.
Our results are formulated in terms of modulus of smoothness of the
Banach space X . For a Banach space X we define the modulus of smoothness
ρ(u) := sup
‖x‖=‖y‖=1
‖x+ uy‖+ ‖x− uy‖
2
− 1.
The uniformly smooth Banach space is the one with the property
lim
u→0
ρ(u)/u = 0.
2
It is well known (see [8], Chapter 6) that for a Banach space X with a
power type modulus of smoothness ρ(u) ≤ γuq, 1 < q ≤ 2, for f ∈ A1(D)
there exists (provided by the Relaxed Greedy Algorithm) Gm(f) ∈ Σm(D)∩
Ao1(D) such that
σm(f,D) ≤ ‖f −Gm(f)‖ ≤ C(q, γ)m−1/p, p := q
q − 1 . (1.1)
We prove in Section 2 the following o-bound.
Theorem 1.1. Let X be a Banach space with a power type modulus of
smoothness ρ(u) ≤ γuq, 1 < q ≤ 2. Then for any f ∈ Ao1(D) we have
σm(f,D) = o(m−1/p), p := q
q − 1 . (1.2)
In Section 3 for each q ∈ (1, 2] we give an example of a dictionary and
an element in a Banach space ℓq, which shows that we cannot replace as-
sumption f ∈ Ao1(D) by a weaker assumption f ∈ A1(D) in Theorem 1.1 (see
Theorems 3.1 and 3.2). Also, in Section 3 we provide an example that shows
that the o-bound result does not hold if we replace best m-term approxima-
tion by a greedy algorithm. Theorem 3.3 gives a corresponding result for
the Orthogonal Greedy Algorithm. Concluding a discussion of the rate of
approximation of individual functions from classes Ao1(D) and A1(D), we can
state that the following two interesting phenomena have been discovered.
First, we established that there is the o-bound phenomenon for the best m-
term approximation for the class Ao1(D) and there is no such phenomenon
for the class A1(D), which is the closure of Ao1(D). Second, we established
that there is no o-bound phenomenon for the Orthogonal Greedy Algorithm
for the class Ao1(D).
We now proceed to a discussion of a posteriori bounds. We illustrate our
results on the example of the Weak Chebyshev Greedy Algorithm, which we
define momentarily. Introduce a new norm, associated with a dictionary D,
in the dual space X ′ by the formula
‖F‖D := sup
g∈D
F (g), F ∈ X ′.
For a nonzero element f ∈ X we let Ff denote a norming (peak) functional
for f :
‖Ff‖ = 1, Ff (f) = ‖f‖.
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The existence of such a functional is guaranteed by Hahn-Banach theorem.
Let τ := {tk}∞k=1 be a given sequence of nonnegative numbers tk ≤ 1,
k = 1, . . . . We define the Weak Chebyshev Greedy Algorithm (WCGA)
(see [4] and [8], Chapter 6) that is a generalization for Banach spaces of the
Weak Orthogonal Greedy Algorithm defined and studied in [7] (see also [2]
for Orthogonal Greedy Algorithm).
Weak Chebyshev Greedy Algorithm (WCGA) We define f c0 :=
f c,τ0 := f . Then for each m ≥ 1 we inductively define
1). ϕcm := ϕ
c,τ
m ∈ D is any satisfying
Ffcm−1(ϕ
c
m) ≥ tm‖Ffcm−1‖D.
2). Define
Φm := Φ
τ
m := span{ϕcj}mj=1,
and define Gcm := G
c,τ
m to be the best approximant to f from Φm.
3). Denote
f cm := f
c,τ
m := f −Gcm.
The following theorem is proved in [4] (see also [8], Section 6.2).
Theorem 1.2. Let X be a uniformly smooth Banach space with modulus of
smoothness ρ(u) ≤ γuq, 1 < q ≤ 2. Take a number ǫ ≥ 0 and two elements
f , f ǫ from X such that
‖f − f ǫ‖ ≤ ǫ, f ǫ/A(ǫ) ∈ A1(D),
with some number A(ǫ) > 0. Then we have
‖f c,τm ‖ ≤ max
{
2ǫ, C(q, γ)(A(ǫ) + ǫ)
(
1 +
m∑
k=1
tpk
)−1/p}
, p :=
q
q − 1 .
(1.3)
Theorem 1.2 gives the rate of convergence of the WCGA based on the a
priori information on the element f . One of the main goals of this paper is to
improve the error bound (1.3) of Theorem 1.2 using the information, which
can be obtained at the previous m iterations of the WCGA. We introduce
some notations. Let PΦ denote the operator of Chebyshev projection onto
subspace Φ (the operator of mapping to the best approximant in Φ). Denote
ϕm := ϕ
c
m − PΦm−1(ϕcm), vm := ‖ϕm‖. (1.4)
Clearly, vm ≤ 1 for all m. We prove in Section 4 the following a posteriori
result.
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Theorem 1.3. Let X be a uniformly smooth Banach space with modulus of
smoothness ρ(u) ≤ γuq, 1 < q ≤ 2. Take a number ǫ ≥ 0 and two elements
f , f ǫ from X such that
‖f − f ǫ‖ ≤ ǫ, f ǫ/A(ǫ) ∈ A1(D),
with some number A(ǫ) > 0. Then we have
‖f c,τm ‖ ≤ max
{
2ǫ, C(q, γ)A(ǫ)
(
1 +
m∑
k=1
(tk/vk)
p
)−1/p}
, p :=
q
q − 1 .
with C(q, γ) = 4(2γ)1/q.
Remark 1.1. At the greedy step (step 1).) of the WCGA we have a freedom
in choosing an element ϕcm. We only require the inequality
Ffcm−1(ϕ
c
m) ≥ tm‖Ffcm−1‖D. (1.5)
Theorem 1.3 shows that we can use this freedom to our advantage, choosing
at the mth iteration of the algorithm an element ϕcm, which satisfies (1.5),
with the smallest vm.
Note that the first result on the a posteriori error bound in a style of
Theorem 1.3 was obtained in [3]. The authors proved Theorem 1.3 in a
special case of a Hilbert space under assumption that ǫ = 0 (in other words,
under assumption f ∈ A1(D)).
2 Upper bounds in approximation of individ-
ual elements
Proof of Theorem 1.1. Theorem 1.1 is a direct corollary of the following
lemma.
Lemma 2.1. Let X be a Banach space with a power type modulus of smooth-
ness ρ(u) ≤ γuq, 1 < q ≤ 2. Then for any f ∈ Ao1(D) there exist a sequence
of numbers {δm} such that δm → 0 as m → ∞ and a sequence of elements
sm ∈ Σ2m(D) with properties: sm ∈ Ao1(D) and
‖f − sm‖X ≤ δmm−1/p. (2.1)
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Proof. Let f ∈ Ao1(D) have a representation
f =
∞∑
i=1
cigi, gi ∈ D,
∞∑
i=1
|ci| ≤ 1.
Denote
βm :=
∑
i>m
|ci|.
Clearly, βm → 0 as m →∞. We build the approximant sm as a sum of two
m-term approximants: sm = s
1
m + s
2
m. Set
s1m :=
m∑
i=1
cigi.
Denote hm := (f − s1m)β−1m . It is clear that hm ∈ Ao1(D). By (1.1)
‖hm −Gm(hm)‖ ≤ C(q, γ)m−1/p. (2.2)
Set
s2m := βmGm(hm).
Then
‖f − sm‖ ≤ βm‖hm −Gm(hm)‖ ≤ βmC(q, γ)m−1/p.
It is clear that sm ∈ Ao1(D). Thus, setting δm := βmC(q, γ) we complete the
proof of Lemma 2.1.
3 Lower bounds in approximation of individ-
ual elements
We begin with a result for the Hilbert space ℓ2.
Theorem 3.1. There are a dictionary D in the Hilbert space ℓ2 and an
element f ∈ A1(D) such that
σm(f,D) = 1√
2
(m+ 1)−1/2.
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Proof. Let {ek}∞k=1 be a canonical basis of ℓ2, i.e. e1 = (1, 0, 0, . . . ), ek =
(0, . . . , 0, 1, 0, . . . ) with 1 at the kth place, k = 2, 3, . . . . Let us take a dictio-
nary D := {gk}∞k=1 such that gk := 1/
√
2(ek+1 − e1), k = 1, 2, . . . . It is clear
that ‖gk‖ = 1, k = 1, 2, . . . . It will follow from our further argument that
the closure of D is the whole space ℓ2. For that it is sufficient to check that
e1 can be approximated arbitrarily well by linear combinations of elements
from D. Consider f := − 1√
2
e1. Then it is clear that
σm(f,D) = inf
c1,...,cm;ϕ1,...,ϕm,ϕi∈D
∥∥∥∥∥f −
m∑
i=1
ciϕi
∥∥∥∥∥ = infc1,...,cm
∥∥∥∥∥f −
m∑
i=1
cigi
∥∥∥∥∥ .
Therefore, σm(f,D) is equal to the distance from f to the m-dimensional
subspace spanned by g1, ..., gm. It is easy to see that the element h :=
1/(m + 1)
∑m
i=1 gi is the orthogonal projection of the vector f onto that
subspace. It follows from the identity
f − h = − 1√
2(m+ 1)
m+1∑
k=1
ek.
Therefore,
σm(f,D) = ‖f − h‖ =
√
(m+ 1) · 1
2(m+ 1)2
=
1√
2(m+ 1)
.
In particular, this implies that D is a dictionary and that f ∈ A1(D). The
proof of Theorem 3.1 is complete.
We now prove a result similar to Theorem 3.1 for the Banach spaces ℓq,
1 < q < 2.
Theorem 3.2. Let 1 < q < 2. There are a dictionary D in the Banach space
ℓq and an element f ∈ A1(D) such that
σm(f,D) ≥ 2−1−1/qm−1/p, p = q
q − 1 .
Proof. Let {ek}∞k=1 be a canonical basis of ℓq, i.e. e1 = (1, 0, 0, . . . ), ek =
(0, . . . , 0, 1, 0, . . . ) with 1 at the kth place, k = 2, 3, . . . . Let us take a dictio-
nary D := {gk}∞k=1 such that gk := 2−1/q(ek+1 − e1), k = 1, 2, . . . . It is clear
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that ‖gk‖ := ‖gk‖ℓq = 1, k = 1, 2, . . . . Consider f := −2−1/qe1. Then it is
clear that
σm(f,D) = inf
c1,...,cm;ϕ1,...,ϕm,ϕi∈D
∥∥∥∥∥f −
m∑
i=1
ciϕi
∥∥∥∥∥ = infc1,...,cm
∥∥∥∥∥f −
m∑
i=1
cigi
∥∥∥∥∥ . (3.1)
Therefore, σm(f,D) is equal to the distance from f to the m-dimensional
subspace spanned by g1, ..., gm. First, we prove that D is a dictionary and
that f ∈ A1(D). Consider the element h := 1/(m + 1)
∑m
i=1 gi. It follows
from the identity
f − h = − 1
21/q(m+ 1)
m+1∑
k=1
ek
that
‖f − h‖ =
(
(m+ 1) · 1
2(m+ 1)q
)1/q
≤ 2−1/qm−1/p.
This implies that D is a dictionary and that f ∈ A1(D).
Second, we estimate from below the σm(f,D). We have from (3.1)
σm(f,D) = inf
c1,...,cm
∥∥∥∥∥f −
m∑
i=1
cigi
∥∥∥∥∥ = infc1,...,cm 2−1/q
(∣∣∣∣∣1−
m∑
k=1
ck
∣∣∣∣∣
q
+
m∑
k=1
|ck|q
)1/q
.
Therefore, if
∑m
k=1 ck ≤ 1/2 then σm(f,D) ≥ 2−1−1/q. If
∑m
k=1 ck ≥ 1/2 then(
m∑
k=1
|ck|q
)1/q
≥ m−1/p
m∑
k=1
|ck| ≥ 2−1m−1/p.
This completes the proof of Theorem 3.2.
Note, that a little refinement of the above proof of Theorem 3.2 gives the
asymptotic relation
σm(f,D) ≈ 2−1/qm−1/p. (3.2)
It is well known that the space ℓq, 1 < q ≤ 2, is a uniformly smooth
Banach space with modulus of smoothness ρ(u) ≤ γuq. Thus, Theorems 3.1
and 3.2 show that for all q ∈ (1, 2] the condition f ∈ Ao1(D) in Theorem 1.1
cannot be replaced by a weaker condition f ∈ A1(D).
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Theorem 1.1 provides the o-bound phenomenon for the best m-term ap-
proximation of elements from Ao1(D). We now show on the example of the
Orthogonal Greedy Algorithm (OGA), which is the WCGA with weakness
sequence τ = {1} defined on a Hilbert space, that there is no o-bound phe-
nomenon for greedy algorithms.
Theorem 3.3. There are a dictionary D in the Hilbert space ℓ2 and an
element f ∈ Ao1(D), which is a linear combination of two elements of the
dictionary D, such that for the mth residual f om of one of the realizations of
the OGA we have
‖f om‖ =
1√
2
(m+ 1)−1/2.
Proof. Let, as above, {ek}∞k=1 be a canonical basis of ℓ2. Take a dictionary
D := {gk}∞k=1 ∪ {u1, u2} such that gk := 1/
√
2(ek+2 − e2), k = 1, 2, . . . and
u1 :=
1√
2
(e1 − e2), u2 := 1√
2
(−e1 − e2).
It is clear that D is a dictionary for the space ℓ2. Consider f := − 1√2e2 =
(u1 + u2)/2 ∈ Ao1(D). Then it is clear that at the first iteration of the OGA
we can choose g1. By induction we can show that one of the realizations of
the OGA consists in choosing element gn at the nth iteration of the OGA.
Indeed, suppose that after n iterations we have chosen g1, . . . , gn. Then in
the same way as in the proof of Theorem 3.1 we obtain that the element
h := 1/(n + 1)
∑n
i=1 gi is the orthogonal projection of the vector f onto the
subspace spanned by g1, ..., gn and
f on = f − h = −
1√
2(n+ 1)
n+2∑
k=2
ek.
Thus, we have for all k > n that
|〈f on, gk〉| = |〈f on, u1〉| = |〈f on, u2〉|
and, therefore, we can choose gn+1 at the (n + 1)th iteration of the OGA.
This implies that
‖f om‖ =
1√
2(m+ 1)
.
The proof of Theorem 3.3 is complete.
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Remark 3.1. We can make a slight modification of two elements of the
dictionary in the proof of Theorem 3.3
u1 = (1/
√
2 + δ′,−1/
√
2 + δ, 0, 0, ...),
u2 = (−1/
√
2− δ′,−1/
√
2 + δ, 0, 0, ...)
where δ ∈ (0, 1/√2) and ||h1|| = ||h2|| = 1 to guarantee that for the element
f := (u1 + u2)/2 we have
||f om|| =
(
1√
2
− δ
)
(m+ 1)−1/2
for all realizations of the OGA.
We note that a result similar to Theorem 3.3 can be derived from [9] (see
also the proof of Theorem 5.24 in [8], pp. 304–305). However, the above
direct proof of Theorem 3.3 is technically less involved.
We now demonstrate that the technique used in the proof of Theorem
3.3 can be used in proving a negative result for other type of greedy algo-
rithm, namely, for the Relaxed Greedy Algorithm (RGA). We begin with
the definition of the RGA (see, for instance, [8], pp. 82–83). Let H be a
real Hilbert space and D be a dictionary in H . Consider a symmetrized
dictionary D± := {±g : g ∈ D}. For an element h ∈ H , let g(h) denote an
element from D± which maximizes 〈h, g〉 over all element g ∈ D± (we assume
the existence of such an element).
Relaxed Greedy Algorithm (RGA). Let f ∈ H . Denote f r0 := f ,
Gr0(f) := 0. Then, for each m ≥ 1 we inductively define
Grm(f) :=
(
1− 1
m+ 1
)
Grm−1(f) +
1
m+ 1
g(f rm−1),
f rm := f −Grm(f).
Theorem 3.4. There are a dictionary D in the Hilbert space ℓ2 and an
element f ∈ Ao1(D), which is a linear combination of two elements of the
dictionary D, such that for the mth residual f rm of one of the realizations of
the RGA we have
‖f rm‖ =
1√
2
(m+ 1)−1/2.
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Proof. Let D := {gk}∞k=1 ∪ {u1, u2} and f := − 1√2e2 = (u1 + u2)/2 ∈ Ao1(D)
be from the proof of Theorem 3.3. Then it is clear that at the first iteration
of the RGA we can choose g1. By induction we can show that one of the
realizations of the RGA consists in choosing element gn at the nth iteration of
the RGA. Indeed, suppose that after n iterations we have chosen g1, . . . , gn.
Then in the same way as in the proof of Theorem 3.1 for the RGA we have
f rn = f −Grn(f) = f −
1
n+ 1
n∑
j=1
gj = − 1√
2(n + 1)
n+2∑
j=2
ej.
Hence as above for the OGA we can choose gn+1 at the (n + 1)th iteration
of the RGA. It follows that
‖f rm‖ =
1√
2(m+ 1)
.
The proof of Theorem 3.4 is complete.
4 A posteriori error bounds in Banach spaces
We begin with a proof of Theorem 1.3 from the Introduction.
Proof of Theorem 1.3. The proof is based on the following analog of
the General Error Reduction Lemma from [1].
Lemma 4.1. General Error Reduction Lemma. Let X be a uniformly
smooth Banach space with modulus of smoothness ρ(u). Take a number ǫ ≥ 0
and two elements f , f ǫ from X such that
‖f − f ǫ‖ ≤ ǫ, f ǫ/A(ǫ) ∈ A1(D),
with some number A(ǫ) > 0.
Suppose that f is represented f = f ′ +G′ in such a way that Ff ′(G′) = 0
and an element ϕ′, ‖ϕ′‖ = 1, is chosen to satisfy Ff ′(ϕ′) ≥ θ‖Ff ′‖D, θ ≥ 0.
Then we have
inf
λ≥0
‖f ′−λϕ′‖ ≤ ‖f ′‖ inf
λ≥0
(
1− λθA(ǫ)−1
(
1− ǫ‖f ′‖
)
+ 2ρ
(
λ
‖f ′‖
))
. (4.1)
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Proof. For any λ ≥ 0 we have
‖f ′ − λϕ′‖+ ‖f ′ + λϕ′‖ ≤ 2‖f ′‖ (1 + ρ(λ/‖f ′‖)) .
Next,
‖f ′ + λϕ′‖ ≥ Ff ′(f ′ + λϕ′) = ‖f ′‖+ λFf ′(ϕ′).
By our assumption we get
Ff ′(ϕ
′) ≥ θ sup
g∈D
Ff ′(g).
Using Lemma 6.9 from [8], p.343, and our assumption on f and f ǫ we continue
= θ sup
φ∈A1(D)
Ff ′(φ) ≥ θA(ǫ)−1Ff ′(f ǫ) ≥ θA(ǫ)−1(Ff ′(f)− ǫ).
The property Ff ′(G
′) = 0 provides
Ff ′(f) = Ff ′(f
′ +G′) = Ff ′(f ′) = ‖f ′‖. (4.2)
Combining the above relations we complete the proof of Lemma 4.1.
Consider the kth iteration of the WCGA. Set f ′ := f ck−1 and G
′ := Gck−1.
Then, it is well known that Ffc
k−1
(Gck−1) = 0 (see, for instance, [8], Lemma
6.9, p.342). Thus, the condition Ff ′(G
′) = 0 is satisfied. Next, choose
ϕk := ϕ
c
k − P cΦk−1(ϕck), ϕ′ := ϕk/vk.
Further,
Ff ′(ϕ
′) = Ffc
k−1
(ϕk/vk) = Ffc
k−1
(ϕck/vk) ≥ (tk/vk)‖Ffck−1‖D.
Then by Lemma 4.1 we obtain
‖f ck‖ ≤ inf
λ≥0
‖f ck−1 − λϕ′‖
≤ ‖f ck−1‖ inf
λ≥0
(
1− λ(tk/vk)
A(ǫ)
(
1− ǫ‖f ck−1‖
)
+ 2ρ
(
λ
‖f ck−1‖
))
. (4.3)
We continue the proof of Theorem 1.3. It is clear that it suffices to
consider the case A(ǫ) ≥ ǫ. Otherwise, ‖f cm‖ ≤ ‖f‖ ≤ ‖f ǫ‖ + ǫ ≤ 2ǫ.
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Also, assume ‖f cm‖ > 2ǫ (otherwise, Theorem 1.3 trivially holds). Then, by
monotonicity of {‖f ck‖} we have for all k = 0, 1, . . . , m that ‖f ck‖ > 2ǫ. Set
ak := ‖f ck‖. Inequality (4.3) gives
ak ≤ ak−1 inf
λ≥0
(
1− λ(tk/vk)
2A(ǫ)
+ 2ρ
(
λ
ak−1
))
. (4.4)
We complete estimation of am by application of Lemma 5.2. We need to
specify the corresponding parameters from Lemma 5.2 and check that its
conditions are satisfied. Set B := 2A(ǫ). Then inequality (4.4) gives inequal-
ity (5.1) from Lemma 5.2 with rk = tk/vk. By our assumption A(ǫ) ≥ ǫ we
have
a0 := ‖f‖ ≤ ‖f ǫ‖+ ǫ ≤ A(ǫ) + ǫ ≤ 2A(ǫ) = B.
Finally, from the definition of modulus of smoothness ρ(u) it follows that
ρ(2) ≥ 1. This implies γ2q ≥ 1. Therefore, applying Lemma 5.2 we complete
the proof of Theorem 1.3.
We now proceed to the Weak Greedy Algorithm with Free Relaxation.
The following version of relaxed greedy algorithm was introduced and studied
in [6] (see also [8], Chapter 6).
Weak Greedy Algorithm with Free Relaxation (WGAFR). Let
τ := {tm}∞m=1, tm ∈ [0, 1], be a weakness sequence. We define f e0 := f and
Ge0 := 0. Then for each m ≥ 1 we inductively define
1). ϕem ∈ D is any satisfying
Ffem−1(ϕ
e
m) ≥ tm‖Ffem−1‖D.
2). Find wm and λm such that
‖f − ((1− wm)Gem−1 + λmϕem)‖ = inf
λ,w
‖f − ((1− w)Gem−1 + λϕem)‖
and define
Gem := (1− wm)Gem−1 + λmϕem.
3). Denote
f em := f −Gem.
In a spirit, the WGAFR is close to the WCGA. The greedy steps (steps
1).) are identical. The approximation steps (steps 2).) are similar. In the
WCGA we define Gcm to be the Chebyshev projection of f on the at most
m-dimensional Φm and in the WGAFR we define G
e
m = P
c
Φem
(f), Φem :=
13
span(ϕem, G
e
m−1), to be the Chebyshev projection of f on the at most two-
dimensional subspace Φem. It is known that an analog of Theorem 1.2 holds
for the WGAFR as well (see, for instance, [8], Theorem 6.23, p.353). Here
we formulate an analog of Theorem 1.3 for the WGAFR. Denote
φm := ϕ
e
m − P cΦem−1(ϕ
e
m), um := ‖φm‖.
Then the following a posteriori result holds for the WGAFR.
Theorem 4.1. Let X be a uniformly smooth Banach space with modulus of
smoothness ρ(u) ≤ γuq, 1 < q ≤ 2. Take a number ǫ ≥ 0 and two elements
f , f ǫ from X such that
‖f − f ǫ‖ ≤ ǫ, f ǫ/A(ǫ) ∈ A1(D),
with some number A(ǫ) > 0. Then we have
‖f em‖ ≤ max
{
2ǫ, C(q, γ)A(ǫ)
(
1 +
m∑
k=1
(tk/uk)
p
)−1/p}
, p :=
q
q − 1 .
with C(q, γ) = 4(2γ)1/q.
Remark 4.1. At the greedy step (step 1).) of the WGAFR we have a freedom
in choosing an element ϕem. We only require the inequality
Ffem−1(ϕ
e
m) ≥ tm‖Ffem−1‖D. (4.5)
Theorem 4.1 shows that we can use this freedom to our advantage, choosing
at the mth iteration of the algorithm an element ϕem, which satisfies (4.5),
with the smallest um.
The proof of Theorem 4.1 repeats the proof of Theorem 1.3. We do not
present it here.
5 Some technical lemmas
We begin with a simple known lemma from [7] (see Lemma 3.1 there). For
the reader’s convenience we present a proof of this lemma, which goes along
the lines of the proof of Lemma 2.16 from [8], p.91.
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Lemma 5.1. Let {ak}mk=0 be a sequence of nonnegative numbers satisfying
the inequalities
a0 ≤ A, ak ≤ ak−1(1− rkak−1/A), k = 1, 2, . . . , m
with some nonnegative rk. Then we have
am ≤ A
(
1 +
m∑
k=1
rk
)−1
.
Proof. Our assumption implies that a0 ≥ a1 ≥ · · · ≥ am. If am = 0 then the
conclusion of Lemma 5.1 is trivial. Suppose that am > 0. Then for all k ≤ m
we have ak > 0 and
1
am
≥ 1
am−1
1
1− rmam−1/A ≥
1
am−1
(1 + rmam−1/A)
≥ 1
am−1
+
rm
A
≥ · · · ≥ 1
a0
+
1
A
m∑
k=1
rm ≥ 1
A
(
1 +
m∑
k=1
rm
)
,
which proves the lemma.
The following lemma is often used in an implicit form in proofs of the rate
of approximation of greedy algorithms in Banach spaces (see, for instance,
[8], p.345).
Lemma 5.2. Let sequences {ak}mk=0 of positive numbers, {rk}mk=1 of nonneg-
ative numbers, and numbers B > 0, γ > 0, q ∈ (1, 2] be such that a0 ≤ B,
for k = 1, . . . , m
ak ≤ ak−1 inf
λ≥0
(
1− λrk
B
+ 2γ
(
λ
ak−1
)q)
, (5.1)
and, in addition, γ2q ≥ 1. Then
am ≤ C(q, γ)B
(
1 +
m∑
k=1
rpk
)−1/p
, p :=
q
q − 1 ,
with C(q, γ) = 2(2γ)1/q.
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Proof. Our assumptions guarantee that B ≥ a0 ≥ a1 ≥ · · · ≥ am. Choose λ
from the equation
λrk
2B
= 2γ
(
λ
ak−1
)q
what implies that
λ = a
q
q−1
k−1(4γB)
− 1
q−1 r
1
q−1
k .
Denote
Aq := 2(4γ)
1
q−1 .
Using notation p := q
q−1 we get from (5.1)
ak ≤ ak−1
(
1− 1
2
λrk
B
)
= ak−1
(
1− r
p
ka
p
k−1
AqBp
)
.
Raising both sides of this inequality to the power p and taking into account
the inequality xr ≤ x for r ≥ 1, 0 ≤ x ≤ 1, we obtain
apk ≤ apk−1
(
1− r
p
ka
p
k−1
AqBp
)
.
By Lemma 5.1, using the bounds a0 ≤ B and Aq > 1, we get
apm ≤ AqBp
(
1 +
m∑
k=1
rpk
)−1
,
which implies
am ≤ C(q, γ)B
(
1 +
m∑
k=1
rpk
)−1/p
with C(q, γ) = A
1/p
q = 2(2γ)1/q. Lemma 5.2 is proved.
Acknowledgement. The work was supported by the Russian Federation
Government Grant No14.W03.31.0031.
16
References
[1] A. Dereventsov and V.N. Temlyakov, A unified way of analyzing some
greedy algorithms, arXiv:1801.06198v1 [math.NA] 18 Jan 2018.
[2] R.A. DeVore and V.N. Temlyakov, Some remarks on Greedy Algo-
rithms, Advances in Computational Mathematics 5 (1996), 173–187.
[3] You Gao, Tao Qian, Vladimir Temlyakov, Long-fei Cao, Aspects of
2D-Adaptive Fourier Decompositions, arXiv:1710.09277v1 [math.NA]
24 Oct 2017.
[4] V.N. Temlyakov, Greedy algorithms in Banach spaces, Adv. Comput.
Math., 14 (2001), 277–292.
[5] V.N. Temlyakov, Nonlinear Methods of Approximation, Found. Com-
put. Math., 3 (2003), 33–107.
[6] V.N. Temlyakov, Relaxation in greedy approximation, Constructive
Approximation, 28 (2008), 1–25.
[7] V.N. Temlyakov, Weak Greedy Algorithms, Advances in Comp.
Math., 12 (2000), 213–227.
[8] V.N. Temlyakov, Greedy approximation, Cambridge University Press,
2011.
[9] V.N. Temlyakov and P. Zheltov, On performance of greedy algorithms,
J. Approximation Theory, 2011, Vol. 163, 1134–1145.
17
