Solving a Partial Constraint Satisfaction Problem consists in assigning values to all the variables of the problem such that a maximal subset of the constraints is satisfied. An efficient algorithm for large instances of such problems which are NP-hard does not exist yet. Decomposition methods enable to detect and exploit some crucial structures of the problems like the clusters, or the cuts, and then apply that knowledge to solve the problem. This knowledge can be explored by solving the different sub-problems separately before combining all the partial solutions in order to obtain a global one. This was the focus of a previous work which led to some generic algorithms based on decomposition and using an adaptive genetic algorithm, for solving the subproblems induced by the crucial structures coming from the decomposition. This paper aims to explore the decomposition differently. Indeed, here the knowledge is used to improve this adaptive genetic algorithm. A new adaptive genetic algorithm guided by structural knowledge is proposed. It is designed to be generic in order that any decomposition method can be used and different heuristics for the genetic operators are possible. To prove the effectiveness of this approach, three heuristics for the crossover step are investigated.
INTRODUCTION
A Partial Constraint Satisfaction Problem (PCSP) is a partial version of a CSP for which only a subset of constraints called hard constraints have to be satisfied. The rest of the constraints of the problem called soft constraints can be violated in the condition that a penalty is involved. In other words, PCSPs are CSPs for which penalties are assigned to soft constraints that are not satisfied. When addressing a PCSP, the objective is to assign values to all variables such as to minimize the total penalty, also called the cost of the solution, induced by the violated constraints. A large class of Problems can be modeled as a PCSP including for example Maximum Satisfiability Problems, Boolean Quadratic Problems (Tate and Smith, 1995) or Coloring Problems (Zhou et al., 2014) . In this paper, the Frequency Assignment Problem (FAP), one of the most well known combinatorial Problems, is taken as experimental target to validate our approach. Indeed, the focus of this work is on binary PCSPs where any constraint involves two variables. When looking for a global solution of the PCSP, generic solvers are sometimes surprisingly competitive but other times, these solvers really fail to address large size problems because of some difficult subproblems that lurk beneath. PCSPs (and particularly FAPs) have been solved by a number of different exact approaches (enumerative search, Branch & Bound for instance) and numerous heuristics or metaheuristics (Maniezzo and Carbonaro, 2000; Kolen, 2007; Voudouris and Tsang, 1995) . However all these approaches have often a limited success when coping with real large instances. Nowadays solving approaches propose to explore the structure of the associated constraint graph (Allouche et al., 2010; Colombo and Allen, 2007) . In particular, methods exploiting tree decompositions (Koster et al., 2002) are known to be among the best techniques with regard to theoretical time complexity. Unfortunately these methods have not shown a real efficiency for large problems thus proving a practical in-terest. In (Sadeg-Belkacem et al., 2014) , a generic approach based on decomposition was introduced. This aim is to solve large size problems in a short time but not necessarily at optimality. This approach uses Multicut Decompositions for decomposing the PCSP, which consists in splitting the weighted graph associated with the PCSP into k subgraphs connected by a set of constraints which constitutes the multicut. This decomposition step induces different strategies for the solving algorithm. Several solving variants have been studied and experimented on well known FAP benchmarks. The computational results, using an Adapative Genetic Algorithm (AGA) for solving the subproblems are relatively promising. In this paper, the new idea is to exploit structural knowledges coming from the decomposition method in an innovative way. A recent study has shown the benefits of such an approach for improving a local search method (Fontaine et al., 2013; Loudni et al., 2012; Ouali et al., 2014) . In particular, the tree decomposition was explored. In this work, the approach is more generic since any decomposition can be explored. Therefore, a new generic algorithm is proposed. It is called AGAGD x y for Adaptive Genetic Algorithm Guided by Decomposition. AGAGD x y uses a given decomposition method to detect crucial substructures of the problem and then applies that knowledge to boost the performance of the AGA itself. The name of the algorithm is indexed by x and y, where x is for the generic decomposition and y is for the generic genetic operator. In this paper three heuristics named Crossover clus, Crossover cut and Crossover clus cut are presented.
The paper is organized as follows. Section 2 gives a formal definition of a PCSP. Section 3 presents the decomposition method chosen to validate this approach. In section 4 an efficient Adaptive Genetic Algorithm for solving PCSPs is proposed. The proposition of an Adaptive Genetic Algorithm Guided by Decomposition AGAGD x y is presented in section 5. The first computational and promising results are presented in section 6. The paper ends with a conclusion and perspectives for further research.
PARTIAL CONSTRAINT SATISFACTION PROBLEM (PCSP) Definition 1 (Constraint Satisfaction Problem). A Constraint Satisfaction Problem (CSP) is defined as a triple P =< X, D,C > where
• X = {x 1 , ..., x n } is a finite set of n variables.
• 
Definition 2 (Binary Partial Constraint Satisfaction Problem). A binary Partial Constraint Satisfaction
Problem is defined as a quadruplet P =< X, D,C, P > where 
DECOMPOSITION TECHNIQUES

Generalities on Decomposition Techniques
The objective of a decomposition method is to split a large problem into a collection of interconnected but easier sub-problems. The decomposition techniques can generally be applied to various problems. Therefore, a huge strand of research is dedicated to decomposition techniques. The decomposition process depends on the nature of the problem and how it is modelled (Schaeffer, 2007) . In this study, the focus is on decomposition techniques which include graph decompositions such as graph partitioning or graph clustering particularly adapted to optimization problems which are modelled by graphs. This section uses interchangeably the terms clustering and partitioning and proposes methods to built a k-partition {C 1 ,C 2 , . . . ,C k } of a given weighted graph G =< V, E >. The clusters of the partition have no shared variable and they are connected by a set of edges. The end of such edges constitute the cut of the decomposition. Building such a k-partition can be done in many ways. Each method depends on the expected structure for the clusters, the expected properties for the cut and on the main goal of the resulting partition. Moreover decomposition techniques can be global or local (Schaeffer, 2007) . Local decompositions have been discarded in this study because they assign a cluster for only some variables of the problem, while in global decomposition methods, each variable is assigned to one cluster of the resulting partition.
The approach proposed in this paper is completely generic. It is not conditioned by any particular decomposition method. Therefore the performance of the approach has to be assessed by considering several decomposition methods with different properties. However as the aim of this first work is rather to validate the new AGAGD x y algorithm, the well known powerful clustering algorithm due to Newman (Newman, 2004 ) is considered as target decomposition method.
Newman Algorithm
In recent years, with the development of the web research, many clustering algorithms for data mining, information retrieval or knowledge mining have been proposed. A common property that summarizes all these algorithms is the community structure: the nodes of the networks are grouped into clusters with a high internal density and clusters are sparsely connected. To detect structure communities in networks, an algorithm based on an iterative removal of edges is proposed in (Girvan and Newman, 2002) . The main drawback of this algorithm is its computational time. Indeed, its worst case time complexity is in O(m × n 2 ) on a network with m edges and n nodes or O(n 3 ) on a sparse graph. This limits the use of this algorithm to problems with a few thousand nodes at most. A more efficient algorithm for detecting community structure is presented in (Newman, 2004) , with a worst time complexity in O((m+n)×n) or O(n 2 ) on a sparse graph. In practice, this algorithm runs on current computers in a reasonable time for networks of up to a million vertices, so the instances considered previously are intractable. The principle of this new algorithm (denoted Newman algorithm) is based on the idea of modularity. The first algorithm presented in (Girvan and Newman, 2002) , (Newman, 2004) splits the network into communities, regardless of whether the network has naturally such a division. To define the meaningfulness of a decomposition, a quality function denoted Q or modularity is associated. Given a network G =< V, E >, let e i j be the fraction of edges in G that connects the nodes in cluster i to those in cluster j and let a i = ∑ j e i j , then
In practice, values of Q greater than about 0,3 give a significant community structure. In (Newman, 2004) , an alternative approach is suggested to find community structures: Q is simply optimized instead of considering different iterative removals of edges. However the optimization of Q is very expensive. In practice, looking for all possible divisions for optimizing Q takes at least an exponential amount of time and it is infeasible for networks larger than 20 or 30 nodes. Different heuristic or metaheuristic algorithms can be used to approximate this problem. Newman uses an iterative agglomerative algorithm that is a bottom-up hierarchical one. This algorithm starts by considering n clusters or n communities, for which each community contains only one node. The communities are then repeatedly joined in pairs. The algorithm chooses at each step the join that results in the smallest decrease of Q. The algorithm progresses like a dendrogram at different nodes. The cuts through this dendrogram at different levels give the divisions of the graph into a certain number of communities of different sizes. The best cut is chosen by looking for the maximal value for Q. This new version of the algorithm is in O(n 2 ) on sparse graphs.
Detected Structural Knowledge
This subsection is dedicated to the presentation of general concepts linked with decomposition techniques. These concepts will be used in the rest of the paper and will facilitate the presentation of the AGAGD x y algorithm.
Definition 4 (Partition, Cluster). Given a graph G =< V, E >, a partition {C 1 ,C 2 , . . . ,C k } of G is a collection of subsets of V that satisfies the following:
Each subset of variables C i of the partition of G is called a cluster.
and let C i and C j be two clusters. We denote by Cut(C i ,C j ) the set of vertices {u ∈ V i , ∃v ∈ V j and uv ∈ E} ∪ {v ∈ V j , ∃u ∈ V i and uv ∈ E}. 
Definition 6 (Separator). Let G =< V, E > be a graph and P
= {C 1 ,C 2 , . . . ,C k } a
partition of this graph. Let C i be a cluster in P. The separator of C i denoted Sep(C i ) is the set of vertices defined by:
Sep(C i ) = {u ∈ V i , ∃v / ∈ V i
ADAPTIVE GENETIC
ALGORITHM FOR PCSPs (AGA)
Motivation
This section presents an Adaptive Genetic Algorithm (AGA) specific to PCSPs. Genetic algorithms are the most popular heuristics used for optimization problems. Several variants of GA for solving PCSPs have been proposed in the literature. Thus the proposition of a new genetic algorithm does not constitute the major contribution of this paper. However, building an effective GA is a first step to validate the practical benefit of this present approach. A GA involves some parameters which should be adjusted in order to provide good results. A judicious choice of crossover and mutation probabilities is crucial for improving its performance. Indeed, a standard genetic algorithm cannot find the optimum in a reasonable time (Lee and Fan, 2002) . This is mainly due to the fact that crossover and mutation probabilities are predetermined and fixed. The population becomes premature and falls in local convergence early. To avoid this drawback an Adaptive Genetic Algorithm (AGA) is proposed, in which mutation and crossover probabilities change during the execution process, in order to improve the exploration of the search space.
Useful Definitions
The following definitions are introduced for the sake of clarity in the presentation of the AGA.
Definition 8 (Chromosome). Let P = < X, D,C, P > be a PCSP. A chromosome s is a mapping of a n-tuple of variables 
(unsat is for the constraints which are not satisfied).
Definition 13 (Fitness of a Chromosome). The fitness of the chromosome s
Fitness(s i , s).
Presentation of the Adaptive Genetic Algorithm (AGA) for PCSPs Notations
• p m 0 : initial mutation probability
• p c 0 : initial crossover probability
• p m min : mutation probability threshold
• p c max : crossover probability threshold
• ∆p m : mutation probability rate
• ∆p c : crossover probability rate
To solve a problem with a genetic algorithm, the first step that is crucial is to define a representation of the problem state. An initial population is then defined and is submitted to the two genetic operations mutation and crossover. This enables to generate the next generation. This procedure is repeated until a convergence criterion is reached. AGA is formally given by Algorithm 1. if p c ok then 22: offspring i ← Crossover(parent i, parent j), where offspring i will be the ith chromosome in a future population. The performance of AGA is tightly dependent on its crossover and mutation operators. The mutation operator is used to replace the values of a certain number of genes, randomly chosen in the parent population, in order to improve the fitness of the resulting chromosome. The mutation occurs with a probability p m , named mutation probability. The crossover operation is used to generate a new offspring by exchanging the values of some genes, to improve the fitness of a part of the chromosome. A crossover appears only with a probability p c called the crossover probability. p m and p c are two complementary parameters which have to be fine tuned. Indeed a good value for p c avoids the local optima (diversification) while p m enables the GA to improve the quality of the solutions (intensification). In the proposed AGA, both parameters are dynamically modified to reach a good balance between the intensification and the diversification. More precisely, the crossover (respectively the mutation) operator is called each time p c (respectively p m ) reaches a certain threshold, setting the Boolean value p c ok (respectively p m ok) to true. These probabilities are nevertheless bounded by p m min and p c max , to avoid too much disruption in the population, which slows the convergence of the algorithm. Since all chromosomes of a given population are independent, crossover and mutation operations are processed concurrently.
Crossover in AGA
The crossover operator (Algorithm 2) aims to modify the solution while reducing the degradation of its cost. It consists in replacing, in the current solution, the elements and their neighborhood which have a bad fitness by ones which have a fitness of good quality in an individual selected by the tournament method (Algorithm 1). 
Mutation in AGA
Contrarily to the mutation in a classical genetic algorithm which objective is to perturb the solution, the mutation operator in AGA aims at enhancing the solution cost. Indeed, as presented in (Algorithm 3), this new mutation applies the local search method 1 opt to several elements of the solution (randomly chosen), until it is no more possible to enhance the cost during a certain number of successive iterations. The aim of this operation is twofold. First, it aims to enhance the quality of the population, for a large number of offsprings. Second, in the case where the solution 1 opt of a good quality solution is optimum, the solution has to converge to optimality. This algorithm consists of two major steps, as follows:
• The first step (Procedure Decompose) partitions the constraint network corresponding to the initial problem Pb to be solved in order to identify some relevant structural components such that clusters, cuts, or separators for instance. The multicut decomposition method used in this paper has been presented in section 3.
• The second step of the algorithm is related to the algorithm AGA y. The algorithm is indexed by y, meaning that it is generic and that several variants can be considered. Indeed, the most repetitive important operation in a genetic algorithm is the crossover one. In AGA, this operation involves at each time, a unique variable and its neighborhood. That explains why the number of the crossover steps needed can be very high before obtaining a convergence state. In order to boost the AGA, the algorithm AGA y will exploit structural knowledge coming from a given multicut decomposition. More specifically, rather than operating a crossover on a single variable at each step, it applies it on more crucial parts of the problems, such that clusters, cuts, separators or any other relevant structural knowledge. Formally the algorithm AGA y corresponds to AGA for which the crossover procedure is replaced by crossover y.
It is clear that several versions of crossover y can be studied. In the present work, three different heuristics are introduced as described further.
Definition Definition 14 (Fitness of a cluster). Given a PCSP
P = < X, D,C, P > , its weighted constraint graph G =< V, E > and a partition P
= {C 1 ,C 2 , . . . ,C k } of
G. Let s be a current solution of P and C i a cluster in P. Let us consider G i [C i ] =< V i , E i > the subgraph induced by C i in G. The fitness of the cluster C i is defined by:
where
Remark 4. To obtain the definition of the fitness of a cut, one should replace the word cluster by the word cut in definition 14.
Crossover clus
In the heuristic Crossover clus, the crossover operation is performed on the clusters. The cluster is a relevant structural knowledge that includes a small number of variables tightly connected. The separator is a set of bordering variables of a given cluster, which connects it to other clusters. This is an important structure that can give an indication about the role of a cluster and its neighborhood. This heuristic is described by Algorithm 5 which proceeds as follows. 
In the first loop (Lines 1-3), the cluster to be changed in the parent chromosome is the one which has the largest fitness as compared with those of the chromosome chosen by the tournament heuristic. However, some variables of the cluster chosen by this first loop are boundary variables (see definition 6 of a separator in Section 3). If the values taken by these boundary variables are not the same in the parent chromosome and the chromosome chosen by tournament, then the value taken by these variables in the offspring can affect the fitness of the cut relating to this cluster and probably, significantly degrades the solution. To ensure that the crossover is performed on the cluster with the worst fitness, the heuristic must take into account both the fitness of the cluster (loop 1) and the fitness of its separator set (see the second loop in Lines 4-11). The main advantage of this second loop is that it avoids a deterioration of the overall fitness of the solution and then allows the algorithm to converge faster.
Crossover cut
The cut plays a dual role with respect to the cluster. It is a structural knowledge that has the advantage to be small, because it is either lightweight (Min weight heuristic) or has a low cardinality (Min edge heuristic). This heuristic formalized by Algorithm 6 behaves globally as the previous one. The cut to be changed by the crossover operation is the one that presents both the worst fitness of the cut and the worst fitness of its variables in adjacent clusters.
Algorithm 6: Crossover cut(p 1 , p 2 , {C 1 ,C 2 , . . . ,C k }).
1: l ← 1 2: for all i = 1 to k do 3: 
Crossover clus cut
This heuristic is a compromise between the primitives Crossover clus and Crossover cut. Indeed this heuristic formally described by Algorithm 7, uses one of the two previous heuristics with respect to the quality of both parents. If the parent to be changed has a better fitness with respect to those of the chromosome selected by the tournament, this heuristic applies the Crossover cut heuristic. Otherwise the heuristic Crossover clus is used. Indeed, if the parent has a good fitness, it is better not to disturb it too much by making a change only on a small number of variables (cut). Conversely, if the parent to be changed has a worse fitness than the parent chosen by the tournament, then the first one probably contains good clusters while the second one contains bad clusters. In this case, it would be wise to improve its quality by changing a bad cluster into a better one. Crossover cut(p 1 , p 2 , {C 1 ,C 2 , . . . ,C k }) 5: end if 6 EXPERIMENTAL RESULTS
Application Domain: MI-FAP
The Frequency Assignment Problem (FAP) and more especially the Minimum Interference-FAP (MI-FAP) are well known hard optimization problems which are used here as application target.
Motivation
FAP is a combinatorial problem which appeared in the sixties (Metzger, 1970) and, since then, several variants of the FAP differing mainly in the formulation of their objective have attracted researchers. The FAP was proved to be NP-hard (Hale, 1980) . More details on FAP can be found in (Aardal et al., 2007) and (Audhya et al., 2011) . Currently, MI-FAP is the most studied variant of FAP. It consists in assigning a reduced number of frequencies to an important number of transmitters/receivers, while minimizing the overall set of interferences in the network.
MI-FAP Modeling
MI-FAPs belong to the class of binary PCSPs (Partial Constraint Satisfaction Problems). More formally, a MI-FAP can be designed as the following PCSP < X, D,C, P, Q >, where:
• X = {t 1 ,t 2 , . . . ,t n } is the set of all transmitters.
• D = {D t 1 , D t 2 , . . . , D t n } is the set of domains where each D t i gathers the possible frequencies at which a transmitter t i can transmit.
• C is the set of constraints which can be hard or so f t: C = C hard ∪ C so f t . So f t constraints can be violated at a certain cost, but hard constraints must be satisfied. Each constraint can involve either one transmitter t i (and then we denote it c t i ), or a pair of transmitters t i ,t j , (in that case the constraint is denoted c t i t j ).
• P = {p t i t j |i, j = 1, ..., n}, where p t i t j is a penalty associated to each unsatisfied soft constraint c t i t j .
• Q = {q t i |i = 1, ..., n}, where q t i is a penalty associated to each unsatisfied soft constraint c t i .
Let f i ∈ D t i and f j ∈ D t j frequencies assigned to t i ,t j ∈ X. The constraints of a MI-FAP are as follows:
• Hard constraints: these constraints must be satisfied
and f j must be separated by a distance).
• Soft constraints: a failure to meet these constraints involves penalties.
Solving a MI-FAP consists in finding a complete assignment that satisfies all the hard constraints and minimises the quantity: ∑
where UC ∈ C is the set of Unsatisfied Soft Constraints, ∀t i ,t j ∈ X.
Experimental Protocol
All the implementations have been achieved using C++. The experiments were run on the cluster Romeo of University of Champagne-Ardenne 1 . Decompositions are done with the edge.betweenness.community function of igraph package in R language (Csardi and Nepusz, 2006) , available at 2 . This function is an implementation of the Newman algorithm (Newman, 2004), presented in Section 3. This decomposition can be used under several criteria. In this paper two particular criteria have been considered: the first one aims to minimize the total number of edges of the cut while the second one aims to minimize the global weight of the cut. In the rest of this paper, the methods associated with these two criteria are denoted min edge and min weight, respectively.
The tests were performed on real-life instances coming from the well known CALMA (Combinatorial ALgorithms for Military Applications) project (CALMA-website, 1995) . The characteristics of MI-FAP CALMA instances appear in Table 1 . For each instance, the characteristics of the graph and the reduced graph as well as the best costs obtained so far are given. The set of instances consists of two parts: the Celar instances are real-life problems from military applications while the Graph (Generating Radio Link Frequency Assignment Problems Heuristically) 1 https://romeo1.univ-reims.fr/ 2 http://cran.r-project.org/web/packages/igraph/igraph.pdf Celar06  200  1322  100  350  3389  Celar07  400  2865  200  816  343592  Celar08  916  5744  458  1655  262   Graph05  200  1134  100  416  221  Graph06  400  2170  200  843  4123  Graph11  680  3757  340  1425  3080  Graph13  916  5273  458  1877  10110 instances are similar to the Celar ones but are randomly generated. Here, only the so-called MI-FAP instances were used.
Experimental Results Obtained with AGA
This section presents the results obtained by solving the whole problem with the AGA (Algorithm 1). The parameters, experimentally determined, are the following:
Three variables are calculated. The first one is the best deviation, denoted best dev, which is the standard deviation (Equation (1)) of the best result obtained among all executions from the optimal. The second cost is the average deviation, denoted avg dev, which is the standard deviation of the average cost obtained among all executions from the optimal cost. The third column named cpu(s) is the average time needed to find the best cost. The number of executions is fixed to 50.
standard dev(cost) = (cost − optimal cost) (optimal cost × 100) (1) Table 2 shows very clearly the efficiency of the AGA algorithm. Indeed, optimal solutions are reached for the majority of the instances, while nearoptimal solutions are found for the rest of the instances. Moreover, AGA algorithm is stable. Indeed, most of the average deviations are either null or do not exceed 7% on the most difficult instances. 
Experimental Results Obtained with AGAGD x y
This section presents experimental results obtained with AGAGD x y described in Se-tion 5.
In order to test this generic algorithm, three variants were implemented, AGAGD Newman clus, AGAGD Newman cut and AGAGD Newman clus cut. Newman means here that the decomposition due to Newman has been considered. More precisely, two variants have been considered namely the min weight and min edge.
Experiments on AGAGD Newman clus
In order to validate this heuristic, two versions of Crossover clus called Crossover clus1 and Crossover clus2 have been implemented. The second version corresponds exactly to the implementation of Algorithm 5, while the first one is a relaxed version where the crossover operator considers only the fitness of the cluster to be changed. Tables 3 and  4 present the results of the AGAGD Newman clus1 and AGAGD Newman clus2 heuristics both for min weight and min edge variants. The reported results show clearly that AGAGD Newman clus2 outperforms particularly AGAGD Newman clus1 in terms of average deviation (avg dev). This can be due to the fact that the cluster chosen by AGAGD Newman clus1 presents certainly a bad fitness, but its separators can have a good fitness in adjacent cuts. Then a modification of these separators can lead to a significant degradation of the global fitness. For this reason, only the second version of the heuristic is considered in the next part of this paper. Table 4 shows that AGAGD Newman clus2 presents in some cases an important gain in terms of CPU time as compared with the results obtained with AGA (Table 2) . However, even though the results are quite significant with respect to the best dev, the average performance (avg dev) is unfortunately poorer, which qualifies this algorithm as "non stable". This instability problem is due to a premature convergence of AGAGD Newman clus caused by the crossover operator that modifies a large number of variables at once (clusters), which significantly reduces the diversity of the population after a few generations ( Figure  2 ). Table 5 presents the results obtained with the AGAGD Newman cut algorithm for both min weight and min edge variants. These results clearly show a worse performance than the previous algorithm both in terms of CPU time and best dev and avg dev. Indeed in this version, unlike the AGAGD Newman clus, the algorithm converges very slowly (Figure 2) . By performing the crossover on the cuts, which are by definition less dense regions of the problem, the cost of the solution tends to deteriorate than to improve. When this degradation is significant, the mutation operator struggles to repair it. Therefore, the quality of the chromosomes tends to worsen over the generations and the convergence the algorithm becomes very slow. 
Experiments on AGAGD Newman cut
AGAGD Newman clus cut
Two dual methods were presented in the previous sections which both show their advantages and drawbacks. To benefit from the two methods, an hybrid heuristic called AGAGD Newman clus cut is tested, in which the crossover can either be performed on the cluster or on the cut. Table 6 presents the results of this heuristic both for min weight and min edge variants. The results obtained show that this variant presents an important gain in terms of CPU time as compared with those obtained by using AGA (Table2), especially for the min edge variant. One can observe a significant improvement of the results as compared with those obtained with the two previous approaches. Notice that some performances in terms of best dev were reached, while they were never obtained with AGA (Table 2 ) (see Celar07 and Graph13). However, although the average performances avg dev are improved as compared with those obtained with AGAGD Newman clus2 (Table 4 ) and AGAGD Newman cut (Table 5) , they still remain worse than those obtained with AGA (Table 2 ). This is explained by the large number of variables involved in the crossover. This means that AGAGD Newman clus cut offers a good compromise between AGAGD Newman clus and AGAGD Newman cut because the integration of the two crossover operators Crossover clus and Crossover cut allows the algorithm to converge relatively quickly, while maintaining some diversification level. This avoids a premature convergence, thanks to the Crossover clus crossover (Figure 2 ) while a minimum diversification is maintained. This has enabled to achieve almost near optimal results and even optimal ones quickly. 6.5 AGA vs AGAGD Table 6 summarizes some selected results obtained by AGA and AGAGD algorithms. While we notice the degradation of the parameter avg dev in AGAGD, let us note nonetheless improving some best cost and reduced time resolution especially on the most difficult instances. 
CONCLUSION & PERSPECTIVES
The aim of this work was to solve Partial Constraint Satisfaction Problems close to the optimum in the shortest time possible. To this aim, an Adaptive Genetic Algorithm Guided by Decomposition called AGAGD x y was proposed. The name of the algorithm is indexed by x and y, where x is for the generic decomposition and y is for the generic genetic operator. In fact, the AGAGD x y algorithm is doubly generic because it fits several decomposition methods and can accept several heuristics as crossover operator as well.
• For the decomposition step, two variants of the well known decomposition algorithm due to Newman were used, namely the min edge and min weight variants.
• As crossover operators, three heuristics called Crossover clus, Crossover cut and Crossover clus cut were proposed.
The first results obtained on MI-FAP problems are promising. Indeed, the execution time was everywhere significantly reduced as compared with that obtained with the previous AGA algorithm, while a decreasing of average quality of the solutions must be accepted in some cases. These early positive investigations encourage to follow this direction of research and enhance the current results. In the short term, it is planned to investigate other heuristics in order to improve the crossover operator. Moreover, a local repairing method can be associated with AGAGD x y after each crossover step. Last, it would be also interesting to deploy this approach on other multi-cut decomposition or tree decomposition methods as well as on other PCSP applications.
