Named Entity Recognition (NER) plays an important role in a variety of online information management tasks including text categorization, document clustering, and faceted search. While recent NER systems can achieve near-human performance on certain documents like news articles, they still remain highly domain-specific and thus cannot effectively identify entities such as original technical concepts in scientific documents. In this work, we propose novel approaches for NER on distinctive document collections (such as scientific articles) based on n-grams inspection and classification. We design and evaluate several entity recognition features-ranging from well-known part-of-speech tags to n-gram co-location statistics and decision trees-to classify candidates. In addition, we show how the use of external knowledge bases (either specific like DBLP or generic like DBPedia) can be leveraged to improve the effectiveness of NER for idiosyncratic collections. We evaluate our system on two test collections created from a set of Computer Science and Physics papers and compare it against state-ofthe-art supervised methods. Experimental results show that a careful combination of the features we propose yield up to 85% NER accuracy over scientific collections and substantially outperforms state-of-the-art approaches such as those based on maximum entropy.
INTRODUCTION
While recent approaches to online Named Entity Recognition (NER) have become quite efficient and effective, they still do not perform equally well on all domains, leaving out some application scenarios from entity-centric information access. For highly-specialized domains such as academic literature, online information systems performing search, bookmarking, or recommendations are still organized around documents mostly. This is due to the fact that identifying entities (e.g., concepts) in specific collections such as scientific articles is more difficult than, say, in online news articles due to the novelty (i.e., new terms may be used which have not been previously observed in any other document/dictionary) and specificity (i.e., highly technical and detailed formalisms mixed with narrative examples) of the content.
While retrieving documents in an entity-centric fashion would also be beneficial for specialized domains, the difficulty of correctly extracting highly-specialized entities as well as the scarcity of semi-structured information available for specific documents are precluding such advances. As an example, the ScieceWISE portal 1 [1] is an ontologybased system for bookmarking and recommending papers for physicists. ScieceWISE is entity-centric, yet it requires human intervention to correctly extract the scientific concepts appearing in each new paper uploaded onto the system.
In this paper, we tackle the problem of NER in highlyspecialized domains such as scientific disciplines. We develop new techniques to identify all relevant n-gram concepts appearing in a scientific document, based on a set of features including n-gram statistics, syntactic part-of-speech patterns, and semantic techniques based on the use of external knowledge bases. In addition, we effectively combine our various features using a state-of-the-art machine learning approach in order to get the most out of our different families of features. The results of our NER approach can then be used for many applications, including to organize data on search engine results pages, to summarize scientific documents, or to provide faceted-search capabilities for literature search.
We experimentally evaluate the effectiveness of our methods over two manually-judged collections of scientific documents: a collection of papers from SIGIR 2012 (a wellknown scientific conference on Information Retrieval), and a sample of research papers retrieved from arXiv.org. Our experimental results show how semantic-aware features overcome simple text-based features and how a combination of our proposed features can reach up to 85% overall Accuracy, significantly improving over state-of-the-art domain-specific supervised approaches based on maximum entropy [9] . In summary, the main contributions of this paper are as follows:
• We tackle the problem of NER in the challenging context of idiosyncratic collections such as scientific articles.
• We describe a new, multi-step candidate selection process for named entities favoring recall (as standard techniques perform poorly in our context) and based on co-location statistics.
• We propose novel NER techniques based on semantic relations between entities as found in domain-specific or generic third-party knowledge bases.
• We extensively evaluate our approach over two different test collections covering different scientific domains and compare it against state-of-the-art NER approaches.
• We identify an effective combination of both syntactic and semantic features using decision trees and apply them on our collections, obtaining up to 85% Accuracy.
The rest of the paper is organized as follows: We start with an overview of related work in the areas of namedentity recognition, keyphrase extraction, and concept extraction below in Section 2. We describe our overall system architecture and its main features (including PDF extraction, n-gram lemmatization, part-of-speech tagging, external knowledge bases, and n-gram ranking) in Section 3. Section 4 provides definitions of our ranking features. Section 5 describes our experimental setting and presents the results of a series of experiments comparing different combinations of features. Finally, we conclude and discuss future work in Section 6.
RELATED WORK
Named entity recognition (NER) designates the task of correctly identifying words or phrases in textual documents that express names of entities such as persons, organizations, locations, etc. During the last decades, NER has been widely studied and the best NER approaches nowadays produce near-human recognition accuracy for generic domains such as news articles. Several prominent NER systems use either hand-coded rules or supervised learning methods such as maximum entropy [4] or conditional random fields [10] . These methods heavily rely on large corpora of hand-labeled training data, which are generally-speaking hard to produce. Besides the high costs associated to the manual annotation of the training data, this also raises the problem of domainspecificity; For instance, models trained for news articles are most likely to perform well on such documents only [24] .
In that context, there has been a lot of attention given to NER applied to newswire text (mostly because of the high quality of such texts), focusing on entity types such as location, person, and company names. On the other hand, the task of NER for more domain-specific collections, e.g., for scientific or technical collections, remains largely unexplored, with a few exceptions including the biomedical domain where previous work has focused on specific entity types like genes, protein and drug names [28, 9] . In this paper we focus on semantic-based NER over such domainspecific collections.
Open Information Extraction.
To address some of the above issues, researchers have recently focused on Web-scale NER (also known as Open Information Extraction) using automatic generation of training data [31] , unsupervised NER based on external resources such as Wikipedia and Web n-gram corpora [18] , and robust NER performance analysis across domains [26] . In this area, information extraction at scale is run over the Web to find entities and factual information to be represented in structured form [32, 6] . Instead, we focus on well-curated and highly-technical textual content. Compared to previous work in NER, we focus on effectively performing NER on domain-specific collections like technical articles. We apply state-of-the-art techniques together with specific approaches for scientific documents including the use of domain-specific knowledge bases to improve the quality of NER at a level comparable to the one achieved for news documents.
Key Term Extraction.
Another task related to this paper is key term extraction. Key term extraction deals with the extraction and ranking of the most important phrases in a text. This can be used, for instance, in text summarization or tagging [3] . In [15] , authors address this task as a ranking problem rather than a classification task. Contrary to NER research, many approaches in the area of key term extraction deal with technical and scientific document collections. Some recent evaluation competitions such as [16] are specifically geared towards scientific articles. Although the Precision of the topperforming systems is typically around 40% for such competitions, these results can be considered as rather high due to the specificity of the terms appearing in the scientific documents and the rather subjective nature of the ground-truth in that context. At this point, we want to emphasize that key phrases extraction is different from the task we address in this paper, which aims at identifying all possible entities in a document to enable further entity-centric processes (e.g., in the search engine).
The candidate identification step of term extraction systems typically filters all of the possible n-grams from the documents by frequency, retaining high frequency n-grams only. Some methods use hand-coded part-of-speech tag patterns to provide additional filtering [30, 12] , though handcoded tag patterns are not always able to capture the variety of all valid entities due to tagging ambiguity (i.e., the same term may be considered either as a verb or as an adjective depending on the context). Instead, in our work we use standard frequency filtering with a re-weighting step to identify as many candidates as possible and part-of-speech tags as a feature to boost both Precision and Recall of NER.
The majority of keyphrase extraction studies use supervised models, the most commonly used approaches being naive Bayes [30, 11] , decision trees [30] and support vector machines [17] . In our work, we use a decision tree-based classifier since it is able to handle easily both numerical and categorical data with little data preprocessing. Decision trees are also simple to interpret by the end-users who are the authors of scientific papers. Specifically, we base our work on a decision tree model and ensemble methods for feature selection using extremely randomized trees [13] .
We also note that the work we present in this paper actually lies in between the NER and key term extraction tasks. In standard NER, the goal is to identify all named entities mentioned in a document while in key term extraction the goal is to identify the most representative terms in a document. The task we address in this paper is rather to identify the subset of named entities that are valid for the given idiosyncratic documents considered (see also our examples in Section 3.1).
Entity Linking.
Some previous work successfully used Wikipedia or DB-Pedia to identify significant terms in textual documents [22, 20, 7] . However, such methods operate only on the entities that already exist in the knowledge bases. The task of identifying entity mentions given a background corpus of entities is also known as Entity Linking. On the other hand, our goal is to also discover new entities from scientific documents, potentially by leveraging generic-purpose or specific knowledge bases.
Also related to this paper is the task of ad-hoc object retrieval [25, 29] , that is, the task of identifying an entity in a background entity corpus given its textual description in a document. The task of NER that we address in this paper is a necessary step to enable entity search, which let users find information in an entity centric fashion.
SYSTEM OVERVIEW

Problem Definition
The task we address is the identification of all valid entities related to a given domain in a domain-specific collection. In the context of this paper, we define a valid entity as an ngram representing a relevant concept of a scientific domain and not just as any real-world object. To give a clearer understanding of what a valid entity is in our case, let us look at a few examples. Consider the n-gram "Saving Private Ryan". Usually such a string represents a valid entity referring to a popular movie, but it does not make much sense to mark this n-gram as valid in an Information Retrieval paper, where it was given as a query example. Another example illustrating the complexity of our task comes from disambiguation decisions. Consider the n-gram "large numbers"; It can be a valid entity in document is talking about large numbers in a pure mathematical sense, but in many other cases it is just a linguistic construction.
To assess the performance of our approach, we use a standard set of evaluation metrics: Precision, Recall, F1 score, and Accuracy, which are computed on a per document basis (i.e., each item in our test collection is represented by a pair (document, n-gram)). These metrics allow us to show how well an approach performs both on true positives and true negatives and to discuss the resulting trade-offs.
In this work, we exclusively focus on the identification of n-grams entities with n > 1 because of the high level of inherent ambiguity that unigrams have in scientific literature. Many unigrams are ambiguous and can often be used both as entities and non-entities, even when inspecting a single document. Moreover, we argue that most unigram entities are very generic and can be recognized by simple dictionary lookups 2 . Thus, techniques like entity linking [7, 8] are in our opinion more suitable to address unigram entity recognition.
Framework
To evaluate our proposed approach, we have built a system that takes as input a set of scientific documents in PDF format and returns as output the set of n-grams appearing in the text of the documents that represent scientific concepts. Figure 1 below gives an overview of the architecture of our system.
The first components in our pipeline extract text from the input documents and perform some automatic preprocessing (e.g., lemmatization). The following steps consist in identifying the candidate entities that are potentially relevant concepts. The candidate selection step focuses on high Recall while keeping the number of candidate n-grams orders of magnitude lower than the total number of n-grams in a document. Finally, we use a series of approaches to select the valid n-grams among the candidates (focusing on high Precision). We discuss this pipeline in more detail in the following.
Data Preprocessing
Our system receives PDF documents as input and transforms them into raw text using an open-source library 3 . We then perform a series of preprocessing steps; First, we lowercase all words (except acronyms) appearing at the beginning of sentences to prevent duplicate entity creation in the latter steps. At this point, we make a separate copy of the resulting text (before lemmatization) on which we apply Part-Of-Speech (POS) tagging.
The first copy of the text is then lemmatized, using the a lemmatization approach based on WordNet [21] . We have opted for lemmatization in our context since the other typical possibility, stemming, is too aggressive on scientific documents as it often conflates scientific concepts which should be kept distinct. 4 In the final step, we build an n-gram index from the resulting text to efficiently perform the candidate selection phase described below.
Candidate Selection
The goal of the candidate selection step is to extract as many candidate entities as possible from the scientific articles, while limiting the number of false positives. To achieve this goal, we extend techniques based on word co-locations [19] . First, we extract from the n-gram index all bigrams having a frequency (i.e., number of occurrences in the input document) greater than a threshold k (e.g., k = 2). Next, the extracted bigrams are joined together into trigrams; Two bigrams are joined if and only if it is possible to merge them to form a valid trigram (i.e., if the same word ends a bigram and starts another one). The resulting trigram frequency is then looked-up from the n-gram index. Figure 1 : Processing pipeline. First, the plain text is extracted from the PDF documents. Then, the text is pre-processed using lemmatization and POS tagging. Candidate n-grams are generated and indexed. Then, n-grams are selected based on a predefined set of features (see Section 3.4). Finally, a supervised approach (e.g., decision trees) is responsible to generate a ranked list of n-grams that have been identified as valid entities in the Web documents.
This process is repeated for trigrams, up to the maximal n-gram size N considered (N = 5 in our experiments as for N > 5 we could not identify valid concepts in our test collections). The difference between simply restricting the frequency of any n-gram to k and our approach is that we can extract n-grams with a frequency lower than k: As can be seen on the graph of n-gram occurrence distribution depicted in Figure 2 ), there are many valid n-grams in the collection that appear just once or twice in the text, and removing them with a frequency threshold would result in a sharp decrease in Recall. Hence, after processing every document, we regroup the extracted n-grams from the entire collection and look them up again in every document. This process preserves n-grams that passed the frequency threshold k in some papers, but not in others.
This collection-wide n-gram selection approach results in an increase of Recall from 42.2% to 96.1%. Alternatively, we also tried two further approaches: using the collectionlevel n-gram frequencies to serve as a cutoff frequency k, and running the n-gram merging process from scratch after adding collection-wide n-grams. These approaches yielded Recall values of 87.4% and 93.2% respectively.
Removing Incomplete N-Grams.
In the last step, we apply a frequency reweighing process that takes into account the fact that some n-grams appear as part of other n-grams. We illustrate our reweighing mechanism by an example. Assume that in a document two bigrams "latent dirichlet" and "dirichlet allocation" appear both with frequency f, and that a trigram "latent dirichlet allocation" also appears with the same frequency. It is safe to say in that case that those two bigrams do not appear in the text as separate entities, but only as part of a bigger trigram. Our process hence starts from the longest n-grams (i.e., from n-grams with larger n), and proportionally decrements the frequency of the shorter n-grams that are subsumed by it. At the end of this process, we eliminate all n-grams having a re-weighted frequency equal to zero.
N-gram frequency in document
Supervised N-Gram Selection
Rather than simply weighting different features in order to determine whether an n-gram represents a correct concept or not, one can use machine learning approaches to learn to identify correct entities. In this paper, we construct a feature space consisting of the features presented in Section 4 and use a manually extracted set of entities appearing in scientific documents as training data for a decision tree classifier [13] . Once trained, the classifier is then able to take as input a new document and-thanks to the processing pipeline depicted in Figure 1 -to effectively select all valid scientific concepts from the document.
FEATURES FOR NER
In this section, we describe the five different families of features used by our system to detect named entities in scientific Web documents. We propose different families of fea-tures ranging from simple syntactic POS patterns to features using third-party resources such as external knowledge bases and structured repositories like DBLP 5 . We also propose to combine our features using machine learning approaches. More specifically, we use decision trees to decide which ngrams correspond to valid concepts in the documents. This also allows us to understand which features are the most valuable in our context based on a hierarchy generated by our learning component.
Part-of-Speech Tags
Part-Of-Speech (POS) tags have often been considered as an important discriminative feature for term identification. Many works on key term identification apply either fixed or regular expression POS tag patterns to improve their effectiveness. Nonetheless, POS tags alone cannot produce high-quality results. As can be seen from the overall POS tag distribution graph extracted from one of our collections (see Figure 3 ), many of the most frequent tag patterns (e.g., JJ N N tagging adjectives and nouns 6 ) are far from yielding perfect results. Given those results, we designed several features based on POS tags that might perform better than predefined POS patterns. First, we consider raw POS tags where each POS tag pattern represents a separate binary feature. Though raw POS tags can provide a good baseline in some settings, we do not expect them to perform well in our case because of the large variety of POS tag patterns in both collections, many of which can be overly specific.
Count
A more appealing choice is to group (or compress) several related POS tag patterns into one aggregated pattern. We use two grouping techniques: Compressing all POS tag patterns by only taking into account i) the first or ii) the last POS tag in the pattern. Using the compressed POS tag versions, we significantly reduce the feature space, which is the key to achieve higher performance and allows for model generalization. We discuss those two schemes in more detail in Section 5.2. To perform POS tagging, we used a standard approach based on maximum entropy [27] .
Near n-Gram Punctuation
Another potentially interesting set of features closely related to POS tags is punctuation. Punctuation marks can provide important linguistic information about the n-grams without resorting to any deep syntactic analysis of the phrase structure. For example, the n-gram "new summarization approach based", which does not represent any valid entity, has a very low probability of being followed by a dot or comma, while the n-gram "automatic music genre classification", which is indeed a valid entity, often appears either at the beginning or at the end of a sentence.
The contingency tables given in Table 1 and Table 2 illustrate this: The +punctuation and -punctuation rows show, respectively, the counts of the n-grams that have at least one punctuation mark in any of its occurrences and the counts of the n-grams that have no punctuation mark in all their occurrences. From the tables, we observe that the presence of punctuation marks (+punctuation) either before or after an n-gram occurs twice as often for the n-grams that are valid entities compared to the invalid ones. We also observe that the absence of punctuation marks after an n-gram happens less frequently for the valid n-grams than for the invalid ones. Thus, both directly preceding and following punctuation marks are able to provide relevant information on the validity of the n-grams and can be used as binary features for NER.
Domain-Specific Knowledge Bases: DBLP Keywords and Physics Concepts
DBLP is a website that tracks and maintains bibliographic references for the majority of computer science journals and conference proceedings. The structured meta-data of its records include high quality keywords that authors assign to their papers.
Author-assigned keywords represent a very reliable source of named entities for documents related to this specific domain. In fact, the overall Precision of n-grams from authorassigned keywords for our computer science dataset is 95.5% (with 27.4% Recall), and hence can be used as a highly discriminative feature.
While DBLP provides high quality annotations for computer science documents, there is no such knowledge base for our physics collection. Thus, we decided to perform a similar matching using the concepts from one of the largest physics ontology available-the ScienceWISE ontology 7 . All the concepts in this ontology represent valid named entities which, as for DBLP, can be used as a highly discriminative feature.
Wikipedia/DBPedia Relation Graphs
Wikipedia is by far the largest general-purpose knowledgebase currently available. In the context of our task, Wikipedia exhibits the following valuable features 8 :
• The majority of pages in Wikipedia represent valid named entities.
• Pages are interconnected with each other through links appearing in the page body and through their categories.
• Many pages have alternative spellings which are encoded by a special "redirects" property.
We base our Wikipedia features on collection statistics. Specifically, we use a machine-processable version of Wikipedia called DBPedia 9 , which contains all entities in Wikipedia described in a structured format and interconnected to other datasets. We start by computing the Precision and Recall values when matching Wikipedia pages with the n-grams from our collections. Table 3 shows the resulting values for two cases: i) exact string matching with page title and ii) matching allowing variants based on the "redirects" property. As expected, we observe that allowing flexible matching with redirects results in a significant growth in Recall, with some loss in Precision 10 .
Furthermore, taking into consideration the relatively low Precision of exact Wikipedia matchings, one can try to improve the above technique by finding further methods to separate the valid entities from the invalid ones. Hulpus et al. [14] recently observed that interlinked Wikipedia pages are much more likely to form a connected component in the Wikipedia category graph than random pages. Given that finding, we use the size of the connected component a Wikipedia page belongs to as an additional feature for valid concepts.
Following the approach in [14] , we construct the neighboring page graph by following relationships in DBPedia of types {broader,subject,related } for up to two hops in both directions. The two hops threshold was chosen based on previous research from [14] , which claimed that bigger distances result in much larger graphs and introduce noise. The Wikipedia administrative categories and pages referring to etymology (e.g., "English phrases") are excluded using an existing list of stop URIs 11 . Figure 4 shows how often the connected component of a given size contains more valid than invalid entities, while Figure 5 shows the average percentages of valid and invalid entities in a component of a given size. We observe that larger connected components tend indeed to contain more valid entities than smaller ones.
Based on the analysis made above, we construct the following set of NER features using relation graphs:
• is wiki: whether a candidate n-gram can be exactly matched to a Wikipedia page title,
• is redirect: whether a candidate n-gram can be matched using an alternative spelling of a Wikipedia page,
• component size: the size of the connected components an n-gram belongs to, constructed with and without the redirect property,
• component+DBLP : a binary feature, equal to 1 when an n-gram appears in the same connected component with at least one DBLP keyword, and to 0 otherwise;
• wikilinks: the number of outgoing links in the Wikipedia page body to other Wikipedia pages.
Syntactic Features
In addition to the features described above, we also test a series of more common syntactic features that are often used by other NER classifiers, including:
• the n-gram length in words,
• whether the n-gram is uppercased
• the number of other n-grams the given n-gram is part of in the document.
EXPERIMENTAL EVALUATION
Experimental Setting
In this section, we empirically evaluate the NER techniques proposed above. We evaluate the quality of our features as well as how to best combine them over two distinct test collections for which ground truth entity annotations have been manually created by domain experts from two specific domains: Computer Science and Physics.
Dataset Description.
Our first dataset contains 100 randomly selected papers taken from the SIGIR 2012 conference proceedings, while our second dataset contains the same number of recent (2012) articles taken from the High Energy Physics (hep-ph) section from the arXiv.org pre-print repository.
Our system extracted 21,531 candidate n-grams in total from the first dataset, of which 8,814 n-grams were unique. Overall, 15,057 n-grams were judged, of which 8,145 were labeled as valid and 6,912 as invalid.
In the second dataset, our system extracted 18,129 candidate n-grams, of which 7,880 n-grams were unique. Overall, 11,421 n-grams were judged, of which 5,747 were labeled as valid and 5,674 as invalid 12 .
The judgments were performed on a per-document basis, meaning that an n-gram was considered as a relevant scientific concept if it represented a valid entity in the scope of a particular document from the collection. Thus, each judgment in the collection is connected to the source document ID (document title for the first collection and arXiv.org ID for the second). All judgments have been made by one or more experts from the given scientific field.
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Relevance Judgments.
Deciding whether or not a given n-gram represents a valid scientific entity can be subject to discussion. Therefore, the guidelines we have given to the assessors stipulate that an n-gram should be considered as a valid entity if it belongs to the domain of the document and satisfies any one of the two following conditions:
• it would make sense to take the n-gram and create a thesaurus/encyclopedia entry about it, or
• the n-gram could be used by an expert to search/filter the papers according to domain-specific (e.g., scientific or technical) criteria.
Experimental Results
Individual Features. Table 4 presents the effectiveness of our individual feature families over the Physics test collection, while Table 5 presents similar results for the SIGIR collection. We observe that well-performing features on the Physics collection are based on POS tags or on the connected components obtained from redirect information in Wikipedia. We also evaluate our set of basic syntactic features (see Section 4.5) for comparison. On the SIGIR collection, we observe that the best performing features are based on POS tags both in terms of F1 and Accuracy. In terms of Precision, the best approach is the one using the graph connected components.
Feature Comparison.
To find effective feature combinations, we use a decision tree classifier with default parameters [23] . To prevent the classifier from over-fitting the training data, we restrict the minimum number of samples in the leaves to 100 and the maximum depth of the tree to 5. All the results presented below are the mean values resulting from a 10-fold crossvalidation of our supervised approach.
We compare the effectiveness between pairs of competing features: compressed and uncompressed POS tags on one hand (see Section 4.1), and building DBPedia connected components with and without the "redirects" property on the other hand (see Section 4.4) . Tables 6 and 7 show the Precision, Recall, F1, and Accuracy values over both collections for different combinations of compressed and uncompressed POS tags features and DB-Pedia category graph features with and without the redirect property. We observe that adding Wikipedia redirects allows to significantly improve Recall in most cases without a significant loss in Precision. Improved Recall is somewhat expected since the redirect property allows to match many more Wikipedia concepts. More importantly and as mentioned earlier, this Recall growth does not produce any major loss in Precision, which results in a consistent growth in Accuracy.
Another important result here is that compressed POS tags produce roughly the same Precision values as uncompressed ones with a much smaller number of features. The reason is that the uncompressed POS tag pattern space is much richer than the one of the compressed patterns, which in theory could allow classifiers to yield better performance at the price of possible over-fitting. However, by using a smaller feature space we observe a minor decrease in Precision on both collections with a higher F1 score on the SIGIR Feature Selection. Table 8 shows the NER features we propose ranked by the score they yield when combined using randomized trees as suggested by [13] on the SIGIR collection. As we can see, the simple techniques based on POS patterns is highly discriminative. However, POS tags are by themselves not sufficient; Other top features include the ones that look at external knowledge bases such as DBLP and the structure connecting the DBPedia entities mentioned in the document. Table 9 shows the feature ranking based on randomized trees for the Physics collection. In this case, we observe that the most indicative features are the ones based on external ontologies and knowledge bases. In this case, we believe that such features are most distinctive due to the highly technical terms used in Physics and due to the somewhat slower churn of new terminology as compared to the IR field, which is a much younger research area.
In conclusion, we observe that the use of domain-specific knowledge-bases is an effective feature for NER on technical collections. Feature Ablation Analysis.
Finally, we evaluate the contribution of the individual features to the overall feature combination by a hold-out experiment: We learn a new model by removing each time a feature family to measure the impact of that feature on the overall best possible combination of the features (85% Accuracy on SIGIR and 77% Accuracy on Physics). Table 10 shows the effectiveness obtained by discarding one feature family for the Physics collection. As we can see, the highest loss in effectiveness (-24% F1 score) is obtained Table 11 ), we observe that the biggest loss is due to the removal of POS tags (-19% F1 score) confirming the results of feature selection based on randomized trees. Generally speaking, we see the importance of using domainspecific knowledge bases as well as linguistic properties.
Maximum Entropy Classifier Baseline.
As a method to compare to, we chose the state-of-the-art Maximum Entropy Classifier (MaxEnt) for Named Entity Recognition [2] .
In contrast to our approach depicted in Figure 1 , this classifier receives the full text of the document extracted from the PDF file together with a training set of manually labeled scientific concepts appearing in it. After training the model, the classifier is able to detect unseen scientific concepts given the full text of a new document.
To evaluate the MaxEnt NER approach, we trained it on 80% of SIGIR data and used the rest 20% as a test dataset 13 .
During the experiment, 3,380 new n-grams were extracted, out of which 346 new valid entities were discovered.
For a fair comparison, we evaluate our top-performing supervised method on the same data. The results of this ex- 13 The parameters of the tagger were estimated using the generalized iterative scaling [5] method. 
Results Discussion
Based on the experimental results described above, we first observe that the NER approach we propose in this paper for idiosyncratic Web collections substantially outperforms state-of-the-art supervised NER approaches such as MaxEnt. As an example, our best supervised approach yields a F1 score of 84% on the SIGIR collections, compared to 69% for MaxEnt.
We also note that the most effective features among the ones we propose vary depending on the test collection. However, we observe that both the feature family based on the entity-graph structure and the family based on external domainspecific knowledge bases are key to enhance NER effectiveness for idiosyncratic collections.
Finally, while comparing the two test collections, we note that the Physics collection lead to overall lower effectiveness scores. This may be explained by the more formal terminology used in that scientific domain, which makes the identification of valid scientific concepts more challenging as compared to Computer Science academic documents. 
CONCLUSIONS
Being able to identify entities in textual documents is known to be beneficial for many tasks, including document search, integration, classification, or summarization. While supervised methods are often used for NER in Web documents such as news articles, novel approaches are needed to perform NER over more specific domains such as for scientific papers.
In this paper, we addressed the task of NER for domainspecific collections by taking advantages of n-gram-based features. We proposed and experimentally validated over two different test collections novel NER features and their combinations using decision trees trained over data created by domain experts. More specifically, our novel features for domain-specific NER include the analysis of entity-graph components as well as the use of external domain-dependent knowledge bases such as DBLP for Computer Science or the ScienceWISE ontology for Physics.
Our results show that the analysis of entity-graph structures and the use of external knowledge bases yield significantly better results in our context. For the two collections we considered, the best performance was obtained by our combined method, yielding up to 85% Accuracy.
As a possible extension of our approach, one could use additional components in the processing pipeline. For example, entity linking approaches allowing to disambiguate entities identified in the text could be exploited. In this work, we directly matched n-grams to Wikipedia entries, though it might be more effective to perform disambiguation first. Further improvements could be obtained by enhancing other components of our system pipeline. For example, advanced PDF extraction approaches could be used to detect bibliographic sections, or to identify titles and emphasized text, which may both allow to improve candidate selection and construct new feature sets. Such approaches providing more structured input would probably yield higher effectiveness values for the task we consider.
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