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Mathematical ModelingAbstract This paper uses Multivariate Adaptive Regression Spline (MARS) and Least Squares
Support Vector Machines (LSSVMs) to predict hysteretic energy demand in steel moment resisting
frames. These models are used to establish a relation between the hysteretic energy demand and sev-
eral effective parameters such as earthquake intensity, number of stories, soil type, period, strength
index, and the energy imparted to the structure. A total of 27 datasets (input–output pairs) are used,
23 of which are used to train the model and 4 are used to test the models. The data-sets used in this
study are derived from experimental results. The performance and validity of the model are further
tested on different steel moment resisting structures. The developed models have been compared
with Genetic-based simulated annealing method (GSA) and accurate results portray the strong
potential of MARS and LSSVM as reliable tools to predict the hysteretic energy demand.
 2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The hysteretic energy, absorbed by a structural system during
a seismic event that is strong enough to induce a certain
amount of nonlinearity to the system, has been recognized
by several researchers as a potentially useful seismic perfor-
mance indicator [1–3]. The energy dissipated by hysteresis in
structures under reversible load patterns is one of the most
widely used parameters to evaluate cumulative effect of load
history (cumulative damage). It is used to identify different
behaviors between elements whose failure is dominated by ﬂex-
ion or shear, but also many others phenomena. However, it is
450 J. Alreja et al.necessary to evaluate this parameter to have a complete record
of load–displacement history of each member of the studied
structure [4,5].
Hysteretic energy is a parameter to measure effects of dura-
tion caused to a building after an earthquake strike [6]. It also
takes into account the cyclic elastic behavior of the structure.
Out of the different energy components the hysteretic energy
is more important since it is directly in relation with the cumu-
lative ductility. The hysteretic energy and its distribution
throughout the structure are dependent on both the structural
systems and the ground motion. The structural failure happens
when the earthquake-induced hysteretic energy demand for a
structure is larger than the hysteretic energy dissipation capac-
ity of the structure [7–9]. It is considered as the key parameter
to construct earthquake resistant buildings or to ﬁx already
existing structures and modify them into earthquake resistant
structures. Hence it is important to calculate the hysteretic
energy for buildings exceptionally for low rise buildings.
The hysteretic energy demand takes into account the effects
of the duration of the earthquake and the cyclic-plastic defor-
mation behavior of the structure. A monotonic demand
parameter, such as peak inelastic drift or displacement, cannot
represent this cumulative cyclic damage [10]. A design
approach based on hysteretic energy demand, thus, has the
potential to account for the damage potential explicitly.
Hence, the modeling of hysteretic energy demand is necessary
[11].
Artiﬁcial Neural Networks have been widely used to evalu-
ate the hysteretic energy demand. Akbas used ANN to deter-
mine the hysteretic energy demand [12]. Despite the
acceptable performance of ANN’s, they do not give a certain
function to calculate the outcome using the input values. Gan-
domi et al. used Genetic-simulated Annealing Algorithm to
assess the hysteretic energy demand [13]. However, there is
no absolute assurance that GSA will ﬁnd a global optimum.
Also, it cannot assure constant optimization response times.
Over the past few years, different modeling methods have
become very popular and used by many researchers for a wide
range of engineering applications [14]. This study uses Multi-
variate Adaptive Regression Splines (MARSs) and Least
Squares Support Vector Machines (LSSVMs) for the predic-
tion of Hysteretic Energy Demand in Steel Moment resisting
Frames. MARS and LSSVM have strong potential for predict-
ing the output (hysteretic energy) with high correlation and
precision to the experimental value. MARS is a form of regres-
sion analysis introduced by Friedman [15]. MARS models are
more ﬂexible than linear regression models. It can handle both
continuous and categorical data and it is simple to understand
and interpret [16–19]. The LSSVM is a statistical learning the-
ory which adopts a least squares linear system as a loss func-
tions instead of the quadratic program in original support
vector machine (SVM) [20–24]. It is closely related to Gaussian
processes and regularization networks. It requires solving a set
of only linear equations (linear programming), which is much
easier and computationally very simple.
The aim of this study was to predict the hysteretic energy
demand of steel moment resisting structures. Totally 27
input–output data-sets were collected, trained and tested by
means of MARS and LSSVMmodels. These models have been
developed using MATLAB software with the input parame-
ters: Earthquake intensity (I), Number of stories (Ns), Soil
type (Z), Fundamental period (T), Strength index (=) andhysteretic energy to energy imparted to the structure (EI) ratio
(EH/EI) and the output parameter hysteretic energy (EH/m).
The obtained results have been compared by experimental
ones to evaluate both the models for calculating the hysteretic
energy demand.
2. Multivariate Adaptive Regression Splines (MARSs)
Multivariate Adaptive Regression Spline is an implementation
of techniques introduced by Friedman which is used for pre-
dicting the values of a continuous dependent variable using a
set of predictor or independent variables [15]. This method
makes no assumption about the functional relationship
between the dependent and independent variables, instead
MARS derives this relationship from a set of coefﬁcients and
basis functions that are directed from the regression data.
MARS model is implemented in 2 steps where in the ﬁrst step
we build the model and add basis functions to increase the
complexity until maximum complexity is achieved. Then in
the second step we do a backward calculation to eliminate
the least signiﬁcant basis function from the model. Given
below is an algorithm to explain MARS modeling.
The MARS algorithm builds models from two sided trun-
cated functions of the predictors (x) of the form:
ðx tÞþ ¼
x t; x > t
0; otherwise
 
ð1Þ
These serve as basis functions for linear or nonlinear expan-
sion that approximates some true underlying function f(x).
The MARSs model for a dependent (outcome) variable y,
and M terms, can be summarized in the following equation:
Y ¼ fðxÞ ¼ b0 þ
XM
m1
bmHkmðxvðk;mÞÞ ð2Þ
where the summation is over theM terms in the model, and b0
and bm are parameters of the model (along with the knots t for
each basis function, which are also estimated from the data).
Function H is deﬁned as follows:
Hkmðxvðk;mÞÞ ¼
Y
k
 1Khkm ð3Þ
where xvðk;mÞ is the predictor in the kth of the mth product. For
order of interactions K= 1, the model is additive and for
K= 2 the model pairwise interactive.
During forward stepwise, a number of basis functions are
added to the model according to a pre-determined maximum
which should be considerably larger (twice as much at least)
than the optimal (best least-squares ﬁt).
After implementing the forward stepwise selection of basis
functions, a backward procedure is applied in which the model
is pruned by removing those basis functions that are associated
with the smallest increase in the (least squares) goodness-of-ﬁt.
A least squares error function (inverse of goodness-of-ﬁt) is
computed. The so-called Generalized Cross Validation error
is a measure of the goodness of ﬁt that takes into account
not only the residual error but also the model complexity as
well. It is given by
GCV ¼
PN
i¼1ðyi  fðxiÞÞ2
1 C
N
 2 ð4Þ
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C ¼ 1þ cd ð5Þ
where N is the number of cases in the dataset, d is the effective
degrees of freedom, which is equal to the number of indepen-
dent basis functions. The quantity c is the penalty for adding a
basis function. Experiments have shown that the best value for
C can be found somewhere in the range 2 < d< 3.
3. Least Squares Support Vector Machine (LSSVM)
SVM is a novel machine tool and especially useful for the clas-
siﬁcation and prediction with small sample cases. This novel
approach motivated by statistical learning theory led to a class
of algorithms characterized by the use of nonlinear kernels,
high generalization of abilities and the sparseness of solution.
Unlike the classical neural network approach the SVM formu-
lation of the learning problem leads to quadratic programming
with linear constraints. However the size of the matrix
involved in the QP problem is directly proportional to the
number of training points. Hence to reduce the complexity
of optimization processes, a modiﬁed version called LS-SVM
is proposed by taking equality instead of inequality constraints
to obtain a linear set of equations instead of a QP problem in
dual space. Instead of solving a QP problem by SVM,
LS-SVM can obtain the solution of a set of linear equations.
The formation of LS-SVM introduced is as follows. The
following regression model can be constructed by using
non-linear mapping function u(x).
yðxÞ ¼ wTuðxÞ þ b ð6Þ
where w is the weight vector and b is the bias term. By mapping
the original input data into a high dimensional space, the
nonlinear separable problem becomes linearly separable in
space. Then the following cost function is formulated in the
framework of empirical risk minimization
minJðw; eÞ ¼ 1
2
wTwþ c 1
2
XN
k¼1
e2k ð7Þ
subject to equality constraints
yk ¼ wTuðxkÞ þ bþ ek ðk ¼ 1; 2; 3 . . .NÞ ð8Þ
where ek is the random error and gamma is a regularization
parameter in determining the trade-off between minimizing
the training error and minimizing the model complexity. To
solve this optimization problem Lagrange function is con-
structed as follows:
Lðw; b; e; aÞ ¼ Jðw; eÞ 
XN
k¼1
ak w
TuðxkÞ þ bþ ek  yk
  ð9Þ
where ak are Lagrange multiplier. The solution of Eq. (9) can
be obtained by partially differentiating it with respect to w, b,
ek and ak.
@L
@w
¼ 0 ! w ¼
XN
k¼1
akuðxkÞ ð10Þ
@L
@b
¼ 0 !
XN
k¼1
ak ¼ 0 ð11Þ@L
@ek
¼ 0 ! ak ¼ cek k ¼ 1; . . . ;N ð12Þ
@L
@ak
¼ 0 ! wTuðxkÞ þ bþ ek  yk ¼ 0; k ¼ 1; . . . ;N ð13Þ
The Eqs. (10)–(13) can be rewritten as follows:
0 ~1
~1 Xþ y1I
" #
ð14Þ
where,
y ¼ ½y1; . . . ; yn
~1 ¼ ½1; . . . ; 1
a ¼ ½a1; . . . ; an
Xkl ¼ uðxkÞTuðxlÞ . . . k; l ¼ 1; . . . ;N
Finally b and ak can be obtained by the solution to the lin-
ear equation:
b^ ¼
~1TðXþ c1InÞ1y
~1TðXþ c1InÞ1~1
ð15Þ
According to mercer’s theorem the LS-SVM model can be
expressed as follows:
yðxÞ ¼
XN
k¼1
akKðx; xkÞ þ b ð16Þ
where K(x,xk) is the nonlinear kernel function. In comparison
with some other feasible kernel functions, the RBF functions
as a more compact supported kernel and is able to reduce a
more computational complexity of the training process and
improve generalization performance of LS-SVM. As a result
RBF kernel was selected as kernel function as follows:
Kðx; xkÞ ¼ expðjjx xkjj22r2Þ ð17Þ
where r is the scale factor for tuning.
To achieve a high level performance with LS-SVM models,
some parameters have to be tuned including regularization
parameters c and the kernel parameter corresponding to the
kernel type, i.e. r. These parameters have been determined
using trial and error approach.
4. Development of MARS and LSSVM models
Out of the 27 datasets which are available, 23 datasets are used
to train the models and 4 datasets are used to test the accuracy
of the models. Table 1 shows the dataset used for developing
the models. The data were normalized between 0 and 1 before
being used in the model as following:
Dnorm ¼ DDmin
Dmax Dmin ð18Þ
The assessment of the model is done on the basis of coefﬁ-
cient of regression value R which is calculated using the
formula:
Table 1 Database used for model development.
ID I Ns Z T (s) = EH/EI EH/m (cm/s)
2
1 1 3 1 1.0109 0.22 0.84 4160
2 1 3 2 1.0109 0.22 0.8 4011
3 1 3 3 1.0109 0.22 0.87 5751
4 1 9 2 2.2862 0.11 0.7 415
5 1 9 3 2.2862 0.11 0.81 835
6 1 20 1 3.7863 0.058 0.78 1503
7 1 20 2 3.7863 0.058 0.68 1081
8 1 20 3 3.7863 0.058 0.8 1849
9 2 3 1 1.0109 0.22 0.88 10,948
10 2 3 2 1.0109 0.22 0.86 11,219
11 2 3 3 1.0109 0.22 0.9 13,953
12 2 20 1 3.7863 0.058 0.83 4075
13 2 20 2 3.7863 0.058 0.75 3131
14 2 20 3 3.7863 0.058 0.83 4496
15 3 3 1 1.0109 0.22 0.9 20,140
16 3 3 2 1.0109 0.22 0.88 21,383
17 3 3 3 1.0109 0.22 0.91 24,613
18 3 9 2 2.2862 0.11 0.82 2484
19 3 9 3 2.2862 0.11 0.88 4387
20 3 20 1 3.7863 0.058 0.85 7656
21 3 20 2 3.7863 0.058 0.79 6202
22 3 20 3 3.7863 0.058 0.85 8173
23 1 9 1 2.2862 0.11 0.85 1760
24 2 9 1 2.2862 0.11 0.89 4809
25 2 9 2 2.2862 0.11 0.78 1241
26 3 9 1 2.2862 0.11 0.9 9042
27 2 9 3 2.2862 0.11 0.86 2361
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Figure 1 Performance of training datasets (MARS).
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Pn
i¼1
EH
m
 
ai
 EH
m
 
a
h i
EH
m
 
pi
 EH
m
 
p
h in o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1
EH
m
 
ai
 EH
m
 
a
h ir ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1
EH
m
 
pi
 EH
m
 
p
h ir ð19Þ
where EH
m
 
ai
and EH
m
 
pi
are the actual and predicted values,
respectively, EH
m
 
ai and
EH
m
 
p are mean of actual and predicted
E values. For an effective and good model the R value should
be close to one. Also while comparing the models the values of
R are compared and the model with R value closer to one and
higher than the other is considered better and used.
5. Results and discussion
The MARS model is divided into two phrases that is forward
and backward pass which is also used by recursive partitioning
trees. Both the models have been developed using MATLAB
software for training and prediction of the hysteretic energy.
The models have been trained using 23 datasets and 4 datasets
are used to validate the model. The relationship between the
original training datasets and MARS predicted datasets is
shown in Fig. 1. From the graph, we can infer that the pre-
dicted datasets are identical to the original datasets with a
good coefﬁcient of correlation (R). Fig. 2 shows the relation
between original testing datasets and MARS predicted data-
sets. The identical values validate the performance of the
MARS. The best value of R (Coefﬁcient of Correlation) is
0.9864 for the training set and the value of R for the testing
set is 0.9890.
The hysteretic energy Equation formulated according to
MARS is given below:y ¼ 0:0335þ
X6
i¼1
CibiðxÞ ð20Þ
where y= EH/m, Ci = coefﬁcient, bi(x) = Basis Function.
The details of basis functions have been shown in Table 2.
ANOVA decomposition has been done on the developed
MARS model. The results of ANOVA decomposition
have been shown in Table 3. The value of GCV is
maximum for T. So T has the maximum effect on the predicted
EH/m.
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Table 2 Details of basis function.
Bi(x) Ci Function
B1(x) 0.9945 B1(x) = max 0;
Eh
Ei
 0:73913
	 

B2(x) 0.4756 B2(x) = max(0, T  0.45950)
B3(x) 0.7679 B3(x) = max(0, 0.45950  T)
B4(x) 1.6201 B4(x) = B3(x) ****** max(0, I  0.5)
B5(x) 0.7776 B5(x) = B3(x) * max(0, 0.5  I)
B6(x) 0.6819 B6(x) = B2(x) * max(0, 0.5  I)
Table 3 Results of anova decomposition.
Functions Standard deviation GCV Basis function Variables
1 0.117 0.149 2 T
2 0.086 0.035 1 EH/EI
3 0.164 0.048 3 I, T
Estimating hysteretic energy demand in steel moment resisting frames 453For the prediction of hysteretic energy demand, LSSVM
model uses the same training and testing datasets as used in
the MARS model. For the developed model, the design value
of c and r is 8 and 0.99 respectively. The value of R in training
is 0.9968 and in testing is 0.9907. Fig. 3 shows the relationship
between the original training datasets and LSSVM predicted
datasets and Fig. 4 shows the relation between original testing
datasets and LSSVM predicted datasets.
The developed LSSVM model gives the following equation
for the hysteretic energy demand:
EH
m
¼
X23
k¼1
ake
ðxkxÞðxkxÞT
1:96  0:1231 ð21Þ
Here xk = Input of Training DataSet; x= Input of Data-
Set whose output has to be determined.
The value of ak is shown in Fig. 5. The comparison between
Genetic-based Simulated Annealing (GSA), MARS and
LSSVM models for modeling hysteretic energy in terms of
Correlation Coefﬁcient (R) is shown in Fig. 6.0 
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454 J. Alreja et al.These results prove that the MARS and LSSVMmodels are
more accurate and reliable for the prediction of the hysteretic
energy demand in Steel Moment resisting Structures.
6. Conclusion
This study shows the efﬁcient and feasible use of MARS and
LSSVM based approach for the prediction of Hysteretic
Energy Demand in Steel Moment Resisting Frames. 27 data
have been utilized to develop the MARS and LSSVM models.
The performance of the MARS and LSSVM is better than that
of the GSA model due to its better coefﬁcient of correlation
(R). The developed equations can be used by the users for
determination of hysteretic energy demand in steel moment
resisting frames. In summary, it can be concluded that MARS
and LSSVM can be used for solving different problems in
engineering.
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