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Abstract: We provide a statistically robust and accurate framework to measure and track
the polarisation state of light employing Hong-Ou-Mandel interference. This is achieved by
combining the concepts of maximum likelihood estimation and Fisher information applied to
photon detection events. Such an approach ensures that the Cramér-Rao bound is saturated and
changes to the polarisation state are established in an optimal manner. Using this method, we
show that changes in the linear polarisation state can be measured with 0.6 arcminute precision
(0.01 degrees).
Published by The Optical Society under the terms of the Creative Commons Attribution 4.0 License. Further
distribution of this work must maintain attribution to the author(s) and the published article’s title, journal
citation, and DOI.
1. Introduction
Hong-Ou-Mandel (HOM) interference plays a central role in quantum science [1–3]. This
two-photon quantum interference process is the fundamental building block for many quantum
computing and quantum information protocols – it is the key behind quantum networks and
quantum repeaters [4–12]. Since its discovery, Hong-Ou-Mandel interference has also been
widely used for ultra-sensitive measurements in quantum metrology [13–15].
In short, Hong-Ou-Mandel interference is the phenomenon where two photons that are incident
on two orthogonal input ports of a beam splitter preferentially exit in the same mode [16]. This
bunching of photons leads to a reduction of coincident detection events between the two output
ports. For pairs of single photons, how far the rate of coincident detection events drops depends
on the overlap between the two quantum states, and only perfect indistinguishablility in all
degrees of freedom of the photons leads to a fall all the way to zero coincidences. Specifically,
this includes simultaneous arrival time, as well as perfectly matched spatial, frequency, and
polarisation properties. As such, deviation from perfect Hong-Ou-Mandel interference is a
reliable and simple method to probe the difference between two pure quantum states.
As quantum interference via Hong-Ou-Mandel interference plays such a crucial role in quantum
science, it is vital to understand how changes to the quantum states involved manifest themselves
in the observed measurements. It has recently been shown that attosecond temporal delays are
measurable using HOM interference [17]. That study provided an accurate statistical framework
to measure temporal delays by combining Fisher information and maximum likelihood estimation.
In the work presented in this paper, we apply the same statistical approach to the polarisation
degree of freedom. Specifically, we derive the Fisher information for the difference in polarisation
between the two photons, and construct a corresponding maximum likelihood estimator. This
approach allows us to resolve changes to the linear polarisation state of a photon of order 0.01
degrees.
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2. Theory
2.1. Saturating the Cramér-Rao bound
The goal of this work is to establish and demonstrate an accurate statistical framework for the
detection of changes to the polarisation state of light utilising Hong-Ou-Mandel interference. We
aim for our approach to saturate the Cramér-Rao bound, which is a fundamental lower bound on
the variance of the estimated polarisation,
Var(Ω˜) ≥ 1
NF
, (1)
where F is the Fisher information and N the number of observations N. The Fisher information
is generally defined as
FΩ =
∑
i
[∂ΩP(i|Ω)]2
P(i|Ω) . (2)
Here, the conditional probability distribution P(i|Ω) is the probability that we observe the event i
given the parameterΩ. In our caseΩwill be the polarisation difference between the photons. The
events that we observe in this experiment are the single and two-photon coincidences (contained
within i), given the polarisation states of the two photons (contained withinΩ). Fisher information
has recently been used in quantum science to demonstrate the violation of the shot-noise limit in
photonic quantum metrology [18].
In [17], Lyons et al. both saturating the inequality (1) and achieving a small variance for our
inferred polarisation can be achieved by combining three independent approaches: (i) using
an approach that maximises the Fisher information; (ii) using maximum likelihood estimation
to make the best use of information gained in any measurement; (iii) and implementing a
measurement protocol that minimises the impact of drift and instability on the experiment data.
In the following, we will first give a theoretical description of HOM interference for the
polarisation degree of freedom, before addressing and then combining each of the above-listed
approaches.
2.2. Hong-Ou-Mandel interference for polarisation states
The polarisation state of a pure photon can be represented using the horizontal/vertical basis
{|H〉, |V〉}. A general polarisation state can then be written using two angles θ and φ from the
Poincaré sphere representation as follows
|ψ〉 = cos θ
2
|H〉 + sin θ
2
eiφ |V〉. (3)
In a HOM experiment, the probability that two photons in polarisation states |ψa〉 and |ψb〉
incident on the two input modes of a beam splitter will exit in the same output port depends on
their indistinguishability. Assuming the photons are identical in all other degrees of freedom,
the probability that a coincidence will be observed after the beam splitter is simply given by
Pc = 12 (1 − |〈ψa |ψb | |〉2). In this work we account for any additional mismatch in other degrees
of freedom, i.e. spatial mode, frequency or time delay, by using α ∈ [0, 1] to represent the
indistinguishability of the two photons in all other domains (α = 1 means the two photons
are perfectly indistinguishable in the other domains; 0 means the two photons are completely
distinguishable in at least one other domain). The coincidence probability in the context of the
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polarisation degree of freedom is then
Pc =
1
2
(
1 − α
[
cos2
θ1
2
cos2
θ2
2
+ sin2
θ1
2
sin2
θ2
2
+ 2 cos
θ1
2
cos
θ2
2
sin
θ1
2
sin
θ2
2
cos(φ1 − φ2)
] )
,
(4)
where θ1, φ1 and θ2, φ2 are the angles associated with the Poincaré spheres for the respective
photons. For the case that the two photons are linearly polarised (φ1 = φ2 = 0), and once we set
θ2 = 0 the coincidence probability simplifies to
Pc =
1
2
(
1 − α cos2 θ1
2
)
. (5)
The inset of Fig. 1 shows how the coincidence probability changes as a function of the linear
polarisation state of one of the photons.
Fig. 1. Schematic of experiment. A 405 nm laser pumps a 3 mm BBO type I crystal to
produce pairs of downconverted photons. We use a 3 nm bandpass filter to spectrally filter
the detected modes. The two photons each pass through a half-wave plate to control their
polarisation states. The photons are incident on a beam splitter, and then single-mode fibres.
Single-photon detectors and coincidence logic records the rate of the single channel and
coincidence events. The inset shows the predicted coincidence counts and associated Fisher
information as a function of the linear polarisation angle of one of the photons.
In any realistic experiment, there is always loss, which we capture with a loss rate γ. Loss
can come from, for example, imperfect coupling efficiency or non-unity detector efficiency. For
each incoming photon pair, there are three possible outcomes: both detectors click P2, one of
detectors clicks P1, and no detectors click P0. These probabilities are related to the coincidence
probability Pc and the probability that two photons bunch together, Pb = 1 − Pc, as follows [17]:
©­­­­«
P0
P1
P2
ª®®®®¬
=
©­­­­«
γ2 γ2
2γ(1 − γ) 1 − γ2
1 − 2γ(1 − γ) − γ2 0
ª®®®®¬
©­«
Pc
Pb
ª®¬ =
©­­­­«
γ2
(1 − γ2) − (1 − γ)2Pc
(1 − γ)2Pc
ª®®®®¬
. (6)
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2.3. Fisher information
As in the discussion above, we consider two photons in polarisation states |ψa〉 and |ψb〉 that
are incident on the orthogonal inputs modes of a 50:50 beam splitter, and with two detectors
placed after the beam splitter, one in each orthogonal output mode. The events that we can
observe are that one or two detectors click; and the probabilities of these events depend on the
parameters θ1, θ2, φ1, and φ2, as well as the visibility α and loss rate γ. We therefore look at the
Fisher information of P(1|θ1, θ2, φ1, φ2,α, γ) and P(2|θ1, θ2, φ1, φ2,α, γ) in order to maximise
the information gained from the measurements.
In our experiment, we choose to measure the difference in linear polarisation state of two
photons. As stated above, this allows us to set φ1 = φ2 = 0. Under this condition, it is
straightforward to show that the Fisher information depends only on θ1 − θ2 = ∆θ. For simplicity,
we fix one photon state by setting θ2 = 0 and change only θ1. Furthermore, it is from now on
convenient to define θ ′ as the angle half way between two the polarisation states, i.e. θ ′ = θ12 .
Therefore, we need to consider only the Fisher information with regards to θ ′, α and γ.
Let ®A be the vector formed by these parameters [θ ′,α, γ] and k be the number of detectors that
click. The elements of the Fisher information matrix are then given by
Fi,j(®A) =
∑
k=0,1,2
P(k| ®A)
(
∂
∂Ai
logP(k| ®A)
) (
∂
∂Aj
logP(k| ®A)
)
, (7)
and the resulting matrix evaluates to
F = κ

sin2 (2θ ′) − (sin (2θ ′) cos2 θ ′) /α −αχ sin (2θ ′)
− (sin (2θ ′) cos2 θ ′) /α (cos4 θ ′) /α2 χ cos2 θ ′
−αχ sin (2θ ′) χ cos2 θ ′ 4χ/(1 − γ)2

,
with κ =
(1 − γ)2(1 + γ)α2
(1 − α cos2 θ ′)(1 + 3γ + (1 − γ)α cos2 θ ′) ,
and χ =
[
2
(
1 − α cos2 θ ′
)]
/
[
α2
(
1 − γ2
)]
.
(8)
As we are interested in measuring the polarisation angle θ ′, we will mostly concern ourselves
with the Fisher information related to θ ′. This is given by
F1,1 =
(1 − γ)2(1 + γ)α2 sin2 (2θ ′)
(1 − α cos2 θ ′)(1 + 3γ + (1 − γ)α cos2 θ ′) . (9)
Instead of performing multiparameter estimation, we will here treat γ and α as calibration
parameters which are to be determined in an experimental pre-stage, similarly to [17]. In this
calibration process we assign estimated values to γ and α according to
γ =
N1 − N2
N1 + 3N2

θ′=±pi/2
,
α = 1 − min(N2)
max(N2) ,
(10)
where N1 and N2 are the observed detector rates that one detector or two detectors click,
respectively. The definition of α is straightforward, and γ is determined by the ratio between P2
and P1 outside of the dip, i.e. for a polarisation angle difference pi/2.
We note that imprecision or uncertainty in these calibration parameters imposes a lower bound
on the variance of θ ′ (which will be necessarily higher than that given by the inverse of Eq. (9)
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times N). More specifically, the calibration parameters and θ ′ are related through the covariances
cov(Ai,Aj) ≥
(F)−1i,j
N
, (11)
where Ai is the ith component of the vector ®A = [θ ′,α, γ], and F−1 is the inverse of Eq. (8).
We note that the Fisher information matrix in Eq. (8) is singular, signifying that there exists a
parameter combination which does not alter the coincidence rate to linear order. In particular,
®V = [1/(2α), tan θ ′, 0] (12)
is an eigenvector of F with zero eigenvalue. Therefore, it is possible to alter the visibility α and
the polarisation angle θ ′ simultaneously in such a way that the coincidence rate is unaltered, i.e.
they exactly counter-balance their influence on P2. Extra care must thus be taken when estimating
the visibility α, as the uncertainly in α may thus have a large impact on the estimate of θ ′.
With this in mind, let us now form a non-singular Fisher information matrix by restricting
®A = [θ ′, γ] in the calculation of F in Eq. (7). From this we can see that the uncertainty in γ has a
more limited impact, and it can be shown that the correlation between those two parameters is
|corr(θ ′, γ)| =
cov(θ ′, γ)/√σ2θ′σ2γ  ≤ F−1θ′γ/√F−1θ′θ′F−1γγ  ≤ 0.153(α = 0.79, γ = 0.91). We
find that this quantity is less than 0.153 for any θ ′ other than pi/2. Finally, as a part of the
estimation procedure, we estimate the number of photons without loss using
N =
N1 + N2
1 − γ2 (13)
when calculating the variance for θ ′ according to Eq. (1).
Detector dark counts and after pulsing can result in ‘false’ coincidences: the most likely event
is a dark count coalescing with a genuine photon detection in the other detector. This leads to a
constant rate of coincidences that is independent of the polarisation, thus reducing the achievable
visibility and Fisher information. This is automatically included in our extracted visibility, and we
do not account for it separately. In our experiment, significantly fewer than 1 % of coincidences
arise in this way, and this is not a limiting factor to the attainable precision.
2.4. Maximum likelihood estimation
In the experiment, we observe detector rates N1 and N2, which are proportional to P1 and
P2 respectively. N0, N1 and N2 are the number of times that no detectors click, one detector
clicks and two detectors click, respectively. The probability of observing these outcomes is
P(N0,N1,N2 |θ ′,α, γ) = PN00 PN11 PN22 , which yields the likelihood function L(θ ′,α, γ |N0,N1,N2).
In order to estimate θ ′, we use the maximum of the log-likelihood function. The estimator is
found by solving ∂θ′(logL) = 0 for θ ′, which implies the condition N1P2 = N2P1. This in turn
yields
θ˜ ′ = ± arccos
©­­­«
√√
N1 − N2
(
1+3γ
1−γ
)
α (N1 + N2)
ª®®®¬ . (14)
In practice, the estimator can yield complex values in a noisy setup. In order to ensure that the
estimator yields only real values, we limit the minimum and maximum polarisation angles to
be − pi2 and pi2 respectively, and also map complex angles to real angles through two sequential
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mappings which keep ‘allowed’ values untouched but modify estimates that are out of range:
θ˜ ′MAP =

θ˜ ′, if N1 − N2
(
1+3γ
1−γ
)
≥ 0
± pi2 , if N1 − N2
(
1+3γ
1−γ
)
<0
, (15)
θ˜ ′MAP =

θ˜ ′, if
√
N1−N2
(
1+3γ
1−γ
)
α(N1+N2) ⊂ [−1, 1]
0, if
√
N1−N2
(
1+3γ
1−γ
)
α(N1+N2) 1 [−1, 1]
. (16)
2.5. Allan variance
The Allan variance is a mathematical tool to estimate noise in the system in a signal having drift
where the standard deviation does not converge [19]. The Allan variance considers the difference
in consecutive data points, thereby reducing the effect of the drift on the noise estimate. The
Allan variance is here given by
(σAlθ′ (τ))2 =
1
2
〈(θ¯ ′n+1 − θ¯ ′n)2〉, (17)
where τ is the observation period and θ¯ ′n is the average of θ ′ in the n-th observation period τ. In
our experiment, we use the Allan deviation σAlθ′ (τ) =
√
(σAlθ′ (τ))2 to mitigate against the effect of
drift in estimated polarisation angle ∆θ˜ ′.
In the case that there is only white noise and no long-term drift, the Allan deviation is equal
to the standard deviation. To see this, suppose that Θ(n) is the drift in the system, where the n
denotes the nth measurement. We can then separate the contributions to the estimate of θ ′ into
the drift [Θ(n)] and the remainder (ξn), such that θ ′n = ξn + Θ(n). In the experiment, the drift
Θ(n) is a monotonically increasing function of n, and is approximately linear. Thus we can define
Θ(n + 1) − Θ(n) = ∆Θ. Now the standard deviation of θ ′ is simply square root of the addition of
two variances, i.e.
σθ′ =
√
σ2ξ + σ
2
Θ
(18)
On the other hand, using the Allan deviation from Eq. (19), we have
σAlθ′ =
√
1
2
〈(θ ′n+1 − θ ′n)2〉 =
√
1
2
〈(ξn+1 − ξn + ∆Θ)2〉
=
√
1
2
(2〈ξ2〉 − 2〈ξ〉2 + ∆Θ2) =
√
σ2ξ +
∆Θ2
2
,
(19)
where the second line follows from the independence of ξn and ξn+1. Now the standard deviation
in Eq. (18) increases with the number of measurements N, as the drift is approximately linear
and consequently σΘ increases. However, since ∆Θ is constant in time and is independent of the
number of measurements, we find that the Allan deviation in Eq. (19) does not suffer from this.
3. Experimental setup and methods
A continuous wave 405-nm laser (Coherent OBIS) is used to pump a 3 mm thick BBO type
I crystal. Pump photons generate pairs of signal and idler through spontaneous parametric
down-conversion (SPDC). In order to achieve high visibility of the HOM interference, we use 3
nm filter to spectrally filter the photons in the frequency domain. The two photons are spatially
separated by a prism placed in the far-field of the crystal. We use a 150 mm lens placed 150 mm
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from the crystal, and the prism is placed 150 mm from the lens. The polarisation state of the
photons are controlled with half-wave plates. One of the optical paths has a translation stage to
match the time domain of two photons and a motorized rotation mount to control the angle of
the half-wave plate. The two paths are then incident on non-polarising 50:50 beam splitter, and
the two output modes are coupled into single-mode fibres using 15 mm lenses. The fibres are
connected to single-photon avalanche detectors (SPAD), and coincidence detection is performed
with a TimeHarp 260 counting board with a 1 ns coincidence window. See Fig. 1 for a schematic
of the experimental setup. For our experiment, we find the values of N,N1, and N2 are of order
120, 20, and 1.3 kcps, respectively. The dark-count rates of the two detectors were measured to be
1 and 1.5 kcps. Together with our coincidence gate, this corresponds to an accidental coincidence
rate of ≈ 1 cps.
4. Results
The first stage of our procedure is to calibrate the system to establish α and γ. We maximize
the Fisher information by maximising the visibility of the HOM dip. In this experiment, we
achieve a maximum visibility of α = 0.79 and γ = 0.91, and this sets the angle of maximal
Fisher information to be around ±34 degrees, see Fig. 2. The Fisher information also depends on
the angle of the two polarisation states, θ ′, so we use the angle that provides the highest Fisher
information. Figure 2 shows data for the measured coincidence counts and corresponding Fisher
information as a function of the polarisation angle θ ′. As can be seen from the data, the angle at
Fig. 2. Normalised coincidences and inverse variance of the estimator θ˜ ′1 compared with
the predicted Fisher information. (Top left) α = 0.55 and γ = 0.91; (Top right) α = 0.69
and γ = 0.90; (Bottom left) α = 0.79 and γ = 0.91; (Bottom right) theoretical predictions
associated with α = 1 and γ = 0.945. This data shows no dip at 0◦ as α = 1. The polarisation
angle associated with the maximal Fisher information changes according to the parameters α
and γ. For α = 0.79 and γ = 0.91, θ ′MF = ±34 deg. The coincidence counts are normalised
so that the maximum count is equal to one, and no background subtraction is applied.
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which we observe the maximum Fisher information depends on the visibility of the coincidence
curve and losses.
We attribute the main contribution to the imperfect α to the mode mismatch at the free-space
HOM beam-splitter. Higher visibilities could be easily achieved with fibre beam-splitters as e.g.
in Ref. [17], but this would introduce an unknown polarisation state at the point of the HOM
Fig. 3. (Top) Estimators at the maximum Fisher information angle θ ′MF and at θ
′
MF + ∆θ
′.
(Bottom) The estimated ∆θ˜ ′, which calculated from the values above. The long-term drift
can be mitigated by using the difference approach.
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interference. The reduction in γ from unity is due to a combination of the detector efficiencies
(≈ 65% at 810 nm) and coupling efficiencies.
The data in Fig. 2 is the inverse of the variance of the estimator multiplied with expected
number of photon pairs N, and this is compared with the predicted Fisher information. As the
inverse of the variance agrees well with the predicted Fisher information, this means that we
saturate the Cramér-Rao bound. Overall, the inverse variance shows a good fit with theory,
however, angles near zero and ±90 degrees show slightly lower variance than expected. This is
because of the symmetry of the HOM dip. The estimator is only able to give the magnitude of
polarisation angles but not their signs and the polarisation angle is limited from 0 to 90 degrees.
As a result, angles near zero and 90 degrees have a lower inverse variance than the predicted.
Nevertheless, this does not effect the high resolution measurement as that is done at the maximum
Fisher information angle where the inverse variance agrees with the predicted Fisher information.
In the reality, this experiment is subject to drift. Any drift effects both α and γ, and the source
of this comes mainly from the temperature fluctuations in the lab and long-term stability of
the equipment. These are of order ±0.1◦C over a 20 minute period but significant enough to
influence the measurements. Even though α and γ are subject to small changes over the course
of the experiment, our measurement protocol mitigates the effect of this, as we explain in the
following.
Our procedure is to first rotate the half-wave plate to the position with the highest Fisher
information and acquire data for one second. This provides an estimate of θ ′MF. We then rotate
the half-wave plate by a small angle ∆θ ′ so that the angle between to polarisation states is
θ ′MF + ∆θ
′. The new angle is estimated by acquiring data for one second, and the change in angle
∆θ˜ ′ is calculated as the difference between the two measurements. Including the time for the
Fig. 4. Standard and Allan deviations of the estimator for various sample sizes. (Top) The
deviation of the estimated θ ′MF + ∆θ
′. (Bottom) The deviation of the estimated ∆θ ′.
Research Article Vol. 28, No. 2 / 20 January 2020 /Optics Express 2219
motorized rotation stage to change, it takes about four to five seconds to complete one round of
measurement. The frequency of switching between two angles is much faster than the frequency
of the drift, and this protocol is repeated many times to achieve the highest precision.
Figure 3 shows a typical data set of the measurements over a 15 hour period. As can be seen,
the effects of drift are significantly reduced in the estimated value of ∆θ˜ ′. Figure 4 shows the
Allan deviation and the standard deviation. The close agreement between the two shows that the
effects of drift in the system have been mitigated by the measurement protocol. Both standard
and Allan deviations decrease to about 0.01 degrees when sample size is about 103. Fig. 5 shows
that the standard deviation of the most precise measurement is 0.01 degrees, which corresponds
to 0.6 arcminutes. The fact that the difference between the two measured angles remains constant
throughout the experiment is evidence that our procedure is not sensitive to any changes in α or
γ, see the second panel of Fig. 3 and the bottom panel in Fig. 4.
Fig. 5. The actual change to the polarisation state ∆θ ′ vs. the estimator ∆θ˜ ′. These data
are plotted on a log-log scale. We see an accurate measurement of ∆θ ′ over the range 0.01
degree to 1 degree.
5. Discussion and conclusion
By combining the concepts of Fisher information and maximum-likelihood estimation, we
provide a statically accurate and robust framework in which to measure the polarisation state of
light in the context of Hong-Ou-Mandel interference. We provide the full Fisher information
matrix for the polarisation state of the two input photons, and we show that using this method,
changes to the linear polarisation state of one of the photons can be established to approximately
±0.01 degrees. By using maximum likelihood estimation, we have an estimator that saturates the
Cramér-Rao bound. This is confirmed as the inverse variance of the estimator agrees well with
the Fisher information predicted by our theory.
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The precision that we achieve is of order 105 times lower than the FWHM of the width of the
HOM dip, which is equal to 90 degrees. This is the same precision relative to the dip width that
was achieved in Ref. [17]. In that work, a 10 nm filter was used, providing a dip width in the
spatial degree of freedom of ≈ 64µm. The precision on the displacements was measured to be
of order a few nanometers, giving around a 105 times improvement. The consistency between
these two results indicates at the need for HOM dips with very narrow widths if more precise
measurements are to be achieved.
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