Strengthening a theorem of Hjorth this paper gives a new characterization of which Polish groups admit compatible complete left invariant metrics. As a corollary it is proved that any Polish group without a complete left invariant metric has a continuous action on a Polish space whose associated orbit equivalence relation is not essentially countable.
Introduction
The main theorem of this paper characterizes when a Polish group has a complete left invariant metric compatible with it's Polish topology:
Theorem 1.1 Suppose that G is a Polish group. Then the following are equivalent:
• G has a complete left invariant metric
• For any Polish space X which is a Polish G-space under some action µ : G × X → X, and any transitive M |= ZFC such that X, G, µ ∈ M , if (P, p,σ) ∈ M is such that P is a partially ordered set, p ∈ P,σ is a P-name, and:
then there is some x ∈ X M such that:
where H denotes a P-generic over M , H l × H r denotes a P × P-generic over M , and E X G denotes the orbit equivalence relation associated with µ.
Note that customarily G is used to denote a group when discussing groups, and G is used to denote a generic when discussing forcing. This could lead to some confusion so in this paper G will always denote a group, and H will always denote a generic.
In [3] Greg Hjorth proved the forward direction of Theorem 1.1: Theorem 1.2 [Hjorth] Suppose that M |= ZF + DC, M is transitive, and X is a Polish Gspace under the action µ. Suppose that X, G, µ ∈ M . Suppose that there is a complete left invariant metric compatible with the Polish topology for G. Then if (P, p,σ) ∈ M is such that P is a partially ordered set, p ∈ P,σ is a P-name, and:
G without mentioning which specific "version" we intend. If it is not clear, we will use X N ,
N to indicate we are working with the "version" in N . Certainly when we say that "X is a Polish space in M " we are abbreviating the statement "X ∈ M and (X is Polish) M ".
The approach to proving Theorem 1.1 is to isolate the correct analogy with the following theorem of Su Gao, which is proved in [8] : Theorem 1.5 [Gao] Let N be a countable model in a countable language L. The following are equivalent:
There is no compatible complete left invariant metric for the Polish group Aut(N).

There is an Lω 1 ,ω -elementary embedding j from N into N which is not onto and is a limit of elements of Aut(N)
3. There is an uncountable model of ϕ N , the Scott sentence of N .
We will develop our proof along the lines of (1) implies (2) and (2) implies (3) of the above. The analogy for (1) implies (2) is encapsulated in the following claim:
Claim 1.6 Suppose that G is a Polish group with no compatible complete left invariant metric. Fix d, a left invariant metric for G, and let X be the Cauchy completion of G in this metric. There is a natural Polish action of G on X by isometries such that there is:
ρ : X −→ X distance preserving and not onto which is a limit of isometries given by the action of G.
Suppose we fix a countable model N and let ϕ N be its Scott sentence. Suppose that M is a uncountable model of ϕ N . Satisfaction for L ω 1 ,ω is absolute between transitive models of ZF so that in any generic extension in which M becomes countable we find that M is isomorphic to N . Using the conclusion of Claim 1.6 we are able to prove the following claim analogous to (2) implies (3) 
In V we will be able to find a countable sequence of Lipschitz functions, with Lipschitz constant 1, from X ω 1 to [0, 1] which code the nonseparability of X ω 1 . Using that in any generic extension in which |ω
) we will be able to give a Coll(ω, ω1)-name for a corresponding sequence of Lipschitz functions on X. It will be easy to see then that under the natural action of G on sequences of Lipschitz functions from X to [0, 1] there cannot be a representative of the equivalence class (under orbit equivalence) for the interpretation ofσ in V, but that any two different generic extensions generate equivalent interpretationsσ.
Given the above analogy the reader may find that an understanding of the proof of Theorem 1.5 in [8] is helpful for the reading of this paper.
The Proof
Without loss of generality we can assume that any metric in the following discussion is bounded by 1.
Greg Hjorth showed in [3] that if G has a complete left invariant metric then the 2nd condition of Theorem 1.1 holds, so that we only need to prove the other direction. We will show that if G does not have a complete left invariant metric then for some M and some (P, p, σ) ∈ M the 2nd condition fails.
Suppose G is a Polish group but does not possess a complete left invariant metric. G does possess a left invariant metric d compatible with it's Polish topology so we may consider the Cauchy completion X of (G, d). We may view X as equivalence classes of Cauchy sequences from G and obtain an induced metric by considering representatives g i , h i for two equivalence classes:d
This makes X Polish. Note thatd G = d. In the future we will refer to this extension of d also as d.
Consider the map from G × X to X:
where xi is a representative of the equivalence class corresponding to x. This map is an action of G on X.
Fact 2.1 The above gives a well defined continuous action of G on X.
Proof By a Theorem 9.14 in [6] in order to prove continuity it is enough to see that the action is separately continuous as a map from G × X to X. This is easy to show, as is showing that the map is well defined. 2
Fact 2.2 This action of G on X is "by isometries". That is for any fixed
Proof Let g ∈ G. For x, y ∈ X with xi and yi representatives for x and y:
At times we may have distinct G-spaces with nonempty intersection. In the case that there could be some confusion about which action is being applied we will use g Y · y to denote the G-action for Y by g ∈ G on an element y ∈ Y . We will never have more than one action defined for a specific space.
Let Iso(X) and DP(X) denote the space of isometries and distance preserving functions on X respectively. Using the above we may view G as contained in Iso(X) (and in turn DP(X)) via the map g → πg where we define πg by:
Let {q i } i≥1 enumerate a dense subset of G (and hence of X). We may equip DP(X) with the metric:d
Any two distinct metrics obtained by applying the above definition to different countable dense subsets yield equivalent metrics. The topology given by any such metric is just the topology where for any q0, . . . , qn ∈ X <ω , any ε > 0, and any g ∈ DP(X):
is a basic open set. Proof This follows easily from the definition ofd, the nature of basic open neighborhoods mentioned above, the fact that the action of G on G is left multiplication, and that multiplication on G is continuous. 2
The following metric on Iso(X) gives it a Polish Group topology in which it's obvious action on X is Polish:
2 )] Iso(X) is complete in this metric. The connection between G and X is deeper than suggested by Fact 2.5:
It is clear that ρ ∈ DP(X) and that g i converges to ρ in the topology of DP(X). Therefore
Proof Any subgroup of Polish group which is Polish in the inherited topology is closed in the larger group. Since the topologies of both Iso(X) and G are just those inherited from DP(X),
In order to show that (2) of Theorem 1.5 implies (3) Gao employed the following approach. Suppose that N and j satisfy case (2) of the theorem. Then j N is a proper submodel of N and by hypothesis the models are L ω,ω 1 elementarily equivalent. Rename these models as N = N 1 and j N = N0. By analogy with N0 and N1 there is some N2 N1 with N2 ∼ = N1 and
We can continue in this way to obtain an L ω,ω 1 -elementary chain:
The theorem on elementary chains holds true for L ω,ω 1 so automatically N ω = n∈ω N n is elementarily equivalent to N 0 . Hence we may apply Scott's Theorem to get N 0 ∼ = N ω . This allows us to continue this process through the countable ordinals (Scott's Theorem only applies to countable models) so that we get a sequence N α α∈ω 1 such that:
Finally, if we let N ω 1 = α<ω 1 N α then N ω 1 is uncountable, and since it is the limit of an Lω,ω 1 -elementary chain, it models ϕ N . In order to obtain X ω 1 we will proceed in a similar fashion. Fix ρ ∈ G\G. Since ρ is distance preserving then we may view ρ as giving an isomorphism between X and ρ X. If we then identify X with ρ X we can obtain X X with an extension of the metric on X such that there is some:
ρ : X ∼ = X that, in the "natural" action of G by isometries on X , is a limit of actions by G. Since X is isomorphic to X we may repeat this process to obtain X such that X X X each isomorphic to each other. We may continue this process so that we end up with:
. If we take X ω = i∈ω X (i) we may find that we have a metric space which is not complete, so that any hope of isomorphism with X, a complete space, is lost. However, should we wisely take Xω to be the Cauchy completion of i∈ω X (i) , our reward will be to discover that X ω ∼ = X. This allows us, like with the countable models, to build Xα ∼ = X for each α < ω1, and eventually Xω 1 . Xω 1 turns out to be non-separable and, if we carefully drag along the relationships between different levels of our construction, then in any generic extension in which ω V 1 becomes countable we will be able to see that
It will be helpful to formalize a certain property.
Definition Let (Y, d ) and (Z, d ) be Polish spaces, a a Polish action of G on Y , b a Polish action of G on Z, and functions π and φ. We will say that property P holds of (
and for all g ∈ G and z ∈ Z:
5. The map π −1 is a limit of isometries given by the action b of G on Z.
The reader should keep in mind the slogan for the above definition is "Z is isomorphic to X and Y sits in Z in an analogous way to the image of some limit of isometries sitting in X". All other aspects of the definition are either made in order to make implicit assumptions explicit, or for later convenience.
For our purposes the objects d , d , a, b, and (sometimes) φ will all be clear from context and therefore we will abbreviate P(
It is an obvious consequence of the definition that if P (Y, Z, π) then for any g ∈ G, y ∈ Y , and z ∈ Z:
For convenience fo5r any set Y we will think of Y <ω as not containing the empty sequence. Given a metric d on a metric space Y we may extend the metric to Y <ω by defining for
and we can extend the action of G by having G act pointwise on vectors. In the same way we can extend any function from Y to S to a function from Y <ω to S <ω by applying the function pointwise. We will use such extensions without mention or distinction.
We will frequently use the following claim:
Claim 2.8 Suppose that P(Y, Z, π) holds with the exception of condition 5. The following are equivalent:
• Condition 5 of the definition of P(Y, Z, π).
• For any y ∈ Y <ω and any ε > 0 there is
• For any z ∈ Z <ω and any ε > 0 there is
Proof The equivalence of the first and third statements is an easy consequence of the fact that the sets of form:
for fixed z ∈ Z, g ∈ DP(Z) and ε > 0 form a basis for DP(Z), and that P(Y, Z, π). Let's prove that the last condition implies the second. Suppose we are given arbitrary y ∈ Y <ω and ε > 0. Let z = π( y). Let g ∈ G be such that:
Then, using our assumption on z:
The other direction of the proof is similar. 2
We are going to prove the following proposition:
There is Xα | α ∈ ω1 an increasing sequence of sets, a metric d on
Finally let X ω 1 be the Cauchy completion of α<ω 1 X α . X ω 1 is not separable. Furthermore, in any generic extension in which ω1 is countable we will have that Xω 1 is isomorphic to X.
It is important that we explicitly mention that property P holds between any two levels, so that when we reach a generic extension in which ω V 1 is countable we have the necessary information available to prove that Xω 1 is isomorphic to X, and so that we will be able to apply Claim 2.13.
We will first prove a series of claims. The first of these is to show that if we have an isomorphic copy of X we can always extend this copy in way that is analogous to the way that X extends ρ X for some ρ ∈ G\G. This is intuitively true, and the following claim only seeks to show specifically how to do it.
For the rest of this discussion fix ρ ∈ G\G.
Claim 2.10 Suppose that (X, d) ∼ = (Y, d ). Then there is Y Y and a natural extension of d (which we continue to call d ) to Y , a map π : (Y, d ) ∼ = (Y , d ), and actions of G on Y and Y such that P(Y, Y , π).
Y such that |Y \Y | = |X\ρ X| and let ϕ : X\ρ X → Y \Y be a bijection witnessing this fact. Define φ : X → Y by:
Define the G-action at Y and Y by:
These definitions force these actions to commute through π. Finally, in order to see that π −1 is a limit of isometries given by G, note that:
and ρ is a limit of isometries given by the action of G on X.
So P(Y, Y , π). 2
We need another claim to have effectively finished the successor stage of our construction.
Claim 2.11 Suppose that
P(Y 0 , Y 1 , π 1 , φ) and P(Y 1 , Y 2 , π 2 , π 1 • φ). Then P(Y 0 , Y 2 , π 2 • π 1 , φ).
Proof It is clear by inspection that all conditions of the definition of P(Y
is a limit of isometries given by the action of G on Y 2 . Let y ∈ Y <ω 0 and ε > 0. By P(Y0, Y1, π1, φ) let g ∈ G be such that:
Using the triangle inequality, and commutativity of the G-action and π 1 , we can see that hg ∈ G is as desired:
Some readers will note that, although we have not done so explicitly, we have finished the successor case. The remaining claim builds the machinery for the limit case.
The limit case is basically done via a back and forth argument. Then we will define the map π0,ω by:
It is easy to see that this will be a well defined distance preserving map. We must see that it is onto. Since the map is distance preserving it is enough to see that the image includes all of {v i } i∈ω . Fix some v i . Since {s −1 n (v i )} n≥i forms a Cauchy sequence let y ∈ Y 0 be it's limit. {sn(y)}n∈ω forms a Cauchy sequence converging to π0,ω(y). Let ε > 0. Fix N such that for n ≥ N we have both d (s n (y), π 0,ω (y)) < ε/2 and d (s
Each si will take the form:
for y ∈ Y 0 and some fixed g i , g i−1 , . . . , g 0 ∈ G. Let s0 = idY 0 and g0 = e. Suppose that for i ≤ n we have defined si and gi. Define sn+1 and g n+1 as follows. Using P(Y n , Y n+1 , π n,n+1 ) pick g n+1 ∈ G such that for j ≤ n + 1:
Having chosen such a gn+1 we define for all y ∈ Y0:
First we should check that the necessary sequences are Cauchy. It is enough to see that for any n and j ≤ n:
The first follows immediately from noting from the definition of s n+1 and selection of g n+1 :
For the second note that for j ≤ n + 1:
so that by applying s
n+1 to both sides of our second condition for selecting g n+1 we obtain:
We must show that P(Yn, Yω, πn,ω) holds for every n. All conditions of the definition are true by inspection except for condition 5 
Note also that:
Now fix some h ∈ G such that:
By acting on both sides by (gN . . . g0) −1 we obtain:
N h gives the necessary element of G. 2 Claims 2.10, 2.11, and 2.12 give us the tools to prove Proposition 2.9:
Proof We proceed by transfinite induction. Let X0 be a set, disjoint from X, of the same cardinality as X. Pick a bijection φ : X → X 0 and equip X 0 with a metric via:
for y, z ∈ X 0 . This completes the base case. Suppose that the construction is complete up to and including stage α, that is we have an increasing sequence of sets Xγ | γ ≤ α , and for all γ1 < γ2 ≤ α maps πγ 1 ,γ 2 : Xγ 1 → Xγ 2 such that:
By Claim 2.10 we may find X α+1 X α and a map π α,α+1 : X α → X α+1 such that P(X α , X α+1 , π α,α+1 , π 0,α • φ). Furthermore, since for each γ < α we have P(X γ , X α , π γ,α , π 0,γ • φ), then by Claim 2.11 we have P (Xγ, Xα+1, πγ,α+1) . This completes the successor case.
Suppose now that the construction is complete up to (but not including) some limit ordinal β, that is we have an increasing sequence of sets Xα | α < β , and for all γ1 < γ2 < β we have maps π γ 1 ,γ 2 : X γ 1 → X γ 2 such that:
Pick a strictly increasing sequence of ordinals 0 = α0 < α1 < . . . which is cofinal in β. Consider the increasing sequence of sets X αn n∈ω . These sets, together with the maps π αn,αm for each n < m, meet the conditions of Claim 2.12. Therefore, if we take X β to be the Cauchy completion of n∈ω X α n = α<β X α then we will have for each n maps π αn,β such that P(X αn , X β , π α n ,β , π 0,αn • φ). If γ < β then by picking n large enough that α n > γ we have P(Xγ, Xα n , πγ,α n , π0,γ • φ), and so by Claim 2.11 we obtain P(Xγ, X β , π αn,β • πγ,α n , π0,γ • φ). If we then naturally define π γ,β = π α n ,β • π γ,αn (which does not depend on n) we achieve P(Xγ, X β , π γ,β , π0,γ • φ) for any γ < β.
Finally suppose that we define X ω V Xα. But, by the uncountable cofinality of ω1, S would be contained in some X α for α < ω
We need one more claim in order to prove Theorem 1.1. We need to know that any two distinct isomorphisms arising from Claim 2.12 cannot differ too badly, or else we might end up with wildly different isomorphisms of X ω V 1 in distinct generic extensions.
Claim 2.13 Suppose that β < ω 1 is a limit ordinal. Suppose that 0 = α 0 < α 1 < . . . and 0 = γ 0 < γ 1 < . . . are two different sequences of ordinals cofinal in β. We can apply Claim 2.12 to either Xα n n∈ω or Xγ n n∈ω obtaining isomorphisms with X β . Let π be the isomorphism arising from X αn n∈ω and θ the isomorphism arising from X γn n∈ω . There is some g ∈ G such that for y ∈ X0:
So it is enough to show that π −1 • θ is a limit of isometries induced by the action of G, since G is closed in Iso(X).
Let y ∈ X <ω 0 and let ε > 0 be fixed. We need g ∈ G such that:
Let s n : X 0 → X αn be the sequence of maps from Claim 2.12 converging to π, and g n the corresponding group elements. Let tn : X0 → Xγ n be the sequence converging to θ and hn the corresponding group elements. Let m be such that:
Pick n such that X αn ⊇ X γm and:
This step is valid because once defined {s −1 n ( q)} forms a Cauchy sequence converging to π −1 ( q). Lastly pick a ∈ G, using P(X γm , X αn , π γm,αn ), so that:
The desired group element will be b
By choice the second term is less than ε/3. For the third term note that
Note that:
In M we may define, for each j such that φ 0 O j = {0}, a real q j ∈ 2 ω by:
Then by the definition of the q j sequence we have:
Thus {qj}j∈ω ⊇ {rα} α<ω M
1
. Both these sets exist in M and the latter is uncountable, while the former is countable, which is a contradiction.
2
In order to prove Theorem 1.3 we need a certain fact concerning countable Borel equivalence relations. Let F 2 denote the free group on two elements. Consider the space:
We can define an action of F2 on 2 F 2 via:
where g, h ∈ F 2 and f ∈ 2 F 2 . 2 F 2 can be made Polish by identifying it with 2 ω and so this action gives an associated orbit equivalence relation E∞ which is Borel. It was proved in [2] that E∞ is "universal" for countable Borel equivalence relations in the following sense: 
Let P = Coll(ω, ω V 1 ) and let H l × Hr be V-generic for P × P. We may identify θ with some Borel codeθ. "θ codes a Borel reduction" is an absolute fact since it requires only that we say:
which is Σ 1 2 , and thatθ codes a function, which is also absolute. Now letσ be the P-name from the previous theorem. Considerσ [H l ]. This is a new element of X and it must have some corresponding point in 2 [Hr] . In fact this is forced by the top condition:
We can then apply the following fact:
Fact 2.17 Let P be a partial order. Then ifσ is a P-name such that for some (p, q) ∈ P × P:
then in fact there is A ∈ V so that:
Proof This can be proven by induction on the "rank over V". 
