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Abstract
A two-point boundary value problem whose highest-order term is a Caputo fractional
derivative of order δ ∈ (1, 2) is considered. Al-Refai’s comparison principle is improved and
modified to fit our problem. Sharp a priori bounds on derivatives of the solution u of the
boundary value problem are established, showing that u′′(x) may be unbounded at the in-
terval endpoint x = 0. These bounds and a discrete comparison principle are used to prove
pointwise convergence of a finite difference method for the problem, where the convective
term is discretized using simple upwinding to yield stability on coarse meshes for all values
of δ. Numerical results are presented to illustrate the performance of the method. Frac-
tional differential equation; Caputo fractional derivative; boundary value problem; derivative
bounds; finite difference method; convergence proof.
1 Introduction
Fractional derivatives are used in an ever-widening range of models of physical processes, and as
a consequence the last decade has seen an explosive growth in the number of numerical analysis
papers examining differential equations with fractional-order derivatives (see the references in
Machado et al., 2011). While the analysis of some of these papers (e.g., Mustapha and McLean,
2012; Pedas and Tamme, 2012) takes account of the possibly singular behaviour of solutions near
some domain boundaries, most fractional-derivative numerical analysis papers work only with
very special cases by assuming (explicitly or implicitly) that the solutions they approximate are
smooth on the closure of the domain where the problem is posed. In particular, we know of no
paper where a finite difference method for a fractional-derivative boundary value problem posed
on a bounded domain is analysed rigorously under reasonably general and realistic hypotheses
on the behaviour of the solution near the boundaries of that domain. In the present paper we
provide the first such rigorous analysis.
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Nacional de I+D+i 2008-2011), project MEC/FEDER MTM 2010-16917 and the Diputacio´n General de Arago´n.
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Even though we deal with the one-dimensional case—a two-point boundary value problem—
the analysis is nevertheless lengthy and requires the development of various techniques that do
not appear in the context of “classical” problems (i.e., problems with integer-order derivatives).
Let n ∈ R satisfy m − 1 < n < m for some positive integer m. The Riemann-Liouville
fractional derivative Dn is defined by
Dng(x) =
(
d
dx
)m [ 1
Γ(m− n)
∫ x
t=0
(x− t)m−n−1g(t) dt
]
for 0 < x ≤ 1
for all functions g such that Dng(x) exists. Our interest centres on the Caputo fractional
derivative Dn∗ , which is defined (Diethelm, 2010, Definition 3.2) in terms of D
n by
Dn∗ g = D
n[g − Tm−1[g; 0]], (1.1)
where Tm−1[g; 0] denotes the Taylor polynomial of degree m − 1 of the function g expanded
around x = 0. If g ∈ Cm−1[0, 1] and g(m−1) is absolutely continuous on [0, 1], then (Diethelm,
2010, Theorem 3.1) one also has the equivalent formulation
Dn∗ g(x) :=
1
Γ(m− n)
∫ x
t=0
(x− t)m−n−1g(m)(t) dt for 0 < x ≤ 1. (1.2)
Our work relies heavily on Pedas and Tamme (2012), who use the definition (1.1) of Dn∗ .
Since the integrals in Dng(x) and Dn∗ g(x) are associated in a special way with the point
x = 0, many authors write instead Dn0 g(x) and D
n
∗ 0g(x), but for simplicity of notation we omit
the extra subscript 0.
Let the parameter δ satisfy 1 < δ < 2. Throughout the paper we consider the two-point
boundary value problem
−Dδ∗u(x) + b(x)u
′(x) + c(x)u(x) = f(x) for x ∈ (0, 1), (1.3a)
u(0) − α0u
′(0) = γ0, u(1) + α1u
′(1) = γ1, (1.3b)
where the constants α0, α1, γ0, γ1 and the functions b, c and f are given. We assume that α1 ≥ 0
and
α0 ≥
1
δ − 1
. (1.4)
The condition (1.4) comes from Al-Refai (2012a); it will be used in Sections 2 and 4 below
to ensure that (1.3) and its discretization each satisfy a suitable comparison principle. For the
moment we assume that b, c, f ∈ C[0, 1]; further hypotheses will be placed later on the regularity
of these functions.
The problem (1.3) is discussed by Al-Refai (2012a) and is a particular case of the wide class
of boundary value problems considered in Pedas and Tamme (2012). It is a steady-state version
of the time-dependent problems discussed in Saadatmandi and Dehghan (2011); Shen and Liu
(2004/05); Zheng et al. (2010) and Ji and Tang (2012)—who describe some advantages of the
Caputo fractional derivative over the Riemann-Liouville fractional derivative.
Our paper is structured as follows. Section 2 obtains a comparison principle for the differ-
ential operator and boundary operators in (1.3). In Section 3 existence and uniqueness of a
solution to (1.3) is shown, and sharp pointwise bounds on the integer-order derivatives of this
solution are derived. The finite difference discretization of (1.3) on a uniform mesh of width h
is described and analysed in Section 4, and it is proved to be O(hδ−1) convergent at the mesh
points. Two numerical examples are presented in Section 5.
Notation. We use the standard notation Ck(I) to denote the space of real-valued functions
whose derivatives up to order k are continuous on an interval I, and write C(I) for C0(I). For
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each g ∈ C[0, 1], set ‖g‖∞ = maxx∈[0,1] |g(x)|. As in Diethelm (2010), for each positive integer
m define
Am[0, 1] = {g ∈ Cm−1[0, 1] : g(m−1) is absolutely continuous on [0, 1]}.
In several inequalities C denotes a generic constant that depends on the data of the boundary
value problem (1.3) but is independent of any mesh used to solve (1.3) numerically; note that
C can take different values in different places.
2 Comparison principle
We begin with a basic result.
Lemma 2.1. (Al-Refai, 2012b, Theorem 2.1) Let g ∈ C2[0, 1] achieve a global minimum at
x0 ∈ (0, 1). Then
Dδ∗g(x0) ≥
x−δ0
Γ(2− δ)
{
(δ − 1) [g(0) − g(x0)]− x0g
′(0)
}
. (2.1)
A careful inspection of the argument used to prove this lemma in Al-Refai (2012b) shows
that it remains valid under the weaker regularity hypothesis that
(Regularity Hypothesis 1) g ∈ C2(0, 1] and |g′′(x)| ≤ Cx−θ for 0 < x ≤ 1,
where C and θ are some fixed constants with 0 < θ < 1. Observe that any function g that
satisfies Regularity Hypothesis 1 can be extended to a function (which we also call g) lying in
C1[0, 1]∩A2[0, 1]. We shall see in Section 3 that the solution of the boundary value problem (1.3)
satisfies Regularity Hypothesis 1 but does not in general lie in C2[0, 1].
Lemma 2.1 is the key tool needed to prove the following comparison principle.
Lemma 2.2. (Al-Refai, 2012a, Lemma 3.3) Let g ∈ C2[0, 1]. Let b, c ∈ C[0, 1] with c(x) > 0
for all x ∈ (0, 1). Assume that g satisfies the inequalities
−Dδ∗g + bg
′ + cg ≥ 0 on (0, 1), (2.2a)
g(0) − α0g
′(0) ≥ 0 and g(1) + α1g
′(1) ≥ 0, (2.2b)
where α0 satisfies (1.4) and α1 ≥ 0. Then g ≥ 0 on [0, 1].
Recalling our observation above that Lemma 2.1 is still true when the hypothesis g ∈ C2[0, 1]
is replaced by Regularity Hypothesis 1, one sees quickly from the proof of Al-Refai (2012a,
Lemma 3.3) that Lemma 2.2 remains valid when the assumption g ∈ C2[0, 1] is replaced by
Regularity Hypothesis 1. In fact, one can go further: Lemma 2.1 shows immediately that
when g′(0) < 0 one has Dδ∗g(x0) > 0 at the global minimum, and invoking this observation
in the proof of Al-Refai (2012a, Lemma 3.3) and changing a few inequalities there from strict
to weak or vice versa, the hypothesis c > 0 can be weakened to c ≥ 0. That is, one has the
following more general version of Lemma 2.2.
Theorem 2.1. Let g satisfy Regularity Hypothesis 1. Let b, c ∈ C[0, 1] with c(x) ≥ 0 for all
x ∈ (0, 1). Assume that g satisfies the inequalities (2.2), where α0 satisfies (1.4) and α1 ≥ 0.
Then g ≥ 0 on [0, 1].
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The next example shows that, for our Caputo differential operator, one does not have a
comparison principle for the simplest case of Dirichlet boundary conditions, unlike the situa-
tion for classical second-order boundary value problems. Thus one cannot permit α0 = 0 in
Theorem 2.1.
Example 2.1. Take δ = 1.2. From Diethelm (2010, Appendix B) we have
D1.2∗ x
2 =
Γ(3)
Γ(1.8)
x0.8 and D1.2∗ x
3 =
Γ(4)
Γ(2.8)
x1.8 =
3Γ(3)
(1.8)Γ(1.8)
x1.8 ≤
(1.67)Γ(3)
Γ(1.8)
x0.8
for 0 < x < 1. Also D1.2∗ x = 0. Set g(x) = x
3 − 1.67x2 + 0.67x. Then
−D1.2∗ g(x) ≥ 0 for 0 < x < 1, g(0) = g(1) = 0, (2.3)
but g(0.8) = 0.512 − 1.0688 + 0.536 < 0, so the Dirichlet boundary conditions in (2.3) do not
justify a comparison principle for −D1.2∗ on [0, 1].
In this example one has g(0) = 0 and g′(0) > 0, so the condition g(0)−α0g
′(0) ≥ 0 of (2.2b)
is not satisfied.
3 A priori bounds on derivatives of the solution
The only source we know for bounds on (certain) derivatives of the solution of (1.3) is Pedas and Tamme
(2012), who prove a very general existence result for two-point boundary value problems with dif-
ferential operators involving fractional-order derivatives. Their analysis is based on Brunner et al.
(2001).
Notation. For integer q ≥ 1 and ν ∈ (−∞, 1), define Cq,ν(0, 1] to be the set of continuous
functions y : [0, 1] → R that are q times continuously differentiable in (0, 1] and satisfy the
bounds
|y(i)(x)| ≤


C if i < 1− ν,
C(1 + | ln x|) if i = 1− ν,
Cx1−ν−i if i > 1− ν,
(3.1)
for 0 < x ≤ 1 and i = 1, 2, . . . , q, where C is some constant. Observe that as ν increases, the
smoothness of functions in Cq,ν(0, 1] decreases. Clearly Cq[0, 1] ⊂ Cq,ν(0, 1] ⊂ Cm,µ(0, 1] ⊂
C[0, 1] for q ≥ m ≥ 1 and ν ≤ µ < 1.
For our problem (1.3), the Pedas and Tamme result is as follows.
Theorem 3.1. (Pedas and Tamme, 2012, Theorem 2.1) Let b, c, f ∈ Cq,µ(0, 1] for some integer
q ≥ 1 and µ ∈ (−∞, 1). Set ν = max{µ, 2− δ}. Let S denote the set of functions w defined on
[0, 1] for which Dδ∗w ∈ C
q,ν(0, 1]. Assume that the problem (1.3) with f ≡ 0, γ0 = 0 and γ1 = 0
has in S only the trivial solution w ≡ 0. Then (1.3) has a unique solution u ∈ S; furthermore,
u ∈ C1[0, 1].
Remark 3.1. In Pedas and Tamme (2012, Theorem 2.1) there is the additional assumption
that the only linear polynomial y(x) that satisfies the boundary conditions (1.3b) is y ≡ 0, but
it is straightforward to check that this condition is implied by α1 ≥ 0 and (1.4).
While Theorem 3.1 bounds u′ and the integer-order derivatives of Dδ∗u, it gives no bound
on the derivatives u(i) for i = 2, 3, . . . , but these derivatives will be needed in the consistency
analysis of our finite difference method. Thus we now deduce bounds on the integer-order
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derivatives of u from Theorem 3.1. Our elementary argument can be regarded as interpolating
between the integer-order derivatives of Dδ∗u; it relies only on the derivative bounds stated in
Theorem 3.1 and makes no use of the differential equation (1.3a).
We shall prove this bound on the integer-order derivatives in a general setting that is suited
to fractional-derivative boundary value problems of arbitrary order—such as those considered
in Pedas and Tamme (2012)—since the general proof is essentially the same as the proof for Dδ∗.
At various places in our calculations we shall need the formula
d
dx
[∫ x
s=0
(x− s)θ1r(s) ds
]
=
∫ x
s=0
θ1(x− s)
θ1−1r(s) ds for 0 < x < 1, (3.2)
when |r(s)| ≤ Cs−θ2 for 0 < s ≤ 1 and the constants θ1, θ2 lie in (0, 1); one can justify (3.2)
from the results of Talvila (2001) or by writing∫ x
s=0
(x− s)θ1r(s) ds =
∫ x
s=0
r(s)
∫ x
t=s
θ1(t− s)
θ1−1 dt ds =
∫ x
t=0
∫ t
s=0
θ1(t− s)
θ1−1r(s) ds dt
then applying the fundamental theorem of calculus.
The first step is the following technical result.
Lemma 3.1. Let m be a positive integer and let σ ∈ R satisfy m− 1 < σ < m. Suppose that
w(x) =
∫ x
s=0
(x− s)σ−mψ(s) ds for 0 < x < 1,
where ψ ∈ C1(0, 1] with |ψ(s)| + s|ψ′(s)| ≤ C1s
σ−m for 0 < s < 1 and some constant C1. Then
w′(x) =
1
x
∫ x
s=0
(x− s)σ−m[sψ′(s) + (σ −m+ 1)ψ(s)] ds (3.3)
and
|w′(x)| ≤ C1β(σ −m+ 1, σ −m+ 1)x
2(σ−m) for 0 < x < 1, (3.4)
where β(·, ·) is Euler’s Beta function.
Proof. For 0 < x < 1,
xw(x) =
∫ x
s=0
[(x− s)σ−m+1 + (x− s)σ−ms]ψ(s) ds
=
∫ x
s=0
{
(x− s)σ−m+1ψ(s) +
(x− s)σ−m+1
σ −m+ 1
[sψ′(s) + ψ(s)]
}
ds,
after an integration by parts. Applying (3.2) one gets
(
xw(x)
)′
=
∫ x
s=0
(x− s)σ−m[sψ′(s) + (σ −m+ 2)ψ(s)] ds,
and hence
w′(x) =
1
x
[(
xw(x)
)′
− w(x)
]
=
1
x
∫ x
s=0
(x− s)σ−m[sψ′(s) + (σ −m+ 1)ψ(s)] ds,
as desired. Furthermore, the hypotheses of the lemma imply that
|w′(x)| ≤
C1
x
∫ x
s=0
(x− s)σ−msσ−m ds = C1β(σ −m+ 1, σ −m+ 1)x
2(σ−m),
where the value of the integral is given by Euler’s Beta function (Diethelm, 2010, Theorem D.6).
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The essential property of the bound (3.4) is that it takes the form Cx2(σ−m) with a constant
C that is independent of x.
Now we can proceed with the main result of this section.
Theorem 3.2. Let m be a positive integer with m − 1 < σ < m. Assume that r ∈ Cm−1[0, 1]
and Dσ∗ r ∈ C
q,m−σ(0, 1] for some integer q ≥ 1. Then r ∈ Cq+m−1(0, 1] and for all x ∈ (0, 1]
there exists a constant C, which is independent of x, such that
|r(i)(x)| ≤
{
C if i = 0, 1, . . . ,m− 1,
Cxσ−i if i = m,m+ 1, . . . , q +m− 1.
(3.5)
Proof. First, r ∈ Cm−1[0, 1] implies (3.5) for i = 0, 1, . . . ,m− 1.
Next, we show that r ∈ Am[0, 1]. Set w = r − Tm−1[r; 0]. Then w ∈ C
m−1[0, 1] and
0 = w(0) = w′(0) = · · · = w(m−1)(0). By definition
Dσw(x) =
(
d
dx
)m [ 1
Γ(m− σ)
∫ x
t=0
(x− t)m−σ−1w(t) dt
]
=
(
d
dx
)m [ 1
Γ(2m− σ − 1)
∫ x
t=0
(x− t)2m−σ−2w(m−1)(t) dt
]
=
d
dx
[
1
Γ(m− σ)
∫ x
t=0
(x− t)m−σ−1w(m−1)(t) dt
]
,
after m− 1 integrations by parts followed by m− 1 differentiations using (3.2). Consequently∫ x
s=0
Dσw(s) ds =
1
Γ(m− σ)
∫ x
t=0
(x− t)m−σ−1w(m−1)(t) dt.
This is an Abel integral equation for the function w(m−1). Thus from Samko et al. (1993, Section
2) it follows that
w(m−1)(x) =
d
dx
{
1
Γ(σ + 1−m)
∫ x
t=0
(x− t)σ−m
[∫ t
s=0
Dσw(s) ds
]
dt
}
.
But Dσw = Dσ∗ r ∈ C[0, 1] by hypothesis, so we can integrate by parts then use (3.2) to get
w(m−1)(x) =
d
dx
[
1
Γ(σ + 2−m)
∫ x
t=0
(x− t)σ+1−mDσw(t) dt
]
=
1
Γ(σ + 1−m)
∫ x
t=0
(x− t)σ−mDσw(t) dt.
As the integrand here lies in the space L1[0, 1] of Lebesgue integrable functions, it follows that
w(m−1) is absolutely continuous on [0, 1]. Hence r(m−1) = (w + Tm−1[r; 0])
(m−1) is absolutely
continuous on [0, 1], i.e., r ∈ Am[0, 1].
We come now to the main part of the proof. Set φ = Dσ∗ r. As r ∈ A
m[0, 1], by Diethelm
(2010, Corollary 3.9) one has
r(x) =
m−1∑
j=0
r(j)(0)
j!
xj +
1
Γ(σ)
∫ x
s=0
(x− s)σ−1φ(s) ds .
Integration by parts yields
r(x) =
m−1∑
j=0
r(j)(0)
j!
xj +
φ(0)
σΓ(σ)
xσ +
1
σΓ(σ)
∫ x
s=0
(x− s)σφ′(s) ds for 0 ≤ x ≤ 1.
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Differentiating this formula m times using Γ(n+ 1) = nΓ(n) and (3.2), we obtain
r(m)(x) =
φ(0)
Γ(σ −m+ 1)
xσ−m +
1
Γ(σ −m+ 1)
∫ x
s=0
(x− s)σ−mφ′(s) ds. (3.6)
Hence, since φ = Dσ∗ r ∈ C
q,m−σ(0, 1], for some constants C one obtains
|r(m)(x)| ≤
|φ(0)|
Γ(σ −m+ 1)
xσ−m +
C
Γ(σ −m+ 1)
∫ x
s=0
(x− s)σ−msσ−m ds
≤ Cxσ−m + Cx2(σ−m)+1
≤ Cxσ−m (3.7)
as xσ−m > xσ−mxσ+1−m = x2(σ−m)+1, and Diethelm (2010, Theorem D.6) was invoked to bound
the integral (Euler’s Beta function). This is the desired bound (3.5) for i = m. Furthermore, it
is easy to see from (3.6) that r(m) ∈ C(0, 1].
We now deduce (3.5) for i = m + 1,m + 2, . . . from (3.6). Applying Lemma 3.1 with
ψ(s) = φ′(s) to differentiate (3.6), one gets
|r(m+1)(x)| ≤ C[xσ−m−1 + x2(σ−m)] ≤ Cxσ−m−1,
which proves (3.5) for i = m+ 1, and
r(m+1)(x) =
φ(0)
Γ(σ −m)
xσ−m−1+
1
Γ(σ −m+ 1)
·
1
x
∫ x
s=0
(x− s)σ−m[sφ′′(s)+ (σ−m+1)φ′(s)] ds,
(3.8)
from which one can see that r(m+1) ∈ C(0, 1].
Comparing (3.6) and (3.8), the relationship between their leading terms is simple, while the
integrals in both are O(x2(σ−m)+1) but the integral in (3.8) is multiplied by 1/x. One now
proceeds to differentiate (3.8), invoking Lemma 3.1 with ψ(s) = sφ′′(s) + (σ −m+ 1)φ′(s); this
will yield a rather complicated formula for r(m+2)(x) that involves two integrals, but one sees
readily that these integrals are
1
x
· O(x2(σ−m)) +
1
x2
· O(x2(σ−m)+1),
whence
|r(m+2)(x)| ≤ C[xσ−m−2 + x2(σ−m)−1] ≤ Cxσ−m−2,
which proves (3.5) for i = m+ 2. Continuing in this way, each higher derivative of r introduces
a further factor 1/x in the estimates, and we can derive successively the bounds of (3.5) for
i = m+2,m+3, . . . . The calculation must stop when one reaches an integral involving φ(q)(s),
i.e., when i = q +m− 1.
We now apply this result to our boundary value problem (1.3).
Corollary 3.1. Let b, c, f ∈ Cq,µ(0, 1] for some integer q ≥ 2 and µ ≤ 2 − δ. Assume that
c ≥ 0, α1 ≥ 0 and the condition (1.4) is satisfied. Then (1.3) has a unique solution u with
u ∈ C1[0, 1] ∩ Cq+1(0, 1], and for all x ∈ (0, 1] there exists a constant C such that
|u(i)(x)| ≤
{
C if i = 0, 1,
Cxδ−i if i = 2, 3, . . . , q + 1.
(3.9)
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Proof. Observe that any function in Cq,µ(0, 1] satisfies Regularity Hypothesis 1 of Section 2
since µ ≤ 2 − δ < 1. Consequently Theorem 2.1 implies that if f ≡ 0, γ0 = 0 and γ1 = 0, then
the problem (1.3) has in Cq,µ(0, 1] only the trivial solution u ≡ 0. Hence Theorem 3.1 yields
existence and uniqueness of a solution u of (1.3) with u ∈ C1[0, 1] and Dδ∗u ∈ C
q,2−δ(0, 1]. An
appeal to Theorem 3.2 completes the proof.
Remark 3.2. If we impose the additional hypothesis that |b(x)| ≥ C > 0 on [0, 1], it is then
possible to give a simple proof of Corollary 3.1 directly from Theorem 3.1 without using Theo-
rem 3.2: differentiating (1.3a) then solving for u′′ yields
u′′(x) =
1
b(x)
[
f ′ +
(
Dδ∗u
)′
− c′u− (c+ b′)u′
]
(x), (3.10)
and an appeal to the bounds of Theorem 3.1 yields (3.9) immediately for the case i = 2. One
can then differentiate (3.10) iteratively and use Theorem 3.1 to prove (3.9) for i = 3, 4, . . . .
If instead b(x) ≡ 0 and |c(x)| ≥ C > 0 on [0, 1], a similar technique will work—note that
b ≡ 0 enables the conclusion of Theorem 3.1 to be strengthened to Dδ∗u ∈ C
q,ν(0, 1] where
ν = max{µ, 1− δ} by Pedas and Tamme (2012, Remark 2.2).
Finally, we give an example to show that the bounds of Theorem 3.2 are sharp.
Example 3.1. Let m be a positive integer with m− 1 < σ < m. Set r(x) = xσ + x2σ−m+1 for
x ∈ [0, 1]. Clearly r ∈ Cm−1[0, 1]∩C∞(0, 1]. Then from (Diethelm, 2010, Appendix B) one gets
Dσ∗ r(x) = Γ(σ + 1) +
Γ(2σ −m+ 2)
Γ(σ −m+ 2)
xσ−m+1.
Hence Dσ∗ r ∈ C[0, 1]∩C
∞(0, 1] and |Dσ∗ r(x)| ≤ Γ(σ+1) + [Γ(2σ−m+2)/Γ(σ −m+2)], while
(Dσ∗ r)
(i)(x) =
Γ(2σ −m+ 2)
Γ(σ −m+ 2− i)
xσ−m+1−i
and
r(i)(x) =
Γ(σ + 1)
Γ(σ + 1− i)
xσ−i +
Γ(2σ −m+ 2)
Γ(2σ −m+ 2− i)
x2σ−m+1−i for i = 1, 2, . . .
Thus the derivatives of Dσ∗ r satisfy the hypotheses of Theorem 3.2 and the derivatives of r agree
with (3.5) for i ≥ 2, i.e., the outcome of Theorem 3.2 cannot be sharpened for i ≥ 2.
4 Discretization and convergence
4.1 The discretization of the boundary value problem
Assume the hypotheses of Corollary 3.1. Let N be a positive integer. Subdivide [0, 1] by
the uniform mesh xj = j/N =: jh, for j = 0, 1, . . . , N . Then the standard discretization of
−Dδ∗u(xj) for j = 1, 2, . . . , N − 1 is (see, e.g., Sousa, 2012) given by
−Dδ∗u(xj) ≈ −
1
hδ Γ(3− δ)
j−1∑
k=0
dj−k (uk+2 − 2uk+1 + uk) , (4.1)
where uk denotes the computed approximation to u(xk), and we set
dr = r
2−δ
+ − (r − 1)
2−δ
+ for all integers r, (4.2)
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with
s+ =
{
s if s ≥ 0,
0 if s < 0.
Note that dr = 0 for r ≤ 0.
Set gj = g(xj) for each mesh point xj , where g can be b, c or f . To discretize the convective
term bu′ we shall use simple upwinding (Roos et al., 2008, p.47), because the standard approxi-
mation u′(xj) ≈ (uj+1−uj−1)/(2h) may yield a non-monotone difference scheme when δ is near
1; see Gracia and Stynes (2013) for details. Thus we use the approximation
(bu′)(xj) ≈ bjD
ℵuj :=
{
bj(uj+1 − uj)/h if bj < 0,
bj(uj − uj−1)/h if bj ≥ 0.
(4.3)
This difference approximation can also be written as
bjD
ℵuj = −
(bj + |bj|)uj−1
2h
+
|bj |uj
h
+
(bj − |bj |)uj+1
2h
. (4.4)
The full discretization of (1.3a) is
−
1
hδ Γ(3− δ)
j−1∑
k=0
dj−k (uk+2 − 2uk+1 + uk) + bjD
ℵuj + cjuj = fj, (4.5)
for j = 1, 2, . . . , N − 1. The boundary conditions (1.3b) are discretized by approximating u′(0)
by (u1 − u0)/h and u
′(1) by (uN − uN−1)/h.
Let A = (ajk)
N
j,k=0 denote the (N+1)×(N+1) matrix corresponding to this discretization of
(1.3), i.e., A~u = ~f where ~u := (u0 u1 . . . uN )
T , ~f := (γ0 f1 f2 . . . fN−1 γ1)
T and the superscript
T denotes transpose. Thus the 0th row of A is ((1 + α0h
−1) − α0h
−1 0 0 . . . 0) and its N th
row is
(0 0 . . . 0 −α1h
−1 (1+α1h
−1)). For j = 1, 2, . . . , N −1, the entries of the jth row of A satisfy
aj0 =
−dj
hδ Γ(3− δ)
− ǫj1
b1 + |b1|
2h
, (4.6a)
aj1 =
−dj−1 + 2dj
hδ Γ(3− δ)
− ǫj2
b2 + |b2|
2h
+ ǫj1
(
|b1|
h
+ c1
)
, (4.6b)
ajk =
−dj−k + 2dj−k+1 − dj−k+2
hδ Γ(3− δ)
− ǫj,k+1
bj + |bj |
2h
+ ǫjk
(
|bj |
h
+ cj
)
+ ǫj,k−1
bj − |bj |
2h
for k = 2, 3, . . . , N, (4.6c)
where we set
ǫjk =
{
1 if j = k,
0 otherwise.
Hence the matrix A is lower Hessenberg.
Observe that (4.5) implies that
N∑
k=0
ajk = cj for j = 1, 2, . . . , N − 1. (4.7)
We shall prove various inequalities for the non-zero entries of A. First, ajj > 0 for all j by
(4.6), (4.2) and c ≥ 0. From (4.6a), one has
aj0 < 0 for j = 1, 2, . . . , N − 1. (4.8)
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By (4.6b),
a21 =
23−δ − 3
hδ Γ(3− δ)
−
b2 + |b2|
2h
, (4.9)
so the sign of a21 depends on δ, h and b.
Lemma 4.1. One has aj1 > 0 for j = 3, 4, . . . , N − 1.
Proof. For j = 3, 4, . . . , N − 1, equations (4.6b) and (4.2) yield
hδ Γ(3− δ)aj1 = −(j − 1)
2−δ + (j − 2)2−δ + 2j2−δ − 2(j − 1)2−δ
= 2
[
(j − 1)2−δ − (j − 2)2−δ
] [ j2−δ − (j − 1)2−δ
(j − 1)2−δ − (j − 2)2−δ
−
1
2
]
.
By Cauchy’s mean value theorem, for some θ ∈ (j − 1, j) we have
j2−δ − (j − 1)2−δ
(j − 1)2−δ − (j − 2)2−δ
=
(2− δ)θ1−δ
(2 − δ)(θ − 1)1−δ
=
(
1−
1
θ
)δ−1
>
(
1−
1
2
)δ−1
>
1
2
,
where we used θ > j − 1 ≥ 2. It follows that aj1 > 0.
Lemma 4.2. One has ajk < 0 for j = 1, 2, . . . , N − 1 and k ∈ {2, 3, . . . , j − 2, j − 1, j + 1}.
Proof. If k = j +1, the inequality aj,j+1 < 0 follows easily from (4.6c) and (4.2). Thus consider
the case k ∈ {2, 3, . . . , j − 1}. Taylor expansions imply that for some η ∈ (j − k, j − k + 2) we
have
−dj−k + 2dj−k+1 − dj−k+2 = −
d2
dr2
[
r2−δ − (r − 1)2−δ
] ∣∣∣∣
r=η
= −(2− δ)(1 − δ)
[
η−δ − (η − 1)−δ
]
< 0.
Hence (4.6c) implies that ajk < 0 for k ∈ {2, 3, . . . , j − 1}.
This completes the description of the entries ajk defined in (4.6). The sign pattern of A is

+ − 0 0 0 0 0 . . . . . . . 0 0
− + − 0 0 0 0 . . . . . . . 0 0
− (4.9) + − 0 0 0 . . . . . . . 0 0
− + − + − 0 0 . . . . . . . 0 0
− + − − + − 0 . . . . . . . 0 0
...
...
...
...
...
− + − − . . . . . . . . . − + − 0
− + − − . . . . . . . . . . . . − + −
0 0 . . . . . . . . . . . . . . . . . . . . . . 0 − +


.
4.2 Monotonicity of the discretization matrix A
We shall show that A−1 exists and A−1 ≥ 0. Here and subsequently, an inequality between
two matrices or vectors means that this inequality holds true for all the corresponding pairs of
entries in those matrices or vectors.
10
The positive off-diagonal entries in column 1 of A are inconvenient for our analysis. We shall
change their signs, while simultaneously simplifying column 0 of A, by the following device. Set
A′ = E(N−1)E(N−2) . . . E(1)A
where the elementary matrix E(k) := (e
(k)
ij )
N
i,j=0 with
e
(k)
ij := δij −
ak0
a00
δikδj0.
This multiplication of matrix A on the left by elementary matrices adds a positive multiple of
row 0 of A to each lower row to reduce to zero the off-diagonal entries of column 0. Write
A′ = (a′jk)
N
j,k=0.
Row 0 of A′ is (a00 a01 0 0 . . . 0), where we recall that a00 = 1 + α0h
−1 and a01 = −α0h
−1.
By construction a′j0 = 0 for j = 1, 2 . . . , N . For k > 1 and all j we clearly have a
′
jk = ajk. The
remaining entries of column 1 of A′ will be examined below.
Lemma 4.3. The entries of column 1 of the matrix A′ satisfy
a′11 > 0 and a
′
j1 < 0 for j = 2, 3, . . . , N − 1.
Proof. For j = 1, 2, . . . , N − 1, from (4.6) one has
a′j1 = aj1 +
α0h
−1
1 + α0h−1
aj0
=
1
hδ Γ(3− δ)
[
−dj−1 + 2dj −
α0h
−1
1 + α0h−1
dj
]
− ǫj2
b2 + |b2|
2h
+ ǫj1
(
|b1|
h
−
α0h
−1
1 + α0h−1
·
b1 + |b1|
2h
+ c1
)
=
1
hδ Γ(3− δ)
[
dj
(
1 +
h
h+ α0
)
− dj−1
]
− ǫj2
b2 + |b2|
2h
+ ǫj1
(
|b1|
h
−
α0h
−1
1 + α0h−1
·
b1 + |b1|
2h
+ c1
)
. (4.10)
Hence a′11 > 0 as d1 = 1, d0 = 0 and c ≥ 0.
We show next that
dj
(
1 +
h
h+ α0
)
− dj−1 < 0 for j = 2, 3, . . . , N − 1. (4.11)
This inequality is equivalent to
dj−1
dj
> 1 +
h
h+ α0
= 1 +
1
Nα0 + 1
. (4.12)
By Cauchy’s mean value theorem, for some η ∈ (j − 2, j − 1) we have
dj−1
dj
=
(j − 1)2−δ − (j − 2)2−δ
j2−δ − (j − 1)2−δ
=
(2− δ)η1−δ
(2− δ)(η + 1)1−δ
=
(
1 +
1
η
)δ−1
>
(
1 +
1
N − 2
)δ−1
(4.13)
because j ≤ N − 1. Hence, using the well-known inequality
t
1 + t
< ln(1 + t) < t for t > 0,
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one gets
ln
(
dj−1
dj
)
> (δ − 1) ln
(
1 +
1
N − 2
)
> (δ − 1)
1/(N − 2)
1 + 1/(N − 2)
=
δ − 1
N − 1
and
ln
(
1 +
1
Nα0 + 1
)
<
1
Nα0 + 1
.
Consequently (4.12) is proved if
δ − 1
N − 1
≥
1
Nα0 + 1
,
i.e., if N − 1 ≤ (δ − 1)(Nα0 + 1) = α0(δ − 1)N + δ − 1, which is true by (1.4). Thus (4.11) is
valid.
Combining (4.10) and (4.11), one obtains immediately a′j1 < 0 for j = 2, 3, . . . , N − 1.
Set ~0 := (0 0 . . . 0)T . If all the off-diagonal entries of a square matrix G are non-positive and
there exists a vector ~v ≥ ~0 such that G~v > ~0, then (see, e.g., Fiedler, 1986) G is an M-matrix,
i.e., G−1 exists with G−1 ≥ 0.
Theorem 4.1. The matrix A is invertible and A−1 ≥ 0.
Proof. The properties of A, the construction of A′, and Lemma 4.3 imply that the entries of the
(N +1)× (N +1) matrix A′ are positive on its main diagonal and non-positive off this diagonal.
We see immediately that
∑N
k=0 a
′
0k = a00 + a01 = 1; for j = 1, 2, . . . , N − 1 one has
N∑
k=0
a′jk = 0 +
(
aj1 +
α0h
−1
1 + α0h−1
aj0
)
+
N∑
k=2
ajk =
(
α0h
−1
1 + α0h−1
− 1
)
aj0 +
N∑
k=0
ajk,
but
∑N
k=0 ajk = cj by (4.7) and aj0 < 0 by (4.8), so
N∑
k=0
a′jk =
(
α0h
−1
1 + α0h−1
− 1
)
aj0 + cj > 0;
and the final row of A′ is (0 0 . . . 0 − α1h
−1 (1 + α1h
−1)). Hence A′(1, 1, . . . , 1)T > ~0.
Consequently A′ is an M-matrix. Thus (A′)−1 exists with (A′)−1 ≥ 0.
But
A′ = E(N−1)E(N−2) . . . E(1)A,
which implies that
A−1 = (A′)−1E(N−1)E(N−2) . . . E(1)
exists, and, since it is a product of matrices with non-negative entries, A−1 ≥ 0.
The matrix A is said to be monotone because A−1 ≥ 0; see, e.g., Fiedler (1986).
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4.3 Error analysis
Define the truncation error ~τ := (τ0 τ1 . . . τN )
T by
A(u− ~u) = ~τ , (4.14)
where by “Au” we mean that A multiplies the restriction of u to the mesh. Then
τ0 = (Au)0 − γ0 = α0u
′(x0)−
α0
h
[u(x1)− u(x0)] , (4.15)
τN = (Au)N − γ1 = −α1u
′(xN ) +
α1
h
[u(xN )− u(xN−1)] , (4.16)
and for j = 1, 2, . . . , N − 1,
τj = (Au)j − f(xj) = (Au)j +D
δ
∗u(xj)− b(xj)u
′(xj)− c(xj)u(xj). (4.17)
Lemma 4.4. There exists a constant C, which is independent of j, such that
j−1∑
k=1
[
(j − k)2−δ − (j − k − 1)2−δ
]
kδ−3 ≤ Cj1−δ for all integers j ≥ 2. (4.18)
Proof. For x ∈ R, let ⌈x⌉ denote the smallest integer that is greater than or equal to x. By the
mean value theorem applied to the function x 7→ x2−δ one gets
⌈j/2⌉−1∑
k=1
[
(j − k)2−δ − (j − k − 1)2−δ
]
kδ−3 ≤
⌈j/2⌉−1∑
k=1
(2− δ)(j − k − 1)1−δkδ−3
≤ (2− δ)(j − ⌈j/2⌉)1−δ
⌈j/2⌉−1∑
k=1
kδ−3
≤ C(2− δ)(j/2)1−δ
∞∑
k=1
kδ−3
≤ Cj1−δ,
as δ < 2 implies that the infinite series is convergent. For the remaining terms in (4.18), by
telescoping and 1 < δ < 2 we have
j−1∑
k=⌈j/2⌉
[
(j − k)2−δ − (j − k − 1)2−δ
]
kδ−3 ≤ ⌈j/2⌉δ−3
j−1∑
k=⌈j/2⌉
[
(j − k)2−δ − (j − k − 1)2−δ
]
= ⌈j/2⌉δ−3
(
j − ⌈j/2⌉
)2−δ
≤ (j/2)δ−3(j/2)2−δ
= 2j−1
≤ 2j1−δ .
Adding these two bounds yields (4.18).
We can now bound the truncation errors of the finite difference scheme.
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Lemma 4.5. There exists a constant C such that the truncation errors in the discretization
A~u = ~f of (1.3) satisfy
|τj | ≤


Chδ−1 if j = 0,
C if j = 1,
C(j − 1)1−δ if j = 2, . . . , N − 1,
Cα1h if j = N.
(4.19)
Proof. We shall consider separately the four cases in (4.19).
Case j = 0: By the mean value theorem, for some η1 ∈ (0, h) we have
|τ0| = α0
∣∣∣∣u′(0) − u(h)− u(0)h
∣∣∣∣ = α0|u′(0)− u′(η1)| = α0
∣∣∣∣
∫ η1
t=0
u′′(t) dt
∣∣∣∣
≤ α0
∫ h
t=0
Ctδ−2 dt ≤ Cα0h
δ−1,
where we used Corollary 3.1.
Case j = N : Similarly to the case j = 0, one gets
|τN | ≤ α1
∫ 1
t=1−h
Ctδ−2 dt ≤ Cα1h.
Case 1 < j < N : Fix j ∈ {2, 3, . . . , N − 1}. By virtue of (4.17) and (4.1) we can write
τj = Rj +
∑j−1
k=0 τj,k, where
Rj = bjD
ℵuj − (bu
′)(xj)
and
τj,k =
1
Γ(2− δ)
∫ xk+1
xk
(xj − s)
1−δu′′(s) ds −
dj−k
hδ Γ(3− δ)
[u(xk+2)− 2u(xk+1) + u(xk)] . (4.20)
By Taylor expansions, for some constant C one has
|Rj| ≤ Ch‖b‖∞ max
x∈[xj−1,xj+1]
|u′′(x)|.
Hence Corollary 3.1, hj ≤ 1 and δ > 1 imply that
|Rj | ≤ Ch[h(j − 1)]
δ−2 = C[h(j − 1)]δ−1(j − 1)−1 ≤ C(j − 1)1−δ . (4.21)
Returning to the other component of τj , we have
τj,k =
u′′(η2)
Γ(2− δ)
∫ xk+1
xk
(xj − s)
1−δ ds−
dj−k
hδ Γ(3− δ)
[u(xk+2)− 2u(xk+1) + u(xk)]
=
h2−δdj−k
Γ(3− δ)
[
u′′(η2)−
u(xk+2)− 2u(xk+1) + u(xk)
h2
]
for some η2 ∈ (xk, xk+1), by the mean value theorem for integrals. Taylor expansions show that
for some η3 ∈ (xk, xk+2) and k ≥ 1 one obtains∣∣∣∣u′′(η2)− u(xk+2)− 2u(xk+1) + u(xk)h2
∣∣∣∣ = ∣∣u′′(η2)− u′′(η3)∣∣ = ∣∣(η2 − η3)u′′′(η4)∣∣ ≤ Chxδ−3k ,
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where we again used the mean value theorem to get η4 ∈ (xk, xk+2), then the bound on u
′′′ given
by Corollary 3.1. Consequently
|τj,k| ≤
Ch3−δdj−kx
δ−3
k
Γ(3− δ)
=
Cdj−kk
δ−3
Γ(3− δ)
for k ≥ 1. (4.22)
Now an appeal to Lemma 4.4 gives
j−1∑
k=1
|τj,k| ≤ Cj
1−δ. (4.23)
To complete the case 1 < j < N , it remains to bound τj,0. By (4.20) and a triangle inequality
one has
|τj,0| ≤
∣∣∣∣ 1Γ(2− δ)
∫ x1
x0
(xj − s)
1−δu′′(s) ds
∣∣∣∣+
∣∣∣∣ djhδ Γ(3− δ) [u(x2)− 2u(x1) + u(x0)]
∣∣∣∣ . (4.24)
We bound these two terms separately. First, by Corollary 3.1 and j > 1 we get∣∣∣∣ 1Γ(2− δ)
∫ x1
x0
(xj − s)
1−δu′′(s) ds
∣∣∣∣ ≤ C[(j − 1)h]1−δΓ(2− δ)
∫ x1
x0
sδ−2 ds =
C(j − 1)1−δ
(δ − 1)Γ(2− δ)
.
For the second term in (4.24), the mean value theorem and Corollary 3.1 give∣∣∣∣ djhδ Γ(3− δ) [u(x2)− 2u(x1) + u(x0)]
∣∣∣∣ = djh|u′(η6)− u′(η5)|hδ Γ(3− δ)
≤
djh
hδ Γ(3− δ)
∫ η6
t=η5
|u′′(t)| dt
≤
Cdjh
hδ Γ(3− δ)
∫ 2h
t=0
tδ−2 dt
= Cdj
≤ C(j − 1)1−δ,
where η5 ∈ (x0, x1) and η6 ∈ (x1, x2). Combining these inequalities with (4.24) yields
|τj,0| ≤ C(j − 1)
1−δ .
Add this bound to (4.21) and (4.23) to obtain finally
|τj | ≤
j−1∑
k=0
|τj,k|+ |Rj | ≤ C(j − 1)
1−δ for 1 < j < N. (4.25)
Case j = 1: This resembles the analysis above of τj,0; one starts from (4.24) with j = 1
there. The only change is that now one invokes a standard bound on Euler’s Beta function
(Diethelm, 2010, Theorem D.6) to see that∣∣∣∣ 1Γ(2− δ)
∫ x1
x0
(x1 − s)
1−δu′′(s) ds
∣∣∣∣ ≤ CΓ(2− δ)
∫ x1
x0
(x1 − s)
1−δsδ−2 ds
=
C Γ(2− δ)Γ(δ − 1)
Γ(2− δ)
≤ C,
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while as before ∣∣∣∣ d1hδ Γ(3− δ) [u(x2)− 2u(x1) + u(x0)]
∣∣∣∣ ≤ Cd1 = C.
By the mean value theorem, for some η7 ∈ (x0, x2) one has
|R1| =
∣∣∣b1Dℵu1 − (bu′)(x1)∣∣∣ ≤ ‖b‖∞ |u′(η7)− u′(x1)| ≤ C (4.26)
for some constant C, because u ∈ C1[0, 1]. Combining the above bounds, we obtain
|τ1| ≤ |τ1,0|+ |R1| ≤ C. (4.27)
Remark 4.1. In Shen and Liu (2004/05, Lemma 3) Taylor expansions are used to prove that
|τj | ≤ Ch for j = 1, 2, . . . , N − 1 under the implicit assumptions that u
′′′ and u(4) are bounded
on [0, 1]. An inspection of the argument shows that it can be modified slightly to yield the same
result under the assumption that u′′′ is bounded on [0, 1]; no assumption on u(4) is needed. Nev-
ertheless the assumption that u′′′ is bounded on [0, 1] is very strong and restricts the applicability
of this result to special cases of (1.3) whose solutions are exceptionally smooth.
We can now prove that our finite difference method is O
(
hδ−1
)
accurate in the discrete
maximum norm.
Theorem 4.2. Let b, c, f ∈ Cq,µ(0, 1] for some integer q ≥ 2 and µ ≤ 2 − δ. Assume that
c ≥ 0, α1 ≥ 0 and the condition (1.4) is satisfied. Then the error in the discretization A~u = ~f
of (1.3) satisfies
‖u− ~u‖∞,d ≤ Ch
δ−1,
where ‖u− ~u‖∞,d := maxj=0,1,...,N |u(xj)− uj|.
Proof. Recalling (4.2) and (4.6a), the construction of Section 4.2 added the multiple
−aj0
1 + α0h−1
=
1
1 + α0h−1
[
dj
hδ Γ(3− δ)
+ ǫj1
b1 + |b1|
2h
]
of row 0 of A to row j for j = 1, 2, . . . , N − 1, yielding an M-matrix A′. When this construction
is applied to the system of equations (4.14), one modifies τj to
τ ′j := τj +
τ0
1 + α0h−1
[
dj
hδ Γ(3− δ)
+ ǫj1
b1 + |b1|
2h
]
for j = 1, 2, . . . , N − 1, (4.28)
and then
A′(u− ~u) = ~τ ′, with ~τ ′ := (τ0 τ
′
1 τ
′
2 . . . τ
′
N−1 τN )
T . (4.29)
For j = 1, 2, . . . , N − 1, the proof of Theorem 4.1 shows that the jth row sum of A′ is(
α0h
−1
1 + α0h−1
− 1
)
aj0 + cj =
−aj0
1 + α0h−1
+ cj =
1
1 + α0h−1
[
dj
hδ Γ(3− δ)
+ ǫj1
b1 + |b1|
2h
]
+ cj .
(4.30)
Thus the value of the jth row sum depends strongly on j. We rescale rows 1, 2, . . . , N − 1 in the
system of equations (4.29) by multiplying the jth equation by
(1 + α0h
−1)hδ Γ(3− δ)
dj
,
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so that by (4.30) each of these row sums is now O(1) and equals
1 +
hδ Γ(3− δ)
dj
[
ǫj1
b1 + |b1|
2h
+ (1 + α0h
−1)cj
]
≥ 1. (4.31)
Write A˜ for the rescaled matrix of the system of equations and ~˜τ for the rescaled right-hand
side, so now we have
A˜(u− ~u) = ~˜τ, with ~˜τ := (τ0 τ˜1 τ˜2 . . . τ˜N−1 τN )
T (4.32)
and for j = 1, 2, . . . , N − 1,
τ˜j =
(1 + α0h
−1)hδ Γ(3− δ)
dj
τ ′j =
(1 + α0h
−1)hδ Γ(3− δ)
dj
τj +
[
1 + ǫj1
b1 + |b1|
2h
·
hδ Γ(3− δ)
dj
]
τ0
by (4.28). Hence, Lemma 4.5 and dj ≥ (2− δ)j
1−δ ≥ (2− δ)21−δ(j − 1)1−δ for j ≥ 2 imply that
|τ˜j| ≤ Ch
δ−1 for j = 1, 2, . . . , N − 1. (4.33)
But the off-diagonal entries of A˜ are non-positive and A˜(1 1 . . . 1)T ≥ (1 1 . . . 1)T > ~0
by (4.31), so A˜ is an M-matrix; furthermore, it follows that in the standard matrix norm
notation ‖ · ‖∞ one has ‖(A˜)
−1‖∞ ≤ 1 —see, e.g., Axelsson and Kolotilina (1990, Lemma 2.1).
Consequently (4.32) and the bound (4.33), together with |τ0| ≤ Ch
δ−1 and |τN | ≤ Cα1h from
Lemma 4.5, imply that ‖u− ~u‖∞,d ≤ Ch
δ−1, as desired.
Remark 4.2. The order of convergence proved in Theorem 4.2 is the same order (in ‖·‖∞,d) as
that proved in the norm ‖ ·‖∞ for the simplest collocation method (m = 1) in Pedas and Tamme
(2012, Theorem 4.1) on a uniform mesh, but Theorem 4.2 places no condition on the mesh
diameter, while the results of Pedas and Tamme (2012) implicitly require hδ−1 to be smaller than
some fixed constant—this may be restrictive when δ is near 1. This mesh condition arises because
the proofs of the main convergence results of Pedas and Tamme (2012) rely on the property that,
for sufficiently large N , the operator I − PNT is invertible and ‖(I − PNT )
−1‖ is bounded in a
certain operator norm; to verify this property, the authors appeal to a standard argument from
(Brunner et al., 2001, Lemma 3.2), but on a uniform mesh this relies on inequality (3.12) of
Brunner et al. (2001) with r = 1, ν = 2− δ and m ≥ 1, and consequently “for sufficiently large
N” is equivalent to “for hδ−1 sufficiently small”. Note however that the mesh restriction is less
demanding for the graded meshes that are also considered in Pedas and Tamme (2012).
5 Numerical results
We first consider a problem whose solution u lies in C1[0, 1]∩C∞(0, 1], but u /∈ C2[0, 1] and the
behaviour of u mimics exactly the behaviour of the estimates of the solution in Corollary 3.1;
cf. Example 3.1.
Test Problem 1.
−Dδ∗u(x) + x
2u′(x) + (1 + x)u(x) = f(x) on (0, 1), (5.1a)
u(0) −
1
δ − 1
u′(0) = γ0 and u(1) + u
′(1) = γ1, (5.1b)
where the function f and the constants γ0 and γ1 are chosen such that the exact solution of (5.1)
is u(x) = xδ + x2δ−1 + 1 + 3x− 7x2 + 4x3 + x4.
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Figure 1: Exact (solid) and computed (dashed) solutions of (5.1) for N = 64 with δ = 1.1 (left
figure) and δ = 1.4 (right figure)
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Figure 2: Derivative u′(x) of the solution of (5.1) with δ = 1.1, for x ∈ [0, 1] (left figure) and x
near 0 (right figure)
The numerical solution {uj}
N
j=0 of problem (5.1) is computed on a uniform mesh of width
h = 1/N as described in Section 4.1. Figure 1 shows the exact solution u for δ = 1.1 (left
figure) and δ = 1.4 (right figure), together with the respective solutions computed by our finite
difference method for N = 64. Figures 2 (left) and 3 (left) show the derivative u′ of the exact
solution for δ = 1.1 and δ = 1.4, respectively. We observe that the solution u and its derivative
u′ are bounded functions. In Figures 2 (right) and 3 (right) a zoom of u′(x) in the vicinity of
x = 0 is displayed, and we can observe a vertical tangent at this point in both cases.
Table 5.1 presents numerical results for several values of the parameters δ and N . Each table
entry shows first the maximum pointwise error
eδN := max
0≤j≤N
|u(xj)− uj|,
and then the order of convergence, which is computed in the standard way:
pδN = log2
(
eδN
eδ2N
)
.
To show that the numerical results do not depend strongly on the value of δ, we have also
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Figure 3: Derivative u′(x) of the solution of (5.1) with δ = 1.4, for x ∈ [0, 1] (left figure) and x
near 0 (right figure)
computed the uniform errors for the set of values of the parameter δ considered in Table 5.1 and
the corresponding orders of convergence. These values are defined for each N by
eN = max
δ
eδN and pN = log2
(
eN
e2N
)
and they appear in the last row of Table 5.1.
These numerical results show that one obtains first-order convergence for each value of δ
considered in Table 5.1, and this convergence is uniform in δ. Figure 4 exhibits the pointwise
errors in the computed solution for δ = 1.1, 1.4 and N = 64, 128, to show how the error varies
within [0, 1].
The first-order convergence of Table 5.1 is much better than the O(hδ−1) convergence guar-
anteed by Theorem 4.2, but our second numerical example will show that the rate of convergence
can indeed deteriorate when δ is close to 1.
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Figure 4: Pointwise errors in computed solutions for test problem (5.1) with δ = 1.1 (left figure)
and δ = 1.4 (right figure). The values of the discretization parameters are N = 64 (solid line)
and N = 128 (dashed line).
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Table 5.1: Test Problem (5.1): Maximum and uniform errors eδN , eN and their orders of conver-
gence pδN , pN
N=64 N=128 N=256 N=512 N=1024 N=2048
δ = 1.1 1.464E-001 7.547E-002 3.843E-002 1.941E-002 9.761E-003 4.895E-003
0.956 0.974 0.985 0.992 0.996 0.998
δ = 1.2 1.455E-001 7.443E-002 3.769E-002 1.897E-002 9.522E-003 4.770E-003
0.967 0.982 0.990 0.995 0.997 0.999
δ = 1.3 1.457E-001 7.427E-002 3.754E-002 1.888E-002 9.472E-003 4.744E-003
0.972 0.984 0.991 0.995 0.997 0.999
δ = 1.4 1.466E-001 7.469E-002 3.776E-002 1.900E-002 9.536E-003 4.779E-003
0.973 0.984 0.991 0.995 0.997 0.998
δ = 1.5 1.476E-001 7.534E-002 3.816E-002 1.924E-002 9.669E-003 4.852E-003
0.971 0.981 0.988 0.992 0.995 0.997
δ = 1.6 1.479E-001 7.573E-002 3.849E-002 1.947E-002 9.816E-003 4.937E-003
0.965 0.976 0.983 0.988 0.991 0.994
δ = 1.7 1.459E-001 7.508E-002 3.836E-002 1.950E-002 9.876E-003 4.988E-003
0.958 0.969 0.976 0.981 0.985 0.988
δ = 1.8 1.392E-001 7.197E-002 3.698E-002 1.891E-002 9.637E-003 4.896E-003
0.951 0.961 0.967 0.973 0.977 0.980
δ = 1.9 1.236E-001 6.389E-002 3.288E-002 1.686E-002 8.628E-003 4.405E-003
0.952 0.958 0.963 0.967 0.970 0.973
eN 1.479E-001 7.573E-002 3.849E-002 1.950E-002 9.876E-003 4.988E-003
pN 0.965 0.976 0.981 0.981 0.985 0.988
Test Problem 2.
Consider the constant-coefficient problem
−Dδ∗u(x) + 2u
′(x) + 3u(x) = 1.25 on (0, 1), (5.2a)
u(0) −
1
δ − 1
u′(0) = 0.4 and u(1) = 1.7. (5.2b)
As the exact solution of (5.2) is unknown, in order to estimate the errors of the solution {uj}
N
j=0
computed on a uniform mesh of width h = 1/N by our finite difference method, we use the
two-mesh principle (Farrell et al., 2000, Section 5.6): on a uniform mesh of width h/2, compute
the numerical solution {zj}
2N
j=0 with the same method and hence the two-mesh differences
dδN := max
0≤j≤N
|uj − z2j |;
from these values we estimate the orders of convergence by
qδN = log2
(
dδN
dδ2N
)
.
The uniform two-mesh differences and their corresponding uniform orders of convergence are
computed analogously to Table 5.1 and denoted by dN and qN , respectively. The numerical
results obtained are displayed in Table 5.2 and we observe that the finite difference method is
again convergent but a significant decrease in the order of convergence occurs for values of δ
close to 1 and practical values of N .
6 Conclusions
In this paper we discussed a two-point boundary value problem whose highest-order derivative
was a Caputo fractional derivative of order δ ∈ (1, 2). A comparison principle was proved for
20
Table 5.2: Test Problem (5.2): Maximum and uniform two-mesh differences dδN , dN and their
orders of convergence qδN , qN
N=64 N=128 N=256 N=512 N=1024 N=2048
δ = 1.1 2.304E-001 2.277E-001 2.200E-001 2.075E-001 1.913E-001 1.702E-001
0.017 0.050 0.084 0.117 0.168 0.255
δ = 1.2 1.289E-001 1.032E-001 7.512E-002 4.919E-002 2.935E-002 1.631E-002
0.321 0.458 0.611 0.745 0.847 0.915
δ = 1.3 6.557E-002 4.240E-002 2.509E-002 1.387E-002 7.337E-003 3.782E-003
0.629 0.757 0.855 0.919 0.956 0.977
δ = 1.4 3.635E-002 2.125E-002 1.167E-002 6.158E-003 3.174E-003 1.614E-003
0.775 0.864 0.922 0.956 0.976 0.986
δ = 1.5 2.271E-002 1.265E-002 6.749E-003 3.509E-003 1.795E-003 9.104E-004
0.844 0.906 0.944 0.967 0.980 0.988
δ = 1.6 1.548E-002 8.418E-003 4.443E-003 2.300E-003 1.177E-003 5.976E-004
0.879 0.922 0.950 0.967 0.978 0.985
δ = 1.7 1.110E-002 5.968E-003 3.140E-003 1.628E-003 8.356E-004 4.262E-004
0.895 0.927 0.948 0.962 0.971 0.978
δ = 1.8 8.063E-003 4.305E-003 2.264E-003 1.178E-003 6.078E-004 3.120E-004
0.905 0.927 0.943 0.954 0.962 0.969
δ = 1.9 5.650E-003 2.978E-003 1.557E-003 8.090E-004 4.184E-004 2.156E-004
0.924 0.936 0.945 0.951 0.957 0.961
dN 2.304E-001 2.277E-001 2.200E-001 2.075E-001 1.913E-001 1.702E-001
qN 0.017 0.050 0.084 0.117 0.168 0.255
this differential operator on its domain [0, 1] provided that the boundary conditions satisfied
certain restrictions. Then we derived sharp a priori bounds on the integer-order derivatives of
the solution u of the boundary value problem, using elementary analytical techniques to extract
this information from previously-known bounds on the integer-order derivatives of Dδ∗u. These
new bounds were used to analyse a finite difference scheme for this problem via a truncation
error analysis, but this analysis was complicated by the awkward fact that u′′(x) and u′′′(x) blow
up at the boundary x = 0 of the domain [0, 1]. We were able to prove that our finite difference
method was O(hδ−1) accurate at the nodes of our mesh (h is the mesh width and the mesh is
uniform), but our numerical experience has been that the method is often more accurate; we
have observed first-order convergence for all values of δ in several numerical examples, though
one can have some deterioration in the rate of convergence when δ is near 1, as we saw in Test
Problem 2.
In future work in Gracia and Stynes (2013) and other papers we shall discuss the use of
alternative difference approximations of the convective term of (1.3a), investigate why the rate
of convergence of (4.5) is sometimes first order for all values of δ, and extend our approach to
higher-order difference schemes and to graded meshes (cf. Pedas and Tamme (2012)).
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