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Incomplete Phase-Space Method to Reveal Time Delay From Scalar Time-series
Shengli Zhu and Lu Gan∗
Center for Cyber Security, School of Electronic Engineering,
University of Electronic Science and Technology of China, Chengdu 611731, China
A computationally quick and conceptually simple method to recover time delay of the chaotic
system from scalar time series is developed in this paper. We show that the orbits in the incomplete
two-dimensional reconstructed phase-space will show local clustering phenomenon after the com-
ponent permutation procedure proposed in this work. We find that information captured by the
incomplete two-dimensional reconstructed phase-space, is related to the time delay τ0 present in the
system, and will be transferred to the permutation component by the procedure of component per-
mutation. We then propose the segmented mean-variance (SMV) from the permutation component
to identify the time delay τ0 of the system. The proposed SMV shows clear maximum when the
embedding delay τ of the incomplete reconstruction matches the time delay τ0 of the chaotic system.
Numerical data generated by a time-delay system based on the Mackey-Glass equation operating
in the chaotic regime are used to illustrate the effectiveness of the proposed SMV. Experimental
results show that the proposed SMV is robust to additive observational noise and is able to recover
the time delay of the chaotic system even though the amount of data is relatively small and the
feedback strength is weak. Moreover, the time complexity of the proposed method is quite low.
PACS numbers: 05.45.Tp, 02.30.Ks
I. INTRODUCTION
Delay phenomena, which are due to the finite signal
propagation speed or the memory effects, are ubiqui-
tous in various systems including nonlinear optics[1, 2],
biology[3, 4], chemistry[5, 6] and climatology[7, 8]. It
is found that even a very simple time-delay chaotic sys-
tem can produce highly complex dynamics with a lot
of degree of freedom[9], which makes such systems very
attractive. We can find a lot of relevant applications
based on the delay phenomena in nonlinear optics, for
example, the chaotic radar[10] and lidar[11], the opti-
cal chaos encryption[12], rainbow refractometry[13], and
ultrahigh-speed physical random number generation[14].
The time delay is important for chaos communication
since the dynamics of such delayed chaotic systems
can be identified and modeled once their time delay
is recovered[15, 16]. Consequently, the identification
of time delay present in chaos communication systems
would weaken their security and confidentiality[17, 18].
Besides, it is necessary to determine whether there are
time delays present in the scalar time series if one wants
to develop suitable models for simulation and forecasting
purposes.
For the reasons aforementioned, it is very necessary
to study the time delay signature present in the chaotic
system. However, the great challenge is that the cor-
responding underlying equations or even the relevant
governing mechanisms are often unknown and the time
series which is always contaminated by noise is insuf-
ficient sometimes in the study of nonlinear dynamical
systems. There were a lot of approaches proposed to
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recover the time delay τ0 of the system from recorded
time series, e.g., the autocorrelation function and the de-
layed mutual information(DMI)[19, 20], the filling fac-
tor analysis[21], extrema statistics[22, 23], information
theory methods[24, 25], the practical criterion[26] and
the permutation entropy and the permutation statisti-
cal complexity (CJS)[27, 28]. This work is aim to re-
cover the time delay present in the time-delay chaotic
system when the underlying equation is not known and
the amount of data is relatively small. Generally speak-
ing, the phase-space reconstruction is a fundamental tool
for chaotic time series analysis. Nonetheless, it is inap-
propriate to apply this technique to a time-delay sys-
tem since even a first-order delay differential equation
can possess high-dimensional chaotic dynamics[29], and
we cannot directly reconstruct the phase-space of such
a system since the phase-space of such a system has to
be regarded as infinite-dimensional[23]. Recently, a new
technique, which is called the incomplete reconstruction
of the dynamics[30], gives us new insight into the way
to capture the structural information of the dynamics.
In the present paper, a new method based on the infor-
mation captured by the incomplete reconstruction of the
dynamics will be introduced to recover the time delay of
the system.
Before that, we propose a simple procedure called com-
ponent permutation, in order to show the local clustering
phenomenon of the orbits of the chaotic system in the
incomplete two-dimensional reconstructed phase-space.
We find that information captured by the incomplete
two-dimensional reconstructed phase-space, not only is
related to the time delay present in the system, but also
can be transferred to the permutation component by this
procedure. Then, in order to recover the time delay of
the system, the segmented mean-variance (SMV) is de-
rived from the permutation component. The proposed
2SMV will show pronounced maximum when the embed-
ding delay τ of the incomplete reconstruction is close
to the time delay τ0 of the time-delay system. Numer-
ical data generated from a time-delay system based on
the Mackey-Glass system operating in the chaotic regime
are used to illustrate the validity of the proposed SMV.
A series of successful time delay identifications demon-
strate that the structural information captured by the
incomplete two-dimensional reconstructed phase-space is
enough to recover the time delay of the system from the
scalar time series analysis. The proposed method is easy
to operate with a small amount of computation, and it
also has a good robustness against additive observational
noise. Most importantly, it can recover the time delay of
the system even though the amount of data is relatively
small and the feedback strength of the system is weak.
The present paper is structured as follows. In Sec. II,
the delay-coordinate reconstruction is briefly introduced
first, then the component permutation procedure is de-
veloped; after that the local clustering phenomenon of
the chaotic time series is described by utilizing the
numerical data generated by the He´non map and the
Mackey-Glass equation, finally, the segmented mean-
variance(SMV) is proposed to recover the time delay
present in the scalar time series. In Sec. III, the feasibil-
ity and reliability of the proposed SMV are first checked
by utilizing the numerical time series generated by the
time-delay systems based on the the well-known Mackey-
Glass equation, then the effects of the additive observa-
tional noise, data length and feedback strength on the
proposed SMV are tested. At last, a simple comparison
of time consumptions between the CJS and the proposed
SMV for different data lengths is obtained. In Sec. IV,
some brief conclusions are given.
II. THE LOCAL CLUSTERING PHENOMENON
AND THE SEGMENTED MEAN-VARIANCE
A. Delay-coordinate reconstruction
The reconstruction of the phase-space plays a very
important role in chaotic time series analysis since the
structure of phase-space is very helpful, and it is also a
fundamental tool for nonlinear time series analysis. The
widely used method to reconstruct the phase-space of the
dynamics of the chaotic system is the delay-coordinate
reconstruction proposed by Takens et al.[31, 32]. Specif-
ically, let {xn}
N
n=1 be a scalar time series of length N ,
let m be the embedding dimension and τ be the em-
bedding delay. Then the m-dimensional reconstructed
phase-space of this time series consists of the following
vectors:
Vn =
[
xn, xn+τ , xn+2τ , · · ·xn+(m−1)τ
]
, (1)
where n = 1, 2, · · · , N − (m− 1) τ . Though the embed-
ding dimension m and the embedding delay τ are very
essential for the delay-coordinate reconstruction, good
value for them are not easy to be estimated due to the
data length, noise, nonstationarity, algorithm parameters
and the like[33] in practice. About estimating good value
for the embedding dimensionm and the embedding delay
τ , please see Ref. 33, 34 and the references therein.
Actually, the full structure of the dynamics of the
chaotic system is not always necessary, and a partial
knowledge of the dynamics is helpful for data analysis
purpose sometimes. In Ref. 30, it was found that fore-
cast models which utilized the incomplete reconstruction
of the dynamics can obtain accurate predictions of the
future course of the dynamics. And in Ref. 35, the ap-
proach based on the incomplete two-dimensional recon-
structed phase-space was successfully applied to distin-
guish between noise and chaotic signals. In the present
paper, we will show that we can recover the time de-
lay τ0 present in the chaotic time series based on the
information captured by the incomplete two-dimensional
reconstructed phase-space.
The incomplete reconstruction means that the choice
of embedding dimension m does not satisfy the condi-
tions of Takens’ theorem[31]. It should be noted that the
full reconstructed phase-space can be obtained for low di-
mensional chaotic time series if the embedding dimension
m and the embedding delay τ satisfy the conditions of
the Takens’ theorem. The value of embedding dimension
m for the reconstruction of phase-space of the dynamics
is set to 2 in this paper, which means that the phase-
space is incompletely reconstructed for high dimensional
chaotic systems.
B. The component permutation procedure
When the embedding dimension m is fixed, another
parameter, the embedding delay τ , will have a major im-
pact on the incomplete two-dimensional reconstruction
of the phase-space. Obviously, the structure captured
by the incomplete two-dimensional reconstructed phase-
space is quite diverse if different embedding delay τ is
used. Based on it, we will propose an efficient method to
recover the time delay of the system from chaotic time
series in the present paper. Before that, a simple but
important procedure which is called the component per-
mutation, will be presented first. To the best of our
knowledge, this is the first time that the component per-
mutation procedure is introduced.
Let {xn}
N
n=1 be a scalar time series of length N
and τ be the embedding delay of the incomplete two-
dimensional reconstruction. Then the component permu-
tation procedure is implemented as follows:
(1) Obtaining the first component
{
xfn
}N−τ
n=1
=
{xn}
N−τ
n=1 and the second component {x
s
n}
N−τ
n=1 =
{xn}
N
n=τ+1 of the incomplete two-dimensional recon-
structed phase-space,
(2) Sorting the first component
{
xfn
}N−τ
n=1
with ascend-
ing order, let nnew be the new subscript after sorting.
3−0.4 −0.2 0 0.2 0.4
−1.5
−1
−0.5
0
0.5
1
1.5
y
x
(a)
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
x
n
x n
+
τ
(b)
0 200 400 600 800
−1.5
−1
−0.5
0
0.5
1
1.5
n
z n
(c)
FIG. 1. (a) Phase-space of He´non map;(b) incom-
plete two-dimensional reconstructed phase-space of He´non
map(embedding dimension m = 2 and embedding delay
τ = 1);(c) Permutation component with τ = 1. N = 800
data points are used.
Let zn = x
s
nnew
, then {zn}
N−τ
n=1 will be a new time series.
We will call {zn}
N−τ
n=1 the permutation component for
the reason that it is actually a permutation of the sec-
ond component {xsn}
N−τ
n=1 . The component permutation
procedure can be better described with a simple exam-
ple; suppose that we have a short time series {xn}
7
n=1 =
{1.1, 7.1, 6.1, 2.3, 4.5, 5.3, 8.2} and we set the embedding
delay τ = 1, then we can obtain the first component{
xfn
}6
n=1
= {1.1, 7.1, 6.1, 2.3, 4.5, 5.3} and the second
component {xsn}
6
n=1 = {7.1, 6.1, 2.3, 4.5, 5.3, 8.2} of the
original time series. By sorting the first component with
ascending order, we can get the new subscript nnew =
1, 4, 5, 6, 3, 2; correspondingly, we can obtain the permu-
tation component {zn}
6
n=1 = {7.1, 4.5, 5.3, 8.2, 2.3, 6.1}
by utilising the new subscript.
C. The local clustering phenomenon
After obtaining the permutation component, we have
observed that there is a special relationship between the
incomplete two-dimensional reconstructed phase-space
and its corresponding permutation component. To better
describe this relationship, we first consider the following
equation for He´non map[36]:
{
xn+1 = yn + 1− ax
2
n
yn+1 = bxn
(2)
The typical values a = 1.4 and b = 0.3 are chosen to
produce a deterministic chaotic time series. The He´non
map is used here because that it has a low-dimensional
attractor and the relationship can be described more
clearly. It should be stressed that the discrete chaotic
map itself is not the focus of this paper.
In Fig. 1 we plot the phase-space, the incomplete two-
dimensional reconstructed phase-space and the corre-
sponding permutation component of He´non map. From
Fig. 1(a) and Fig. 1(b) it can be observed that the in-
complete reconstruction recovers all of the structure of
this system since the delay-coordinate reconstruction of
this data with m = 2 and τ = 1 is indeed the actual
map just scaled. However, the main point of Fig. 1,
concerns the similarity between Fig. 1(b) and Fig. 1(c),
which represent the incomplete two-dimensional recon-
structed phase-space and its corresponding permutation
component, respectively. By studying the permutation
component, we also find that the values of the adja-
cent data of the permutation component are very close
when the similarity is well displayed, as if these data are
locally clustered by the component permutation proce-
dure. We will call that the local clustering phenomenon
in this paper. In other words, the local clustering phe-
nomenon contains two meanings, they are, the similarity
between the incomplete two-dimensional reconstructed
phase-space and its corresponding permutation compo-
nent, and the clustering of the data in the permutation
component.
The similarity between the incomplete two-
dimensional reconstructed phase-space and the cor-
responding permutation component of He´non map is
perfectly displayed since the phase-space of He´non
map is well reconstructed. It should be noted that
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FIG. 2. (a) Incomplete two-dimensional reconstructed phase-space of Mackey-Glass time series (embedding dimension m = 2
and embedding delay τ = 300) and permutation component with embedding delay (b) τ = 300 (c) τ = 600 (d) τ = 133.
the similarity exists when other values of τ are used
and disappears when τ is large enough for He´non map,
which we do not plot in this paper. It seems that the
local clustering phenomenon depends on the embedding
delay τ of the incomplete reconstruction. However, for
a time-delay chaotic system which can produce highly
complex dynamics, the incomplete two-dimensional
reconstructed phase-space can not capture the full
structure of the dynamics, does the local clustering
phenomenon still exist? To answer this question, we
consider the well-known Mackey-Glass equation[3]:
dx
dt
= αx(t−τ0)1+xγ(t−τ0) − x, α, γ > 0, (3)
where τ0 is the time delay feedback, α is the feedback
strength, γ is the degree of nonlinearity and t is a di-
mensionless time. The typical values τ0=60, α = 2
and γ = 10 are chosen to make the system operate in
the chaotic regime. For the purpose of obtaining the
Mackey-Glass time series, the forth-order Runge-Kutta
method[37] is used to numerically integrate the equation
from Eq. (3), and the integration step and sampling step
are ∆t = 0.01 and δt = 0.2 time units, respectively. The
time delay present in the Mackey-Glass time series is 300
(τ0/δt = 300) under these parameters.
In Fig. 2 we plot the incomplete two-dimensional re-
constructed phase-space with embedding delay τ = 300
and its corresponding permutation component of the
Mackey-Glass time series. Besides, we also plot the per-
mutation component with embedding delay τ = 600 and
τ = 133 in Fig. 2, while their corresponding incomplete
reconstructed phase-space are not plotted for the sake
of brevity. From Fig. 2(a) and Fig. 2(b) it can be ob-
served that the local clustering phenomenon still exists,
though it is poorly displayed (compared with the He´non
scenario).
The local clustering phenomenon illustrates that the
information captured by the incomplete two-dimensional
reconstructed phase-space is transferred to the corre-
sponding permutation component by the procedure of
component permutation. Hence, we can extract some
important features of the dynamics of the time-delay
chaotic system from the corresponding permutation com-
ponent. It is also more convenient to study the permuta-
tion component rather than the incomplete reconstructed
phase-space since the dimension needs to be tackled is re-
duced.
5As shown in Fig. 2, the permutation component has
three different forms when different embedding delays
τ of the incomplete reconstruction are considered, and
these forms are related to the time delay τ0 of the sys-
tem. The relationships between the embedding delay τ
of the incomplete reconstruction and the time delay τ0
present in the system are described as below.
I τ = τ0
II τ = nτ0, n = 2, 3, · · ·
III τ 6= nτ0, n = 1, 2, 3, · · ·
(4)
In case I, i.e., the embedding delay τ of the incomplete
reconstruction is equal to the time delay τ0 of the sys-
tem, the amount of information captured by the incom-
plete reconstructed phase-space is the most, as shown
in Fig. 2(a). Accordingly, the information contained in
the permutation component is the most and the local
clustering phenomenon is well displayed, as shown in
Fig. 2(b). In case II, the permutation component also
shows some fundamental structure of the dynamics of the
system since the structural information captured by the
incomplete two-dimensional reconstructed phase-space is
also considerable, as shown in Fig. 2(c). In case III, how-
ever, the permutation component acts like random time
series for the reason that the incomplete two-dimensional
reconstructed phase-space can not capture any structural
information of the dynamics of the system, as shown in
Fig. 2(d). It should be noted that there is no local clus-
tering phenomenon at this time. From Fig. 2 and Fig. 1
we also observe that the local clustering phenomenon of
the Mackey-Glass time series is not demonstrated as well
as that of the He´non map, the reason is that the incom-
plete two-dimensional reconstructed phase-space can not
capture the full dynamics of the Mackey-Glass system.
D. The segmented mean-variance
As described above, for a time-delay chaotic system,
the property of the permutation component is closely
related to the relationship between the embedding de-
lay τ of the incomplete reconstruction and the time de-
lay τ0 of the system. We find that the local clustering
phenomenon is well displayed when the embedding delay
τ of the incomplete reconstruction is equal to the time
delay τ0 present in the system since the structural in-
formation captured by the incomplete two-dimensional
reconstructed phase-space is the most in this situation.
Inspired by the local clustering phenomenon, we present
a novel and simple approach to recover the time delay τ
of the system from the permutation component in this
paper. This method, which will be called the segmented
mean-variance (SMV), is based on the calculation of the
mean and variance of the permutation component. The
calculation procedure of the SMV is described as follows:
(1) Dividing the permutation component {zn}
N−τ
n=1 into
L groups: Zl =
{
z(l−1)K+1, z(l−1)K+2, · · · , zlK
}
, l =
1, 2, · · · , L , with K = ⌊N/L⌋ being the amount of data
of each group and ⌊P ⌋ denoting an integer less than or
equal to P ;
(2) Calculating the mean µˆl and the variance σˆ
2
l of
each group Zl, l = 1, 2, · · · , L,
µˆl =
1
K
K∑
k=1
z(l−1)K+k,
σˆ2l =
1
K−1
K∑
k=1
(
z(l−1)K+k − µˆl
)2
;
(5)
(3) Computing the mean of µˆl and σˆ
2
l , l = 1, 2, · · · , L,
µˆ =
1
L
L∑
l=1
µˆl, σˆ
2 =
1
L
L∑
l=1
σˆ2l ; (6)
(4) Calculating the variance of µˆl, l = 1, 2, · · · , L,
σˆ20 =
1
L− 1
L∑
l=1
(µˆl − µˆ)
2
; (7)
(5) Then the SMV is obtained as below,
SMV =
K
σˆ2
σˆ20 . (8)
According to the relationships described in Eq. 4, the
SMV will show three different types of values. In the first
case, the values of data of each group Zl, l = 1, 2, · · · , L
are almost the same because of the well presented local
clustering phenomenon, therefore, the mean of segmented
variances σˆ2 is of small value. Meanwhile, the values of
data of different groups are different, then the segmented
means σˆ20 is of large value. A small value of σˆ
2 and a large
value of σˆ20 will lead to a large SMV in this situation.
It should be noted that the parameter K in Eq. (8) is
just a multiplication factor which makes the SMV follow
F distribution if the time series {xn}
N
n=1 is a Gaussian
white noise[35].
In the second case, though the local clustering phe-
nomenon is not presented as well as that of the first case,
the incomplete two-dimensional reconstructed phase-
space also can capture some fundamental information of
the dynamics of the system. Though the value of the
SMV is large enough, but it still much smaller than that
of the first case. In the last case, there is no helpful in-
formation contained in the permutation component, and
the local clustering phenomenon disappears. The permu-
tation component acts like a random time series. Thus,
the mean of segmented variances σˆ2 is of large value and
the variance of segmented means σˆ20 is of small value, so
the value of the proposed SMV is relatively small. Above
all, we can recover the time delay present in the system
according to the values of the SMV.
III. NUMERICAL RESULTS AND
DISCUSSIONS
As stated in Sec. II, the values of the proposed SMV are
relatively different according to the relationship between
6the embedding delay τ of the incomplete reconstruction
and the time delay τ0 of the system, which means that we
can identify the time delay present in the scalar time se-
ries according to the values of the proposed SMV. In this
section, some experiments will be given in order to check
the effectiveness and reliability of the proposed SMV.
Besides, for the purpose of comparison, the permuta-
tion statistical complexity (CJS)[27] is used as the gold
standard. The CJS is a relatively new method proposed
to identify the time delay of the system and its perfor-
mance is relatively good[27]. Note that the calculation of
CJS is related to the phase-space reconstruction[38], so
it also need two parameters, namely the embedding de-
lay τ and embedding dimension m when evaluating the
CJS . Generally speaking, to obtain a reliable statistics
when evaluating the CJS , the length N of the time se-
ries and the embedding dimension m should satisfy the
condition N ≫ m![39], or they should satisfy the condi-
tion N ≥ 5m![40] at least. In the following experiments,
the embedding dimensions for CJS are chosen accord-
ing to the latter condition. About this approach, please
see Ref. 38 and 27 for details. It should be pointed out
that the starting points of the CJS and proposed SMV
are totally different though they both are related to the
phase-space reconstruction.
Numerical data used in the following simulations
are generated by the time-delay systems based on the
Mackey-Glass equation. First of all, the effectiveness of
the SMV will be tested by calculating the SMV as a func-
tion of the embedding delay τ of the incomplete recon-
struction, and the effect of the number of data segments L
on the proposed SMV will be discussed. Then, the effect
of additive observational noise, data length and feedback
strength on the proposed SMV will be checked. Finally,
the time complexity of the proposed SMV is obtained for
different data lengths.
A. The effectiveness of the SMV
In order to check the effectiveness of the proposed
method, we calculate the SMV as a function of the em-
bedding delay τ of the incomplete reconstruction for the
Mackey-Glass time series generated by Eq. (3). The re-
sults are shown in Fig. 3(a). It can be clearly observed
that the proposed SMV has well-defined and sharp max-
ima when the embedding delay τ of the incomplete re-
construction is close to the time delay τ0 of the system,
i.e. for τ near 300(τ0/δt = 300). In this situation, the
structural information of the system captured by the in-
complete two-dimensional reconstructed phase-space is
the most and the local clustering phenomenon is well
presented. Consequently, the value of the SMV is the
largest. Moreover, the proposed SMV also shows clear
peak when the embedding delay τ of the incomplete re-
construction is approximately double the time delay τ0
of the system, i.e. for τ near 600(τ0/δt = 600). While,
the value of the proposed SMV is much smaller in the
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FIG. 3. (a) SMV as a function of the embedding delay τ for
number of data segments L = 5. (b) the CJS as a function
of the embedding delay τ for embedding dimension m = 8.
N = 106 data points are used.
case of other embedding delays. Thus, the results shown
in Fig. 3(a) are perfectly consistent with the discussion
in Sec. II.
From Fig. 3(a) it can also be observed that there is a
light time delay overestimation. This time delay overes-
timation can be attributed to the internal response time
or inertia of the Mackey-Glass system[27]. It is difficult
to estimate the inertia accurately, and most of the meth-
ods proposed to recover the time delay present in the
recorded time series[41, 42], are affected by the inertia.
We also calculate the CJS as a function of the embed-
ding delay τ for the reason that the CJS is also affected
by the inertia and for comparison purpose, the results
are shown in Fig. 3(b). It can be observed from Fig. 3(b)
that there are a lot of spurious peaks in the CJS , while
these spurious peaks do not appear in our approach.
The number of data segments L is important for cal-
culation of the proposed SMV. It should be pointed out
that L should satisfy the following condition
2 ≤ L ≤ ⌊(N − τmax)/2⌋ , (9)
where τmax is the largest embedding delay of the in-
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FIG. 4. (a) SMV as a function of embedding delay τ for the
numbers of data segments 2 ≤ L ≤ 10. (b) Enlargement
near the time delay τ0 of the system in order to observe more
clearly the effect of the number of data segments L on the
SMV. N = 2× 105 data points are used.
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FIG. 5. SMV as a function of number of data segments L for
embedding delay τ = 303. The maximum value of the SMV
occurs when L = 6. N = 2× 105 data points.
complete reconstruction one chooses and N is the data
length. From Eq. (7) we can find that L 6= 1 is obvious,
and if L > ⌊(N − τmax)/2⌋, the amount of data in each
group is K = 1, the calculation of SMV is meaningless
in this situation. It is obvious that the values of the pro-
posed SMV are different if we choose different numbers
of data segments L. In order to check the effect of L on
the SMV, in Fig. 4(a) we plot the SMV as a function
of embedding delay τ of the incomplete reconstruction
for different numbers of data segments L, and and in
Fig. 4(b) we plot the enlargement near the time delay
τ0 the system in order to observe more clearly. From
Fig. 4, it can be observed that the values of the SMV
corresponding to L = 5 and L = 6 are bigger than that
of other data segments L. To better explain this, the pro-
posed SMV as a function of the number of data segments
L for τ = 303 (because of the time delay overestimation)
is plotted in Fig. 5, it can be observed that the SMV is
maximized when L = 6 in this situation (The time se-
ries is generated from Eq. (3) and N = 2 × 105 data are
used.), while the corresponding number of data segments
may not be L = 6 for other data lengths and time series
derived from other time-delay chaotic systems. Never-
theless, the proposed SMV can always recover the time
delay of the system as long as the number of data seg-
ments L one chooses satisfies the condition in Eq. (9).
From now on, the number of data segments L will be
fixed to 5 for the sake of uniformity in this article.
In practical applications, there are more than one time
delay in the system sometimes. In order to test the per-
formance of the SMV in this case, we consider the gener-
alized Mackey-Glass equation[43] with two time delays:
dx
dt
=
1
2
2∑
k=1
αx (t− τ0,k)
1 + xγ (t− τ0,k)
− x, (10)
To obtain the numerical data, the same integration
method and parameters (α = 2, γ = 10) as in the single
time delay case are used. In Fig. 6(a) we plot the SMV
as a function of the embedding delay τ of the incomplete
reconstruction in the case of a generalized Mackey-Glass
system with two time delays(τ0,1 = 60, τ0,2 = 96). The
proposed SMV shows obvious peaks when the embedding
delays of the incomplete reconstruction are close to the
time delays of the system, i.e. τ ∼ 300 (τ0,1/δt = 300)
and τ ∼ 480 (τ0,2/δt = 480). Similar to the case of
one time delay, there is also a slight time delay over-
estimation. From Fig. 6(a) it can also be seen that the
SMV shows peaks when the embedding delay is close to
τ = 180(480− 300 = 180) and τ = 780(480+300 = 780),
but less pronounced. The occurrence of these peaks is
similar to the intermodulation in inverters; their pres-
ence do not affect the estimation of the time delays of
the system. As a comparison, the CJS is also calculated
from the same time series, the result is shown in Fig. 6(b).
From Fig. 6(b) we can also observe the intermodulation
phenomena, besides, a lot of spurious peaks appeared on
the left side of the time delays of the system, which has
a bad effect on the identification of the time delays of
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FIG. 6. (a) SMV and (b) the CJS as a function of the em-
bedding delay τ for a Mackey-Glass system with time delays
τ0,1 = 60 and τ0,2 = 96. The number of data segments for the
SMV is L = 5, the embedding dimension for CJS is m = 8,
N = 1× 106 data points are used.
the system. Thus, it can be concluded that our method
still works well in the case of two time delays, and its
performance is better than that of the CJS .
B. The effect of an additive observational noise
The next goal of this paper is to analyze the effect of an
additive observational noise on the proposed method. It
is meaningful since the experimental time series is always
contaminated by observational noise in practice. For this
purpose, a Gaussian white noise with different noise levels
is added to the numerical data generated by the Mackey-
Glass system with one time delay. The noise level (NL)
is defined as the ratio of the standard deviation of the
noise and the standard deviation of the original signal.
In Fig. 7(a) we plot the SMV as a function of embed-
ding delay τ of the incomplete reconstruction for differ-
ent levels of observational noise, and in Fig. 7(b) we plot
the enlargement near the time delay τ0 of the system in
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FIG. 7. (a) SMV as a function of the embedding delay τ of
the incomplete reconstruction for different levels of the obser-
vational noise. The noise levels associated with the different
curves (NL = 0.1, 0.3, 0.5, 0.7, 0.9, 1.1) increases from top to
bottom. The number of data segments is L = 5 and N = 106
data points are used. (b) Enlargement near the time delay
τ0 of the system in order to observe more clearly the effect of
the NL on the SMV.
order to observe more clearly. It can be observed that
the proposed method is very robust in the presence of
the observational noise. The computation of the SMV is
based on a comparison of all the points in the first com-
ponent of the incomplete two-dimensional reconstructed
phase-space, and the relationship among the points of
the first component can not be completely destroyed by
the observational noise. Hence, the proposed SMV can
recover the time delay of the system in the presence of
observational noise.
C. The effect of data length
In practice, the data we need may not be always suffi-
cient, and most of methods fail to recover the time delay
τ0 of the system due to the data shortage. Thus, it is of
significance to study the effect of data length on the pro-
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FIG. 8. Comparison between the SMV and the CJS for the Mackey-Glass time series with different data lengths and NL = 0.2:
(a) and (b) N = 15000, and (c) and (d) N = 10000. The number of data segments L for the proposed SMV is equal to 5. The
embedding dimensions for the CJS in (b) and (d) are both 6.
posed SMV. The effect of data length on the CJS is also
studied for the purpose of comparison. The embedding
dimension m = 6 is considered when calculating the CJS
in the case of small amount of data. The observational
noise with NL = 0.2 is added to the Mackey-Glass time
series. Fig. 8 compares the results obtained for the SMV
and the CJS for two different data lengths N = 15000
and N = 10000. From Fig. 8 it is found that our ap-
proach is able to recover the time delay τ0 of the system
successfully in both situations. The amplitude of the
peak associated with the time delay τ0 of the system just
becomes lower when the amount of data is of small value.
However, the CJS cannot reveal the correct time delay
τ0 when N = 10000, as shown in Fig. 8(d). It should be
noted that other embedding dimensions (m = 3, 4, 5) for
CJS are also can not recover the time delay τ0 of the sys-
tem in this situation. Actually, the CJS can not recover
the time delay τ0 any more when the amount of data is
relatively small, i.e., for N < 10000.
In order to better describe the effect of data length on
these two methods and for the purpose of comparison,
we will exploit the location of the embedding delay τ as-
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FIG. 9. Identification rate ρ as a function of NL for the
proposed SMV and the CJS. The number of data segments
L for the SMV is equal to 5. The embedding dimension m
for the CJS is 6, and the simulation is carried out with 100
Monte Carlo experiments and is averaged. N = 15000 data
are used.
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FIG. 10. Comparison between the SMV and the CJS with
low feedback strength(α = 1.4) and noise level NL = 0.2: (a)
the SMV, and (b) the CJS. The number of data segments
for the SMV is L = 5, the embedding dimension for CJS is
m = 6. N = 15000 data points are used.
sociated with the largest SMV to verify the accuracy of
time delay identification in the present paper. In consid-
eration of time delay overestimation, a vicinity W (τ0) of
the time delay τ0 of the system is defined as[44]:
W (τ0) = [τ0 − ε× τ0, τ0 + ε× τ0] , (11)
where ε is the mismatch coefficient, and ε is set to 5%
in this paper. The time delay is still considered to be
estimated successfully once the embedding delay τ as-
sociated with the largest SMV locates in the vicinity
W (τ0). The identification rate ρ is defined as the ra-
tio of the number of successful identifications and the
number of trials. The simulation is carried out with 100
Monte Carlo experiments and is averaged, the results are
depicted in Fig. 9.
We can see from Fig. 9 that the proposed method is
able to recover the time delay of the system even though
the level of observational noise is higher. By contrast, the
performance of the CJS begins to decline whenNL > 0.4,
and the identification rate ρ of the CJS is zero when
NL > 0.8, which means that the CJS is failed to recover
the time delay of the system in the case of small amount
of data with a large amount of observational noise. It can
be concluded that the performance of the SMV is much
better than that of the CJS in the case of small amount
of data and higher levels of observational noise.
D. The effect of feedback strength
It is well known that the recovery of the time delay
would be difficult if the feedback strength is small, it was
also pointed out that the identification of the time de-
lay of the system would be impossible when the optical
feedback of the chaotic semiconductor laser was weak[42].
In order to check the performance of the proposed SMV
in this severe time delay identification scenario, numer-
ical simulation of the data generated by Eq. (3) with
the same parameters (τ0=60, γ = 10) but low feedback
strength α = 1.4, is analyzed. Meanwhile, the CJS is
also used to identify the time delay of the system for the
purpose of comparison. N = 15000 data points are used
in the experiment for the reason that the CJS can not
recover the time delay of the system if the data length is
too small. The results are shown in Fig. 10.
We can see from Fig. 10(a) that the proposed SMV
shows pronounced maximum when the embedding delay
τ of the system is close to the time delay of the sys-
tem, which means that the proposed method can recover
the time delay of the system when the feedback strength
is small. Moreover, we can also observe from Fig. 9(a)
that the amplitude of the peak associated with τ = 600
becomes larger than that of the peak associated with
τ = 600 in Fig. 9(a), this is due to the effect of the low
feedback strength. As for the CJS , it fails to recover the
time delay in this situation, as shown in Fig. 10(b). From
Fig. 10 we can conclude that the performance of the pro-
posed SMV is much better than that of the CJS in the
case of weak feedback strength.
E. The time complexity
The time complexity is also an important consideration
in practical applications, especially when the amount of
data is relatively large. From Sec. II we know that the
calculation of the SMV is quite simple since one only
need to compute the mean and variance of the data. In
contrast, the computation of the CJS is somewhat com-
plicated when the embedding dimension m is of large
value. In order to compare the time complexity of these
two approaches, the average time consumptions via 100
Mente Carlo runs of the SMV and the CJS for different
data lengths are shown in Table I, the data lengths N we
choose here is corresponding to the embedding dimen-
sion m = 4, 5, 6, 7, 8 for CJS subjected to N = 5m!. It is
found that the time consumptions of the SMV are lower
than that of the CJS in all situations, and the difference
becomes obvious when the amount of data is of large
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TABLE I. Time consumptions of the SMV and the CJS with different data lengths (unit:s).
N = 120 N = 600 N = 3600 N = 25200 N = 201600
CJS 2.9915 × 10
−4 3.1444 × 10−4 6.5508 × 10−4 0.004532 0.386460
SMV 8.2859 × 10−5 1.1546 × 10−4 2.7783 × 10−4 0.001071 0.073973
value. The simulations are run on the computer with a
3.40GHz Intel Core i7-2600KCPU and an 8.00GB RAM.
The release of MATLAB is 2012b.
IV. CONCLUSIONS
Time-delay chaotic systems are widely used in practice
because of their high degree of nonlinearity and complex
dynamics. In such systems, time delay always plays a
vital role and can provide additional information about
the relationship between different components. The re-
covery of time delay present in the time series is one of
the key problems in the study of time-delay chaotic sys-
tems. However, time delay identification is not an easy
task due to the shortage of a prior knowledge, the small
amount of data and the effect of noise. In this paper, a
computationally quick and conceptually simple approach
is introduced to deal with this task. Before that, we pro-
pose an important procedure called the component per-
mutation to show the local clustering phenomenon of the
chaotic system based on the incomplete two-dimensional
reconstruction of dynamics of the system. We find that
the amount of information captured by the incomplete
two-dimensional reconstructed phase-space is associated
with the time delay present in the time-delay chaotic sys-
tem. Furthermore, the information can be transferred to
the permutation component by the procedure of compo-
nent permutation. Then, a statistic SMV is developed
from the permutation component to recover the time de-
lay present in the system. Numerical data generated by
the time-delay systems based on the well-known Mackey-
Glass equation are used to test the effectiveness and reli-
ability of the proposed method. Numerical results show
that the proposed SMV is robust to additive observa-
tional noise, and is able to recover the time delay of
the chaotic system with small feedback strength. What’s
more, it is found that the performance of the proposed
method is also good in the case of small amount of data
contaminated by a large amount of observational noise.
The time complexity of the proposed SMV is also quite
low.
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