Abstract -This paper explores the possibilities to use robust object controller which is responsible for autonomous control of the tracking algorithms based on visual model features as generator helicopter.
I. INTRODUCTION
The reader is referred to [2] for a good overview of the various types of vehicles and algorithms used for their control. Recent Our work is focused on the integration of different visual work has included autonomous landing [3] , [4] and aggressive feature detection and tracking algorithms in UAVs. The ultimate maneuvering [5] goal is to extend the UAVs capabilities through the use of visual Many techniques for detection or tracking of interests objects sensors with the aim to be used in tasks like object recognition in the scene are based on model features or descriptors. In the and tracking, visual inspection and visual navigation. The literature there are many feature detectors based on salient point, techniques proposed are intended to control in real-time the shape, Differential Invariants, SIFT, etc. The suitability of a UAV displacement based on image velocity references. Using feature detector is closely related with the application or task previous works developed by the authors as foundation. We intended to perform. In the work of Mikolajczyk and Schmid [6] , extend these approaches based on appearance with techniques they made a comparison of many different descriptors, based in a based in visual models. These techniques are evaluated in matching and recognition context and under a variety of viewing quality, efficiency and the capacity to be implemented in real conditions, finding that better performance and robustness for time for control process.
affine transformations, scale changes, image rotation, blurring
We implement visual control techniques in UAVs using the and illumination changes are present in the SIFT descriptors [7] .
first generation testbed developed at Universidad Politecnica de Some applications of matching using SIFT were proposed by Madrid, COLIBRI I [1] . This platform has a control architecture Se and Lowe [8] , and have been tested in ground robots with very that permits the integration of many different visual algorithms good results for navigation, 3D reconstruction and SLAM. SIFT in the control process. The vision-based system acts as an overall also has been used in UAVs to find landmarks based on infrared controller sending navigation commands to a low level flight images. The aim of this SLAM works is to implement landmark According with equation (4), to obtain the Matrix H, we need is via 802.11g wireless Ethernet protocol. to calculate eight parameters. Considering that every pair of The system runs in an client-server architecture using matched keypoints give us two equations, we need a minimum TCP/UDP messages. This architecture allows embedded of four pairs of correctly matched keypoints to solve the system. application to run onboard the autonomous helicopter while Equation (5) Once the detection is performed in the current frame and the transformation has been resolved, the velocity reference can be B. Implementation generated using the center of gravity of the tracked object. The process is initiated by selecting in the first image an integrated in the flight controller using velocity references. interest area or zone around the object that is intended to track. The algorithm should be able to generate suitable image-based This represent the template in which the SIFT Keypoints is velocity references that will be integrated with the controller performed obtaining the set of "keypoints". This set of points are through a high level layer that switch and routes messages stored for successive matching along the video sequence. Along between processes. Different processes (e.g. flight control, with the first frame a second frame is acquired with a similar vision algorithm, ground based commands, etc) can interact area but twice bigger. This second area is centered taking into simultaneously using this layer and relying on protocols like consideration the projected center from the first frame. This area TCP and UDP will be the local processing area in order to improve the speed of velocities of the camera are related with the tracked object by: Figure 2 shows a pseudocode of this algorithm.
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this section we present several experimental trials with where L is the interaction matrix which has two component the aim to validate our approach. First, the algorithm is tested for linear and angular velocity. The above model take into with some sequences, in which movements to planar objects 1.166 (Figure 3(4) , 3(5)). The experimental trial performed shows that the algorithm can match and obtain an adjusted projection when the object has changes in scale by a factor of 2X and rotation up are applied including translation, scale and rotation in three to 45 degrees in all axes. Figure 4 shows some examples of these axes with a constant illumination. The images acquired at 30 conditions. In theses images the original frame is in the upper fps in full color have a resolution of 640x480 pixels and every left of the image (without change the scale) and the matched sequence has 1000 frames.
Keypoints between original frame and the current image are Figure 3 shows the objects used in the tests sequences. connected by the different color lines. The obtained projection The algorithm was tested with the sequences evaluating the of the original frame is shown as the white box and the black box robustness and efficiency in terms of the number of correctly is the area processed in current scene (window processed). matched Keypoints, projected frames and average time spent in A final sequence of images taken during a real flight test of the process. Table I shows the summarized results. the COLIBRI I UAV is used to test the tracking of a defined From table I is clear that the size of the search window has a window in a building. These images are in gray scale at 640x480 big influence in the speed of the algorithm but it does not always and contain a large influence of vibrations, noise and motion Of this algorithm to track objects in real flight image sequences. and translational movements. This sequence was used without a°p revious process or property enhancement as shows in figure 5 . Figure 6 , shows the building windows tracked at frames 15, Finally, a special attention needs to be taken on the 45 and 70. The search window has 236x224 pixels. The mean computational time spent by the algorithm. This computational SIFT keypoints detected by frame is 535.15 and the number time is variable, and depends directly of the size of the of matched points is 11.90. The average time spend is 0.92 window area processed, the number of Keypoints obtained, seconds with 59% of frames detected correctly. The noise and and the facility in which a transformation is found by the vibration in the sequence generated by the Helicopter and the RANSAC Algorithm. In the worst case, the algorithm spends changes in illumination influence the capability of the algorithm approximately two second to obtain the model or to reach the to find the object in some frames. In addition, the selected scene maximum number of trials. In these way improvements to this has a recurrent structure that is not a good to reach adequate part of the algorithm has to be done before use it to real time matched keypoints and perspective transformation. However detection.
