NOvA is a long-baseline neutrino oscillation experiment. It uses the NuMI beam from Fermilab and two sampling calorimeter detectors located off-axis from the beam. The NOvA experiment measures the rate of electron-neutrino appearance in the almost pure muon-neutrino NuMI beam, with the data measured at the Near Detector being used to accurately determine the expected rate at the Far Detector. It is very important to have automated and accurate monitoring of the data recorded by the detectors so any hardware, DAQ or beam issues arising in the 344k (20k) channels of the Far (Near) detector which could affect the quality of the data taking are determined. This paper will cover the techniques and detector monitoring systems in various stages of data taking.
I. INTRODUCTION A. NOvA Experiment
NOvA (NuMI Off-axis ν e Appearance) is the US flagship long-baseline neutrino oscillation experiment [1] . The muon neutrinos beam from the NuMI accelerator at Fermilab passes through two functionally identical tracking detectors, one located at Fermilab, the other 810 km away at Ash River, MN. The two detectors are placed 14.6 mrad off-axis from the center of the neutrino beam and their similarity in their physical structure and architecture of the data acquisition help in reducing the impact of systematic uncertainties. Both detectors are made of with a reflective PVC tubes (cells) (Fig.1, right ) that is filled with liquid scintillator.
Each cell contains one fiber, corresponding to one pixel of the detector and 32 cells make up one module. A series of modules glued together form a plane (1 plane = 12 modules in Far Detector ( Fig.1, left ) and 3 modules in Near Detector (Fig.2, left) ). The cells are 3.6 cm by 5.6 cm in cross section and 4.2 m in length in the near detector (ND) and 15.2 m long in the far detector (FD). Cells are stacked in alternating horizontal and vertical planes to provide three dimensional tracking of particles. Wavelength-shifting fiber is looped through inside the cell and collects light from the interaction of a charged particle with the liquid scintillator. The fiber ends terminate on a single pixel of an avalanche photodiode (APD) (Fig.3) . The APDs are a critical component of the experiment, as they convert the photons produced by charged particles traversing the scintillator in the PVC tubes of the detectors into electronic signals. The signal is amplified and read out by a Front End Board (FEB) of which there is one for each APD. The FEB digitizes the hits above threshold and reads the analog signal from the APD. The hit information from the FEB is collected by a Data Concentrator Module (DCM). DCMs passes the data to a processing farm.
B. Far Detector
In total there are 896 planes with 344,064 channels and a total active detector mass of 14 kt (65% liquid scintillator). The detector was constructed in 14 di-blocks (two set of 32 plane blocks glued together). Each di-block has 12 DCMs, with 64 FEBs in each DCM.
The FD is on the surface and receives 50-70 cosmic rays in each 550 microsecond readout window. Its primary goal to measure the energy spectra for our beam neutrinos, separating muon and electron neutrino charged-current interactions from neutral-current interactions. 
C. Near Detector
The ND is ∼100 m underground to reduce cosmic ray interactions. It is only 1 km away from the beam, so the neutrino interaction rate is much higher than the far detector. It is designed to measure the unoscillated beam spectra so that it can be used to predict the far detector spectrum. The dimension of detector is smaller in size compared to FD. The length of detector is 15.9 meters long along the beam direction, divided into a 12.67 meter active region followed by a 3.23 meter muon catcher at the downstream end as shown in 
II. PERFORMANCE OF THE NOVA DETECTORS
For every particle physics experiment, the success depends on the monitoring of the detector performance. There are various tools developed to track the detector performances.
The high quality of data is monitored by performance metrics developed through automated script. One metric that is used to gauge the overall performance of the detectors is their fractional uptime, shown in Fig.4 . Maximizing uptime is a top priority for the experiment, 
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III. IDENTIFYING ISSUES WITH LIVE DATA : CONTROL ROOM TOOLS
The raw hits collected through various electronic systems and propagated through the data acquisition system (DAQ) is displayed in a "human-readable" way in the control room and this is monitored by the shifter. A live event display [3] provides a closer look at the real-time state of data-triggered events for the purpose of a high-level overview of detector performance. There are several tools we have designed to identify faulty behavior part of our detector. One of the control room tools is an event display which easily catch non-reporting DCMs or channels (Fig.5) as well as detector timing problems can create broken tracks, which are identified easily by looking at a few cosmic ray tracks that span several DCMs.
The raw event contains all of the information for the whole event. This includes the time and total charge for that hit and the hardware address in terms of FEB and pixel number.
The nanoslices are associated with individual channels while microslices are associated with individual DCMs. Each hit is categorized by the charge (ADC): "low" (ADC < 175), "MIP" (175 ADC 3200), and "high" (3200 < ADC). A hit rate plot (shown in Fig.6 ) is computed by dividing the hit counts by the total live time; this is another diagnosis tools.
The hit count histograms are filled continuously and the hit rates are recomputed after every 100 processed events.
Another metric that keeps track of how many times each FEB switches from a reporting state to a non-reporting is called "FEB dropout". The number of dropouts is recorded and these FEBs are added to list for possible replacement. Sometimes if there is thunderstorm, this can triggered multiple drop outs and we can easily catch the non-reporting part of the detector as shown in Fig.7 .
IV. DATA QUALITY METRICS
There is a series of fully automated scripts that handles everything from data processing to transferring data to a permanent disk. We run multiple data quality [2] checks over the data to generate performance plots that are regularly published to a website spanning time intervals of hours, days, weeks, months, and years. For the permanent record, high data quality decisions are made including a determination of which subruns (a collection of events over a period of time) represent good data and which channels should be masked prior to reconstruction. There are different data quality failures as shown in Fig.8 . Another metric to track cosmic and NuMI beam spill trigger rate is shown in Fig.9 .
V. AUTOMATING MAINTENANCE LIST DUE TO HARDWARE ISSUES
The hit rate and drop out metrics produced by the online monitoring are useful indicators of issues in our readout electronics. A watch list of hardware with potential issues is computed weekly based on these metrics. An example of a noisy hardware map and a hardware map after maintenance is shown in Fig.10 . Also a script generates the list of "issue channels" which is the main driver of scheduled maintenance tasks on the APDs and FEBs in both the Near and Far detectors. An example of this list of issued channel are shown in Good (white), too many or too few tracks (orange), median hit rate too high or low (blue), part of detector missing or has too high or low hit rate (red and green), no activity or incorrect time stamps (black), fewer than 1k triggers in run or not enough data to access quality (violet).
VI. SUMMARY
Since October 2013, the far detector has been taking data and the near detector, since August 2014. We continuously monitor the data recorded, both in real time in the control room and after recording to remove any data with potential data quality issues. Tracking detector performance and data quality is a key aspect of NOvA data-taking as it helps to maintain a high detector uptime fraction and dictates the data selection for all physics analyses. This note highlighted several tools developed and utilized for diagnosis of detector failures. Uptime has steadily increased over time as we move from commissioning to steady state running and is now consistently above 95%. 
