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Abstract
Nel presente rapporto viene mostrato un esempio applicativo della programmazione
parallela; il problema studiato e` quello della soluzione dell’equazione del trasporto.
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1. Introduzione
Diversi problemi richiedono grandi quantita` di calcolo per fornire soluzioni affidabili,
e il costo computazionale richiesto impegna ingenti quantita` di memoria e di tempo;
come esempi possiamo citare i calcoli di fisica atmosferica e le simulazioni a N-corpi in
astronomia. L’idea e` dunque quella di dividere il lavoro tra piu` processori ognuno dei
quali si occupa di una sottoparte del problema. In teoria, se ci sono n processori il tempo
impiegato per completare il calcolo dovrebbe essere 1/n volte il tempo impiegato nel caso
di processore singolo; nella pratica non si verifica esattamente cio`, in quanto difficilmente
un problema e` divisibile in parti esattamente uguali e sono necessarie interazioni fra le
parti sia per il trasferimento dei dati che per la sincronizzazione fra i processi. In ogni
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caso la programmazione parallela garantisce molto sia in termini di riduzione del tempo
di calcolo che di capacita` di memoria.
La creazione dei processi puo` essere statica o dinamica ([1]):
1. nella creazione statica tutti i processi vengono specificati prima dell’esecuzione e il
sistema esegue un numero fisso di operazioni;
2. nella creazione dinamica i processi possono essere creati ed eseguiti durante l’esecu-
zione del programma.
In questo lavoro si fa uso di programmazione parallela statica, e il protocollo di comuni-
cazione adoperato e` MPI (Message Passing Interface).
2. Test dell’algoritmo di Jameson-Schmidt-Turkel
La prima parte del lavoro consiste nel testare l’algoritmo di Runge-Kutta di ordine
2 che andremo ad usare nella parte di evoluzione dinamica dell’equazione d’onda; l’algo-
ritmo utilizzato e` quello di Jameson-Schmidt-Turkel ([2]). Sia U un vettore che evolve
nel tempo t secondo un campo di velocita` F:
dU
dt
= F(U) (1)
tale sistema puo` essere integrato all’ordine s secondo la procedura (dove il simbolo di
uguaglianza significa assegnazione, il pedice n indica l’n-esimo stadio temporale e ∆t il
passo temporale)
U = Un
U = Un +
∆t
k
F(U) per k = s, s− 1, s− 2, ..., 1
passo finale : Un+1 = Un
Abbiamo testato l’algoritmo sui seguenti sistemi dinamici ([3]):
1. oscillatore di Duffing (U = (x, v)T ):
dx
dt
= v
dv
dt
= x− x3 − δv + γ cos (ωt)
. (2)
I valori dei parametri qui adottati sono: δ = 0.25, ω = 1, γ = 0.3 .
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Figura 1: Soluzione dell’oscillatore di Duffing, con condizioni iniziali x = 0, v = 0.
2. attrattore di Lorenz (U = (x, y, z)T ):
dx
dt
= σ (y − x)
dy
dt
= ρx− y − xz
dz
dt
= −βz + xy
(3)
con valori dei parametri σ = 10, β = 8/3, ρ = 28.
I risultati delle simulazioni sono riportati nelle figure 1 e 2.
3. Trattazione dell’equazione del trasporto
In questo lavoro ci occupiamo di risolvere per via numerica l’equazione del trasporto
nel caso semplice unidimensionale
∂U
∂t
= −a∂U
∂x
, (4)
essendo U = U(x, t) una grandezza funzione della posizione x e del tempo t, e a un
parametro identificabile con la velocita` di traslazione dell’onda. La soluzione analitica
della (4) e` una qualsiasi funzione arbitraria di x− at:
U(x, t) = ξ (x− at) . (5)
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Figura 2: Soluzione dell’attrattore di Lorenz, con condizioni iniziali x = 0.1, y = 0.2, z = −0.1.
L’approccio standard nelle equazioni differenziali e` quello di approssimare gli operatori
di derivazione con equazioni alle differenze finite; nel presente lavoro utilizziamo una
semplice discretizzazione a 3 punti ([4]) della forma
∂U(x, t)
∂x
=
U(x+ ∆x, t)− U(x−∆x, t)
2∆x
+O
(
(∆x)2
)
, (6)
in tal modo lavoriamo sull’equazione (4) approssimata
∂U(x, t)
∂t
= −aU(x+ ∆x, t)− U(x−∆x, t)
2∆x
. (7)
La soluzione dell’equazione richiede l’assegnazione del profilo iniziale dell’onda y(x) =
U(x, t = 0). Nel nostro caso trattiamo per semplicita` il caso di condizioni al bordo
periodiche:
y(x) = y(x+ L) (8)
essendo L il periodo spaziale dell’onda. Dividiamo l’intervallo L in nx sottointervalli di
uguale ampiezza ∆x = L
nx
, e siano xi = x1, ..., xnx+1 i punti di griglia. La condizione di
periodicita` si traduce dunque nella forma
y(xnx+1) = y(x1). (9)
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Successivamente all’assegnazione del profilo iniziale, l’algoritmo di risoluzione calco-
la l’evoluzione temporale del vettore U = (U(x1, t), U(x2, t), ..., U(xnx , t))
T secondo
l’equazione (7) seguendo lo schema di Jameson-Schmidt-Turkel.
4. Routines utilizzate nel calcolo parallelo
La programmazione in parallelo ha richiesto la scrittura di routines (near, extreme,
exchange, non incluse tra le routines di MPI) che regolassero la comunicazione fra i
processori e lo scambio dati. Sia np il numero di processori coinvolti nel processo di
calcolo (nel nostro caso np = 2). Ciascun processore e` identificato da un numero iproc, il
cui valore va da 0 a np − 1.
•La routine near calcola il vicino sinistro e destro di ciascun processore. I processori
estremali, ovvero il primo e l’ultimo della catena (iproc = 0 e iproc = np− 1), hanno
come precedente e successivo rispettivamente l’ultimo e il primo processore della
catena; nel caso np = 2 si ha che per ciascun processore il precedente ed il successivo
coincidono, e sono identificabili con il processore compagno.
•La routine extreme calcola l’intervallo di punti su cui operera` ciascun processore.
Si lavora con una divisione uniforme, con mx = nx/np punti per ogni processore; il
limite sinistro e destro della griglia di punti su cui lavora ciascun processore sono
rispettivamente
sx = iproc ·mx + 1, (10)
ex = (iproc + 1) ·mx. (11)
•L’operazione di discretizzazione della derivata prima impone che, quando ci si trova
in un punto estremale dell’intervallo di competenza di un processore, si renda neces-
sario conoscere il valore della funzione in un punto sotto il controllo del processore
vicino; la routine exchange memorizza il valore della funzione nei punti estremali
di ciascun dominio in un vettore di stoccaggio e lo passa al processore adiacente
che lo utilizza per il calcolo delle derivate secondo lo schema dell’equazione (6). Le
routines di scambio di MPI utilizzate sono MPI SEND e MPI RCV.
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5. Calcolo numerico
L’equazione (4) ammette un integrale primo di immediata individuazione grazie alla
periodicita`:
∂
∂t
∫ L
0
U2 dx = 2
∫ L
0
U
∂U
∂t
dx = −2a
∫ L
0
U
∂U
∂x
= −a
∫ L
0
∂U2
∂x
dx = 0 (12)
da cui m =
∫ L
0
U2dx = costante; la costanza di tale parametro e` riconducibile alla
conservazione della massa. In approssimazione numerica si ha∫ L
0
U2dx = ∆x
N∑
i=1
U(xi)
2 +O
(
(∆x)3
)
. (13)
Abbiamo lavorato nell’intervallo spaziale [0, 2pi], e abbiamo posto come condizione ini-
ziale
U(x, t = 0) = sin(x).
La figura 4 mostra la variazione relativa della massa tramite il parametro
q(t) = 106
m(t)− 〈m〉
〈m〉
essendo 〈m〉 il valor medio temporale di m. Risulta che il livello di variazione relativa si
mantiene in ogni caso minore o dell’ordine di 10−4 nel caso di integrazione di ordine 2,
e dell’ordine di 10−6 nel caso di integrazione di ordine 4; da segnalare poi un aumento
sistematico della massa nel primo caso mentre nel secondo si ha oscillazione irregolare.
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Figura 3: Soluzione dell’equazione del trasporto.
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Figura 4: Variazione relativa del parametro di massa in funzione del tempo per ordini di integrazione
s = 2 (linea tratteggiata) e s = 4 (linea continua).
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