INTRODUCTION
The transformation of a given nonlinear programming problem f o (x) -> min ! subject to xel, f t (x) ^ 0, i = 1,..., m
into a séquence of unconstrained minimization problems T(x, ƒ ) -> min ! subject to xeX (2) forms and effective tool for handling constrained optimization problems (see e.g. [4, 6, 9, 20, 26] ). Thereby estimations for the rate of convergence play an essential rôle as well for theoretical investigations as for the control of the parameters in practical applications of the related method.
First resuit s on the rate of convergence in the convex case are given by Bittner [2] and Eremin [3] for the logarithmic barrier method and for the quadratic penalty method respectively. Poljak [24] dérives estimations of the local rate of convergence for quadratic penalties in nonconvex problems by means of the implicit function theorem. Using continuous parameter imbedding Fiacco/McCormick [4] prove differentiable trajectories of solutions to exist for some spécifie penalty methods under additional conditions. This leads to the rate of convergence of the related methods. On the base of the KuhnTucker-conditions Mifïlin [22] introduces a quite gênerai technique for getting convergence bounds of nonlinear programming algorithms and he applies this in [23] to methods of centers. Another approach using directly parameters of the given optimization problem (1) to estimate the rate of convergence was proposed by Kaplan [14, 15] . Quantitative convergence bounds in methods of exterior centers are derived in [6, 19, 21] by means of different techniques. The rate of convergence of augmented Lagrangian methods has been investigated by Gol'stejn/Tret'jakov [5] , Bertsekas [1] , Kort/Bertsekas [17] , Rockafellar [25, 26] and Skarin [27] e.g.
Basing on the close relation between solutions of (2) and the behaviour of the problem (1) subject to perturbations in the right hand side of the inequality constraints (for the case of augmented Lagragians compare [26] ) in this paper we dérive a gênerai technique for estimating the rate of convergence of sequential unconstrained minimization methods.
In the sequel we only investigate solvable nonlinear programming problems (1) with a closed subset X ^ R n and continuous functions f t :X -• R 1 9 i -0, 1,..., m. To short our notation set v = ( ° I with £ = (v l9 ,.., v m )
and we define /(x) = (/ 0 (x), ^(x), .., / m (x)) r . Thus, f(x) especially dénotes fjx) = (^(x),..., fjx)).
Let be selected an arbitrary set Y of parameters and a generating function E : 7 x R m+1 -> R-= R 1 u { + oo}. We define a related auxiliary function T :X x Y -> ÏT := £ u { -oo} by T(x, j;) = inf { E(y 9 v)\v> /(x) } for any x e X, yeY .
(3)
Now, most of the sequential unconstrained minimization techniques (SUMT) can be represented by the following scheme : The various special algorithms we get from the gênerai scheme by specifying the parameter set Y, the generating fonction E and by an appropriate sélection of the updating rule defining the séquence { y* } a Y of parameters in step 3 of SUMT (see [4, 9, 20] e.g.).
DUALITY AND ESTIMATIONS VIA COMPARISON PROBLEMS
Let us define the set Ö = {veR m+1 \lxeX with ƒ(*) < u }
characterizing the given optimization problem (1). Now, we introducé a séquen-ce of companson problems
related to the auxiliary problems (2) of the algorithm under considération. Let dénote % : R m -• R the primai fonction (or optimal value function) of the problem (1) , that means X(u) = inf{ / 0 (x) | x e X, ƒ (x)< u} for any ueR m .
Directly from the définitions of the function % and of the set Q we get 6 c epi x and Q = epi x .
Thus the comparison problem (5) can't be solved directly. However, the close relation between the problems (2) and the problems (5) established in the following lemma forms an effective base for the investigation of sequential unconstrained minimization techniques via the comparison problems (see [7, 8] 
For any y e Y we dénote
To develop a gênerai duality theory the set Y and the function E are assumed to satisfy the following condition : (F). For any y G Y and arbitrary veQ not being g-regular the inequality E(y, v) > inf £(>>, w) holds.
As shown in [8] this results in the weak duality estimation
Thus the problem
can be considered as a dual problem to (1) . If especially
are chosen then the related auxiliary function T equals the ordinary Lagran- (1) and (15) 
(x*, u* ) forms a saddle point of the Lagrangian L we get
Furthermore the equality
holds (see [9] e.g.). Let dénote
Then we get for the optimal value %(Q) of the given problem (1). The inequality (23) extends the duality bounds known from penalty methods ( [2, 4] e.g.) to more genera! sequential unconstrained minimization methods. We remark that the estimations proposed by Mifflin [22] are closely related to the inequalities (22), (23) . Now, we proceed in getting the rate of convergence for some spécifie methods by explicitely solving the approximated comparison problems with A = Q*.
SEQUENTIAL UNCONSTRAINED MINIMIZATION 273 3. PENALTY METHODS
In this chapter we dérive convergence bounds for some special penalty techniques. Thereby a penalty method is characterized by an explicitely given séquence { / } c y of parameters and the typical penalty property 0 , if ƒ (x) < 0 4-00, if /(xKO.
For further properties and details of penalty methods, especially gênerai convergence theorems, the interested reader is refered to [4, 9] e.g.
In the sequel in our paper we suppose the Lagrangian related ti the primai problem (1) to possess a saddle point (x*, u*)e X x R™. Basing on the lemmata 1, 2 and on the relations (16)- (18), now, we underestimate the generalized dual value T(y*) in sonae methods.
First let us investigate the p-th order loss function generated by the function Thereby we set Y = int R+ and p dénotes some fixed parameter. From (3) we get the related auxiliary function
THEOREM 1 : Let be defined T by (25) . T hen for any y e Y the inequalities
with -+ -= 1 hold. p q Proof : Due to lemma 1, the définition (13) of the dual function and (24) we have
xeX Furthermore E possesses the structure (16). Thus we get the right inequality of (26) from (27) and the weak duality estimation (14) .
Lemmata 1 and 2 lead to inf E(y, v) ^ inf E(y 9 v) = inf T(x, y). (28) vsQ* veQ xeX
Now, we solve explicitely the linearly constrained problem
Due to (24) the optimal value of this problem equals the optimal value of
Using the convexity and separability of the objective function we get for the optimal solution iï(y) of the problem (30) . With Combining with (28) we get the left inequality in (26) . We remark that the estimation
given by Eremin [3] is contained in theorem 1 withp = 2 and y t = r^ i = 1,..., m. Now, we consider the exponential penalty function
Y = int K + 2m (see [13] e.g.). :
The right inequality is a conséquence of the weak duality and
= inf T(x,y)-
Similary to the proof of theorem 1 we estimate the optimal value of the problem
This can be carried out componentwise. Let be uf = 0. Then holds
If «f > 0 then the related component of (32) is minimized at Thus we get the optimal value X(°) + Z -U " ln ( "^~ ) and the wanted inequality .
A well known disadvantage of the exponential penalty function (31) consists in the rapid growth of the exponential function. To overcome this Kaplan [16] proposed the function 
the method earlier investigated in [14, 15] . The advantage of (33) consists in avoiding y t , i = 1, ..., m to tend to infinity. This results in a technique being more numerically stable than (34). A more gênerai approach to the approximation of (39) including also regularization techniques was given in [16] . Now, let us investigate the quasi-barrier method proposed by Hamala [11] . As the parameter set Y we choose Y = int R ™ and the generating function E is defined by 
for any y e Y holds.
In the method generated by (41) as well as in other barrier methods the technique presented in chapter 2 fails to give upper bounds fdr the value inf T(x, y). A possible way to overcome these troubles consists in the appli- This holds for a = . p + 1 In a similar way the theorems 2, 3 can be refined and we get also asymptotic bounds.
Up to now in this chapter we only estimated the generalized dual value x(y) or the infimal value inf T(x, y). Now, we outline a way to get also bounds for xeX the value f o {x(y)) of the objective function f 0 of (1) at the minimizers x{y) of the auxiliary prob^ems
T(x, y) -> min ! s.t. xel.
Let us assume that the set X and the functions f { , i = 0, 1,..., m are convex. Furthermore let be the generating function E of the typ (16) with some function e being convex and differentiable with respect to v_ on its effective domain for any fîxed parameter y e Y.
Let dénote v k an optimal solution of the comparison problem
and we set
From the necessary optimality condition we get t *r^ _ v fcj ^ 0 for any v e Q with t k = ( . Using (23) this results in Let be w e int jfi^ fix 6^ then Som (37) wïth y i+m = y t 2 B , i = 1,..., m we get the solution £*(w) of (45) 
We remark that fhïs equality also holds if w t = 0 for some i and the i;*(w) dénotes an arbitrary real number.
Any accumulation point of the séquence {x* 5 w*} can be shown (see [9] e.g.) to be a saddle point of the Lagrangian related to (1) . Let be {x\ w*} bounded. Without loss of generality we can assume that lim w* = u* holds. holds. From lim w k = u* and w(e) > M* we get an integer k 2 (e) with w* < w(e) for any k > k 2 (z).
Using (43), (46), (47) where dénotes s t = max
The technique applied above to get convergence bounds for the séquence { /o( xfc ) } related to the function (34) can be used in the same way to establish the rate of convergence of other penalty methods. For the function (25) as welî as for the function defined by (3), (41) this has been done in [8] .
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PARAMETER SELECTION IN REGULARIZED PENALTY TECHNIQUES
A possible modification of penalty methods to improve the numerical stability as well as to force the convergence consists in introducing an additional regularization term in the sensé of Tihonov [28] . The principle structure of the generated subproblems can be described by
where T dénotes an auxiliâry fonction of penalty typ as considered in chapter 3.
Regularized subproblems (48) in penalty methods are considered in [10] , [12] , [13] , [18] , [29] e.g. To get convergence results the penalty parameters / and the regularization parameters p k are to be adjusted in an appropriate manner. In this chapter we apply the convergence bounds for " xeX proved in 3 to dérive parameter sélection rules for regularized methods. In the folLowing^ theorem some condition using dual informations to control the séquences { y* }, {p k } will be given. Proof : Let be z* some solution of (48). Then the inequalities
hold. Especially with x = x* where x* dénotes an arbitrary solution of (1) weget
jceAT /v(0)\ Since x* forms a solution of (1) we have /(x*) < I 1.
Furthermore (7), (13) and (16) also forms a penalty function séquence (see [4] , [9] e.g.). Thus each accumulation point z* of { z* } solves the nonlinear programming problem (1). Because of (54) the point z* forms a norm minimal solution of (1) 
k-*co
On the base of duality bounds given in chapter 3 we dérive parameter sélec-tion rules for some spécifie penalty methods.
Let us consider the auxiliary function (24) being generated by means of 
On the base of (50) and (60) the condition (49) can be replaced by
Thereby { x k } cz X dénotes an arbitrary but appropriate séquence with £{x k ) < 0, k = 1, 2,... and lim x k = x*.
Let the set X and the fonctions f t be convex. Furthermore let x G X dénote a point with ƒ (x) < 0. Now, we defîne { fi* }, { x k } by
where { A, f c } <= (0, 1] dénotes some séquence tending to zero.
From ( ) > f( xN )
and the convexity of ƒ we get
Now, (3)and(31)leadto
Using (57), (58) and theorem 2 this results in
If we choose p k -j-like in [13] and X k = t k 3/2 then (61) holds. Therefore the related regularized method converges. It is to remark that the approach presented hère simplifies the proof of convergence and shows the natural interaction between the rate of convergence and parameter sélection rules of regularized techniques.
If the auxiliary function T is given by (33) then we have Similary to the exponential penalties on the base of (61) the parameter sélec-tion rule can be refined if the Slater condition (60) holds. In the same way regularized barrier techniques can be derived from theorem 5.
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METHODS OF CENTERS
Let the nonlinear programming problem (1) be convex and let the Slater condition (60) hold. We consider the methods of centers generated by the functions
• otherwise respectively.
Thereby dénotes Y = { y e R m+1 \y = 0, y 0 > x (0) }. Starting with an arbitrary y 1 e Y in the method of centers (see [9] , [20] , e.g.) the séquences { x k } and { ƒ } are mutually generated according to
whereby x fc dénotes some solution of the related auxiliary problem (2). Proof : Due to the strict convexity and monotonicity of £(y, .) and due to lemma 1 we get v k =f(x k ) 9 fe= 1,2,...
Remarks : The idea used in the proof of theorem 7 is similar to [22] , [23] and shows the close relation between the inequalities (22) , (23) and the estimations given by MIFFLIN.
If the optimal multiplier w* is not unique the theorem 7 remains valid with uf -lim w*, i = 1,..., m. Assumption (6) guarantees { w k } to be bounded.
CONCLUDING REMARKS
In this paper we sketched the technique of deriving convergence bounds via comparison problems and related estimations. Here we investigated the penalty methods and the methods of centers more in detail Basing on the same idea convergence bounds of the methods of exterior centers (see [6] ) as well as of the augmented Lagrangian methods (see [8] ) are available also. Furthermore, starting from the close relation between sequential unconstrained minimization techniques and the behaviour of the optimal value of the primai problem subject to perturbations in the right hand side of the inequality constraints new concepts of updating rules for the parameters in augmented Lagrangian methods can be derived such that the related method superlinearly converges.
It should be mentioned that computational results showed a good coincidence between the theoretical convergence bounds and numerical test results (compare [9] ).
If the user is interested in the inequalities derived in the chapters 3 and 5 from the quantitative point of view and not only qualitative then the optimal Lagrange multipliers play an essential rôle. In gênerai these multipliers are not available. By means of the sequential unconstrained minimization techniques approximations of the Lagrange multipliers are generated and the magnitude of the multipliers can be estimated. In convex programming problems satisfying the Slater-condition (60) upper bounds of each component of the Lagrange multipliers are available. Basing on this estimations we get a close relation to the convergence bounds derived by Kaplan [14, 15] .
Finally let us remark that the principle sketched in this paper can be applied to more gênerai problems also, for instance in partially ordered Hilbertspaces (for augmented Lagrangians see [26] ). In this case, however the componentwise optimization used in chapter 3 e.g. to solve the approximated comparison problems has to be replaced by the investigation of the generating functional E under one linear inequality constraint.
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