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Масштабируемость (scalability) является одним из важнейших требований к современным 
банковским информационным системам (БИС). Она подразумевает способность информационной 
системы увеличивать свою производительность при добавлении аппаратных и программных ре-
сурсов. Общим свойством, обеспечивающим повышение производительности БИС, является рас-
пределенность операций и данных с использованием принципов структурирования и конвейери-
зации [1]. В связи с этим особую актуальность приобретают задачи построения и исследования 
математических моделей распределенных БИС, поиска условий эффективной их организации. 
1. Математическая модель масштабируемой распределенной БИС.  
Процесс будем рассматривать как последовательность блоков sQ...,,Q,Q 21  структуриро-
ванной операции, для выполнения которых используется множество процессоров. При этом про-
цесс называется распределѐнным, если все блоки или часть из них обрабатываются разными про-
цессорами. Для ускорения выполнения процессы могут обрабатываться параллельно, взаимодей-
ствуя путем обмена информацией. Такие процессы называются кооперативными или взаимодей-
ствующими процессами.  
Понятие ресурса используется для обозначения любых объектов БИС, которые могут быть ис-
пользованы процессами для своего выполнения. Реентерабельные ресурсы характеризуются воз-
можностью одновременного использования несколькими процессами. Для информационных си-
стем кредитных и финансовых организаций характерной является ситуация, когда одну и ту же 
последовательность блоков или ее часть необходимо процессорам выполнять многократно, такую 
последовательность будем называть программным ресурсом (ПР), а множество соответствующих 
процессов – конкурирующими. 
Математическая модель масштабируемой распределенной БИС взаимодействующих процессов 
включает в себя p процессоров, n конкурирующих процессов, s блоков sQQQ ...,,, 21  
структурированного на блоки программного процесса, матрицу ][ ijp tT   времен выполнения j–
х блоков i–ми конкурирующими процессами. Указанные параметры изменяются в пределах 
2p , 2n , 2s , ni 1 , sj 1 . Будем считать, что все n процессов используют 
одну копию структурированного на блоки ПР, а на множестве блоков установлен линейный поря-
док их выполнения. Учитывая то, что обменные операции в параллельных распределенных БИС 
происходят, как правило, значительно медленнее арифметических, введем в рассмотрение пара-
метр 0 , характеризующий время, затрачиваемые многопроцессорной системой (МС) на ор-
ганизацию параллельного выполнения блоков программного ресурса множеством распределенных 
конкурирующих процессов.  
Будем считать, что взаимодействие процессов, процессоров и блоков структурированного про-
граммного ресурса подчинено следующим условиям: 1) ни один из блоков программного ресурса 
не может обрабатываться одновременно более чем одним процессором; 2) ни один из процессоров 
не может обрабатывать одновременно более одного блока; 3) обработка каждого блока осуществ-
ляется без прерываний; 4) распределение блоков программного ресурса по процессорам МС для 
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каждого из процессов осуществляется циклически по правилу: блок с номером ikpj  , 
sj ,1 , pi ,1 , 0k , распределяется на процессор с номером i. 
Введем дополнительные условия, которые определяют режимы взаимодействия процессов, 
процессоров и блоков ПР: 5) отсутствуют простои процессоров при условии готовности блоков, а 
также невыполнение блоков при наличии процессоров; 6) для каждого из n процессов момент за-
вершения выполнения j–го блока на i–м процессоре совпадает с моментом начала выполнения 
следующего (j+1)–го блока на (i+1)–м процессоре, 1,1  pi , 1,1  sj ; 7) для каждого из 
блоков структурированного ПР момент завершения его выполнения l–м процессом совпадает с 
моментом начала его выполнения (l+1)–м процессом на том же процессоре, 1,1  nl . 
Условия 1–5 определяют асинхронный режим взаимодействия процессоров, процессов и бло-
ков, который предполагает отсутствие простоев процессоров МС при условии готовности блоков, 
а также невыполнение блоков при наличии процессоров.  
Если к условиям 1–4 добавить условие 6, то получим первый синхронный режим, обеспечива-
ющий непрерывное выполнение блоков программного ресурса внутри каждого из процессов.  
Второй синхронный режим, определяемый условиями 1–4, 7, обеспечивает непрерывное вы-
полнение каждого блока всеми процессами. 
Определение 1. Масштабируемая БИС n распределенных взаимодействующих конкурирующих 
процессов называется неоднородной, если времена выполнения блоков программного ресурса 
sQQQ ...,,, 21  зависят от объемов обрабатываемых данных и/или их структуры, т. е. раз-
ные для разных процессов. 
Определение 2. Система взаимодействующих конкурирующих процессов называется одинако-
во– распределенной, если времена jit  выполнения блоков jQ , sj ,1 , программного ресурса 
каждым из i–х процессов совпадают и равны it  для всех ni ,1 , т.е. справедлива цепочка ра-
венств isiii tttt  ...21  для всех ni ,1 . 
2. Необходимые и достаточные условия эффективности одинаково–распределенных БИС.  
В [2] для вычисления общего времени выполнения множества конкурирующих неоднородных 
и одинаково–распределенных процессов в рамках очерченных режимов получены различные ма-
тематические соотношения. В [3,4] решены задачи сравнительного анализа полученных соотно-
шений для класса одинаково–распределенных процессов с учетом дополнительных накладных 
расходов 0 . Доказано, что для одинаково–распределенных систем конкурирующих процес-
сов минимальное общее время для всех трех базовых режимов в случае неограниченного паралле-
лизма ( ps  ) вычисляется по формуле: 
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а в случае ограниченного параллелизма ( ps  ) для вычисления минимального общего вре-
мени в асинхронном и втором синхронном режимах имеют место соотношения: 
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Определение 3. Одинаково–распределенную масштабируемую систему конкурирующих про-
цессов назовем стационарной, если выполняется цепочка равенств tttt n  21 . 
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В [5] показано, что в случае стационарной одинаково–распределенной масштабируемой систе-
мы конкурирующих процессов минимальное общее время их выполнения при достаточном числе 
процессоров МС ( ps  ) определяется равенством  tsnT )1(  , где 
  nTt
n / , tnT n  . 
Определение 4. Одинаково–распределенную систему конкурирующих взаимодействующих 
процессов будем называть эффективной при фиксированных 2, sp , если выполняется соот-
ношение 0),,,()(   snpTsTn
n
, где 
nsT  – время выполнения блоков jQ , 
sj ,1  всеми n процессами в последовательном режиме. 
При наличии двух эффективных одинаково–распределенных масштабируемых систем взаимо-
действующих конкурирующих процессов будем считать, что первая более эффективна, чем вто-
рая, если величина )(n  первой системы не меньше соответствующей величины второй. Для 
введенного подмножества одинаково– распределенных систем справедливо следующее утвержде-
ние [6]. 
Теорема 1. Для любой эффективной одинаково– распределенной системы конкурирующих про-
цессов при ps   и 0  существует более эффективная стационарная одинаково–
распределенная система. 
Следующее утверждение устанавливает достаточное условие эффективности одинаково–
распределенной системы в случае неограниченного параллелизма. 
Теорема 2. Если параметры ,,, snp  одинаково– распределенной масштабируемой систе-
мы взаимодействующих конкурирующих процессов удовлетворяют соотношениям:  
ps3 , 3 sn , )1(2  snns , i
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0  , 
то такая система является эффективной. 
Ниже формулируется необходимое и достаточное условие существования эффективной систе-
мы одинаково– распределенных конкурирующих процессов при достаточном числе процессоров в 
зависимости от величины накладных расходов  . 
Теорема 3. Для существования эффективной одинаково–распределенной масштабируемой си-
стемы конкурирующих взаимодействующих процессов с заданными параметрами ,3р  
ps  , 0  и nТ  необходимо и достаточно выполнение следующих условий: 
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Замечание. При 2 sp  одинаково распределенная масштабируемая система конкуриру-
ющих процессов будет эффективной, если выполняется неравенство .
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3. Эффективность одинаково–распределенных систем в условиях ограниченного параллелизма. 
Теорема 4. Если параметры одинаково–распределенной системы 3n  конкурирующих про-
цессов в многопроцессорной системе с p процессорами удовлетворяют соотношениям 3s , 
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min0  , то рассматриваемая система будет эффективной, если вы-
полняются условия:  
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Ниже для асинхронного и второго синхронного режимов формулируется необходимое и доста-
точное условие существования эффективной системы одинаково–распределенных конкурирую-
щих процессов в случае ограниченного параллелизма в зависимости от величины накладных рас-
ходов  . 
Теорема 5. Для существования эффективной одинаково–распределенной системы конкуриру-
ющих процессов с заданными параметрами 3р , nТ , 0  необходимо и достаточно, 
чтобы выполнялись следующие условия: 
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Полученные условия эффективности одинаково–распределенных масштабируемых систем кон-
курирующих взаимодействующих процессов имеют многочисленные области применения. В 
частности, они могут быть использованы при проектировании системного и прикладного банков-
ского программного обеспечения, ориентированного на масштабируемые многопроцессорные си-
стемы, вычислительные сети, а также при решении проблем оптимального использования вычис-
лительных ресурсов. Полученные формулы также служат основой для решения задач оптимизации 
числа блоков при заданных остальных параметрах МС, нахождения оптимального числа процес-
соров при заданных объемах вычислений и (или) директивных сроках реализации вычислитель-
ных процессов, исследования всевозможных смешанных режимов организации выполнения про-
цессов при распределенной обработке, в том числе с учетом ограниченного числа копий структу-
рированного программного ресурса. 
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Аннотация: описаны условия и критерии эффективности методологий управления проектами в 
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вание. 
 
Введение. Определение методологии управления проектом в современной IT-сфере является 
одним из важнейших требований к выполнению задач. От того какой путь, какую методологию вы 
выберите, зависит напрямую какой результат вы получите и как скоро вы его получите. Можно 
выделить несколько свойств всех процессов, по которым можно судить насколько эффективен 
данный метод в конкретной ситуации. 
 
1. Скорость реализации проекта. 
2. Расходы на создание проекта. 
3. Управление рисками. 
4. Время до начала проекта. 
 
Понятие скорости реализации проекта – это время, затраченное на весь проект в целом. Начи-
ная с обсуждения выбора методологии по которой этот проект будет реализовываться и заканчи-
вая готовым продуктом.  
Расходы на создание проекта – эта величина выражается в денежном эквиваленте и в целом 
охватывает все ресурсы (расходы) затраченные на создание проекта на протяжении всего времени, 
включая издержки связанные с рисками. 
Управление рисками. В настоящее время управление информационными рисками представляет 
собой одно из наиболее актуальных и динамично развивающихся направлений стратегического 
и оперативного менеджмента в области защиты информации. Его основная задача — объективно 
идентифицировать и оценить наиболее значимые для бизнеса информационные риски компании, а 
также адекватность используемых средств контроля рисков для увеличения эффективности и рен-
табельности экономической деятельности компании. Поэтому под термином «управление инфор-
мационными рисками» обычно понимается системный процесс идентификации, контроля и 
уменьшения информационных рисков компаний в соответствии с определенными ограничениями 
нормативно-правовой базы в области защиты информации и собственной корпоративной полити-
ки безопасности. Считается, что качественное управление рисками позволяет использовать опти-
мальные по эффективности и затратам средства контроля рисков и средства защиты информации, 
адекватные текущим целям и задачам бизнеса компании.[1] 
Время до начала проекта – это время, затраченное на предпроектную подготовку. Создание 
документации, описание бизнес-процессов и т.п. 
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