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Abstract 
The normal form and the coset correlation function of an arbitrary linear recurring m-array over 
F2 are introduced. It is proved that the normal form can be determined by its coset correlation 
function. 
Introduction 
Nguyen [3] studied the coset correlation of m-sequences and pointed out that the 
coset correlation provides an attractive technique for detecting the normal form when 
m-sequences are corrupted by noise. In this paper we will generalize the concept on 
coset correlation of m-sequences to linear recurring m-arrays. Furthermore we will 
calculate the coset correlation function of any linear recurring m-array. In Section 1, 
we will give the basic concepts and properties of linear recurring m-arrays which we 
need; in Section 2, discuss the coset correlation on linear recurring m-arrays; in 
Section 3, show the proof of the main theorem. 
1. Basic concepts and properties of LR m-arrays 
An array A of period (I, s) means an infinite matrix A = (ai, j)i > 0, j 2 O over the finite 
field F2 such that 
%+r, j = ai,j’ai.j+s, i 27 O,j 2 0, (1) 
where r, s are the smallest positive integers for which the condition (1) is satisfied. 
AnmxnsubmatrixA(i,j) = (ai+~~,j+j~)o~i~<m,O~j,<nofAiscalledanm~nwindow 
or state of A at (i,j). 
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Definition 1.1. Let A be an array of period (r, s) over F2. If all m x n windows (or 
states) in a period of A are different and exactly all the nonzero m x n matrices over F2, 
then we call A an m-array ofperiod (r, s) and order (m, n) or (r, s; m, n) m-array in short. 
Let V = { (Uij) E M,, .(F,)} be the set of all m x n matrices over F2, Then Vis a vector 
space over F2 as usual. Let 7(V) be the set of all linear transformations of V to itself. 
Definition 1.2. Let A = (aij)i>o,j>o be an infinite array over F2. If there exist two 
elements T,, and T, of T(V) such that 
A(i,j) T,, = A(i,j + l), 
A(i, j)T, = A(i + l,j), 
for all i,j 2 0 
then we call A a linear recurring array of order (m, n) or LR array in short. 
If an LR array of order (m, n) is also an m-array of order (m, n), then we call it an LR 
m-array of order (m, n). 
Definition 1.3. Let A = (aij)i~o,jro, B = (bij)iko,jro be two periodic arrays over F2. If 
there exist two nonnegative integers c, d such that 
bij = %+c, j+d for all i, j 2 0 
then B is called a (c, d)-translation of A, denoted by B = A,, d or B N A. 
Obviously, the translation relation is an equivalence relation. 
Definition 1.4. Let A = (uij)i, j>o be an array over F2 and (u, v) a pair of positive 
integers. We call A’“’ “) = (Uiu,j”)i,j>o an (u, v)-sample of A. Especially, ACuvU) is called 
a diagonal sample of A. 
Theorem 1.5. Let A be an LR m-array of period (r, s) and (u, v) a pair of positive integers, 
and let m be the multiplicative order of 2 mod r, i.e., 0r(2 mod r) = m. If 
gcd(r, U) = gcd(s, v) = 1, then A@*“) 1s again an LR m-array of period (r, s). Furthermore, 
assume that gcd (r, Ui) = gcd(s, vi) = 1, i = 1, 2, then two samples A(“17”1) and ACU2~“*) of 
A are translation equivalent to each other ifund only if 
u1 = ~~2’ (mod r) and v1 E ~~2~‘~” (mod s) 
for some t and t’. 
Proof. See [2]. 0 
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Definition 1.6. Let A = (aij)i,j>o be an array of period (r, s) over F,. The autocorrela- 
tion function of A is defined as function CA : Z x Z + Z by 
r-l s-l 
where ye is a function of F2 to the set {l, - l} such that ~(0) = 1, ~(1) = - 1. 
Theorem 1.7. For any LR m-array A of period (r, s) over F,, 
c = 0 mod r and d = 0 mod s, 
Proof. See [2] or [3]. 0 
2. Coset correlation of LR m-arrays 
For an m-sequence S(k), k = 0, 1, . . , of period 2” - 1, there exists the unique 
translation 1, 0 i 1 -=c 2” - 1 such that S,(k) = S(k + 1) and S,(k) = S,(k.2’) for all k, 
where t is an arbitrary positive integer, i.e., the 2-sample of S,,(k) is equal to itself. S,(k) 
is called the normal form [3] (or natural state [l]) of S(k). For an LR m-array, we will 
show that there also exists the “normal form”. 
Let H = Z/(r) 0 Z/(s) be the direct sum of two rings Z/(r) and Z/(s), where Z/(n) is 
the ring of integers modulo n. Let (Z/(n))* denote the set of all invertible elements of 
the ring Z/(n). Then G = (Z/(r))* @ (Z/(s))* IS a multiplicative group. Suppose that 
rs = 2”” - 1, gcd(r, s) = 1, r = 2” - 1 and the order of 2 in the group (E/(s))* is mn, i.e., 
Or(2 mod s) = mn. Let C,, = ((2’, 2i+mj ) E(Z/(r))* 0 (Z/(s))* 10 I i < m, 0 I j < n}. 
Then Co is a subgroup of G. It is easy to check that Co = ((2,2)), i.e., Co is generated 
by the element (2,2). 
Remark 2.1. In fact, the condition 0r(2 mod s) = mn is trivial. Since rs = 2”” - 1, 
Or(2 mod r) = mn or 0r(2 mod s) = mn (see [2]). 
Proposition 2.2. Let A be an (r, s; m, n) m-array over F2 Or(2 mod s) = mn, r = 2” - 1. 
Let u, v be two positive integers. Then (i) A (“, “) is an m-array if and only if (u, v) E G. 
(ii) A’“, “’ is a translation of A if and only if (u, v) E Co. 
Proof. (i) is obvious by Theorem 1.5. 
(ii) A = A(‘* I), A(“, 0) 1s translation equivalent to A cl, ‘) if and only if u = 2’ mod r 
and v = 2’+“” mod s for some t and t’ by Theorem 1.5. It implies (u, v) = 
(2’, 2*+“7E co. 0 
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Suppose the cosets of the group G with respect to the subgroup Co are 
C,( = C,), C2, ... ,C,. 
Lemma 2.3. Let A be an (r, s; m, n) m-array, r = 2” - 1. Let (ul, vl), (u2, V~)E G. Then 
A(“l,“l’ and A(uz.“*) are translation equivalent to each other if and only if (u,, vl) and 
(uz, v2) belong to the same coset of G with respect to Co. 
Proof. By Theorem 1.7, A@‘, “I) and Acu2, “*) are translation equivalent to each other if 
and only if 
u2 z ui2’ (mod r), 
v2 z 21~2~+“‘~’ (mod s) 
for some t and t’. It implies (uz, v2) = (ui, vi)(2’, 2’+mt’) in the group G. It means that 
(ui, vi) and (uz, v2) are in the same coset of G with respect to Co. 0 
Definition 2.4. Let A be an (r, s; m, n) m-array over F,, r = 2” - 1. If A@‘* 2’+mj) = A 
for all 0 I i < m, 0 <j < n, then A is called the normalform or we say that A is in the 
normal form. 
Theorem 2.5. Let A be an (r, s; m, n) m-array over F2, r = 2”’ - 1. Then there exists the 
unique translation B of A such that B is in the normal form. 
Proof. Suppose A = (aij)i, jro. By Proposition 2.2, A (2, *) is a translation of A. Hence 
there exists a pair (c, d) such that 
azi, 2j = ai+,., j+d for all i,j 2 0, 
where c, d are nonnegative integers. 
Take B = A,,, 26. Suppose B = (bij)i, Jo 0. Then bij = ai + zc, j+ 2d and 
b2i,2j= a2i+zr,2j+zd = a,z(i+c),z(j+d) = ai+zc,j+2d = bij. 
This implies B (*, *) = B. But ((2,2)) = Co, hence B(*‘~**+““) = B for all 0 I i < m, 
0 I j < n, B is the normal form. 
Uniqueness: If there is another translation C = (cij)i, j>o of A which is also in the 
normal form, then there is a pair (c, d), 0 I c < r, 0 I d < s such that C = &,d and 
C@, *) = C. Consider 
Cij = bi+c,j+d = b2i+?.c,2j+2d = bzi+c+r,zj+d+d, 
Cij = C,i,,j - - bzi+c, 2j+d. 
Thus for all i, j 2 0 
bZi+c+c,Zj+d+d = bZi+c, Zj+d. 
Since B,‘*i’) = (b 2z+c,2j+d) is an m-array, c = d = 0. Hence C = B. 0 
Cosei correlation of LR m-arrays 267 
Corollary 2.6. Suppose A = (aij) is an (r, s; m, n) m-array and is in the normalform. Then 
for any two elements (iI, j,) and (iz, j,) of the ring H, I$ there is an element 6 of the 
subgroup Co such that (iI, j,) = (i2, j,)S, then ail,jI = Uiz,j2. 
Let rl, r2 be two nonzero elements of H. We say that r1 is equivalent to r2 if and 
only if there exists an element 6 of Co such that 
It is obvious that this relation is an equivalence relation on the set H\{(O, 0)). 
Definition 2.7. Let A = (Uij)i, j>o be an (r, s; m, n) m-array over Fz. Suppose 
r = 2” - 1. We define the coset correlation function v(r) of A as follows: 
Suppose that both r and s are prime. Let 
GI = W(r))* 0 (0) = {(i, 0) I in)*}, 
Cg” = { (2’, 0) ( 0 I i < m} c G1, 
(5 = (0) 0 W(s))* = {(W l_i E W(s))*), 
Then Gi is a multiplicative group and Ct) is the subgroup of Gi for i = 1,2. Suppose 
Ci”( = C&l’), C$” , . . . , C(l) are all cosets of G(l) 
where eI = (r - 1)/m an; Ci”( = Ca)), Cc2) 
with respect to the subgroup C&r’, 
2 , . . . , C!s’ are all cosets of Gc2) with respect 
to the subgroup Ch2), where e2 = (s - l)/mn. Therefore, for all r~ H, 
Theorem 2.8. Let A be an (r, s; m, n) m-array and in the normal form. Let r and s be 
prime and r = 2” - 1. Then 
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(i) ifr = (0,O) = 0, then 
v(0) = v0 = mnrs - m(n - 1)r - m; 
(ii) if z2 = 0, ~~ # 0, and column 0 of A is the zero vector, i.e., ai, 0 = 0 for all i, then 
v(z) = v1 = nrs - m(n - 1)r - m(n + 1) + n; 
(iii) if ‘52 = 0, ‘51 # 0, and column 0 of A is not the zero vector, then 
v(z) = v2 = nrs - (n - 1)r - 2m + 1; 
(iv) if z2 # 0 and column z2 of A is the zero vector, then 
V(T) = v3 = rs - m(n - 1)r - m(n + 1) + 1; 
(v) if 52 # 0 and column z2 of A is not the zero vector, then 
v(z) = v4 = rs - (n - 1)r - 2m - n + 2. 
This property is used to detect the normal form of m-arrays. In fact, for any m-array 
A satisfying the above conditions, if v(r) = v0 = mnrs - m(n - 1)r - m, then the 
normal form B of A is detected and for some r E H, B = A,. If v(t) # vc, then A, is not 
in normal form. We calculate v(r) for r until the normal form is detected. The 
following is an example. 
Example 2.9. Suppose r = 3, s = 5, m = n = 2. 
1 0 1 0 0 1 ... 
0 0 0 1 1 0 “. 
A= 1 0 1 1 1 1 ... 
1 0 1 0 0 1 .‘. 
. 9 . . . . . . . . . . . . . . . . . . 
It is easy to check that A is the (3,5; 2,2) m-array, and e = 2, el = 1, e2 = 1, 
co = ((1, l), (2,2), (1,4), (2,3)}7 
cj” = ((1, O), (2,0)>, 
c!P = { (0, I), (f&2), (Q3), (0,4) > 
According to Table 1, A(2, 1) is in the normal form, ~((2, 1)) is much bigger than other 
v(r). 
Remark 2.10. Notice that n 2 2 in Theorem 2.8, since s is a prime. 
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0 1 2 3 4 
0 8 20 8 4 8 
1 4 20 4 8 8 
2 8 52 8 8 8 
Remark 2.11. If A is an (Y, s; m, n) m-array with n = 1 and r = 2” - 1, then s = 1, A is 
an m-sequence with period r = 2” - 1. Let r = (5, 0). Then 
coincide with Nguyen’s definition. Furthermore, it is easy to get that 
v(0) = m(2” - 2), v(r) = 2” - 2m if r # 0. This is just the one-dimensional result (see 
c3n 
3. Proof of Theorem 2.8 
By Corollary 2.6, 
a, = a,, for CI, a’ E Ci, 1 I i I e, 
ag = ass for b, p’ E Cj”, 1 I i I el, 
ay = ayf for y, y’E C!‘), 1 5 i I el . 
Hence if r = (0,O) = 0, then 
= em*n* + elm2 + e2m2n2 
= rmn(s - 1) + (r - 1)m 
= mn - mr(n - 1) - m, 
i.e., v(0) = v. = mm-s - m(n - 1)r - m. 
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If z = (t1, 72) # (0, 0), then 
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= emn + elm + e2mn 
Inn-1 
+ C C Yl(“~+~)ll(u,+r(2,2)-j) 
j=l asH 
a#0 
mn- 1 
- c - c ~(aa+r)l?(a,+,(2.2)-I). 
j=l LXEGI 
Let tj=T(2,2)-j_r,j= 1,2 ,..., mn- l.Then 
V(T) = emn + elm + e2mn 
mn-1 
- c c ~(u,+,)~(ab+r(2,2)-,). 
j=m aeGl 
Let 
SO = emn + elm + e2mn = r’s - 1, 
mn-1 
Sl = c c rhM%+<,,>, 
j=l asH 
U#T 
s2 = c c ~(~~+~)rl(~,+*(,,,,~,). 
j=l meGI 
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Then v(r) = So + Si - S2. 
Case 1: r2 = 0, ri # 0. 
If j=m,2m ,..., m(n-I), then ~j=O. If 1 <j<mn--1 and j#km for 
k = 1,2,. , II - 1, then 4j # 0. 
j#km a#1 
lskln-1 
= (n - l)(rs - 1) + (mn - 1 - (n - l))( - 2), 
since ClrsH q(a,)q(~~,+~,) = - 1 when 5j # 0 by Theorem 1.7. 
mn- 1 
s2 = C C r(Ua+r)4(Uor+r(2,2)-j) 
j=m acGt 
mnp1 r-l 
= jgm x1 ~(~~~,+~,.O)~(~(~,+r~+r,.O)) 
r-1 
= c c ~(~(,,+~,,0,)2 
r-1 
+ majgn_l Jl ~(~(~~+r,.O~)~(~~~,+~,+C,o,). 
j # km 
llksn-1 
Case 1.1. If column 0 of A is the zero vector, then SZ = (mn - m)(r - 1). 
Case 1.2. If column 0 of A is not the zero vector, then 
sz = (n - l)(r - 1) + ( - 2)(mn - m - (n - 1)) 
= (n - l)(r - 2m + 1). 
Hence if column 0 of A is the zero vector, then 
v(z) = v1 = So + (n - l)(rs - 1) - 2n(m - 1) - m(n - l)(r - 1) 
= nrs - m(n - 1)u - m(n + 1) + n. 
272 M. Liu, Z. Li 
If column 0 of A is not the zero vector, then 
v(r) = v2 = So + (n - l)(rs - 1) - 2n(m - 1) - (n - l)(r - 2m + 1) 
= n(rs - 1) - (n - l)(r - 2m + 1) - 2n(m - 1) 
= nrs - (n - l)(r - 2m + 1) - 2mn + n. 
Case 2: z2 # 0. It is easy to see (j # 0 for j = 1,2, . . , mn - 1. 
Si = ( - 2)(mn - l), 
Case 2.1. If column ~~ is the zero vector, then 
S2 = (mn - m)(r - 1). 
Case 2.2. If column 52 is not the zero vector, then 
= (n - l)(r - 1) - 2(m - l)(n - 1). 
Therefore, if TV # 0 and column r2 of A is the zero vector, then 
v(z) = v3 = rs - m(n - 1)r - m(n + 1) + 1 
If r2 # 0 and column r2 of A is not the zero vector, then 
v(r)=v,=rs-(n-l)r-2m-nf2. 
To sum up, Theorem 2.8 has been proved. 0 
Remark 3.1. If r and s in Theorem 2.8 are not primes, then it is very hard to give the 
formula of v(z), However, the maximum value of v(t) is much larger than other values 
of v(r), for example, 
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A= 
10101000011000010 
00000100111100100 
00001011100111010 
00010010111101001 
10101100100100110 
00001111011011110 
00011001011010011 
10111110011001111 
10100011111111000 
00010110000001101 
10100111000011100 
00011101100110111 
10110101111110101 
10110001000010001 
10111010100101011 
is the (15, 17; 4, 2) m-array. The normal form is detected at z = (2, l), ~((2, 1)) = 2176 
and ~((7, 1)) = ~((12, 1)) = 1088, other values of v(z) are less than 465. 
Just like the one-dimensional case, the amount of work calculating the coset 
correlation to identify the normal form is the same as the work of checking for the 
normal form. But, if m-arrays are corrupted by noise, then it is impossible to identify 
the normal form by checking for it. However, the coset correlation can be used for this 
case. 
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