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Abstract: We examine a stationary but non-static asymptotically AdS3 spacetime with two
causally connected conformal boundaries, each of which is a “null cylinder”, namely a cylinder
with a null direction identified. This spacetime arises from three different perspectives: (i) as a
non-singular, causally regular orbifold of global AdS3 by boosts, (ii) as a Penrose-like limit focusing
on the horizon of extremal BTZ black holes, and (iii) as an S1 fibration over AdS2. Each of these
perspectives sheds an interesting light on holography. Examination of the conformal boundary of
the spacetime shows that the dual to the space should involve DLCQ limits of the D1-D5 conformal
field theory. The Penrose-like limit approach leads to a similar conclusion, by isolating a sector of
the complete D1-D5 CFT that describes the physics in the vicinity of the horizon of an extremal
black hole. As such this is a holographic description of the universal horizon dynamics of the
extremal black holes in AdS3 and also of the four and five dimensional stringy black holes whose
states were counted in string theory. The AdS2 perspective draws a connection to a 0+1d quantum
mechanical theory. Various dualities lead to a Matrix model description of the spacetime. Many
interesting issues that are related to both de Sitter physics and attempts to “see behind a horizon”
using AdS/CFT arise from (a) the presence of two disconnected components to the boundary, and
(b) the analytic structure of bulk physics in the complex coordinate plane.
Keywords: AdS orbifolds, holography, time dependence, matrix models, BTZ, Penrose-like
limits.
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1. Introduction
There are several issues concerning string theory in time dependent spacetimes that we would like
to study using holography. First, we would like to gain insight into the resolution of singularities
localized in time such as those that occur inside black holes and at the big bang. Second, we
would like to understand how and whether physics behind a horizon is represented and whether
the information loss paradox for black holes is avoided. Third, we would like to understand how
holography and quantum gravity work in the presence of a positive cosmological constant. Finally,
we would like to have simple solvable examples of time-dependent universes in string theory, that
avoid pitfalls such as closed causal curves and large back reaction that make typical constructions
such as boost orbifolds difficult to define consistently and to understand.1 In many of the cases
that have been studied, such as the eternal black hole [3, 4, 5, 6] and de Sitter space [7], one of the
challenges that arises is that the spacetime has multiple disconnected components to its conformal
boundary2. If holographic duals are to be associated with the conformal boundary of a space it is
necessary to understand how the theories associated each disconnected component are related.
In this paper we study an orbifold of AdS3 by two boosts which does not have closed causal
curves. In terms of AdS3 as an SL(2, R) group manifold, the orbifold is an identification by a
hyperbolic element of the left SL(2, R) action. The orbifold is closely related to the extremal BTZ
[9] spacetimes, but is nevertheless not a black hole – there is neither a horizon nor a singularity.
However, like an eternal black hole and like de Sitter space, the spacetime has two disconnected
components to its conformal boundary. Unlike the former cases the two boundary components
are causally connected. At first sight this appears to violate a no go theorem due to Galloway et
al. [10] which says that in three dimensions or higher, any Lorentzian AdS spacetimes with multiple
boundaries also have horizons. However, as we will see, our 3d orbifold contains a circle of fixed
size. Compactifying on this circle gives rise to a 2d AdS geometry with flux which is outside the
conditions required for the theorem of [10].
Each of the boundary components is a “null cylinder”, namely a cylinder in which a lightlike
direction has been identified, or equivalently the infinite momentum boost of the usual cylinder
with a spacelike identification. Indeed, the timelike surfaces at fixed radial coordinate are literally
conformal to boosted cylinders with the boost approaching infinity as the spacetime boundary is
reached. The space, which has appeared before as the “self-dual” AdS3 geometry of Coussaert and
Henneaux [11], can be understood in many ways. It also arises from a Penrose-like limit focusing on
the horizon of extremal BTZ black holes [12, 13, 14], as discussed by Strominger and collaborators.
Thus it is the universal description of the vicinity of the horizon in all of the extremal finite-area
black holes whose entropy has been explained in string theory. Finally, the orbifold can be seen as
a circle fibration of AdS2 or, equivalently, AdS2 with a constant flux turned on.
To study holography in the orbifold the first step is to extract the normalizable and non-
normalizable fluctuations of bulk field theory to assemble a holographic dictionary and prescription
1Recent relevant work includes [1, 2].
2Interesting prior work exploring the entropy of dS black holes from the perspective of the Chern-Simmons ap-
proach to 3d gravity appears in [8].
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for computing correlations. By exploring unitary representations of the SL(2, R) × U(1) isometry
group that survives the orbifold projection we find a quantized spectrum of normalizable modes
corresponding to states in the dual field theory [15]. Modes with positive (negative) angular mo-
mentum are localized closer to the right (left) boundary of the spacetime. From the perspective of
directly solving the wave equation on the orbifold the same spectrum is obtained by requiring single
valuedness of wavefunctions in the complex coordinate plane. This requirement of an absence of
cuts in the complex plane is reminiscent of other recent work in which the structure of amplitudes
and wavefunctions in the complex plane was important for the structure of holography in the BTZ
black hole background [5, 6].
We also obtain the non-normalizable modes that correspond to sources in the dual field theory
[15]. Again requiring the absence of cuts in the complex coordinate plane requires a particular
addition of normalizable modes to the non-normalizable basis, thus choosing a distinguished vac-
uum. The non-normalizable modes diverge on both boundaries simultaneously suggesting that it
is not possible to turn on independent sources for components of the dual that are associated with
each boundary. However, on closer examination it turns out that in fact the correlation is between
sources at real positions on one boundary and shifted in the complex coordinate plane in the other.
Boundary data, and thus dual sources, at real positions are in fact independent. Indeed, it turns
out that the non-normalizable modes in the BTZ black hole also diverge at both boundaries in a
similar way. Since there are two disconnected, but entangled, components to the dual in that case,
a similar picture is suggested in our case also. The standard calculation of CFT 2-point correlators
from the bulk on-shell action [16] takes contributions from both boundaries. However, by express-
ing the calculation in terms of data at one or both boundaries we can compute correlation function
on each boundary component or between them. We also compute a bulk-boundary propagator on
the orbifold by calculating the bulk Feynman propagator from a sum on images and then taking a
bulk point to the boundary. From this perspective, the dual two-point function arises from taking
both bulk points to a boundary; so it is possible to compute separate correlators in each dual
component, as well as between them. The results match the on-shell calculation, and we find that
the correlation function between boundaries is obtained from the one within a boundary by certain
shifts of the arguments in the complex coordinate plane. This situation, involving analytic relations
between different correlators via excursions in the complex coordinate plane is strongly reminiscent
of the holography in the BTZ black hole [5, 6].
The various perspectives from which our spacetime arises (as an orbifold of AdS3, as a space
with two null cylinder boundaries, as an AdS2 fibration, and as a Penrose-like limit of the D1-D5
system) give us a number of tools for studying the dual field theory. Recall first that the dual to
global AdS3 spacetime is the D1-D5 CFT, namely a sigma model on the target space K3
N/SN
(or T4N/SN depending on how AdS3 is embedded in string theory). Then, as an orbifold of
AdS3, the dual theory should be an orbifold of the D1-D5 CFT by a certain left-moving conformal
transformation. States that survive the orbifold are characterized by their right-moving SL(2, R)
representation and an integer U(1) charge from the left-moving side. Of course these surviving
symmetries match the isometries of the bulk orbifold. As a space with two null cylinder boundaries
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in causal contact, our orbifold should be dual to two CFTs each of which is Discrete Light Cone
Quantized (DLCQ). Finite energy states in a DLCQ CFT carry momenta in only the left-moving
(or right-moving) direction. The two boundaries in our orbifold each produce a tower of positive
(negative) integer momenta which together match the complete tower of states in the conformal-
orbifold picture. There is also a nice correspondence with the fact that normalizable modes in the
bulk are localized closer to one boundary or the other depending on the direction in which they
rotate, or equivalently the sign of their U(1) charge. The origin of our spacetime in a Penrose-like
limit focusing on the horizons of extremal BTZ black holes allows us to isolate a sector of the D1-D5
CFT that describes this region – an entangled state of the DLCQ of the D1-D5 string makes an
appearance. The perspective that the spacetime is an AdS2 fibration suggests that our orbifold
should be related to a 0 + 1d quantum mechanics. Finally, various S and T dualities, combined
with lifts to M-theory lead to Matrix model descriptions of our spacetime.
2. Classical geometry
Three dimensional anti-de Sitter space (AdS3) is a maximally symmetric space of constant negative
curvature. It is the hyperboloid
AdS3 →֒ R
2,2
−u2 − v2 + x2 + y2 = −l2 ,
(2.1)
in flat R2,2. By construction, the isometry group is SO(2, 2) 3.
A global parametrization of AdS3 is obtained by solving (2.1) in terms of
u = l cosh ρ cos τ , v = l cosh ρ sin τ
x = l sinh ρ cos θ , y = l sinh ρ sin θ .
(2.2)
The induced metric is
gAdS3 = l
2
[
−(cosh ρ)2(dτ)2 + (dρ)2 + (sinh ρ)2(dθ)2
]
. (2.3)
As usual, we shall refer to AdS3 as the universal covering space of the above hyperboloid (2.1) in
which the global timelike coordinate τ has been unwrapped (i.e. take −∞ < τ <∞). The Killing
vectors of the metric generate the Lie algebra so(2, 2) of the isometry group, and are described in
terms of the embedding space R2,2 as
Jab = xb∂a − xa∂b , (2.4)
with xa ≡ (u, v, x, y) and xa = ηab x
b, with ηab = (− ,− ,+ ,+). We can decompose so(2, 2) =
sl(2,R)⊕ sl(2,R) via the linear combinations
ξ±1 =
1
2
(J01 ± J23) ; ξ
±
2 =
1
2
(J02 ± J13) ; ξ
±
3 =
1
2
(J03 ∓ J12) , (2.5)
3The isometry group of the geometry is really O(2, 2) but when embedded in string theory, the presence of fluxes
restricts this to SO(2, 2).
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where ξ±i satisfy the non-vanishing commutation relations
[ξ±i , ξ
±
j ] = ǫijk ξ
±
k . (2.6)
Discrete quotients of AdS3 involving a single generator are classified by the set of inequivalent
uniparametric subgroups of SO(2, 2) [9, 17, 18]. We will consider quotients by the action of a
subgroup of SO(2, 2) isomorphic to Z.
P→ etξP , t = 0,±2π,±4π, · · · ∀P ∈ AdS3,
where
ξ =
1
2
(J02 + J13) . (2.7)
This generator is a linear combination of a boost in the ux-plane and vy-plane in the embedding
space R2,2.
It is instructive to compare the space obtained after this identification with the BTZ black
hole. The latter is obtained by identifying AdS3 by the discrete action generated by the Killing
vector [9]
ξBTZ =
r+
l
J12 −
r−
l
J03 − J13 + J23. (2.8)
In the non-extremal case, r2+− r
2
− > 0 and by a SO(2, 2) transformation, ξBTZ can be brought into
the form:
ξ′BTZ =
r+
l
J12 −
r−
l
J03. (2.9)
The mass and angular momentum of the black hole are given by
M =
1
l2
(r2+ + r
2
−) , J =
2
l
r+r−. (2.10)
The extremal black hole is obtained by taking the limit r+ → r− in (2.8), so that the generator
becomes
ξBTZ →
r+
l
(J12 − J03)− J13 + J23 . (2.11)
After a rotation in the {x2, x3} plane by π/2 this vector field becomes
ξBTZ →
r+
l
2ξ + J12 + J23 . (2.12)
where ξ is the generator (2.7) of our orbifold spacetime. Thus the extremal BTZ identification
differs from the one generating our spacetime by the extra action generated by J12+J23. The alert
reader might worry that the generator ξ′BTZ which is a SO(2, 2) rotation of ξBTZ does appear to
approach our orbifold generator after a further rotation in the {x2, x3} plane when we take the
extremal limit r− → r+. However, this is misleading – the SO(2, 2) transformation relating (2.8)
to (2.9) does not exist in the r− → r+ limit. Indeed, the generator of the extremal BTZ black hole
lies in a different orbit of SO(2, 2) than the generator of the self-dual orbifold.
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2.1 Bulk geometry
By construction, any discrete quotient of AdS3 is locally isometric to AdS3, but differs from it
globally. A unique feature of (2.7) is that it is the only generator giving rise to a smooth discrete
quotient of AdS3 preserving one half of the supersymmetries. This feature is inherited by any higher
dimensional AdS spaces. Here, by smoothness, we mean absence of fixed points and closed causal
curves. That there are no fixed points can be seen from the point of view of the embedding space
R
2,2, where the only fixed point is the origin (u = v = x = y = 0), since Lorentz transformations
act linearly in R2,2. However, the origin does not belong to AdS3; hence the absence of fixed points.
To show the absence of closed causal curves, and also to gain some insight concerning the
geometry of the identifications, it is convenient to parametrize AdS3 in the adapted coordinates
[11]:
u = l (cosh z coshφ cos t+ sinh z sinhφ sin t) ,
v = l (cosh z coshφ sin t− sinh z sinhφ cos t) ,
x = l (cosh z sinhφ cos t+ sinh z coshφ sin t) ,
y = l (cosh z sinhφ sin t− sinh z coshφ cos t) .
(2.13)
In these coordinates, the AdS3 metric is
g = l2
(
−(dt)2 + (dφ)2 + 2 sinh(2z)dtdφ + (dz)2
)
, (2.14)
and, before making any identification, all coordinates are taken to be non-compact, −∞ < t , φ , z <
∞.
Since the action of the generator (2.7) in the adapted coordinate system (2.13) is given by a
simple shift along the φ direction,
2ξ =
∂
∂ φ
,
the description of the discrete quotient is given by making φ an angular coordinate taking values in
[0 , 2π). Notice that the effective radius of the circle is constant and equal to the radius of AdS3, l.
It is now easy to prove the non-existence of closed causal curves [11]. We begin by assuming
that such a closed causal curve exists. Then, if xµ(λ) is the embedding of this curve with λ being
its affine parameter, the norm of its tangent vector satisfies the condition
−
(
dt
dλ
)2
+
(
dz
dλ
)2
+
(
dφ
dλ
)2
+ 2 sinh 2z
dt
dλ
dφ
dλ
≤ 0 ∀λ.
The only way in which the causal curve can be closed is by connecting any initial point (t0 , z0 , φ0)
with (t0 , z0 , φ0 +∆). This automatically requires the existence of, at least one value of the affine
parameter λ, say λ = λ⋆, where the timelike component of the tangent vector to the causal curve
vanishes
∃λ = λ⋆ s.t.
dt
dλ
∣∣∣∣
λ⋆
= 0 .
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It is clear that the only way to satisfy the causal character of the curve at λ⋆ is by having a vanishing
tangent vector at that point, which contradicts the assumption of λ being an affine parameter. Thus
we conclude that our discrete quotient is free of closed causal curves.
In order to identify the isometries of the quotient manifold, it is useful to describe AdS3 as
the SL(2,R) group manifold in terms of 2× 2 matrices. An explicit global parametrization for this
group manifold adapted to the action of the discrete quotient is given by
gˆ = eφσ1 ezσ3 eitσ2 , (2.15)
where σi are the standard Pauli matrices. Then, the metric in adapted coordinates (2.14) can be
written as
g =
l2
2
tr(gˆ−1dgˆ)2.
The isometry group is SL(2,R)× SL(2,R), and its action is given by left and right multiplication:
(hL, hR) ∈ SL(2,R)× SL(2,R) : gˆ → hL gˆ hR . (2.16)
In this formulation, the discrete quotient under discussion is the identification
gˆ ∼ e2πσ1 gˆ , (2.17)
which implies that φ ∼ φ+2π. Notice that the identification is by an action of a hyperbolic element
in the left SL(2, R) and the trivial element of the right SL(2, R).
The isometries of the quotient manifold are given in terms of the generators that commute with
the action of the discrete quotient. Since the latter does not act on the right SL(2,R) factor, the
isometry group will contain SL(2,R) besides the action along the quotient itself. Thus the isometries
of the background (2.14) generate a U(1)×SL(2,R) group. Its generators, in the adapted coordinate
system (2.13), are given in terms of the Killing vectors
ξ =
1
2
∂
∂φ
,
χ1 =
1
2
∂
∂t
,
χ2 =
1
2
tanh(2z) cos(2t)
∂
∂t
+
cos 2t
2 cosh(2z)
∂
∂φ
+
1
2
sin(2t)
∂
∂z
,
χ3 = −
1
2
tanh(2z) sin(2t)
∂
∂t
−
sin 2t
2 cosh(2z)
∂
∂φ
+
1
2
cos(2t)
∂
∂z
,
(2.18)
where {χi = ξ
−
i } satisfy the sl(2,R) commutation relations
[χ1 , χ2] = χ3 , [χ3 , χ1] = χ2 , [χ2 , χ3] = −χ1 .
Compactification to AdS2: The existence of an SL(2, R) isometry group suggests a close
relationship between our orbifold (2.14) and AdS2. This relation can be made precise by realizing
that the metric (2.14) is an S1 fibration over AdS2. Indeed, we can rewrite (2.14) as
g = l2
(
− cosh2(2z) dt2 + dz2 + (dφ+ sinh(2z) dt)2
)
. (2.19)
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Compactifying on φ now gives the metric
g2 = − cosh
2 2z dt2 + dz2 ,
A1 = sinh 2z dt.
(2.20)
The metric is precisely that of AdS2, but there is also a constant electric field.
4 As we will see in
Sec. 2.2.1, the two disconnected conformal boundaries of AdS2 are also reflected in the boundary
of the 3d space.
Supersymmetry: When considering the above construction in a supergravity context, it is
important to analyze the supersymmetry preserved by the discrete identification. This was already
discussed in [11] by explicit computation of the Killing spinors in the adapted coordinates (2.13).
The conclusion of that paper was that the configuration (2.14) preserves one half of the spacetime
supersymmetry. A much simpler way to get to the same conclusion is, once more, to think of
AdS3 as embedded in R
2,2. The following discussion is based on the general discussion that will be
presented in [17].
Killing spinors in this embedding space are just constant spinors ε0 and they have two different
chiralities. When decomposing the type IIB chiral spinors into tensor products of spinors in AdS3,
S3 and a 4-torus, the Majorana spinors in AdS3 transform in two different representations. Each
of these is mapped to a different chiral sector in R2,2. The amount of supersymmetry preserved by
the discrete identification is obtained by analyzing how many of the constant parallel spinors ε0
remain invariant under the action of the generator of the discrete group (2.7). Infinitesimally, the
latter condition is equivalent to [19, 20]
Lξε0 ≡ ∇ξε0 +
1
4
∂[mξn]Γ
mn ε0 = 0 , (2.21)
which gives rise to the algebraic constraint
Γuvxy ε0 = ε0 , (2.22)
which is only satisfied by half of the components of the Killing spinor, since (Γuvxy)
2 = I and
TrΓuvxy = 0.
The above condition tells us that only the subset of parallel spinors in R2,2 with a positive
chirality are left invariant after the action generated by (2.7). From the perspective of AdS3, only
one of the two inequivalent representations is not projected out by the quotient. Thus, we conclude
our discrete quotient preserves one half of the supersymmetry, a conclusion that can also be reached
by explicit computation.
2.2 Conformal boundary geometry
We seek the conformal boundary of our orbifold since we expect, a CFT living on it to give the
holographic description of string theory on our space. A priori, there are two natural approaches to
this problem, which are generically inequivalent. We could approach this in two ways: (a), we could
4The field is constant in the sense that the field strength of the U(1) connection is proportional to the AdS2 volume
form.
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determine the conformal boundary of the discrete quotient manifold (2.14), or (b) we could study
the quotient of the conformal boundary of AdS3. As we will see that the discrete identification
we are using induces a conformal transformation rather than an isometry of the AdS3 boundary.
Thus, approach (b) is not well defined here, but we will discuss the relevant transformations since
they are useful later.
2.2.1 Conformal boundary of the quotient
-101 -101
-2.5
0
2.5
5
Figure 1: Equal z slices.
Global AdS3 has an R×S
1 cylinder as its conformal boundary, located
at ρ→∞ in the coordinates (2.2). The map to coordinates adapted
to the orbifold (2.13) is:
cosh2 ρ = cosh2 z cosh2 φ+ sinh2 z sinh2 φ ,
tan τ =
tan t− tanh z tanhφ
1 + tanh z tanhφ tan t
,
tan θ =
tanhφ tan t− tanh z
tanhφ+ tanh z tan t
.
(2.23)
We see that the AdS3 boundary at ρ → ∞ can be reached by either
taking z → ±∞ or φ→ ±∞ in the adapted coordinates.
To get some familiarity with the adapted coordinates, let us dis-
play global AdS3 as a solid cylinder. Then, the equal z and equal t
surfaces of (2.14) in the adapted coordinates are displayed in Figs. 1
and 2. An equal z section is a helical strip (actually a cylinder since
the opposite ends of the strip are identified) which winds up the global
cylinder. The boundary of the quotient consists of two such strips on
the boundary of the global cylinder, with each strip being at z =∞ or
z = −∞. It is easy to see why the original AdS3 boundary splits into
two pieces. The action of the orbifold makes φ a compact variable.
So the region between the two strips on the boundary of the global
cylinder is the locus of the points for which φ→ ±∞.
The metric on these conformal boundaries can be worked out using standard techniques. Let
us consider the coordinate transformation
sinh z = tan θ θ ∈
(
−
π
2
,
π
2
)
bringing infinity to a finite distance . The metric of our discrete quotient (2.14) can be written as
g =
l2
(cos θ)2
(
(cos θ)2(−(dt)2 + (dφ)2) + (dθ)2 + 4 sin θdtdφ
)
.
It is then clear that the metric on both conformal boundaries, located at θ → ±π2 is given by
g˜ = ±dtdφ , (2.24)
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after a conformal rescaling.
The metric (2.24) is locally that of flat two dimensional space in lightcone coordinates. However,
φ is an angular coordinate. Thus both conformal boundaries have closed lightlike curves. We will
refer to such a geometry with a flat metric and one compact null direction as a null cylinder. We
explained that from the AdS2 fibration perspective the space also has two boundaries, but that
they are timelike lines. The two points of view are reconciled by observing that in AdS2 there is an
electric field that dominates over the metric components at large z, explaining the light-like nature
of the 3d boundary.
We can get some insight into such null cylinder
Figure 2: Equal t slices: The equal t sections,
when displayed in global coordinates look like
wedges that rotate in global AdS as t increases.
geometries by examining the geometry of fixed z sur-
faces in the metric (2.14). The metric on any fixed z
surface is
g = l2(−dt2 + dφ2 + 2 sinh(2z) dtdφ) , (2.25)
where φ is periodically identified. In fact this metric is
conformally related to a boosted version of the metric
on a time-like cylinder swept out by t and φ at z = 0:
g = l2(−dt20 + dφ
2
0) , (2.26)
where φ0 is a circular direction with φ0 ∼ φ0+2π. To
see this, we boost (2.26) with a rapidity η to get the new coordinates
t˜ = t0 cosh(η) − φ0 sinh(η) ; φ˜ = −t0 sinh(η) + φ0 cosh(η) . (2.27)
These new coordinates for the cylinder are identified as (t˜, φ˜) ∼ (t˜, φ˜) + 2π (− sinh η, cosh η). It is
convenient to choose an adapted coordinate system in which the identification acts at a fixed time
τ ≡ t˜ cosh η + φ˜ sinh η = t0 ; β ≡ −t˜ sinh η + φ˜ cosh η (2.28)
in terms of which the identifications are β ∼ β + 2π cosh(2η) at fixed τ . This leads to a metric
g =
1
cosh2(2η)
[−dτ2 + dβ2 + 2 sinh(2η) dτ dβ] (2.29)
This is conformal to the metric on fixed z slices (2.25). A further rescaling of coordinates
τ ≡ cosh(2η) t ; β ≡ cosh(2η)φ (2.30)
leads to the metric on the metric on the boosted cylinder
g = −dt2 + dφ2 + 2 sinh(2η) dt dφ (2.31)
exactly producing the metric (2.25) on the fixed z slices of our orbifold geometry. The radial
coordinate z plays the role of the rapidity parameter in the boost. As |z| → ∞ these metrics
systematically approach the “null cylinder” of the conformal boundary.
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2.2.2 Quotient of the conformal boundary
Alternatively, we can study how the generator of the discrete identification (2.7) acts on the original
conformal boundary R× S1 of AdS3:
g = −(dτ)2 + (dθ)2 .
The isometry group SO(2, 2) in the bulk becomes the conformal group of the boundary metric.
Its generators become conformal Killing vectors. One can write these generators explicitly, by
rewriting Jab in terms of the global coordinates (2.2) and evaluating them on the boundary:
J01 = ∂τ
J02 = −(cos θ sin τ∂τ + cos τ sin θ∂θ)
J03 = − sin θ sin τ∂τ + cos τ cos θ∂θ
J12 = cos θ cos τ∂τ − sin τ sin θ∂θ
J13 = sin θ cos τ∂τ + sin τ cos θ∂θ
J23 = −∂θ .
(2.32)
Therefore, the maximal compact subgroup of SO(2, 2) that is generated by {J01 , J23} is an isometry
of the boundary metric, whereas the remaining generators are conformal Killing vectors. Indeed,
(LJ0k+iJ1kg)ab = 2Ωkgab , (2.33)
where gab stands for the boundary metric and (Ω2,Ω3) = e
iτ (cos θ , sin θ).
This analysis shows that the generator of our orbifold (2.7) is not an isometry of the boundary
metric, but it is a conformal Killing vector. Thus it is not clear what a discrete quotient of the
AdS3 boundary by this generator should mean. For later reference, the explicit expression for the
generator of this discrete action on R× S1 is
ξρ→∞ = −
1
2
sin(τ − θ) (∂τ − ∂θ) . (2.34)
Some comments are in order:
• If we forget about the factor sin(τ − θ), the identification would certainly generate a closed
lightlike direction, matching our previous conclusion.
• The action on the conformal boundary R × S1 has fixed points located at τ = θ(modπ).
This may seem surprising because our bulk analysis allowed us to write the generator as
∂/∂φ everywhere, both in the bulk and the boundary, which shows there are no fixed points.
However, this misses the fixed point at φ → ±∞. From (2.23), it is clear that φ → ±∞
corresponds to τ = θ.
In summary, we have established that the conformal boundary of our orbifold consists of two
null cylinders. In Sec. 4.2.2 we will explore the possibility of directly orbifolding the dual to AdS3
by the above discrete conformal transformation to generate the dual to our orbifold.
– 11 –
2.3 Geodesics
Geodesics extremize the length of curves connecting two points. For a smooth curve xµ(λ), the
length S is
S =
∫
dλ
√
|gµν
dxµ
dλ
dxν
dλ
| . (2.35)
The problem is identical to the extremization of the action in Lagrangian particle mechanics. In
fact, with affine parameterization, the geodesic equations can be obtained by variation of a simpler
Lagrangian
L = gµν
dxµ
dσ
dxν
dσ
, (2.36)
where σ is now the affine parameter. For the metric in (2.14), this yields (we have set l = 1)
L = −t˙2 + φ˙2 + z˙2 + 2 sinh(2z)φ˙t˙ , (2.37)
where the dots stand for derivatives with respect to the affine parameter. Since the Lagrangian is
independent of both t and φ, we have the conserved momenta:
Pt = −2t˙+ 2 sinh(2z)φ˙ = E ,
Pφ = 2φ˙+ 2 sinh(2z)t˙ = m,
(2.38)
which imply
t˙ =
m sinh(2z) − E
2 cosh2(2z)
,
φ˙ =
E sinh(2z) +m
2 cosh2(2z)
.
(2.39)
In addition, the Hamiltonian H is equal to the Lagrangian L in our case and therefore the Hamil-
tonian constraint is
−t˙2 + φ˙2 + z˙2 + 2 sinh(2z)φ˙t˙ = k (2.40)
where we can choose the affine parameterization such that k = −1, 0, 1 for time-like, null and
space-like geodesics respectively. From this we obtain
z˙ =
√
k +
E2 −m2
4 cosh2(2z)
− Em
sinh(2z)
2 cosh2(2z)
(2.41)
For generic values of the constants of motion E and m, this equation admits the following solutions:
k = 0 sinh(2z) =
E2 −m2
2mE
−
(σ0 − E ·mσ)
2
2Em
k = −1 sinh(2z) = −
E ·m
4
+
1
2
cos(σ0 − 2σ)
√
E2 −m2 − 4 + (E ·m/2)2
k = 1 sinh(2z) =
1
2
sinh(2σ + σ0)
√
E2 −m2 + 4− (E ·m/2)2 +
E ·m
4
(2.42)
Whenever E = 0, m = 0 or both, some of the previous solutions become singular, and so these
cases have to be dealt with separately. Notice that from the square of equation (2.41), whenever
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E = m = 0, timelike geodesics (k = −1) do not exist, and we are left with the trivial solution
z = z0, t = t0 and φ = φ0, or the spacelike geodesic (k = 1), z = ±σ+ z0, t = t0 and φ = φ0. If we
keep E = 0, but consider non-vanishing angular momentum, the solution can be obtained from the
appropriate limit in (2.42). Such geodesics are space-like. Actually, if m is an integer, they only
make sense for m = 0, 1, 2. For example, for m = 2 the solution is given by
sinh 2z = Ce2ησ , η = ± . (2.43)
If the angular momentum vanishes (m = 0), but we consider non-vanishing energy, one can
find the lightlike geodesic
sinh 2z = η E σ + σ0 . (2.44)
The spacelike solutions can be obtained from the corresponding limit in (2.42). Among the timelike
ones, if z˙ 6= 0, the solutions only exist for |E| > 2. If z = z0, then we can allow |E| ≥ 2, and the
solutions are given by t = − 2Eσ + t0 and φ =
√
1− 4/E2σ + φ0. Note that for E
2 = m2, one can
find lightlike geodesics consisting of constant z = z0, and linear dependences in the affine parameter
both for t and φ. Finally, there are timelike geodesics at any constant z and φ (this is easily seen
by solving φ˙ = z˙ = 0). These geodesics descend from trajectories in global AdS that spiral around
the origin. The spiral is “unwound” by the twisted coordinate system (2.13) that we have chosen
from the perspective of the embedding in global AdS (see Fig. 2).
It is interesting to study which geodesics causally connect the two boundaries at z = ±∞.
The lightlike geodesics (k = 0) written in (2.42), do not connect the two boundaries. Indeed, these
are parabolas, so the best that we can do is to arrange initial conditions such that the geodesic
starts at one boundary and gets as close as we want to the second conformal boundary. On the
other hand, the lightlike geodesics with vanishing angular momentum in (2.44) provide a causal
connection between the two boundaries. We can find the orbit in the {t, z} plane in this case,
and compute the coordinate time required for the null particles to go from z → −∞ to the other
boundary at z →∞. The result is given by the finite expression
t(z = +∞)− t(z = −∞) = −η
π
2
. (2.45)
Timelike geodesics show an oscillatory behavior and they do not connect both boundaries. In sum,
the only way to connect both boundaries with a geodesic is to use the null trajectory described
above, or to consider unphysical extreme initial quantum numbers such as E → ∞ and m =
constant.
2.4 Excursions in the complex coordinate plane
While discussing holography for our orbifold, we will see that the symmetries and structure of the
complexified manifold play an important role. First of all, notice that while our metric
ds2 = −dt2 + dz2 + dφ2 + 2 sinh(2z) dt dφ (2.46)
is non-singular everywhere for real φ, z and t, the determinant
det g = − cosh2(2z) (2.47)
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vanishes at z = iπ/4. It is not apparent at this point that this singularity in the complex coordinate
plane should play any role in the physics, but as we will see later, this singularity make a crucial
appearance in the analysis of holography.
For later purposes it will be very useful to understand the symmetries of (2.46) as a metric on
the space of complexified coordinates.
Discrete symmetries in the complex coordinate plane: In the global parametrization
(2.2), the following discrete complex transformations of coordinates leave invariant points of the
quadric defining AdS3 in R
2,2 (2.1):
ρ→ ρ+ i π , τ → τ + π , θ → θ + π , (2.48)
In the coordinate system adapted to our orbifold (2.13), there is a richer structure due to the
combination of trigonometric and hyperbolic functions in the parametrization. Three discrete
complex coordinate transformations that leave the embedding invariant are
z → z , t→ t+ π , φ→ φ+ i π , (2.49)
z → z + i π , t→ t+ π , φ→ φ , (2.50)
z → z + i π , t→ t , φ→ φ+ i π . (2.51)
These complex transformations of coordinates map real physical points on the orbifold to them-
selves. Later we will see that the solutions to the wave equation on our orbifold will reflect this
symmetry in complex coordinate plane.
Motions through the complex coordinate plane: In addition, certain discrete complex
coordinate transformations generate transformations between real physical points in the orbifold.
First, we show a transformation connecting the two components of the conformal boundary of the
spacetime. Consider (2.23) which relates the global and adapted coordinates. We are interested in
boundary points, namely z → ±∞. In global coordinates this amounts to ρ → ∞ in the first of
the equations (2.23). The second and third equations can then be rewritten in terms of a sign η
corresponding to the boundary at z → η∞ :
tan τ =
tan t− η tanhφ
1 + η tanhφ tan t
,
tan θ =
tanhφ tan t− η
tanhφ+ η tan t
.
(2.52)
Now, consider the discrete transformation
t = t′ +
π
2
, φ = φ′ + i
π
2
, (2.53)
defined on the boundary z → ∞. Taking the expressions (2.52) with η = +1, and using the
transformations (2.53), we find the description of a point in global AdS3 coordinates sitting at
– 14 –
ρ→∞ with (τ ′, θ′) given by
tan τ ′ =
tan t′ + tanhφ′
1− tanhφ′ tan t′
,
tan θ′ =
tanhφ′ tan t′ + 1
tanhφ′ − tan t′
.
(2.54)
But this is precisely the description of a point in the second boundary z → −∞ obtained by
evaluating (2.52) with η = −1. Therefore the complex transformations (2.53) map points in the
boundary z →∞ to points in the second boundary at z → −∞.
In fact, (2.53) can be extended to a complex transformation mapping real points on the orbifold
for all z > 0 to corresponding points at z < 0. Keeping in mind the relation
cosh2 ρ = cosh2 z cosh2 φ+ sinh2 z sinh2 φ . (2.55)
let us extend the transformation (2.53) by the following action on z
z = z′ + i
π
2
. (2.56)
This transformation preserves cosh2 ρ = cosh2 ρ′. Since tanh z = −(1/ tanh z′), the point in global
AdS3 described by (t
′, φ′, z′) is given by
tan τ ′ =
tanh z′ tan t′ + tanhφ′
1− tanh z′ tanhφ′ tan t′
,
tan θ′ =
tanhφ′ tan t′ + tanh z′
tanhφ′ − tanh z′ tan t′
.
(2.57)
Thus, we can identify (t′, φ′, z′) with (t, φ, −z) by explicitly evaluating (2.23).
We will see that these discrete transformations in the complex coordinate plane that map real
physical points to each other have an intimate relation to the structure of holographic duality in
the orbifold.
3. Scalar field theory
Since the AdS orbifold constructed in the previous section has two boundaries we expect that
the dual field theory will take a novel form. It could be a product of two independent CFTs, or
the two components could be identified or entangled. The first step in understanding both bulk
and boundary dynamics is to study scalar field theory in the background (2.14) with the orbifold
identification φ ∼ φ+ 2π. In Lorentzian AdS spaces we expect a spectrum of normalizable modes
corresponding to states in the dual CFT and non-normalizable modes corresponding to sources
[15]. We will find a basis of such mode solutions and use them to infer facts about the structure of
the CFT.
The wave equation for a massive scalar is
(− µ2)Ψ = 0 (3.1)
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where µ includes the effects of a curvature coupling, if there is one, since the curvature is constant
in our orbifold. For the metric (2.14), this becomes,{
−
∂2
∂t2
+ cosh2(2z)
∂2
∂z2
+
∂2
∂φ2
+ 2 sinh(2z)
∂2
∂t∂φ
+ sinh(4z)
∂
∂z
− µ2 cosh2(2z)
}
Ψ = 0 (3.2)
3.1 Unitary representations of SL(2, R) and fluctuating states
Fluctuating states on the orbifold spacetime should lie in a unitary representation of the isometry
group SL(2,R) × U(1). Following [15] and references therein we should look for a highest weight
representation of SL(2,R). To this end, define a new basis for the sl(2,R) generators in (2.18) as
L0 = iχ1 =
i
2
∂
∂t
L+ = χ2 − iχ3 =
e2it
2
[
tanh(2z)
∂
∂t
+
1
cosh(2z)
∂
∂φ
− i
∂
∂z
]
(3.3)
L− = −(χ2 + iχ3) = −
e−i2t
2
[
tanh(2z)
∂
∂t
+
1
cosh(2z)
∂
∂φ
+ i
∂
∂z
]
,
in terms of which the sl(2,R) algebra is [L0,L±] = ∓L± and [L+,L−] = 2L0. Highest weight states
satisfy L+|h〉 = 0 and L0|h〉 = h|h〉. A complete highest weight representation is constructed as
L
n
−|h〉 for n ≥ 0. In such a highest weight representation the sl(2,R) Casimir is given by
2L2 = 2L20 − (L+L− + L−L+) = 2h(h − 1) (3.4)
In terms of the explicit differential operators in (3.3), it is easy to show that the Casimir equation
can be written as
4L2ψ = ψ = 4h(h − 1)ψ (3.5)
so a solution to the wave equation (3.2) that is in a highest weight representation of the isometries
satisfies
µ2 = 4h(h − 1) =⇒ h± =
1
2
±
1
2
√
1 + µ2 (3.6)
Highest weight states solve the equation
L+Ψ(t, z, φ) ≡ L+ψ(t, z)e
imφ = 0 ; L0Ψ(t, z, φ) ≡ L0ψ(t, z)e
imφ = hψ(t, z)eimφ (3.7)
where we have have Fourier transformed in φ since ξ = (i/2)(∂/∂φ) is an isometry. The second
equation yields Ψ = ψ˜(z)e−2ihteimφ and the remaining first order differential equation is easily
solved to give
Ψ(t, z, φ) = C [cosh(2z)]−h em tan
−1[tanh(z)] e−2iht eimφ (3.8)
where C is a normalization constant.
We first examine the behavior of (3.8) at the orbifold boundaries z → ±∞. In this limit
tan−1[tanh(z)] → ±π/4, and so that as z → ±∞, |Ψ| → 0 if h > 0 and |Ψ| → ∞ if h < 0. For
µ2 > 0, normalizable modes arise from h+ and non-normalizable modes from h−. When m = 0 the
normalizable highest weight state is a lump localized around z = 0. When m < 0 (m > 0) the state
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is a lump is localized at some z0 < 0 (z0 > 0) (see Fig. 3). The non-normalizable modes diverge
when z → ±∞, but they too are asymmetric when m 6= 0. For negative (positive) m, these modes
grown much faster in the region z < 0 (z > 0). This behavior has the consequence that the physics
of modes with positive m is largely concentrated at positive z while the physics of negative m is
largely concentrated at negative z.
A complete highest weight representation is obtained by acting on (3.8) with the operator Ln−.
The descendants are characterized conveniently in terms of
Ψh(t , φ , z) = e
−2iht eimφΨh(z) ≡ e
−2iht eimφ
(
cosh 2z
)−h
em tan
−1[tanh(z)] ∀h .
Since Ψ′h(z) = Ψh+1(z) (−2h sinh 2z +m),
L−Ψh(t , φ , z) = i (2h sinh 2z −m)Ψh+1(t , φ , z) ∀h . (3.9)
In general, Ln−Ψh(t , φ , z) = g(n, z)Ψh+n(t , φ , z). We will derive g(n, z) in the next subsection.
3.2 Normalizable vs. non-normalizable modes and analytic structure
The non-normalizable modes which are necessary for the
-4 -2 2 4 z
1
2
3
4
Ψ
Figure 3: Mode solutions: The
dashed solution corresponds to m <
0, whereas the solid one corresponds
to m > 0.
AdS/CFT correspondence are expected to be in a mixture of
SL(2, R) representations [15] and so it is more convenient to
directly solve for them from the wave equation (3.2). On the
way this will also give us the function g(n, z) for the descendant
normalizable states.
We start with the ansatz
Ψ(t, z, φ) = e−iωt+imφψ(z) . (3.10)
Inserting this into (3.2), one obtains:
cosh2(2z)
d2ψ
dz2
+ sinh(4z)
dψ
dz
+
(
ω2 −m2 + 2ωm sinh(2z) − µ2 cosh2(2z)
)
ψ = 0 . (3.11)
Consider the change of variables
ψ(z) =
(
cosh 2z
)b
ea tan
−1[tanh(z)] χ(z) (3.12)
y =
1
2
(1 + i sinh 2z) , (3.13)
The function χ(z) then satisfies the hypergeometric equation
y(1− y)
d2χ
dy2
+
(
C − (1 +A+B)y
)dχ
dy
−ABχ = 0 (3.14)
provided
4b2 − ω2 +m2 − a2 + (4ba+ 2ωm)i = 0.
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This equation is solved by b = ∓ω2 and a = ±m – either choice of signs will give identical solutions.
So from now on we choose the upper signs. The constant parameters A,B and C appearing in
(3.14) are determined in terms of {m,ω , µ2} by:
A = −
ω
2
+
1
2
−
1
2
√
1 + µ2 = −
ω
2
+ h−
B = −
ω
2
+
1
2
+
1
2
√
1 + µ2 = −
ω
2
+ h+
C = 1−
(ω + im
2
)
,
(3.15)
In order to determine the normalizable and non-normalizable solutions of (3.14), we need
to determine the asymptotic behavior of the solutions as z → ±∞. For this reason, it is most
convenient to write the solution in terms of hypergeometric functions with arguments 1/y:
χ(z) = c1 y
−A
2F1(A,A− C + 1;A−B + 1;
1
y
) + c2 y
−B
2F1(B,B − C + 1;B −A+ 1,
1
y
) (3.16)
The solution is written as a sum of two independent solutions of the hypergeometric equation. This
is a convenient basis of solutions to isolate the normalizable and non-normalizable solutions.
Asymptotics As z →∞, 1y → 0, and the hypergeometric functions in (3.16) approach 1. Thus
χ→ c1 y
−A + c2 y
−B (3.17)
For the full solution Ψ(t, φ, z) in (3.10), using (3.12), this implies
Ψ(t, φ, z)→ e−iωt+imφ(c1 (e
2z)−h− + c2 (e
2z)−h+) (3.18)
As z → −∞, the asymptotic behavior is
Ψ(t, φ, z)→ e−iωt+imφ(c1 (e
−2z)−h− + c2 (e
−2z)−h+) (3.19)
Hence the solution with coefficient c2 decays at both boundaries while the solutions multiplying c1
grows at both boundaries and is non-normalizable.
3.2.1 Normalizable solutions
We seek a basis for the fluctuating normalizable mode solutions for the scalar field. Candidates are
given by the modes that decay at infinity:
Ψnorm(t, φ, z) = e
−iωt+imφem tan
−1(tanh(z))(cosh(2z))−
ω
2 y(
ω
2
−h+)
2F1(−
ω
2
+ h+, h+ + i
m
2
; 2h+;
1
y
)
(3.20)
We have already displayed a suitable basis of modes via the analysis of unitary SL(2,R) repre-
sentations given above. However we will see that the same quantized spectrum of solutions arises
from (3.20) by requiring that the mode solutions should be single valued in the complex z plane.
Presumably this requirement is necessary for unitarity.
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To this end, let us study the behavior of (3.20) as y → 0 or, equivalently, as z → iπ/4. In Sec. 2.4
we noted that z = iπ/4 is a location in the complex coordinate plane at which the determinant of
the metric (2.14) vanishes; namely this is a singular point in the complex coordinate plane. Using
the transformation formula
2F1(a˜, b˜; c˜;
1
y
) =
Γ(c˜)Γ(b˜− a˜)
Γ(b˜)Γ(c˜− a˜)
(−
1
y
)−a˜2F1(a˜, 1− c˜+ a˜; 1− b˜+ a˜; y)
+
Γ(c˜)Γ(a˜− b˜)
Γ(a˜)Γ(c˜− b˜)
(−
1
y
)−b˜2F1(b˜, 1− c˜+ b˜; 1− a˜+ b˜; y)
we find
Ψ ∼ (−1)(ω/2−h+)
Γ(2h+)Γ(
ω+im
2 )
Γ(h+ +
im
2 )Γ(h+ +
ω
2 )
2F1(−
ω
2
+ h+,−
ω
2
+ h−; 1−
ω + im
2
; y)
+ (−1)−(h++im/2)
Γ(2h+)Γ(−
ω+im
2 )
Γ(−ω2 + h+)Γ(h+ − i
m
2 )
y(
ω+im
2
)
2F1(h+ + i
m
2
, h− + i
m
2
; 1 + i
m
2
+
ω
2
; y) .
(3.21)
Thus, the second term in (3.21) gives rise to a multivalued function in the complex z-plane.5
Requiring a single valued scalar wave function forces us to require the vanishing of the second
coefficient in (3.21). This is achieved by
−
ω
2
+ h+ = −n n ∈ Z
+ ∪ {0} , (3.22)
which ensures that Γ(−ω2+h+) has a vanishing or negative integer argument which makes it diverge.
Thus, by looking at (3.20) and its complex conjugate, we find that the allowed states have energies
(eigenvalues of i∂/∂t)
En = ±2(h+ + n) n ∈ Z
+ ∪ {0} . (3.23)
This quantization condition was also obtained from the analysis of highest weight representations
of the isometry group in the previous subsection. Notice that the spectrum is entirely independent
of the angular momentum quantum number m. It is intriguing that requiring regularity of the
solutions at a point the complex z plane where the complexified metric degenerates has correctly
selected the quantized spectrum of modes expected from SL(2,R) representation theory.
With this quantization the positive energy solutions in (3.20) become
Ψ = e−i(2h++2n)t+imφem tan
−1(tanh(z))(cosh(2z))−(h++n)
(1
2
(1 + i sinh(2z))
)n
× 2F1(−n, h+ + i
m
2
; 2h+;
(1
2
(1 + i sinh(2z))
)−1
) (3.24)
We can write the hypergeometric function appearing in this equation in terms of Jacobi polynomials
by using
2F1(−n, α+ β + n+ 1;α + 1;x) =
n!Γ(2h+)
Γ(2h+ + n)
P (α,β)n (1− 2x) (3.25)
5The nature of the cut is somewhat different when m = 0 as opposed to m 6= 0.
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where P
(α,β)
n are the Jacobi polynomials defined as:
P (α,β)n (u) =
Γ(α+ n+ 1)
n!Γ(α+ β + n+ 1)
n∑
k=0
(
n
k
)
Γ(α+ β + k + n+ 1)
2kΓ(α+ k + 1)
(u− 1)k . (3.26)
Using α = 2h+ − 1 and β = −h+ − n+ i
m
2 , (3.24) becomes
Ψn = e
−i(2h++2n)t+imφem tan
−1(tanh(z))(cosh(2z))−(h++n)
×
Γ(2h+)
Γ(h+ + i
m
2 )
n∑
k=0
(
n
k
)
Γ(h+ + i
m
2 + k)
Γ(2h+ + k)
(−1)k
(1
2
(1 + i sinh(2z))
)n−k
(3.27)
Earlier we derived the fluctuating states by analyzing a highest weight representation of the isome-
tries. The above analysis completes this derivation by giving an explicit form for the states as can
checked from the equation Ψn = L
n
−Ψh where Ψh was defined in (3.8). Thus we see that requir-
ing analyticity of the scalar wavefunctions in the complex coordinate plane is equivalent here to
requiring that they transform in a unitary representation.
3.2.2 Non-normalizable solution
The non-normalizable part of the solution (3.16) is
Ψnon−norm = e
−iωt+imφem tan
−1(tanh(z))(cosh(2z))−
ω
2 y(
ω
2
−h−)
2F1(−
ω
2
+ h−, h− + i
m
2
; 2h−;
1
y
)
(3.28)
The non-normalizable modes in AdS are related to sources in the dual field theory and hence should
not be quantized [15]. These modes can also be thought of as a momentum space representation
of the bulk-boundary propagator. Notice that the non-normalizable character of a mode is not
changed by adding any normalizable modes to it. This ambiguity in the selection of a basis of
non-normalizable modes is related to the selection of a vacuum state for the spacetime and for the
dual field theory [15, 4, 42]. A distinguished set of non-normalizable modes can be selected by
requiring that they have regular behavior as y → 0 or z → iπ/4, namely that they are single valued
in the complex coordinate plane just like the normalizable ones.
Using the transformation formulae for hypergeometric functions we find, as a function of y,
Ψnon−norm ∼ (−1)
−ω/2+h−
Γ(2h−)Γ(
ω+im
2 )
Γ(h− +
im
2 )Γ(h− +
ω
2 )
2F1(−
ω
2
+ h−,−
ω
2
+ h+; 1−
ω + im
2
; y)
+ (−1)h−+im/2
Γ(2h−)Γ(−
ω+im
2 )
Γ(−ω2 + h−)Γ(h− − i
m
2 )
y(
ω+im
2
)
2F1(h− + i
m
2
, h+ + i
m
2
; 1 + i
m
2
+
ω
2
; y) . (3.29)
The second term again implies a cut in the complex z plane starting from y = 0. For special values
of ω, namely ω = −2h− − n, n = 0, 1, 2, · · · the second term vanishes, but we need to include
non-normalizable modes for all ω as discussed above. Notice, however, that for general ω the cuts
appearing in (3.29) are identical in form to the cuts in the normalizable modes (3.21). Therefore,
we will be able to cancel the cuts in (3.29) by adding a suitable linear combination of normalizable
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modes. Indeed, the following combination of non-normalizable and normalizable modes is regular
at the origin:
Ψregularnon−norm = Ψnon−norm − (−1)
ν Γ(2h−)Γ(−
ω
2 + h+)Γ(h+ −
im
2 )
Γ(2h+)Γ(−
ω
2 + h−)Γ(h− −
im
2 )
Ψnorm (3.30)
where ν = h+ − h− and Ψnon−norm and Ψnorm are as in (3.28) and (3.20).
3.2.3 The case of integer ν = h+ − h− =
√
1+ µ2 and a slightly different approach
Perhaps a simpler way to obtain the basis of normalizable and non-normalizable solutions discussed
here is to start by picking the regular solution to (3.14) near y = 0. For a generic ω, this solution
will be non-normalizable. However, for certain quantized frequencies, the solution should become
normalizable. The general solution to (3.14) is given by
χ(y) = c1 F (A,B;C; y) + c2 y
1−CF (A− C + 1, B − C + 1; 2 − C; y) (3.31)
where A, B and C are given in (3.15). For this solution to be regular at y = 0, we need the second
term to be absent, i.e. c2 = 0. Then, starting with the regular solution,
χ(y) = F (−
ω
2
+ h−,−
ω
2
+ h+; 1−
(ω + im
2
)
, y) (3.32)
we use the transformation formula (3.21) to determine its behavior near y =∞:
χ(y) =
Γ
(
1−
(
ω+im
2
))
Γ(h+ − h−)
Γ(−ω2 + h+)Γ(h+ −
im
2 )
(−y)−
ω
2
+h−F (−
ω
2
+ h−, h− +
im
2
; 2h−;
1
y
)
+
Γ
(
1−
(
ω+im
2
))
Γ(h− − h+)
Γ(−ω2 + h−)Γ(h− −
im
2 )
(−y)−
ω
2
+h+F (−
ω
2
+ h+, h+ +
im
2
; 2h+;
1
y
)
The first term corresponds to the non-normalizable piece and for −ω2 + h+ = −n, where n is a
non-negative integer, Γ(−ω2 +h+) in the denominator has a pole, implying that for these particular
quantized frequencies, the solution only has a normalizable piece. This normalizable solution as
well as the quantization condition on ω is, of course, the same as what we obtained earlier in (3.20).
Also, for a generic ω, it is easy to see that (3.32) is precisely the linear combination (3.30) which is
non-normalizable and regular at the origin.
However, this analysis and our previous discussions break down when ν = h+ − h− is an
integer. In this case, the transformation formula (3.21) is not valid. In fact, we then use the more
complicated formula
χ(y) = F (A,B;C; y) =
Γ(C)(−y)−B
Γ(B)Γ(C −A)
∞∑
n=0
(A)n+ν(1− C +A)n+ν
n!(n+ ν)!
y−n
{
ln(−y) + ψ(1 + ν + n)
+ ψ(1 + n)− ψ(B + n)− ψ(C −B − n)
}
+ (−y)−A
Γ(C)
Γ(B)
ν−1∑
n=0
Γ(ν − n)(A)n
n!Γ(C −A− n)
y−n
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where A, B and C are given in (3.15) and ψ(z) = d ln Γ(z)/dz is the digamma function. The
second term with leading power y−A corresponds to the non-normalizable piece, which vanishes
when Γ(B) has a pole, i.e. −ω2 +h+ = −n is a non-negative integer. For this subset of frequencies,
the analysis is more subtle since the first term might naively seem to vanish due to the Γ(B) factor
appearing in the denominator. However, notice that Ψ(B+ n) is also singular for this same subset
of frequencies, and a careful limit gives the same result as before (3.20) for the normalizable modes.
3.3 Green functions from the method of images
The non-normalizable modes obtained in the previous section give the bulk to boundary propagator,
Fourier transformed with respect to t and φ. We can also obtain the bulk to boundary propagator
from a certain scaling limit of the bulk Feyman propagator on the orbifold. We can compute the
Feynman Green function for scalar fields on the orbifold by the method of images: i.e. we start with
the Feyman propagator in AdS3 and then add all images under the orbifold action. This method
implies a certain choice of vacuum on the orbifold that descends from the unique SL(2,R)×SL(2,R)
invariant vacuum on AdS3. The Feynman Green function on global AdS3 [21] is
−iGF (x, x
′) =
1
4πR
(
z2 − 1
)−1/2 [
z +
(
z2 − 1
)1/2]1−2h+
, (3.33)
where z = 1 + R−2σ(x, x′) + iǫ, σ(x, x′) being the invariant distance among two points in the
embedding space R2,2. That is, σ(x, x′) = 12ηMN (x− x
′)M (x− x′)N and for µ2 > 0
2h+ = 1 +
√
1 + µ2 .
Thus, the Green function on the orbifold will be given by
−iGF/Γ(x, x
′) = −i
∑
n
GF (x, x
′
n) =
1
4πR
∑
n
(
z2n − 1
)−1/2 [
zn +
(
z2n − 1
)1/2]1−2h+
(3.34)
where we defined zn(x, x
′) = z(x, x′n) and x
′
n is the nth image point. It is easy to work out its
value in the adapted coordinate system where the discrete identification is easy to implement. The
answer is
zn = sin∆t sinh∆φn sinh ∆˜z + cos∆t cosh∆φn cosh∆z + iǫ ,
where ∆t = t− t′, ∆z = z − z′, ∆˜z = z + z′ and ∆φn = φ− φ
′ + 2πn.
4. The holographic dual
Given an asymptotically AdS spacetime, the usual instruction concerning holography is that each
disconnected component of the boundary will contain a copy of the canonical field theory dual
of AdS space. These theories may be decoupled, entangled, interacting, identified or otherwise
related depending on the specific circumstances. In the eternal BTZ black hole, for example, the
two boundaries are thought to contain entangled copies of the D1-D5 CFT [3, 4]. By contrast, in
AdS2, which is a strip, there are subtleties concerning the status of the quantum mechanical dual
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theories that could live on each boundary. It has been suggested that the theories on these two
boundaries should be identified with each other [13, 14]. In explorations of holography in de Sitter
space [7] similar issues have arisen: if there exists a field theory dual associated to the two de Sitter
boundaries, should there be two entangled theories or should the two theories be identified?
In the present case, the spacetime (2.14), seen as an asymptotically AdS3 spacetime, would
appear to be dual to two (possibly entangled or interacting) copies of the D1-D5 CFT defined on
the two null-cylinder boundaries. As we have seen, the surface at fixed radius on the orbifold is a
boosted cylinder and the boost approaches infinity as the AdS boundary is reached, creating a null
cylinder. This suggests the dual contains two DLCQ copies of the D1-D5 CFT. Another approach
to duality might be to regard the dual as arising from an orbifold of the dual of AdS3. Interestingly,
as we have seen, the isometry under which we identify AdS is a conformal transformation of the
boundary. This suggests that the dual is a “conformal orbifold” in which a theory is quotiented by
a conformal transformation. We will compare and contrast these two approaches to the definition
of a dual theory in Sec. 4.2.
Perhaps the most pedestrian way of approaching holography in AdS is to blindly apply the
well-known prescription for computing correlation functions of a dual CFT on the boundary in
terms of bulk data [16]. We have two related ways of approaching this – we can either use the
bulk-boundary propagator prescription or the on-shell action prescription. Since this is the most
concrete path towards duality, we will take it first in the section below.
4.1 Two point correlators and the choice of vacuum
The classic AdS/CFT correspondence [22] is defined by equating the partition function for string
theory on AdS seen as a functional of boundary data to the generating function of correlation
functions of the dual field theory [16]. In the semiclassical limit of the bulk theory (large N limit
in the dual) this amounts to equating the bulk on-shell action to the boundary generating function
of correlators. In our case there are two disconnected components to the boundary and the non-
normalizable mode solutions whose boundary values are dual sources diverge on both boundaries.
As we will see, this means that the on-shell action always has contributions from both boundaries.
This suggests that the sources in the components of the dual theory on the two boundaries have
correlated sources, but we will see that the situation is more subtle and interesting than the naive
expectation, and that it is in fact possible to compute independent correlation functions within
each boundary as well as between them.
Another approach to computing correlation functions of the dual to AdS space is to use a
“bulk-boundary propagator” GB∂ in terms of which a diagrammatic expansion computes CFT
correlators. We can define GB∂ by taking the boundary limit of the bulk Feynman propagator.
From this perspective, it is possible to obtain a propagator from a single boundary into the bulk, in
terms of which correlation functions of a dual defined on a single boundary or between boundaries
can be obtained. We will compare these two approaches to correlation functions below.
Another tricky issue here is that in general, the basis of non-normalizable modes is ambiguous
because one can add normalizable modes to the former without changing the growth near infinity.
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In [4, 42] it was pointed out the choice of added normalizable modes has a bearing on the choice
of vacuum for the AdS/CFT correspondence since the choice of non-normalizable modes in effect
specifies the Fourier transform of the bulk-boundary propagator of the correspondence. It was also
explained in [4, 42] that requiring the bulk-boundary propagator to arise from Euclidean continua-
tion, namely as an analog to the bulk-bulk Feynman propagator, uniquely selected the normalizable
component in the non-normalizable mode. Our spacetime does not have a Euclidean continuation.
However, a distinguished basis of non-normalizable modes can be obtained by canceling the cut
that appears in (3.29) as y → 0 by addition of a normalizable mode (3.21). Below, we explore this
issue which is related to the choice of vacuum for the orbifold.
4.1.1 Correlators from the method of images
First we make use of the expression (3.34) for the Feynman Green function on the orbifold GF/Γ
to derive the bulk-boundary propagator. We use the notation GB∂± for the propagator from the
boundaries at z → ±∞ to the bulk. To evaluate GB∂+ we send z → ∞ in GF/Γ(x, x
′) (3.34) and
rescale by (e2h+z) to remove the standard asymptotic AdS falloff:
−iGB∂+(x, x
′) =
1
2πR
∑
n
(
cos∆t cosh∆φne
−z′ + sin∆t sinh∆φne
z′
)−2h+
, (4.1)
where we omitted the iǫ prescription. Similarly,
−iGB∂−(x, x
′) =
1
2πR
∑
n
(
cos∆t cosh∆φne
z′ − sin∆t sinh∆φne
−z′
)−2h+
. (4.2)
Notice that both bulk-boundary propagators diverge as z′ → ±∞ when ∆t or ∆φn equals 0
(or indeed suitable multiples of π) but otherwise vanish in this limit. This confirms that these
propagators diverge along the boundary lightcones as they should and vanish otherwise. (The
additional singularities at integer multiples of π are explained below in terms of the periodicities
of the bulk geodesics.)
We can use GB∂± to compute correlation functions within the boundaries at z → ±∞ and
between them by taking the remaining bulk point to the appropriate boundary and rescaling again
by (e2h+z). We will only look at the correlator for nonzero ∆t and ∆φm since we are not interested
in contact terms. Using G±±(xˆ, xˆ
′) to denote the possible two-point correlators, with xˆ, xˆ′ being
points in the boundaries, we find:
−iG++(xˆ, xˆ
′) =
1
2πR
(sin∆t)−2h+
∑
n
(sinh∆φn)
−2h+ , (4.3)
−iG−−(xˆ, xˆ
′) =
1
2πR
(−1)−2h+ (sin∆t)−2h+
∑
n
(sinh∆φn)
−2h+ , (4.4)
−iG+−(xˆ, xˆ
′) = −iG−+(xˆ, xˆ
′) =
1
2πR
(cos∆t)−2h+
∑
n
(cosh∆φn)
−2h+ . (4.5)
We can generate (4.5) from (4.3) by shifting ∆t→ ∆t+ π2 and ∆φn → ∆φn+iπ/2 (up to a constant
phase). This agrees nicely with the fact that we can reach the second boundary from the first via
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an excursion in the complex plane as described in Sec. 2.4. Notice that the G++ and G−− are
singular when ∆t = 0 or ∆φn = 0. This makes sense because φ and t are lightcone coordinates
on the z → ±∞ boundaries. By contrast G+− is singular when ∆t = π/2. This agrees with our
analysis of geodesics: there is a null geodesic connecting points on opposite boundaries that are
separated by ∆t = π/2. Null geodesics can bounce from one boundary to the other and back again
in time ∆t = nπ, accounting for the periodicity in the singularities of G++. (Strictly speaking,
for such integrally spaced intervals ∆t the limiting procedure leading to (4.3) from (4.1) should be
revisited since the second term with the parenthesis in (4.1) vanishes in these case.)
It is also instructive to calculate the correlation function in momentum space. The Fourier
transform of G++ is:
G˜++(ω,m) =
∫
∞
−∞
dt
∫ 2π
0
dφ eiωteimφG++(t, φ). (4.6)
This is given by (we refer the reader to appendix A for details):
G˜++(ω,m) =
i
2πR
(−1)−2h+
1
4
(
i
2
)2h+−1 1
22h+
(Γ(1− 2h+))
2 Γ(h+ − im/2)
Γ(h− − im/2)
Γ(−ω/2 + h+)
Γ(−ω/2 + h−)
×
(
eiθ + (−1)−2h+
){sin(π(ω/2 + h−))
sin(π(ω/2 + h+))
+ (−1)−2h+
}
. (4.7)
where
csc
(
π(h+ +
im
2 )
)
csc
(
π(h− +
im
2 )
) = eiθ . (4.8)
This form of the correlation function will be useful for comparison with the on-shell action.
4.1.2 Correlation functions from boundary variation of the on-shell action
To compute dual CFT correlators from AdS action calculations we must choose a basis of non-
normalizable modes. Since we can always add a normalizable piece to such a solution, the most
general basis is
Ψ¯(z, t, φ) = e−iω t+imφ Ψ¯(z, ω, m) = e−iω t+imφ (ψnon-norm(z, ω, m) + C(ω, m)ψnorm(z, ω, m)) .
(4.9)
Since Ψ¯ can be regarded as the Fourier transform of the bulk-boundary propagator, the frequency
dependent coefficient C(ω,m) is related to the choice of vacuum implied by this basis. A distin-
guished basis of non-normalizable modes is determined by canceling the cuts in the solution as
y → 0 in (3.28) by the addition of a normalizable component. This requires that:
C(ω, m) = −(−1)ν
Γ(2h−) Γ(−
ω
2 + h+) Γ(h+ − i
m
2 )
Γ(2h+) Γ(−
ω
2 + h−) Γ(h− − i
m
2 )
≡ C(ω,m) . (4.10)
The on-shell action is given by
Sbulk = lim
Λ→∞
1
2
cosh 2Λ
(∫
dtdφ Ψ¯∂zΨ¯|z=Λ −
∫
dtdφ Ψ¯∂zΨ¯|z=−Λ
)
, (4.11)
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after integrating by parts and using the equations of motion in the metric (2.14). Writing
Ψ¯(z, t, φ) =
1
2π
∫
dω
∑
m
e−iω t+imφ Ψ¯(z, ω, m) .
in momentum space, the on-shell action becomes
Sbulk = lim
Λ→∞
cosh 2Λ
2
∫
dω
∑
m
(Ψ¯(z, ω,m)∂zΨ¯(z,−ω,−m)|
z=Λ
z=−Λ . (4.12)
It is convenient to rewrite this in terms of a bulk-boundary propagator K(z,m, ω) which is
normalized to approach 1 at the boundary. Since we have two boundaries here we must choose
which one to normalize K on. Choosing K → 1 as z → Λ (where we take Λ → ∞ at the end) we
can write
K+(z, ω, m) =
Ψ¯(z, ω, m)
Ψ¯(Λ, ω, m)
. (4.13)
In terms of K+ a non-normalizable mode Ψ¯(z, t, φ) whose Fourier components as z → Λ are
J¯+(ω, m) can be written as
Ψ¯(z, ω, m) = J¯+(ω, m)K+(Λ, ω, m) . (4.14)
Using this in the on-shell action (4.12) gives
Sbulk = lim
Λ→∞
cosh 2Λ
2
∫
dω
∑
m
J¯+(ω, m) J¯+(−ω, −m)K+(z, ω, m) ∂z K+(z, −ω, −m)|
z=Λ
z=−Λ .
(4.15)
The boundary two-point function evaluated in momentum space should then be
G′++(ω,m) =
δSbulk
δJ¯+(ω, m) δJ¯+(ω′, m′)
. (4.16)
By construction we are considering the two-point function in the boundary at z → ∞ since we
specified the boundary data there; hence the notation G′++. Note however that the boundary data
at z → −∞ are fully specified also since
K+(−Λ, ω, m)→ e
−mπ/2 eiπ(ω/2+h−) as Λ→∞ . (4.17)
Thus the two-point function picks up a contribution from both boundary terms (4.15) in the bulk
action.
Computing the two-point function from (4.15) and (4.16) by explicitly using K+ is a tedious
but straightforward exercise. We spare the reader the details, but recall that the basic philosophy,
following [23] is to evaluate the action in a power series in eΛ, drop singular contact terms, and
extract the resulting contribution to the 2-point function. The leading term that contributes always
arises from a interaction between the non-normalizable and the normalizable pieces of Ψ¯ and hence
of K, and can readily be identified by the requirement of conformal invariance, which fixes the
scaling with the cut-off Λ to be
(
eΛ
)2−2ν
, where ν = h+ − h−. Carrying out this computation
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with h− < 0 and h+ > 0, and taking the functional derivatives, we obtain, after some suffering, a
boundary 2-point function of the form.
G′++(ω,m) = δ(ω + ω
′) δm+m′ (A+C(ω, m) +A−C(−ω, −m)) , (4.18)
where the coefficients A± could depend on ν = h+ − h−, m and ω. Both terms have contributions
from both boundaries. Using (A.13) we can rewrite this as
G′++(ω,m) = C(ω,m)Q
′(ν, ω,m) (4.19)
where Q′ contains numerical coefficients and various trigonometric functions of the arguments.
Note that, as described in Sec. 3.2.3, when ν is an integer the non-normalizable mode contains
logarithms and so some further effort is necessary in the computations.
4.1.3 Comparison of the two methods
First of all consider the two-point function computed from the sum-on-images (4.7). Using
1
Γ(2h+)
= −
1
π
Γ(−ν) sin(π ν) ; Γ(2h−) = (−ν) Γ(−ν) =⇒ Γ(−ν)
2 =
Γ(2h−)
Γ(2h+)
π
ν sinπν
(4.20)
it is easy to show that the sum-on-images result is
G˜++(ω,m) = C(ω,m)Q(ν, ω,m) = −
Γ(2h−) Γ(−
ω
2 + h+) Γ(h+ − i
m
2 )
Γ(2h+) Γ−
ω
2 + h−) Γ(h− − i
m
2 )
(−1)νQ(ν, ω,m) (4.21)
where C is the special ratio of Gamma functions appearing in (4.10) and Q is a combination of
numerical factors and trigonometric functions. This gives a result of the same form as the on-
shell action computation (4.19) provided we pick a basis of non-normalizable modes in (4.9) with
a normalizable component weighted by C(ω,m) = C(ω,m). As stated before, the choice of C
amounts to a choice of vacuum, and setting C = C picks a vacuum in which possible cuts in the
complex z plane for bulk-boundary propagator are absent. When 2h+ is an integer all the formulae
are somewhat modified because of cancellations between factors that go to zero and to infinity in
this limit, and because of the appearance of log terms in the non-normalizable modes. We do not
investigate the details of this here since experience with the AdS/CFT correspondence has shown
that correlation functions do not change qualitatively in the integer limit.
One boundary versus two: In the sum-on-images calculation it was clear that by taking
different boundary limits of the bulk Feynman propagator we could calculate different boundary
correlators, G±±, between points on the same boundary and on opposite boundaries. The on-shell
calculation initially appears to have a rather different character. As we discussed, the bulk non-
normalizable modes diverge on both boundaries at the same time. A bulk-boundary propagator
derived from them and normalized to 1 as z →∞ behaves as (4.17) as z → −∞. This suggests that
sources for the dual CFT must be turned on in a correlated way in both boundary components.
Transforming to position space, switching on a source J+(t, φ) on the z →∞ boundary appears to
switch on a source J−(t, φ) = e
iπ h− J+(t−
π
2 , φ+ i
π
2 ) in the z → −∞ boundary. Thus, one of the
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sources is turned on at a point that is shifted into the complex coordinate plane for the boundary
theory. Sources at real coordinates appear to be independent of each other. Nevertheless, the
correlation between sources on the two sides suggests that the dual need only consist of a theory
on one of these boundaries. However, this is a misleading intuition as we learn by comparing with
the BTZ black hole. The authors of [24, 5] compute the propagator from one of the two BTZ
boundaries to a point in the bulk in the same asymptotic region and find:
KBTZ(r, u+, u−;u
′
+, u
′
−) =
∞∑
n=−∞
(
r2+−r
2
−
r2
)h+
e−2πh+[T+ ∆u++T−∆u−+(T++T−)2πn]{
r2+−r
2
−
r2
+ (1− e−2πT+[∆u+2πn])(1− e−2πT−[∆u−2πn])
}2h+ (4.22)
Here r is the radial coordinate of the BTZ black hole, r± are the coordinates of the outer and inner
horizons, u± and u
′
± are lightcone coordinates in the bulk and boundary respectively, and T± are
temperature parameters. As explained in [5] points can be transported from one asymptotic region
of the eternal geometry to another by the transformations
T±u± → T±u± ∓
i
2
(4.23)
which are reminiscent of the discrete complex transformations in Sec. 2.4. Note that if ∆u± = 0,
KBTZ diverges as r → ∞ as befits the Fourier transform of a non-normalizable mode in the BTZ
spacetime. Applying the transformation (4.23) to the bulk point to move it to the other asymptotic
region we find that the transformed propagator will diverge as r→∞ (thus approaching the second
boundary) provided ∆u± = ±i/2. Fourier transforming will thus lead to a non-normalizable mode
that diverges at both boundaries. Alternatively if it is normalized to unity on one boundary it will
pick up a momentum dependent phase at the other one. This is precisely the situation we have
in our orbifold. Thus, just as in BTZ it is expected that we have independent sources and CFTs
defined (at least at real coordinate points) on each conformal boundary.
We can follow this procedure from the BTZ black hole as follows. First, we have seen that the
on-shell action, even expressed just in terms of J+, collects contributions from both boundaries. If
we expressed the action in terms of J− we would get essentially the same result, agreeing with the
fact that G++ ∼ G−− in the sum-on-images calculation. To compute G+− from the bulk action, a
natural prescription is to express one of the fields Ψ¯ in the on-shell action (4.11,4.12) in terms of
J+ and the other in terms of J−. In view of (4.17), it is easy to show that the resulting bulk action
will lead to a two point function
G′+−(ω,m) ∼ e
−mπ/2eiπ(ω/2+h−)G′++(ω,m) (4.24)
After Fourier transforming to position space we get
G′+−(∆t,∆φ) ∼ G
′
++(∆t− π/2,∆φ + iπ/2) (4.25)
This exactly reproduces the shift relationship between the sum-on-images 2-point function G++ at
z →∞ and G+− between z → ±∞. Thus both the on-shell action and sum-on-images approaches
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are nominally capable of computing the correlators on either boundary or between them. The real
question is whether these different pieces of data are independent or redundant information in a
dual formulation. We will explore this further below.
4.2 Orbifold Holography
Above we approached holography on our orbifold by attempting to define on-shell action and bulk-
boundary propagator approaches to computing CFT correlation functions. Here we explore general
properties that the dual must have if (a) it is defined on the null boundary of our orbifold, or (b)
it descends from the dual to global AdS3 by our orbifold action.
4.2.1 Holography and DLCQ CFTs
A standard technique for computation in the AdS/CFT correspondence is to truncate the space at
some fixed large radial coordinate which serves as a cutoff on the bulk. The field theory defined on
the boundary surface is a regulated version of the CFT dual to the entire space, and sending the
boundary to infinity corresponds to removing the cutoff. Let us imitate this procedure here.
The metric on fixed z surfaces is g = l2(−dt2+dφ2+2 sinh(2z)dt dφ). As explained earlier, this
is a boosted version of the usual timelike cylinder with the boost parameter approaching infinity
as |z| → ∞. Thus we expect that the dual theories theories living on each boundary are discrete
light cone quantized (DLCQ) since they will have a compact null direction. The simplest way to
work out the spectrum is to consider how the U(1)× SL(2, R) symmetries are realized on surfaces
at fixed z. We can then work out the spectrum in the limits z → ±∞ using representation theory.
As z →∞, the SL(2, R) symmetry generators (3.3) and the U(1) associated with φ become
L¯0 =
i
2
∂
∂φ
L0 =
i
2
∂
∂t
L+ =
e2it
2
[
tanh(2z)
∂
∂t
+
1
cosh(2z)
∂
∂φ
+ i2h+
]
(4.26)
L− = −
e−i2t
2
[
tanh(2z)
∂
∂t
+
1
cosh(2z)
∂
∂φ
− i2h+
]
,
The constant 2h+ appear when the generators acting on a representation with highest weight h+.
From the point of view of the bulk generators (3.3) this constant appears from the action of ∂z on the
asymptotic scaling of the normalizable modes. The latter three generators realize an approximate
SL(2, R) symmetry, up to terms of order e−4z which are irrelevant in the large z limit. The fact
that the SL(2, R) only acts approximately at a fixed z is of course traced to the fact that cutting
off the bulk imposes a cutoff in the dual CFT, breaking conformal invariance. If φ had not not been
periodic as it is in our orbifold, there would have been a second approximate SL(2, R) symmetry on
surfaces of fixed z, generated by the first of the four operators above, and by two more obtained by
exchanging t with iφ and φ with −it in L+ and L−. However, the resulting exponential dependence
on φ leads to generators that are not well-defined on the orbifold since φ ∼ φ+2π. Thus the second
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possible SL(2, R) does not exist even in an approximate sense at any fixed z. So as z → ∞ the
symmetry generators of the dual as inherited from the bulk are:
L¯0 =
i
2
∂
∂φ
L0 =
i
2
∂
∂t
L+ =
e2it
2
[
∂
∂t
+ i2h+
]
(4.27)
L− = −
e−2it
2
[
∂
∂t
− i2h+
]
The latter three operators exactly generate the SL(2, R) algebra [L0,L±] = ∓L± and [L+,L−] =
2L0. By simply examining the metric ds
2 ∝ dt dφ on the z →∞ surface it my seem surprising that
two SL(2, R)s are not present as boundary reparameterizations of t and φ, but this is because of
the limiting procedure described above. A similar analysis applies as z → −∞.
The spectrum of the dual theory at z →∞ will carry charges (ω,m) under L0 and L¯0. Since
φ is periodic, m will be an integer and the corresponding wavefunction will have a factor eimφ.
A highest representation of the SL(2, R) is given by L−|0〉 = 0, |n〉 = L
n
+|0〉, such states will be
eigenfunctions of L0 with eigenvalue ω/2 = h++n with n a non-negative integer. The corresponding
wavefunction will have a factor e−i(2h++2n)t. The same analysis applies at z → −∞.
Actually as z →∞ only negative m are allowed for reasons of unitarity. This is expected from
the DLCQ perspective, but the easiest way to see it here is to observe that both φ and t are null
directions. Since the metric is ds2 ∝ dt dφ, if we consider states with positive Pt ∼ Energy then
for non-tachyonic excitations (i.e. positive effective mass squared) it must follow that Pt Pφ ≤ 0.
Since Pt = 2L0 > 0, it follows that Pφ = 2L¯0 ≤ 0. With our conventions that the wavefunction
is proportional to eimφ, this implies that m ≥ 0 for the theory on the z → ∞ boundary. On the
z → −∞ boundary, the metric becomes ds2 ∝ −dt dφ and so we will similarly conclude that m ≤ 0.
Overall the spectrum exactly matches the results from the bulk – states carry integer U(1)
charges and realize a complete SL(2, R). The novelty, that can be traced to the infinite boost at
each boundary, is that the positive (negative) m eigenvalues are realized on different boundaries.
This nicely meshes with the localization of positive (negative) m normalizable modes in the z > 0
(z < 0) regions of the bulk.
4.2.2 Conformal orbifolds of CFTs
Since our spacetime is an orbifold of global AdS3 we can try to orbifold its CFT dual to construct
the field theory describing our spacetime. Recall again that AdS3 has an SL(2, R)L × SL(2, R)R
isometry group that is the same as the conformal group of the dual 2d CFT. We chose a basis
of generators ξ±i for this isometry group in eqs. (2.4) and (2.6). Explicit expressions for these
generators in terms of the global AdS3 coordinates (2.3) are easily obtained by comparing our
isometry generators with those defined in [15] (see Sec. 4, especially Sec. 4.3 of that paper). We
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find that
ξ+1 ≡ −L1 = −∂w (4.28)
ξ+2 ≡ L3 = =
(
cosh 2ρ
sinh 2ρ
)
cosw ∂w −
cosw
sinh 2ρ
∂w¯ +
sinw
2
∂ρ (4.29)
ξ+3 ≡ −L2 =
(
cosh 2ρ
sinh 2ρ
)
sinw ∂w −
sinw
sinh 2ρ
∂w¯ −
cosw
2
∂ρ (4.30)
where w = τ + θ and w¯ = τ − θ in terms of global coordinates (2.3). These generators satisfy the
SL(2,R) commutation relations [L1, L2] = −L3, [L1, L3] = L2, [L2, L3] = L1. The expressions for
ξ− are obtained similarly. Notice that as we approach the AdS3 boundary ρ → ∞ the generators
on a fixed ρ surface become
ξ+1 → −∂w ; ξ
+
2 → cosw ∂w ; ξ
+
3 → − sinw ∂w (4.31)
which are the standard left-moving SL(2, R) generators of the cylinder. (The ξ− give rise to the
right-moving SL(2,R).) The orbifold studied in this paper is an identification of AdS3 by the action
of ξ+2 , which is a conformal transformation cosw ∂w of the boundary.
Orbifolds by a conformal transformation are not very familiar, so it is helpful to study an
example: the free boson on the cylinder. In order to orbifold by the conformal transformation
cosw ∂w we should study states satisfying:
ei2π cosw ∂w |s〉 = |s〉 (4.32)
or equivalently
cosw ∂w |s〉 = k |s〉 ; k ∈ Z (4.33)
The wavefunction for the free boson can be split into left and right moving pieces |s〉 = f(w¯)+g(w).
While f(w¯) can be any suitable right moving wavefunction,
∂g
∂w
=
kg
cosw
=⇒ g(w) = A
[
1 + sinw
cosw
]k
(4.34)
For k = 0 the left-moving wavefunction g(w) is constant. When k > 0 (k < 0), g(w) is singular
at w = π/2 (w = −π/2).6 The integer parameter k appearing here should be identified with the
integer U(1) charge carried by solutions to the wave equation on the orbifold spacetime since in
both cases we are considering eigenstates of ξ+2 ≡ L3. In the DLCQ picture for the dual to the
orbifold, the states of positive and negative k appear to be represented separately on the left and
right boundary DLCQ theories each of which represents one tower of positive left or right moving
momenta. These sets of momenta, taken together, should be associated with quantum number k
appearing above in the conformal orbifold picture of the dual CFT. The SL(2, R) arising from the
right-movers of the conformal orbifold picture is realized in the DLCQ picture by the SL(2, R) that
will act separately on the tower of right or left moving momentum states that survive the DLCQ
limit in each boundary.
6For k > 0 g(w) is singular when the denominator vanishes at w = pi/2. Both the numerator and the denominator
vanish at w = −pi/2, but in this case L’Hoˆpital’s rule shows that g(w) → 0 as w → −pi/2. Similarly the singularity
is at w = −pi/2 for k < 0.
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One CFT or two: Entangled states and interactions The interesting picture that emerges
from the discussion above is that the dual to our orbifold spacetime can be equivalently thought of as
a “conformal orbifold” of a CFT on a cylinder, or a sum of two DLCQ theories. The latter theories
are separated by the bulk spacetime and the positive and negative U(1) charges of the conformal
orbifold appear separately as right/left moving momenta surviving the two DLCQ limits. (There
is some subtlety concerning the states with zero U(1) charge.) All of this strongly suggests that in
the DLCQ picture both boundaries are necessary to construct a complete dual, as in the eternal
BTZ black hole, and unlike some suggestions made in AdS2 and in de Sitter space.
A key question is what is the vacuum state for this proposed dual? In the case of BTZ black
holes choosing the Hartle-Hawking vacuum for the bulk spacetime leads to a particular entangled
state in the two dual CFTs [3, 4]. We cannot follow a parallel logic here because of the absence
of a Euclidean continuation. Nevertheless, as we will see in Sec. 5.1, our orbifold can be obtained
as a Penrose-like focussing limit of the BTZ black hole. The corresponding limit of the BTZ dual
will lead to an entangled state in two components of the dual to our spacetime. The discrete
excursions in the complex coordinate plane that transport points in one boundary to the other and
back again (Sec. 2.4, and the resulting complex transformations relating correlation functions on
a single boundary (4.3) and between boundaries (4.5), lead to a similar conclusion ). Indeed, one
can easily write down an entangled state between the two boundary theories that reproduces the
required symmetries and relations between 2-point correlators (4.3) and (4.5). However, compared
to BTZ, the additional challenge here is that the two boundaries are causally connected through
the bulk and thus we expect interactions between the two dual components. In particular, because
there are no global horizons in our orbifold, the Hilbert space does not naturally separate into
a product with decoupled Hamiltonians acting on each part, although the localization of m > 0
(m < 0) modes at z > 0 (z < 0) is suggestive. We are investigating how the appropriate vacuum
and interactions can be understood from the dual perspective.
5. String duality and holography
In Sec. 2 we have seen that the spacetime (2.14) arises from at least two different perspectives:
(i) as non-singular, causally regular discrete quotients of global AdS3 whose generator is a very
particular combination of boosts, and (ii) as an S1 fibration over AdS2. In this section, we will
discuss a third inequivalent way of getting our orbifold spacetime: as a Penrose-like limit focusing
on the vicinity of the horizon of extremal BTZ black holes. We will also embed these constructions
in string theory, and by using U-duality and liftings to M-theory, we will generate several dual
descriptions to our original spacetime in type IIA, IIB and M-theory. Matrix models emerge as
the holographic dual in several of these dual perspectives, perhaps providing some link with the
well-known appearance of matrix models as a dual description of 2d gravity [26].
5.1 Penrose-like limits of the D1-D5 string and holography
In type IIB string theory on T 4, the near horizon limit of Q1 D1 branes sharing a non-compact
direction with Q5 D5 branes wrapped on the T
4 is AdS3 × S
3 × T 4. If we compactify the common
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spatial direction shared by the two sets of branes on a circle of radius R, and put n units of left
or right moving momentum on this circle, the spacetime becomes an extremal 5d black hole whose
near-horizon limit is the extremal (mass = angular momentum), rotating BTZ black hole times
S3 × T 4. As shown by Strominger and collaborators [12, 13, 14], the discrete quotient we have
considered in this paper arises universally as a Penrose-like “very-near-horizon” limit of this black
hole.
In terms of the 5d black hole charges (Q1, Q5, n) the near-horizon BTZ metric is
g = l2T 2
(
dx+
dt
R
)2
+
U2
l2
(
(Rdx)2 − dt2
)
+ l2
dU2
U2
. (5.1)
where nR is the momentum along the compact direction of the D1-D5 system, l is the AdS scale,
T 2 = n/(Q1 ·Q5), and x is identified as x ∼ x+2π. It is useful to introduce a new radial coordinate
r2 =
U2 ·R2
l2
+ l2 · T 2 , r ∈ [l T, ∞) . (5.2)
The metric (5.1) in the new coordinate (5.2) acquires the standard BTZ form, after a rescaling of
the timelike coordinate, t→ Rτ/l:
g = −
(r2 − l2T 2)2
r2 l2
dτ2 +
r2 l2
(r2 − l2T 2)2
dr2 + r2
(
dx+
l T 2
r2
dτ
)2
. (5.3)
In these coordinates, it is clear that the black hole has a horizon at r+ = l · T .
The “very-near-horizon” limit introduced in [13], and also used in [14],
U2 · R2
l4 · T 2
→ 0 , (5.4)
is a focusing limit in the geometry close to the horizon of the extremal black hole, r → r+, as is
easily checked by taking this limit in (5.2). We can think about this limit in various ways: U → 0
with R and T , R→ 0 with U and T fixed, n→∞ where n is the momentum along the D1-D5 string
with all other quantities fixed, etc. In whichever way we choose to think, this is a Penrose-like limit
in the sense that we are focusing on a null surface. Of course, an actual Penrose limit focuses on a
null geodesic. However, we will see some further analogies between these two kinds of limits.
The BTZ geometry described by (5.3) is locally AdS3, and is obtained by discrete identifications
of AdS3. In the Poincare´ patch description of AdS3
ds2 =
l2
y2
(
dω+ dω− + dy2
)
,
the identification x ∼ x+ 2π in (5.1) corresponds to [13]
ω+ ∼ e4πT ω+ ,
ω− ∼ ω− + 2πR ,
y ∼ e2πT y .
(5.5)
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This identification is generated by the following Killing vector:
ξ = 2π
(
R∂ω− + T
(
2ω+∂ω+ + y∂y
))
.
In terms of the generators (see (2.4)) of SO(2, 2) acting linearly in R2,2 in which AdS3 is embedded,
this Killing vector is
ξ = 2πR (J02 − J01 + J13 − J23) + 2πT (J12 − J03) . (5.6)
As explained in [13], in the “very-near-horizon” Penrose-like limit, the geometry is obtained by
keeping only the latter term in the generator (5.6) of the identification. Thus it corresponds to
R → 0 or T →∞ (which implies n →∞ since we are are keeping Q1 and Q5 fixed in order to fix
the AdS scale and the torus moduli) combined with rescalings to normalize the generator. In this
limit, we recover the self-dual identification that we have been discussing in this paper since the
dominant second term in the generator (5.6) is related to (2.7) by a rotation in the {x2 , x3} plane
by π/2, which is an isometry.
This Penrose-like limit strongly suggests that the dual to our orbifold involves the DLCQ of
the D1-D5 string. The momentum along this string is n/R. Therefore, sending R → 0 or n → ∞
as required by the very-near-horizon limit is equivalent to studying the physics in the infinite
momentum frame of the D1-D5 string, leading to a DLCQ-like description 7 Interestingly, the
R → 0 limit achieves this even if the number of quanta of momenta, namely n, is fixed. Since the
fixed n geometries realize all the extremal 5d black holes in this compactification, and equivalently
all the extremal BTZ geometries [27], we are studying the properties of the vicinity of the horizon
of these black holes. We learn the geometry in this region is universal, as is its dual description
as a DLCQ theory. It is interesting that the extremal 5d black holes appearing here are precisely
the ones whose states have been counted in string theory [28]. There is even a limit in which the
4d extremal black holes of string theory whose states can be counted [29] display a BTZ in the
near-horizon [30]. Thus we are in a sense studying the universal properties of the horizon of all
black holes whose entropy is understood fully in string theory.
An interesting analogy between this emergence of our orbifold from a focus on a null surface,
and the emergence of a pp-wave from the focus on a null geodesic [32, 33], is that both spacetimes
have a null boundary [34]. In our case the boundary is a null cylinder while the pp-wave has a null
line boundary. In the next section we will see that from one perspective the dual to our orbifold is
related to a quantum mechanical theory, just as the pp-wave should be. A productive methodology
in the pp-wave case was to implement the Penrose limit as an operation in the dual to the full AdS
spacetime, thereby isolating the sector of the full CFT that is needed to describe the pp-wave [35].
A useful approach here might be to consider an analogous operation focusing on a sector of the
dual to the BTZ black hole which has also been extensively studied.
7The infinite momentum frame also arose in the context of AdS/CFT for waves propagating in the worldvolume
of M2, D3 and M5-branes, by taking the Maldacena decoupling limit keeping the momentum density of the wave
fixed [31] .
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On the origin of symmetries: The first thing to understand is how the U(1)×U(1) isometry
group of the BTZ black hole (generated by the vector fields ∂t and ∂x) goes over to the U(1) ×
SL(2, R) isometry group of the Penrose-like limit, namely our orbifold. In terms of the Poincare´
generators
∂t =
T
R
(
2ω+∂ω+ + y∂y
)
− ∂ω−
∂x = 2π
(
R∂ω− + T
(
2ω+∂ω+ + y∂y
))
.
(5.7)
After the rescaling t→ Rl τ the natural “Hamiltonian” in BTZ coordinates is
∂τ = α
(
T
l
(
2ω+∂ω+ + y∂y
)
−
R
l
∂ω−
)
. (5.8)
Thus, in the Penrose-like limit in which R → 0 or T → ∞, ∂τ and ∂x coincide and give identical
quantum numbers. This U(1) which survives the limit is the compact U(1) generator of our orbifold.
The SL(2, R) that emerges is a new enhanced symmetry appearing in the limit. This is reminiscent
of the enhanced symmetries that can appear in the Penrose limits of AdS space [33, 36].
On entangled states: Eternal non-extremal BTZ black holes have a dual description in terms
of two copies of the D1-D5 CFT in an entangled state [3, 4, 5]. Following the conventions of [5]
the temperature T and angular momentum potential Ω of the non-extremal BTZ can be combined
into
1
T±
≡
1
T
±
Ω
T
where T± are related to r± by
r± = πl(T− ± T+)
The non-extremal BTZ is then dual to two decoupled conformal field theories living in an entangled
state
|Ψ >=
∑
E,J
e−βH(E−Ω J)|E, J >1 |E, J >2 , (5.9)
where, effectively, we can described the Penrose-like limit by Ω→ 1 and βH →∞ in the entangled
state.8 The precise state that results then depends on how E approaches J as β diverges. As
we have already described a DLCQ limit is also involved since an infinite momentum limit is
effectively being taken at the same time. We will not explore this structure any further here, but
the appearance of two entangled theories from the Penrose-like limit justifies again our assertion
that that our orbifold is related to an entangled state in two theories.
5.2 Compactification, two dimensional gravity and quantum mechanics
As mentioned in section 2.1, our spacetime (2.14) contains a circle of constant radius. The direction
along the circle is a direction of isometry. Thus we can compactify on this circle getting a two-
dimensional effective description. The latter is more easily obtained from the explicit S1 fibration
8The maximally extended non-extremal BTZ actually has many asymptotic regions if we include the region beyond
the singularity. See [5] for a very interesting discussion of entanglement between dual theories living on all of the
asymptotic components.
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over AdS2 given in (2.19), giving rise to
g2 = − cosh
2 2z dt2 + dz2 ,
A1 = sinh 2z dt
(5.10)
where A1 stands for an electric arising from the off-diagonal component of the 3d metric (2.14) and
g2 is exactly the AdS2 metric. Thus our spacetime is equally well described as AdS2 deformed by
the addition of a constant electric field. (See [13] for an earlier discussion of these points.) Scalar
field modes carrying momentum in the φ direction of our orbifold will carry electric charge on AdS2
after compactification. Because of the background electric field, positive (negative) charges will be
attracted towards the z → ∞ (z → −∞) boundary. This nicely matches the localization of bulk
wavefunctions with angular momentum on the orbifold, and also with the splitting of m > 0 and
m < 0 states into the two boundary CFTs. The boundary of AdS2 consists of two real lines and
thus the dual, from this perspective, should be a 0+1d quantum mechanical theory. There has been
discussion in the literature concerning whether or not the dual lives on both boundary components.
Above we saw evidence that both boundaries are needed to describe our spacetime. Anyway, the
dual in our case cannot be simply the dual to AdS2 because the electric field implies a deformation
of the latter. Following the discussion in the previous section about the emergence of our spacetime
from the D1-D5 string we can conclude that the dual quantum mechanics emerges after rescaling
a very low energy limit of the dynamics of this string in a sector of fixed but very large angular
momentum. The appearance of 2d gravity could be a signal of instabilities in our model since back
reaction effects are usually very large in 2d, leading for example to fragmentation effects which
necessitate a sum over geometries [14]. However, if we regard our space as the effective description
of the vicinity of the black hole horizon in an asymptotically flat spacetime or of the BTZ horizon,
then this issue can be disregarded. The connection with 2d gravity suggests the possibility that a
Matrix model is somehow involved and the appearance of a DLCQ from the 3d perspective gives
similar indications.
5.3 Dual backgrounds
The orbifold of AdS3 we are considering has a compact direction. Thus when embedded in string
theory, it is natural to study T-duality transformations along it and/or the lift to M-theory of this
background.
We will start with the AdS3 × S
3 × T4 that is obtained as the near horizon limit of a system
of D1 and D5-branes. We will follow the conventions defined in [37]. Thus all coordinates are
dimensionless, the length units begin carried by the components of the metric. The fluxes are also
dimensionless, which means that these fields have been normalized in such a way that there are
different powers of α′ in the effective supergravity action.
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We start with the near horizon limit of the D1-D5 system [38]
g = l2 (gAdS3 + gS3) + α
′
√
Q1
v Q5
dxi dxi ,
F3 = dC2 = Q5
(
dvol S3 + ⋆6dvolAdS3
)
,
e−2Φ =
v Q5
g2s Q1
,
(5.11)
where l2 = gs α
′
√
Q1 ·Q5/v. Q1 and Q5 stand for the charges of the original D1 and D5-branes,
whereas v determines the volume of the 4-torus. In particular, we are considering a square torus in
which xi ∼ xi+2π(α′)1/2v1/4 i = 1, 2, 3, 4. To describe the self-dual orbifold, we just replace gAdS3
by the metric appearing in (2.14) setting l = 1. The RR flux, in adapted coordinates (2.13) is
F3 = Q5
(
dvol S3 + β cosh 2z dt ∧ dφ ∧ dz
)
. (5.12)
In particular, its potential C2 has non-trivial components Ctφ = β Q5 sinh 2z
9.
For this classical solution to be reliable, the string coupling constant should be small. Also,
for small α′ corrections, we require that the radius be bigger than the string scale, otherwise we
should use the T-dual description. These two conditions are summarized below
v Q5
g2s Q1
> 1 (weak coupling) (5.13)
gs
(
Q1Q5
v
)1/2
> 1 (R2eff > α
′) . (5.14)
Let us explore the different descriptions of our spacetime as we vary the coupling and the effective
radius of the compact dimension.
S-duality: At strong coupling, the S-dual configuration is more reliable. After the S-duality
transformation, the string coupling constant will just be inverted (Φ → −Φ), the RR two-form is
interchanged with the NS-NS two-form potential (B2) (with a minus sign) and the metric in the
string frame is just obtained from requiring the metric on the Einstein frame to be invariant under
the transformation. The final S-dual configuration is summarized below :
g = α′Q5 (gAdS3 + gS3) +
α′
gs
dxi dxi ,
H3 = −α
′Q5
(
dvol S3 + ⋆6dvol AdS3
)
,
e−2Φ =
g2s Q1
v Q5
.
(5.15)
The range of validity of this description is again constrained by two conditions
v
Q1Q5
<
(
gs
Q5
)2
(weak coupling)
β2Q5 > 1 (R
2
eff > α
′) .
(5.16)
9The orbifold discussed in Sec. 2 corresponds to β = 1. It is straightforward to introduce a free parameter,
corresponding to the rapidity of the boosts defining the orbifold action by rescaling the coordinate φ.
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S-duality followed by T-duality: If the radius of the compact direction becomes much smaller
than the string scale in (5.15), we need to go to a T-dual description of the above S-dual configu-
ration. As already noticed in [11], the self-dual orbifold of AdS3 has the significant property that if
we apply the T-duality transformations [39] along the fiber generated by ∂φ, the type IIA configura-
tion thus obtained has the same geometry. Technically, this property can be easily seen by the fact
that the metric cross term gtφ and the NS-NS 2-form potential component, Btφ = −β Q5 sinh 2z
are identical. So under their exchange (T-duality), the geometry will not be modified. There is
effectively just a rescaling of the original β parameter, due to the transformation of the radius of
the compact direction under T-duality. In other words, the T-dual geometry is given in terms of
(5.15) but with a new parameter β′ = (β Q5)
−1. This description is good when both conditions
(5.16) are violated. Notice that the self-dual radius is given by β2 = (Q5)
−1.
T-duality: We now consider the T-dual configuration of (5.11). This is natural when the
effective radius of the compact direction φ becomes smaller than the string scale. The T-dual
configuration is
g = l2 (gAdS2 + gS3) + α
′ 1
gs
√
v
Q1Q5
dφ2 + α′
√
Q1
v Q5
dxi dxi ,
dC3 = Q5
(
dvol S3 ∧ dφ
)
,
C1 = β Q5 sinh 2z dt ,
B2 = −
1
2β
sinh 2z dt ∧ dφ ,
e−2Φ =
(β Q5)
2
gs
√
v
Q1Q5
.
(5.17)
The geometry is given by AdS2 × S
3 × S1 × T4. The conformal boundary of this metric is the
conformal boundary of AdS2, that is, two real lines.
T-duality followed by M-theory lift: The above T-dual description is reliable at weak
coupling,
(β Q5)
2
gs
√
v
Q1Q5
> 1 .
However at strong string coupling, an eleventh dimension y opens up, giving rise to the eleven
dimensional configuration:
g
l2p
=
(
(gs β Q5)
2 Q1Q5
v
)1/3 (
− cosh2 2z dt2 + dz2 + gS3
)
+
(
β v
g2s Q1
)2/3
dφ2
+
(
β2Q1
v gs
)1/3
dxidxi +
(
g2s
Q1Q5
v
(β Q5)
−4
)
(dy + β Q5 sinh 2z dt)
2
F4 = dC3 − dy ∧H3 =
(
Q5 dvol S
3 − β−1dvol AdS2 ∧ dy
)
∧ dφ
(5.18)
This, again has the topology of an S1 fibration over AdS2 times S
2 × S1 × T4.
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5.4 Asymptotically flat construction
It is interesting to study the asymptotically flat counterparts of the various asymptotically AdS
solutions given in Sec 5.3. Our main motivation is that in the aymptotically flat constructions,
these spacetimes acquire a brane interpretation, which can provide some intuition concerning the
dynamics of the system. We start with the D1-D5 system with momentum along the common
direction, which leads to an AdS3 × S
3 factor in the near horizon limit. In the asymptotically flat
spacetime, the momentum is described by adding a third conserved charge, which leads us to add
a third harmonic function which would source this charge. Our discussion is analogous to that
for the non-dilatonic branes in [31]. We follow the same strategy but for the non-dilatonic D1-D5
system. Therefore, we consider the metric ansatz
g
α′
= (f1 · f5)
−1/2
{
(W − 2)dt2 +W dz2 − 2(W − 1) dt dz
}
+ f
1/2
1 f
−1/2
5 dx
idxi
+ (f1 · f5)
1/2
(
dr2 + r2 gS3
)
, (5.19)
where
f1 = 1 +
α′ gsQ1
v r2
, f5 = 1 +
α′ gsQ5
r2
, W = 1 +
α′N
v r2
,
and N could still depend on the string coupling constant gs. Here, z is an angular variable.
The solution of type IIB equations of motion requires non-trivial dilaton and RR three-form field
strength. These are given by
e2Φ = g2s
f1
f5
,
F3 = −g
−1
s df
−1
1 ∧ dt ∧ dz + 2Q5dvolS
3 .
(5.20)
The near horizon limit of such pp-waves propagating in non-dilatonic branes does not lead to
the AdS space. Instead, we obtain the Kaigorodov spacetime (see [31] for details). Interestingly,
in three dimensions, Kaigorodov spacetime is known to be equivalent to the extremal BTZ black
hole. Therefore, taking the standard decoupling limit, keeping the momentum density of the wave
fixed, we get the construction in (5.1), which was discussed in [13]. Then, after a very-near-horizon
limit (5.4) leads to a local description of the orbifold of AdS3 under discussion in this paper.
As is Sec 5.3 it is interesting to perform duality transformations on this solution.
S-duality: We now consider the S-dual of the configuration in (5.19) and (5.20). Given the
brane interpretation of this type IIB configuration, it is clear that the S-dual configuration will be
a F1-NS5 system with some momentum (wave) propagating along the common direction. Indeed,
the metric, dilaton and fluxes in the S-dual are given by:
e2Φ = g−2s
f5
f1
,
H3 = g
−1
s df
−1
1 ∧ dt ∧ dz − 2Q5dvolS
3 ,
g
α′
= g−1s
(
f−11
{
(W − 2)dt2 +W dz2 − 2(W − 1) dt dz
}
+ dxidxi + f5
(
dr2 + r2 gS3
))
.
(5.21)
– 39 –
S-duality followed by T-duality: The T-dual of this S-dual configuration (5.21) along the
circle parameterized by z explains the self-duality property discussed in the asymptotically AdS
discussion in Sec. 5.3. Indeed, such a T-duality transformation interchanges the wave with the
fundamental string, so that the resulting configuration has no modification in the geometry and
fluxes. The configuration is given exactly by the set of equations (5.21) interchanging the role
played by the harmonic functions f1 and W , up to rescaling of coordinates.
T-duality: The T-dual description of the configuration (5.19)-(5.20) along the circle parame-
terized by z gives rise to a D0-D4 system with fundamental strings winding around the dual circle,
in which all the D-branes are delocalized in the T-dual circle. The dilaton and fluxes describing
this configuration are given by
e2Φ = g2s W
−1 f
3/2
1 f
−1/2
5 ,
F2 = −g
−1
s df
−1
1 ∧ dt ,
F4 = 2Q5 dvolS
3 ∧ dz ,
H3 = dW
−1 ∧ dt ∧ dz ,
(5.22)
whereas the metric is
g
α′
= f
1/2
1 f
−1/2
5 dx
idxi + (f1 · f5)
1/2
(
dr2 + r2 gS3
)
− (f1 · f5)
−1/2W−1 dt2 + (f1 · f5)
1/2W−1 dz2 . (5.23)
T-duality followed by M-theory lift: Finally, we could consider the strong coupling descrip-
tion of the T-dual configuration, where the eleventh dimension y opens up. This is expected to
describe an M2-M5 system sharing one direction with momentum propagating along it. The eleven
dimensional configuration is described by the metric
g
l2p
= (gsW )
−2/3 f
2/3
5 dy
2 + (gsW )
1/3 f
−1/3
5 g
−1
s dx
idxi + (gsW )
1/3 f
2/3
5 g
−1
s
(
dr2 + r2 gS3
)
+ (gsW )
−2/3 f
−1/3
5
{
(f1 − 2) dt
2 + 2(f1 − 1) dtdz + f1 g
2
s dz
2
}
, (5.24)
and the four-form field strength
F4 = dW
−1 ∧ dt ∧ dz ∧ dy − 2Q5dvolS
3 ∧ dy . (5.25)
5.5 Towards a matrix model description
The string dualities described in Sec. 5.3 and the related asymptotically flat brane constructions
in Sec. 5.4 relate our spacetime to matrix model descriptions. First, note again, as in Sec. 5.1 that
our orbifold has a description in terms of a Penrose-like limit of the D1-D5 string wound on a circle
with left-moving momentum, and, correspondingly, in terms of a DLCQ of the D1-D5 CFT. Let
the charges of these branes and momenta be (Q1, Q5, n).
T-duality along the common circle direction produces a D0-D4-F1 system in IIA theory with
charges (Q1, Q5, n), where now n measures the winding of the F1s along the T-dual circle. When
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the charge Q1 is very large the entire configuration should be describable in a U(Q1) matrix
quantum mechanics associated with the D0s. Equivalently, the lift to M-theory of this configuration
describes a M2-M5-p system with n M2s intersecting the Q5 M5s on the 11th circle with Q1 units
of momentum. In the limit of large Q1, this background can be described as a state in the BFSS
matrix model [40] which is again a matrix mechanics.
The S-dual of our orbifold in Secs. 5.3 and 5.4 arises as Penrose-like limit of of the F1-NS5
system in IIB string theory with momentum along the common direction and charges (Q1, Q5, n).
The Penrose-like limit corresponds to a low-energy limit in a sector where the momentum is going
to infinity. This is precisely a scenario in which the (0, 2) worldvolume theory on the NS5-branes
reduces to a quantum mechanics since the 5-brane is wrapped on a 4-torus and a circle. What
is more, the large momentum n implies a DLCQ of the (0, 2) theory [41] and is thus related to
quantum mechanics on the n instanton moduli space of a U(Q5) gauge theory in four dimensions.
The fundamental strings will be represented as a certain state of this quantum mechanics. This
again leads to a description in a matrix quantum mechanics. Interestingly, as we showed earlier, the
F1-NS5-p system is self-dual under T-duality. This self-duality must manifest itself in the matrix
model description. We can also exchange the M-theory circle with the circle in the IIA NS5-F1-p
solution. This gives a M5-M2-p system in M-theory with n units of momentum along the common
direction of the M5 and the M2. As described in Sec. 5.1 the Penrose-like limit leading to our
orbifold geometry arises is a large n limit. Thus our background will arise as a state in the BFSS
matrix model describing longitudinal M5 and M2 branes.
6. Conclusion
In this paper we have examined an interesting orbifold of AdS3 by boosts and established many
intriguing properties and connections with other corners of string theory. The boundary of our
space contains two “null cylinders” and we established that a DLCQ of the D1-D5 string appears
in the holographic description. We also showed that from several perspectives a matrix model is
involved in holography, a fact which is particularly interesting because our orbifold is the universal
geometry in the vicinity of the finite area extremal black holes of string theory in 4d and 5d and
also of the BTZ black holes. As we discussed, it is natural to compactify our orbifold to two
dimensions, and so we can also regard these comments as indicating a relation between certain 2d
string theories and corresponding matrix models. This seems intriguing, although there is no direct
connection between this observation and the c = 1 matrix model description of 2d bosonic string
theory. Note also, that the various S and T dualities of our orbifold imply corresponding dualities
between the various matrix model and DLCQ holographic descriptions of the spacetime.
A productive methodology in the study of pp-waves was to implemented the Penrose limit as
an operation in the dual to the full AdS spacetime thereby isolating a sector of the full CFT that
described just the pp-wave. A useful way of making progress here might be to consider an analogous
operation focusing on a sector of the dual to the BTZ hole hole which has also been extensively
studied. It would also be interesting to consider our orbifold as a solution in the Chern-Simons
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description of 3d gravity and to explore excitations of this background such conical defects which
arise from additional orbifolding. String theory on the orbifold can also be studied by explicitly
constructing orbifolds of the WZW model description AdS3 × S
3.
Our spacetime does not have a natural Euclidean continuation, hence its interest as a labora-
tory for the study of time dependent string theory. From many perspectives we saw that important
properties of the spacetime and its dual are controlled by the structure of the complexified man-
ifold constructed by continuing all the coordinates to complex values. For example, excursions
in the complex coordinate plane transported real points in the spacetime to other real locations,
and a singularity at an imaginary radial coordinate controlled the structure of normalizable wave
solutions. This is reminiscent of the importance of the analytic structure and geodesics in the
complex coordinate plane for recent investigations of “seeing holographically behind a horizon” [6].
A general lesson to be learned from all of these works might well be that even in the absence of a
Euclidean continuation for a general time dependent universe, physical properties are nevertheless
controlled by the analytic structure of complexified spacetime.
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A. Two point functions in momentum space
The Fourier transform of G++ is:
G˜++(ω, p) =
∫
∞
−∞
dt
∫
∞
−∞
dφ eiωteipφG++(t, φ) =
i
2πR
h(ω) g(p) (A.1)
where h and g are the Fourier transforms of the t and φ dependent parts respectively. (Since G++
is periodic in φ the integral over the latter will yield a delta function that forces p to be an integer.)
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We will do this transform by analytic continuation of the integral∫
∞
0
e−αx (sinhβz)γ dx =
1
2γ+1β
B(α/2β − γ/2, γ + 1) (A.2)
where B is the beta function
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
(A.3)
and the integral assumes Re(β) > 0, Re(γ) > −1, Re(α) > Re(βγ).
Consider the integral over φ first. Let
gn(p) =
∫
∞
−∞
dφ eipφ[sinh(φ+ 2πn)]−2h+ (A.4)
Since the range of φ is unbounded in the integral we can shift the integrand getting
gn(p) = e
−i2πpn
∫
∞
−∞
dφ eipφ[sinh(φ)]−2h+ = e−i2πpng0(p) (A.5)
Thus
g(p) =
n=∞∑
n=−∞
e−i2πpng0(p) = g0(p) δ(p −m) ; m ∈ Z (A.6)
To compute g0(p) we split the integral over positive and negative φ using sinh(−φ) = − sinh(φ).
This gives
g0(p) =
∫
∞
−∞
dφ eipφ(sinhφ)−2h+ (A.7)
=
∫
∞
0
dφ eipφ(sinhφ)−2h+ + (−1)2h+
∫
∞
0
dφ e−ipφ(sinhφ)−2h+ (A.8)
We do these integrals by using (A.2) and analytically continuing the parameters in the equation
above as
γ = −2h+ + a ; β = 1 ; α = −ip+ b (A.9)
with a and b large enough so that the conditions for the validity of (A.2) are satisfied. We then
apply (A.2) and continue a, b→ 0. This gives
g0(m) =
Γ(1− 2h+)
21−2h+
[
Γ(−im/2 + h+)
Γ(−im/2 + h−)
+ (−1)−2h+
Γ(im/2 + h+)
Γ(im/2 + h−)
]
(A.10)
Similarly, the Fourier transform of the time part of G++ gives
h(ω) =
Γ(1− 2h+)
(2i)1−2h+
[
Γ(−ω/2 + h+)
Γ(−ω/2 + h−)
+ (−1)−2h+
Γ(ω/2 + h+)
Γ(ω/2 + h−)
]
(A.11)
Multiplying everything together we find
G˜++(ω,m) =
i
2πR
(−1)−2h+
1
4
(
i
2
)2h+−1 1
22h+
(Γ(1− 2h+))
2 Γ(h+ − im/2)
Γ(h− − im/2)
Γ(−ω/2 + h+)
Γ(−ω/2 + h−)
×
(
eiθ + (−1)−2h+
){sin(π(ω/2 + h−))
sin(π(ω/2 + h+))
+ (−1)−2h+
}
. (A.12)
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where we used the relation
Γ(z)Γ(1− z) = π csc πz (A.13)
several times and the definition
csc
(
π(h+ +
im
2 )
)
csc
(
π(h− +
im
2 )
) = eiθ . (A.14)
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