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a b s t r a c t
In this paper we aim to construct adaptive confidence region for the direction of ξ in
semiparametricmodels of the form Y = G(ξ TX, ε)whereG(·) is an unknown link function,
ε is an independent error, and ξ is a pn × 1 vector. To recover the direction of ξ , we first
propose an inverse regression approach regardless of the link function G(·); to construct a
data-driven confidence region for the direction of ξ , we implement the empirical likelihood
method. Unlike many existing literature, we need not estimate the link function G(·) or its
derivative. When pn remains fixed, the empirical likelihood ratio without bias correlation
can be asymptotically standard chi-square. Moreover, the asymptotic normality of the
empirical likelihood ratio holds true even when the dimension pn follows the rate of
pn = o(n1/4) where n is the sample size. Simulation studies are carried out to assess the
performance of our proposal, and a real data set is analyzed for further illustration.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The advent of new technologies for collecting and storing data has motivated statisticians to study problems with
increasing sample sizes and dimensions. To extract valuable information from such large data sets, regression analysis
is frequently employed. Consider a typical regression Y = G0(X, ε) in which Y is the univariate response, and X is the
pn × 1 predictor. The subscript n is used to make pn explicit that the dimension pn may change with the sample size n.
The link function G0(·) is usually unknown, and the error term ε is independent of X . To infer the link function G0(·), high
dimensionality of X poses severe challenges due to the so-called ‘‘curse of dimensionality’’. To circumvent this issue while
keeping the modeling flexibility, Härdle, Hall and Ichimura [1] proposed the single-index model
Y = G1(ξ TX)+ ε, (1.1)
where ξ is the pn×1 index and G1(·) is an unknown link function. In this single-indexmodel the dimension pn of predictors
is reduced to one dimension if we can identify the direction of ξ . Many methods are developed in the literature to recover
the direction of ξ . See, among many others, the average derivative estimation (ADE [2]), the semiparametric least squares
(SLS, [3]), and the minimum average variance estimation (MAVE [4]), etc. These estimators can be root-n consistent, and
hence are efficient to recover the direction of ξ . However, these estimators depend upon the additive structure between
the link function and the error term. Consequently, they cannot be applied to the heteroscedastic models of the form
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Y = G1(ξ TX) × ε. In our present context we endeavor to construct a data adaptive confidence interval for the following
practically useful model proposed by Li and Duan [5] and Li [6]:
Y = G(ξ TX, ε), (1.2)
where the link function G(·) is allowed to be arbitrary, and the error term ε is not necessary to be additive. Thus model (1.2)
is more flexible than the aforementioned single-index model and the heteroscedastic model.
How to identify the direction of ξ in the semiparametric model (1.2) is of importance in applications. Note that no
parameter structure between ξ TX and ε is assumed in model (1.2). The theory of sufficient dimension reduction (SDR)
provides an effective starting point to identity ξ without loss of regression information of Y on X . The promising methods
include sliced inversion regression (SIR [6]) and sliced average variance estimation [7]. See [8] for a comprehensive literature
review. The asymptotic of these methods is investigated thoroughly when the dimension pn is fixed. While the dimension
pn of the predictors X depends on the sample size n and grows to infinity as n tends to infinity, Zhu and Zhu [9] developed a
partial least square approach to recover the direction of ξ and studied relevant asymptotic for model (1.2). However, their
method is designed for prediction rather than for inference.
Another important and closely relevant topic is to infer the direction of ξ by constructing its confidence region. In
principle, we can use the asymptotic normality of the estimation of ξ to construct a confidence region of ξ . However, with
this normal approximation, a plug-in estimation of the limiting variance of the estimation is often required [10]. Therefore,
we prefer an alternative approach via empirical likelihood ratio introduced byOwen [11,12] because the empirical likelihood
hasmany advantages over normal approximation-basedmethod. In particular, the prior constraints on region shape are not
necessarily imposed; the construction of a pivotal quantity is not required; and the constructed region is range preserving
and transformation-respecting. Hence, Owen [11,12] applied empirical likelihood to linear regression models, and proved
that the empirical log-likelihood ratio is asymptotically standard chi-square when the dimensionality pn is fixed. This leads
a direct use of limit distribution to construct the confidence regions (intervals) of regression parameterswith asymptotically
correct coverage probabilities. Kolaczyk and Owen [13,14] have made further extensions to generalized linear model and
projection pursuit regression. However, the empirical log-likelihood ratio cannot be asymptotically standard chi-square
when it is applied to the single-index model (1.1) because one must estimate the link function G1(·) nonparametrically.
Therefore, Xue and Zhu [10,15], Zhu and Xue [16], and Li et al. [17] proposed a bias-correction procedure to ensure Wilks’s
phenomenon when the dimension pn remains fixed. However, their methods also rely upon the additive structure between
the link function and the error term.
In this paper, we endeavor to construct a data-driven confidence region for the direction of ξ in model (1.2) when a
diverging number of predictors are collected. Our main results are summarized as follows:
1. we propose a score function to identify the direction of ξ which stems from an inverse regression approach; unlike
many existing literature, the merit of using the inverse regression method is that we completely avoid estimating
nonparametrically the link function G(·) in (1.2) and its derivatives, and the direction of the index is solely determined by
the data. Consequently, the bias correlation procedure is not required, and the empirical likelihood ratio is asymptotically
standard chi-square when the dimension pn remains fixed. Moreover, our asymptotic results cover cases when the
dimension pn diverges;
2. we implement the empirical likelihood [11] which is well suited to construct the confidence region for parameters of
interest. The asymptotic normality of the empirical likelihood ratio is obtained under some appropriate conditions when
the dimension pn of predictors follows the rate of pn = o(n1/4), where n is the sample size. Such result allows us to
construct the confidence region for the direction of ξ inmodel (1.2).We suggest the empirical likelihoodmethod because
many advantages of the empirical likelihood over the normal approximation-based method have been shown in the
literature. See [12,18–20,16,15,17], for applications in various statistical regression models in the literature.
The paper is organized as follows. In Section 2, we propose an inverse regression in connection with empirical log-
likelihood ratio to recover the direction of ξ in semiparametric model (1.2), and the asymptotic normality for the empirical
log-likelihood ratio is obtained, which can be used to construct the confidence regions for a subset of parameters of interest
in ξ . In Section 3, some simulations are carried out to illustrate the efficacy of our proposed method and to compare with
an existing method. A real data application is then presented in Section 4 to augment our theoretical results. The technical
details are relegated to the Appendix.
2. Empirical likelihood inference
In this section, we propose to construct the confidence interval for the direction of ξ . Without loss of generality, we
assume that the predictors are all centered, i.e., E(X) = 0. Write 6 =: Cov(X). Zhu and Zhu [21,9] proposed to identify the
direction of ξ in model (1.2) under the following linearity condition:
(C1) E(X |ξ TX) = 6ξ(ξ T6ξ)−1ξ TX .
The linearity condition (C1) is widely assumed in the sufficient dimension reduction context such as [6], [22, Proposition
4.2, page 57]. Hall and Li [23] showed that this linearity condition holds to a good approximation in model (1.2) as pn →∞,
thus we typically regard it as mild because we allow for a diverging pn in our analysis. See also [24,8]. We further write
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F(y) = Prob(Y ≤ y) as the marginal distribution function of the continuous response Y , and η(β) = E[(F(Y ) − βTX)X].
Zhu and Zhu [21] showed that the solution,
β0 = 6−1E[XF(Y )],
of the equation η(β) = 0, is proportional to ξ in model (1.2). Therefore, to infer about the direction of ξ in model (1.2), it
suffices to infer aboutβ0. In the sequel, wewill construct the confidence region forβ0 using the empirical likelihoodmethod.
Suppose the i.i.d sample {(Yi, XTi )T , i = 1, . . . , n} is available. Denote the empirical distribution function of the response
Y by Fn(y) = 1n
∑n
i=1 1{Yi≤y}. To infer about β0 which is proportional to ξ in model (1.2), we define the following auxiliary
random vectors before implementing empirical likelihood:
ηi(β) = (Fn(Yi)− βTXi)Xi, i = 1, . . . , n. (2.1)
We remark here that the auxiliary random vectors defined in (2.1) does not depend on the specification of the error
distribution of ε or the link function G(·) inmodel (1.2). Accordingly, the empirical likelihood ratio can be defined as follows,
R(β) = −2max
{
n∑
i=1
log(npi) | pi ≥ 0,
n∑
i=1
pi = 1,
n∑
i=1
piηi(β) = 0
}
. (2.2)
For a given β , a unique value forR(β) exists, provided that 0 is inside the convex hull of the point (η1(β), . . . , ηn(β)) [11,
12]. By the Lagrange multiplier,R(β) can be represented as
R(β) = 2
n∑
i=1
log(1+ λTηi(β)), (2.3)
where λ ∈ Rpn is the root of
1
n
n∑
i=1
ηi(β)
1+ λTηi(β) = 0. (2.4)
Throughout the paper, we denote by γ1(A) ≤ · · · ≤ γpn(A) the eigenvalues and tr(A) as the trace operator of a matrix A. To
establish the asymptotic normality of the empirical likelihood ratioR(β0), we assume the following regularity conditions:
(C2) Ω = Cov(X[F(Y )− βT0 X]) is a positive definite matrix with all eigenvalues being uniformly bounded away from zero
and infinity.
(C3) 0 < C1 < γ1{E(XXT )4} ≤ γpn{E(XXT )4} < C2 <∞ holds uniformly for pn.
Condition (C2) ensures that there exists an asymptotic variance for the estimator of the growing index parameter β0, and
both conditions assume that thematrices are well behaved. These conditions are required in Theorems 2 and 3 to derive the
asymptotic properties.
In order to study the asymptotic properties ofR(β), we need to study the convergence rate of λ first. When pn is fixed,
‖λ‖ = OP(n−1/2) is the prevailing order for the Lagrange multiplier of the empirical likelihood. It is remarkable that in
nonparametric curve estimation n should be replaced by the ‘‘effective sample size’’ [25,15].
Theorem 1. Suppose that the regularity conditions (C1)–(C3) hold. If β0 is the true value of the parameter vector and p4n/n→ 0
as n→∞, we have
‖λ‖ = OP(
√
pn/n).
Theorem 1 implies that the magnitude of the Lagrange multiplier λ depends on the dimension pn of the parametric
component and the convergence rate of ‖λ‖ slows down with growing pn. It can be regarded as a generalization of Owen’s
result on λ for a fixed pn with OP(
√
pn/n) being OP(
√
1/n).
The following theorem presents the asymptotic distribution of the empirical log-likelihood ratio statistic.
Theorem 2. Suppose that the regularity conditions (C1)–(C3) hold. If β0 is the true value of the parameter, p4n/n → 0, as
n→∞, we have
(2pn)−1/2(R(β0)− pn) d−→ N(0, 1) as n→∞, (2.5)
where ‘‘
d−→’’ denotes the convergence in distribution.
Theorem 2 indicates thatR(β) can be used to construct a confidence region for β0. To be specific, let
Iα(β) = {β ∈ Rpn : R(β) ≤ pn + Uα(2pn)1/2},
where Uα is the upper quantile of the standard normal distribution. For any given α, Iα(β) gives a confidence region for β0
with asymptotically correct coverage probability 1− α.
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We are often concerned with confidence region for a certain linear combination of β0, say, θ = Aβ0, where A = (A1, A2)
is a specified l × pn matrix for a fixed l (independent of n), A1 is a l × l matrix and A2 is a l × (pn − l) matrix. We assume
A−11 exists. For instance, θ is the first l coordinates of β0 if A1 = Il is the l × l identity matrix and A2 = 0 is the l × (pn − l)
zero matrix; to construct the confidence region for Aβ0, the profile empirical likelihood method can be applied, which is
investigated in the sequel.
Let γ = (θ T , βT(l))T , where β(l) denotes the column subvector of the last pn − l elements of β0. Write Xi = (XTi1, XTi2)T ,
where Xi1 and Xi2 are l× 1 and (pn − l)× 1 subvectors respectively. Let X˜i = (˜XTi1, X˜Ti2)T = (XTi1A−11 , XTi2 − XTi1A−11 A2)T . Then
model (1.2) reduces to the following model
Yi = G(˜XTi γ , ei), i = 1, . . . , n. (2.6)
For model (2.6), define γˆ by
γˆ =: argmin
γ
1
2
n∑
i=1
(Fn(Yi)− X˜Ti γ )2 =
(
n∑
i=1
X˜iX˜Ti
)−1 ( n∑
i=1
X˜iFn(Yi)
)
, (2.7)
and let βˆ(l) denote the subvector of the last pn − l elements of γˆ . Similar to (2.1), we can define the auxiliary random vector
for θ as follows:
η˜i(θ) = X˜i1(Fn(Yi)− X˜Ti1θ − X˜Ti2βˆ(l)), i = 1, . . . , n. (2.8)
Similar to Section 2, we define the empirical log-likelihood ratio for θ as
Rl(θ) = 2
n∑
i=1
log(1+ κT η˜i(θ)), (2.9)
where κ satisfies 1n
∑n
i=1 η˜i(θ)/[1+ κT η˜i(θ)] = 0. Before stating the asymptotic result, we first introduce some notions. Let
1
n
n∑
i=1
X˜iX˜Ti =

1
n
n∑
i=1
X˜i1X˜Ti1
1
n
n∑
i=1
X˜i1X˜Ti2
1
n
n∑
i=1
X˜i2X˜Ti1
1
n
n∑
i=1
X˜i2X˜Ti2
 =:
1n
n∑
i=1
X˜i1X˜Ti1 Kn
K Tn Pn
 ,
zni = X˜i1 −
(
1
n
n∑
k=1
X˜k1X˜Tk
)(
1
n
n∑
k=1
X˜kX˜Tk
)−1
X˜i +
(
1
n
n∑
k=1
X˜k1X˜Tk1
)(
1
n
n∑
k=1
X˜k1X˜Tk1 − KnP−1n K Tn
)−1
(˜Xi1 − KnP−1n X˜i2),
Ωˆn(θ) = 1n
n∑
i=1
znizTni
(
Fn(Yi)− X˜Ti1θ − X˜Ti2βˆ(l)
)2
, Ω˜n(θ) = 1n
n∑
i=1
η˜i(θ )˜η
T
i (θ),
Sn(θ) =
(
1√
n
n∑
i=1
η˜i(θ)
)(
1√
n
n∑
i=1
η˜i(θ)
)T
.
Motivated by Theorem 3.1 of [26], we define an adjusted empirical log-likelihood ratio by
Rad,l(θ) = rn(θ)Rl(θ), (2.10)
where rn(θ) = tr(Ωˆ−1n (θ)Sn(θ))/tr(Ω˜−1n (θ)Sn(θ)).
Theorem 3. In addition to conditions (C1)–(C3), we further assume that E‖Xi1‖2 < ∞ andΩ(θ) = E[z1zT1 (F(Y1) − X˜T1 γ )2]
is a positive definite matrix, where
zi = X˜i1 − (E [˜X11X˜T1 ])(E [˜X1X˜T1 ])−1X˜i + E (˜X11X˜T11)
(
E (˜X11X˜T11)− KP−1K T
)−1
(˜Xi1 − KP−1X˜i2).
Let K = E(Kn) and P = E(Pn), where Kn = 1n
∑n
i=1 X˜i1X˜
T
i2 and Pn = 1n
∑n
i=1 X˜i2X˜
T
i2. Then, as n→∞, we have
Rad,l(θ)
d−→ χ2l , (2.11)
where χ2l denotes the chi-square distribution with l degrees of freedom.
Theorem 3 shows that the confidence region for the linear combination θ = Aβ0 can also be constructed. For any 0 < α < 1,
let cα be the 1− α quantile of chi-square distribution, such that P(χ2l > cα) = α, then
Il(˜θ , α) = {˜θ ∈ Rl : Rad,l(˜θ) ≤ cα}
constitutes a confidence region for θ with asymptotic coverage 1−α because the event that θ belongs to Il(˜θ , α) is equivalent
to the event thatRad,l(˜θ) ≤ cα . In our subsequent numerical studies, wewill construct confidence region for the coordinates
of β0 based on Theorem 3.
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3. Simulations
In this section, we conduct simulation studies to assess the performance of our proposed method and to compare with
the method proposed by Chen and Li [27]. Chen and Li [27] proposed an approximate formula for standard deviations of
SIR estimates which can also be used to construct the confident interval for the direction of ξ in model (1.2), though it
is not a data-driven method. To be precise, the population solution of SIR amounts to the following eigendecomposition
Cov[E(X |Y )]v0 = λ06v0, where 6 = Cov(X), and 0 < λ0 < 1 is the largest eigenvalue of this decomposition. For model
(1.2), there is at most one nonzero eigenvalue in SIR, and hence v0 must be proportional to ξ under the linear condition
(C1). Therefore, v0 can also be used to recover the direction of ξ as well. Chen and Li [27] states that the SIR direction v0 can
be associated with the vector of the square root of the diagonal elements from the matrix, 1−λ0
λ0
n−16−1 as the estimated
standard deviations. Applying this result, one can construct the confidence intervals for the elements of v0. For ease of our
subsequent illustration we refer to Chen and Li’s [27] method as SIR and our empirical likelihood method as EL. For peace of
comparison, we normalize the direction obtained by EL to have unit length. To compare the efficacy of EL and SIR we adopt
two criteria for a given nominal level α = 0.05: (1) the empirical coverage probability that the derived confidence interval
contains the true value over 1000 repetitions, and (2) the average length of the confidence interval over 1000 repetitions.
The following four models are adopted:
Y = (XT ξ + ε) · 1(XT ξ+ε>0), (3.1)
Y = exp(XT ξ + ε) · 1(XT ξ+ε>0), (3.2)
Y = (XT ξ − 2)2 + ε, (3.3)
Y = (XT ξ + 2) log |XT ξ + 2| + ε, (3.4)
where 1(·) is an indicator function. Models (3.1) and (3.2) are called the Tobit models in the econometric world. In the
original linear regression of [28], for example, the response is expenditures on consumer durable, and the censoring occurs
as negative values are unobservable. The linear Tobit model was further extended to nonlinear regressions by Li, Simonoff
and Tsai [29]. In these two models, the response Y can be censored. Models (3.3) and (3.4) were once used in [9]. In these
models, the predictor variable X is a pn-dimensional normal random vector withmean zero and covariancematrix (σij)with
σij = 0.5|i−j| and satisfies∑ni=1 Xi = 0. We consider two scenarios for the error term ε to evaluate the performance of both
methods.We choose ε ∼ 0.5×N(0, 1) in the first scenario, and ε ∼ 0.1×N(0, 1) in the second scenario. The error term ε is
independent of X . The direction ξ = α1/‖α1‖ has unit length with α1 = (11/4,−23/6, 37/12,−26/9, 7/3, 0, . . . , 0)T . In
each setup, the first five elements of α1 are fixed and the remaining (pn − 5) elements are zero. The experiment is repeated
1000 times each of size n = 400 and 800 with pn = [4n1/4] − 5.
The simulated results for models (3.1)–(3.4) are summarized in Table 1 when ε ∼ 0.5 × N(0, 1) and in Table 2 when
ε ∼ 0.1 × N(0, 1). It is not surprising to find that the length of the confidence interval in both scenarios becomes smaller
when the sample size becomes larger.We can also see that the length of the confidence interval yielded by SIR is significantly
larger than that by our proposal.
In terms of the coverage probability, the simulation results are slightly diverse. Among all parameters, the second
component in ξ , which we denote by ξ2, is the largest in absolute value of its magnitude. We can clearly see that, in the
first scenario, i.e. ε ∼ 0.5N(0, 1), the empirical coverage probability of our proposal for ξ2 is very close to the nominal
level 0.95. In contrast, SIR tends to be too conservative in the sense that its coverage probability is much larger than the
nominal level 0.95. In the second scenario in which the noise level is smaller, SIR performs comparatively with our proposal.
In particular, if the coefficient is small compared with other elements in ξ , then SIR performs slightly better than EL; if the
coefficients are relatively large, however, both proposals have comparable performance.
4. Car price data
We now illustrate the empirical likelihoodmethod through an application to the car price data which was once analyzed
in [30,9]. This data set consist of 25 brands of family saloons available in the United States. These brands differ on nine
attributes measured by the United States consumers union: mileage per gallon X1, horsepower X2, length X3, width X4,
weight X5, height X6, satisfaction X7, reliability X8 and overall evaluation X9. The response variable Y is the non-negotiable
transaction prices. Simultaneous Box–Cox transformations are imposed to these predictors to ensure the predictors satisfies
the linearity condition (C1). The Q–Q plot (Fig. 1) of βT0 X , where β0 is defined in Section 2, shows that the transformed
predictors are very close to normal.
We further consider themodel Y = G
(∑9
i=1 ξiXi, ε
)
.Using both the ELmethod and the SIRmethod, we obtain the lower
and upper bound of the 95% confidence interval for the coefficients of predictors. The results are reported in Table 3. Both
methods regard horsepower X2, length X3, weight X5, satisfaction X7 and overall evaluation X9 affects the price Y because
the zero point is out of the confidence interval, and neither supports the mileage per gallon X1 is relevant to Y .
The scatter plots of the response Y versus βT0 X and the SIR variate are presented in Fig. 2, which seems suggest the EL
method based on βT0 X provides a more accurate prediction of Y than the SIR method based on the SIR variate. Because both
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Table 1
Simulation results for models (3.1)–(3.4) in which ε ∼ 0.5N(0, 1).
(n, pn) = (400, 12) (n, pn) = (800, 16)
Coverage probability Interval length Coverage probability Interval length
EL SIR EL SIR EL SIR EL SIR
Model (3.1)
ξ1 0.9260 0.9980 0.1253 0.2016 0.9290 0.9970 0.0895 0.1432
ξ2 0.9550 1.0000 0.1248 0.2248 0.9440 1.0000 0.0894 0.1600
ξ3 0.9400 1.0000 0.1248 0.2244 0.9390 0.9990 0.0894 0.1598
ξ4 0.9250 0.9980 0.1251 0.2245 0.9100 1.0000 0.0894 0.1600
ξ5 0.8890 0.9950 0.1249 0.2247 0.8740 0.9970 0.0894 0.1601
ξ6 0.8550 0.9940 0.1250 0.2248 0.8620 0.9950 0.0896 0.1597
Model (3.2)
ξ1 0.9250 0.9970 0.1246 0.2002 0.9390 0.9940 0.0895 0.1434
ξ2 0.9470 0.9990 0.1246 0.2243 0.9670 1.0000 0.0894 0.1602
ξ3 0.9570 1.0000 0.1250 0.2244 0.9430 1.0000 0.0895 0.1602
ξ4 0.9120 0.9970 0.1249 0.2241 0.9220 0.9950 0.0895 0.1601
ξ5 0.9110 0.9900 0.1242 0.2236 0.9070 0.9940 0.0896 0.1599
ξ6 0.8620 0.9880 0.1247 0.2235 0.8920 0.9890 0.0898 0.1432
Model (3.3)
ξ1 0.9250 0.9740 0.0370 0.0395 0.9340 0.9910 0.0267 0.0315
ξ2 0.9560 0.9960 0.0369 0.0442 0.9710 0.9990 0.0266 0.0353
ξ3 0.9370 0.9940 0.0366 0.0442 0.9490 0.9990 0.0262 0.0352
ξ4 0.9090 0.9860 0.0364 0.0442 0.9360 0.9930 0.0261 0.0353
ξ5 0.8920 0.9660 0.0369 0.0441 0.9050 0.9890 0.0266 0.0353
ξ6 0.8800 0.9610 0.0360 0.0442 0.9080 0.9850 0.0258 0.0315
Model (3.4)
ξ1 0.9320 0.9920 0.0652 0.1017 0.9400 0.9970 0.0465 0.0755
ξ2 0.9480 0.9970 0.0652 0.1136 0.9610 1.0000 0.0466 0.0844
ξ3 0.9470 0.9970 0.0652 0.1138 0.9460 0.9990 0.0465 0.0844
ξ4 0.9240 0.9960 0.0654 0.1137 0.9360 0.9930 0.0466 0.0843
ξ5 0.8900 0.9890 0.0649 0.1137 0.9220 0.9900 0.0466 0.0843
ξ6 0.8870 0.9820 0.0653 0.1015 0.8960 0.9890 0.0467 0.0755
Fig. 1. The Q–Q plot of βT0 X .
scatter plots suggest a linear pattern, we consider regressing linearly the response Y on βT0 X and the SIR variate respectively.
The adjusted R square value is 0.8278 for βT0 X and 0.7545 for SIR variate, which supports our finding.
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Table 2
Simulation results for models (3.1) to (3.4) in which ε ∼ 0.1N(0, 1).
(n, pn) = (400, 12) (n, pn) = (800, 16)
Coverage probability Interval length Coverage probability Interval length
EL SIR EL SIR EL SIR EL SIR
Model (3.1)
ξ1 0.9370 0.9680 0.0698 0.0802 0.9460 0.9460 0.0500 0.0575
ξ2 0.9530 0.9650 0.0698 0.0896 0.9690 0.9560 0.0499 0.0643
ξ3 0.9520 0.9780 0.0692 0.0898 0.9570 0.9660 0.0493 0.0643
ξ4 0.9380 0.9540 0.0688 0.0896 0.9330 0.9590 0.0491 0.0643
ξ5 0.8940 0.9470 0.0697 0.0896 0.8960 0.9510 0.0499 0.0643
ξ6 0.8760 0.9400 0.0686 0.0895 0.9080 0.9540 0.0490 0.0642
Model (3.2)
ξ1 0.9450 0.9690 0.0697 0.0812 0.9390 0.9540 0.0502 0.0579
ξ2 0.9640 0.9570 0.0695 0.0909 0.9740 0.9650 0.0500 0.0649
ξ3 0.9510 0.9550 0.0689 0.0908 0.9560 0.9530 0.0495 0.0648
ξ4 0.9190 0.9560 0.0684 0.0906 0.9470 0.9660 0.0493 0.0648
ξ5 0.9200 0.9570 0.0696 0.0906 0.9160 0.9630 0.0501 0.0649
ξ6 0.8960 0.9470 0.0682 0.0905 0.8930 0.9560 0.0492 0.0648
Model (3.3)
ξ1 0.9360 0.9650 0.0252 0.0302 0.9320 0.9520 0.0183 0.0238
ξ2 0.9440 0.9640 0.0252 0.0339 0.9540 0.9690 0.0182 0.0266
ξ3 0.9400 0.9420 0.0249 0.0339 0.9380 0.9330 0.0180 0.0266
ξ4 0.9110 0.9350 0.0248 0.0338 0.9260 0.9270 0.0178 0.0266
ξ5 0.9080 0.9330 0.0252 0.0339 0.9380 0.9430 0.0183 0.0266
ξ6 0.8840 0.9430 0.0245 0.0303 0.8850 0.9300 0.0176 0.0265
Model (3.4)
ξ1 0.9380 0.9410 0.0278 0.0490 0.9390 0.9280 0.0203 0.0376
ξ2 0.9520 0.9670 0.0278 0.0547 0.9650 0.9660 0.0202 0.0421
ξ3 0.9420 0.9560 0.0274 0.0547 0.9450 0.9520 0.0197 0.0420
ξ4 0.9250 0.9380 0.0273 0.0546 0.9260 0.9180 0.0196 0.0420
ξ5 0.9160 0.9110 0.0278 0.0547 0.9170 0.9140 0.0202 0.0420
ξ6 0.8840 0.8940 0.0270 0.0489 0.8720 0.9100 0.0196 0.0376
Table 3
The upper and lower bound of the confidence interval for all parameters in the Car Price Data.
Parameter EL SIR
Upper bound Lower bound Upper bound Lower bound
ξ1 0.0425 −0.0203 0.0125 −0.0952
ξ2 0.1557 0.0983 0.4653 0.3909
ξ3 −0.1591 −0.2068 −0.5619 −0.6758
ξ4 0.0084 0.0062 0.1455 −0.0273
ξ5 0.1632 0.1616 0.6296 0.4503
ξ6 0.0288 −0.0467 −0.0280 −0.1091
ξ7 0.2032 0.1376 0.3935 0.2574
ξ8 0.0423 −0.0251 −0.0261 −0.1097
ξ9 −0.0145 −0.0736 −0.0883 −0.2066
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Appendix
We are in the position to present rigorous proofs of our results stated in Section 2.
Lemma 1. Suppose that the regularity conditions (C1)–(C3) hold. If β is the true value of the parameter vector and p4n/n→ 0
as n→∞, we have
tr[(Sn −Ω)2] = OP(p2n/n), (A.1)
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Fig. 2. The scatter plot of the response versus the projected predictors. The left panel: the EL method; the right panel: the SIR method.
where Sn = 1n
∑n
i=1 ηi(β)η
T
i (β),Ω is defined in condition (C2). Furthermore,
max
1≤k≤pn
|γk(Sn)− γk(Ω)| = OP(pn/
√
n). (A.2)
Proof of Lemma 1. Recall the definition of ηi(β) in (2.1). We write
ηi(β) = (F(Yi)− βTXi)Xi + (Fn(Yi)− F(Yi))Xi =: M1i(β)+M2i. (A.3)
From (A.3), we have
Sn −Ω = 1n
n∑
i=1
M1i(β)MT1i(β)−Ω +
1
n
n∑
i=1
M1i(β)MT2i +
1
n
n∑
i=1
M2iMT1i(β)+
1
n
n∑
i=1
M2iMT2i.
By this argument and the basic algebraic calculation, we have
tr[(Sn −Ω)2] ≤ 4tr
(
1
n
n∑
i=1
M1i(β)MT1i(β)−Ω
)2
+ 4tr
(
1
n
n∑
i=1
M1i(β)MT2i
)2
+ 4tr
(
1
n
n∑
i=1
M2iMT1i(β)
)2
+ 4tr
(
1
n
n∑
i=1
M2iMT2i
)2
=: N1 + N2 + N3 + N4. (A.4)
To obtain the convergence rate of Ni’s, we first show the convergence rates of max1≤i≤n ‖M1i(β)‖, max1≤i≤n ‖M2i‖,∥∥ 1
n
∑n
i=1M2i
∥∥ and ∥∥ 1n∑ni=1M1i(β)∥∥, respectively.
The true parameterβ = 6−1E[XF(Y )] is derived in Section 2.We can showwithoutmuch difficulty that Cov(βTX, F(Y )−
βTX) = 0. Therefore, the fact that 1/12 = Var(F(Y )) ≥ Var(βTX) ≥ ‖β‖2γ1(6) where γ1(·) denotes the smallest
eigenvalue of 6 implies that ‖β‖ = O(1) by invoking condition (C3). This result, together with condition (C3) again, can
lead to
E
(
(βTX)4(XTX)2
) ≤ (E(βTX)8E(XTX)4)1/2
≤ ‖β‖8γpn
(
E(XXT )4
) (
E(XTX)4
)1/2 = O(p2n). (A.5)
Consequently, we have
E(‖M1i(β)‖4) = E‖X(F(Y )− βTX)‖4 = E‖[F(Y )− βTX]XTX[F(Y )− βTX]‖2
≤ 2 (E‖F(Y )XTXF(Y )‖2)+ E ((βTX)4(XTX)2) = O(p2n).
From (A.6), and condition (C3) and p4n/n→ 0, for any  > 0, then
P
{
max
1≤i≤n
‖M1i(β)‖ ≥ (n/pn)1/2
}
≤
n∑
i=1
P
{‖(F(Yi)− βTXi)Xi‖ ≥ (n/pn)1/2}
≤ 1
(n/pn)24
n∑
i=1
E‖(F(Yi)− βTXi)Xi‖4 ≤ O(p4n/n) = o(1).
1372 G.-R. Li et al. / Journal of Multivariate Analysis 101 (2010) 1364–1377
Hence, we have
max
1≤i≤n
‖M1i(β)‖ = oP(
√
n/pn). (A.6)
Now consider the order of max1≤i≤n ‖M2i‖. Note that every element of M2i contains Fn(Yi) − F(Yi). We use the result that
supy |Fn(y)− F(y)| = o(n−1/2 log n) [31, Theorem 37 in page 34]. By condition (C3) again, we can obtain that
max
1≤i≤n
‖M2i‖ ≤ o(n−1/2 log n) max
1≤i≤n
‖Xi‖ = oP(log n/√pn). (A.7)
By condition (C3) and the fact that ‖β‖2 = O(1), we obtain that
E
∥∥∥∥∥1n
n∑
i=1
M1i(β)
∥∥∥∥∥
2
= 1
n
E
(
XTX[Fn(Y )− βTX]2
)
≤ 2
n
(
E(XTX)+ (E(βTX)4E(XTX)2)1/2)
≤ 2
n
(
E(XTX)+ ‖β‖2γpn{E(XXT )2}{E(XTX)2}1/2
) = O(pn/n).
Therefore, we have∥∥∥∥∥1n
n∑
i=1
M1i(β)
∥∥∥∥∥ = OP(√pn/n). (A.8)
Again invoking the result that supy |Fn(y)− F(y)| = o(n−1/2 log n). Let X¯ denote the sample mean of X , then we obtain
E
∥∥∥∥∥1n
n∑
i=1
M2i
∥∥∥∥∥
2
= E
∥∥∥∥∥1n
n∑
i=1
Xi[Fn(Yi)− F(Yi)]
∥∥∥∥∥
2
≤ o(log2 n/n)E‖X¯‖2
= o(log2 n/n)E(X¯T X¯) = o(log2 n/n)O(pn/n) = o(pn log2 n/n2),
which entails that∥∥∥∥∥1n
n∑
i=1
M2i
∥∥∥∥∥ = oP(√pn log n/n). (A.9)
For N2, we have
N2 = 4tr
(
1
n
n∑
i=1
M1i(β)MT2i
)2
= 4
n2
n∑
i=1
n∑
j=1
(
MT2iM1j(β)
) (
MT2jM1i(β)
)
≤ 4
∥∥∥∥∥1n
n∑
i=1
M2i‖M1i(β)‖
∥∥∥∥∥
∥∥∥∥∥1n
n∑
i=1
M1i(β)‖M2i‖
∥∥∥∥∥
≤ 4 max
1≤i≤n
‖M1i(β)‖ max
1≤i≤n
‖M2i‖
∥∥∥∥∥1n
n∑
i=1
M2i
∥∥∥∥∥
∥∥∥∥∥1n
n∑
i=1
M1i(β)
∥∥∥∥∥ . (A.10)
This, together with (A.6)–(A.9), implies that N2 = oP(log2 n/n). Following the similar argument to N2, we can get that
N3 = oP(log2 n/n) and N4 = oP(log4 n/n2).
Next, consider the convergence rate of N1 on the right of (A.4), then
N1 = 4tr
(
1
n
n∑
i=1
M1i(β)MT1i(β)−Ω
)2
= 4tr
Ω2 (Ω−1/2 {1
n
n∑
i=1
M1i(β)MT1i(β)
}
Ω−1/2 − Ipn
)2
≤ 4γ 2pn(Ω)tr(D2n), (A.11)
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where Dn = Ω−1/2{ 1n
∑n
i=1M1i(β)M
T
1i(β)}Ω−1/2 − Ipn . Since γpn(Ω) is bounded, we only need to prove the order of tr(D2n).
Note that
tr(D2n) = tr
Ω−2 {1
n
n∑
i=1
M1i(β)MT1i(β)
}2− 2tr(Ω−1 {1
n
n∑
i=1
M1i(β)MT1i(β)
})
+ pn
=: V1 − 2V2 + pn. (A.12)
By (A.6), we have
E(V2) = tr
(
E
[
Ω−1
{
1
n
n∑
i=1
M1i(β)MT1i(β)
}])
= tr(Ipn) = pn, (A.13)
and
E(V1) = 1n2 tr
(
E
[
Ω−2
{
n∑
i=1
M1i(β)MT1i(β)‖M1i(β)‖2
}])
+ 1
n2
tr
(∑
i6=j
E{Ω−1M1i(β)MT1i(β)}E{Ω−1M1j(β)MT1j(β)}
)
= 1
n2
tr
(
E
[
Ω−2
{
n∑
i=1
M1i(β)MT1i(β)‖M1i(β)‖2
}])
+ 1
n2
∑
i6=j
tr(Ipn)
≤ 1
n2
1
γ 21 (Ω)
E
(
n∑
i=1
‖M1i(β)‖4
)
+ n(n− 1)
n2
pn = O(p2n/n)+ pn.
Thus E{tr(D2n)} = O(p2n/n) follows from (A.12)–(A.14), and then tr(D2n) = OP(p2n/n). Summarizing the above results, we then
obtain that tr[(Sn − 6)2] = OP(p2n/n).
Prove (A.2). Note that
‖γk(Sn)− γk(Ω)‖2 = ‖γ 1/2k (S2n)− γ 1/2k (Ω2)‖2 ≤
pn∑
k=1
‖γ 1/2k (S2n)− γ 1/2k (Ω2)‖2
=
pn∑
k=1
γk(S2n)+
pn∑
k=1
γk(Ω
2)− 2
pn∑
k=1
γ
1/2
k (S
2
n)γ
1/2
k (Ω
2)
= tr(S2n)+ tr(Ω2)− 2
pn∑
k=1
γk(Sn)γk(Ω). (A.14)
By von Neumann’s inequality [32],
∑pn
k=1 γk(Sn)γk(Ω) ≥ tr(SnΩ). Hence
max
1≤k≤pn
‖γk(Sn)− γk(Ω)‖ ≤
√
tr((Sn −Ω)2). (A.15)
By (A.14) and (A.15), (A.2) is proved. #
This lemma implies that all the eigenvalues of Sn converge to those ofΩ uniformly at the rate of OP(pn/
√
n).
Proof of Theorem 1. By (2.4), λ ∈ Rpn satisfies
0 = 1
n
n∑
i=1
ηi(β)
1+ λTηi(β) =: ϕ(λ). (A.16)
Let λ = ρu, where ρ ≥ 0, u ∈ Rpn and ‖u‖ = 1. Introduce
η¯(β) = 1
n
n∑
i=1
ηi(β), η
∗(β) = max
1≤i≤n
‖ηi(β)‖. (A.17)
Substituting 1/(1 + λTηi(β)) = 1 − λTηi(β)/(1 + λTηi(β)) into uTϕ(λ) = 0, we have |uT η¯(β)| ≥ ρ1+ρη∗(β)uT Snu, where
Sn = 1n
∑n
i=1 ηi(β)η
T
i (β). Because pˆi = 1n(1+λT ηi(β)) is a probability mass, we have 0 < 1+λTηi(β) ≤ 1+ρη∗(β). Therefore,
ρ[uT Snu− uT η¯(β)η∗(β)] ≤ |uT η¯(β)|. (A.18)
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From (A.3) and (A.17), it is easy to see that
η∗(β) ≤ max
1≤i≤n
‖M1i(β)‖ + max
1≤i≤n
‖M2i‖. (A.19)
This, together with (A.6) and (A.7), we have η∗(β) = oP(√n/pn). By (A.3), (A.8) and (A.9), it is easy to check that
‖η¯(β)‖ = OP(√pn/n). Because |uT η¯(β)| ≤ ‖η¯(β)‖ = OP(√pn/n), then η∗(β)|uT η¯(β)| = oP(1). This, together with (A.18),
suggests
|ρ[uT Snu+ oP(1)]| = OP
(√
pn/n
)
. (A.20)
By Lemma 1, uT Snu converges to a positive constant in probability, ρ = OP(√pn/n), that is, ‖λ‖ = ρ = OP(√pn/n). 
Lemma 2. Under regularity conditions (C1)–(C3), and when pn log2 n/n→ 0 as n→∞, then
1
n
(
n∑
i=1
ηTi (β)
)
Ω−1
(
n∑
i=1
ηi(β)
)
− pn
√
2pn
d−→ N(0, 1).
Proof of Lemma 2. By (A.3), a simple calculation yields that
1
n
(
n∑
i=1
ηTi (β)
)
Ω−1
(
n∑
i=1
ηi(β)
)
=: K1 + K2 + 2K3,
where K1 = 1n
(∑n
i=1M
T
1i(β)
)
Ω−1
(∑n
i=1M1i(β)
)
, K2 = 1n
(∑n
i=1M
T
2i
)
Ω−1
(∑n
i=1M2i
)
, and K3 = 1n
(∑n
i=1M
T
1i(β)
)
Ω−1
(
∑n
i=1M2i). From ‖η¯(β)‖ = OP(
√
pn/n), we have K1 = OP(pn). For K2, we have K2 ≤ 1γ1(Ω)
∥∥∥ 1√n∑ni=1M2i∥∥∥2 . Similar to the
proof of (A.9), then we obtain
E
∥∥∥∥∥ 1√n
n∑
i=1
Xi[Fn(Yi)− F(Yi)]
∥∥∥∥∥
2
≤ o(log2 n)E‖X¯‖2 = o(log2 n)E(X¯T X¯)
= o(log2 n)O(pn/n), (A.21)
which implies that
∥∥∥ 1√n∑ni=1 Xi[Fn(Yi)− F(Yi)]∥∥∥ = oP(√pn log n/√n) = oP(1). Therefore,K2 = oP(1). SinceK3 ≤ K 1/21 K 1/22 ,
then we have K3 = oP(√pn). Thus, Lemma 2 can be proved by applying the martingale central limit theorem as given in
[33] to (K1 − pn)/√2pn. #
Lemma 3. Under regularity conditions (C1)–(C3), and when p3n/n→ 0, we have
n
{
1
n
n∑
i=1
ηTi (β)
}
(S−1n −Ω−1)
{
1
n
n∑
i=1
ηi(β)
}
= oP(√pn).
Proof of Lemma 3. Let Dn = Ω−1/2SnΩ−1/2 − Ipn , similar arguments used in the proof of Lemma 6 in [34] yield
S−1n −Ω−1 = Ω−1/2(Ω1/2S−1n Ω1/2 − Ipn)Ω−1/2
= Ω−1/2[−Dn + D2n + D2n{Ω1/2S−1n Ω1/2 − Ipn}]Ω−1/2. (A.22)
Note that
tr{(Sn −Ω)2} = tr{(Ω1/2(Ω−1/2SnΩ−1/2 − Ipn)Ω1/2)2} = tr(DnΩDnΩ) ≥ γ 21 (Ω)tr(D2n).
By Lemma 1, we have
tr(D2n) ≤
1
γ 21 (Ω)
tr{(Sn −Ω)2} = OP(p2n/n). (A.23)
Again employing Lemma 1 and the similar arguments used in the proof of Lemma 6 in [34], we have
G.-R. Li et al. / Journal of Multivariate Analysis 101 (2010) 1364–1377 1375
tr(S−1n −Ω−1)2 ≤ 2tr{Ω−2(−Dn + D2n)2} + 2tr{D4n(S−1n −Ω−1)2}
≤ 2tr{Ω−2(−Dn + D2n)2} + 2[tr(D2n)]2tr{(S−1n −Ω−1)2}
= 2tr{Ω−2(−Dn + D2n)2} + oP(tr{(S−1n −Ω−1)2}) = oP(p2n/n). (A.24)
From the proof of Theorem 1, we have that ‖ 1n
∑n
i=1 η
T
i (β)‖ = OP(
√
pn/n). Together with (A.24) and condition p3n/n→ 0,
we can obtain
n
{
1
n
n∑
i=1
ηTi (β)
}
(S−1n −Ω−1)
{
1
n
n∑
i=1
ηi(β)
}
≤ n
∥∥∥∥∥1n
n∑
i=1
ηi(β)
∥∥∥∥∥
2√
tr(S−1n −Ω−1)2 = oP(p2n/
√
n) = oP(√pn).
The proof is finished. #
Proof of Theorem 2. LetWi = λTηi(β). By Theorem 1which establishes the convergence rate of ‖λ‖, if p4n/n→ 0, we have
that
max
1≤i≤n
|Wi| = max
1≤i≤n
‖λTηi(β)‖ ≤ ‖λ‖ max
1≤i≤n
‖ηi(β)‖ = oP(1).
Applying Taylor expansion to (A.16), we obtain
0 = ϕ(λ) = 1
n
n∑
i=1
ηi(β)
[
1−Wi + W
2
i
1−Wi
]
= η¯(β)− Snλ+ δn, (A.25)
where
δn = 1n
n∑
i=1
ηi(β)W 2i
1−Wi .
As max1≤i≤n |Wi| = oP(1), then δn = δn1(1+ oP(1))where δn1 = n−1∑ni=1 ηi(β)W 2i . By Theorem 1, we have
‖δn1‖ ≤ 1n
n∑
i=1
‖ηi(β)‖W 2i ≤ ‖λ‖2 max1≤i≤n ‖ηi(β)‖
2
∥∥∥∥∥1n
n∑
i=1
ηi(β)
∥∥∥∥∥ = oP(‖λ‖). (A.26)
By (A.25), we obtain that
λ = S−1n η¯(β)+ S−1n δn. (A.27)
The Taylor expansion yields log(1+Wi) = Wi −W 2i /2+W 3i /3(1+ ξi)4, for some ξi such that |ξi| ≤ |Wi|. Therefore
R(βn) = 2
n∑
i=1
log(1+Wi) = nη¯T (β)S−1n η¯(β)− nδTn S−1n δn +
2
3
ζn{1+ oP(1)}
= nη¯T (β)Ω−1η¯(β)+ nη¯T (β)(S−1n −Ω−1)η¯(β)− nδTn S−1n δn +
2
3
ζn{1+ oP(1)}, (A.28)
where ζn = ∑ni=1{λTηi(β)}3. By (A.26) and condition 0 < C1 < γ1{E(XXT )4} ≤ γpn{E(XXT )4} < C2 < ∞, and the
arguments used in the proof of Lemma 1 and Theorem 1, it can be shown that
|nδTn S−1n δn| ≤ n‖δn‖2/γ1(Sn) = oP(
√
pn). (A.29)
Furthermore, using the Cauchy–Schwarz inequality and p4n/n→ 0, we have
|ζn| ≤
n∑
i=1
|Wi|3 ≤
{
n∑
i=1
W 2i
n∑
i=1
W 4i
}1/2
≤
√
nλT Snλ
{
n∑
i=1
‖λ‖4‖ηi(β)‖4
}1/2
= OP(√pn)OP
(√
p2nn−2np2n
)
= oP
(√
pn
)
. (A.30)
From Lemmas 2 and 3, together with expressions (A.28)–(A.30), we prove Theorem 2. 
Proof of Theorem 3. To prove the theorem, we need to show that max1≤i≤n ‖˜ηi(θ)‖ = oP(n1/2). From (2.7) and (2.8), and
θˆ is the subvector of the first l elements of γˆ . Note that X˜Ti γˆ = X˜Ti1θˆ + X˜Ti2βˆ(l), we have
η˜i(θ) = X˜i1(Fn(Yi)− X˜Ti1θ − X˜Ti2βˆ(l))
= X˜i1(F(Yi)− X˜Ti γ )+ X˜i1(Fn(Yi)− F(Yi))+ X˜i1X˜Ti (γ − γˆ )+ X˜i1X˜Ti1(θˆ − θ) =: Ti1 + Ti2 + Ti3 + Ti4. (A.31)
1376 G.-R. Li et al. / Journal of Multivariate Analysis 101 (2010) 1364–1377
From (A.31), it is easy to see that
max
1≤i≤n
‖˜ηi(θ)‖ ≤ max
1≤i≤n
‖Ti1‖ + max
1≤i≤n
‖Ti2‖ + max
1≤i≤n
‖Ti3‖ + max
1≤i≤n
‖Ti4‖.
By E‖Xi1‖2 < ∞, and using the same argument of the proof in Theorem 1, it can be shown that max1≤i≤n ‖Ti1‖ =
oP(log n), max1≤i≤n ‖Ti2‖ = oP(n1/2). For max1≤i≤n ‖Ti3‖. It is known from Theorem 1 in [21] that γˆ is a root-(n/pn)
consistent estimator of γ , then
max
1≤i≤n
‖Ti3‖ ≤ max
1≤i≤n
‖X˜i1‖ · max
1≤i≤n
‖X˜Ti (γ − γˆ )‖
= oP(n1/2)oP(
√
n/pn)OP(
√
pn/n) = oP(n1/2).
Similar to the above argument, it is easy to show that max1≤i≤n ‖Ti4‖ = oP(n1/2). Thus, we have max1≤i≤n ‖˜ηi(θ)‖ =
oP(n1/2).
Next we show that
1√
n
n∑
i=1
η˜i(θ)
d−→ N(0,Ω(θ)), (A.32)
whereΩ(θ) is defined in Theorem 3. From (A.31), it can be verified that
1√
n
n∑
i=1
η˜i(θ) = 1√n
n∑
i=1
X˜i1(F(Yi)− X˜Ti γ )+
1√
n
n∑
i=1
X˜i1(Fn(Yi)− F(Yi))
+ 1√
n
n∑
i=1
X˜i1X˜Ti (γ − γˆ )+
1√
n
n∑
i=1
X˜i1X˜Ti1(θˆ − θ)
=: Tn1 + Tn2 + Tn3 + Tn4. (A.33)
Using the same argument of (A.21) and condition E(‖Xi1‖2) <∞, we can show that
E‖Tn2‖2 = E
∥∥∥∥∥ 1√n
n∑
i=1
X˜i1[Fn(Yi)− F(Yi)]
∥∥∥∥∥
2
≤ o(log2 n/n)E‖X˜i1‖2 = o(log2 n/n),
which implies that Tn2 = oP(1). From (2.7), and condition (C3) and E(‖Xi1‖2) <∞, and a simple calculation, yields
Tn3 = −
(
n∑
i=1
X˜i1X˜Ti
)(
n∑
i=1
X˜iX˜Ti
)−1
1√
n
n∑
i=1
X˜i(F(Yi)− X˜Ti γ )
−
(
n∑
i=1
X˜i1X˜Ti
)(
n∑
i=1
X˜iX˜Ti
)−1
1√
n
n∑
i=1
X˜i(Fn(Yi)− F(Yi))
= −(E [˜X11X˜T1 ])(E [˜X1X˜T1 ])−1
1√
n
n∑
i=1
X˜i(F(Yi)− X˜Ti γ )+ oP(1),
and
Tn4 =
(
1
n
n∑
i=1
X˜i1X˜Ti1
)(
1
n
n∑
i=1
X˜i1X˜Ti1 − KnP−1n K Tn
)−1
×
[
1√
n
n∑
i=1
(˜Xi1 − KnP−1n X˜i2)
{
(F(Yi)− X˜Ti γ )+ (Fn(Yi)− F(Yi))
}]
= E (˜X11X˜T11)
(
E (˜X11X˜T11)− KP−1K T
)−1 [ 1√
n
n∑
i=1
(˜Xi1 − KP−1X˜i2)(F(Yi)− X˜Ti γ )
]
+ oP(1),
where K = E (˜X11X˜T12) and P = E (˜X12X˜T12). Then, we have
1√
n
n∑
i=1
η˜i(θ) = 1√n
n∑
i=1
zi(F(Yi)− X˜Ti γ )+ oP(1), (A.34)
where zi can be found in Theorem 3. Thus, (A.32) follows directly from the proof of Theorem 3.1 of [26].
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Note that max1≤i≤n ‖˜ηi(θ)‖ = oP(n1/2) and 1n
∑n
i=1 η˜i(θ) = OP(n1/2). Similar to the proof of Theorem 1 in [12], applying
the Taylor expansion to (2.9), we obtain
Rl(θ) = 2
n∑
i=1
[
κT η˜i(θ)− 12κ
T η˜i(θ)
2
]
+ oP(1). (A.35)
In addition, we have
0 = 1
n
n∑
i=1
η˜i(θ)
1+ κT η˜i(θ) =
1
n
n∑
i=1
η˜i(θ)− 1n
n∑
i=1
η˜i(θ )˜η
T
i (θ)κ +
1
n
n∑
i=1
η˜i(θ)[κT η˜i(θ)]2
1+ κT η˜i(θ) .
Again invoking the proof method of Theorem 1 in [12], we have κ = OP(n−1/2), and
n∑
i=1
κT η˜i(θ) =
n∑
i=1
(κT η˜i(θ))
2 + oP(1), (A.36)
κ =
(
n∑
i=1
η˜i(θ )˜η
T
i (θ)
)−1 n∑
i=1
η˜i(θ)+ oP(n−1/2). (A.37)
From (A.35)–(A.37), it can be shown that
Rl(θ) =
{
1√
n
n∑
i=1
η˜i(θ)
}T (
1
n
n∑
i=1
η˜i(θ )˜η
T
i (θ)
)−1 {
1√
n
n∑
i=1
η˜i(θ)
}
+ oP(1).
Then, we have
Rad,l(θ) =
{
1√
n
n∑
i=1
η˜i(θ)
}T
Ωˆ−1n (θ)
{
1√
n
n∑
i=1
η˜i(θ)
}
+ rn(θ)oP(1), (A.38)
Ωˆn(θ)
P−→ Ω(θ).
This, together with (A.32) and (A.38), proves that Rad,l(θ) is asymptotically chi-squared with l degrees of freedom. 
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