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Abstract
Performance Evaluation of Classifiers by 
Machine Algorithm at Freeway On-Ramp
Woo, Dong-Joon
Department of Civil and Environmental Engineering
The Graduate School
Seoul National University
At the highway merging section, it is very difficult to predict the lane-change 
decision due to not only the interaction between the flow on the target lane and the 
flow on the acceleration lane, but also various influencing factors (e. g. traffic 
conditions, geometry, weaving, and individual reactions of merging vehicles to the 
mainline vehicles) on driver behavior. Also, NGSIM US-101 datasets are inherently 
imbalanced such as one large “rejected gaps” class and small/rare “accepted gaps” 
class since a single driver could participate in several non-merge events under same 
traffic circumstances, but only one merge event. The strategy of this study is 
threefold to moderate the imbalanced dataset and to improve the classification 
performance of proposed classifiers for decision of merging characteristics under 
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MLC(mandatory lane change) circumstance. 
Firstly, the data sampling technique for class imbalance problem will be 
introduced to show the classification performance by using the corresponding 
contingency matrices and alternative classification metrics based on skill scores and 
ROC/PR curves. For this purpose, the generalized Hampel filtering available in 
MATLAB is applied to decrease measurement errors and two simple approaches 
including the duplicate elimination by averaging and the sampling time interval are 
considered for data reduction. 
Secondly, the non-parametric classifiers based on the machine algorithms of 
SVM(Support Vector Machine) and EBM(Ensemble Boosting Method) have been 
presented to improve the classification performance of the lane-changing 
characteristics at freeway on-ramp as compared with the commonly used parametric 
classifier by BLM(Binary Logit Model) on the basis of probabilistic function in 
combination of linear parameters. 
Thirdly, the anticipated gap model suggested by Choudhury(2007) is used to 
include the gap variation due to the dynamic interaction of lead and lag vehicles 
with respect to a subject vehicle in addition to the conventional adjacent gap since 
the critical gap has a significant effect on lane-changing behavior.
To extend this study by using the proposed classifiers, the microscopic traffic 
analysis has been carried out with the True-Positive vehicles classified by 
contingency matrices. Not only the driver’s decision making process is investigated 
from the vehicle trajectory plotting, but also the classification of merging patterns 
are illustrated such as direct, chase merging, and others. For this purpose, the K-
means clustering algorithm has been adopted to distinguish the trajectory patterns. 
The error of lateral position of merging vehicles produced by different classifiers 
has been compared with that by observed data from the comparison of vehicle 
trajectories according to direct and chase merging patterns. Also, the performance of 
classifiers is compared in terms of distribution of distance and time error by the data 
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reduction by sampling time interval.
Detailed vehicle trajectory data from the Next Generation Simulation (NGSIM) 
dataset are used for model development and testing (US Highway 101). It may be 
concluded that non-parametric classifiers based on machine algorithm show a better 
prediction than conventional parametric model for lane-changing vehicles at the 
merging location regardless of the imbalanced NGSIM dataset. It is also known that 
the data resampling techniques and the anticipated gap model have a great effect on 
moderating the imbalanced dataset as well as improving the data quality.
Keyword : SVM, EBM, Lane-Change Prediction, Data Under-Sampling, 
Anticipated Gap Model, K-means Clustering, Hampel Filter, 
Decision Making Process
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The merging section is a key point on the expressway networks. It is regarded 
as a potential bottleneck and a source of traffic crashes due to the competition of 
two traffic flows for the same space. Especially in congested situations, the 
conventional acceptable gaps are often not available and more complicated merging 
characteristics have been observed. Due to the interaction between the flow on the 
target lane and the flow on the acceleration lane, drivers merge through courtesy of 
the lag (or following) driver in the target lane or decide to force in and compel the 
lag driver to slow down. Therefore, its operations in terms of efficiency and safety 
are becoming increasingly important concerns. In the last few decades, the 
microscopic traffic simulation models (MTSMs) have been widely used as effective 
tools to evaluate the operational policy or new geometric design in terms of 
efficiency and/or safety of traffic facilities including the merging sections. However, 
to get reasonable evaluation results, it is very important to take into account of 
various influencing factors (e. g. traffic conditions, geometry, and individual 
reactions of merging vehicles to the mainline vehicles) on driver behavior for 
providing a more realistic resampling of traffic operation. Unfortunately, at merging 
sections, the existing simulation models cannot precisely represent driver behavior 
under those influencing factors. This study is only focused on the development of 
prediction models to detect merging vehicles at freeway on-ramp by using the 
machine algorithms including SVM (support vector machine) and EBM (ensemble 
boosting method). To improve the prediction power, the data under-sampling 
technique (Mandalia and Salvucci, 2005) is considered to moderate the imbalanced 
dataset obtained from NGSIM US-101 observed data. Also, the combined critical 
gap model, recently proposed by Choudhury(2007), will be used to classify merging 
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patterns into direct, yield and chase merging as explained in Chapter 4 since the gap 
acceptance theory is very important to predict the lane-changing decision.  
Recent critical gap models (Choudhury, 2007, Marczak, 2013) have been 
developed not only to distinguish between normal, courtesy, and forced merging, 
but also to propose the combined critical gap model. In other words, the critical gap 
has been split into a lead gap and a lag gap, that is, a gap between the PL(putative 
lead vehicle) and the merging vehicle and a gap between the merging vehicle and 
the PF(putative following vehicle), respectively. The proposed Choudhury’s model 
is deemed to the best reliable gap model up to now considering details of driver 
behaviors that will be used in this work. 
Also, datasets for many classification problems, especially for the lane-
changing decision at merging sections are inherently imbalanced such as one large 
“rejected gaps” class and small/rare “accepted gaps” class in the contingency matrix 
defined in Table 4.1. A contingency matrix of size n x n (Kohavi and Provost, 1998) 
associated with a classifier shows the predicted and actual classification, where the 
number of classes denoted by n is fixed as 2 associated with “rejected gap” and 
“accepted gap”. However, the most commonly used classification algorithms do not 
work well for such problems because they aim to minimize the overall error rate, 
rather than paying special attention to reduce the “rejected gap” class (Fatourechi et 
al., 2008). Imbalanced datasets may cause the fraud detection of lane-change.
For instance, the conventional binary logit model(BLM) is recognized as a 
parametric model as well as a linear model to quantify the influencing factors on the 
probability whether drivers accept or reject a certain gap. Most of investigators have 
used the “accuracy” rate to evaluate the classification performance. According to 
this performance measure, the predictive power of BLM generally shows more or 
less than 90% of accuracy regardless of imbalanced datasets. However, the 
“accuracy” rate determined using Eq. (4.1) may not be an adequate performance 
measure when the number of “rejected cases” or “negative cases” is much greater 
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than the number of “accepted cases” or “positive cases” (Kubat et al., 1997). Due to 
this reason, various skill scores or performance measures have been presented to 
estimate the prediction of detect. 
In this study, eight skill scores including “accuracy” index as well as ROC/PR
curves are used to evaluate the performance of classifiers or prediction models to 
classify the “rejected cases” or “accepted cases”. At the same time, we try to make 
an effort to reduce the number of “rejected gaps”. For example, if two time frames 
for an identical subject vehicle under the same circumstance have the same
observed class as “rejected case”, then they are redundant and one of them can be 
dropped. Such analysis is performed regardless of the classification method. For this 
purpose, the data resampling technique (Cano et al., 2006; Mandalia and Salvucci, 
2005) was presented to reduce the “negative cases” as deemed to be one of filtering 
method of imbalanced datasets. 
Support vector machine (SVM) and Ensemble boosting method (EBM) belong 
to non-parametric model or machine algorithms that can perform binary 
classification or pattern recognition tasks. The motivation behind using machine 
algorithms in analyzing gap acceptance is its advantages over some other 
classification techniques like BLM, such as (a) requires less training data, (b) is able 
to produce nonlinear models, (c) is insensitive to imbalanced datasets, and (d) has a 
better generalization performance (Pawar et al., 2015).
1.2 Data Collection
The observed data have been collected by a dataset of vehicle trajectory data 
completed as part of the Federal Highway Administration’s(FHWA) Next 
Generation Simulation (NGSIM, 2005, 2006) project. According to discussion by 
Thieman et al. (2008) and Punzo et al. (2011), the trajectory data from US-101 site 
have the best accuracy and consistency as compared with other three datasets in 
NGSIM. The data analyzed in this study represent vehicle trajectories on a segment 
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of U.S. Highway 101(Hollywood Freeway) in Los Angeles, California collected 
between 7:50 a.m. and 8:35 a.m. on June 15, 2005. The data was collected using 
video cameras mounted on a 36-story building, 10 University City Plaza, which is 
located adjacent to the U.S. Highway 101 and Lankershim Boulevard interchange in 
the Universal City neighborhood. The site was approximately 604 m in length, with 
five mainline lanes throughout the section. An auxiliary lane is present through a 
portion of the corridor between the on-ramp at Ventura Boulevard and off-ramp at 
Cahuenga Boulevard. Lane numbering is incremented from the left-most lane. 
Video data were collected using eight video cameras, cameras 1 through 8, with 
camera 1 recording the southernmost, and camera 8 recording the northernmost 
section of the study area, as shown in Figure 1.1. Complete vehicle trajectories were 
transcribed at a resolution of 10 frames per second. A total of 45 minutes vehicle 
trajectories are being processed from the video data collected. These data have been 
divided into three 15-minute periods for processing and analysis to identify whether 
or not congested conditions. Periods of the first 15 min. and the remaining 30 min 
denote transition condition and congested condition, respectively. Also, the US-101 
study area is located between on-ramp and off-ramp as shown in Fig 1.1 that causes 
very complicated merging patterns due to the weaving phenomenon. Vehicles are 
classified into three categories: (1) motorcycle, (2) automobile, and (3) truck and 
buses. 
Figure 1.1 The road geometry of US-101 site, Los Angeles California.
U.S.101
604 m














Many practical classification problems, especially for decision of lane-changing 
prediction at the merging section are “imbalanced”, i.e., at least one of the classes 
constitutes only a very small minority of the data. Consider a classifier designed for 
classifying two classes, “accepted(positive) case” and “rejected(negative) case”. 
Assume that the “rejected” class is the class with the majority of test samples and 
the “accepted” class is the class with the minority test samples. In this study, the 
number of “rejected gaps”(non-merging cases) from the observed NGSIM US-101 
dataset is much greater than the number of “accepted gaps”(merging cases). For 
such a problem, the interest usually leans towards correct classification of the “rare” 
class (which will refer to as the “accepted(positive) case”. This correct classification 
is called TP(True-Positive) and is denoted by (1,1) as defined in Table 4.1. However, 
the most commonly used classification algorithms do not work well for such kind of 
problems because they aim to minimize the overall error rate, rather than paying 
attention to the “accepted(positive) class”.
Thus many researchers provided comparative study and analysis of classification 
techniques in the field of machine learning and data mining to moderate the 
imbalanced dataset. However, the application of machine algorithms to classifiers
for lane-changing behaviors is very limited. Thus the parametric model based on 
BLM(Binary Logit Model) and non-parametric models including SVM(Support 
Vector Machine) and EBM(Ensemble Boosting Method) are used for prediction of 
merging behavior at freeway on-ramp. 
The aim of this study is threefold to improve the classification performance of 
prediction models based on machine algorithm(SVM and EBM) for decision of 
merging characteristics at the merging section. Firstly, the effect of data resampling
technique will be tested to show the classification performance by using the 
corresponding contingency matrices and alternative classification metrics based on
skill scores and ROC/PR curves with respect to different prediction models. 
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Secondly, the anticipated gap model will be used whether this model may affect the 
better prediction of merging at freeway on-ramp as compared with the conventional
adjacent gap model. Thirdly, the decision making process and merging 
characteristics will be investigated by using the vehicle trajectories of merging 
vehicles through the process of K-means clustering.
1.4 Research Outline
To improve the classification performance of imbalanced dataset, three strategies
are presented such as data resampling technique, applying machine algorithms 
based on SVM(support vector machine) and EBM(ensemble boosting method), and 
the modified gap acceptance model as shown in Figure 1.2.
(1) Data Resampling Technique
It is noted that a single driver could participate in several non-merge 
events under same traffic circumstances, but only one merge event. This 
causes extremely imbalanced dataset. To solve this problem, two common 
approaches are considered on the basis of under-sampling concept; one is 
simple averaging method for same events, and the other is the under-
sampling by sampling interval increased from 1 sec to 5 sec. 
(2) Machine Algorithm using SVM and EBM
There are two categories to decide the decision of vehicle merging such as 
parametric approach as well as non-parametric approach. The BLM(binary 
logit model) is a commonly used parametric algorithm in lane-changing 
problem on the basis of probabilistic function in combination of linear 
parameters. The examples belong to parametric approach are Naïve Bayes, 
Gaussian discriminant analysis(GDA), Hidden Markov model(HMM) and 
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Probabilistic graphical model, etc. On the other hand, non-parametric 
algorithms are recently used to improve the performance of a system with 
experience or sample data at some task in lane-changing problems. In this 
study, SVM(Support Vector Machine) and EBM(Ensemble Boosting Method) 
have been adopted for better classification of merge events.
(3)Anticipated Gap Model
Recently, Choudhury(2007) suggested the anticipated gap to include the 
gap variation in addition to the adjacent gap. However, the driver cannot 
merge into the target lane in some cases even though the adjacent gap is 
acceptable. If we trace those vehicles, the gap between subject vehicle and 
lag vehicle is not enough to merge. Thus, it is necessary to split the adjacent 
gaps into more precise gaps, called “anticipated gap”, considering the 
interaction of lead and lag vehicles with respect to a subject vehicle. In this 
study, the anticipated gap model(Choudhury, 2007) has been used for this 
reason. 
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Figure 1.2 Schematic diagram for research outline.
   On the basis of three strategies, this study aims to show the classification 
performance of SVM and EBM as compared with the conventional BLM. For this 
purpose, various classification metrics based on contingency matrix will be 
presented by skill scores and ROC and PR curves. In addition these, the decision 
making process will be investigated by using vehicle trajectories in terms of lateral 
position of velocity of merging vehicles after Hampel filtering of raw NGSIM 
dataset and K-means clustering to distinguish the merging patterns.
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Chapter 2. Classifiers for Prediction Model
2.1 General
The classifier models for lane-changing expectation can be classified into two 
categories such as parametric model and non-parametric model. Parametric model 
assumes some finite set of parameters Θ. Given parameters, future predictions
denoted by x are independent of observed data, D:  ( |Θ,  ) =  ( |Θ). So, the 
complexity of the model is bounded even if the amount of data is unbounded. This 
makes them not very flexible. The typical model is BLM(binary logit model). On 
the other hand, non-parametric model assume that the data distribution cannot de 
defined in terms of such a finite set of parameters. But they can often be defined by 
assuming an infinite dimensional Θ. The amount of information that Θ can capture 
about the data D can grow as the amount of data grows. This makes them more 
flexible. This model can be used with non-normally distributed data as well as 
discrete data. Generally, machine algorithms are deemed as non-parametric model 
such as SVM(support vector machine) and EBM(ensemble boosting method)
(Kumar and Sahoo, 2012).
2.2 Binary Logit Model(BLM)
A BLM is recognized as an important modeling tool for studying discrete choices
that is a linear model to quantify the influencing factors on the probability whether 
drivers accept or reject a certain gap. It can be considered as a soft classifier that 
classifies events according to the estimated class conditional probabilities. Based on 
these gaps we construct a binary variable which equals 1 when an offered gap is 
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accepted and 0 when the gap is rejected. The following variables are extracted from 
datasets such as position of the vehicle on the acceleration lane at the moment a gap 
is offered, offered gap length, positions of the putative leader and the putative 
follower, speed difference of merging vehicle and putative follower and speed 
difference of putative leader and putative follower. Using these variables, we apply 
an explanatory statistical method, the so-called Principal Component Analysis 
(PCA), to find the correlation between all variables extracted from the datasets.
The utility of choosing an alternative depends on various factors. A linear-utility 
expression can be defined in Eq. (2.1) (Ben-Akiva , 1985):
																															   =   +      +      +      +	∙∙∙∙ 	+               (2.1)
Where
i =1, 2, …, n  indicates various alternatives;
   	=desirability of choosing particular alternative;
α = constant;
  ,   , … .    = variables that influence decision of driver;
  ,   , … .    = corresponding coefficients.
Many models are available to transform the utility function to obtain alternative 
specific probability. The binary logit model to estimate the probability of choosing 




           (2.2)
The maximum-likelihood method is used for evaluating the coefficients of the 
utility expression by an iterative search process throughout the dataset.
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2.3 Support Vector Machine(SVM)
SVMs do not require any assumption about the distribution of the data being 
analyzed as these are supervised nonparametric statistical learning algorithms
(Cotes, 1995; Vapnik, 1998). SVMs fit an optimal separating hyperplane(OSH) to 
the underlying data by which the data can be grouped into two classes. In Figure 2, 
the two-dimensional data are non-separable, and an OSH groups the data into two 
classes. The OSH is obtained by maximizing the margin between the OSH and the 
closest training samples, called the “support vectors”(Vapnik, 1998; Burge, 1998). 
The resulting maximum margin hyperplane has the maximum separation between
the decision classes. If the data are linearly non-separable, a linear hyperplane can 
be fitted by mapping the data into a high-dimensional space(Scholkopf and Smola, 
2002). The basic linear SVM learning decision rules are given by f(x) =w • x + b 
where w is the weight vector and b is a bias. f(x) is the discriminant function 
associated with the hyperplane. Training data D is a set of n points of the form in Eq.
(2.3).
D =  (   ,   )    ∈  
  ,    ∈ {−1,+1}              (2.3)
where    is either -1 or +1, to which the point    belongs in a d-dimensional 
feature space,    . The distance between the optimal separating hyperplane and the 
origin is given by |b|/ ||w||. If the training data are linearly separable, two 
hyperplanes can be selected that separate the data such that there are no data points 
between them. The region bounded by two hyperplanes is called the “margin” as 
shown in Figure 2.1. These two hyperplanes, which are parallel to the OSH can be 
described by the equations w • x − b = +1 and w • x − b = −1. For the datasets that 
cannot be separated cleanly, Cortes(1995) and Vapnik(1998) modified the SVM 
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algorithm by adding a soft margin. The soft margin method chooses the hyperplane 
that splits the mislabeled examples as cleanly as possible. The margin between the 
two hyperplanes is given by 2/||w||, thus minimizing that ||w|| will result in
maximizing the margin. The OSH is calculated by maximizing the margin of the 











  (  ∙    +  ) ≥ 1 −      for i=1,…., n             (2.4)
The factor C and the slack variable    in Eq. (2.4) are introduced to take non-
separable data into account. The shape of the discriminant function in Eq. (2.4) is 
controlled by constant C by applying a penalty for the samples that are located on 
the wrong side of the hyperplane. The non-negative slack variable    measures the 
degree of misclassification of the data    . Through Lagrange dual optimization, the 
minimization problem in Eq. (2.4) can be solved. The hyperplane with maximum 
margin can be represented as in Eq. (2.5) in regard to the support vectors.
 ( ) = ∑         ,     +                     (2.5)
where  (   ,   ) is kernel function,    is Lagrange multipliers, and n is a set of 
support vectors. A kernel function is used to transform the data into a high-
dimensional space. Various kernel functions are as follows: linear kernel 
 (   ,   )=(   •   ), polynomial kernel  (   ,   ) =(   	 • 	   + 1)
 , and radial basis 
function k(x, y) = exp(−    −    
 
/2  , where d is the degree of the polynomial 
kernel and    is the bandwidth of the radial basis function kernel. These functions 
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can be used for constructing the optimal separating hyperplane(OSH) for different 
types of nonlinear input data. In the present study, as data were linearly non-
separable, the cubic polynomial kernel function has been used.
Figure 2.1 Basic concept of SVM.
2.4 Ensemble Boosting Method(EBM)
The ensemble method is to combine the predictions of multiple classifiers. In 
other words, this method does not learn a single classifier but learn a set of 
classifiers to achieve more accurate and reliable estimates or decisions than can be 
obtained from using a single model as shown in Figure 2.2. Ensemble methods can 
be used for improving the quality and robustness of clustering 
algorithms(Dimitriadou et al., 2003). Data cases misclassified by earlier classifiers 
get high weight. Each boosting round learns a new classifier on the weighted dataset
by increasing the weight of incorrectly classified dataset. This ensures that they will 
become more important in the next iterations. These classifiers are weighted to 
combine them into a single powerful classifier. We stop by using monitoring a 










































Chapter 3. Data Resampling for Class Imbalance Problem
3.1 General
Data resampling is the process of manipulating the distribution of the training 
data in an effort to improve the performance of classifiers since there is no 
guarantee that the training data occur in their optimal distribution in practical 
problems. The NGSIM dataset is said to present a class imbalance if it contains 
many more “rejected cases” than “accepted cases”. The problem with class 
imbalances is that standard learners are often biased towards the majority class. 
Suppose that there are 99% rejected cases and 1% accepted cases. As a result, the 
overall accuracy is calculated by 99%. This seems to be biased towards the majority 
class. Due to this problem, evaluating the performance of a learning system on a 
class imbalance problem is not done appropriately with the standard “accuracy or 
error rate” measures. There are several strategies to deal with imbalanced datasets 
such as over-sampling, under-sampling, cost-sensitive algorithm, add boosting 
approaches(Sun et al., 2009; Cano et al., 2006; Mandalia and Salvucci, 2005). In 
this study, the under-sampling techniques based on simple averaging and sampling 
interval are proposed to reduce the training data as shown in Figure 3.1. In addition 
to these, the Hampel filtering and K-means clustering are proposed not only to 
improve the data quality, but also to classify the merging patterns for further studies. 
Figure 3.1 Illustration of under-sampling technique.
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3.2 Data Processing by Hampel Filter
Before any further data analysis, the following data processing has been carried 
out: (1) all the merging vehicles from the auxiliary lane 6 to the target lane 5 are 
sorted that show MLC(mandatory lane change) actions made by on-ramp/off-ramp 
vehicles; (2) very risky and abnormal vehicles are not considered; (3) the 
generalized Hampel filter(Pearson, 2016) provided by MATLAB Library is adopted 
to decrease measurement errors due to the noises introduced by video processing, 
especially outlier or impulsive noises in the data. Past research studies(Thiemann, 
2008; man Punzo, 2011; Hou 2014) have shown that NGSIM speed measurements 
exhibit noise(random errors). Data smoothing techniques such as moving average, 
Kalman filtering, and Kalman smoothing have been used to improve data quality. In 
this study, Hampel filtering method is adopted since this technique is good for 
smoothing the impulsive and outlier noises(Pearson, 2016). The distribution of 
vehicle types is shown in Table 3.1 and the sample of Hampel filtering is illustrated 
in Figure 3.2 to represent type of measurement errors where “A” type and “B” type 
errors denote impulsive(spike) noise and outlier(oscillation) noise, respectively. 
After Hampel filtering process with respect to extraordinary or risky lane-changing 
events of subject vehicles, 365 merging vehicles have been obtained for data 
analysis. However, 313 merge events are extracted using the moving average 
filtering with respect to velocity by Hou(2014). On the other hand, 398 valid 
merging vehicles samples using the symmetric exponential moving average 
filter(SEMA) were obtained from the US-101 dataset by Wan et al.(2016, 2017). It 
is explained that the difference of merging vehicles is mainly due to the filtering 
method, time interval of data sorting, and removal of extraordinary or risky errors 
dependent on investigators.
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(a) spike error(impulsive noise)
(b) oscillation error(outlier noise)
Figure 3.2 Type of measurement errors.
Table 3.1 Distribution of merging vehicle types in US-101 site.







Truck and Bus 7 5
Sum 376 365
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3.3 Data Under-sampling Technique
There are two types of data imbalance problems; firstly, intrinsic imbalance due 
to the nature of data-space and secondly, extrinsic imbalance due to time, storage, 
and other factors. Solutions to imbalanced learning are proposed by sampling 
methods, cost-sensitive methods and kernel & active learning methods. If data is 
imbalanced, the sampling methods are used to modify data distribution and thus to 
create balanced dataset. In this study, two data under-sampling techniques are 
proposed to handle the class imbalance problem such as “simple time interval” and 
“duplicate elimination by averaging”.
3.3.1 Data Reduction by Sampling Time Interval
For NGSIM datasets for merging section, detector tracks the vehicles in units of 
0.1 second from the point when it first detects the merging vehicle to the point when 
the merging vehicle completes its lane-change into mainline. Before finishing the 
lane-change, merging index is displayed as 0(“rejected”). However, when the 
merging vehicle makes the lane-change into mainline, merging index is turned into 
1(“accepted”). Due to this characteristic of NGSIM datasets, an imbalance between 
the majority of “rejected” cases and the minority of “accepted” cases is occurred, 
which leads to poor prediction power of the lane-change classifier. Since there may 
be multiple data observations of “rejected” with respect to single “accepted” case. 
Accordingly, data reduction method based on “sampling time interval” as a key to 
solve the imbalance problem. The proposed method for data reduction is conducted 
as following steps. First, find the point for when merging vehicle completes its lane-
change. Second, starting from the point of merging (i.e. when it displays “1”), 
reduce the number of “rejected” cases(0) by applying different sampling time 
intervals as shown in Table 3.2. Based on Table 3.2, it shows an example of data 
reduction based on sampling time interval of 3 seconds, and the portion indicated by
blue rows means a portion reduced according to the sampling time interval.
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3.3.2 Duplicate Elimination by Averaging
The one-second intervals produce the observed data with different sample sizes 
for both lane changing and non-lane changing events. During every one-second 
interval, a driver’s behavior has been identified as either merge or no-merge. Merge 
events occurred when a vehicle’s front center point shifts to adjacent target lane. A 
part of the observed data with one-second intervals is presented in Table 3.3. It is 
noted that a single driver could participate in several non-merge events, but only 
one merge event. Consequently, there are too many “rejected cases (non-merge 
events)” for an identical subject vehicle(ID=S) as compared with “accepted cases 
(merge events)” that may cause imbalanced datasets in lane-changing problem at 
the US-101 merging section. 
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When we have a range of data which contains some duplicate entries and now 
we want to combine the duplicate data with one average corresponding values, the 
“duplicate elimination by averaging” is commonly used to handle this problem in 
EXCEL spreadsheet for storage and recording of data (Deepak et al., 2006).
For instance, the current subject vehicle(ID=S) gives three “rejected” while the 
putative lead vehicle(ID=L) and the putative lag or following vehicle(ID=F) remain 
unchanged for      ≤   ≤     	. In a similar manner, two “rejected cases” are 
detected under same circumstance with lead vehicle(ID=G,H) and lag 
vehicle(ID=L,G) for      ≤   ≤      and      ≤   ≤     , respectively. Thus for 
every N “rejected cases”, the under-sampling technique is used for data reduction
by considering multiple non-merge events as a single non-merge event. Instead, the 
corresponding variables for N time frames such as global position of vehicle, speed, 
and acceleration, time headway, etc. are assumed by a single average value. 
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In other words, combining duplicate data can be represented by a single average 
value. This idea, called “duplicate elimination by averaging”, has been commonly 
used in EXCEL Spreadsheet for storage system and recording(Deepak, 2006). For 
the first case, three time frames are reduced to a single time frame, and the three 
corresponding variables can be represented by a single average value, i.e. 
     = (   +    +   )/3 . Similarly,      = (   +  )/2 and      = (   +
  )/2 for a single time frame.
3.4 K-means Clustering
In general, clustering is the classification of objects into different groups, or more 
precisely, the portioning of a dataset into clusters, so that the data in each cluster 
share some common trait, merging pattern in this study according to some defined 
distance measure. There are two types of clustering such as hierarchical cluster and 
partitioned clustering. Partitioned algorithm determines all cluster at once that 
includes K-means clustering, Fuzzy C-means clustering and QT clustering
(Hartigan, 1979). In case of K-means clustering, the distance measure will 
determine how the similarity of two elements is calculated and it will influence the 
shape of the clusters. Common distance measures include the Euclidean distance, 
the Euclidean squared distance and the Manhattan distance. The Euclidean distance 
is given by;
 (x, y) =  ∑ (   −   ) 
 
                      (3.1)
1. The Euclidean Squared distance is given by;
   (x, y) = ∑ (   −   )
  
                     (3.2)
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2. The Manhattan distance is given by;
 (x, y) =  ∑ |   −   |
  
                     (3.3)
The K-means clustering is an algorithm to group N objects based on attributes 
into K partitions(or number of clusters), where K<N. It assumes that the object 
attributes form a vector space using distance measure. The Euclidean measures 
corresponds to the shortest geometric distance between two points. Thus an 
algorithm for clustering N data points into K disjoint subsets    containing data 
points so as to minimize the objective function J based on sum-of-squares criterion 
where    is a vector representing the  
   data point and    is the geometric 
centroid of data points in    . Each cluster is associated with a centroid. The centroid 
can be calculated the average of data points of    .




                      (3.4)
In case of the K-means clustering algorithm(Hartigan, 1979) for lane-changing 
problem, each cluster of vehicle trajectory is represented by the center of the cluster 
and the algorithm converges to stable centroids of clusters. Here “K” stands for 
number of clusters. In principle, optimal partition can be achieved by minimizing 
the sum of squared Euclidean distance in each cluster as described above. Suppose 
the i-th trajectory segment is denoted as a vector    = [  (1),   (2), … .   ( )]
where   ( ) denotes the lateral position of the i-th vehicle at the k-th time point.
Thus the Euclidean distance of two trajectory segments is calculated by Eq. (3.5). 
This distance measure will be small, if the two trajectories are similar each other.
     ,     = ∑ [  ( ) −   ( )]
  
                   (3.5)
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The following figures illustrate the K-means algorithm on a 2-dimensional 
dataset. The positive part of the Silhouette diagram in Figure 3.3 shows that there is 
a clear separation of the points between the clusters. On the other hand, the negative 
parts denote a conflict. 
For instance, the vehicle trajectories can be classified into 5 clusters when K=5. 
The corresponding silhouette diagram is illustrated in Figure 3.3. The variations of 
lateral position of the vehicles have been plotted with respect to the truncated time 
interval of vehicle trajectories ranging from -10 sec to +10 sec in reference to the 
merging point as shown in Figs. 3.4-3.5. Since the original NGSIM data are 
produced by 0.1 sec time interval, the truncated time interval of vehicle trajectories 
varies from 0 sec to 20 sec. The positions of the crossed lane boundaries are shifted 
to 0 for all trajectories in order to set the merging point to be located at the middle 
point of vehicle trajectories. The lateral positions obtained by averaging are 
illustrated in Figure 3.4 according to five cluster types. To find the break point 
easily, Figure 3.5 has been represented by the piecewise linear fitting using Figure
3.4. It is noted that the number of clusters are determined by setting the K-value.
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Figure 3.3 The Silhouette diagram shows how well the data are separated into    
five clusters from US-101 data.









III IV V Total
No. of 
Vehicles
139 119 22 40 45 365
Figure 3.4 Vehicle trajectories of five clusters by averaging value 
using US-101 data.
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Figure 3.5 Representation of vehicle trajectories of five clusters 
       by piecewise linear fitting using US-101 data.
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Chapter 4. Metrics for Classification Performance
4.1 Contingency Matrix
To measure the performance of a gap acceptance prediction algorithm, it is 
necessary to compute categorical statistics and scalar skill scores according to a 
“confusion matrix” or “contingency matrix” as shown in Table 4.1. The 
contingency matrix(Kohavi and Provost, 1998) is a two-dimensional square table 
that contains information about observed and predicted classifications done by a 
classification system. Performance of such systems is commonly evaluated using 
the data in the matrix. The following table shows the contingency matrix for a two 
class classifier. The entries in the confusion matrix have the following meaning in 
the context of our study: a is the number of “no” (rejected gap) predictions that 
matches with the observed “no” (rejected gap), or the number of correct negatives; 
b is the number of “yes” (accepted gap) predictions when the observation is “no” 
(rejected gap), or the number of false alarms; c is the number of “no” (rejected gap) 
predictions when observations are “yes” (accepted gap), or the number of misses; d
is the number of “yes” (accepted gap) predictions that matches with the actual “yes” 
(accepted gap) observations, or the number of hits.

















Since the accuracy measure treats every class as equally important, it may not be 
suitable for analyzing imbalanced datasets, where the rare class is considered more 
interesting than the majority class. For binary classification, the rare class is often
denoted as the positive class, while the majority class is denoted as the negative 
class. A contingency matrix that summarizes the number of instances predicted 
correctly or incorrectly by classification models. The counts in a contingency 
matrix can also be expressed in terms of various skill scores.
(1) Accuracy(AC)
This is the proportion of the total number of predictions that were correct. The 
accuracy score may not be an adequate performance measure when the number of 
negative cases is much greater than the number of positive cases and the classified 
data (2x2 matrix) are imbalanced (Kubat et al., 1997). 
      =
   
       
                      (4.1)
(2) Precision(P)
Precision is the ratio of the number of accepted gaps correctly predicted by SVM 
to the total number of predicted accepted gaps. The precision value gives the 
percent of selected gap events that are correct. The formula used for calculating the 




                       (4.2)
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(3) Probability of Detection(POD) or Recall
POD is also known as recall, TPR(True Positive Rate), and sensitivity. This is the 
ratio of the number of accepted gaps correctly predicted by classifiers to the total 
number of observed accepted gaps. The POD gives the fraction of observed gap 
events that are correctly forecast. The value of POD ranges from 0 to 1, and POD=1 
indicates that the classifier correctly detect all accepted gaps.
      	  	       =
 
   
                   (4.3)
(4) TNR(True Negative Rate) or Specialty




                  (4.4)
(5) Bias
The bias is the ratio of the number of predicted accepted gaps to the total number 
of observed accepted gaps. This value indicates whether the classifiers (or 
prediction models) underestimate(when bias is less than 1) or overestimate(when 




                       (4.5)
(6) F-Measure
This is a weighted harmonic mean of the prediction and recall. The F-measure 
close to 1 indicates the best score; the F-measure close to 0 indicates the worst score.
  −        = 2 ×
         ×      
                
             (4.6)
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(7) False Alarm Ratio(FAR)
This is the ratio of the number of incorrect gaps predicted by the classifiers to the 
total number of accepted gaps predicted by the SVM. The FAR value indicates the 
fraction that the SVM detects accepted lane-changing frequencies that were not 
detected in the observed accepted lane-changing data. The FAR has a best score of 




                     (4.7)
(8) Heidke’s Skill Score
This is popularly used in forecasting since all elements from the contingency 
matrix are considered. Perfect prediction receives an HSS of 1, a prediction 
equivalent to the reference prediction receives a score zero, and the predictions 




                 (4.8)
4.3 ROC and PR Curves
In a binary decision problem, a classifier labels cases as either “positive” or 
“negative”. The decision made by the classifier can be represented in a structure 
known as a contingency table or confusion matrix. Given the contingency table, we 
are able to plot the Receiver Operator Characteristic(ROC) curve as well as the
Precision-Recall(PR) curve to evaluate an algorithm’s performance. ROC curve 
plots the true positive rate(TPR, sensitivity, recall) against the false positive 
rate(FPR). It shows how the number of correctly classified positive cases varied 
with the number of incorrectly classified negative cases and can also present an 
overly optimistic view of an algorithm’s performance(Provost et al., 1998). Despite 
its popularity, the ROC curve has some drawbacks when dealing with highly 
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skewed or imbalanced datasets, especially when the “negative” cases greatly exceed 
“positive” cases. On the other hand, the PR(Precision-Recall) curve plots the 
precision(positive predictive case) against the recall(true positive rate) that has been 
cited as an alternative to ROC curve for tasks with a large skew in the class 
distribution(Bockhorst & Craven, 2005; Davis et al., 2006; Keilwagen et al., 2014). 
An important difference between ROC space and PR space is the visual 
representation of curves. Looking at PR curves can expose differences between 
algorithms that are not apparent in ROC apace. Sample ROC and PR curves are 
shown in Figure 4.1. The goal in ROC space is to be in the upper-left-hand corner, 
and when one looks at the ROC curves in Figure 4.1(a) they appear to be fairly 
close to optimal. In PR space, the goal is to be in the upper-right-hand corner. 
(a) ROC curve                  (b) PR curve
Figure 4.1 The difference between comparing algorithms in ROC vs. PR space.
In order to evaluate classifier performance, we measured both the area under the 
receiver operating characteristic curve(AUROC) and area under the precision-recall 
curve(AUPR) of models. Here, we propose a piecewise-defined function allowing 























































FPR(false positive rate) and sensitivity for AUROC, on the other hand,  precision 
and recall for AUPR, respectively. The evaluation of AUROC and AUPR has been 
presented in Table 4.2.
     	  	     = ∫  ( )  
 
 
                (4.9)
Table 4.2 Properties of AUROC.
AUROC 1.0 0.9 0.8 0.7 0.6 0.5 <0.5
Prediction Perfect Excellent Good Mediocre Poor Random Something 
wrong!
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Chapter 5. Lane-Change Characteristics
5.1 Anticipated Gap Model
The various merging behavior models have been proposed on the basis of gap 
acceptance theory. Many investigators have attempted to define the critical gap, 
typically minimum acceptable gap. Herman and Weiss (1961), and Miller (1972) 
were pioneers in the development of gap acceptance models based on critical gap. 
They assumed that critical gap follows a normal distribution and they used a 
probabilistic model to estimate. However, not all of these models are applicable for 
expressway merging sections where drivers have to change lane within limited 
length of road and where no complete stop situation occurs before a lane-change. At 
expressway merging sections, several studies have been carried out to model gap 
acceptance. Kita (1993) made use of a binary logit model and found that the gap 
length, remaining distance to the end of acceleration lane, and relative speed were 
significant explanatory variable. However, all of these models are applicable only 
under uncongested conditions. To overcome these limitations, several models have 
recently been developed to represent gap acceptance for vehicles merging under 
congested conditions (Ahmed, 1999; Hidas, 2005). Under congested conditions, 
where there are few acceptable gaps, they proposed “forced” and “cooperative” 
lane-change models. These models are capable of representing instances of merging 
through the creation of gap either by yielding of the following vehicle in the target 
lane or by forcing the following vehicle to slow down. However, the influence of 
acceleration lane length on gap acceptance has not been considered. Marczak (2013) 
claimed that the proceeding researches did not make efforts in observing the 
rejected gap. For instance, Choudhury (2007) and Kondyli and Elefteriadou (2011) 
observed gap acceptance, however, they did not take into account of gap rejection.
Based on this fact, Marczak (2013) collected video data at two different sites 
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(Bodegraven in Netherland and Grenoble in France) using the helicopter technique 
to study the merging maneuvers. They applied the binary logit model(BLM) to 
develop the gap acceptance for each study site, respectively. The probability of gap 
acceptance was modeled as a function of the remaining distance, the space gap, the 
relative speed between (i) PL(putative leading) vehicle and PF(putative following) 
vehicle, (ii) PL vehicle and merging(or subject) vehicle. They found that the 
aggressive drivers are influenced by gap distance, remaining distance of 
acceleration lane and congestion level on the mainline. In other words, the merging 
section geometry and traffic condition can be important influencing factors.
As we reviewed papers, there are a lot of scenarios for lane-changing 
characteristics according to driver’s behaviors including normal, courtesy and 
forced merging, and adjacent traffic circumstances between merge lane and target 
lane. As we aware of it, the gap-acceptance model is based on field observations of 
adjacent gaps defined in Fig. 5.1. However, the adjacent gap denoted by     
   (  )
in Eq. (5.1) may be varied while a subject vehicle is merging into the target lane. If 
the adjacent gap denoted by     
   (  ) is not acceptable to make a normal merge, 
the merging vehicle evaluates the speed, acceleration and relative position of the 
passing vehicles in the traffic direction and approximates an expected or anticipated 
gap that is going to open up after time   . Because of the difference in perception 
among individuals, the anticipation time    may vary among individuals.
Choudhury(2007) proposed the estimated distribution of anticipation time ranging 
from 0 sec to 4 sec by using the probability density function. 
In other words, the courtesy of discourtesy of the lag driver is reflected in the 
anticipated gap in Eq. (5.2). If the lag driver has decided to provide courtesy to a 
merging vehicle and has started to decelerate, the anticipated gap increases. If the 
anticipated gap is unacceptable, the drivers decide whether to force their ways to the 
target lane compelling the lag driver to slow down or not. This dynamic influence
causes the variation of lead and lag gaps. Choudhury(2007) suggested the 
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anticipated gap denoted by     
    (  ) to include the gap variation in addition to 




















Where for individual n at time t,   	is	the	length	of	the	vehicle,    
    and    
   
are available lead and lag gaps, 	   
     and    
   




are the acceleration of the lead and lag vehicles, 
respectively, as shown in Fig. 5.1. 
Figure 5.1 Vehicle relationships in a merging situation (Choudhury, 2007).
5.2 Merging Pattern
It is very important to take into account of various influencing factors (e. g. traffic 
conditions, geometry, and individual reactions of merging vehicles to the mainline 
vehicles) on merging pattern for providing a more realistic resampling of traffic 
operation. Fig. 5.2 illustrates the merging patterns and gap selection scenarios.
Merging vehicle taking their original gap as their targeting gap are called original-
gap-targeting(OGT) vehicles as shown in Fig. 5.2(b). On the other hand, merging 
vehicles taking the gap in front of the original gap in Fig.5.2(c) are called forward-
gap-targeting(FGT) vehicles (Wan et al, 2016). 
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According to Wan et al. (2016, 2017), 398 valid merging vehicles samples were 
obtained from the US-101 dataset. 242 merging vehicles merged into their “original 
gap”, or the gap between a PL and a PF that is faced by a merging vehicle when it 
arrives at the auxiliary lane. 156 merging vehicles did not choose their original gap. 
Among these, 151 merging vehicles accepted a gap in front of the original gap, and 
only 5 merging vehicles eventually accepted a gap behind of their original gap as 
accepted gap. However, the number of backward-gap-targeting(BGT) vehicles were 
limited to only five. In this study, the number of merging vehicles are detected by 
365 after Hampel filtering. Also, 313 merge events were obtained by Hou(2014) 
using the moving average method. It is expected that the difference of merging 
vehicles is mainly due to the filtering method, time interval of data sorting, and 
removal of extraordinary or risky errors dependent on investigators.
Similarly, Chu(2014) classified the merging patterns into three groups such as 
direct merging, chase merging and yield merging as shown in Fig. 5.2(b) and 5.2(c).
He used the anticipated gap model proposed by Choudhury(2007) as the gap 
acceptance model. This classification can be corresponded to OGT(original gap 
targeting), FGT(forward gap targeting) and BGT(backward gap targeting) presented 
by Wan et al. (2016, 2017). If a merging vehicle overtakes the mainline vehicle and 
chooses FGT, it is called “chase merging”. On the other hand, if a merging vehicle 
follows OGT and BGT, they are called “direct merging” and “yield merging”, 
respectively. It is noted that “yield merging” patterns are excluded in this study 

















(b) Direct merging pattern
(c) Chase merging pattern
Figure 5.2 Data collection site and merging patterns (Chu, 2014).
5.3 Decision-Making Process
There are many existing models to describe the decision-making process for lane 
changing(Hidas, 2002; Sun and Elefteriadou, 2010), but neglected the detailed 
driving actions. Conventionally, a lane-change was viewed as an instantaneous 
event with zero time or an event with constant duration time. This simplification is 
mainly due to the lack of abundant and accurate vehicle trajectories. With the 
development of GPS and video-based monitoring technology, vehicle trajectories 
contain rich information on individual driver behaviors and allow inference on 
interactions between drivers. However, the NGSIM data show that we may draw 
biased conclusions if raw data were directly used without proper examination. 
Generally, two important problems must be solve as; firstly filtering out abnormal 
lane-change actions from the sampled raw data, and secondly definition of 
begin/end points of a lane-change action. To answer these two problems, the 
trajectory clustering method using K-means clustering has been used to filter out 
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some complex abnormal merging patterns, and the begin/end points are derived 
from the vehicle trajectory for lateral movement and lateral velocity with respect to 
time. 
The begin/end time points of a lane-change are usually defined as “the time 
instances when the lateral movement of the subject vehicle begins and ends, 
respectively” (Toledo, 2007). However, the initiation and completion time points of 
a lateral movement are difficult to determine in practice, because the slopes of the 
beginning part and ending part of trajectories are very gentle. Wang et al.(2014) 
proposed the how to decide the begin/end points denoted by       and      using 
DLC(Discretionary Lane Change) trajectories from NGSIM data as shown in Fig. 
5.3. From the upper subfigure, it is difficult to find the begin/end time points or 
breaking points since every normal DLC trajectories are fitted by the fifth-order 
polynomials. Thus, lower subfigure is plotted to denote the corresponding 
discretized lateral velocity. They calculated the discretized lateral velocity from the 




                      (5.3)
Figure 5.3 An illustration of how to define the begin/end time points of 
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DLC trajectory in US-101 site (Wang et al., 2014).
Chapter 6. Numerical Results
6.1 Performance Evaluation of Classifiers by Duplicate Elimination
The multi-paradigm numerical computing tool, MATLAB, has been used for 
developing the classifiers considering a data under-sampling as mentioned before. 
The one-second intervals produce the observed NGSIM US-101 data with different 
sample sizes for both lane changing and non-lane changing events. The contingency 
matrices by BLM, SVM and EBM are compared to each other where the cubic 
polynomial kernel function is used for SVM. Before data under-sampling, there are 
too many “rejected cases(0,0)” as compared with “accepted cases(1,1)” that may 
cause imbalanced datasets in lane-changing problem at the US-101 merging section. 
Nevertheless, the classification by SVM and EBM not only shows better prediction 
of merging, but also increases the number of actual lane-changing events denoted 
by (1,1) as shown from Table 6.1 to Table 6.6. 





Rejected Accepted Row Total Observed(%)
Rejected 2145 (84.4%) 33 (1.3%) 2178 85.7%
Accepted 344 (13.5%) 21 (0.8%) 365 14.3%
Column Total 2489 54 2543 100.0%
Predicted(%) 97.9% 2.1% 100.0% -
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Rejected Accepted Row Total Observed(%)
Rejected 2078 (81.7%) 100 (3.9%) 2178 85.6%
Accepted 280 (11.0%) 85 (3.4%) 365 14.4%
Column Total 2358 185 2543 100.0%
Predicted(%) 92.7% 7.3% 100.0% -





Rejected Accepted Row Total Observed(%)
Rejected 2133 (83.9%) 45 (1.8%) 2178 85.7%
Accepted 291 (11.4%) 74 (2.9%) 365 14.3%
Column Total 2424 119 2543 100.0%
Predicted(%) 95.3% 4.7% 100.0% -





Rejected Accepted Row Total Observed(%)
Rejected 755 (61.4%) 109 (8.9%) 864 70.3%
Accepted 189 (15.4%) 176 (14.3%) 365 29.7%
Column Total 944 285 1229 100.0%
Predicted(%) 76.8% 23.2% 100.0% -





Rejected Accepted Row Total Observed(%)
Rejected 740 (60.2%) 124 (10.1%) 864 70.3%
Accepted 128 (10.4%) 237 (19.3%) 365 29.7%
Column Total 868 361 1229 100.0%
Predicted(%) 70.6% 29.4% 100.0% -
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Rejected Accepted Row Total Observed(%)
Rejected 737 (60.0%) 127 (10.3%) 864 70.3%
Accepted 100 (8.1%) 265 (21.6%) 365 29.7%
Column Total 837 392 1229 100.0%
Predicted(%) 68.1% 31.9% 100.0% -
However, it is clearly evident that three prediction models considering the 
anticipated gap model perform reasonably well after data under-sampling. The 
corresponding contingency matrices have been moderately balanced. It is noted that 
the “rejected cases(0,0)” are decreased, on the other hand, “the accepted cases(1,1)” 
are increased. Table 6.7 and Table 6.8 show the skill scores for three different 
prediction models. 
Table 6.7 Skill scores with adjacent gap model before data under-sampling.
Skill Scores BLM SVM EBM Remark
Accuracy 0.852 0.851 0.868 The higher, the better.
(Improper index for 
imbalanced dataset)
Precision 0.389 0.459 0.622 The higher, the better.









0.611 0.541 0.378 0 (best score)
1 (worst score)




0.066 0.235 0.253 if HSS=1 : perfect prediction
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It is also known that the skill scores with the anticipated gap model after data 
under-sampling are much more accurate than those with the conventional adjacent 
gap model before data under-sampling. The prediction models by SVM and EBM 
are insensitive to the imbalanced datasets consisting of “rejected cases” and 
“accepted cases”, and have a very good potential to be an alternative classifier as 
compared with BLM. In case of under-sampling data, the bias score for SVM is 
closer to 1, which indicates that the SVM predicts gap acceptance and rejection 
reasonably well. The recall values show that the EBM has a higher score than BLM 
and SVM, and the EBM also has a lower FAR(false alarm ratio) score as compared 
with BLM and SVM where FAR is 0 for the best score. On the whole, the EBM 
shows better prediction power than other models.
Table 6.8 Skill scores with anticipated gap model after data under-sampling.
Skill Scores BLM SVM EBM Remark
Accuracy 0.758 0.795 0.815 The higher, the better.
(Improper index for 
imbalanced dataset)
Precision 0.618 0.657 0.676 The higher, the better.









0.382 0.343 0.324 0 (best score)
1 (worst score)




0.380 0.507 0.567 if HSS=1 : perfect prediction
The performance of the prediction models appear to be comparable in ROC/PR
spaces. Figure 6.1 illustrates ROC/PR curves according to different prediction 
models with adjacent gap model before data under-sampling. From Fig. 6.1(a), the 
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area under receiver operating characteristic curve(AUROC) by EBM model is 0.931, 
on the other hand, the AUROC by SVM and BLM models are 0.906 and 0.778, 
respectively. The AUPR values are 0.659, 0.673 and 0.307 according to EBM, SVM, 
and BLM. The effect of data under-sampling on ROC/PR curves are illustrated in 
Fig. 6.1(b). To validate the prediction power of classifiers considering the 
anticipated gap model as well as data under-sampling technique, similar ROC/PR 
curves have been plotted in Fig. 6.2. The area under receiver operating 
characteristic curve(AUROC) by EBM model is 0.972, on the other hand, the 
AUROC by SVM and BLM models are 0.987 and 0.845, respectively. It is 
concluded that SVM and EBM models belong to “excellent” prediction and BLM 
shows “good” prediction from the properties of ROC in Table 4.2. In cases of SVM 
and EBM, the corresponding AUPR values are 0.970 and 0.801, respectively. 
However, the AUPR by BLM is 0.658 that means worse performance than SVM 
and EBM.
(a) ROC Curve (b) PR Curve
Figure 6.1 ROC and PR curves with adjacent gap model
before data under-sampling.
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(a) ROC Curve (b) PR Curve
Figure 6.2 ROC and PR curves with anticipated gap model
after data under-sampling.
6.2 Performance Evaluation of Classifiers by Sampling Interval
Due to the fact that NGSIM datasets have a problem of imbalance between 
numbers of “rejected” cases and “accepted” cases, which causes the poor prediction
power of the lane-change prediction model; therefore, “sampling time interval” 
method is applied. “Sampling time interval” method is conducted by following 
steps: first is to find the point for when merging vehicle completes its lane-change; 
and second is to reduce the number of “rejected” cases(0) by applying different 
sampling time intervals by starting from the point of merging (i.e. when it displays 
“1”). 
With resampled dataset based on “sampling time interval”, distribution of 
distance error and time error are plotted as shown in Figure 6.3. Distance Error (in 
meter) indicates the difference between actual merging point and expected merging 
point by prediction models. On the other hand, Time Error (in second) means the 
difference between actual merging time and expected merging time by prediction 
models.
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(a) Distribution of distance error (εd).
(b) Distribution of Time Error (εt).
Figure 6.3 Distribution of distance and time errors after data reduction 
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Table 6.9 Percent of correctly predicted data by prediction models.
Prediction
Model








The performance of the prediction models is compared in terms of distribution of 
distance and time error. Figure 6.3(a) illustrates the distribution of distance as well 
as Figure 6.3(b) shows the distribution of time. It is observed from Figure 6.3 that
more number of predicted data derived from SVM and EBM is located more 
concentrated at error (εd or εt) =0. Table 6.9 summarizes the result from distribution 
of distance and time error (i.e. percent of data correctly predicted by prediction 
models (BLM, SVM, EBM)). From Table 6.9, the percent of correctly predicted 
data based on distribution of distance by SVM model is 95%, on the other hand, the 
percent of correctly predicted data by EBM and BLM models are 93% and 85%, 
respectively. The percent of correctly predicted data in terms of distribution of time
values are 94%, 92% and 84% according to SVM, EBM, and BLM. This means that 
SVM and EBM show better prediction performance as compared to BLM.
6.3 Decision-Making Process by Vehicle Trajectory
It is very important to draw the plot of vehicle trajectories to identify the decision 
making process of merging vehicles. For this purpose, the silhouette diagram by K-
means clustering has been illustrated in Figure 6.4(a) showing 3 clusters according 
to different vehicle trajectory patterns. The corresponding vehicle trajectories are 
shown in Figure 6.4(b). For simplicity, the segments of lane changing trajectories 
are only considered with uniform length (20 sec) in this study since a normal lane 
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changing is finished in 20 sec according to Salvucci and Liu(2002) and Toledo and 
Zohar(2007). The variation of lateral position of vehicles has been plotted with 
respect to the truncated time interval of vehicle trajectories ranging from -10 sec to 
+10 sec in reference to the merging point of lane boundary. The similar vehicle 
trajectories are shifted to a single merging point to estimate the overall merging 
patterns. As shown in Figure 6.4(b), the Cluster III represents that the merging 
vehicles move aggressively from Lane 6 to Lane 4 that is excluded in this study. 
The number of vehicles belonging to Cluster III is only 22. The difference of 
Cluster I(186 vehicles) and Cluster II(157 vehicles) is the required access times for 
passing the merging point of lane boundary. Cluster II needs more access times to 
be merged into the target lane as compared with Cluster I. Thus Cluster-I and 
Cluster-II classified by vehicle trajectory patterns represent “direct merging” and 
“chase merging”, respectively.
To confirm the merging patterns using cluster types, Figure 5.2 illustrates the 
merging patterns and gap selection scenarios. Merging vehicles taking their original 
gap as their targeting gap are called “direct merging” (Wan et al, 2016; Chu, 2014)
as shown in Figure 5.2(b). On the other hand, if a merging vehicle follows the 
original-gap-target, this is called “direct merging” as shown in Figure 5.2(c).
According to these classification of merging patterns, it is noted that “Cluster-I” and 
“Cluster-II” may belong to “direct Merging” and “chase Merging”, respectively, as 
mentioned before.
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(a) Silhouette diagram showing 
3 clusters.
(b) Representative trajectory 
patterns.
Figure 6.4 Classification of trajectory patterns by K-means clustering.
The discretized lateral velocity from the MLC vehicle trajectories every 0.5 sec 
based on lateral position has been illustrated in Figure 6.5 according to direct 
merging pattern as well as chase merging pattern. In other words, the MLC 
trajectories in terms of lateral position are fitted by a fifth-order polynomial 
showing “S”-like curves and thus the discretized lateral velocity can be obtained 
numerically by differentiating as defined in Eq. (5.3).
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Figure 6.5 Lateral position and discretized lateral velocity for Cluster I
(direct merging).
As shown in Figure 6.5, the vehicle trajectory and corresponding discretized 
lateral velocity for direct merging are illustrated with respect to time t. Due to the 
characteristics of direct merging(Cluster-I), merging of vehicles completes within 
approximately 5.5 sec. The duration time (a) is estimated by 4.4 sec that is counted 
by crossing time of lane boundary. Also, the times for merging acceleration (b) and 
merging relaxation (c) after passing the lane boundary are detected by 5.5 sec and 
7.2 sec, respectively. Applying merging acceleration can be proceeded with the 
increase of vehicle speed to reach the desired merging position. The merging 
relaxation is detected when the merging vehicle feels comfortable to apply the 
continuous lane-change maneuver after moving into the target lane. The amplitude 
of lateral velocity (d) is read by 0.8 m/sec.
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Figure 6.6 Lateral position and discretized lateral velocity for Cluster II
(chase merging).
In case of chase merging(Cluster-II) shown in Figure 6.6, however, duration 
time (a) is estimated by 5.1 sec and the times for merging acceleration (b) and 
merging relation to be stable position are detected by 7.2 sec and 6.9 sec, 
respectively. The amplitude of lateral velocity (d) is read by 0.5 m/sec. In general, 
the duration time of lane-change can be influenced by the merging patterns or risk-
taking characteristics of drivers with respect to length of acceleration lane, traffic 
condition of target lane and existence of off-ramp, etc. From the analysis of vehicle 
trajectories, it is noted that the average lane-change duration and merging 
acceleration times for direct merging pattern decrease as compared with chase 
merging pattern. This is mainly due to the characteristics of chase merging may last 
a much longer time for lane-change. Similar finding is detected in case of lateral 
velocity amplitude. The amplitude of lateral velocity of direct merging read by 0.8
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m/sec is greater than that of chase merging read by 0.5 m/sec that is caused by the 
accelerated action to move into a mainline within the shorter time. To show the 
errors in reference to the observed model, two performance indices are used such as 
















                  (6.2)
(a) Vehicle trajectory for direct merging pattern.
(b) Vehicle trajectory for chase merging pattern.
Figure 6.7 Comparison of vehicle trajectories between direct and chase merging 
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patterns according to prediction models.
The estimated errors are based on the half of whole vehicle trajectory (-10 
sec<t<0 sec) as compared with the observed merging vehicles classified in Table 
6.10 considering Cluster-I(direct merging) and Cluster-II(chase merging). In cases 
of prediction models after data under-sampling, the vehicles classified as True-
Positive(TP) cases in Figure 6.7 are selected for comparison purpose. It is noted that 
BLM holds the highest error, especially in direct merging pattern as compared with 
SVM and EBM. However, there is no significant discrepancy of errors among three 
prediction models in case of chase merging pattern.
52
Table 6.10 Errors of prediction models with respect to the observed model.
(-10 sec<t<0 sec: error analysis region before crossing lane boundary)














Table 6.11 Number of True-Positive(TP) vehicles by prediction models.
Cluster Type Observed 
Merging 
Vehicles





184 56 112 132
Cluster – II
(Chase Merging)
159 106 115 122
Cluster III 22 14 10 11
Total 365 176 237 265
Table 6.10 gives the errors by MAE and RMSE have been calculated focused on 
the merging region (-10 sec<t<0 sec) since prediction models are related to merging 
decision according to whether the center of front bumper of merging vehicle crosses 
the lane boundary. Thus the estimated errors are based on the half of whole vehicle 
trajectory as compared with the observed merging vehicles classified in Table 6.11
considering Cluster-I(direct merging) and Cluster-II(chase merging). In cases of 
prediction models after data under-sampling, the vehicles classified as True-
Positive(TP) cases, as shown in Tables 6.4-6.6 or Table 6.11, are selected for 
comparison purpose. The detailed number of classified vehicles are presented in 
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Table 6.10. It is noted that BLM holds the highest error, especially in direct merging 
pattern(MAE=10.543, RMSE=2.450) as compared with SVM(MAE=0.016, 
RMSE=0.127) and EBM(MAE=0.001, EBM=0.033). However, there is no 
significant discrepancy of errors among three prediction models in case of chase 
merging pattern.
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(a) Distribution of distance error for Cluster I (εd).
(b) Distribution of time error for Cluster I (εt).
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(a) Distribution of distance error for Cluster II (εd).
(b) Distribution of time error for Cluster II (εt).
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(a) Distribution of distance error for Cluster III (εd).
(b) Distribution of time error for Cluster III (εt).
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Table 6.12 Percent of correctly predicted data by prediction models for Cluster I.
Prediction
Model








Table 6.13 Percent of correctly predicted data by prediction models for Cluster II.
Prediction
Model








Table 6.14 Percent of correctly predicted data by prediction models for Cluster III.
Prediction
Model








The percent of correctly predicted data can be computed separately depending on 
types of clusters. Figure 6.8-6.10 illustrates the distribution of distance as well as
shows the distribution of time. Based on Figure 6.8-6.10, it is observed that more 
number of predicted data derived from SVM and EBM is located more concentrated 
at error (εd or εt) =0. Table 6.12-6.14 summarize the result from distribution of 
distance and time error (i.e. percent of data correctly predicted by prediction models 
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(BLM, SVM, EBM)). From Table 6.12, the percent of correctly predicted data 
based on distribution of distance for Cluster I by SVM model is 94%, on the other 
hand, the percent of correctly predicted data by EBM and BLM models are 83% and 
61%, respectively. The percent of correctly predicted data in terms of distribution of 
time values are 94%, 83% and 59% according to SVM, EBM, and BLM. This 
means that SVM and EBM show better prediction performance as compared to 
BLM. From Table 6.13, the percent of correctly predicted data based on distribution 
of distance for Cluster II by SVM model is 94%, on the other hand, the percent of 
correctly predicted data by EBM and BLM models are 83% and 62%, respectively.
The percent of correctly predicted data in terms of distribution of time values are 
94%, 83% and 60% according to SVM, EBM, and BLM. This means that SVM and 
EBM show better prediction performance as compared to BLM. From Table 6.14, 
the percent of correctly predicted data based on distribution of distance for Cluster 
III by SVM model is 94%, on the other hand, the percent of correctly predicted data 
by EBM and BLM models are 83% and 62%, respectively. The percent of correctly 
predicted data in terms of distribution of time values are 94%, 83% and 60% 
according to SVM, EBM, and BLM. This also shows that SVM and EBM have 
better prediction performance as compared to BLM.
6.4 Classification of Merging Patterns
Choudhury et al. (2007) are one of the few authors explicitly classify the driver’s 
behaviors into timid and aggressive where the anticipated gap is split into a lead gap
and a lag gap. As shown in Figures 6.11-6.14, the boundary curves proposed by 
Choudhury et al. (2007) have been marked by a solid line and a dotted line to define 
timid and aggressive drivers. As for direct and chase merging patterns, the observed 
model using 365 accepted vehicles (direct: 184, chase: 159) shows the relation 
between anticipated gap and distance to end of acceleration lane. It is found that two 
different types of merging pattern are clearly distributed into two groups by circular 
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and triangular tick marks. In case of direct merging, merging vehicles complete the 
lane change near the start line of acceleration lane as it is expected. It is also known
that the classified direct merging may belong to aggressive drivers. However, the 
chasing merging pattern is widely spread out from center line to end line of 
acceleration lane. In other words, it is not clearly grouped in contrast to direct 
merging due to the weaving action since the off-ramp is installed near the end of 
acceleration lane. Nevertheless, the chase merging pattern is close to timid driving 
behavior. However, relation between anticipated gap and distance to end of 
acceleration lane by prediction models using True-Positive vehicles classified in 
contingency matrix is shown in Figures 6.11-6.14. In case of BLM, number of True-
Positive vehicles is 176(direct: 56, chase: 106). On the other hand, 237 accepted 
True-Positive vehicles (direct: 112, chase: 115) by SVM, and 265 accepted True-
Positive vehicles (direct: 132, chase: 122) by EBM, respectively as shown in Table 
6.11. It is noted that the distribution of merging patterns by SVM and EBM using 
only accepted True-Positive vehicles shows an excellent agreement with the 
distribution of merging patterns by the observed model. However, there are some 
discrepancies in the distribution of merging patterns by BLM as compared with the 
observed model, mainly due to the insufficiency of classified True-Positive vehicles.
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Figure 6.11 Relation between gap and distance to end of acceleration lane by 
observed model using accepted vehicles in contingency matrix.
Figure 6.12 Relation between gap and distance to end of acceleration lane by 
BLM using True-Positive vehicles in contingency matrix.
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Figure 6.13 Relation between gap and distance to end of acceleration lane by 
SVM using True-Positive vehicles in contingency matrix.
Figure 6.14 Relation between gap and distance to end of acceleration lane by 
EBM using True-Positive vehicles in contingency matrix.
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Chapter 7 Conclusions
The evaluation study applying SVM(support vector machine) and 
EBM(ensemble boosting method) algorithms to lane-change detection has been 
carried out at the US-101 site. For this study, the data processing by Hampel filter, 
data under-sampling technique and K-means clustering have been considered to 
improve the data quality as well as to create the balanced dataset. Firstly, impulsive 
noise and outlier noise of data were removed by Hampel filtering. Secondly, 
duplicate elimination by averaging was adopted to combine duplicate data with a 
single averaging value as well as sampling time interval technique was used to 
reduce the number of “rejected” cases by a certain time interval. Thirdly, the 
merging patterns of drivers were classified into direct, chase and yield merging by 
K-means clustering. At the same time, the “anticipated gap acceptance” theory 
proposed by Choudhury(2007) was used by considering the interaction of lead and 
lag vehicles with respect to a subject vehicle. From the numerical analyses, the 
following results can be summarized:
(1) The proposed prediction models by SVM and EBM improve not only the 
overall classification power, but also significantly reduce the prediction 
errors for lane change detection at the freeway on-ramp.
(2) For performance evaluation, the contingency matrix, ROC/PR curves and 
skill scores such as bias, precision, recall(POD), F-measure, FAR, and HSS. 
It is concluded that the machine algorithms outperform the conventional 
BLM predictor for imbalanced datasets and are insensitive to the relative 
numbers of training data in accepted and rejected cases. Thus these results 
evidence the applicability of machine algorithm in traffic data analysis.
63
64
(3) It is noted that the data under-sampling techniques have a great effect on 
creating the balanced dataset as well as improving the data quality.
(4) The merging patterns under MLC condition of US-101 site can be 
classified into direct, chase and yield merging in spite of weaving 
phenomenon. However, the number of vehicles corresponding to yield 
merging is only five. For this reason, the yield merging pattern has been 
excluded in this study.
(5) The duration time and amplitude of lateral velocity for direct merging and 
chase merging are investigated by 4.4 sec and 5.1 sec as well as 0.8 m/sec 
and 0.5 m/sec, respectively.
(6) The BLM predictor holds the highest error, especially in direct merging 
pattern(MAE=10.543, RMSE=2.450) as compared with SVM(MAE=0.016, 
RMSE=0.127) and EBM(MAE=0.001, RMSE=0.033). However, there is 
no significant discrepancy of errors among three prediction models in case 
of chase merging pattern.
(7) As for direct and chase merging patterns, the observed model using 356
accepted vehicles (direct: 184, chase: 159) in contingency matrix shows the
relation between anticipated gap and distance to end of acceleration lane.
However, prediction models using True-Positive vehicles classified in 
contingency matrix. In case of BLM, number of True-Positive vehicles is 
176(direct: 56, chase: 106). On the other hand, 237 accepted True-Positive 
vehicles (direct: 112, chase: 115) by SVM, and 265 accepted True-Positive 
vehicles (direct: 132, chase: 122) by EBM, respectively. 
(8) It is noted that the distribution of merging patterns by SVM and EBM using 
only accepted True-Positive vehicles shows an excellent agreement with 
the distribution of merging patterns by the observed model. But, there are 
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some discrepancies in the distribution of merging patterns by BLM as 
compared with the observed model that are mainly due to the insufficiency 
of classified True-Positive vehicles.
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고속도로 합류부에서는 본선부차선과 합류부차선의 교통류가 혼입됨에 따른
상호작용뿐만 아니라 다양한 교통영향인자(즉, 교통량의 상태, 도로기하구조, 
weaving, 운전자 행태에 따라 달라지는 개인적 반응 등)로 인하여 차로변경여부
를 예측하는 것은 매우 어렵다. 또한, NGSIM US-101 데이터는 동일한 교통상황
에서 한 운전자가 여러 번에 걸쳐 비합류 결과(non-merge event)를 발생시키는 반
면, 1개의 합류결과(merge event)만을 생성하는 데이터 구조를 갖기 때문에 본질적
으로 불균형 데이터가 만들어 진다. 즉, 다수의 “rejected cases”에 비해 소수의
“accepted cases”로 구성된다. 이와 같이 불균형 데이터 구조를 갖고 차로변경여부
의 판정은 다수의 경우에 편중(biased)하게 되기 때문에 종종 “accepted cases”를
“rejected cases”로 오분류될 수 있다. 강제차로변경(MLC) 환경 하에서 합류차량의
차로변경의 판정을 위해 제안된 분류기들의 성능을 향상시키고, 불균형 데이터
를 완화시키기 위해서 본 연구의 전략은 3가지로 요약될 수 있다.
첫째는, 자료 불균형문제 해결을 위해 데이터 샘플링기법을 도입하여 분할표
(contingency matrix)와 이를 활용한 다양한 평가지표(skill scores) 및 ROC/PR 곡
선을 통해 분류성능을 보이고자 한다. 이 목적을 위해 먼저 MATLAB 프로그램에
내장되어 있는 Hampel 필터링 기법을 사용하여 비정상적 이상치의 제거와 측정
오차를 저감시켰다. 또한 “rejected cases”의 개수를 줄이기 위해 데이터저장을
위해 EXCEL Spread Sheet에 많이 사용되는 평균화에 의한 복제데이터 제거
(duplicate elimination by averaging)와 샘플링 시간간격 조절에 의한 데이터 축
약(data reduction by sampling time interval) 방법이 모색되었다.
둘째는, 최근 통계학, 의학 및 전산학 등에 많이 사용되는 기계학습(machine 
algorithm)에 기초를 둔 비모수법 형태의 SVM(서포트벡터 기계학습)과 EBM(앙
상블 부스팅법)으로 기존에 많이 통용되어 왔던 모수법인 BLM(이분형 로지스틱
모델)과 비교하여 합류부에서의 차로변경 여부에 대한 예측을 상호비교 하였다.
참고로 BLM은 여러 매개변수의 선형조합으로 정의되는 확률함수로 차로변경 여
부를 판정한다.  
셋째는, MIT공대의 Choudhury가 2007년에 제안한 예상간격모델(anticipated 
gap model)로 기존에 사용되었던 합류차량과 주변차량이 등속운동을 한다는 가
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정하에 계산되는 인접간격(adjacent gap)에 합류차량을 중심으로 선행 및 후행차
량이 차로변경을 하는 동안 가속운동을 한다는 가정하에 주변차량의 동적효과에
의한 추가적인 간격변동을 고려하는 방식이다. 차로변경을 결정하는 임계간격
(critical gap)은 차로변경에 큰 영향을 주기 때문에 새롭게 제안된 모델을 반영하
여 분류성능 효과를 확인하고자 하였다.
한편 제안하는 기게학습 기반 분류기들의 확장성을 보이기 위해 분할표에서
True-Positive(분류기에 의해서도 합류판정, 측정값도 합류판정인 차량)로 분류된
차량만을 갖고 실제 미시교통해석(microscopic traffic analysis)을 수행하였다. 차
량궤적의 그래프작성을 통해 차로변경 결정(decision making process)을 구분하
고 합류행태를 직접합류(direct merging), 추적합류(chase merging) 및 기타합류
로 분류하였다. 이 목적을 위해 차량궤적을 구분하기 위해 K-means 클러스터링
알고리즘이 적용되었다. 각각의 분류기에서 생성된 합류차량의 횡방향 변위와
실제 측정치와의 오차분석을 수행하였다. 특히, 직접합류의 경우 BLM은 많은 오
차를 SVM과 EBM에 비해 보여주었다. 또한, 샘플링 시간간격을 통한 데이터 축
약기법에 의해 데이터의 횡방향 변위와 시간에 대한 분포를 도시하여 분류기의
성능평가 및 오차분석이 수행되었다.
자세한 차량궤적의 데이터는 NGSIM(Next Generation Simulation) US-101 구간
데이터가 사용되었다. 여러 분석과 평가를 통해 다음과 같은 결과가 도출되었다.
즉, 기계학습 기반의 비모수 분류기는 NGSIM 데이터의 불균형 정도에 상관없이
기존의 모수법 기반의 분류기에 비해 개선된 예측정확도를 보여준다. 그리고 데
이터 샘플링기법과 예측간격모델(anticipated gap model)은 데이터 불균형을 완
화시키고 데이터의 질을 높여 주는 것으로 판단된다.
핵심용어 : SVM(서포트벡터 기계학습), EBM(앙상블 부스팅법), 차로변경 예측, 
데이터 샘플링기법, 예측간격모델(Anticipated Gap Model), K-means 클러스터링, 
Hampel 필터링, 차로변경 결정(Decision Making Process)
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