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Abstract
We analyze the stability of the temperature profile of an array of computing nanodevices
refrigerated by flowing superfluid helium, under variations of temperature, computing rate,
and barycentric velocity of helium. It turns out that if the variation of dissipated energy per
bit with respect to temperature variations is higher than some critical values, proportional
to the effective thermal conductivity of the array, then the steady-state temperature profiles
become unstable and refrigeration efficiency is lost. Furthermore, a restriction on the
maximum rate of variation of the local computation rate is found.
Keywords: Stability analysis; Computer refrigeration; Superfluid helium; Thermodynamics
of computation.
AMS Subject Classifications: 76A25, (Superfluids (classical aspects)) 80A99. (all’interno
di Thermodynamics and heat transfer)
1 Introduction
Thermodynamics of computation [1], [2], [3], [4] is a major field of current research. On
practical grounds, a relevant part of energy consumption in computers is related to refrigeration
costs; indeed, heat dissipation in very miniaturized chips is one of the limiting factors in
computation. On the other side, the lowest dissipation limits in computation and the concept
of reversible computation [1], [2] are relevant questions in mathematical physics, as well as the
linear stability analysis of the system [5, 6].
In this paper we combine some concepts of thermodynamics of computation with the stabil-
ity of computer refrigeration in the particular case of superfluid refrigeration. The motivation
is quantum computation, which must be carried out at very low temperature, in order to
maximize as much as possible the duration of quantum coherent states of the system [7], [8],
[9], [10]. Amongst the refrigeration techniques, the use of superfluid helium is one of the most
practical possibilities [11], [12], [13], [14], as also confirmed by its use as refrigerator at CERN
0E-mail addresses: michele.sciacca@unipa.it (M. Sciacca), ant.sellitto@gmail.com (A. Sellitto),
luca.galantucci@newcastle.ac.uk (L. Galantucci), david.jou@uab.cat (D. Jou).
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Figure 1: An overhead view of the hot-dissipating cylinders inside a channel with rectangular
cross-section, filled with refrigerating superfluid helium. The heat flows along x-direction
whereas y and z refers to the transversal directions, with −a/2 ≤ y ≤ a/2 and 0 ≤ z ≤ b, a
and b being the width and thickness of the channel, which is assumed to be very long in the
flow direction (along the x axis).
and its ability to flow in very narrow channels. In our previous papers [15], [16], [17] we have
modeled the system to be refrigerated as a regular array of dissipating nanocylinders, each of
them representing a set of several chips. To optimize the operation of the system, a regular,
stable refrigeration is needed. Thus, the analysis of the stability of the temperature profile is
a practically relevant topic in the search for optimal cryogenic stategies of such arrays. In the
present paper we complement previous analyses [15], [16], [17] by considering the stability of
the temperature profile.
In our simplified model, we considered that the nanocylinder in the position (i, j) of the
array (with i and j natural numbers, respectively, indicating the row and the column of the
corresponding nanocylinder in the array, see Fig. 1) was dissipating a heat Q˙ij per unit time.
We assumed that this heat was related to the operations carried out in the devices, in such
a way that one may indicatively consider Q˙ij = n˙ijTijs
′
ij(T ), with n˙ij being the computation
rate (number of bits processed per second), Tij the temperature of the (i, j) device and s
′
ij(T )
the entropy produced for each bit being processed. This is the subject of many analyses of
thermodynamic limits of computation [18].
Nowadays, the most efficient computers dissipate some 10−17 J per elementary operation
(the processing of one bit) at room temperature, whereas the classical theoretical limit would
be of the order of KBT ln 2, which is of the order of 10
−21 J per elementary operation at room
temperature. The difference between actual dissipation and theoretical minimum dissipation
is related to dissipative effects in electron motion in a transistor [19], [20]. The number of
transistors per unit area may be very high, because the progress in miniaturization has led to
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a dramatic increase of the density of transistors per unit area of the device.
In our previous analyses we considered Q˙ij constant in time. Of course, this is not totally
realistic, because n˙ij is expected to change in time according to the computation needs of the
program. Since this rate will change in time, we will consider its variations as a perturbation.
Furthermore, the temperature profile itself may have some spontaneous perturbations, and the
local velocity v of the superfluid helium may also fluctuate. Thus, we will study the stability
of the temperature profile subject to these three sources of perturbation.
In Section 2 we present the mathematical model used in this paper and we briefly review the
results of our previous papers on this topic and we state new further mathematical results; in
Section 3 we study the linear stability of the temperature profile and the bounds on processing
rate (dissipated heat) which may be dealt with by using helium cryogenics. Section 4 is devoted
to the discussion of the main results of the paper.
2 The mathematical model
In this section we derive the effective thermal resistance of liquid helium through an array of
parallel cylinders between two parallel plates orthogonal to the cylinders. Though the main
results (2.21), (2.22) and (2.23) were derived in Ref. [16] here we clarify and generalize some
mathematical aspects of the previous derivation. Note that heat transport in superfluid helium
is not described by Fourier’s law, but by more complicated equations, which are able to cope
with the complexities of this system.
We aim to consider heat removal from the system by means of superfluid helium with and
without net mass flow. For this reason we consider the basic equations for the specific volume
(volume per unit mass) V = ρ−1, ρ being the total mass density, the velocity v, the specific
internal energy  and heat flux q which are [21], [22], [23], [24], [25]
ρV˙ −∇ · v = 0 (2.1)
ρ˙+∇ · q + p∇ · v = σ (2.2)
ρv˙ +∇p− η∇2
(
v +
q
ST
)
= 0 (2.3)
q˙ +
λ1
τ
∇T − ηλ1
τS
∇2
(
v +
q
ST
)
= σq (2.4)
where S is the entropy per unit volume, p pressure, T temperature, τ the relaxation time of q,
λ1 and η can be interpreted as the thermal conductivity and the shear viscosity respectively,
when applied to a classical fluid [23], the ratio λ1/τ is related to the second-sound speed. The
rigth-hand side σq of equation (2.4) is the production term, which in the laminar regime is
σq =
1
τ
q and that in the presence of quantized vortices becomes σq =
1
τ
q + KLq, with L
being the vortex length density (giving the length of of quantized vortices per unit volume)
and K is a coefficient proportional to the quantum of circulation κ. In Refs. [26] and [24]
we have evaluated how much the presence of quantized vortices reduces the efficiency of the
refrigeration by means of superfluid helium and in Refs. [27, 28] how the profile of the heat
flux (and the normal component) is modificed by their contribution.
The continuity equation (2.1) has been written in terms of the specific volume V instead
of the usual density ρ for future purposes. Since we want to avoid quantum turbulence we
will take L = 0 in σq; otherwise, an additional evolution equation for L and the term KLq
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in σq should be included. Eq. (2.4) replaces the classical Fourier’s law in the description
of heat transfer in HeII. Thus, the classical results for heat transfer in arrays described by
Fourier’s law must be modified in order to account for heat transport in the system we are
considering. The source term σ in Eq. (2.2) corresponds to the supplies of internal energy
acting on the system. In our case they represent the heat-dissipating nanodevices whose heat
we want to remove from the system, namely, the product of the number of bits processed per
unit time times the energy dissipated per bit. For instance, at a processing rate of 4 GHz and
a dissipated energy of 10−15 J per bit processed, a representative value of the heat dissipated
in every nanocylinder of the array would be of the order of 4 · 10−4 W, at room temperature.
This value could be much reduced at low temperature and in quantum computation.
In Eqs. (2.1)–(2.4) the upper dot stands for material derivatives, i.e.
∂
∂t
+ (v · ∇). In
Eq. (2.2), σ is given by the particular system we want to refrigerate, which will be related to
the computation rate below, and the main physical challenge is to obtain q, which is the heat
transported inside the system by conduction, or by internal convection.
Let’s briefly recall what we have found in our previous studies [16], [26]. First, let us
consider the flow inside the channel with rectangular cross-section (x being the coordinate
along the channel, and y and z the transversal coordinates). The hypothesis of long channel
(as compared to its width a along y and thickness b along z) and laminar regime of the flow
allows the fields v and q to be x-independent. We also assume that σq = 0 in Eq. (2.4)
because L = 0 and q/τ is negligible (since it is experimentally found to be very small because
of the high value of τ).
For the boundary conditions, in the two-fluid model it is assumed that the normal compo-
nent is a viscous fluid and that the superfluid component is an inviscid fluid, which suggests
to set u
(n)
|∂σ = 0 and slip condition for u
(s), with u(n) and u(s) being the normal and superfluid
velocity, respectively, and with σ the transversal section of the channel and ∂σ its countour.
In the context of the one-fluid extended model, superfluid helium is described by equations
(2.1)–(2.4) with the issue on the boundary conditions for all the fields involved in the model
(2.1)–(2.4) still open. Our statement is confirmed from some recent experimental studies per-
formed by the La Mantia’s group (Prague), who have investigated the interaction between
particles and quantum turbulence in the proximity of the heater in counterflow experiments in
superfluid helium. They have found an unexpected different behaviour in the proximity of the
heater than in the bulk: vortex line density is two order of magnitude higher near the heater
than that in the bulk. Thus, according to the rule L1/2 ∝ vns ∝ q (where vns is the modulus
of the average relative velocity between the normal component and the superfluid component,
and q is th modulus of the heat flux), this would mean that vortex line density L near the heater
is higher because of the higher value of the counterflow velocity vns (or equivalently the heat
flux q). However, it is expected that the heat flux is the same along the mean flux direction,
contraddicting the rule L1/2 ∝ q. Thus, more efforts for understanding the contribution of the
boundary conditions are worth of future consideration both from theoretical and experimental
point of view. This uncertainty will be reflected to all the fields involved in Eqs. (2.1)–(2.4).
Regarding the velocity field, a choice may be to set v|∂σ = 0 because of the small viscosity η in
superfluids. The boundary condition of the heat flux q is instead more arduous to choose. In
phonon hydrodynamics (when the mean free path of the phonons is smaller than the smallest
size of the system) it is usually set q|∂σ = 0, as made in Refs. [24, 16], whereas in dilute
phonon flow (namely, when the mean free path of the phonons is of the same order of the size
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of the system) the usual constant boundary condition is q|∂σ = C`
∂q
∂n |∂σ
, with C and ` being
a numerical constant of the order of the unity and ` the mean free-path of the heat-carriers
[29, 26]. Here, for the sake of simplicity and lack of suitable information, we choose q|∂σ = 0
as in phonon hydrodynamics. Thus, we can assume, as in Refs [24, 16], that:
v|∂σ = q|∂σ = 0. (2.5)
We advise the reader to note that conditions (2.5) refer to the one-fluid model and that
it has not to be extended to the two-fluid model, where it would lead to the contradictory
condition u
(s)
|∂σ = 0. The reader is aware that the question of the boundary conditions on
superfluid helium is still open and it has not been well-considered neither theoretically nor
experimentally.
We want to point out that our results are still valid if we choose the less restrictive boundary
conditions: (
v +
1
ST
q
)
|∂σ
= 0. (2.6)
instead of (2.5).
Thus, in [26] we found that the stationary solution of equations (2.1)–(2.4) with the
boundary conditions (2.5), (or alternative (2.6)) σq = 0, σ = 0 and ∇p constant is as follows:
v(y, z) +
1
ST
q(y, z) = −4b
2
pi3
1
η
∞∑
n,odd
1
n3
[
1− cosh
(
npi yb
)
cosh
(
npi a2b
)] sin(npiz
b
)
∇p. (2.7)
This result corresponds to the steady-state solution of equation (2.3) which has the form
of Navier-Stokes equation for the variable u(n) := v + 1ST q. The field u
(n) naturally arises
from the theory of one-fluid extended model (based on the Extended Thermodynamics) and
it has the dimension of velocity. It was identified as the velocity of the normal component in
the two-fluid extended model, where the word extended refers to the theory of the Extended
Thermodynamics [25]. From the equations of the one-fluid model (2.1)–(2.4), an evolution
equation for u(n) can be obtained (see Ref. [25] for more details), which, neglecting the bulk
viscosity, is:
u˙(n) = − 1
ρn
∇pn − ρs
ρn
s∇T + η
ρn
∇2u(n) (2.8)
where u˙(n) =
∂
∂t
u(n)+(u(n) ·∇)u(n) and ∇pn = ∇p−ρs
(
(u(n) − u(s)) · ∇)u(n). Assuming that
σ = 0 and V˙ = ˙ = 0 in Eqs. (2.1)–(2.4), then we recover the further condition ∇ · u(n) = 0.
Thus, reading the term ∇pn + ρss∇T in (2.8) as the gradient of a net pressure P , equation
(2.8) formally becomes the Navier-Stokes equation with ∇ · u(n) = 0.
In Ref [30] the stability of the laminar flow of a classical fluid in a rectangular duct has
been investigated in terms of the Reynolds number Re and the aspect ratio ϕ =
a
b
of the
rectangular cross-section (a and b being the two sides of the rectangle). More in details, it is
assumed that the total velocity and pressure fields are defined by:
u(x, t) = u0(x) + uˆ(y, z) exp (iα(x− ct)) (2.9)
P (x, t) = P0(x) + Pˆ (y, z) exp (iα(x− ct)) (2.10)
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where u0(x) and P0(x) are, respectively, the stationary values of the velocity and pressure,
uˆ(y, z) and Pˆ (y, z), instead, are the small disturbance of the two corresponding fields (x is
the direction of the duct, y and z are the coordinates in the orthogonal direction), α is the
wavenumber along the x-axis and c = cr + ici is constant, which may depend on α. The
authors analyzed the basic flow with respect to four modes for Reynolds numbers up to 50000
and wavenumbers below 1.1. The results of the linear stability is that the flow is stable for
small aspect ratio ϕ / 3.2 while for ϕ ' 3.2 the stability of the flow depends on the Reynolds
number Re and the wavenumbers α by means of the thresholds Rec and αc. The instability
arises from the first two modes that they find: the mode I shows lower Rec and higher αc than
the ones in the mode II. For instance, for the aspect ratio ϕ = 6 mode I shows instability for
values higher than Rec = 8200 and αc = 0.94, whereas mode II shows instability for values
higher than Rec = 31500 and αc = 0.69. In the case of ϕ = 8, they find Rec = 6800 and
αc = 0.98 for mode I, and Rec = 11000 and αc = 0.89 for mode II. Other exstimations for
mode I are: a) aspect ratio ϕ = 3.5 and Rec = 36600 and αc = 0.71, or ϕ = 4 and Rec = 18400
and αc = 0.71, or ϕ = 5 and Rec = 10400 and αc = 0.91, or ϕ = ∞ (plane Poiseuille flow)
and Rec = 5772 and αc = 1.02 [30].
These results can be applied to the velocity of the extended normal fluid field u(n) and
pressure P = pn+ρsT under the hypothesis mentioned below equation (2.8). Of course, these
results are strongly related to our hypothesis on the boundary conditions (2.5) (or alternatively
(2.6)). However, since a more general expression for the boundary conditions does not preclude
our choice, which we think to be physically realistic, we claim that the above thresholds for
Reynolds number and the wavenumber will hold for the instability of u(n). On the other hand,
we cannot make strong statements with respect of the stability of the flow. The classical
Reynolds number Re, in terms of u(n), takes the form
Reg :=
(
v +
q
ST
) ρa
η
, (2.11)
with the appearance of the average speed v and the average heat flow q along the channel.
Thus, expression (2.11) defines a generalized Reynolds number and the results from [30] can
be read in terms of Reg instead of Re. Thus we can assert the following Remark.
Remark 2.1 The stationary solution (2.7) is linear unstable for Reg > Regc, where Regc is
the threshold of Reg, and in particular for ϕ→∞ then Regc = 5772, as found in Ref. [30].
In Refs. [16], [26] we have evaluated the total flow of the field (2.7) across a transversal
section of the rectangular channel and we have found
∇T = − 12
Sb3a
η
(
abv¯ +
1
ST
Q˙
)1− ∞∑
n,odd
1
n5
192
pi5
b
a
tanh
(
npi
a
2b
)−1 , (2.12)
where v¯ is the mean value of the barycentric velocity, and Q˙ is the total heat current accross
the transverse area. For ϕ = a/b 1, Eq. (2.12) becomes
∇T = − 12
Sb3a
η
(
abv¯ +
1
ST
Q˙
)[
1− 0.63
ϕ
]−1
. (2.13)
Now we distinguish two cases: a) the counterflow situation (v¯ = 0), i.e. absence of net mass
flow, and b) the coflow situation (v¯ 6= 0), i.e. with net mass flow.
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Remark 2.2 One difference between our work and classical hydrodynamics is the appearance
of v +
q
ST
instead of v in equation (2.3) and in the Reynolds number (2.11). Note that if we
write Reg = Re+Re
q
g =
(
vρa
η
)
+
(
q
ST
ρa
η
)
, with Re =
(
vρa
η
)
the classical Reynolds number
and Reqg =
(
q
ST
ρa
η
)
, we see that turbulence can be established because of Re (velocity v) or
Reqg (heat flux q). It is unclear how this kind of turbulence of q may be connected to quantum
turbulence, which refers to the appearance of quantized vortices for quantum thermal Reynolds
number Req =
q
ST
a
κ
, where κ is the the quantum of circulation (h/m) which has the same
dimensions (i.e. length2/time) than η/ρ. Quantum turbulence in counterflow experiments
appears approximately for Req > 210 at T = 1.7 K, namely for Re
q
g =
qa
ST
ρ
η
> 210
κρ
η
= 2350
(because η/ρ = 8.997 ·10−9 m2/s at T = 1.7 K) [31]. Thus, quantum turbulence will appear for
lower values of Reqg than classical heat turbulence, because the latter appears, as mentioned
above, for Reqg higher than 5772, whereas quantum turbulence at T = 1.7 K appears for
Reqg higher than 2350. It follows from here that quantum turbulence puts a more restrictive
condition than classical turbulence on the transport problem we are considering.
Definition 2.1 The thermal resistance of the channel is defined as
Rcheff =
(
Kcheff
)−1
= −A
Q˙
∇T, (2.14)
where A is the transversal area. This is analogous to the electrical resistance according to the
Ohm’s law ∆V = RI, with R the resistance and I the current intensity (total electric charge
crossing the conductor per unit time) and it is the reciprocal of the conductance. Therefore,
according to Eqs. (2.13) and (2.14), Rcheff is given by
Rcheff =
12η
b2S
1[
1− 0.63ϕ
] (abv¯
Q˙
+
1
ST
)
, (2.15)
which in counterflow (approximately v¯ = 0) becomes
Rcheff =
12η
b2S2T
1[
1− 0.63ϕ
] . (2.16)
Remark 2.3 Note that in coflow ∇T is higher when the mean mass and heat flux point
towards the same direction. Instead, ∇T = 0, namely T constant, for v¯ = − 1abST Q˙.
In [16] we have calculated the temperature drop through an array of infinitely long cylinders
in the absence of mass flow v¯ = 0. The direction of the applied heat flux was assumed to be
orthogonal to the cylinders of the arrays. For an array of a lattice of M columns of N + 1
cylinders (of radius R and separation 2c between the center of the neighboring cylinders) we
found
(∆T )cyl ≡
3Mη
2bc2S2T
Q˙
N
{
2 (1− φ) + φ
2
(1− φ2)5/2
·
[
3pi
2
+
(
2 + φ2
)
φ
√
1− φ2 + 3 arctan
(
φ√
1− φ2
)]}
, (2.17)
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where φ = R/c. This leads to the following effective thermal conductivity
Kcyleff =
2S2Tc2
3η(1− φ)
{
2 (1− φ) + φ
2
(1− φ2)5/2[
3pi
2 +
(2+φ2)
φ
√
1− φ2 + 3 arctan
(
φ√
1−φ2
)]}−1
,
(2.18)
where the total transversal width is a = 2N(c−R) = 2cN(1−φ) and the total length along the
channel is l = 2cM [16]. Note indeed that 2(c−R) is the width of the gap between neighboring
cylinders.
Equation (2.18) can be written in terms of the thermal resistance as
Rcyleff =
3η(1− φ)
2S2Tc2
{
2 (1− φ) + φ
2
(1− φ2)5/2[
3pi
2 +
(2+φ2)
φ
√
1− φ2 + 3 arctan
(
φ√
1−φ2
)]}
.
(2.19)
Postulate 2.1 The total resistance through the columns of cylinders inside a plane channel
is
Rtoteff = R
cyl
eff +R
ch
eff . (2.20)
In fact, this could fail if the thickness of the channel becomes comparable (or smaller than) the
average separation between cylinders. Indeed, equation (2.19) has been computed assuming a
velocity profile independent of the position along the cylinders (i.e. independent of the axis).
Instead, equation (2.1) considers a z-dependent velocity profile. Studying the exact form of
the resistance in these conditions would be very complicated, and we will not consider it.
Let’s now consider instead of M arrays of infinitely long cylinders, M array of cylinders
of length b between two parallel walls separated by a distance b. The effective total width for
fluids transport will be a = N2(c−R) = N2c(1−φ) and legth l = M2c, where φ = R/c, then
in [16] and [17] we have found the total effective thermal conductivity Keff for such an array
of cylinders inside the mentioned rectangular channel, which can be written in terms of the
thermal resistance Rtoteff
Rtoteff =
12η
b2S2T
1[
1− 0.63ϕ
] + 3η
2S2Tc2
(1− φ) ·{
2 (1− φ) + φ
2
(1− φ2)5/2
[
3pi
2
+
(
2 + φ2
)
φ
√
1− φ2 + 3 arctan
(
φ√
1− φ2
)]}
,
(2.21)
where ϕ is the aspect ratio ϕ = a/b = 2cN(1− φ)/b.
In Fig. 2 we have plotted the quantity
S2TRtoteff
η
for 100 columns of 100 hot cylinders inside
a thermal counterflow (v¯ = 0) channel with sizes b = 100 nm and three values of c, namely
c = 100 nm, c = 150 nm and c = 200 nm, as function of φ = R/c, i.e. for different values
of cylinders radii. Note that the mentioned ratio depends only on the geometry of the array
(namely, on N , M , c, R and b), whereas the influence of helium prperties and of temperature
appears through η, S and T . Thus, for instance, the value φ = 0.3 in Fig. 2 (blue line) would
refer to a lattice of cylinders with R = 30 nm separated by a gap of 40 nm.
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Figure 2: [color online] The total normalized thermal resistance
S2TRtoteff
η
, with Rtoteff given
by (2.21), is plotted versus the aspect ratio φ for M = 100 columns of N = 100 hot cylinders
inside a thermal counterflow (v¯ = 0) channel with height b = 100 nm. The three plots in figure
refer to three values of c: c = 100 nm, l = 2cM = 2 · 10−5 m and ϕ = a/b = 2cN(1− φ)/b =
2 · 102(1 − φ) (blue line); c = 150 nm (dashed yellow line), and l = 2cM = 3 · 10−5 m and
ϕ = a/b = 2cN(1 − φ)/b = 3 · 102(1 − φ); and c = 200 nm, l = 2cM = 4 · 10−5 m and
ϕ = a/b = 2cN(1− φ)/b = 4 · 102(1− φ) (green dotted line).
For such a system, narrow separation between cylinders means 1 − φ  1 ⇔ φ → 1, i.e.,
the spacing between the cylinders is much smaller than their cross-sectional dimensions; wide
separation between cylinders means φ 1⇔ φ→ 0, i.e., the spacing between the cylinders is
much bigger than their radius R. This means that for transport through an array of cylindrical
obstacles with narrow separation between cylinders [16], i.e. for 1 − φ  1 ⇔ φ → 1, (2.21)
reduces to
Rtoteff = b (1− φ)
η
S2T
 12b3 (1− φ)(1− 0.63ϕ ) +
9pi
2bc2
[
φ2
(1− φ2)5/2
] , (2.22)
and for wide separation between cylinders, i.e. for φ 1⇔ φ→ 0, (2.21) reduces to
Rtoteff = b (1− φ)
η
S2T
 12b3 (1− φ)(1− 0.63ϕ ) +
3
bc2
[
1
(1− φ2)2
] , (2.23)
where φ = R/c.
3 Stability of the solution for the temperature profile
In previous papers [16], [17] we considered two steady-state cryogenic situations removing heat
dissipated by the mentioned array. Here, we analyze the stability of such situations.
In Ref. [16] it was assumed that heat was flowing by pure counterflow: because of the
symmetry of the system, it was flowing from i = 0 to i = N and to i = −N (the upper and
lower boundaries were assumed to be insulating in our particular example). We obtained the
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steady state temperature Ti of the He II at the several positions i ∈ [−N,N ] along the x-axis
(in fact, He II is considered as a continuous system, and its temperature is defined over the
whole continuous zone it is occupying, but for our purpose knowing the temperature at the
discrete set of positions of the cylinders is sufficient to characterize the state of the system for
practical needs).
In Ref. [17] it was assumed the presence of a forced helium convection with volume flow
Q˙v ≡ Av (with A = ab the transversal area of the channel) crossing the system from i = −N
to i = N . In continuous terms, the equation of enthalpy h =  + pV , obtained combining
equations (2.1) and (2.2), becomes
ρ
∂
∂t
h+ ρ(v · ∇)h+∇ · q = σ (3.24)
If the functions h(T ) depends only on T then
ρCp
∂
∂t
T + ρCp(v · ∇)T −Keff∇2T −∇Keff · ∇T = σ (3.25)
where
∂h
∂T
= Cp, with Cp the specific heat at constant pressure, q = −Keff∇T , and ∇Keff =
∂Keff
∂T
∇T . In Ref. [17] we assumed Keff constant in such a way that ∂Keff
∂T
= 0.
Let Q˙i
′
be the sum of the dissipated heat of all the cylinders in column i (i.e., Q˙i
′
=
∑
j Q˙ij
′
,
being Q˙ij
′
the heat dissipated by the (i, j)-nanodevice). In other words, the function σ
describing the source terms in equation (2.2) is composed of all these several cylinders in the
column, i.e., it is a discretized term acting on the positions of the several cylinders.
If we assume v = (v, 0, 0) and q = −Keff∂T/∂x with Keff the constant value given by
the reciprocal of Eq. (2.21) (or of expressions (2.22) or (2.23)) and σ = Q˙i
′
, then the general
steady-state solution of (3.25) is
T0(x) = c1 + c2 e
ρCpv
Keff0
x
+
σ0
ρCpQv
x. (3.26)
where c1 and c2 are integration constants related to the temperature and temperature gradient
at x = 0. In Ref. [17] it was chosen σ0 = Q˙i
′
.
Now we assume that the source term σ in Eq. (3.24) is given in average by
σ =
1
A1
∑
ij
uijn˙ij , (3.27)
where uij is the dissipated energy per proccessed bit (which may be defined as uij = Ts
′
ij)
and n˙ij the local operation rate, with A1 the total area of the system. In more local terms, σ

may be related to the heat dissipated by the cylinders in the local position being considered.
3.1 Perturbations in the temperature of the source terms
In this subsection we are interested to study the linear stability of the stationary solution of
equation (3.25) in terms of the temperature T , the thermal conductivity Keff and the dissipated
energy per proccessed bit uij in σ
. To this end, let’s consider
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T (x, t) = T0(x) + Tˆ exp (i(kx− ωt)) (3.28)
σ(x, t) = σ0 + σˆ
 exp (i(kx− ωt)) (3.29)
Keff(x, t) = Keff0 + Kˆeff exp (i(kx− ωt)) (3.30)
where T0(x), σ

0 and Keff0 are the values of T , σ
 and Keff in the steady state. In particular,
σ0 is given in Eq. (3.27). The coefficients Tˆ , σˆ
 and Kˆeff are small perturbation of the fields,
which we assume to depends only on x and not on y and z. Of course, this choice will give
us the thresholds above which the flow is surely unstable, but nothing we can say about its
stability, because the general case with the perturbations depending on y and z is lacking.
Let’s recall the definition of stability for the stationary solution of our system.
Definition 3.1 The stationary solution Γ0 = (T0(x), σ

0,Keff0) is stable if ∀ > 0 and fixed
t0 there exists η = η(, t) such that any solution Γ(x, t) = (T (x, t), σ
(x, t),Keff(x, t)) with the
condition that |Γ(x, t0)− Γ0| < η implies that
|Γ(x, t)− Γ0| <  ∀t > t0 (3.31)
Remark 3.1 According to the above definition of stability, choosing ∀ > 0, t0 = 0 and any
solution Γ(x, t) = (T (x, t), σ(x, t),Keff(x, t)) with the expressions given by equations (3.28),
(3.29) and (3.30), then we can write
|Γ(x, t)− Γ0|2 = |T (x, t)− T0(x)|2 + |σ − σ0|2 + |Keff(x, t)−Keff |2 =
(
Tˆ 2 + σˆ
2
+ Kˆeff
2
)
eωit
(3.32)
Thus, choosing η =  and ωi < 0, then we have that |Γ(x, 0)−Γ0| =
√(
Tˆ 2 + σˆ
2
+ Kˆeff
2
)
<
η implies that |Γ(x, t)− Γ0| =
√(
Tˆ 2 + σˆ
2
+ Kˆeff
2
)
eωi/2t < ηeωi/2t < η =  because ωi < 0.
In conclusion, we can assert that ωi ≥ 0 is the condition for the instability of our stationary
solution Γ0 because e
ωi/2t becomes a growing function, such that solution Γ(x, t) escapes from
Γ0. Of course, as stated above, we cannot conclude any about the stability of Γ0 because we
should prove that the stability condition is verified for any solution Γ(x, y, z, t).
In this subsection it is assumed that
σˆ =
1
A
∑
ij
Tˆ sijn˙ij , (3.33)
namely, the perturbation lies in the dissipated energy. In the next subsection we will consider
the perturbation of the local operation rate n˙ij .
After inserting Eq. (3.28) into equation (3.25) and using the stationary solution (3.26), we
find:
−iωρCpTˆ + ikρCpvTˆ + k2TˆKeff0 − Kˆeff ∂
2T0
∂x2
− ikKˆeff ∂T0
∂x
=
1
A
∑
ij
Tˆ sijn˙ij (3.34)
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Since only the fourth and fifth terms in Eq. (3.34) depend on x, they must be zero, namely
−Kˆeff ∂
2T0
∂x2
− ikKˆeff ∂T0
∂x
= 0, which occurs for Kˆeff = 0. Hence, equation (3.34) can be splitted
into real and imaginary part:
ωiρCp + k2Keff0 − 1
A
∑
ij
sijn˙ij
 Tˆ = 0 (3.35)
(−ωr + kv) ρCpTˆ = 0 (3.36)
Then, in order that Tˆ may be different from zero, we find from (3.35) and (3.36)
ωi =
1
ρCp
−k2Keff0 + 1
A
∑
ij
sijn˙ij
 (3.37)
and
ωr = kv (3.38)
Expression (3.38) yields the speed of propagation of the temperature signals, given by
vT = ωr/k ≡ v. According to our Remark 3.1, expression (3.37) shows the instability condition
(ωi ≥ 0) in terms of the several quantities, namely
1
ρCp
−k2Keff0 + 1
A
∑
ij
sijn˙ij
 ≥ 0, (3.39)
which, since ρCp > 0, becomes
1
A
∑
ij
sijn˙ij ≥ k2Keff0. (3.40)
Remark 3.2 Expression (3.40) is the instability condition of the solution (3.26) and it is
one of the main results of this paper, which shows the compromise of two central physical
quantities, namely
∂σ
∂T
=
1
A
∑
ij
sijn˙ij and Keff . The term k
2Keff refers to the rate of heat
removal by conduction,
∂σ
∂T
> 0 means that an increase in temperature will increase heat
dissipation rate. When this latter effect increases faster than the rate of heat removal, the
temperature perturbation will increase with time. Note that the most dangerous perturbations
are those with k smaller than K−1eff0
∂σ
∂T
.
3.2 Perturbations in the computing rate of the source terms
Let’s assume now variations in the computing rate n˙ij of the source term σ
 which are
unavoidable in any computer, and which may depend both on time and on space. Since
perturbations in the computing rate may span in a large range of possibilities, here we consider
perturbations of the form in such a way we consider
12
T (x, t) = T0(x) + Tˆ exp (i(kx− ωt)) (3.41)
σ(x, t) = σ0 + σˆ
 exp
(
i(k¯x− ω¯t) (3.42)
Keff(x, t) = Keff0 + Kˆeff exp (i(kx− ωt)) (3.43)
with
σˆ =
1
A
∑
ij
Tsij ˆ˙n, (3.44)
with ˆ˙n = max {nij , 1 ≤ i ≤ N and 1 ≤ j ≤M}, k¯ ∈ R and ω¯ = ω¯r + iω¯i ∈ C with ω¯i =
max
{
ωiji , 1 ≤ i ≤ N and 1 ≤ j ≤M
}
. Let’s assume also that sij = s¯ ∀ 1 ≤ i ≤ N an ∀ 1 ≤
j ≤M.
Introducing (3.41), (3.42) and (3.43) in (3.25) one finds:
−iωρCpTˆ + ikρCpvTˆ + k2TˆKeff0 − Kˆeff ∂
2T0
∂x2
− ikKˆeff ∂T0
∂x
= T0s¯ˆ˙ne
i((k¯−k)x−(ω¯−ω)t) (3.45)
which can be splitted into real and imaginary part
ωiρCpTˆ + k
2TˆKeff0 − Kˆeff ∂
2T0
∂x2
= T0s¯ˆ˙ne
(ω¯i−ωi)t cos[((k¯ − k)x− (ω¯r − ωr)t)] (3.46)
−ωrρCpTˆ + kρCpvTˆ − kKˆeff ∂T0
∂x
= T0s¯ˆ˙ne
(ω¯i−ωi)t sin[((k¯ − k)x− (ω¯r − ωr)t)] (3.47)
Since the unknowns in equations (3.46) and (3.47) are costants to be determined, then we
need to remove the dependence of x and t from these equations. This means that
ωi = ω¯i, Kˆeff = 0, ωr = ω¯r k = k¯ (3.48)
Thus, equations (3.46) and (3.47) become
(ωiρCp + k
2Keff0)Tˆ = T0s¯ˆ˙n (3.49)
(−ωr + kv)ρCpTˆ = 0 (3.50)
Equation (3.49) has the solution
Tˆ =
T0s¯ˆ˙n
(ω¯iρCp + k¯2Keff0)
(3.51)
while equation (3.50) has the solution ωr = kv.
The stability condition is the same we pointed out in the previous subsection, namely
ωi < 0. Thus, according to the results of the current subsection, we can assert that the
stationary solution is unstable for ωi = ω¯i ≥ 0.
When the frequency ω¯i = 0, the condition for the instability is satisfied and the solution is
unstable with the perturbation given by
Tˆ =
T0s¯ˆ˙n
k¯2Keff0
(3.52)
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Remark 3.3 If ω¯i < 0 (which would be stable), equations (3.51) and (3.52) place a stronger
condition on the system, because it is needed that Tˆ + T0 < Tλ, where Tλ is the lambda
transition temperature. If such temperature is reached, the refrigerating helium will be no
longer superfluid. From here a restriction on the maximum value of ˆ˙n, the maximum local
rate of variation of the computation rate, may be found; in particular, from equation (3.52)
we find
T0s¯ˆ˙n
(ω¯iρCp + k¯2Keff0)
< Tλ − T0 (3.53)
3.3 Perturbations by the external velocity
Now, we study the linear stability of the solution (3.26) after perturbations due to the velocity
v, namely, if we assume
v = vxˆ + vˆ(x, y, z)ei(kx−ωt) (3.54)
with vˆ(x, y, z) = (vˆx(x, y, z), vˆy(x, y, z), vˆz(x, y, z)) and
T = T0(x) + Tˆ (y, z)e
i(kx−ωt). (3.55)
with k real and ω = ωr + ωi.
Substituting Eq. (3.55) in Eq. (3.25), we obtain the following equation for Tˆ (x, y, z)
Keff
(
∂2
∂y2
+
∂2
∂z2
)
Tˆ (y, z)− [iρCp(vk − ω) + k2Keff] Tˆ (y, z) = ρCpvˆx(x, y, z) ∂
∂x
T0. (3.56)
Since only the right-hand side of Eq. (3.56) depends on x, then it must be equal to a regular
function f(y, z), namely ρCpvˆx(x, y, z)
∂
∂x
T0 := f(y, z). This implies that
vˆx(x, y, z) =
f(y, z)
ρCp
∂
∂xT0
=
f(y, z)
ρCp
(
c2
ρCpv
Keff0
e
ρCpv
Keff0
x
+
σ0
ρCpQv
) (3.57)
By setting the imaginary terms in equation (3.56) zero then we find the dispersion relation
ωr = vk, and equation (3.56) becomes
Keff
(
∂2
∂y2
+
∂2
∂z2
)
Tˆ (y, z)− [ρCpωi + k2Keff] Tˆ (y, z) = f(y, z). (3.58)
Equation (3.58) is the Poisson equation which, with regular boundary conditions,, admits
solution if the function f(y, z) is regular .
In conclusion, the stationary solution (3.26) is linear stable whenever ωi < 0 and Req <
Recq.
4 Conclusions
In this paper we have explored a concrete relation between two different topics: thermody-
namics of computation, and computer refrigeration. Thermodynamics of computation focuses
the attention on dissipation and heating related to computation. For the refrigeration, we have
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considered the particular case of refrigeration with supefluid helium, because we have in mind
computers at very low temperature, as motivated by the interest in quantum computation.
We assumed that the refrigeration of the particular simplified model of computer consid-
ered here (assumed as a simple regular array of cylindrical chips [15], [16]) is given by equation
(3.25). In that equation, Cp is the specific heat of superfluid helium and Keff is the effective
thermal conductivity, which is the reciprocal of the thermal resistivity (2.21) (or of its particu-
lar limiting expressions (2.22) and (2.23). Note that Cp depends only on the material, whereas
Keff depends also on the geometry of the channel in a complicated form, as we are dealing not
with Fourier heat transport but whith phonon hydrodynamic heat transport.
In the right-hand side of equation (3.25), instead, there is the heating due to computation.
This heating term is represented through expression (3.27), which is a central quantity in
thermodynamics of computation, as in it there appear the computation rate (n˙) and the
entropy produced per each bit being processed (s′ij).
It is found that at constant computation rate, i.e., if the only perturbations to the heating
rate come from temperature perturbations (and their feedback consequences of the heating
rate), the linear stability condition is given by (3.40), i.e. it depends on the rate of variation of
the heating rate σ, with temperature variations depending on the modulus of the wavevector
k of the perturbation, and on the expression for the effective termal conductivity Keff0. This
expression is of particular physical interest as it relates two quantities coming from the different
fields of superfluid helium heat transport (Keff) and from thermodynamics of computation (σ
).
The second main results are Eqs. (3.48) and (3.51) expressing the condition that ω¯i ≥ 0 and
the relation between the amplitudes of computation rate perturbation ˆ˙n and of temperature
perturbation Tˆ . From equation (3.51) itself no explicit conclusion follows. The conclusion
arises when we impose that the total temperature of the system (namely T0+Tˆ as the maximum
temperature) should not exceed the lambda temperature Tλ characterising the superfluid-
normal fluid phase transition. In this case the maximum admisible value for the rate of change
of variation of the local conputation rate per cylinder is restricted by (3.53). It is worth to
mention that for temperature next to the transition temperature Tλ, the mathematical model
of superfluid helium (2.1)–(2.4) has to be extended with an equation for the order parameter
in order to describe the phase transition between He I (classical fluid) to He II (superfluid
helium) [32], [33]). This will be the aims of our future studies.
Equation (3.51) is not related to an indefinite increase of the local temperature, but to a
finite (maybe small) increase, leading the superfluid helium out of the superfluidity regime, in
which case its heat transport ability decreases substantially.
The result in Eq. (3.45) has been obtained in the particular situation in which the pertur-
bations in the local computing rate are given by waves with the same wavevector and frequency
than temperature perturbations. More general situations may take place, leading to other par-
ticular results, but Eq. (3.51) is of sufficient interest because it illustrates the restriction on the
stability of the steady-state temperature profile when computation rate is varied. In a more
generally setting, the array of nanocylinders would not be exactly periodic, and the effects of
inhomogeneities in the density of nanocylinders per unit area should also be considered.
A more general discussion on the stability of the whole system (2.1)–(2.4) will be the aim
for future studies as well as the discussion for the boundary conditions.
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