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INDEPENDENCE IN RANDOMIZATIONS
URI ANDREWS, ISAAC GOLDBRING, AND H. JEROME KEISLER
Abstract. The randomization of a complete first order theory T is the com-
plete continuous theory TR with two sorts, a sort for random elements of
models of T , and a sort for events in an underlying atomless probability space.
We study independence relations and related ternary relations on the random-
ization of T . We show that if T has the exchange property and acl = dcl, then
TR has a strict independence relation in the home sort, and hence is real rosy.
In particular, if T is o-minimal, then TR is real rosy.
1. Introduction
A randomization of a first order structure M, as introduced by Keisler [Ke1] and
formalized as a metric structure by Ben Yaacov and Keisler [BK], is a continuous
structure N with two sorts, a sort for random elements ofM, and a sort for events in
an underlying atomless probability space. For each n-tuple a¯ of random elements of
M and each first order formula ϕ(v¯), the set of points in the underlying probability
space where ϕ(a¯) is true is an event in N denoted by Jϕ(a¯)K. Given a complete first
order theory T , the theory TR of randomizations of models of T forms a complete
theory in continuous logic, which is called the randomization of T .
In general, the theories T and TR share many model-theoretic features. It was
shown in [BK] that T is stable if and only if TR is stable. Unfortunately, the
analogous result for simplicity in place of stability is false, as was shown in [Be2].
More precisely, TR is simple only if TR is stable.
It is apparent that a model theoretic notion such as o-minimality of T is not
preserved in TR, as TR will not even be an ordered theory. We show in this
paper that if T is o-minimal, then TR retains some model theoretic tameness. In
particular, we show that if T is o-minimal, then TR has a strict independence
relation. We will actually show somewhat more. It is well known that every o-
minimal theory has acl = dcl and the exchange property (for algebraic closure).
Our main theorem shows that if T has acl = dcl and the exchange property, then
TR has a strict independence relation that has local character with the smallest
possible bound.
In view of the results on stable and simple theories stated above, it is natural
to ask: Is T rosy if and only if TR is rosy? Recall that a first order theory T is
rosy if T eq possesses a strict independence relation. T is real rosy if T has a strict
independence relation (so rosy implies real rosy). Moreover, every real rosy theory
has a weakest strict independence relation, namely thorn independence, a notion
first introduced by Thomas Scanlon. Classical rosy theories were first studied in the
theses of Alf Onshuus and Clifton Ealy and are a common generalization of simple
theories and o-minimal theories. Continuous rosy theories were first studied in the
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paper of Ealy and Goldbring in [EG]. It is shown in [EG] that for every real rosy
continuous theory, thorn independence is the weakest strict countable independence
relation. Our main theorem in this paper shows that if T is o-minimal, then TR is
real rosy.
On the way to our main result, we study various notions of independence in
models of TR, including algebraic independence, dividing independence, and thorn
independence. We introduce the “pointwise” version of an arbitrary notion of in-
dependence on models of T , that is, the notion of independence on models of TR
obtained by asking for independence almost everywhere in the underlying proba-
bility space. By gluing together the pointwise version of thorn independence, with
dividing independence restricted to the event sort, we are able to produce a strict
independence relation in TR whenever T has acl = dcl and the exchange property.
We conclude this introduction with an outline of the rest of the paper. In Section
2, we recall the relevant background from continuous logic as well as the general
theory of abstract independence relations as exposited in [Ad2]. In Section 3 we
show that first order theories with the exchange property are real rosy, and admit
a characterization of thorn independence that facilitates the study of pointwise
thorn independence. In Section 4, we introduce the notion of a countably based
independence relation and the countable union property. For every ternary relation
|I⌣ with monotonicity, there is a unique countably based relation that agrees with
|I⌣ on countable sets. This will aid us in defining, for a given ternary relation on
small subsets of the big model of T , a corresponding pointwise notion. In Section
5, we recall some basic facts about randomizations as well as some results we will
need from [AGK] concerning definable and algebraic closure in models of TR. We
also prove a “downward” result: If T has acl = dcl and TR is real rosy, then T is
real rosy.
In Section 6, we begin the study of notions of independence in models of TR in
earnest but restrict our attention to the event sort. Section 7 is concerned with
notions of pointwise independence. Given a ternary relation |I⌣ with monotonicity
on models of T , |Iω⌣ is the countably based relation on small subsets of the big
model of TR such that for all countable A,B,C, A |Iω⌣C B holds if and only if
A(ω) |I⌣C(ω)B(ω) holds for almost all ω in the underlying probability space. The
results of Section 4 guarantee the unique existence of |Iω⌣ . We then prove that
whenever T has the exchange property, pointwise thorn independence is an indepen-
dence relation but is not strict. Lastly, in Section 8, we put together the previous
results to produce a strict independence relation when T has the exchange property
and acl = dcl.
Continuous model theory in its current form is developed in the papers [BBHU]
and [BU]. Randomizations of models are treated in [AGK], [AK], [Be2], [BK], [EG],
[GL1], and [Ke1].
2. Preliminaries on Continuous Logic
We will follow the notation and terminology of [BK] and [AGK]. We assume
familiarity with the basic notions about continuous model theory as developed in
[BBHU], including the notions of a theory, structure, pre-structure, model of a the-
ory, elementary extension, isomorphism, and κ-saturated structure. In particular,
the universe of a pre-structure is a pseudo-metric space, the universe of a structure
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is a complete metric space, and every pre-structure has a unique completion. A
tuple is a finite sequence, and A<N is the set of all tuples of elements of A. We use
the word “countable” to mean of cardinality at most ℵ0. We assume throughout
that L is a countable first order signature, and let [L] denote the set of formulas
of L. We will sometimes write ϕ(A) for a first order formula with finitely many
parameters in a set A, and use similar notation for more than one parameter set.
Throughout this paper, T will denote a complete first order theory, and U will
denote a complete first order or continuous theory. υ denotes an uncountable
inaccessible cardinal that is held fixed. By a big model of U we mean a saturated
model N |= U of cardinality |N| = υ (or finite). Thus every complete theory has a
unique big model up to isomorphism. For this reason, we sometimes refer to “the”
big model of U . We call a set small if it has cardinality < υ, and large otherwise.
M will denote the big model of T with universe M . In Sections 2 through 4, N
will denote the big model of U (so N is a first order structure if U is a first order
theory, and a continuous structure if U is a continuous theory).
To avoid the assumption that uncountable inaccessible cardinals exist, one can
instead assume only that υ = υℵ0 and take a big model to be an υ-universal domain,
as in [BBHU], Definition 7.13. With that approach, a big model exists but is not
unique.
2.1. Definability.
Definition 2.1.1. In first order logic, a formula ϕ(u, v¯) is functional in T if
T |= (∀v¯)(∃≤1u)ϕ(u, v¯).
ϕ(u, v¯) is algebraical in T if there exists n ∈ N such that
T |= (∀v¯)(∃≤nu)ϕ(u, v¯).
The definable closure of A in M is the set
dclM(A) = {b ∈M |M |= ϕ(b, a¯) for some functional ϕ and a¯ ∈ A<N}.
The algebraic closure of A in M is the set
aclM(A) = {b ∈M |M |= ϕ(b, a¯) for some algebraical ϕ and a¯ ∈ A<N}.
We refer to [BBHU] for the definitions of the algebraic closure aclN(A) and
definable closure dclN(A) in a continuous structureN. If N is clear from the context,
we will sometimes drop the superscript and write dcl, acl instead of dclN, aclN. We
will often use the following facts without explicit mention.
Result 2.1.2. (Follows from [BBHU], Exercise 10.8) For every set A, acl(A) has
cardinality at most (|A|+ 2)ℵ0 . Thus the algebraic closure of a small set is small.
Result 2.1.3. (Definable Closure, Exercises 10.10 and 10.11, and Corollary 10.5
in [BBHU])
(1) If A ⊆ N then dcl(A) = dcl(dcl(A)) and acl(A) = acl(acl(A)).
(2) If A is a dense subset of the topological closure of B and B ⊆ N, then
dcl(A) = dcl(B) and acl(A) = acl(B).
It follows that for any A ⊆ N, dcl(A) and acl(A) are topologically closed.
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2.2. Abstract Independence Relations. Since the various properties of inde-
pendence are given some slightly different names in various parts of the literature,
we take this opportunity to declare that we are following the terminology estab-
lished in [Ad2], which is repeated here for the reader’s convenience. In this paper,
we will sometimes write AB for A∪B, and write [A,B] for {D | A ⊆ D ∧D ⊆ B}.
Definition 2.2.1 (Adler). Let N be the big model of U . By a ternary relation
for U , or a ternary relation over N, we mean a ternary relation |⌣ on the small
subsets of N. We say that |⌣ is an independence relation if it satisfies the following
axioms for independence relations for all small sets:
(i) (Invariance) If A |⌣C B and (A
′, B′, C′) ≡ (A,B,C), then A′ |⌣C′ B
′.
(ii) (Monotonicity) If A |⌣C B, A
′ ⊆ A, and B′ ⊆ B, then A′ |⌣C B
′.
(iii) (Base monotonicity) Suppose C ∈ [D,B]. If A |⌣D B, then A |⌣C B.
(iv) (Transitivity) Suppose C ∈ [D,B]. If B |⌣C A and C |⌣D A, then B |⌣D A.
(v) (Normality) A |⌣C B implies AC |⌣C B.
(vi) (Extension) If A |⌣C B and B̂ ⊇ B, then there is A
′ ≡BC A such that
A′ |⌣C B̂.
(vii) (Finite character) If A0 |⌣C B for all finite A0 ⊆ A, then A |⌣C B.
(viii) (Local character) For every A, there is a cardinal κ(A) < υ such that, for
every B, there is a subset C of B with |C| < κ(A) such that A |⌣C B.
We will refer to the first five axioms (i)–(v) as the basic axioms.
As the trivial independence relation (which declares A |⌣C B to always hold) is
obviously of little interest, one adds an extra condition to avoid such trivialities.
Definition 2.2.2. An independence relation |⌣ is strict if it satisfies
(ix) (Anti-reflexivity) a |⌣B a implies a ∈ acl(B).
There are four other useful properties to consider when studying ternary relations
over N: The stationarity property is taken from [BU], Theorem 8.10.
Definition 2.2.3.
(x) (Countable character) If A0 |⌣C B for all countable A0 ⊆ A, then A |⌣C B.
(xi) (Full existence) For every small A,B,C, there is A′ ≡C A such that A′ |⌣C B.
(xii) (Symmetry) For every small A,B,C, A |⌣C B implies B |⌣C A.
(xiii) (Stationarity) For all small B,C and tuples a¯, g¯, if C is algebraically closed,
a¯ ≡C g¯, a¯ |⌣C BC, and g¯ |⌣C BC, then a¯ ≡BC g¯.
Definition 2.2.4. We say that |⌣ is a countable independence relation if it sat-
isfies all the axioms for an independence relation except that finite character is re-
placed by countable character. A strict countable independence relation is a count-
able independence relation that satisfies anti-reflexivity.
Remarks 2.2.5.
(1) Whenever |⌣ satisfies invariance, monotonicity, transitivity, normality, full
existence, and symmetry, then |⌣ also satisfies extension (Remark 1.2 in
[Ad2]).
(2) If |⌣ satisfies base monotonicity and local character, then A |⌣C C for all
small A,C (Appendix to [Ad1]).
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(3) If |⌣ satisfies monotonicity and extension, and A |⌣C C holds for all small
A,C, then |⌣ also satisfies full existence (Appendix to [Ad1]).
(4) Any countable independence relation has symmetry.
In the first order setting, Remarks 2.2.5 are proved in [Ad1] and [Ad2]. It is
straightforward to check that these proofs persist in the continuous setting. The-
orem 2.5 in [Ad2] shows that any independence relation has symmetry. The same
argument with Morley sequences of length ω1 instead of countable Morley sequences
proves (4).
Result 2.2.6. (Pairs Lemma) Suppose |⌣ has monotonicity, base monotonicity,
transitivity, and symmetry. Then
AD |⌣
C
B ⇔ A |⌣
CD
BD ∧D |⌣
C
B.
For a proof of Result 2.2.6, see, for example, Proposition 17 in [GL2].
Definition 2.2.7.
(1) We say that |⌣ has countably local character if for every countable set A
and every small set B, there is a countable subset C of B such that A |⌣C B.
(2) We say that |⌣ has small local character if for all small sets A,B,C0 such
that C0 ⊆ B and |C0| ≤ |A| + ℵ0, there is a set C ∈ [C0, B] such that
|C| ≤ |A|+ ℵ0 and A |⌣C B.
Remark 2.2.8.
(1) If |⌣ has small local character, then |⌣ has local character with bound
κ(D) = (|D| + ℵ0)+ (the smallest possible bound). In the presence of base
monotonicity, the converse is also true.
(2) If |⌣ has local character with bound κ(D) = (|D| + ℵ0)
+, then |⌣ has
countably local character.
(3) (Compare with Remark 1.3 in [Ad2]) If |⌣ has invariance, countable char-
acter, base monotonicity, and countably local character, then |⌣ has local
character with bound
κ(D) = ((|D|+ ℵ0)
ℵ0)+.
Proof. (1) and (2) are obvious.
(3) Fix a small set D. By countably local character, for each countable subset
A of D and any small set B, there is a countable subset C(A,B) of B such that
A |⌣C(A,B) B. Let C =
⋃
{C(A,B) | A ⊆ D, |A| ≤ ℵ0}. Then |C| ≤ (|D|+ ℵ0)ℵ0 .
By base monotonicity, we have A |⌣C B for each countable A ⊆ D. By countable
character, D |⌣C B, so |⌣ has local character with bound κ(D). 
We say that |J⌣ is weaker than |
I
⌣, and write |
I
⌣ ⇒ |
J
⌣, if A |
I
⌣C B ⇒ A |
J
⌣C B.
Remark 2.2.9. Suppose |I⌣ ⇒ |
J
⌣. If |
I
⌣ has full existence, local character, count-
ably local character, or small local character, then |J⌣ has the same property.
2.3. Special Independence Relations. In this paper we will introduce many
special ternary relations in both first order and continuous logic. We will be inter-
ested in which of the independence axioms hold for these relations, and sometimes
call them notions of independence. At the end of the paper we include an appendix
where the reader can review these notions of independence.
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In both first order and continuous logic, we define the notion of algebraic inde-
pendence, denoted |a⌣, by setting A |
a
⌣C B to mean acl(AC) ∩ acl(BC) = acl(C).
In first order logic, |a⌣ satisfies all axioms for a strict independence relation except
perhaps for base monotonicity.
Proposition 2.3.1. In continuous logic, |a⌣ satisfies symmetry and all axioms for
a strict countable independence relation except perhaps for base monotonicity and
extension.
Proof. The proof is exactly as in [Ad2], Proposition 1.5, except for some minor
modifications. For example, countable character of acl in continuous logic yields
countable character of |a⌣. Also, in the verification of local character, one needs to
take κ(A) := ((|A|+ 2)ℵ0)+ instead of (|A|+ ℵ0)+. 
Recall the following definitions from [Ad2]:
Definition 2.3.2. Suppose that A,B,C are small subsets of the big model of U .
• A |M⌣C B iff for every D ∈ [C, acl(BC)], we have A |
a
⌣D B.
• A |⌣C B iff for every (small) E ⊇ BC, there is A
′ ≡BC A such that
A′ |M⌣C E.
Note that |⌣ ⇒ |
M
⌣ and |
M
⌣ ⇒ |
a
⌣. Also, |⌣ = |
M
⌣ if and only if |
M
⌣ satisfies
extension. In [Ad2], it is shown that, in the first order setting, |M⌣ satisfies all of
the axioms for a strict independence relation except perhaps for local character and
extension (but now base monotonicity has been ensured). It is shown in [EG] that
this fact remains true in continuous logic, except for finite character being replaced
by countable character.
By [Ad1] and [Ad2], in the first order setting |⌣ satisfies all of the axioms for
a strict independence relation except perhaps local character1 (but now extension
has been ensured). It is shown in [EG] that in the continuous setting, |⌣ satisfies
all of the axioms for a strict countable independence relation except perhaps for
countable character and local character.
The theory U is said to be real rosy if |⌣ in U has local character. Examples of
real rosy theories are the first order or continuous stable theories ([BBHU, Section
14), the first order or continuous simple theories (see [Be3]), and the first order
o-minimal theories (see [On]).
The following results are consequences of Theorem 3.2 and the preceding dis-
cussion in [EG]. The proof of part (2) is the same as the proof of Remark 4.1 in
[Ad2].
Result 2.3.3.
(1) U is real rosy if and only if |⌣ is a strict countable independence relation.
(2) If |I⌣ satisfies the basic axioms and extension, symmetry, and anti-reflexivity,
then |I⌣ ⇒ |⌣.
(3) If a theory has a strict countable independence relation, then it is real rosy,
and |⌣ is the weakest strict countable independence relation.
1Finite character follows from Proposition A.2 of [Ad1], and is stated explicitly in [Ad3],
Proposition 1.3.
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A continuous formula Φ(x¯, B, C) divides over C if, in the big model of U , there
is a C-indiscernible sequence 〈Bi〉i∈N such that B0 ≡C B and the set of statements
{Φ(x¯, Bi, C) = 0 | i ∈ N} is not satisfiable. The dividing independence relation
A |d⌣C B is defined to hold if there is no tuple a¯ ∈ A
<N and continuous formula
Φ(x¯, B, C) such that Φ(a¯, B, C) = 0 and Φ(x¯, B, C) divides over C.
The next result is an easy consequence of Theorem 8.10 in [BU] and Theorems
14.12 and 14.14 in [BBHU].
Result 2.3.4. If U is stable, then on the big model of U , |d⌣ is the unique strict
independence relation that has small local character and stationarity.
Corollary 2.3.5. If U is stable, then |d⌣ ⇒ |⌣ in the big model of U .
Proof. By Results 2.3.3 and 2.3.4. 
3. First Order Theories with the Exchange Property
3.1. Blanketing and Exchange Independence. We introduce two ternary re-
lations on M that will be useful technical tools for proving that other relations have
small local character and full existence.
Definition 3.1.1. We define the relation A |b⌣C B on M, read “C blankets A in
B”, to hold if and only if for every first order formula ϕ(x¯, y¯, z¯) ∈ [L] and all tuples
a¯ ∈ A|x¯|, b¯ ∈ B|y¯| and c¯ ∈ C|z¯|, there exists d¯ ∈ C|y¯| such that
M |= ϕ(a¯, b¯, c¯)⇒ ϕ(a¯, d¯, c¯).
Lemma 3.1.2. The relation |b⌣ has invariance, monotonicity, normality, finite
character, and small local character, and |b⌣ ⇒ |
a
⌣.
Proof. We prove |b⌣ ⇒ |
a
⌣. The other parts are straightforward and left to the
reader.
Suppose A,B,C are small and A |b⌣C B in M. Let e ∈ acl
M(AC) ∩ aclM(BC).
Then there are algebraical formulas ϕ(u, x¯, z¯), ψ(u, y¯, w¯) and tuples a¯ ∈ A<N, b¯ ∈
B<N, c¯, g¯ ∈ C<N such that
M |= ϕ(e, a¯, c¯) ∧ ψ(e, b¯, g¯)
and
(∀u ∈M)[M |= ϕ(u, a¯, c¯)⇒ tp(u/AC) = tp(e/AC)].
Then
M |= (∃u)[ϕ(u, a¯, c¯) ∧ ψ(u, b¯, g¯)].
Since A |b⌣C B, there exists d¯ ∈ C
<N such that
M |= (∃u)[ϕ(u, a¯, c¯) ∧ ψ(u, d¯, g¯)].
Therefore
M |= ψ(e, d¯, g¯),
so e ∈ aclM(C). 
Note that transitivity is not mentioned in Lemma 3.1.2.
Following Grossberg and Lessman [GL2], we define a ternary relation A |e⌣C B
for T , that we will call “exchange independence”. ([GL2] gave essentially the same
definition for arbitrary pre-geometries). We will see below that T has the exchange
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property if and only if |e⌣ is equivalent to |⌣. This will be useful because |
e
⌣ is
easier to handle than |⌣.
Definition 3.1.3. Let A,B,C be small subsets of M . We define A |e⌣C B to mean
that for all finite a¯ ∈ A<N,
A ∩ acl(a¯BC) ⊆ acl(a¯C).
We stress that in the previous definition a¯ may be empty.
Lemma 3.1.4. A |e⌣C B if and only if
(1) (∀D ∈ [C,AC])(A ∩ acl(BD) ⊆ acl(D)).
Proof. Assume (1) and let a¯ ∈ A<N and e ∈ A∩acl(a¯BC). Then D = a¯C ∈ [C,AC]
and e ∈ acl(BD), so e ∈ acl(a¯C) by (1).
Now assume A |e⌣C B and let D ∈ [C,AC] and e ∈ A ∩ acl(DB). Then for
some a¯ ∈ (A ∩D)<N, e ∈ acl(a¯CB), and because A |e⌣C B we have e ∈ acl(a¯C) ⊆
acl(D). 
The condition (1) in the preceding lemma was also considered in [Ad3], where it
was denoted by B |Ψm⌣C A. If follows from Proposition 2.1 of [Ad3] that |
e
⌣ satisfies
the basic axioms for independence and (strong) finite character.
Corollary 3.1.5.
(1) If B |M⌣C A then A |
e
⌣C B.
(2) If T is real rosy, then |⌣ ⇒ |
e
⌣.
Proof. (1): Assume B |M⌣C A and let D ∈ [C,AC]. By the definition of |
M
⌣ , we
have B |a⌣D A. Then A |
a
⌣D B, and hence
A ∩ acl(BD) ⊆ acl(AD) ∩ acl(BD) ⊆ acl(D).
Therefore by Lemma 3.1.4 we have A |e⌣C B.
(2): This follows from (1), and the facts that |⌣ ⇒ |
M
⌣ , and if T is real rosy
then |⌣ has symmetry. 
Lemma 3.1.6. |b⌣ ⇒ |
e
⌣ .
Proof. Suppose A |b⌣C B. Let a¯ ∈ A
<N and e ∈ A ∩ acl(a¯BC). Then there is an
algebraical formula ϕ(u, x¯, y¯, z¯) and b¯ ∈ B|y¯|, c¯ ∈ C|z¯| such that ϕ(e, a¯, b¯, c¯). Since
A |b⌣C B, there exists d¯ ∈ C
|y¯| such that ϕ(e, a¯, d¯, c¯). Therefore e ∈ acl(a¯C). 
Lemma 3.1.7. |e⌣ satisfies anti-reflexivity.
Proof. Taking a¯ to be empty in the definition of |e⌣, we see that A |
e
⌣C A if and
only if A ⊆ acl(C). 
3.2. The Exchange Property.
Definition 3.2.1. A first order theory T has the exchange property if
a ∈ acl(bC) \ acl(C)⇒ b ∈ acl(aC),
or equivalently, (M, aclM) is a pregeometry.
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Note that, in particular, every o-minimal theory has the exchange property. In
1994, Hrushovski and Pillay ([HP], Remarks 2.2) stated that the exchange property
“gives rise to a notion of independence in geometric structures”. Theorem 3.2.3
below justifies that statement with respect to the independence axioms from [Ad2]
that we are using here.
Lemma 3.2.2. T has the exchange property if and only if |e⌣ for T has symmetry.
Proof. By Proposition 15 in [GL2], if T has the exchange property then |e⌣ has
symmetry. Suppose that |e⌣ has symmetry. Let a ∈ acl(bC)\acl(C). Then a 6 |
e
⌣C b.
By symmetry, b 6 | e⌣C a. Therefore b ∈ acl(aC) \ acl(C), so T has the exchange
property. 
Theorem 3.2.3.
(1) T has the exchange property if and only if T is real rosy and |⌣ = |
e
⌣ .
(2) If T has the exchange property, then |⌣ has small local character.
(3) If T is stable and |d⌣ = |
e
⌣, then T has the exchange property.
Proof. (1) If T is real rosy and |⌣ = |
e
⌣, then |
e
⌣ has symmetry, so T has the
exchange property by Lemma 3.2.2.
Suppose T has the exchange property. By Corollary 4.3 of [Ad3] and Lemmas
3.1.4 and 3.1.7, |e⌣ is a strict independence relation. By Remark 4.1 in [Ad2], |⌣
is the weakest strict independence relation for T , so T is real rosy and |e⌣ ⇒ |⌣.
We always have |⌣ ⇒ |
M
⌣ . By Corollary 3.1.5 and Lemma 3.2.2, |
M
⌣ ⇒ |
e
⌣, so
|⌣ = |
M
⌣ = |
e
⌣ .
(2) By Lemmas 3.1.2 and 3.1.6 and (1), |⌣ has small local character..
(3) By Lemma 3.2.2 and the fact that when T is stable, |d⌣ has symmetry. 
We do not know whether T is stable and has the exchange property implies that
|d⌣ = |
e
⌣.
4. Countably Based and Countable Union Properties
In this section we will introduce the notion of a countably based ternary re-
lation. The reason this notion is useful is because for each ternary relation with
monotonicity there is a unique countably based ternary relation that agrees with
it on countable sets (Lemma 4.1.4 (2)). This will be important in Section 7, where
it allows us to introduce, for each ternary relation with monotonicity over the big
model of T , a corresponding “pointwise independence relation” over the big model of
the randomization TR (Definition 7.2.1). We will also introduce another property,
the countable union property. The countably based property and the countable
union property will sometimes be useful in showing that ternary relations have
finite character.
The notions and results in this section hold for both first order and continuous
logic. We will give the proofs only for continuous logic; the proofs for first order
logic are similar but simpler. We will use (∀cD) to mean “for all countable D”, and
similarly for (∃cD).
4.1. Countably Based Relations.
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Definition 4.1.1. We say that a ternary relation |I⌣ over N is countably based if
for all A,B,C we have
A |I⌣
C
B ⇔ (∀cA′ ⊆ A)(∀cB′ ⊆ B)(∀cC′ ⊆ C)(∃cD ∈ [C′, C])A′ |I⌣
D
B′.
Note that if |I⌣ and |
J
⌣ are countably based and agree on countable sets, then
they are the same.
Definition 4.1.2. We say that |I⌣ has two-sided countable character if |
I
⌣ has
countable character and
[(∀cB0 ⊆ B)A |
I
⌣
C
B0]⇒ A |
I
⌣
C
B.
In other words,
[(∀cA0 ⊆ A)(∀
cB0 ⊆ B)A0 |
I
⌣
C
B0]⇒ A |
I
⌣
C
B.
Remark 4.1.3. If |I⌣ has symmetry and countable character, then |
I
⌣ has two-sided
countable character.
Proof. Suppose (∀cB0 ⊆ B)A |I⌣C B0. By symmetry, (∀
cB0 ⊆ B)B0 |I⌣C A. By
countable character, B |I⌣C A. Then by symmetry again, A |
I
⌣C B. 
Lemma 4.1.4.
(1) Suppose |I⌣ and |
J
⌣ are countably based. If
A |I⌣
C
B ⇒ A |J⌣
C
B
holds for all countable A,B,C, then it holds for all small A,B,C.
(2) Suppose |I⌣ has monotonicity. There is a unique ternary relation |
Ic
⌣ that
is countably based and agrees with |I⌣ on countable sets. Namely,
A |Ic⌣
C
B ⇔ (∀cA′ ⊆ A)(∀cB′ ⊆ B)(∀cC′ ⊆ C)(∃cD ∈ [C′, C])A′ |I⌣
D
B′.
(3) |I⌣ is countably based if and only if |
I
⌣ has monotonicity and two-sided
countable character, and whenever A and B are countable, we have
A |I⌣
C
B ⇔ (∀cC′ ⊆ C)(∃cD ∈ [C′, C])A |I⌣
D
B.
Proof. (1) follows easily from the definition of countably based.
(2): Uniqueness is clear. Let |J⌣ be the relation defined by the displayed formula
and let A,B,C be countable. It is obvious that |J⌣ is countably based, and that
A |J⌣C B implies A |
I
⌣C B. Suppose A |
I
⌣C B and A
′ ⊆ A,B′ ⊆ B,C′ ⊆ C. By
monotonicity for |I⌣ we have A
′ |I⌣C B
′. But C ∈ [C′, C], so A |J⌣C B as required.
(3): Consider the following statements:
(a) A |I⌣C B;
(b) (∀cA′ ⊆ A)(∀cB′ ⊆ B)A′ |I⌣C B
′;
(c) (∀cA′ ⊆ A)(∀cB′ ⊆ B)A′ |Ic⌣C B
′;
(d) (∀cA′ ⊆ A)(∀cB′ ⊆ B)(∀cC′ ⊆ C)(∃cD ∈ [C′, C])A′ |I⌣D B
′;
(e) (∀cC′ ⊆ C)(∃cD ∈ [C′, C])A |I⌣D B.
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By the definition of |Ic⌣ , (c) and (d) are equivalent. Whenever |
I
⌣ has monotonicity
and two-sided countable character, (a) and (b) are equivalent. Whenever |I⌣ has
monotonicity and two-sided countable character and A,B are countable, (d) and
(e) are equivalent.
Suppose first that |I⌣ is countably based, and that A and B are countable.
It is immediate that |I⌣ = |
Ic
⌣ , and that |
I
⌣ has monotonicity and two-sided
countable character. Therefore (b) and (c) are equivalent, so (a) is equivalent to
(e) as required.
Now suppose that |I⌣ has monotonicity and two-sided countable character, and
(a) is equivalent to (e) whenever A,B are countable. Then the parts of (b) and (d)
after the quantifiers are equivalent, so (b), and (d) are equivalent. Therefore (a) is
equivalent to (d), so |I⌣ is countably based. 
Proposition 4.1.5. Let |I⌣ be a countably based ternary relation. If |
I
⌣ has any of
invariance, transitivity, normality, symmetry, or anti-reflexivity for all countable
sets, then |I⌣ has the same property for all small sets. If |
I
⌣ has normality, sym-
metry, and base monotonicity for all countable sets, then |I⌣ has base monotonicity
for all small sets.
Proof. Invariance and symmetry are clear.
Transitivity: Assume C ∈ [D,B], B |I⌣C A, and C |
I
⌣D A. Let A0 ⊆ A,B0 ⊆ B,
C0 ⊆ C, D0 ⊆ D be countable. There is a countable C1 ∈ [C0, C] such that
B0 |I⌣C1
A0, and a countable D1 ∈ [D0, D] such that C1 |I⌣D1
A0. By transitivity
for countable sets, B0 |
I
⌣D1
A0. This shows that B |
I
⌣D A.
Normality: Assume A |I⌣C B. Let E0 ⊆ AC,B0 ⊆ B, C0 ⊆ C be countable.
Let A0 = E0 ∩ A,C1 = C0 ∪ (E0 ∩ C). Then for some countable C2 ∈ [C1, C] we
have A0 |I⌣C2
B0. By normality for countable sets, A0C2 |I⌣C2
B0. We have
E0 = E0 ∩AC = (E0 ∩ A)(E0 ∩C) ⊆ A0C1 ⊆ A0C2.
Then by monotonicity of |I⌣, E0 |
I
⌣C2
B0. Thus AC |I⌣C B.
Anti-reflexivity: Suppose a |I⌣C a. LetC0 ⊆ C be countable. For some countable
C1 ∈ [C0, C] we have a |I⌣C1
a. Then a ∈ acl(C1) by the anti-reflexivity of |I⌣, so
a ∈ acl(C).
Base monotonicity: Suppose C ∈ [D,B] and A |I⌣D B. We will prove that
A |I⌣C B. Let A0 ⊆ A,B0 ⊆ B, C0 ⊆ C be countable. Let D0 = C0 ∩ D. We
have B0C0 ⊆ B, so there exists a countable D1 ∈ [D0, D] such that A0 |I⌣D1
B0C0.
By symmetry and normality for countable sets, A0 |I⌣D1
B0C0D1. Let C1 = C0D1
and B1 = B0C0D1. Then A0 |I⌣D1
B1 and C1 ∈ [D1, B1]. By base monotonicity for
countable sets, A0 |I⌣C1
B1. By monotonicity, A0 |I⌣C1
B0. Therefore A |I⌣C B. 
Proposition 4.1.6. Suppose |I⌣ has monotonicity, base monotonicity, transitivity,
symmetry, and countably local character. Then |I⌣ ⇒ |
Ic
⌣ .
Proof. Suppose A |I⌣C B. Let A
′ ⊆ A,B′ ⊆ B,C′ ⊆ C be countable. By mono-
tonicity, A′ |I⌣C B
′. Countably local character insures that there is a countable
C1 ⊆ C such that A′ |I⌣C1
C. Let D = C1C
′. Then D is countable and D ∈ [C1, C].
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By base monotonicity, A′ |I⌣D C. By symmetry, B
′ |I⌣C A
′ and C |I⌣D A
′. By tran-
sitivity, B′ |I⌣D A
′, and by symmetry again, A′ |I⌣D B
′. Moreover, D ∈ [C′, C].
This proves that A |Ic⌣C B. 
Corollary 4.1.7. Let |I⌣ be a countable independence relation.
(1) If |I⌣ has countably local character, then |
I
⌣ ⇒ |
Ic
⌣ .
(2) If |I⌣ ⇒ |
Ic
⌣ then |
Ic
⌣ is a countable independence relation.
Proof. (1): |I⌣ has symmetry by Remarks 2.2.5 (4). The result follows from sym-
metry and Proposition 4.1.6.
(2): |Ic⌣ has monotonicity and countable character by Lemma 4.1.4 (3). By
Remark 2.2.9 and Proposition 4.1.5, |Ic⌣ satisfies full existence, symmetry, and
all the axioms except perhaps extension. By Remarks 2.2.5 (1), extension follows
from full existence, symmetry, and the other axioms, so |Ic⌣ satisfies extension as
well. 
Proposition 4.1.8. On any first order theory, the relation |e⌣ is countably based.
Proof. We have already observed that |e⌣ satisfies the basic axioms and has fi-
nite character. It is easily seen that |e⌣ has two sided countable (and even finite)
character.
Assume first that A |e⌣C B and C0 is a countable subset of C. Since A is count-
able, there is a countable set C1 ∈ [C0, C] such that for any finite a¯ ∈ A<N we have
A ∩ acl(a¯C) ⊆ acl(a¯C1). Then for any finite a¯ ∈ A<N we have
A ∩ acl(a¯C1B) ⊆ A ∩ acl(a¯CB) ⊆ acl(a¯C) ⊆ acl(a¯C1),
so A |e⌣C1
B.
For the other direction, since A is countable, there is a countable set C0 ⊆ C
such that A ∩ acl(a¯CB) ⊆ acl(a¯C0B) for every finite a¯ ∈ A
<N. Now assume that
there is a countable set C1 ∈ [C0, C] such that A |e⌣C1
B. Then for every finite
a¯ ∈ A<N,
A ∩ acl(a¯CB) ⊆ A ∩ acl(a¯C0B) ⊆ A ∩ acl(a¯C1B) ⊆ acl(a¯C1) ⊆ acl(a¯C),
so A |e⌣C B. 
Proposition 4.1.9. In first order or continuous logic, if there exists a strict count-
ably based independence relation |I⌣ with countably local character, then |⌣ is count-
ably based.
Proof. By Result 2.3.3, |⌣ is the weakest strict countable independence relation.
Then |I⌣ ⇒ |⌣, so |⌣ has countably local character. By Corollary 4.1.7 (1), |⌣ ⇒
|c⌣ . By Corollary 4.1.7 (2), |
c
⌣ is a strict countable independence relation on
models of T that is weaker than |⌣. Therefore |
c
⌣ = |⌣, so |⌣ is countably
based. 
Proposition 4.1.10. In first order or continuous logic, if the dividing independence
relation |d⌣ is an independence relation with countably local character, then |
d
⌣ is
countably based.
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Proof. We give the proof for continuous logic. Work in the big model N of T , and
fix countable A,B and small C in N. By Lemma 4.1.4 (3), it is enough to check
that
(2) A |d⌣
C
B ⇔ (∀cC′ ⊆ C)(∃cD ∈ [C′, C])A |d⌣
D
B.
⇒: Suppose that A |d⌣C B. Since |
d
⌣ is an independence relation with countably
local character, we have that |d⌣ ⇒ |
dc
⌣ by Corollary 4.1.7, whence we get the
forward implication of (2).
⇐: Suppose that A 6 | d⌣C B. Then for some ~a ∈ A
<N and some formula Φ(~x,B,C),
N |= Φ(~a,B,C) = 0 and Φ(~x,B,C) divides over C. Take a countable (even finite)
C′ ⊆ C such that Φ(~x,B,C) = Φ(~x,B,C′). Then for any countable D ∈ [C′, C],
Φ(~x,B,C) divides over D, so A 6 | d⌣D B and the right hand side of (2) fails. 
In the paper [Be3], Ben Yaacov defined simple continuous theories and showed
that they satisfy the hypotheses of Proposition 4.1.10. Thus on models of a simple
theory, |d⌣ is countably based.
It can be also shown that for any first order or continuous theory, |a⌣ and |
M
⌣
are countably based. These results will not be needed in this paper, and will be
left to the reader.
4.2. Countable Union Property.
Definition 4.2.1. A ternary relation |I⌣ has the countable union property if when-
ever A,B,C are countable, C =
⋃
n Cn, and Cn ⊆ Cn+1 and A |
I
⌣Cn
B for each n,
we have A |I⌣C B.
Remark 4.2.2. If |I⌣ has monotonicity, then |
I
⌣ has the countable union property
if and only |Ic⌣ has the countable union property, because |
I
⌣and |
Ic
⌣ agree on
countable sets.
Given two ternary relations |I⌣ and |
J
⌣ over N, |
I
⌣ ∧ |
J
⌣ will denote the relation
|K⌣ such that
A |K⌣
C
B ⇔ A |I⌣
C
B ∧ A |J⌣
C
B.
Proposition 4.2.3. Suppose |I⌣ and |
J
⌣ are both countably based and have the
countable union property. Then the relation |I⌣ ∧ |
J
⌣ is also countably based.
Proof. Let A,B be countable and let |K⌣ = |
I
⌣ ∧ |
J
⌣. By Lemma 4.1.4 (3), it is
enough to show that
A |K⌣
C
B ⇔ (∀cC′ ⊆ C)(∃cD ∈ [C′, C])A |K⌣
D
B.
The implication from right to left is trivial. For the other direction, assume A |K⌣C B
and let C′ ⊆ C be countable. Since both |I⌣ and |
J
⌣ are countably based, there
is a sequence 〈Dn〉n∈N of countable sets such that Dn ⊆ Dn+1 and Dn ∈ [C′, C]
for each n ∈ N, A |I⌣Dn
B for each even n, and A |J⌣Dn
B for each odd n. Let
D =
⋃
nDn. Then D ∈ [C
′, C] and D is countable. Since both |I⌣ and |
J
⌣ have the
countable union property, we have A |K⌣D B, as required. 
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Proposition 4.2.4. If |I⌣ has monotonicity, finite character, and the countable
union property, then |Ic⌣ has finite character.
Proof. Suppose A′ |Ic⌣C B for every finite A
′ ⊆ A. Let A0 ⊆ A,B0 ⊆ B, C0 ⊆ C
be countable. Let A0 =
⋃
nEn where En is finite and En ⊆ En+1 for each n.
By induction on n, there is a sequence of countable sets 〈Dn〉n∈N such that for
each n, Dn ∈ [C0, C], Dn ⊆ Dn+1, and En |I⌣Dn
B0. By monotonicity, En |I⌣Dk
B0
whenever n ≤ k. Let D =
⋃
nDn. Then D is countable and D ∈ [C0, C]. By the
countable union property, En |I⌣D B0 for each n. Hence by monotonicity and finite
character for |I⌣, we have A0 |
I
⌣D B0. This shows that A |
Ic
⌣C B, so |
Ic
⌣ has finite
character. 
Lemma 4.2.5. In first order or continuous logic, the dividing independence relation
|d⌣ has the countable union property.
Proof. We give the proof for continuous logic. Suppose A,B,C are countable,
C =
⋃
n Cn, and Cn ⊆ Cn+1 and A |
d
⌣Cn
B for each n, but A 6 | d⌣C B. Then there
exists a¯ ∈ A<N and a continuous formula Φ(x¯, B, C) such that Φ(a¯, B, C) = 0 and
Φ(x¯, B, C) divides over C. Then Φ(x¯, B, C) = Φ(x¯, B, Cn) for some n ∈ N. Hence
Φ(a¯, B, Cn) = 0 and Φ(x¯, B, Cn) divides over Cn, contradicting A |
d
⌣Cn
B. 
Lemma 4.2.6. On a first order theory, the relation |e⌣ has the countable union
property.
Proof. Suppose A,B,C are countable, C =
⋃
n Cn, and for all n, Cn ⊆ Cn+1 and
A |e⌣Cn
B. Let a¯ ∈ A<N and g ∈ A ∩ acl(a¯BC). Then g ∈ A ∩ acl(a¯BCn) for some
n. Since A |e⌣Cn
B, g ∈ acl(a¯Cn). Hence g ∈ acl(a¯C) and A |e⌣C B. 
It can also be shown that for any first order theory, the relations |a⌣, |
M
⌣ , and |⌣
have the countable union property. We will not need those results, and leave the
proofs as exercises for the reader.
5. Randomizations
5.1. The Theory TR. Assume hereafter that the models of T have at least two
elements. We now introduce the continuous theory TR.
The randomization signature LR is the two-sorted continuous signature with
sortsK (for random elements) and B (for events), an n-ary function symbol Jϕ(·)K of
sort Kn → B for each first order formula ϕ of L with n free variables, a [0, 1]-valued
unary predicate symbol µ of sort B for probability, and the Boolean operations
⊤,⊥,⊓,⊔,¬ of sort B. The signature LR also has distance predicates dB of sort
B and dK of sort K. In L
R, we use B,C, . . . for variables or parameters of sort B.
B
.
= C means dB(B,C) = 0, and B ⊑ C means B
.
= B ⊓ C.
A pre-structure for TR will be a pair P = (K,E) whereK is the part of sort K and
E is the part of sort B.2 The reduction of P is the pre-structure N = (K̂, Ê) obtained
from P by identifying elements at distance zero in the metrics dK and dB, and the
associated mapping from P onto N is called the reduction map. The completion
of P is the structure obtained by completing the metrics in the reduction of P.
2In [BK], the set of events was denoted by B, but we use E here to reserve the letters A,B,C
for subsets of E.
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By a pre-complete-structure we mean a pre-structure P such that the reduction
of P is equal to the completion of P. By a pre-complete-model of TR we mean a
pre-complete-structure that is a pre-model of TR.
In [BK], the randomization theory TR is defined by listing a set of axioms. We
will not repeat these axioms here, because it is simpler to give the following model-
theoretic characterization of TR.
Definition 5.1.1. Given a model M of T , a neat randomization of M is a pre-
complete-structure P = (L,F) for LR equipped with an atomless probability space
(Ω,F, µ) such that:
(1) F is a σ-algebra with ⊤,⊥,⊓,⊔,¬ interpreted by Ω, ∅,∩,∪, \.
(2) L is a set of functions a : Ω→M .
(3) For each formula ψ(x¯) of L and tuple a¯ in L, we have
Jψ(a¯)K = {ω ∈ Ω : M |= ψ(a¯(ω))} ∈ F.
(4) F is equal to the set of all events Jψ(a¯)K where ψ(v¯) is a formula of L and
a¯ is a tuple in L.
(5) For each formula θ(u, v¯) of L and tuple b¯ in L, there exists a ∈ L such that
Jθ(a, b¯)K = J(∃u θ)(b¯)K.
(6) On L, the distance predicate dK defines the pseudo-metric
dK(a, b) = µJa 6= bK.
(7) On F, the distance predicate dB defines the pseudo-metric
dB(B,C) = µ(B△C).
Note that if H ≺M, then every neat randomization of H is also a neat random-
ization of M.
Definition 5.1.2. For each first order theory T , the randomization theory TR is
the set of sentences that are true in all neat randomizations of models of T .
It follows that for each first order sentence ϕ, if T |= ϕ then TR |= JϕK
.
= ⊤.
Result 5.1.3. (Fullness, Proposition 2.7 in [BK]). Every pre-complete-model N =
(K,E) of TR has perfect witnesses, i.e.,
(1) For each first order formula θ(u, v¯) and each b¯ in Kn there exists a ∈ K
such that
Jθ(a, b¯)K
.
= J(∃u θ)(b¯)K;
(2) For each E ∈ E there exist a, b ∈ K such that E
.
= Ja = bK.
The following results are proved in [Ke1], and are stated in the continuous setting
in [BK].
Result 5.1.4. (Theorem 3.10 in [Ke1], and Theorem 2.1 in [BK]). For every
complete first order theory T , the randomization theory TR is complete.
Result 5.1.5. (Strong quantifier elimination, Theorems 3.6 and 5.1 in [Ke1], and
Theorem 2.9 in [BK]) Every formula Φ in the continuous language LR is TR-
equivalent to a formula with the same free variables and no quantifiers of sort K or
B.
Result 5.1.6. (Proposition 4.3 and Example 4.11 in [Ke1], and Proposition 2.2
and Example 3.4 (ii) in [BK]). Every model M of T has neat randomizations.
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Result 5.1.7. (Lemma 2.1.8 in [AGK]) Let P = (K,E) be a pre-complete-model
of TR and let a, b ∈ K and B ∈ E. Then there is an element c ∈ K that agrees with
a on B and agrees with b on ¬B, that is, B ⊑ Jc = aK and (¬B) ⊑ Jc = bK.
Result 5.1.8. (Proposition 2.1.10 in [AGK]) Every model of TR is isomorphic to
the reduction of a neat randomization P of a model of T .
5.2. Permanent Assumptions. From now on we will work within the big model
N = (K,E) of TR. We let M be the big model of T and let P = (L,F) be a neat
randomization of M with probability space (Ω,E, µ), such that N is the reduction
of P. We may further assume that the probability space (Ω,F, µ) of P is complete
(that is, every set that contains a set of µ-measure one belongs to F), and that
every function a : Ω → M that agrees with some b ∈ L except on a µ-null subset
of Ω belongs to L. The existence of P is guaranteed by Result 5.1.8 (Proposition
2.1.10 in [AGK]), and the further assumption follows from the proof in [AGK].
By saturation, K and E are large. Hereafter, A,B,C will always denote small
subsets of K. For each element a ∈ K, we will also choose once and for all an
element a ∈ L such that the image of a under the reduction map is a. It follows
that for each first order formula ϕ(v¯), Jϕ(a¯)K in N is the image of Jϕ(a¯)K in P under
the reduction map.
For any small A ⊆ K and each ω ∈ Ω, we define
A(ω) = {a(ω) | a ∈ A},
and let cl(A) denote the closure of A in the metric dK. When A ⊆ E, cl(A) denotes
the closure of A in the metric dB, and σ(A) denotes the smallest σ-subalgebra of E
containing A. Since the cardinality υ of N is inaccessible, whenever A ⊆ K is small,
the closure cl(A) and the set of n-types over A is small. Also, whenever A ⊆ E is
small, the closure cl(A) is small.
5.3. Definability in TR. As explained in [AGK, Remark 2.2.4], in models of TR
we need only consider definability over sets of parameters of sort K.
We write dclB(A) for the set of elements of sort B that are definable over A in
N, and write dcl(A) for the set of elements of sort K that are definable over A in N.
Similarly for aclB(A) and acl(A). We often use the following result without explicit
mention.
Result 5.3.1. ([AGK], Proposition 3.3.7; see also [Be2], Theorem 2.17 (iv) and
Corollary 5.9.) aclB(A) = dclB(A) and acl(A) = dcl(A).
Definition 5.3.2. We say that an event E is first order definable over A, in symbols
E ∈ fdclB(A), if E = Jθ(a¯)K for some formula θ of L and some tuple a¯ ∈ A<N.
Definition 5.3.3. We say that b is first order definable over A, in symbols b ∈
fdcl(A), if there is a functional formula ϕ(u, v¯) and a tuple a¯ ∈ A<N such that
Jϕ(b, a¯)K = ⊤.
Note that the formula u = v is functional, and hence A ⊆ fdcl(A).
Result 5.3.4. ([AGK], Theorems 3.1.2 and 3.3.6)
dclB(A) = cl(fdclB(A)) = σ(fdclB(A)) ⊆ E, dcl(A) = cl(fdcl(A)) ⊆ K.
If A is empty, then dclB(A) = {⊤,⊥}, and fdcl(A) is closed, so dcl(A) = fdcl(A).
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It follows that whenever A is small, dcl(A) and dclB(A) are small.
Using the distance function between an element and a set, 5.3.4 can be re-stated
as follows:
Remark 5.3.5.
E ∈ dclB(A) if and only if dB(E, fdclB(A)) = 0,
and
b ∈ dcl(A) if and only if dK(b, fdcl(A)) = 0.
Remark 5.3.6. For each small A,
fdclB(fdcl(A)) = fdclB(A), dclB(dcl(A)) = dclB(A).
Proof. The first equation is clear, and the second equation follows from the first
equation and Remark 5.3.5. 
We will sometimes use the J. . .K notation in a general setting. Given a property
P (ω), we write
JP K = {ω ∈ Ω : P (ω)},
and we say that
P (ω) holds a. s .
if JP K contains a set A ∈ F such that µ(A) = 1. For example, Jb ∈ dclM(A)K is the
set of all ω ∈ Ω such that b(ω) ∈ dclM(A(ω)).
Result 5.3.7. ([AGK], Lemma 3.2.5) If A is countable, then
Jb ∈ dclM(A)K =
⋃
{Jθ(b, a¯)K | θ(u, v¯) functional, a¯ ∈ A<N},
and Jb ∈ dclM(A)K ∈ F.
It follows that for each countable A,
b(ω) ∈ dcl(A(ω)) a. s .⇔ µ(Jb ∈ dcl(A)K) = 1.
Definition 5.3.8. We say that b is pointwise definable over A, in symbols b ∈
dclω(A), if
µ(Jb ∈ dclM(A0)K) = 1
for some countable A0 ⊆ A.
We say that b is pointwise algebraic over A, in symbols b ∈ aclω(A), if
µ(Jb ∈ aclM(A0)K) = 1
for some countable A0 ⊆ A.
Remark 5.3.9. dclω and aclω have countable character, that is, b ∈ dclω(A) if
and only if b ∈ dclω(A0) for some countable A0 ⊆ A, and similarly for acl
ω.
Result 5.3.10. ([AGK], Corollary 3.3.4) For any element b ∈ K, b is definable
over A if and only if:
(1) b is pointwise definable over A;
(2) for each functional formula ϕ(u, v¯) and tuple a¯ ∈ A<N, Jϕ(b, a¯)K is definable
over A.
Corollary 5.3.11. In N we always have
acl(A) = dcl(A) ⊆ dclω(A) = dclω(dclω(A)) ⊆ aclω(A) = aclω(aclω(A)).
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The following proposition gives a warning: the set dclω(A) is almost always large
(By contrast, by Result 2.1.2, for any small set A, acl(A) and dcl(A) are small.)
Proposition 5.3.12. If |A| > 1, or even if | dclω(A)| > 1, then dclω(A) is large.
Proof. We may assume that A is countable. Take two elements a 6= b ∈ dclω(A).
Then µ(Ja 6= bK) = r > 0. By Result 5.1.7, for each event E ∈ E, there is an
element cE ∈ K that agrees with a on E and agrees with b elsewhere. Then
µ(JcE ∈ dcl(A)K) = 1, so cE ∈ dcl
ω(A). For each n there is a set of n events
E1, . . . ,En such that dK(cEi , cEj ) = dB(Ei,Ej) = r/2 whenever i < j ≤ n. Then by
saturation, the set dclω(A) has cardinality ≥ υ and hence is large. 
Corollary 5.3.13. Let A be a countable subset of K with |A| > 1. Then the set of
all small B such that B(ω) ⊆ A(ω) a. s . is large and contains every subset of A.
Proof. Similar to the proof of Proposition 5.3.12. 
5.4. A Downward Result.
Definition 5.4.1. We say that T has acl = dcl if for every set A in M we have
aclM(A) = dclM(A).
For example, every theory with a definable linear ordering has acl = dcl. In this
section we prove that if T has acl = dcl and TR is real rosy, then T is real rosy.
Lemma 5.4.2.
(1) There is a mapping b 7→ b˜ from M into K such that for each tuple a¯ in M
and first order formula ϕ(v¯), if M |= ϕ(a¯) then µ(Jϕ(˜¯a)K) = 1.
(2) Let B˜ = {b˜ | b ∈ B}. If B = dclM(A) then B˜ = fdcl(A˜) = dcl(A˜),
Proof. (1) The result is trivial ifM is finite, so we assumeM has cardinality υ. Let
M = {aα | α < υ} with no repetitions, and for each β < υ let Mβ = {aα | α < β}.
Let S(β) be the statement
S(β): For each tuple a¯ in Mβ and each ϕ(v¯), if M |= ϕ(a¯) then µ(Jϕ(˜¯a)K) = 1.
By transfinite recursion we will build a sequence 〈a˜α | α < υ〉 of elements of K such
that S(α+ 1) holds for each α < υ,
Suppose we have already defined 〈a˜α | α < β〉 such that S(α + 1) holds for all
α < β. Since each tuple in Mβ is a tuple in Mα+1 for some α < β, S(β) holds. Let
Γ(u) be the set of all continuous statements
Γ(u) = {µ(Jϕ(˜¯a, u)K) = 1 | a¯ ∈ (Mβ)<N, ϕ(v¯, u) ∈ [L],M |= ϕ(a¯, aβ)}.
Γ(u) is small, and up to equivalence, Γ(u) is closed under finite conjunctions. If
a¯ is a tuple in Mβ and M |= ϕ(a¯, aβ), then M |= ∃uϕ(a¯, u), so by S(β) we have
µ(J∃uϕ(˜¯a, u)K) = 1. By Fullness, Γ(u) is finitely satisfiable in N. Since N is satu-
rated, Γ(u) is satisfiable in N. We choose an element b ∈ K that satisfies Γ(u) in N
and define a˜β = b. Then S(β + 1) holds. This completes our transfinite recursion
and proves (1).
(2) For any first order functional formula ψ(X, y), we have M |= ψ(A, b) iff
N |= Jψ(A˜, b˜)K = ⊤, and N |= J(∃≤1y)ψ(A˜, y)K = ⊤. Therefore B˜ = fdcl(A˜). For
any two distinct elements b˜, c˜ of B˜, we have M |= b 6= c, so N |= µ(J˜b 6= c˜K) = 1 and
hence dK(˜b, c˜) = 1. Thus any two elements of B˜ have distance 1 from each other,
so B˜ is closed in N. By Result 5.3.4, fdcl(A˜) = cl(fdcl(A˜)) = dcl(A˜). 
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Proposition 5.4.3. Suppose T has acl = dcl, |I⌣ is one of the relations |
a
⌣, |
M
⌣, |⌣,
and A,B,C are small subsets of M . If A˜ |I⌣C˜ B˜ holds in N, then A |
I
⌣C B holds in
M.
Proof. Suppose first that A˜ |a⌣C˜ B˜ in N. Then
acl(A˜C˜) ∩ acl(B˜C˜) = acl(C˜).
Let
A′ = aclM(AC), B′ = aclM(BC), C′ = aclM(C).
By Result 5.3.1 and Lemma 5.4.2, A′ = dclM(AC), and A˜′ = dcl(A˜C˜) = acl(A˜C˜).
Similarly for B′ and C′. Therefore A˜′ ∩ B˜′ = C˜′. It follows that A′ ∩ B′ = C′,
which means that A |a⌣C B in M.
Now suppose that A˜ |M⌣C˜ B˜ in N. Let D ∈ [C, acl
M(BC)] in M. Then D ⊆
dclM(BC), so by Lemma 5.4.2, D˜ ⊆ dcl(B˜C˜) = acl(B˜C˜). Hence A˜ |a⌣D˜ B˜ in N, so
A |a⌣D B and A |
M
⌣C B in M.
Suppose that A˜ |⌣C˜ B˜ in N. Let B ⊆ D with D small in M. Then B˜ ⊆ D˜
in N and D˜ is small. Hence there exists A1 ≡B˜C˜ A˜ such that A1 |
M
⌣C˜ D˜ in N.
Then for every E1 ∈ [C˜, acl(C˜D˜)] we have A1 |a⌣E1
D˜ in N. By Lemma 5.4.2 and
the assumption that T has acl = dcl, E1 ∈ [C˜, acl(C˜D˜)] if and only if E1 = E˜
for some E ∈ [C, acl(CD)]. So A1 |a⌣E˜ D˜ in N for every E ∈ [C, acl(CD)]. Let
F = acl(CD) = dcl(CD) in M, so by Lemma 5.4.2, F˜ = acl(C˜D˜) in N. By
saturation in M, there is a set G ⊆ M such that for every first order formula
ϕ(X, F˜ ) such that Jϕ(A1, F˜ )K = ⊤ in N, we have M |= ϕ(G,F ). Then in N we have
G˜ ≡
B˜C˜
A1 ≡B˜C˜ A˜, and G˜ |
a
⌣E˜ D˜ for every E ∈ [C, acl(CD)]. Therefore in M we
have G ≡BC A and G |a⌣E D for every E ∈ [C, acl(CD)]. It follows that G |
M
⌣C D
and A |⌣C B in M. 
The following Corollary can be compared with Corollary 7.9 of [EG], which says
that if TR is maximally real rosy then T is real rosy.
Corollary 5.4.4. Suppose T has acl = dcl and TR is real rosy. Then T is real
rosy.
Proof. By hypothesis, the relation |⌣ over N has local character, with some bound
κN(A). We show that |⌣ over M has local character with bound κ
M(A) = κN(A˜).
Let A,B ⊆ M be small. Then there is a set C′ ⊆ B˜ such that |C′| < κN(A˜) and
A˜ |⌣C′ B˜ in N. It is clear that C
′ = C˜ for some set C ⊆ B. By Proposition 5.4.3
we have A |⌣C B in M. 
6. Independence in the Event Sort
The one-sorted continuous theory APr of atomless probability algebras is studied
in the papers [Be1], [Be2], and [BBHU]. By Fact 2.10 in [Be2], for every model
N = (K,E) of TR, the event sort (E, µ) of N is a model of APr. For each cardinal
κ, if N is κ-saturated then (E, µ) is κ-saturated. For every set A ⊆ E, we have
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acl(A) = dcl(A) = σ(A) in (E, µ). The algebraic independence relation in (E, µ) is
the relation
A |a⌣
C
B⇔ σ(AC) ∩ σ(BC) = σ(C).
Result 6.0.1. (Ben Yaacov [Be1]) The theory APr is separably categorical, admits
quantifier elimination, and is stable. The independence relation |d⌣ on APr is the
same as the relation of probabilistic independence, given by A |d⌣C B iff
µ[A ⊓ B|σ(C)] = µ[A|σ(C)]µ[B|σ(C)] a. s for all A ∈ σ(A),B ∈ σ(B).
6.1. Dividing Independence in the Event Sort. We now consider the analogue
of the dividing independence relation |d⌣ in the event sort. Given sets C,D ⊆ K, it
will be convenient to introduce the notation D = fdclB(D) and DC = fdclB(DC).
Remark 6.1.1. By Result 5.3.4, aclB(D) = σ(D) = acl(D).
Definition 6.1.2. For small A,B,C ⊆ K, define
A |dB⌣
C
B ⇔ AC |
d
⌣
C
BC in (E, µ).
Lemma 6.1.3. |dB⌣ satisfies the basic axioms, symmetry, finite character, and the
countable union property.
Proof. By Result 6.0.1, |d⌣ is an independence relation over (E, µ). It follows easily
that |dB⌣ satisfies invariance, monotonicity, base monotonicity, normality, finite
character, and symmetry.
Transitivity: Suppose C ∈ [D,B], B |dB⌣C A, and C |
dB
⌣D A. Then AC , BC , and
C are small, C ∈ [D,B], and AD ⊆ AC . We have BC |d⌣C AC and CD |
d
⌣D AD.
By monotonicity of |d⌣, BD |
d
⌣C AD. Then by transitivity of |
d
⌣, BD |
d
⌣D AD, so
B |dB⌣D A.
Countable union property: By Lemma 4.2.5, |d⌣ has the countable union prop-
erty over (E, µ). Suppose A,B,C are countable, C =
⋃
n Cn, and Cn ⊆ Cn+1
and A |dB⌣Cn
B for each n. By monotonicity for |d⌣, whenever n ≤ m we have
ACn |
d
⌣Cm
BCn . By the countable union property for |
d
⌣ over (E, µ), for each n we
have ACn |
d
⌣C BCn . Then by finite character and monotonicity for |
d
⌣, it follows
that AC |d⌣C BC , so A |
dB
⌣C B, so |
dB
⌣ has the countable union property. 
Lemma 6.1.4. |dB⌣ satisfies extension and full existence.
Proof. By Remarks 2.2.5 (1), it suffices to prove that |dB⌣ satisfies full existence.
For any A,B,C, we must show that there exists A′ ≡C A such that A′ |dB⌣C B.
We may assume that C ⊆ A, so that A = AC . Since |d⌣ has full existence in
(E, µ), there exists A′ ⊆ E such that A′ ≡C A and A′ |d⌣C BC in (E, µ). Note
that every quantifier-free formula of TR with parameters in A ∪ C has the form
f(µ(τ1), . . . , µ(τm)) where f : [0, 1]
m → [0, 1] is continuous, and each τi is a Boolean
term of the form
τi(Jθ1(C)K, . . . , Jθn(C)K,A1, . . . ,Ak)
with A1, . . .Ak ∈ A. By quantifier elimination, every formula of TR with parameters
in A ∪ C is equivalent to a formula of that form. Therefore we have A′ ≡C A in
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N. Add a constant symbol to N for each a ∈ A, F ∈ A, and F′ ∈ A′. Add a set of
variables A′ = {a′ | a ∈ A}. Consider the set of conditions
Γ = {dB(F
′, Jθ(a¯′, c¯)K) = 0 | N |= dB(F, Jθ(a¯, c¯)K) = 0}
with the set of variables A′. It follows from fullness that every finite subset of Γ is
satisfiable by some A′ in N. Then by saturation, Γ is satisfied by some A′ in N. By
quantifier elimination we have A ≡C A′ in N, and by definition, A′ |dB⌣C B. 
Lemma 6.1.5. |dB⌣ is countably based.
Proof. By Lemma 4.1.4 (3), it is enough to check that, for countable A, B and
small C, we have
A |dB⌣
C
B ⇔ (∀cC′ ⊆ C)(∃cD ∈ [C′, C])A |dB⌣
D
B.
Fix such A, B, C. The forward direction follows from Corollary 4.1.7 (1). For the
other direction, suppose that A 6 | dB⌣C B. Then AC 6 |
d
⌣C BC over (E, µ). Hence for
some tuple A¯ inAC and some continuous formulaΦ(X¯,BC ,C), (E, µ) |= Φ(A¯,BC ,C) =
0 and Φ(X¯,BC ,C) divides over C. Take a countable (even finite) C
′ ⊆ C such that
Φ(x¯,BC ,C) = Φ(x¯,BC′ ,C
′). Then for any countable D ∈ [C′, C], Φ(x¯,BC ,C) di-
vides over D. Therefore AD 6 | d⌣D BD over (E, µ), so A 6 |
dB
⌣D B. 
Lemma 6.1.6. |dB⌣ has small local character.
Proof. By Result 6.0.1, |d⌣ on (E, µ) has small local character. To prove that |
dB
⌣ has
small local character, let A,B be small subsets of K. Then A,B are small subsets
of E. Let C0 be a subset of B with |C0| ≤ |A| + ℵ0. We show by induction that
there is a countable chain C0 ⊆ C1 ⊆ · · · of subsets of B such that ACn |
d
⌣Cn+1
B
and |Cn| ≤ |A| + ℵ0 for each n ∈ N. Suppose we have sets C0 ⊆ · · · ⊆ Cn of
B such that ACm |
d
⌣Cm+1
B and |Cm| ≤ |A| + ℵ0 whenever m < n. (This holds
vacuously when n = 0). Then ACn ⊆ E. By small local character for |
d
⌣ on (E, µ),
there is a set D ⊆ B such that ACn |
d
⌣D B and |D| ≤ |A|+ ℵ0. There is also a set
Cn+1 ∈ [Cn, B] such that D ⊆ Cn+1 and |Cn+1| ≤ |A|+ ℵ0. By base monotonicity,
we have ACn |
d
⌣Cn+1
B. This completes the induction.
Now let C =
⋃
n Cn. Then C ⊆ B and |C| ≤ |A| + ℵ0. We have C =
⋃
n Cn,
AC =
⋃
nACn , and B = BC. By monotonicity for |
d
⌣, ACn |
d
⌣Ck
B whenever n < k.
By Lemma 4.2.5, |d⌣ has the countable union property. Therefore ACn |
d
⌣C B for
each n. Then by finite character for |d⌣, AC |
d
⌣C B, so A |
dB
⌣C B. 
Corollary 6.1.7. In TR, |dB⌣ is an independence relation, and |
d
⌣ ⇒ |
dB
⌣ .
Proof. By Lemmas 6.1.3, 6.1.4, and 6.1.6, |dB⌣ is an independence relation. By
Remark 5.1 of [Ad2], |d⌣ implies any independence relation in a first order theory,
and the proof carries over to continuous theories, so |d⌣ ⇒ |
dB
⌣ in T
R. 
Proposition 6.1.8. If T has an infinite model, then |dB⌣ is not anti-reflexive.
Proof. Since M is large, it has an element a that is not definable over ∅. By fullness
and saturation, there is an element a ∈ K such that µ(Jϕ(a)K) = 1 whenever M |=
ϕ(a), so fdclB(a) = σ(∅). Hence a |dB⌣∅ a. But a /∈ dcl
ω(∅). So a /∈ dcl(∅) = acl(∅)
by Results 5.3.1 and5.3.10, so |dB⌣ is not anti-reflexive. 
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6.2. Algebraic Independence in the Event Sort.
Definition 6.2.1. For small A,B,C ⊆ K, define
A |aB⌣
C
B ⇔ aclB(AC) ∩ aclB(BC) = aclB(C).
Remark 6.2.2. A |aB⌣C B in N ⇔ AC |
a
⌣C BC in (E, µ).
Lemma 6.2.3. |dB⌣ ⇒ |
aB
⌣ .
Proof. By Result 6.0.1, the theory of (E, µ) is stable, so |d⌣ ⇒ |
a
⌣ in (E, µ). It
follows at once that |dB⌣ ⇒ |
aB
⌣ in N. 
Proposition 6.2.4. The relation |aB⌣ over N satisfies all the axioms for a countable
independence relation except base monotonicity. It also has symmetry, the countable
union property, and countably local character.
Proof. Symmetry, invariance, monotonicity, normality, countable character, and
the countable union property are clear. The proof for transitivity is the same as in
Proposition 6.1.3. Full existence, extension, and small local character follow from
Lemmas 6.1.4, 6.1.6, and 6.2.3. 
7. Pointwise Independence
7.1. The General Case.
Definition 7.1.1. If |I⌣ is a ternary relation over M that has monotonicity, we
let |Iω⌣ be the unique countably based relation over N such that for all countable
A,B,C,
A |Iω⌣
C
B ⇔ A(ω) |I⌣
C(ω)
B(ω) a. s .
The unique existence of |Iω⌣ follows from Lemma 4.1.4 (2). We say that A is
pointwise I-independent from B over C if A |Iω⌣C B.
We will often use the notation JP K for the set {ω ∈ Ω | P (ω)} when P (ω) is
a statement involving elements ω of Ω. Since (Ω,F, µ) is a complete probability
space, P (ω) holds a. s if and only if µ(JP K) = 1. For instance, if |I⌣ is a ternary
relation over M, then for all countable sets A,B,C ⊆ K,
JA |I⌣
C
BK = {ω ∈ Ω : A(ω) |I⌣
C(ω)
B(ω)},
and
A |Iω⌣
C
B ⇔ µ(JA |I⌣
C
BK) = 1.
Corollary 7.1.2. If |I⌣ and |
J
⌣ are ternary relations over M with monotonicity,
and |I⌣ ⇒ |
J
⌣, then |
Iω
⌣ ⇒ |
Jω
⌣ .
Proof. This follows from Lemma 4.1.4 (1). 
Definition 7.1.3. A ternary relation |J⌣ over N will be called pointwise anti-
reflexive if a |J⌣C a implies a ∈ acl
ω(C).
Note that every anti-reflexive relation over N is pointwise anti-reflexive.
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Proposition 7.1.4. Suppose |I⌣ is a ternary relation over M that has monotonic-
ity.
(1) |Iω⌣ is countably based and has monotonicity and two-sided countable char-
acter.
(2) If |J⌣ = |
Ic
⌣ , then |
Jω
⌣ = |
Iω
⌣ .
(3) If |I⌣ has invariance, transitivity, normality, symmetry, or the countable
union property, then |Iω⌣ has the same property. If |
I
⌣ has normality,
symmetry, and base monotonicity, then |Iω⌣ has base monotonicity.
(4) If |I⌣ is anti-reflexive, then |
Iω
⌣ is pointwise anti-reflexive.
Proof. (1) By Definition 7.1.1, |Iω⌣ is countably based. It has monotonicity and
two-sided countable character by Lemma 4.1.4 (3).
(2) This follows from the fact that |I⌣ and |
J
⌣ agree on countable sets.
(3) By (2), Proposition 4.1.5, and Remark 4.2.2, it suffices to show that if |I⌣
has one of the listed properties for countable sets, then |Iω⌣ has the same property
for countable sets.
We prove the result for transitivity. The other proofs are similar but easier.
Suppose |I⌣ has transitivity for countable sets, and assume that A,B,C,D are
countable and B |Iω⌣C A, C |
Iω
⌣D A and C ∈ [D,B]. We must prove B |
Iω
⌣D A. We
have µ(JB |I⌣C AK) = 1, µ(JC |
I
⌣D AK) = 1, and µ(JC ∈ [D,B] K) = 1. Since |
I
⌣
has transitivity for countable sets, µ(JB |I⌣D AK) = 1. This shows that B |
Iω
⌣D A.
(4) Suppose |I⌣ is anti-reflexive and a |
Iω
⌣C a. Then a |
Iω
⌣D a for some countable
D ⊆ C, so a(ω) |I⌣D(ω) a(ω) a. s, and hence a ∈ acl
ω(D) ⊆ aclω(C). 
To sum up, we have:
Corollary 7.1.5. If |I⌣ satisfies the basic axioms for an independence relation over
M , then |Iω⌣ over N also satisfies these axioms.
Proposition 7.1.6. Suppose |I⌣ is a ternary relation over M that is countably
based and has finite character and the countable union property. Then |Iω⌣ has
finite character.
Proof. Suppose A′ |Iω⌣C B for all finite A
′ ⊆ A. Let A0 ⊆ A,B0 ⊆ B,C0 ⊆ C be
countable. We must find a countable D ∈ [C0, C] such that A0 |Iω⌣D B0. We may
write A0 =
⋃
nEn where E0 ⊆ E1 ⊆ · · · and each En is finite. Then En |
Iω
⌣C B for
each n.
Since |Iω⌣ is countably based, there are countable sets 〈Dn〉n∈N such that for
each n, Dn ∈ [C0, C], Dn ⊆ Dn+1, and En |Iω⌣Dn
B0, and hence En |I⌣Dn
B0 a. s .
Let D =
⋃
nDn. Since |
I
⌣ has the countable union property, for each n we have
En |
I
⌣D B0 a. s. Since |
I
⌣ has finite character, A0 |
I
⌣D B0 a. s., so A0 |
Iω
⌣D B0. 
7.2. Measurable Ternary Relations.
Definition 7.2.1. We say that a ternary relation |I⌣ over the big model M of T is
measurable if JA |I⌣C BK ∈ F for all countable A,B,C ⊆ K.
We will sometimes use measurability without explicit mention in the following
way: if |I⌣ is measurable, A,B,C are countable, and A 6 |
I
⌣C B, then µ(JA |
I
⌣C BK) =
r for some r < 1.
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In Lemma 7.2.3 below, we will give a useful sufficient condition for measurabil-
ity. Lω1ω1 is the infinitary logic that contains first order logic and is closed under
finite or countable conjunctions and disjunctions, negations, and finite or countable
existential and universal quantifiers. An Lω1ω1 formula is said to be conjunctive if
it is equivalent to a formula that is built from first order formulas using only finite
or countable conjunctions, finite or countable quantifiers, and finite disjunctions.
By a Borel-conjunctive formula we mean an Lω1ω1 formula that is built from con-
junctive formulas using only negations and finite and countable conjunctions and
disjunctions.
The following result is a consequence of Theorem 2.3 in [Ke2]. It depends on the
fact that M is ℵ1-saturated.
Result 7.2.2. For every countable set X of variables and conjunctive Lω1ω1-
formula θ(X) there is a countable set A(θ) of first order formulas (the set of finite
approximations of θ) such that
M |= (∀X)
[
θ(X)↔
∧
{ψ(X) : ψ ∈ A(θ)}
]
.
We say that |I⌣ is definable by an Lω1ω1 formula ϕ(X,Y, Z) in M with countable
sets of variables X,Y, Z if for all countable sets A,B,C indexed by (X,Y, Z) in M,
we have
A |I⌣
C
B ⇔M |= ϕ(A,B,C).
Lemma 7.2.3. Suppose |I⌣ is definable by a Borel-conjunctive formula ϕ in M.
Then |I⌣ is measurable, and for all countable sets A,B,C ⊆ K, the reduction of
JA |I⌣C BK belongs to dclB(ABC).
Proof. By Result 7.2.2, for every conjunctive formula θ(X,Y, Z) and all countable
sets A,B,C ⊆ K we have
Jθ(A,B,C)K =
⋂
{Jψ(A,B,C)K : ψ ∈ A(θ)}.
By definition, Jψ(A,B,C)K ∈ F for every first order formula ψ. Since F is a σ-
algebra, it follows that Jθ[A,B,C)K ∈ F for every conjunctive formula θ. Since ϕ is
Borel-conjunctive, we have
JA |I⌣
C
BK = Jϕ(A,B,C)K ∈ F.
Because the reduction of Jψ(A,B,C)K belongs to fdclB(ABC) for each first order
formula ψ, and µ is σ-additive, we see from Result 5.3.4 that the reduction of
Jϕ(A,B,C)K belongs to dclB(ABC). 
Theorem 7.2.4. For every complete theory T , each of the relations
|a⌣, |
M
⌣ , |
b
⌣, |
e
⌣, |
d
⌣
is definable by a Borel-conjunctive formula and hence is measurable over M.
Proof. |a⌣ is defined by the Borel-conjunctive formula
¬
∨
i
∨
j
(∃u)[ϕi(u,X,Z) ∧ ψj(u, Y, Z) ∧
∧
k
¬χk(u, Z)],
where ϕi(u,X,Z), ψj(u, Y, Z), χk(u, Z) list all algebraical formulas with the indi-
cated variables.
INDEPENDENCE IN RANDOMIZATIONS 25
|M⌣ : Let ~vn denote the n-tuple of variables 〈v1, . . . , vn〉. Let ηi(u, Y, Z) enumerate
all algebraical formulas over Y, Z. Let ϕni (u,~vn, X, Y, Z) enumerate all formulas of
the following form:
n∧
j=1
ηij (vj , Y, Z) ∧ ψ(u,~vn, X, Z) ∧ χ(u,~vn, Y, Z),
where ψ and χ are also algebraical formulas; here n is allowed to vary. Let
θnk (u,~vn, Z) enumerate all algebraical formulas over ~vn, Z. Then |
M
⌣ is defined
by the Borel-conjunctive formula
¬
∨
n
∨
i
(∃u)(∃~vn)
[
ϕni (u,~vn, X, Y, Z) ∧
∧
k
¬θnk (u,~vn, Z))
]
.
|b⌣ is defined by the Borel-conjunctive formula∧
i
∧
x¯∈X<N
∧
y¯∈Y <N
∧
z¯∈Z<N
∨
u¯∈Z<N
[ϕi(x¯, y¯, z¯)⇒ ϕi(x¯, u¯, z¯)]
where ϕi(x¯, y¯, z¯) lists all formulas in [L].
|e⌣ is defined by the Borel-conjunctive formula∧
u∈X
∧
i
∧
x¯∈X<N
∧
y¯∈Y <N
∧
z¯∈Z<N
∨
j
∨
v¯∈Z<N
[ϕi(u, x¯, y¯, z¯)⇒ ψj(u, x¯, v¯)]
where ϕi(u, x¯, y¯, z¯) and ψj(u, x¯, z¯) list all algebraical formulas with the indicated
variables.
|d⌣: Let ϕ(~x, ~y, Z) be a first order formula, where ~x, ~y are tuples of variables,
and Z is a countable set of variables. For each tuple ~b and countable set C in
M, ϕ(~x,~b, C) divides over C if and only if (M,~b, C) satisfies the following Borel-
conjunctive formula divϕ(~y, Z):
∨
k
(∃~u 0∃~u 1 . . .)
IND ∧ ~u 0 ≡Z ~y ∧ ∧
I⊂N,|I|=k
¬(∃~x)
∧
i∈I
ϕ(~x, ~u i, Z)
 ,
where |~u j | = |~y| for each j, and IND is the conjunctive formula that says that
the sequence (~u 0, ~u 1, . . .) is indiscernible over Z. Therefore |d⌣ is defined by the
Borel-conjunctive formula
¬
∨
~x∈X<N
∨
~y∈Y <N
∨
ϕ
(ϕ(~x, ~y, Z) ∧ divϕ(~y, Z)).

Note that if T has the exchange property, then by Theorem 3.2.3 (1), |⌣ = |
e
⌣
in models of T , so by Theorem 7.2.4, |⌣ is measurable over M.
7.3. Pointwise Dividing and Stability. We will establish a relationship between
dividing and pointwise dividing in the randomization of a stable theory. Consider
the relation |d∧⌣ = |
dω
⌣ ∧ |
dB
⌣ . Proposition 7.3.3 will show that when T is stable,
|d∧⌣ is an independence relation in T
R. Moreover, |d∧⌣ = |
d
⌣ in T
R if and only if T
has acl = dcl.
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Lemma 7.3.1. Suppose A,B,C ⊆ K are countable and A |d⌣C B in N. Then
A |dω⌣C B.
Proof. We will use the notation from the proof of Theorem 7.2.4. Suppose that
A 6 | dω⌣C B. Then the set E = JA |
d
⌣C BK belongs to F, and µ(E) < 1. Hence there
are a first-order formula ϕ(~x, ~y, Z), and tuples ~a ∈ A<N, ~b ∈ B<N such that
µ(Jϕ(~a,~b, C) ∧ divϕ(~b, C)K) > 0.
For each k ∈ N, let divkϕ(~y, Z) be the part of divϕ(~y, Z) after the initial
∨
k.
Then divkϕ(~y, Z) is a conjunctive formula, Jdiv
k
ϕ(
~b, C)K ∈ F, and Jdivϕ(~b, C)K =⋃
kJdiv
k
ϕ(
~b, C)K, so we may find a k ∈ N such that
r := µ(Jϕ(~a,~b, C) ∧ divkϕ(
~b, C)K) > 0.
By Result 7.2.2, there is a countable set {θm(~y, Z) : m ∈ N} of first order formulas
closed under finite conjunction such that
M |= (∀~y, Z)
[
divkϕ(~y, Z)↔
∧
m
θm(~y, Z)
]
.
Therefore
Jdivkϕ(
~b, C)K =
⋂
m
Jθm(~b, C)K,
so there exist m(k) ∈ N such that
µ(Jθm(k)(~b, C) ∧ ¬div
k
ϕ(
~b, C)K) ≤ r/2.
Now let Φ(~x, ~b, C) be the continuous formula
r −. µ(Jϕ(~x,~b, C) ∧ θm(k)(~b, C)K).
We have
µ(Jϕ(~a,~b, C) ∧ θm(k)(~b, C)K) ≥ r,
so Φ(~a, ~b, C) = 0.
Claim. Φ(~x, ~b, C) divides over C in N.
Proof of Claim: Using Ramsey’s theorem and the fact that M is saturated, one
can show that for each ω ∈ Jdivkϕ(~b, C)K, there is a sequence 〈~b
′
i〉i∈N in M such that:
(a) 〈~b′i〉i∈N is C(ω)-indiscernible,
(b) ~b′0 ≡C(ω) ~b(ω), and
(c) M |= ¬(∃~x)
∧
i<k ϕ(~x,
~b′i, C(ω)).
By ω1-saturation for N and fullness, there is a sequence 〈~b′′i 〉i∈N in K such that
for all ω ∈ Jdivkϕ(~b, C)K, conditions (a)–(c) above hold when ~b
′
i =
~b′′i (ω). By Result
5.1.7, for each i ∈ N there is a ~bi that agrees with ~b′i on Jdiv
k
ϕ(
~b, C)K, and agrees
with ~b elsewhere. Then 〈~bi〉i∈N is C-indiscernible, and ~b0 ≡C ~b in N. Consider a
tuple ~d ∈ K|~x|, and for each i ∈ N let
Di = Jϕ(~d,~bi, C) ∧ div
k
ϕ(
~b, C)K.
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By conditions (a) and (c) above, for all distinct elements i1, . . . , ik of N, we have
µ(
⋂k
j=1 Dij ) = 0. Therefore, by Lemma 7.5 of [EG], there exists i ∈ N such that
µ(Di) < r/2. By (a) and (b) above, Jdiv
k
ϕ(
~b, C)K = Jdivkϕ(
~bi, C)K, so
Di = Jϕ(~d,~bi, C) ∧ div
k
ϕ(
~bi, C)K.
Hence
µ(Jϕ(~d,~bi, C) ∧ θm(k)(~bi, C)K) ≤
µ(Di) + µ(J(θm(k)(~bi, C) ∧ ¬div
k
ϕ(
~bi, C)K) < r/2 + r/2 = r,
and thus Φ(~d, ~bi, C) > 0. This proves the Claim.
It follows that ~a 6 | d⌣C
~b in N, so by monotonicity, A 6 | d⌣C B in N. 
Result 7.3.2. ([BK], Theorem 5.13.) If T is stable, then TR is stable.
Proposition 7.3.3. Suppose that T is stable, and let |d∧⌣ = |
dω
⌣ ∧ |
dB
⌣ on N. Then
on N we have:
(1) |d∧⌣ is countably based.
(2) |d⌣ ⇒ |
d∧
⌣ .
(3) |d∧⌣ and |
dω
⌣ are independence relations with small local character.
(4) |d∧⌣ = |
d
⌣ in T
R if and only if T has acl = dcl.
Proof. By Proposition 4.1.10, Lemma 4.2.5, and Results 7.3.2 and 2.3.4, over both
M and N, |d⌣ is a strict countably based independence relation that has the count-
able union property, stationarity, and small local character.
(1): |dω⌣ and |
dB
⌣ are each countably based and have the countable union
property by Proposition 4.1.10 and Lemmas 6.1.3, 6.1.5, and 4.2.5. Then |d∧⌣ is
countably based by Proposition 4.2.3.
(2): By Lemmas 4.1.4 (1) and 7.3.1 and the fact that |d⌣ on N is countably based,
we have |d⌣ ⇒ |
dω
⌣ on N. By Corollary 6.1.7, |
d
⌣ ⇒ |
dB
⌣ .
(3): By (2) above, Corollary 7.1.5, Proposition 4.2.4, and Remark 2.2.9, |dω⌣ is
an independence relation with small local character. By Lemma 6.1.6, Corollary
6.1.7, and Remark 2.2.9, |dB⌣ is also an independence relation with small local
character. It then follows easily that |d∧⌣ satisfies the basic axioms and finite
character. By (2) above and Remark 2.2.9 again, |d∧⌣ also satisfies extension and
small local character.
(4): First assume that T does not have acl = dcl. Take a finite set C and an
element a inM such that a ∈ acl(C)\dcl(C). Let x 7→ x˜ be the mapping introduced
in Lemma 5.4.2. Then in N we have a˜ |dω⌣C˜ a˜ ∧ a˜ |
dB
⌣C˜ a˜ but a˜ /∈ dcl(C˜) = acl(C˜),
Thus a˜ |d∧⌣C˜ a˜ but a˜ 6 |
d
⌣C˜ a˜, and |
d∧
⌣ 6= |
d
⌣ in T
R.
Now assume that T has acl = dcl. We show that |d∧⌣ satisfies stationarity and
is anti-reflexive. It will then follow from Result 2.3.4 that |d∧⌣ = |
d
⌣ in T
R.
Let a |d∧⌣C a. Since |
d
⌣ ⇒ |
a
⌣ in M, we have |
dω
⌣ ⇒ |
aω
⌣ , so a |
aω
⌣C a and
a ∈ aclω(C) = dclω(C). Also, |dB⌣ ⇒ |
aB
⌣ , and thus a |
aB
⌣C a and fdclB(aC) ⊆
aclB(aC) ⊆ aclB(C). By Result 5.3.1, aclB(C) = dclB(C). Therefore by Result
5.3.10, a ∈ dcl(C) = acl(C), so |d∧⌣ is anti-reflexive.
To prove that |d∧⌣ has stationarity, suppose that in N, C is algebraically closed,
a¯ ≡C g¯, a¯ |d∧⌣C BC, and g¯ |
d∧
⌣C BC. We must prove that a¯ ≡CB g¯. By using
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characteristic functions of events, we may assume that a¯, g¯, B, and C have sort K.
It is enough to show that for each first order formula ϕ(x¯, y¯, z¯) and all tuples b¯ in
B and c¯ in C we have Jϕ(a¯, b¯, c¯)K
.
= Jϕ(g¯, b¯, c¯)K.
We have a¯ |dω⌣C b¯, and g¯ |
dω
⌣C b¯. It follows by induction that there is an increasing
chain c¯ ⊆ C0 ⊆ C1 ⊆ · · · of countable subsets of C such that for each n, Cn =
fdcl(Cn), a¯ |dω⌣Cn
b¯ when n is even, and g¯ |dω⌣Cn
b¯ when n is odd. Let D =
⋃
n Cn.
Then c¯ ⊆ D ⊆ C, D is countable, and D = fdcl(D). By (1) above, |dω⌣ has the
countable union property, so a¯ |dω⌣D b¯ and g¯ |
dω
⌣D b¯. By symmetry and normality,
a¯ |d⌣D b¯D and g¯ |
d
⌣D b¯D. Since D is countable, we have
µ(Ja¯ |d⌣
D
b¯DK) = µ(Jg¯ |d⌣
D
b¯DK) = µ(Ja¯ ≡D g¯K) = 1.
Because T has acl = dcl and D = fdcl(D), we have µ(JD = acl(D)K) = 1. Then
since |d⌣ in T has stationarity, µ(Ja¯ ≡b¯D g¯K) = 1. Therefore Jϕ(a¯, b¯, c¯)K
.
= Jϕ(g¯, b¯, c¯)K,
as required. 
7.4. Pointwise Blanketing Independence. In N, we say that C blankets A in
B if A |bω⌣C B.
Corollary 7.4.1. The relation |bω⌣ over N has invariance, monotonicity, and
normality.
Proof. This is an immediate consequence of Lemma 3.1.2. 
Remark 7.4.2. The following facts are left as exercises for the reader. They will
not be used in this paper.
(1) The relation |b⌣ has the countable union property, and is countably based.
(2) The relation |bω⌣ has finite character and the countable union property,
(Hint: For finite character, use Proposition 7.1.6.)
Lemma 7.4.3. The relation |bω⌣ on N has small local character.
Proof. Let A,B be subsets of K, with A small. Let C0 ⊆ B be such that |C0| ≤
|A|+ ℵ0, For each ϕ(x¯, y¯, z¯) ∈ [L], a¯ ∈ A|x¯|, and c¯ ∈ B|z¯|, we may take a countable
set D = D(ϕ, a¯, c¯) ⊆ B such that
µ
 ⋃
d¯∈D|y¯|
Jϕ(a¯, d¯, c¯)K
 ≥ µ
 ⋃
b¯∈E|y¯|
Jϕ(a¯, b¯, c¯)K

for every countable set E ⊆ B. Without loss of generality, c¯ is contained in
D(ϕ, a¯, c¯). Then
Jϕ(a¯, b¯, c¯)K ⊑
⋃
d¯∈D|y¯|
Jϕ(a¯, d¯, c¯)K
for every b¯ ∈ B|y¯|. We start with the given set C0, and for each n ∈ N, let
Cn+1 = Cn ∪
⋃
{D(ϕ, a¯, c¯) | ϕ(x¯, y¯, z¯) ∈ [L], a¯ ∈ A|x¯|, c¯ ∈ C|z¯|n }.
Since the signature L is countable, we see by induction that for each n, |Cn| ≤
|A|+ ℵ0 and Cn ⊆ B. Let C =
⋃
n Cn. Then |Cn| ≤ |A|+ ℵ0 and C ⊆ B. To show
that A |bω⌣C B, let A0 ⊆ A,B0 ⊆ B,C
′ ⊆ C be countable. Put
C′′ =
⋃
{D(ϕ, a¯, c¯) | ϕ(x¯, y¯, z¯) ∈ [L], a¯ ∈ A
|x¯|
0 , c¯ ∈ C
′|z¯|}.
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Then C′′ is countable, C′′ ∈ [C′, C], and for each ϕ(x¯, y¯, z¯) ∈ [L], a¯ ∈ A
|x¯|
0 , c¯ ∈ C
′′|z¯|,
and d¯ ∈ B
|y¯|
0 ,
Jϕ(a¯, b¯, c¯)K ⊑
⋃
d¯∈C′′|y¯|
Jϕ(a¯, d¯, c¯)K.
This shows that A0 |
bω
⌣C′′ B0. Since |
bω
⌣ is countably based, it follows that A |
bω
⌣C B.

7.5. Pointwise Thorn Independence. In this section, we will prove that if T
has the exchange property, then |ω⌣ is an independence relation.
Lemma 7.5.1. If T has the exchange property, then |ω⌣ satisfies the basic inde-
pendence axioms and finite character, is pointwise anti-reflexive, has the countable
union property, and has small local character.
Proof. The basic axioms, the countable union property, pointwise anti-reflexiveness,
and finite character follow from Propositions 7.1.4 and 7.1.6. By Lemma 7.4.3, |bω⌣
has small local character. By Theorem 3.2.3 we have |b⌣ ⇒ |⌣. By Corollary 7.1.2,
|bω⌣ ⇒ |
ω
⌣ . Therefore |
ω
⌣ has small local character. 
Our next task is to show that |ω⌣ satisfies full existence. We first introduce
some notation. A,B,C,Z will always denote small sets, with A,B,C ⊆ K and
Z ⊆ E. Given an enumerated subset A = {aα | α < κ} of K, for each α < κ we
let Aα = {aβ | β < α}, and for each I ⊆ κ we let AI = {aβ | β ∈ I}. Given an
automorphism u 7→ u′ of N, we let A′ = {a′ | a ∈ A}.
Theorem 7.5.2. Suppose T has the exchange property. For any A,B,C,Z, there
exists A′ ≡CZ A such that A′ |ω⌣C B. Hence |
ω
⌣ satisfies full existence in N.
For the remainder of this section, we assume that T has the exchange property.
Before proving Theorem 7.5.2, we will prove two special cases that will be used
in the main proof. We will frequently use, without explicit mention, the fact that
|⌣ = |
e
⌣ in M (Theorem 3.2.3 (iii)).
Lemma 7.5.3. For any B,C,Z and each a ∈ K, there exists a′ ≡CZ a such that
a
′ |ω⌣C B.
Proof. Let B,C be small. By Lemma 7.4.3, there is a countable set C0 ⊆ C that
blankets a in C. Let E = Ω \ Ja ∈ acl(C0)K. Let Γ(u) and ∆(u) be the sets of
LR-formulas
Γ(u) = {Jθ(a, c¯)K ⊑ Jθ(u, c¯)K | θ ∈ [L], c¯ ∈ C<N},
∆(u) = {E ⊑ J¬ψ(u, b¯)K | ψ algebraical, b¯ ∈ (BC)<N}.
Let Γ0(u, c¯),∆0(u, c¯, b¯) be finite subsets of Γ(u) and ∆(u) respectively.
Claim 1. At almost all ω ∈ E, Γ0(u, c¯(ω)) is satisfied by infinitely many ele-
ments.
Proof of Claim 1. For each n ∈ N, the formula
ψn(u, v¯) =
∧
Γ0(u, v¯) ∧ (∃
≤nw)
∧
Γ0(w, v¯)
is algebraical. Since C0 blankets a in C,
Jψn(a, c¯)K ⊑
⋃
d¯∈C<N
0
Jψn(a, d¯)K ⊑ Ja ∈ acl(C0)K
.
= (Ω \ E).
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It is clear that J
∧
Γ0( ¯a, c¯)K = ⊤. Therefore for each n ∈ N we have
E ⊑ J(∃>nw)
∧
Γ0(w, c¯)K.
This proves Claim 1.
It is clear that at all ω ∈ Ω, ∆0(u, c¯, b¯)) is satisfied by all but finitely many
elements. So Γ0(u, c¯) ∪∆0(u, c¯, b¯) is satisfiable at almost all ω ∈ E. At all ω /∈ E,
Γ0(a) ∪∆0(a) holds. Since N has perfect witnesses, Γ0(u) ∪∆0(u) is satisfiable in
N. By the saturation of N, Γ(u) ∪∆(u) is satisfiable by some element a′ ∈ K. By
Γ(a′) we have Jθ(a, c¯)K
.
= Jθ(a′, c¯)K for each θ ∈ [L] and c¯ ∈ C<N. By quantifier
elimination in TR (Result 5.1.5), it follows that a′ ≡CZ a for each small Z.
Using ∆(a′), we see that for any countable B0 ⊆ B and C1 ⊆ C,
µ(Ja′ ∈ acl(B0C0C1)⇒ a ∈ acl(C0)K) = 1.
Therefore µ(Ja′ |⌣C0C1
B0K) = 1, so a
′ |ω⌣C B. 
Lemma 7.5.4. Given any B,C,Z, suppose that:
(1) A = {aα | α < κ},
(2) (∀α < κ)(∀cG ⊆ AαC)Jaα ∈ acl(G)K ⊑ Jaα = a0K,
Then there exists A′ ≡CZ A such that A′ |ω⌣C B.
Proof. By Results 5.3.1 and 5.3.4, aclB(ABC) = σ(fdclB(ABC)), so aclB(ABC)
is small. Therefore we may also assume without loss of generality that Z ⊇
aclB(ABC). We now define a sequence {a′α | α < κ} by induction on ordinals
so that for all β < κ,
(3) A′β ≡CZ Aβ , A
′
β |
ω
⌣C B.
(3) is trivial when β = 0. By Lemma 7.5.3, we may take a′0 so that (3) holds for
β = 1. By finite character, if α is a limit ordinal and (3) holds for all β < α, then
(3) holds for β = α. Suppose that α > 0, and we have defined A′α = {a
′
β | β < α}
so that (3) holds when β = α. We will find a′α such that (3) holds when β = α+1.
Since A′α ≡CZ Aα, there is an automorphism τα of N that is fixed on CZ and maps
aβ to a
′
β for each β < α.
Claim 2. There exists an element u ∈ K such that:
(a) For every formula θ(u, x¯, y¯) ∈ [L], J ∈ α|x¯|, and c¯ ∈ C|y¯|,
Jθ(u, A′J , c¯)K
.
= Jθ(τα(aα), A
′
J , c¯)K.
(b) For every algebraical formula ψ(u, y¯) ∈ [L] and finite b¯ ⊆ A′αBC,
Jψ(u, b¯)K ⊑ Jaα = a0K.
Proof of Claim 2. We must show that the set of LR-formulas Γ(u) ∪ ∆(u) is
satisfiable in N, where
Γ(u) = {Jθ(τα(aα), A
′
J , c¯)K ⊑ Jθ(u, A
′
J , c¯)K | θ ∈ [L], J ⊆ α, c¯ ∈ C
<N},
∆(u) = {Jψ(u, b¯)K ⊑ Jaα = a0K | ψ algebraical, b¯ ⊆ A
′
αBC}.
The argument is similar to the proof of Claim 1 in Lemma 7.5.3, but with a different
set of formulas. We will implicitly make use of the fact that each event we mention
belongs to Z and is therefore fixed by the automorphism τα. In particular,
Jaα = a0K
.
= τα(Jaα = a0K)
.
= Jτα(aα) = a
′
0K
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and
Jθ(τα(aα), A
′
J , c¯)K
.
= τα(Jθ(aα, AJ , c¯)K)
.
= Jθ(aα, AJ , c¯)K.
Let Γ0(u),∆0(u) be finite subsets of Γ(u) and ∆(u). At almost every ω ∈ Jaα =
a0K, Γ0(τα(aα))∪∆0(τα(aα)). holds. By hypothesis (2), for each first order formula
θ(u, x¯, z¯) and parameters c¯ ∈ C<N, at almost all ω ∈ Jaα 6= a0K, if θ(τα(aα), A
′
J , c¯)(ω)
holds in M then θ(u,A′J , c¯)(ω) is satisfied by infinitely many u in M. Therefore
at almost all ω ∈ Jaα 6= a0K, Γ0(u) is satisfied by infinitely many elements of M,
and ∆0(u) is satisfied by all but finitely many elements of M. Since N has perfect
witnesses, it follows that Γ0(u)∪∆0(u) is satisfiable in N. By the saturation of N,
Γ(u) ∪∆(u) is satisfiable in N. This proves Claim 2.
We now take a′α to be an element u of K that satisfies conditions (a) and (b)
of Claim 2. By (1), every quantifier-free formula of LR has the same truth values
at the parameters A′α+1CZ as at the parameters Aα+1CZ. Thus by quantifier
elimination in N,
A′α+1 ≡CZ Aα+1.
To complete the induction, it remains to prove that A′α+1 |
ω
⌣C B. By Lemma 7.5.1,
|ω⌣ has finite character and monotonicity, so it suffices to show that for every finite
I ⊆ α + 1 such that 0 ∈ I, A′I |
ω
⌣C B. We will prove this by induction on the
cardinality of I. By the choice of a′0, we have a
′
0 |
ω
⌣C B. If I ⊆ α, then A
′
I |
ω
⌣C B
follows from monotonicity and the hypothesis that (3) holds when β = α. So it is
enough to prove A′I |
ω
⌣C B under the assumption that 0 ∈ J ⊆ α, I = J ∪ {α},
and A′J |
ω
⌣C B. Note that because Claim 2 (a) holds when u = a
′
α,
Jaα = a0K
.
= Jτα(aα) = a
′
0K
.
= Ja′α = a
′
0K.
Let B0 ⊆ B and C0 ⊆ C be countable. Then there is a countable C1 ∈ [C0, C] such
that µ(JA′J |⌣C1
B0K) = 1. Now consider any tuple a¯
′ ⊆ A′J . Because 0 ∈ J , we
have a′0a¯
′ ⊆ A′J , so by monotonicity, µ(Ja
′
0a¯
′ |⌣C1
B0K) = 1. Hence
Ja′0 ∈ acl(a¯
′B0C1)K ⊑ Ja
′
0 ∈ acl(a¯
′C1)K.
Because Claim 2 (b) holds when u = a′α, we have
Ja′α ∈ acl(a¯
′B0C1)K ⊑ Ja
′
α = a
′
0K,
and hence
Ja′α ∈ acl(a¯
′B0C1)K ⊑ Ja
′
0 ∈ acl(a¯
′C1)K,
so
Ja′α ∈ acl(a¯
′B0C1)K ⊑ Ja
′
α ∈ acl(a¯
′C1)K.
This means that µ(Ja′α |⌣ a¯′C1
B0K) = 1, and by the Pairs Lemma (Result 2.2.6),
µ(Ja′αa¯
′ |⌣C1
B0K) = 1. This shows that µ(JA
′
I |⌣C1
B0K) = 1, so we have A
′
I |
ω
⌣C B
as required.
Finally, since |ω⌣ has finite character, it follows that A
′ ≡CZ A andA′α+1 |
ω
⌣C B.
This proves Lemma 7.5.4. 
We are now ready to prove Theorem 7.5.2, showing that |ω⌣ has full existence.
Proof of Theorem 7.5.2. Let D = {dα | α < κ}. We must construct a set D′ ≡CZ
D such that D′ |ω⌣C B. We may assume without loss of generality that Z ⊇
aclB(BCD). In order to use Lemma 7.5.4, we inductively define a new enumer-
ated set A = {aα | α < κ} such that for each α < κ,
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(a) Aα ⊆ acl(CDα),
(b) (∀cG ⊆ AαC)Jaα ∈ acl(G)K ⊑ Jaα = a0K.
We first put a0 = d0. Suppose α > 0 and we have already defined Aα = {aβ | β <
α}, and that Aα ⊆ acl(CDα). By Lemma 7.4.3 there is a countable set Xα ⊆ AαC
that blankets dα in AαC. Let
aα(ω) =
{
a0(ω) if dα(ω) ∈ acl(Xα(ω))
dα(ω) otherwise.
We have
Jdα ∈ acl(Xα)K ∈ σ(fdclB(CDα+1)) = aclB(CDα+1),
so aα ∈ acl(CDα+1) and (a) holds. Moreover,
Jdα ∈ acl(Xα)K ⊑ Jaα = a0K and Jaα 6= dαK ⊑ Jaα = a0K.
Since Xα blankets dα in AαC, for each algebraical formula ψ(u,AαC) we have
Jψ(dα, AαC)K ⊑
⋃
x¯⊆Xα
Jψ(dα, x¯)K.
Therefore for each countable set G ⊆ AαC,
Jdα ∈ acl(G)K ⊑ Jdα ∈ acl(Xα)K ⊑ Jaα = a0K,
so
(Jaα = dαK ∩ Jaα ∈ acl(G)K) ⊑ Jaα = a0K.
It follows that (b) holds, and the inductive definition is complete. Thus A satisfies
the hypotheses of Lemma 7.5.4. By Lemma 7.5.4, there exists A′ ≡CZ A such that
A′ |ω⌣C B. By the saturation of N, there is an automorphism u 7→ u
′ of N that is
fixed on CZ and sends aα to a
′
α for each α < κ. Then D
′ ≡CZ D. We will show
that D′ |ω⌣C B.
Each countable subset of D′ is equal to D′I for some countable I ⊆ κ. Fix a
countable I ⊆ κ, and let C0, B0 be countable subsets of C,B respectively. For
each β ∈ I, Xβ is a countable subset of AβC, so there are countable J ⊆ κ and
C1 ∈ [C0, C] such that J ⊇ I and
⋃
β∈I Xβ ⊆ AJC1.
By the definition of aβ , we always have
dβ(ω) ∈ acl(Xβ)(ω) ∪ {aβ(ω)}.
For each β ∈ I, Xβ ∪ {aβ} ⊆ AJC1. Therefore
µ(JDI ⊆ acl(AJC1)K) = µ(JD
′
I ⊆ acl(A
′
JC1)K) = 1.
Since A′ |ω⌣C B, we have µ(JA
′
J |⌣C2
B0K) = 1 for some countable set C2 ∈
[C1, C]. It is obvious from the definition of |e⌣ that B |
e
⌣C A ⇒ B |
e
⌣C acl(AC)
in M, so by symmetry we have µ(Jacl(A′JC2) |⌣C2
B0K) = 1. By monotonicity,
µ(JD′I |⌣C2
B0K) = 1. Therefore D
′ |ω⌣C B. 
Theorem 7.5.5. Suppose T has the exchange property. Then |ω⌣ is a pointwise
anti-reflexive independence relation on N with small local character.
Proof. By Lemma 7.5.1 and Theorem 7.5.2. 
Corollary 7.5.6. Suppose T is o-minimal. Then in TR, |ω⌣ is a pointwise anti-
reflexive independence relation on N with small local character.
Proof. Every o-minimal theory has the exchange property. 
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Corollary 7.5.7. Suppose T has the exchange property and |a⌣ is an independence
relation in T . Then in TR, |aω⌣ is a pointwise anti-reflexive independence relation
with small local character.
Proof. Since |a⌣ is an independence relation, |
a
⌣ = |⌣ in T . The result now follows
from Theorem 7.5.5. 
8. Real Rosy Randomizations
8.1. Main Theorem. We know from Theorem 7.5.5 above that if T has the ex-
change property then N has a pointwise anti-reflexive independence relation. In
Theorem 8.1.1 below we will prove that if T has the exchange property and also
has acl = dcl, then N has an anti-reflexive independence relation, so TR is real rosy.
In the following, let |∧⌣ = |
ω
⌣ ∧ |
dB
⌣ . Recall that if T has the exchange property,
then |⌣ = |
e
⌣ in T ,
Theorem 8.1.1. Suppose T has the exchange property and acl = dcl. Then in
TR, |∧⌣ is a strict independence relation that has finite character, has small local
character, and is countably based. Moreover, TR is real rosy, and in TR, |⌣ is a
strict countable independence relation that has small local character and is countably
based.
Before proving 8.1.1 we state two corollaries whose hypotheses imply that T has
acl = dcl and the exchange property.
Corollary 8.1.2. If acl(A) = A for all A in the big model of T , then TR is real
rosy.
Corollary 8.1.3. If T is o-minimal, then TR is real rosy.
Proof of Theorem 8.1.1. Using only the hypothesis that T has the exchange prop-
erty, we show that |∧⌣ is an independence relation with small local character and
is countably based. Then using the hypothesis that T has acl = dcl, we show that
|∧⌣ is also anti-reflexive.
Basic axioms and finite character: By Lemmas 6.1.3 and 7.5.1, both |dB⌣ and
|ω⌣ satisfy the basic axioms and finite character. It follows easily that |
∧
⌣ satisfies
the basic axioms and has finite character.
Small local character: Let A,B be small subsets of K. By Lemmas 6.1.6 and
7.5.1, there are sets C1, C2 ⊆ B of cardinality ≤ |A|+ ℵ0 such that A |
ω
⌣C1
B and
A |dB⌣C2
B. By base monotonicity for both |ω⌣ and |
dB
⌣ , we have A |
∧
⌣C1∪C2
B.
Full existence: Suppose A,B,C are small subsets of K. By full existence for
|dB⌣ , there is an automorphism τ of N that fixes C such that τ(A) |
dB
⌣C B. Let
Z = aclB(τ(A)BC). By Theorem 7.5.2, there is an automorphism π of N that fixes
CZ such that π(τ(A)) |ω⌣C B. Then π(E) = E for every E ∈ Z, so π(τ(A)) |
dB
⌣C B.
Therefore π(τ(A)) ≡C A and π(τ(A)) |∧⌣C B, so |
∧
⌣ has full existence.
Countably based: |ω⌣ is countably based by definition, and |
dB
⌣ is countably
based by Lemma 6.1.5. By Lemmas 4.2.6, 7.1.4, and 6.1.3, |ω⌣ and |
dB
⌣ have the
countable union property. Then by Proposition 4.2.3, |∧⌣ is countably based.
Anti-reflexive: Suppose a |∧⌣C a. By Lemma 6.2.3, a |
aB
⌣C a. By Lemma 7.5.1,
|ω⌣ is pointwise anti-reflexive, so a ∈ acl
ω(C). Hence there is a countable D ⊆ C
such that a(ω) ∈ acl(D(ω)) a. s . We are assuming that T has acl = dcl, so a is
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pointwise definable overD. For every functional formula ψ(u, v¯) and tuple c¯ ∈ C<N,
we have Jψ(a, c¯)K ∈ dclB(aC). But a |aB⌣C a, so aclB(aC) ⊆ aclB(C). Then by Result
5.3.1, dclB(aC) ⊆ dclB(C), and by Result 5.3.10, a ∈ dcl(C) ⊆ acl(C).
By Result 2.3.3, |∧⌣ ⇒ |⌣. By Remark 2.2.9, |⌣ has small local character, so
TR is real rosy. By Proposition 4.1.9, |⌣ is countably based. 
8.2. Some Questions.
Question 8.2.1. Suppose T has the exchange property and acl = dcl. In TR, does
|∧⌣ = |⌣? Does |⌣ have finite character?
By Theorem 3.2.3, if T has the exchange property then |M⌣ for T has symmetry.
By Corollary 5.4 of [Ad3], if |M⌣ for T has symmetry, then T is real rosy. So it is
natural to ask the following question.
Question 8.2.2. Suppose |M⌣ for T has symmetry and T has acl = dcl. Is T
R real
rosy?
In view of Corollary 8.1.3, we ask:
Question 8.2.3. If T is o-minimal, must TR be rosy, or at least rosy for some
natural family of imaginaries?
It follows from [VDD] that every o-minimal expansion of an ordered abelian
group with a positive constant eliminates imaginaries. In [EG] it is shown that
every real rosy first order theory that (weakly) eliminates imaginaries is rosy, and
every real rosy continuous theory that (weakly) eliminates finitary imaginaries is
rosy for finitary imaginaries. This leads to the following question.
Question 8.2.4. If T eliminates imaginaries, must TR eliminate finitary imagi-
naries, or at least eliminate some natural family of imaginaries?
In [EG], many families of imaginaries and corresponding variants of the notion
of rosiness are considered in continuous logic. This suggests that Questions 8.2.3
and 8.2.4 may be major projects. Proposition 8.2.5 below gives an easy affirmative
answer to Question 8.2.4 for a very restricted family of imaginaries.
We say that a formula (or finitary predicate) Θ(x¯, z¯) eliminates imaginaries for a
formula (or finitary predicate) Φ(x¯, y¯) if for every b¯ there is a unique c¯ such that for
all a¯ we have Φ(a¯, b¯) = Θ(a¯, c¯). Recall from [Po] that a first order theory eliminates
imaginaries if and only if for every formula ϕ there is a formula θ that eliminates
imaginaries for ϕ. By [EG], a continuous theory eliminates finitary imaginaries
if and only if for every finitary predicate Φ there is a finitary predicate Θ that
eliminates imaginaries for Φ.
Proposition 8.2.5. If θ(x¯, z¯) eliminates imaginaries for ϕ(x¯, y¯) in M, then the
formula µ(Jθ(x¯, z¯)K ⊓ X) eliminates imaginaries for µ(Jϕ(x¯, y¯)K ⊓ X) in N.
Proof. Take a tuple b¯ in N . We have
µ(J(∃z¯)(∀x¯)[ϕ(x¯, b¯)↔ θ(x¯, z¯)]K) = 1.
We show that in N there is a unique tuple c¯ such that
(3) (∀a¯)(∀A)[µ(Jϕ(a¯, b¯)K ⊓ A) = µ(Jθ(a¯, c¯)K ⊓ A)].
By Fullness, there is a tuple c¯ in N such that
µ(J(∀x¯)[ϕ(x¯, b¯)↔ θ(x¯, c¯)]K) = 1.
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Then for every a¯ in N , we have Jϕ(a¯, b¯)K = Jθ(a¯, c¯)K, so (3) holds for c¯.
To prove uniqueness, suppose d¯ 6= c¯. Then µ(Jd¯ 6= c¯K) > 0. Let
E = J(∃x¯)(ϕ(x¯, b¯) ∧ ¬θ(x¯, d¯))K
and
F = J(∃x¯)(¬ϕ(x¯, b¯) ∧ θ(x¯, d¯))K.
Then either µ(E) > 0 or µ(F) > 0. Suppose µ(E) > 0. By Fullness, there is a tuple
a¯ in N such that
E ⊆ Jϕ(a¯, b¯) ∧ ¬θ(a¯, d¯)K.
Then
µ(Jθ(a¯, d¯)K ⊓ E) = 0 < µ(E) = µ(Jϕ(a¯, b¯)K ⊓ E).
Therefore
(∃a¯)(∃A)[µ(Jϕ(a¯, b¯)K ⊓ A) 6= µ(Jθ(a¯, c¯)K ⊓ A)],
and (3) fails for d¯. By a similar argument, if µ(F) > 0 then (3) fails for d¯. This
contradiction shows that c¯ is the unique tuple that satisfies (3), as required. 
Review of independence relations
|a⌣ (Algebraic): A |
a
⌣C B iff acl(AC) ∩ acl(BC) = acl(C).
|M⌣ : A |
M
⌣C B iff for every D ∈ [C, acl(BC)], we have A |
a
⌣D B.
|⌣ (Thorn): A |⌣C B iff for every (small) E ⊇ BC, there is A
′ ≡BC A such that
A′ |M⌣C E.
|d⌣ (Dividing): In continuous logic, A |
d
⌣C B iff there is no tuple a¯ ∈ A
<N and
formula Φ(x¯, B, C) such that Φ(a¯, B, C) = 0 and Φ(x¯, B, C) divides over C.
|I⌣, |
J
⌣, . . . .: Arbitrary ternary relations
|Ic⌣ : The unique countably based relation that agrees with |
I
⌣ on countable sets.
|b⌣ (Blanketing (first order)): A |
b
⌣C B iff for every ϕ(x¯, y¯, z¯) ∈ [L] and all
tuples a¯ ∈ A|x¯|, b¯ ∈ B|y¯| and c¯ ∈ C|z¯|, there exists d¯ ∈ C|y¯| such that
M |= ϕ(a¯, b¯, c¯)⇒ ϕ(a¯, d¯, c¯).
|e⌣ (Exchange) (first order): A |
e
⌣C B iff for all finite a¯ ∈ A
<N,
A ∩ acl(a¯BC) ⊆ acl(a¯C).
|dB⌣ (Dividing in event sort): A |
dB
⌣C B ⇔ AC |
d
⌣C BC in (E, µ).
|aB⌣ (Algebraic in event sort): A |
aB
⌣C B ⇔ aclB(AC) ∩ aclB(BC) = aclB(C).
|Iω⌣ (Pointwise): Countably based with A |
Iω
⌣C B ⇔ A(ω) |
I
⌣C(ω)B(ω) a. s .
Pointwise and event dividing: |d∧⌣ = |
dω
⌣ ∧ |
dB
⌣ .
Pointwise and event thorn: |∧⌣ = |
ω
⌣ ∧ |
dB
⌣ .
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