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Abstract—We propose a cell-edge-aware (CEA) zero forcing
(ZF) precoder that exploits the excess spatial degrees of freedom
provided by a large number of base station (BS) antennas
to suppress inter-cell interference at the most vulnerable user
equipments (UEs). We evaluate the downlink performance of
CEA-ZF, as well as that of a conventional cell-edge-unaware
(CEU) ZF precoder in a network with random base station
topology. Our analysis and simulations show that the proposed
CEA-ZF precoder outperforms CEU-ZF precoding in terms of
(i) aggregate per-cell data rate, (ii) coverage probability, and
(iii) 95%-likely, or edge user, rate. In particular, when both
perfect channel state information and a large number of antennas
N are available at the BSs, we demonstrate that the outage
probability under CEA-ZF and CEU-ZF decay as 1/N2 and 1/N ,
respectively. This result identifies CEA-ZF as a more effective
precoding scheme for massive MIMO cellular networks. Our
framework also reveals the importance of scheduling the optimal
number of UEs per BS, and confirms the necessity to control
the amount of pilot contamination received during the channel
estimation phase.
Index Terms—Multi-user downlink, 5G, cellular networks,
inter-cell interference, massive MIMO, zero forcing precoding.
I. INTRODUCTION
Supporting the ever increasing wireless throughput demand
is the primary factor driving the industry and academia alike
towards the fifth generation (5G) wireless systems. Not only
will 5G cellular networks have to provide a large aggregate
capacity, but more importantly, they will have to guarantee
high worst-case rates for all user equipments (UEs), including
those located at the cell edge, i.e., close to interfering base
stations (BSs) [1]–[3]. New technologies are being introduced
to improve the performance of cell-edge UEs from current
levels. Equipping BSs with a large number of antennas, widely
known as massive multiple-input multiple-output (MIMO), has
emerged as one of the most promising solutions [4]–[6]. In
this work, we propose to use some of the spatial dimensions
available at massive MIMO BSs to significantly improve the
data rate of UEs at the cell edge, as well as the overall
network throughput. To this end, we design and analyze a
linear transmission scheme, termed cell-edge-aware (CEA)
zero forcing (ZF) precoder, that suppresses interference at the
cell-edge UEs.
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A. Motivation and Related Work
A considerable amount of research has investigated the use
of multi-cell joint signal processing for cell-edge performance
improvement [7]–[9]. The common idea behind joint pro-
cessing techniques is to organize BSs in clusters, where BSs
lying in the same cluster share information on the data to be
transmitted to all UEs in the cluster. Although this information
allows BSs to coordinate their transmissions and jointly serve
all UEs with an improved system throughput, it comes at the
cost of heavy signaling overhead and backhaul latency, which
defy the purpose of its implementation [10].
As the benefits of joint processing are often outweighed
by the increased latency and overhead, a more practical
alternative to increase the cell-edge throughput can be found
in coordinated beamforming, or precoding, schemes [11]–[13].
Under coordinated precoding, each BS acquires additional
channel state information (CSI) of UEs in neighboring cells,
but no data information is shared between the various BSs. The
additional CSI can then be exploited to control the crosstalk
generated at UEs in other cells, e.g., by using multiple BS
antennas to steer the crosstalk towards the nullspace of the
neighboring UEs. This approach is especially attractive for
massive MIMO BSs, due to the abundance of spatial dimen-
sions provided by the large antenna arrays [14].
Recent attempts to design and analyze a coordinated pre-
coder for massive MIMO cellular networks are made in [15],
[16]. The current paper differs from and generalizes these two
works in two key aspects:
1) Design: Unlike [15], [16], where each BS suppresses the
interference at all edge UEs in all neighboring cells, we
specifically target those neighboring UEs close to the BS
coverage area. Therefore, our precoder employs fewer
spatial dimensions to mitigate inter-cell interference,
leaving more degrees of freedom to each BS to better
multiplex its own associated UEs [17].
2) Analysis: While [15], [16] assume a symmetric hexag-
onal cellular network, we consider a network model
with random topology. Hexagonal models can lead to
substantial performance overestimation, as demonstrated
in [18], [19], whereas our analysis accounts for the
randomness of practical cellular deployments.
B. Approach and Summary of Results
In this paper, we model the massive MIMO BS deployment
and the UE locations as independent Poisson point processes
(PPPs), where each BS simultaneously serves multiple UEs
2on each time-frequency resource block (RB). By introduc-
ing a second-order Voronoi tessellation, we define the cell
neighborhood of each BS, and design a CEA-ZF precoder that
controls the interference generated in the neighborhood. Using
random matrix theory and stochastic geometry, we analyze the
coverage and rate performance of CEA-ZF, as well as that
of a conventional cell-edge-unaware (CEU) ZF precoder, in
a general setting that accounts for the interference affecting
both the channel estimation and data transmission phases. Our
contributions can be summarized as follows.
• We propose a new precoder for the downlink of massive
MIMO cellular networks, which we denote as the CEA-
ZF precoder, where some spatial dimensions are used to
suppress inter-cell interference at the cell-edge neighbor-
ing UEs, and the remaining degrees of freedom are used
to multiplex UEs within the cell. Our precoder works in
a distributed manner, and it boosts network coverage and
rate performance compared to CEU-ZF precoding.
• We develop a general framework to analyze the signal-to-
interference ratio (SIR) distribution and coverage of mas-
sive MIMO cellular networks for both the proposed CEA-
ZF and the CEU-ZF precoder. Our analysis is tractable
and captures the effects of multi-antenna transmission,
spatial multiplexing, path loss and small-scale fading, net-
work load and BS deployment density, imperfect channel
estimation, and random network topology.
• Through our analysis, which is validated via simulation
results, we show that the proposed CEA-ZF precoder
outperforms conventional CEU-ZF in terms of aggregate
per-cell data rate and coverage probability. Moreover,
CEA-ZF guarantees a significantly larger 95%-likely rate,
i.e., it improves the cell-edge rate. When perfect CSI
and a large number of antennas, N , are available at the
BSs, we find that the outage probabilities under CEA-
ZF and CEU-ZF decay as 1/N2 and 1/N , respectively,
demonstrating that CEA-ZF is a more effective precoding
scheme for massive MIMO cellular networks.
• We quantify the effect of imperfect CSI, and reveal the
importance of controlling the amount of pilot contamina-
tion received during the channel estimation phase, e.g.,
through smart pilot allocation schemes. We also study
the system performance as a function of the network load,
showing that the aggregate per-cell rate is sensitive to the
number of UEs spatially multiplexed on the same RB.
The remainder of the paper is organized as follows. We
introduce the system model in Section II. In Section III, we
analyze the SIR and network coverage under CEA-ZF and
CEU-ZF precoding, also providing simulations that confirm
the accuracy of our analysis. We show the numerical results in
Section IV to quantify the benefits of CEA-ZF precoding and
obtain design insights. We conclude the paper in Section V.
II. SYSTEM MODEL
In this section, we introduce the network topology and prop-
agation model, the CSI available at the BS, the conventional
CEU-ZF precoder, and the proposed CEA-ZF precoder. The
main notations used throughout the paper are summarized in
Table I.
TABLE I
NOTATION SUMMARY
Notation Definition
Φb; λ PPP modeling the location of BSs; BS deploy-
ment density
N ; K Number of transmit antennas per BSs; number
of scheduled UEs per BS
Pt; α BS transmit power; path loss exponent
Ci; CNi First-order Voronoi cell for BS i; cell neighbor-
hood for BS i
CEi = Ci ∪ C
N
i Extended cell for BS i
riik ; ri¯ik Distance between UE k in cell i and its serving
BS i and second closest BS i¯, respectively
xijk ∼ CN (0, IN ) Small-scale fading between BS i and UE k in
cell j
wu,ik; wa,ik CEU-ZF and CEA-ZF precoding vector, respec-
tively, at BS i for its UE k
M ; F Available number of pilots; pilot reuse factor
Ip Interference during training phase
Iu; Ia Interference during data transmission phase for
CEU-ZF and CEA-ZF, respectively
τijk Standard deviation of CSI error between BS i
and UE k in cell j
γik; θ SIR at UE k in cell i; SIR decoding threshold
Pc(θ); ρ95 Coverage probability; 95%-likely rate
A. Network Topology
We consider the downlink of a cellular network that con-
sists of randomly deployed BSs, whose location follows a
homogeneous PPP Φb of spatial density λ in the Euclidean
plane.1 We assume that each BS transmits with power Pt and is
equipped with a large number of antennas, N .2 Single-antenna
UEs are distributed as an independent homogeneous PPP with
sufficient high density on the plane, such that each BS has
at least K candidate UEs in its cell, i.e., within its coverage
area, to transmit to. In light of its higher spectral efficiency, we
consider spatial multiplexing at the BSs, where in each time-
frequency RB each BS simultaneously serves the K UEs in
its cell with K ≤ N [4].
We assume that UEs associate to the BS that provides
the largest average received power. Due to the homogeneous
nature of the network, this results in a distance-based asso-
ciation rule.3 The set of UE locations that are associated to
BS i located at zi ∈ R2 are defined by a classical Voronoi
tessellation on the plane, denoted by V1i and given by [24],
[25]
V1i =
{
z ∈ R2|‖z− zi‖ ≤ ‖z− zk‖, ∀ zk ∈ Φb\zi
}
. (1)
We note that the set V1i contains all locations for which BS i is
the closest. Such a definition is identical to that of a traditional
cell, thus we equivalently denote V1i as Ci.
In this work, we design a CEA-ZF precoder that controls
the interference generated by each BS at the neighboring UEs.
1PPPs serve as a good model for the planned deployment of macro cell
BSs, as verified by both empirical evidence [20] and theoretical analysis [21].
2We note that power control, which may result in different transmit powers
at the BSs, could be used in addition to interference suppression to increase
the performance of cell-edge UEs.
3Different association rules apply when transmit power or large-scale fading
vary among BSs, resulting in a weighted Voronoi diagram [22], [23].
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Fig. 1. Examples of (a) first-order and (b) second-order Voronoi tessellation. In (a), solid lines delimit first-order Voronoi cells Ci. In (b), dashed lines delimit
second-order Voronoi cells V2i,j , solid lines delimit the extended cell CE1 , and a shadowed region indicates the cell neighborhood CN1 .
In order to identify the neighboring UEs for each BS, we find
it useful to generalize the above definition of Voronoi cell to
the second order. More precisely, the second-order Voronoi
tessellation V2i,j denotes the set of UE locations for which the
BSs in zi and zj are the two closest, and it is given by [24],
[25]
V2i,j =
{
z ∈ R2| ∩l∈{i,j} {‖z− zl‖ ≤ ‖z− zk‖}
∀ zk ∈ Φb \ {zi, zj}
}
. (2)
Using the second-order Voronoi tessellation, we can now
define the notion of extended cell CEi for BS i, given by (i) all
UEs for which BS i is the closest, and (ii) all UEs for which
BS i is the second closest. The extended cell CEi is given by
CEi = ∪jV
2
i,j , ∀ zj ∈ Φb \ zi. (3)
According to the above definition, each UE that lies in CEi sees
BS i as either its closest or second closest BS. The extended
cell CEi includes the UEs located in Ci that are served by BS i,
as well as the neighboring UEs which are most vulnerable to
interference generated by BS i. These UEs constitute the cell
neighborhood for BS i, which we denote by CNi and define as
follows
CNi = C
E
i \ Ci. (4)
Fig. 1 illustrates the concepts of first-order and second-order
Voronoi tessellation, cell neighborhood, and extended cell. Fig.
1(a) shows a realization of first-order Voronoi tessellation,
where each BS i covers a cell Ci. Fig. 1(b) depicts the
corresponding second-order Voronoi tessellation, where each
pair of BSs (i, j) identifies a region V2i,j (delimited by dashed
lines), such that UEs located in V2i,j have BS i and BS j
as their closest and second closest, or vice versa. Fig. 1(b)
also shows the extended cell CE1 for BS 1 (delimited by solid
lines), which is composed by the first-order cell C1 and by the
neighborhood CN1 (shadowed region).
In this paper, we propose a CEA-ZF precoding scheme
where each BS not only spatially multiplexes the associated
UEs in Ci, but also suppresses the interference caused at the
most vulnerable neighboring UEs in CNi . We note that each
BS i can easily obtain a list of UEs in CNi by means of
reference signal received power (RSRP) estimation. In fact,
downlink RSRP measurements for a list of neighboring BSs
are periodically sent by each UE for handover purposes [26].
B. Channel Model and Estimation
In this network, we model the channels between any pair of
antennas as independent and identically distributed (i.i.d.) and
quasi-static, i.e., the channel is constant during a sufficiently
long coherence block, and varies independently from block to
block.4 Moreover, we assume that each channel is narrowband
and affected by two attenuation components, namely small-
scale Rayleigh fading, and large-scale path loss.5 As such, the
channel matrix from BS i to its K associated UEs can be
written as
Hi = R
1
2
i Xi (5)
where Ri = diag{r−αii1 , · · · , r
−α
iiK} is the path loss matrix,
with rijk denoting the distance from the BS i to UE k in
cell j, i.e., associated with BS j. The constant α represents
the path loss exponent, whereas Xi = [xii1, · · · ,xiiK ]H is
the K × N fading matrix, where xijk ∼ CN (0, IN ) is the
channel fading vector between BS i and UE k in cell j. Due
to the interference-limited nature of massive MIMO cellular
networks, we neglect the effect of thermal noise [4].
In order to simultaneously amplify the desired signal at the
intended UEs and suppress interference at other UEs, each BS
requires CSI from all the UEs it serves. This CSI is obtained
during the training phase, where some RBs are used for the
transmission of pilot signals. Since the number of pilots, i.e.,
4Note that the results obtained through the machinery of random matrix
theory can be modified to model transmit antenna correlation [27]–[29].
5For the sake of tractability, the analysis presented here does not consider
shadowing. Note that the results involving large-system approximations can
be adjusted to account for the presence of shadowing as in [22]. Moreover, a
generalized gamma approximation can still be used under shadowing, since
the channel attenuation at a given UE follows a Rayleigh distribution [23].
4the number of RBs allocated to the training phase, is limited,
these pilots must be reused across cells. Pilot reuse implies
that the estimate for the channel between a BS and one of its
UEs is contaminated by the channels between the BS and UEs
in other cells which share the same pilot [4]–[6], [30], [31].
Pilot contamination can be a limiting factor for the per-
formance of massive MIMO. In order to mitigate this phe-
nomenon, non-universal pilot reuse has been proposed, where
neighboring cells use different sets of mutually orthogonal
pilots [15], [19]. Under non-universal pilot reuse, the total
set of available pilot sequences is divided into sub-groups,
and different sub-groups are assigned to adjacent cells. For a
pilot reuse factor F , the same sub-group of orthogonal pilot
sequences is reused in every F cells.
We denote by M = κL the number of available orthogonal
pilots, with L being the number of symbols that can be
transmitted within a time-frequency coherence block, and κ
being the fraction of symbols that are allocated for channel
estimation. For a time-division duplexing (TDD) system with
L = 2 × 104 and κ = 5%, there would be M = 1000
orthogonal pilots, and therefore a pilot reuse factor F = 7
would allow the estimation of 142 UE channels per cell [10].6
As a general rule, a pilot reuse factor F ≥ 3 is recommended
in order to mitigate pilot contamination [33]. In this regard,
we assume that there are sufficient pilot sequences to support a
large enough pilot reuse factor, such that each BS can estimate
the CSI of UEs in its own cell and in adjacent cells.
In this paper, we express the estimated small-scale fading
xˆijk between BS i and UE k in cell j as
xˆijk =
√
1− τ2ijkxijk + τijkqijk, (6)
where qijk ∼ CN (0, IN ) is an independent normalized
estimation noise and τ2ijk is the error variance [28], [34]–
[37]. The parameter τ2ijk ∈ [0, 1] reflects the accuracy of the
estimated fading channel xˆijk , i.e., τ2ijk = 0 corresponds to
perfect CSI while τ2ijk = 1 corresponds to no CSI at all. By
applying MMSE as the channel estimation criterion, the CSI
error variance at the typical UE can be written as [15], [17]
τ2ijk = 1−
r−αijk∑
l∈ΦP
r−αilk
=
1
1 +
r
−α
ijk∑
l∈ΦP\{j}
r
−α
ilk
(7)
where ΦP indicates the set of BSs that have their UEs re-using
the same pilot as UE k in cell j and are thus generating pilot
contamination. As such, the estimated channel matrix at BS i
can therefore be written as
Hˆi = R
1
2
i Xˆi. (8)
Despite its simplicity, the above CSI model allows us to
investigate the impact of imperfect CSI on the performance
of the proposed CEA-ZF precoder.
6In a TDD system, downlink channels can be estimated through uplink
pilots thanks to channel reciprocity. This makes the training time proportional
to the number of UEs. A frequency-division duplexing (FDD) system requires
a considerably longer training time, proportional to the number of BS
antennas, and is therefore less suitable for massive MIMO [4], [32].
C. Downlink Transmission
We now introduce two downlink transmission schemes: (i)
the conventional CEU-ZF precoder and (ii) the proposed CEA-
ZF precoder.
1) Conventional CEU-ZF precoding: With conventional
zero forcing transmission, each BS i calculates its precoding
matrix as [27], [38], [39]
Wu,i =
1√
ζu,i
· HˆHi
(
HˆiHˆ
H
i
)−1
, (9)
where Hˆi = [hˆii1, · · · , hˆiiK ]H ∈ CK×N is the estimated
channel matrix, and ζu,i is a power normalization factor given
by
ζu,i = tr
[(
HˆiHˆ
H
i
)−1]
. (10)
The individual precoding vector from BS i to its UE k is the
kth column of the precoding matrix.
Note that ZF precoding has been shown to outperform
maximum ratio transmission (MRT) in terms of per-cell sum-
rate [15]. When the system dimensions make the ZF matrix
inversion in (9) computationally expensive, a simpler truncated
polynomial expansion can be employed with similar perfor-
mance [40].
2) Proposed CEA-ZF precoding: Unlike CEU-ZF precod-
ing, where all spatial dimensions available at each BS i are
used to multiplex UEs within cell Ci, the proposed CEA-
ZF precoder exploits some spatial dimensions to suppress
interference at the most vulnerable UEs, i.e., those lying in
the BS’s cell neighborhood CNi . Such interference suppression
is performed by all BSs in a distributed manner, and improves
the cell-edge performance of the network, as well as the overall
data rate and coverage. An illustration of the basic features of
CEA-ZF is given in Fig. 2, where a multi-antenna BS spatially
multiplexes its in-cell UEs while simultaneously suppressing
interference at its neighboring UEs.
For BS i, we denote by K ′ the number of UEs lying in the
cell neighborhood, where we omit the subscript i for notational
convenience. We note that K ′ indicates the number of UEs
for which BS i is the second closest, i.e., the number of
neighboring UEs for BS i. The proposed CEA-ZF precoding
matrix for BS i is then given by
Wa,i =
1√
ζa,i
·
{
HˆHi,E
(
Hˆi,EHˆ
H
i,E
)−1}
[1:K]
, (11)
where Hˆi,E = [hˆii1, ..., hˆiiK , hˆi¯i1, ..., hˆi¯iK′ ]H ∈ C(K+K
′)×N
,
with {H}[1:K] indicating the first K columns of the matrix H,
and hˆi¯il denoting the estimated channel between BS i and the
l-th neighboring UE, where the notation i¯ indicates that BS i
is the second closest BS for that particular UE. The constant
ζa,i is chosen as an average power normalization factor, given
by
ζa,i = tr


({
HˆHi,E
(
Hˆi,EHˆ
H
i,E
)−1}
[1:K]
)2 . (12)
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Fig. 2. Illustration of CEA-ZF where a BS performs spatial multiplexing for in-cell UEs and interference suppression for neighboring UEs.
We note that the CEA-ZF precoder in (11) can be seen as a
generalization of the two-cell precoder proposed in [11] to a
non-symmetric and non-pairwise scenario.
Remark 1: The pseudo inverse in (11) aims at projecting
interference onto the null space spanned by the channels of
all UEs in the extended cell CEi . In other words, CEA-ZF
sacrifices certain degrees of freedom to null the BS interference
towards not only in-cell UEs but also out-cell edge UEs. As
a result, edge UEs can enjoy lower inter-cell interference, at
the expense of fewer degrees of freedom being available at the
BSs to provide spatial multiplexing gain. A tradeoff therefore
exists between the amount of interference to be suppressed
and the remaining degrees of freedom for spatial multiplexing.
In fact, the higher the number of out-cell UEs to which a
BS suppresses interference, the smaller the number of spatial
dimensions for multiplexing gain, and vice versa. Nevertheless,
as long as the total number of degrees of freedom is larger
than the total number of spatial dimensions needed for UE
multiplexing and interference suppression, transmissions from
a BS to the served UEs are guaranteed to be interference free
under CEA-ZF.
III. COVERAGE ANALYSIS
In this section, we analyze the downlink SIR coverage of
a massive MIMO cellular network with conventional CEU-
ZF precoding and the proposed CEA-ZF precoding, and then
provide simulations that verify the accuracy of our analysis.
A. Preliminaries
1) SIR at a typical UE: By applying Slivnyak’s theorem to
the stationary PPP of BSs, it is sufficient to evaluate the SIR of
a typical UE at the origin [41]. In the following, we denote as
typical the UE k associated with BS i, with a received signal
given by
yik=Pth
H
iikwiksik +
K∑
l=1,l 6=k
Pth
H
iikwilsil
+
∞∑
j 6=i
K∑
l=1
Pth
H
jikwjlsjl (13)
where wik ∈ CN×1 is the normalized precoding vector from
the serving BS i to the typical UE, and sik is the corresponding
unit-power signal, i.e., E
[
|sik|2
]
= 1. The vector wik can take
different forms, depending on the precoding scheme employed.
The SIR at the typical UE can be written as
γik =
|hHiikwik|
2∑K
l=1,l 6=k |h
H
iikwil|
2 + I
, (14)
where the first summation in the denominator represents the
intra-cell interference, while I denotes the aggregate out-of-
cell interference. The latter is given by
I =
∑
j 6=i
gjik
rαjik
, (15)
where gjik is the effective small-scale fading from interfering
BS j to UE k in cell i, given by
gjik =
K∑
l=1
∣∣xHjikwjl∣∣2 . (16)
We note that when the precoding vectors {wjl}Kl=1 at BS j
are mutually independent and satisfy
∑K
l=1 ‖wjl‖
2 = 1, the
effective channel fading is distributed as gjik ∼ Γ (K, 1/K)
[42].
2) Coverage probability: Since both the received signal
strength and the interference at a given UE are governed
by a number of stochastic processes, e.g., random spatial
distribution of transmitting/receiving nodes and small-scale
fading, the resulting SIR is a random variable. In our analysis,
the performance metric of interest is the coverage probability,
defined as the probability that the received SIR γ at a generic
UE is above a given threshold θ, i.e.,
Pc(θ) = P (γ ≥ θ) , θ > 0. (17)
We note that the coverage probability Pc(θ) provides informa-
tion on the UE SIR (and therefore achievable rate) distribution
across the network.
3) CSI error: Under sufficient non-universal pilot reuse, a
generic BS i can estimate the channels of all in-cell UEs as
well as the channels of neighboring UEs. From (7), the CSI
error variance for an in-cell UE and for a neighboring UE can
6be respectively written as
τ2 =
1
1 + t
−α
Ip
, (18)
τ¯2 =
1
1 + s
−α
Ip
(19)
where t and s denote the distance between a typical UE and
its closest and second closest BS, respectively, and Ip is the
pilot interference received during the training phase.
Under reuse factor F , clusters of F adjacent cells choose
different sub-groups of pilot sequences and do not cause
interference, i.e., pilot contamination to each other. Therefore,
each BS receives pilot contamination only from UEs lying
outside the cluster of F cells, whose mean area can be
calculated as F/λ [41]. This area can be approximated with a
circle B(0, Re) of radius Re =
√
F/(λpi) [43], yielding the
following mean interference via Campbell’s theorem [41]
E [Ip] = E

 ∑
x∈ΦP∩Bc(0,Re)
‖x‖−α


=
2 (λpi/F )
α
2
α− 2
, (20)
where Bc(0, Re) denotes the complement set of B(0, Re).
By approximating the interfence Ip with its mean [9] and
by substituting (20) into (18) and (19), the CSI error can be
approximated by a function of t and s as follows:
τ2 ≈
1
1 + (α−2)F
α
2
2(λpi)
α
2 tα
, (21)
τ¯2 ≈
1
1 + (α−2)F
α
2
2(λpi)
α
2 sα
. (22)
B. CEU-ZF Precoding
We now derive the coverage probability under CEU-ZF
precoding. An approximation of the SIR under CEU-ZF can
be obtained in the large-system regime as follows.
Lemma 1: Conditioned on the out-of-cell interference Iu
and the intra-cell distance riil, l ∈ {1, · · · ,K}, when K,N →
∞ with fixed β = K/N < 1, the SIR achieved by CEU-ZF
precoding converges almost surely to the following quantity
γu,ik −
(
1− τ2iik
)
(1− β)N(
τ2iikr
−α
iik + Iu
)
(rαiik +Rk)
→ 0 (23)
where Rk is given by
Rk =
K∑
l=1,l 6=k
rαiil. (24)
Proof: See Appendix A.
The accuracy of Lemma 1 will be verified in Fig. 3.
Deriving the coverage probability requires knowledge of the
distribution of Rk, which is the sum of (K − 1) i.i.d. random
variables (r.v.s) rαlii. The distance rlii is a r.v. that follows a
Rayleigh distribution fc(r), given by [44]
fc(r) = 2piλre
−λpir2 . (25)
It can then be shown that rαlii follows a Weibull distribution
with shape and scale parameters 2/α and (λpi)−α2 , respectively
[45]. As such, the distribution of Rk can be approximated by
a generalized Gamma distribution as follows [46].
Assumption 1: The probability density function (pdf)
fRk(r) and cumulative density function (CDF) FRk(r) of the
r.v. Rk can be approximated as follows
fRk(r) ≈
ηµµrηµ−1
ΩµΓ(µ)
exp
(
−
µrη
Ω
)
, (26)
FRk(r) ≈
1
Γ (µ)
Γ
(
µ,
µrη
Ω
)
, (27)
where Γ(s, x) =
∫ x
0 t
s−1e−tdt is the lower incomplete gamma
function, and Ω = E[Rηk] is a scale parameter, given by
Ω =

µ 1ηΓ (µ)E[Rk]
Γ
(
µ+ 1
η
)


η
(28)
while µ and η are solutions of the following equations
Γ2
(
µ+ 1
η
)
Γ (µ) Γ
(
µ+ 2
η
)
− Γ2
(
µ+ 1
η
) = E2[Rk]
E[R2k]− E
2[Rk]
, (29)
Γ2
(
µ+ 2
η
)
Γ (µ) Γ
(
µ+ 4
η
)
− Γ2
(
µ+ 2
η
) = E2[R2k]
E[R4k]− E
2[R2k]
. (30)
The quantities E[Rk], E[R2k], and E[R4k] are the first, second,
and fourth moment of the r.v. Rk, respectively, and can be
calculated as
E[Rk] =
K − 1
(λpi)
α
2
Γ
(
1+
α
2
)
, (31)
E[R2k] =
K − 1
(λpi)
α
[
Γ(1+α)+(K−2)Γ2
(
1+
α
2
)]
, (32)
E[R4k] =
K−1
(λpi)
2α
[
(K−2) (K−3) (K−4)Γ4
(
1+
α
2
)
+3(K−2)Γ2(1+α)+4 (K−2)Γ
(
1+
α
2
)
Γ
(
1+
3α
2
)
+Γ(1+2α)+6 (K−2) (K−3)Γ(1+α) Γ2
(
1+
α
2
)]
. (33)
The accuracy of the approximation in Assumption 1 will be
verified in Fig. 4.
By using the approximated distribution of Rk, we can now
obtain the coverage probability of a massive MIMO cellular
network under CEU-ZF.
Theorem 1: The coverage probability of a massive MIMO
cellular network under CEU-ZF precoding can be approxi-
mated as
P (γu,ik ≥ θ)
≈
1
Γ (µ)
∞∫
0
Γ

µ, µ
Ω

(1−τ2)(1−β)Nrα
θ
(
τ2+ 2piλr
2
α−2
) − rα


η
fc(r)dr
(34)
where τ2 is given in (21), and fc(r) is given by (25).
Proof: See Appendix B.
7We note that although coverage probability of a multi-user
MIMO cellular network with conventional CEU-ZF precoding
has also been derived in [42], [47], [48], the result in (34)
provides an approximation that involves only one integration
and is therefore easier to be evaluated. The accuracy of this
approximation will be verified in Fig. 5.
C. CEA-ZF Precoding
We now derive the coverage probability under the proposed
CEA-ZF precoder. An approximation of the SIR under CEA-
ZF can be obtained in the large-system regime as follows.
Lemma 2: Conditioned on the out-of-cell interference Ia,
the intra-cell distance riil with l ∈ {1, · · · ,K}, the distance
ri¯ik between the typical UE and its second closest BS, and the
standard deviation τi¯ik of the corresponding CSI error, when
K,N →∞ with fixed β = K/N < 1 and fixed β′ = K ′/N <
1, the SIR of CEA-ZF converges almost surely to a quantity
given by
γa,ki −
(
1− τ2iik
)
(1− β − β′)N(
τ2iikr
−α
iik + τ
2
i¯ik
r−α
i¯ik
+ Ia
)
(rαiik +Rk)
→ 0. (35)
Proof: See Appendix C.
The accuracy of Lemma 2 will be verified in Fig. 3.
Using the above results, we are now able to derive the
coverage probability under CEA-ZF precoding.
Theorem 2: The coverage probability of a massive MIMO
cellular network under CEA-ZF can be approximated as
P (γa,ik ≥ θ)
≈
∞∫
0
∞∫
t
EK′

Γ

µ, µ
Ω

(1−τ2) (1−β − β′)Nsα
θ
(
τ¯2 + τ2 s
α
tα
+ 2piλs
2
α−2
) − tα


η



×
fs|c(s, t)fc(t)
Γ (µ)
dsdt (36)
where τ2 and τ¯2 are given in (21) and (22), respectively, and
fs|c(s, t) = 2piλse
−λpi(s2−t2). (37)
Proof: See Appendix D.
The result in (36) involves an expectation on the number K ′
of neighboring UEs. While the number K of UEs associated
to each BS is constant and depends on the scheduling process,
K ′ is a r.v. whose distribution is generally unknown. In the
following, we provide a more compact approximation for the
coverage probability under CEA-ZF by approximatingK ′ with
its mean value, derived as follows.
Proposition 1: The expected number of neighboring UEs
for each BS, K ′, satisfies
E [K ′] = K. (38)
Proof: See Appendix E.
Corollary 1: By replacing K ′ with its mean K , the cov-
erage probability of a massive MIMO cellular network under
CEA-ZF can be further approximated as
P (γa,ik ≥ θ)
≈
∞∫
0
∞∫
t
Γ

µ, µ
Ω

 (1−τ2) (1−2β)Nsα
θ
(
τ¯2 + τ2 s
α
tα
+ 2piλs
2
α−2
) − tα


η

×
fs|c(s, t)fc(t)
Γ (µ)
dsdt. (39)
Proof: The result follows from (36) by approximating
β′ = K ′/N with its mean value β = K/N .
The accuracy of Corollary 1 will be verified in Fig. 6.
D. Asymptotic Results
Equations (34) and (39) quantify how some of the key
features of a cellular network, i.e., deployment strategy, in-
terference, and impairments in the channel estimation phase,
affect the coverage probability under CEA-ZF and CEU-ZF
precoding. Based on these results, simple asymptotic expres-
sions for the coverage probability can be obtained when perfect
CSI is assumed available at the massive MIMO BSs.
Corollary 2: Under perfect CSI, i.e., τ = τ¯ = 0, when
α = 4 and β = K
N
≪ 1, the network coverage probabilities
under CEU-ZF and CEA-ZF can be respectively approximated
by the following quantities
P (γu,ik ≥ θ) ≈ 1− 2βθ = 1−
2Kθ
N
, (40)
P (γa,ik ≥ θ) ≈ 1− (2βθ)
2
= 1−
4K2θ2
N2
. (41)
Proof: See Appendix F.
The two following observations can be readily made from (41)
and (42).
Observation 1: In the asymptotic regime, CEA-ZF achieves
higher coverage probability than CEU-ZF only when β < 12θ ,
or equivalently, N > 2θK . This observation indicates that
CEA-ZF requires a sufficiently large number of BS antennas
to attain good performance.
Observation 2: For a large number of antennas,N , the out-
age probabilities under CEA-ZF, 1−P (γa,ik ≥ θ), and under
CEU-ZF, 1−P (γu,ik ≥ θ), decay as 1N2 and
1
N
, respectively.
These scaling laws prove CEA-ZF more effective for coverage
enhancement in massive MIMO cellular networks.
We note that although the approximations (40) and (41) only
hold asymptotically, a similar behavior can be observed under
imperfect CSI and for a finite number of BS antennas, as we
will show in Section IV.
E. Analysis Validation
We now show simulation results that confirm the accuracy of
our analytical framework. Unless differently specified, we use
the following parameters for path loss exponent, BS density,
and number of UE, respectively: α = 4, λ = 10−6m−2 =
1/km2, and K = 10.
In Fig. 3, we depict the downlink SIR achieved by a typical
UE of a massive MIMO cellular network as a function of
the number of BS antennas N , under different precoding
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schemes and transmit CSI errors. The figure shows a negligible
difference between simulations and analytical results, which
confirms the accuracy of Lemma 1 and Lemma 2. We also note
that the SIR values obtained for ZF precoding are consistent
with the ones obtained in [17].
In Fig. 4, we compare the simulated CDF of the r.v. Rk
in (24) to the generalized gamma approximation proposed in
Assumption 1, for various values of the number of scheduled
UE per cell, K . The figure shows a close match for all values
of K , which confirms the accuracy of Assumption 1.
Fig. 5 compares the simulated coverage probability to the
analytical results derived in Theorem 1 and Theorem 2. The
coverage probability is plotted versus the SIR threshold at
the typical UE. The figure shows that analytical results and
simulations fairly well match and follow the same trend, thus
confirming the accuracy of the theorems.
Fig. 6 compares the coverage probability derived analyti-
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cally in Theorem 2 and its approximation in Corollary 1. It
can be seen that the two results match well under different
values of K , hence confirming the accuracy of Corollary 1.
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, we provide numerical results to show the
performance gain attained by the proposed CEA-ZF precoder,
and we discuss how data rate and coverage are affected by the
number of scheduled UEs and the channel estimation accuracy.
A. Numerical Results
Unless otherwise stated, the following system parameters
will be used: BS deployment density λ = 10−6m−2, i.e.,
λ = 1BS/km2, number of scheduled UEs per cell K = 20,
path loss exponent α = 3.8, and pilot reuse factor F = 7.
In this paper, the data rate for an SIR γ is calculated as
R = KE[log2(1 + γ)], and it does not account for the
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Fig. 7. Coverage probability versus number of BS antennas for K = 20
scheduled UEs per cell, under M-MMSE, MC-MMSE, CEU-ZF, and CEA-ZF
precoding.
fraction of time spent for training, since this depends on the
pilot allocation scheme employed. We note that neglecting the
training time does not affect the fairness of our performance
comparison between different precoding schemes. In the fol-
lowing, the performance of the proposed CEA-ZF precoder is
compared to the one of CEU-ZF, as well as to two multi-cell
MMSE precoders, i.e., the M-MMSE precoder [49] and the
MC-MMSE precoder [50].
Fig. 7 depicts the coverage probability under M-MMSE,
MC-MMSE, CEU-ZF, and CEA-ZF precoding as a function
of the number of BS antennas N , for two different SIR
thresholds θ. The following can be observed: (i) a switching
point exists, i.e., CEA-ZF outperforms CEU-ZF precoding
only if the number of BS antennas exceeds a certain value, (ii)
as the number of BS antennas grows, the coverage probability
under CEA-ZF converges to one faster than that under CEU-
ZF, and (iii) CEA-ZF attains the best coverage probability
when the SIR threshold is low, while MC-MMSE and M-
MMSE outperform CEA-ZF in high-SIR regime. We note
that observations (i) and (ii) are consistent with the ones we
made in Section III-D in an asymptotic regime with perfect
CSI, and observation (iii) comes from the fact that both M-
MMSE and MC-MMSE have an intrinsic regularization factor
to balance between signal gain and interference, whereas CEA-
ZF is dedicated to suppress strong interference at the cell edge
and thus is more suitable for low-SIR scenarios.
In Fig. 8, we compare the 95%-likely rate under the four
precoding schemes. The 95%-likely rate (denoted by ρ95) is
defined as the rate achievable by at least 95% of the UEs in the
network, and it can be regarded as the worst rate any scheduled
UE may expect to receive when located at the cell edge [3],
[4]. While the 95%-likely rates of both CEU-ZF and CEA-ZF
precoding benefit from a larger number of BS antennas N ,
the proposed CEA-ZF precoder achieves a significantly larger
95%-likely rate compared to conventional CEU-ZF, and the
gain increases as N grows. We note that M-MMSE and MC-
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MMSE can also provide improved 95%-likely rates over CEU-
ZF, as both of them implicitly suppress interference towards
cell-edge UEs by balancing between signal gain and inter-
ference. Nevertheless, CEA-ZF achieves the best performance
in terms of 95%-likely rate, because it employs fewer spatial
dimensions to mitigate inter-cell interference, leaving more
degrees of freedom for multiplexing gain.
Fig. 9 compares the sum-rate per cell under CEU-ZF and
CEA-ZF as a function of the number of scheduled UEs per
cell, K . An optimal value of K that maximizes the sum-
rate exists for both CEU-ZF and CEA-ZF precoding, due
to a tradeoff between simultaneously serving more UEs and
having fewer spatial dimensions available for interference
suppression. Fewer UEs should be scheduled under CEA-ZF,
thus leaving more spatial dimensions for cell-edge interference
suppression, and achieving a higher sum-rate compared to
conventional CEU-ZF precoding.
We now study the impact of the channel estimation er-
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Fig. 10. Coverage probability plotted as a function of CSI error variance.
ror on coverage and edge rates. To this end, we vary the
CSI error variance τ2 and τ¯2 at in-cell UEs and neighbor-
ing UEs, respectively, while keeping their ratio constant as
E[τ¯2]/E[τ2] = 1.8. In the following we set the SIR threshold
as θ = 0 dB and number of BS antennas as N = 100.
Fig. 10 shows the coverage probability as a function of
the CSI error for various values of scheduled UEs per cell.
Although the presence of a CSI error degrades the coverage
probability of both CEU-ZF and CEA-ZF precoding, it can
be seen that CEA-ZF significantly outperforms conventional
CEU-ZF for low-to-moderate values of the CSI error. Under
a large CSI error, CEA-ZF still performs as well as CEU-ZF
as long as the number of scheduled UEs per cell is controlled,
e.g., K = 10 or K = 20 in the figure.
Fig. 11 depicts the 95%-likely rate as a function of the
CSI error variance for CEU-ZF and CEA-ZF precoding. Once
again, CEA-ZF significantly outperforms conventional CEU-
ZF for low-to-moderate values of the CSI error, while the
95%-likely rates of both precoders degrade and achieve similar
values under very poor CSI quality, i.e., large values of τ2 and
τ¯2.
B. Discussion
The main takeaways provided by our analytical framework
are outlined as follows.
1) Performance gain: The proposed CEA-ZF precoder
outperforms conventional CEU-ZF precoding from several
perspectives. CEA-ZF provides better coverage than CEU-ZF,
especially in the massive MIMO regime, i.e., when BSs are
equipped with a large number of antennas, N . While CEA-ZF
can attain high coverage probability with reasonable values
of N , a significantly larger number of antennas is required
to achieve the same coverage under CEU-ZF precoding. The
proposed CEA-ZF precoder also achieves a larger sum-rate
per cell, and a significantly larger 95%-likely rate. The latter
is especially important, being the worst data rate that any
scheduled UE can expect to receive.
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2) UE scheduling: The aggregate sum-rate per cell is
sensitive to the number of UEs K simultaneously served
through spatial multiplexing, for both CEU-ZF and CEA-
ZF precoding. It is therefore important to schedule the right
number of UEs for transmission as a function of the num-
ber of BS antennas, N . The proposed CEA-ZF precoder is
slightly more sensitive to variations of K . The rationale behind
such phenomenon is that when N just merely exceeds K ,
sacrificing extra spatial dimensions to suppress interference
at neighboring UEs cannot compensate for the loss in power
gain experienced by the in-cell UEs. On the other hand, when
K ≪ N , not enough UEs are being multiplexed, and some of
the available degrees of freedom are being “wasted” in power
gain, while they could instead yield higher multiplexing gain
[33]. We note that multiplexing gain enhances the rate linearly,
whereas power gain only enhances the rate logarithmically,
i.e., at a lower pace.
3) Channel estimation error: As expected, pilot contam-
ination can negatively affect the achievable data rates by
degrading the quality of the CSI available at the BSs. In
the presence of very large channel estimation errors, the
performance of CEA-ZF precoding degrades and converges
to the one of conventional CEU-ZF precoding. In fact, the
cell-edge suppression mechanism employed by CEA-ZF relies
on the accuracy of the measured channels, and the promised
gains in terms of coverage and 95%-likely rate cannot be
achieved. It is therefore desirable to control the amount of pilot
contamination received during the channel estimation phase,
for example by designing appropriate pilot allocation schemes.
V. CONCLUSIONS
In this paper, we proposed the CEA-ZF precoder, which
exploits the excess spatial degrees of freedom available at
massive MIMO BSs to suppress inter-cell interference at the
most vulnerable UEs in the network. Unlike joint processing
techniques, CEA-ZF can be implemented in a distributed fash-
ion. Moreover, CEA-ZF specifically targets those neighboring
UEs close to the BS coverage area, thus requiring fewer spatial
11
dimensions to mitigate inter-cell interference, and leaving
more dimensions for intra-cell spatial multiplexing.
In order to model practical deployments, we analyzed the
performance of CEA-ZF and conventional CEU-ZF precoding
in a random asymmetric cellular network. We showed that a
higher per-cell data rate and a better network coverage can
be guaranteed by the CEA-ZF precoder. More importantly,
the 95%-likely rate, namely the minimum data rate that any
UE can expect to achieve, is significantly improved. The
latter is of particular interest, given the ambitious edge rate
requirements set for 5G, which aims for an uninterrupted
high data rate user experience. While this paper focused
on the downlink of cellular networks, CEA-ZF can also be
employed as an uplink receive filter to remove the interference
generated by UEs in nearby cells. Similar gains are expected
in the uplink setting, although this should be verified in future
work. Besides, the proposed CEA-ZF could be combined with
suitable power control schemes to further enhance the cell-
edge rates. Additionally, this work modeled the BS deployment
with a PPP, which may tend to overestimate the cell edge
effects. Evaluating the gains in a more realistic scenario, e.g.,
by introducing a minimum BS inter-site distance, is also left
as future work.
Our study also quantified the impact of imperfect CSI,
confirming the importance of controlling the amount of pilot
contamination during the channel estimation phase. While our
emphasis was on the SIR distribution across the network, the
data rate may also be affected by the amount of resources
dedicated to pilot signals. An inherent tradeoff exists between
mitigating pilot contamination and reusing pilot resources. To
this end, fractional pilot reuse (FPR) has been proposed in
[16], [51], where cell-center UEs of neighboring cells reuse
the same pilots, while cell-edge UEs employ non-universal
pilot reuse. Analyzing the performance of FPR in randomly
deployed networks is regarded as an interesting research
direction.
APPENDIX
A. Proof of Lemma 1
Conditioned on the out of cell interference Iu, we substitute
the expression of wu,ik in (9) into (14), then as K,N → ∞
with β = K/N < 1, the SIR γ converges to the following
[27, Theorem 14.3]
γu,ik −
1− τ2iik
Υ · r−αiik τ
2
iik +Ψ · Iu
→ 0, a.s. (42)
where Υ and Ψ are given by
Υ =
1
φ
1
N
trR−1i , (43)
Ψ =
ψ
N
K
φ2 − ψ
1
K
1
N
trR−1i (44)
and ψ and φ are given, respectively, by
ψ =
1
N
tr
(
IN +
K
N
1
φ
IN
)−2
=
1(
1 + β
φ
)2 , (45)
φ =
1
N
tr
[(
1 +
β
φ
)
IN
]−1
=
1
1 + β
φ
. (46)
By solving (45) and (46), we obtain φ = 1 − β and ψ = φ2.
By substituting ψ and φ in (43) and (44), respectively, the
following holds
Υ = Ψ =
1
N
1
1− β
K∑
l=1
rαiil. (47)
Lemma 1 then follows by substituting (47) into (42).
B. Proof of Theorem 1
Consider a typical UE k in cell i and located at the origin.
We denote the distance between the typical UE and its serving
BS i as riik = t. As such, we can approximate the out of cell
interference Iu by its mean, which can be computed as
E [Iu] = E

 ∑
x∈Φb\i
gxik
‖x‖α


(a)
=
∫ ∞
t
r−αrdr =
2piλt−(α−2)
α− 2
(48)
where (a) is obtained by taking expectation of the effective
fading gxik and then using Campbell’s theorem [41, Theorem
1.4.3]. By substituting (48) into (23), the conditional SIR
received at the typical UE can be approximated as
γu,ik ≈
(
1− τ2iik
)
(1− β)N(
τ2iikt
−α + 2piλt
−(α−2)
α−2
)
(tα +Rk)
. (49)
The coverage probability can then be calculated as
P (γu,ik ≥ θ)
≈ E

P

Rk ≤
(
1− τ2iik
)
(1 − β)Ntα(
τ2iik +
2piλt2
α−2
)
θ
− tα
∣∣∣∣∣∣ riik = t



 .
(50)
Since the pdf of t has been given in (25), Theorem 1 then
follows from (50) by deconditioning t.
C. Proof of Lemma 2
We start with the minimum-mean-square-error (MMSE)
version of the CEA-ZF precoder, which includes a regular-
ization term ρIN , given by
w˜a,ik =
1√
ζ˜a,i

ρNIN+ K∑
l=1
hˆiilhˆ
H
iil+
K′∑
l=1
hˆi¯ilhˆ
H
i¯il


−1
hˆiik
(51)
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where ζ˜a,i satisfies that
∑K
k=1 ‖w˜a,ik‖
2 = 1. The SIR at the
typical UE can be written as
γa,ik =
∣∣hHiikw˜a,ik∣∣2∑
l 6=k
∣∣hHiikw˜a,il∣∣2+∑Kl=1 ∣∣hHi¯ikw˜a,¯il∣∣2+Ia . (52)
Substituting (8) into the numerator of (52), and using the
matrix inversion lemma and the rank-1 permutation lemma
[27, Theorem 3.9], the received signal power converges to the
following limit in the large-system regime
∣∣hHiikw˜a,ik∣∣2 − (1− τ2iik)ζa,i
(
r−αiik Λi
)2(
1 + r−αiik Λi
)2 → 0, as N →∞
(53)
where Λi is the solution of the following fix point equation
[52, Theorem 13]
Λi =
1
ρ+ 1
N
∑K
l=1
r
−α
iil
1+Λir
−α
iil
+ 1
N
∑K′
l=1
r
−α
ii¯l
1+Λir
−α
ii¯l
. (54)
We next deal with the first two summations in the denominator
of (52), which are the intra-cell interference from the serving
BS and the inter-cell interference from the second closest
interfering BS. Similarly, by using the rank-1 permutation
again, the large-system limit for these interference reads as∑
l 6=k
∣∣hHiikw˜a,il∣∣2
=
∑
l
1
ζa,i
r
−α
iil
N
(
−∂Λi
∂ρ
)
(
1 + r−αiil Λi
)2
[(
1− τ2iik
)
r−αiik(
1 + r−αiik Λi
)2 + τ2iikr−αiik
]
, (55)
and∑
l
∣∣hHi¯ikw˜a,¯il∣∣2
=
∑
l
1
ζa,¯i
r
−α
i¯i¯l
N
(
−∂Λi¯
∂ρ
)
(
1 + r−α
i¯¯il
Λi¯
)2
[(
1− τ2
i¯ik
)
r−α
i¯ik(
1 + r−α
i¯ik
Λi¯
)2 + τ2i¯ikr−αi¯ik
]
, (56)
respectively. For the power normalization factor ζ˜a,i and ζ˜a,¯i,
the deterministic equivalence under large-system regime can
be derived in a similar way as
ζ˜a,i →
1
N
K∑
l=1
r−αiil
(
−∂Λi
∂ρ
)
(
1+r−αiil Λi
)2 , ζ˜a,¯i → 1N
K∑
l=1
r−α
i¯¯il
(
−∂Λi¯
∂ρ
)
(
1+r−α
i¯¯il
Λi¯
)2 .
(57)
As such, we have the deterministic equivalence of SIR being
γa,ik =
(
1− τ2iik
) (r−αiikΛi)2
(1+r−αiikΛi)
2
∣∣∣∣ 1N ∑Kl=1 r−αiil
(
−
∂Λi
∂ρ
)
(1+r−αiil Λi)
2
∣∣∣∣
−1
(1−τ2iik)r
−α
iik
(1+r−αiikΛi)
2 +τ2iikr
−α
iik +
(1−τ2i¯ik)r
−α
i¯ik
(1+r−αi¯ikΛi¯)
2 +τ2i¯ikr
−α
i¯ik
+Ia
.
(58)
Finally, by letting ρ → 0, each term in (58) that contains Λi
respectively converges to(
r−αiik Λi
)2
(
1 + r−αiik Λi
)2 =
(
r−αiik ρΛi
)2
(
ρ+ r−αiik ρΛi
)2 → 1, (59)(
1− τ2iik
)
r−αiik(
1 + r−αiik Λi
)2 =
(
1− τ2iik
)
ρ2r−αiik(
ρ+ ρr−αiik Λi
)2 → 0, (60)
∣∣∣∣∣∣
1
N
K∑
l=1
r−αiil
(
−∂Λi
∂ρ
)
(
1+r−αiil Λi
)2
∣∣∣∣∣∣
−1
→
(1− β − β′)N∑K
l=1 r
α
iil
. (61)
Lemma 2 then follows by substituting (59), (60), and (61) into
(58).
D. Proof of Theorem 2
We consider a typical UE k of BS i that locates at the origin,
and denote the distance between the UE and its associated BS
as riik = t and the distance from the UE to its second closest
BS as ri¯ik = s. As such, we can approximate the out of cell
interference Ia by its mean based on Campbell’s theorem [41],
given as follows
E [Ia] = E

 ∑
x∈Φb\{i,¯i}
gxik
‖x‖α

 = 2piλs−(α−2)
α− 2
. (62)
By substituting (62) into (35), the conditional SIR received at
the typical UE can be approximated as
γa,ik ≈
(1 − τ2iik)(1− β − β
′)N(
τ2iikt
−α + τ2
i¯ik
s−α + 2piλs
−(α−2)
α−2
)
(tα +Rk)
. (63)
The coverage probability can then be approximated as
P (γa,ik ≥ θ)
≈ P
(
Rk ≤
(
1− τ2iik
)
(1− β − β′)Nθ−1
τ2iikt
−α + τ2
i¯ik
s−α + 2piλs
−(α−2)
α−2
− tα
)
. (64)
Theorem 2 then follows from (64) by deconditioning on t and
s, with their pdf given in (25) and (37), respectively.
E. Proof of Proposition 1
Since the second-order Voronoi cells form a tessellation on
R2 [41], the cell centers form a stationary point process Φ′b
with density λ′. Without loss of generality, we consider the
center of the second-order Voronoi cell V2x,y as a typical point
in Φ′b located at the origin. We further denote the two BSs
x and y that identify V2x,y as out-neighbors for the typical
point 0. In this sense, under Palm probability P′0, the set of
out-neighbors for the origin 0 is formally defined as
h+(ω) =
{
y ∈ Φb : 0 ∈ V
2
y,z, z ∈ Φb \ {y}
}
. (65)
By leveraging compatibility, we can define the out-neighbors
of any point X ∈ Φ′b as follows
H+ (X) = X + h+ (TX) (66)
where TX is the shift operator defined in [53].
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On the other hand, if BS x in Φb is regarded as typical,
we can define in-neighbors for this typical point to be centers
of all the second-order Voronoi cells constructed by BS x.
Specifically, under Palm probability P0, the set of in-neighbors
for the origin 0 and any Y ∈ Φb can be respectively defined
as
h−(ω) =
{
y ∈ Φ′b : V
2
0,y ⊆ C
E
0 , y ∈ Φ
′
b
}
, (67)
H− (Y ) = Y + h− (TY ) . (68)
Using the notations above, we are able to characterize the
relationship between λ′ and λ by the mass transport formula
[41, Theorem 4.3.1]
λ′E0
′ [
card
(
H+(0)
)]
= λE0
[
card
(
H−(0)
)] (69)
where card(·) is the cardinality of point’s set of neighbors.
Since 2card (H+(0)) = card (H−(0)), it is λ′ = 2λ. As such,
if we denote V as a typical Voronoi cell of Φb and V ′ as a
typical Voronoi cell of Φ′b, the following holds by using the
mass transport theorem [41]
λE0
′ [∣∣V ◦H−(0)∣∣] = λ′E0 [∣∣V ′ ◦H+(0)∣∣] (70)
where | · | denotes the Lebesgue measure and ◦ denotes the
composition operation. The above can be equivalently read as
E
[∣∣CEi ∣∣] = 2E [|Ci|] . (71)
As a result, the expectation of K ′ can be calculated as
E [K ′]
(a)
= λuE
[∣∣CEi ∣∣]− λuE [|Ci|] = K (72)
where (a) follows from the fact that mean number of UEs in
area A is given by λu|A|.
F. Proof of Corollary 2
We start with the asymptotic result for the network coverage
probability under CEU-ZF. When τ2 = 0, τ¯2 = 0, and α =
4, using Fubini’s theorem [45, Theorem 18.3], the coverage
probability in (34) can be written as
P (γu,ik ≥ θ)
≈
1
Γ(µ)
∫ ∞
0
exp
(
−
(
Ω
µ
t
) 1
η pi(λpi)2θ
(1− β)N
)
tµ−1e−tdt. (73)
As β ≪ 1, the exponential term in (73) can be approximated
by its first order Taylor expansion, as follows
exp
(
−
pi(λpi)2θ (Ωt/µ)
1
η
(1− β)N
)
≈ 1−
pi(λpi)2θ (Ωt/µ)
1
η
(1 − β)N
. (74)
By substituting (74) into (73), the coverage probability under
CEU-ZF reads as
P (γu,ik ≥ θ) ≈ 1−
Γ
(
1
η
+ µ
)
Γ (µ)
(
Ω
µ
t
) 1
η (λpi)2 θ
(1− β)N
, (75)
and (40) follows from using (28) and (31) into (75).
Similarly, using Fubini’s theorem [45], we are able to
approximate the coverage probability in (36) as follows
P (γa,ik ≥ θ) ≈
1
Γ(µ)
∫ ∞
0
(
1+
(Ωt/µ)
1
η (λpi)2θ
(1− 2β)N
)
× exp
(
−
(Ωt/µ)
1
η (λpi)2θ
(1− 2β)N
)
tµ−1e−tdt. (76)
For β ≪ 1, we have
exp
(
−
(Ωt/µ)
1
η (λpi)2θ
(1− 2β)N
)
≈ 1−
(Ωt/µ)
1
η (λpi)2θ
(1 − 2β)N
. (77)
By substituting (77) into (76), the coverage probability under
CEA-ZF reads as
P (γa,ik ≥ θ) ≈ 1−
Γ
(
2
η
+ µ
)
Γ (µ)
(
Ω
µ
t
) 2
η (λpi)
4
θ2
(1− 2β)2N2
,
(78)
and (41) follows from using (28) and (32) into (78).
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