Abstract. We prove the analog of Amitsur's conjecture on asymptotic behavior for codimensions of several generalizations of polynomial identities for finite dimensional associative algebras over a field of characteristic 0, including G-identities for any finite (not necessarily Abelian) group G and H-identities for a finite dimensional semisimple Hopf algebra H. In addition, we prove that the Hopf PI-exponent of Sweedler's 4-dimensional algebra with the action of its dual equals 4.
Introduction
In the 1980's, a conjecture about the asymptotic behaviour of codimensions of ordinary polynomial identities was made by S.A. Amitsur for algebras over a field of characteristic 0. Amitsur's conjecture was proved in 1999 by A. Giambruno and M.V. Zaicev [15, Theorem 6.5.2] for associative algebras, in 2002 by M.V. Zaicev [24] for finite dimensional Lie algebras, and in 2011 by A. Giambruno, I.P. Shestakov, M.V. Zaicev [14] for finite dimensional Jordan and alternative algebras. The author proved its analog for polynomial identities of finite dimensional representations of Lie algebras [16] .
Alongside with ordinary polynomial identities of algebras, graded polynomial identities, G-and H-identities are important too [5, 7, 8, 9, 6, 10, 18] . Usually, to find such identities is easier than to find the ordinary ones. Furthermore, the graded polynomial identities, G-and H-identities completely determine the ordinary polynomial identities. Therefore the question arises whether the conjecture holds for graded codimensions, G-and H-codimensions. The analog of Amitsur's conjecture for codimensions of graded identities was proved in 2010-2011 by E. Aljadeff, A. Giambruno, and D. La Mattina [1, 2, 13] for all associative PI-algebras graded by a finite group. As a consequence, they proved the analog of the conjecture for G-codimensions for any associative PI-algebra with an action of a finite Abelian group G by automorphisms. In 2011 the author [17] proved the analog of Amitsur's conjecture for graded polynomial identities of finite dimensional Lie algebras graded by a finite Abelian group and for G-identities of finite dimensional Lie algebras with an action of any finite group (not necessarily Abelian). The case when G = Z 2 acts on a finite dimensional associative algebra by automorphisms and anti-automorphisms (i.e. polynomial identities with involution) was considered by A. Giambruno and M.V. Zaicev [15, Theorem 10.8.4] 
in 1999.
This article is concerned with the analog of Amitsur's conjecture for G-codimensions (Subsection 1.1), where an arbitrary finite group G acts by automorphisms and antiautomorphisms, and for H-codimensions of H-module associative algebras where H is a Hopf algebra (Subsection 1.2). As shown in Subsection 1.4, the case of graded codimensions is a particular case of H-codimensions. Hence we obtain a new proof of Amitsur's conjecture for graded polynomial identities of finite dimensional associative algebras graded by a finite group. The case of H-codimensions does not always include the case of G-codimensions, namely, when G acts on an algebra not only by automorphisms, but by anti-automorphisms too. However, in Section 3 we consider the generalized Hopf action that embraces all three situations.
In Subsection 3.3 we provide an explicit formula for the (generalized) Hopf PI-exponent that is a natural generalization of the formula for the ordinary PI-exponent [15, Section 6.2] . Of course, this formula can be used for graded codimensions and G-codimensions as well. The formula has immediate applications. In particular, in Section 7 we apply it to calculate the (generalized) Hopf PI-exponent for several important classes of algebras. In Subsection 7. 4 we study the asymptotic behaviour of H-codimensions of 4-dimensional Sweedler's algebra with the action of its dual. In this case we cannot use theorems from Subsection 1.2 since the Jacobson radical of Sweedler's algebra is not stable under this action. However it is possible to apply the techniques developed in Sections 5-6 and prove directly that the Hopf PI-exponent of Sweedler's algebra equals 4.
The results obtained provide a useful tool to study polynomial identities in associative algebras and hence to study associative algebras themselves. They allow for future applications.
All the codimensions discussed in the article do not change upon an extension of the base field. The proof is analogous to the case of codimensions of ordinary polynomial identities [15, Theorem 4.1.9] . Thus without loss of generality we may assume the field to be algebraically closed. In the main results we require the field to be of characteristic 0.
1.1. Polynomial G-identities and their codimensions. We use the exponential notation for the action of a group. Let A be an associative algebra over a field F . Recall that
Automorphisms of A form the group denoted by Aut(A). Automorphisms and anti-automorphisms of A form the group denoted by Aut * (A). Note that Aut(A) is a normal subgroup of Aut * (A) of index 2. Let G be a group with a fixed (normal) subgroup G 0 of index 2. We say that an associative algebra A is an algebra with G-action or a G-algebra if A is endowed with a homomorphism ϕ : G → Aut * (A) such that ϕ −1 (Aut(A)) = G 0 . Denote by F X|G the free associative algebra over F with free formal generators
Then F X|G becomes the free G-algebra with free generators x j , j ∈ N. We call its elements G-polynomials. Let A be an associative G-algebra over
. . , a n ) = 0 for all a i ∈ A. In this case we write f ≡ 0. The set Id G (A) of all G-identities of A is an ideal in F X|G invariant under G-action. If G = {e} is the trivial group, then we have the case of ordinary polynomial identities. Example 1. Let M 2 (F ) be the algebra of 2 × 2 matrices. Consider ψ ∈ Aut(M 2 (F )) defined by the formula
Denote by P G n the space of all multilinear G-polynomials in x 1 , . . . , x n , n ∈ N, i.e.
where S n is the nth symmetric group. Then the number c G n (A) := dim
is called the nth codimension of polynomial G-identities or the nth G-codimension of A.
Let c n (A) be the nth ordinary codimension, which equals the nth G-codimension for G = {e}. Then by [15 
The analog of Amitsur's conjecture for G-codimensions can be formulated as follows. 
Conjecture. There exists PIexp
Corollary. The above analog of Amitsur's conjecture holds for such codimensions.
Theorem 1 is obtained as a consequence of Theorem 5 in Subsection 3.4.
1.2.
H-identities and their codimensions. Analogously, one can consider polynomial H-identities of H-module algebras where H is a Hopf algebra. An algebra A over a field F is an H-module algebra or an algebra with an H-action, if A is endowed with a homomorphism
Here we use Sweedler's notation ∆h = h (1) ⊗ h (2) where ∆ is the comultiplication in H. We refer the reader to [11, 20, 22] for an account of Hopf algebras and algebras with Hopf algebra actions.
Let H be a Hopf algebra with a basis (γ β ) β∈Λ . Denote by F X|H the free associative algebra over F with free formal generators x
where only finite number of α β are nonzero. Here X := {x 1 , x 2 , x 3 , . . .},
is the image of h under the comultiplication ∆ applied (n − 1) times. Then F X|H becomes the free H-module algebra with free generators x j , j ∈ N. We call its elements H-polynomials. Let A be an associative H-module algebra over F . An H-polynomial f (x 1 , . . . , x n ) ∈ F X|H is an H-identity of A if f (a 1 , . . . , a n ) = 0 for all a i ∈ A. In other words, f is an H-identity of A if and only if ψ(f ) = 0 for any H-homomorphism ψ : F X|H → A. In this case we write f ≡ 0. The set Id H (A) of all H-identities of A is an ideal in F X|H invariant under the H-action. If H = F , then we have the case of ordinary polynomial identities.
Example 3. Let A be an associative algebra with an action of a group G by automorphisms only. Note that H = F G is a Hopf algebra with ∆g = g ⊗ g, Sg = g −1 , ε(g) = 1, for all g ∈ G. Thus group action becomes a Hopf action, and we may identify F X|H = F X|G . Furthermore, Id Then H := F e 0 ⊕ F e 1 (direct sum of ideals) is a Hopf algebra with the counit ε, where ε(e 0 ) := 1, ε(e 1 ) := 0, the comultiplication ∆ where
∆(e 1 ) := e 0 ⊗ e 1 + e 1 ⊗ e 0 , and the antipode S := id. Note that x e 0 y e 0 − y
Denote by P H n the space of all multilinear H-polynomials in x 1 , . . . , x n , n ∈ N, i.e. P
Then the number c
is called the nth codimension of polynomial H-identities or the nth H-codimension of A.
Note that in Example 3 we have c 
Theorem 2 will be obtained as a consequence of Theorem 5 in Subsection 3.3. Note that here we require the existence of H-invariant Wedderburn decompositions. However, if H is semisimple, then such decompositions always exist. We discuss this in Section 2 and derive from Theorem 2 the following Theorem 3. Let A be a finite dimensional non-nilpotent H-module associative algebra over a field F of characteristic 0, where H is a finite dimensional semisimple Hopf algebra. Then there exist constants
1.3.
Graded polynomial identities and their codimensions. Let G be a group and F be a field. Denote by F X gr the free G-graded associative algebra over F on the countable set
e. the algebra of polynomials in non-commuting variables from X gr . The indeterminates from X (g) are said to be homogeneous of degree g. The G-degree of a monomial x
gr is defined to be g 1 g 2 . . . g t , as opposed to its total degree, which is defined to be t. Denote by F X gr (g) the subspace of the algebra F X gr spanned by all the monomials having G-degree g. Notice that
for every g, h ∈ G. It follows that
gr . The case of ordinary polynomial identities is included for the trivial group G = {e}.
is called the nth codimension of graded polynomial identities or the nth graded codimension of A.
The analog of Amitsur's conjecture for graded codimensions can be formulated as follows.
Conjecture. There exists
Using techniques different from ours, E. Aljadeff and A. Giambruno [1] proved in 2011 the analog Amitsur's conjecture for graded codimensions of all associative (not necessarily finite dimensional) PI-algebras. However, for finite dimensional algebras, this result can be easily derived from Theorem 3 using Lemma 1 in Subsection 1.4 below.
Theorem 4. Let A be a finite dimensional non-nilpotent associative algebra over a field F of characteristic 0, graded by a finite group G. Then there exist constants
Corollary. The above analog of Amitsur's conjecture holds for such codimensions.
Remark. If A is nilpotent, i.e. x 1 . . . x p ≡ 0 for some p ∈ N, then P gr n ⊆ Id gr (A) and c gr n (A) = 0 for all n p.
Duality between gradings and Hopf actions. Let A =
g∈G A (g) be a graded algebra over a field F . Then A becomes an F G-comodule algebra where F G is the group algebra. The comodule map ρ :
Suppose G is finite. Let H := (F G) * be the Hopf algebra dual to F G. Then A is an Hmodule algebra where ha = h(a (1) )a (0) , h ∈ H, a ∈ A. Conversely, each H-module algebra A has the following G-grading: A = g∈G A (g) where
In particular, F X|H and F X gr are both H-module and G-graded algebras. Let (h g ) g∈G be the basis in H = (F G) * dual to the basis (g) g∈G of F G, i.e.
Note that
H is the direct sum of fields. Moreover, the H-homomorphism ϕ :
is an isomorphism since ϕ −1 is the graded homomorphism
Proof. The first assertion is evident. The second assertion follows from the first one and the equality ϕ(P
Remark. The H-action and the polynomial H-identity from Example 4 are dual to the grading and the graded polynomial identity from Example 5.
Using Lemma 1 and the fact that (F G)
* is the sum of fields, we deduce Theorem 4 from Theorem 3.
H-module algebras for semisimple H
In this section we derive Theorem 3 from Theorem 2. Recall that t ∈ H is a left integral if ht = ε(h)t for all H.
Lemma 2. Let t be a left integral of a finite dimensional semisimple Hopf algebra over a field
Interchanging the last two multipliers, we get Proof. Suppose I 1 is an H-invariant two-sided ideal of B. Since B is a finite dimensional semisimple algebra, then by the Wedderburn theorem it equals the sum of simple ideals, and we can find a complementary to I 1 two-sided ideal I 2 , B = I 1 ⊕ I 2 . Denote by π the projection of B on
Since H is semisimple, by [20, Theorem 2.2.1], there exists a left integral t ∈ H with ε(t) = 1. Now we use the generalization of Maschke's trick to Hopf algebras: letπ(a) :
Thusπ is projection on I 1 . Moreover, for all a, b ∈ B, we havẽ
Equations (1)- (4) 
Generalized Hopf action and S n -cocharacters
In order to embrace the case when a group acts by anti-automorphisms as well as automorphisms, we consider the following generalized H-action [10, Section 3].
3.1. Definitions. Let H be an associative algebra with 1. We say that an associative algebra A is an algebra with a generalized H-action if A is endowed with a homomorphism H → End F (A) and for every h ∈ H there exist h
As in Subsection 1.2, we choose a basis (γ β 1 , a 2 , . . . , a n ) = 0 for any a i ∈ A. In this case we write f ≡ 0. The set Id H (A) of all H-identities of A is an ideal of F X|H . Note that our definition of F X|H depends on the choice of the basis (γ β ) β∈Λ in H. However such algebras can be identified in the natural way, and Id H (A) is the same. As in Subsection 1.2, we denote by P H n the space of all multilinear H-polynomials in x 1 , . . . , x n , n ∈ N, i.e.
is called the nth codimension of polynomial H-identities or the nth H-codimension of A. n+1 for all n ∈ N.
Proof. Consider H-polynomials as n-linear maps from A to A. Then we have a natural map P H n → Hom F (A ⊗n ; A) with the kernel P H n ∩ Id H (A) that leads to the embedding
Corollary. Let A be a finite dimensional algebra over any field F with a G-action by automorphisms and anti-automorphisms and G be any group. Then c
Corollary. Let A be a finite dimensional algebra over any field F graded by a finite group G. Then c gr n (A) (dim A) n+1 for all n ∈ N.
Proof. We apply Lemma 1.
Denote by P n the space of ordinary multilinear polynomials in the noncommuting variables x 1 , . . . , x n and by Id(A) the set of ordinary polynomial identities of A. In other words, P n = P Lemma 5. Let A be an associative algebra with a generalized H-action over any field F and let H be an associative algebra with 1. Then
Remark. If A is an algebra graded by a finite group G, we apply Lemma 1 and obtain the well known bounds for graded codimensions: c n (A) c gr n (A) |G| n c n (A) for all n ∈ N.
Proof of Lemma 5. As in Lemma 4, we consider polynomials as n-linear maps from A to A and identify
with the corresponding subspaces in Hom F (A ⊗n ; A).
and the lower bound follows. Choose such f 1 , . . . , f t ∈ P n that their images form a basis in
. Then for any monomial x σ(1) x σ(2) . . . x σ(n) , σ ∈ S n , there exist α i,σ ∈ F such that
Let (γ j ) m j=1 be a basis in H. Then x
σ(n) , σ ∈ S n , 1 i j m, form a basis in P H n . Note that (6) implies
Hence any H-polynomial from P H n can be expressed modulo Id H (A) as a linear combination of H-polynomials f i (x
The number of such polynomials equals m n t = (dim H) n c n (A) that finishes the proof.
3.3.
Generalized Hopf PI-exponent. Let A be an algebra with a generalized H-action. We call PIexp H (A) := lim 
Theorem 5 is proved in Sections 4-6. Let
We claim that PIexp Proof. The property of complete reducibility in a finite dimensional case is equivalent to the splitting property. Here we use this idea.
If I 1 is a G-invariant ideal, by the original Wedderburn theorem, there exists an ideal I 2 such that I 1 ⊕ I 2 = B. Consider the projection π :
Note that π(ab) = aπ(b) = π(a)b and π(ga) = gπ(a) for all a, b ∈ B and g ∈ G. Hence kerπ is a two-sided G-invariant ideal of B. Moreover imπ = I 1 andπ 3.5. S n -cocharacters. One of the main tools in the investigation of polynomial identities is provided by the representation theory of symmetric groups. The symmetric group S n acts on the space
by permuting the variables. Irreducible F S n -modules are described by partitions λ = (λ 1 , . . . , λ s ) ⊢ n and their Young diagrams D λ . The character χ H n (A) of the F S n -module
is called the nth cocharacter of polynomial H-identities of A. We can rewrite it as a sum χ
is an irreducible F S n -module corresponding to a partition λ ⊢ n. We refer the reader to [4, 12, 15] for an account of S n -representations and their applications to polynomial identities.
In Section 4 we prove that if m(A, H, λ) = 0, then the corresponding Young diagram D λ has at most d long rows. This implies the upper bound.
In Section 5 we consider H-simple algebras B 0 . For arbitrary k ∈ N, we construct a Hpolynomial that is alternating in 2k sets, each consisting of dim B 0 variables. This polynomial is not an identity of B 0 . In Section 6 we glue the alternating polynomials, corresponding to B i k from the definition of d(A). This allows us to find λ ⊢ n with m(A, H, λ) = 0 such that dim M(λ) has the desired asymptotic behavior, and the lower bound is proved.
Upper bound
In Sections 4-6 we consider arbitrary A and H satisfying the conditions of Theorem 5. In particular, char F = 0, the Jacobson radical J := J(A) is H-invariant and A = B ⊕ J (direct sum of subspaces) where B = B 1 ⊕ . . . ⊕ B q (direct sum of ideals), B i are H-simple semisimple algebras.
Since J is the Jacobson radical of A, we have J p = 0 for some p ∈ N. 
Alternating polynomials
In this section we prove auxiliary propositions needed to obtain the lower bound. Let B 0 be an H-simple semisimple algebra over an algebraically closed field F of characteristic 0 endowed with a generalized Hopf action of a finite dimensional associative algebra H with 1. Note that (5) implies Proof. Recall that B 0 is semisimple. Thus
Denote by
Fix the bases in M k i (F ) that consist of matrix units e
αβ . Note that tr(ϕ(e (i)
Thus tr(ϕ(e Proof. Since B 0 is H-simple, by the density theorem, End F (B 0 ) ∼ = M ℓ (F ) is generated by operators from ρ(H), ϕ(B 0 ), and ψ(B 0 ). By (8)- (10),
Consider Regev's polynomial
. This is a central polynomial [15, Theorem 5.7.4] for M ℓ (F ), i.e. f ℓ is not a polynomial identity for M ℓ (F ) and its values belong to the center of M ℓ (F ).
Note that ker ϕ = 0 since B 0 is semisimple and, therefore, has a unit element. Thus ϕ is a monomorphism. By (11) ,
form a basis of End F (B 0 ) for appropriate i t , k t ∈ {1, 2, . . . , ℓ}, h t ∈ H. Now we replace x i in f ℓ with ϕ(x i ), and y i with ϕ(y i ) for 1 i ℓ. Moreover we replace x ℓ+j with ϕ(z j )ψ(u j )ρ(h j ), and y ℓ+j with ϕ(v j )ψ(w j )ρ(h j ) for 1 j s. Here x i , y i , z i , u i , v i , w i are variables with values in B 0 . Denote the function obtained byf ℓ . If we substitute z t = v t = a it , u t = w t = a kt , 1 t s; x i = y i = a i , 1 i ℓ, thenf ℓ becomes a scalar operator (µ id B 0 ) on B 0 , µ ∈ F , µ = 0. Now we introduce a new variable z. Using (8)- (10) such that for anyz ∈ B 0 we have f (a 1 , . . . , a ℓ ; . . . ; a 1 , . . . , a ℓ ;z 1 , . . . ,z T ;z) =z.
Proof. Let f 1 = f 1 (x 1 , . . . , x ℓ , y 1 , . . . , y ℓ , z 1 , . . . , z T , z) be the polynomial from Lemma 9 alternating in x 1 , . . . , x ℓ and in y 1 , . . . , y ℓ . Note that f 1 satisfies all the conditions of the theorem for k = 1. Thus we may assume that k > 1. Note that
is alternating in x 1 , . . . , x ℓ and in y 1 , . . . , y ℓ too and x 2 , . . . ,x ℓ ,ȳ 1 , . . . ,ȳ ℓ ,z 1 , . . . ,z T ,z) for any substitution of elements from B 0 since we may assume thatx 1 , . . . ,x ℓ are different basis elements.
Let f
Note det(tr(ϕ(a i )ϕ(a j ))) ℓ i,j=1 = 0 since the form tr(ϕ(·)ϕ(·)) is non-degenerate by Lemma 8. We define
Suppose that the values z j =z j , 1 j T , are chosen in such a way that f 1 (a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 , . . . ,z T ,z) =z for allz ∈ B 0 . f 2 (a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 , . . . ,z T ,z) =z too.
We claim that
Indeed, f 2 (a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 a σ(1) , . . . , a σ(ℓ) , a τ (1) , . . . , a τ (ℓ) ,   a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 , . . . ,z T ,z). Using (12), we obtain
. . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 , . . . ,z T ,z) =z. Note that if f 1 is alternating in some of z 1 , . . . , z T , the polynomial f 2 is alternating in those variables too. Thus if we apply the same procedure to f 2 instead of f 1 , we obtain f 3 ∈ Q H ℓ,6,6ℓ+T +1 . Analogously, we define f 4 using f 3 , f 5 using f 4 , etc. Eventually, we obtain f := f k ∈ Q H ℓ,2k,2kℓ+T +1 .
Lower bound
Our aim is to present a partition λ ⊢ n with m(A, H, λ) = 0 such that dim M(λ) has the desired asymptotic behavior. We will glue alternating polynomials constructed in Theorem 7 for B i k .
where α t ∈ F and α ℓ = 0 for some ℓ ∈ O i . Then e
jj a ∈ I. Note that for any t ∈ O i there exists σ ∈ G that e 
. . e We may assume F to be algebraically closed since the codimensions do not change upon an extension of the base field and H ⊗ F K is again the Sweedler's algebra for any extension K ⊃ F .
We choose the basis g 1 , g c , g b , g cb of H * dual to 1, c, b, cb of H. Note that Ξ : H → H * , where Ξ(1) = g 1 + g c , Ξ(c) = g 1 − g c , Ξ(b) = g cb − g b , Ξ(cb) = g cb + g b , is an isomorphism of Hopf algebras, i.e., in fact, H is acting on itself. However, for us it is convenient to work with H * -action. Put g x y, where x, y ∈ {1, c, b, cb}, in a table: 
Note that H is an H
* -simple algebra. Indeed, suppose I is a nonzero H * -invariant ideal of H. Let a = α1 + β c + γ b + µ cb ∈ I, α, β, γ, µ ∈ F . Then g b a = γc and g cb a = µ 1. Thus if at least one of γ and µ is nonzero, we have either 1 ∈ I or c ∈ I. In this case I = H. If a = α 1 + βc, then g 1 a = α 1 and g c a = β c. Again, we obtain I = H.
Unfortunately, in the proof of Theorem 8 we cannot use Theorem 2 since the Jacobson radical of H, that equals b, cb F , is not H * -invariant. Furthermore, despite the fact that H is an H * -simple algebra, we cannot use the arguments from Section 5 since the trace form on H is degenerate. However, we can prove Theorem 8 directly.
First, we obtain the analog of Lemma 10.
Lemma 12. For every n ∈ N there exist disjoint subsets X 1 , . . . , X k ⊆ {x 1 , . . . , x n },
, and a polynomial f ∈ P Then f / ∈ Id H * (H) since H has 1. Moreover, f is alternating in the variables of each set X j = {x 4j−3 , x 4j−2 , x 4j−1 , x 4j }.
Proof of Theorem 8. The upper bound is a consequence of Lemma 4. In order to obtain the lower bound it is sufficient to repeat the proof of Lemma 11 and Theorem 5 (see the end of Section 6) using Lemma 12 instead of Lemma 10 for n 0 = 0, p = 1, d = 4.
