Abstract. We prove that the Hilbert scheme of points on a normal quasi-projective surface with at worst rational double point singularities is irreducible.
The primary purpose of this article is to explore the geometry of the Hilbert scheme of points Hilb d (X) for a surface X with certain isolated singularities. We confirm the irreducibility of Hilb d (X) for X with only rational double points. Hilbert schemes of points on quasi-projective complex varieties, especially smooth curves and surfaces have been studied extensively in recent years. One of the common themes underlying the existing literature is that studying the Hilbert schemes Hilb d (X) for varying d all at once can reveal structure about the variety X, such as some enumerative geometric information. The smoothness of Hilb d (X) often allows investigation of their further structures. On the other hand, the complexity of the singularities of Hilb d (X) if X is three-dimensional or higher has been one of the obstructions to generalizing results on smooth curves and surfaces. In the case that X is singular, the geometry of the Hilbert schemes become more complicated. It is necessary to understand the Hilbert schemes of points of a singular variety since singular varieties are natural degenerations of smooth varieties in families. For a singular curve C, a naturally related object is the compactified Jacobian J(C) of C, which admits the Abel-Jocobi map from Hilb d (C), and Hilb d (C) is irreducible if and only if locally any point of C has embedding dimension at most 2 (locally planar singularities) ( [AIK, R80] ). A generalized Macdonald's formula is applied in the context of the universal Hilbert schemes of points of a family of curves leading to a proof of Göttsche's conjecture on the number of nodal curves on surfaces ( [G98, T12, S12] ). In dimension 2, if a surface X has a single isolated cone singularity over a smooth curve of degree at least 5, then Hilb d (X) is reducible for sufficiently large number d ( [MP13] ). Yet it is an open question whether there is a singular surface whose Hilbert schemes of points are irreducible for any d > 0, particularly for surfaces with mild singularities.
Rational double points on surfaces in some sense are among the simplest surface singularities with a complete classification. As we will see the study of reflexive modules and their deformations is essential in the proof of the main theorem, whereas we take advantage of the following facts about rational double points. First, there are finitely many isomorphism classes of indecomposable reflexive modules; and second, every module admits a free resolution over the local ring of the singularity via a matrix factorization. However, the irreducibility of the Hilbert scheme is not valid for the affine cone over a twisted cubic curve, casting doubts on generalizing our results to other quotient singularities. For a general rational surface singularity other than a rational double point, the Hilbert scheme will become reducible if d is sufficiently large. We will leave the investigation of the Hilbert schemes on surfaces with minimally elliptic singularities as a separated project.
Theorem A (Theorem 3.3) . Suppose X is a quasi-projective normal surface with at worst rational double point singularities. Let Hilb d (X) be the Hilbert scheme of length d subschemes of X. Then for any positive integer d, Hilb d (X) is irreducible of dimension 2d.
We collect some geometric consequences of the irreducibility of Hilb d (X). First of all, one can prove Fogarty's smoothness theorem for Hilb d (X) on a smooth surface using the theorem of Hilbert-Burch on free resolutions of ideal sheaves of zero-dimensional subschemes (see [FGA, Chap. 7] ). In our case, we show a similar smoothness criterion:
Theorem B (Theorem 4.1). Suppose Z be a length d subscheme of the surface X with only ADE singularities. Then Hilb d (X) is smooth at [Z] if and only if I Z has finite homological dimension over X.
We also obtain some generalizations on results on the affine plane due to Haiman. The smooth quasi-projective variety Hilb d (A 2 ) has trivial canonical bundle, whereas:
Theorem C (Theorem 4.2). Suppose X = Spec(C[x, y, z]/ xz − y n+1 ) is the affine surface with only A n singularity at the origin. Then Hilb d (X) has a nowhere vanishing 2d-form.
Haiman also shows that Hilb d (A 2 ) is isomorphic to the blow-up of the symmetric product A
2(d)
along some ideal, where this blow-up is identified with the Hilbert-Chow morphism. We obtain analogous statement for the affine quadric cone Q = Spec(C[x, y, z]/ xz − y 2 ).
Theorem D (Theorem 4.5). The Hilbert scheme Hilb d (Q) together with the Hilbert-Chow morphism is isomorphic to the blow-up of the d-th symmetric product Q (d) along the ideal consisting of products of two S d -alternating functions on Q.
The study of deformations of closed subschemes that are supported at a closed point in a variety relies heavily on the formal analytic properties of a neighborhood of the point. We note that this is allowable for our purpose as zero-dimensional schemes are algebraic in any event and embedded deformation of closed subschemes is formal in essence.
The paper is organized as follows. In section 1, we fix terminologies on Hilbert schemes of points and review the structure of reflexive modules on ADE surface singularities. Section 2 contains the results on deformations of reflexive modules, which, as syzygy modules of zerodimensional subschemes, will give rise to deformations of the corresponding subschemes. Section 3 contains the main theorem on the irreducibility of the Hilbert scheme on surfaces with ADE singularities (Theorem 3.3). Section 4 collects a few geometric applications of the irreducibility of Hilb d (X). In particular, if X is the affine quadric cone in 3-space, the Hilbert-Chow morphism has an alternative interpretation analogous to the case of the affine plane. In the last section, we provide some examples of reducible Hilbert schemes, in particular, of at least 8 points on the cone over a twisted cubic curve.
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Preliminary and motivations
Throughout this article, we work over the field of complex numbers within the category C−Sch of locally Noetherian C-schemes. Fiber products are over Spec(C) if not specified.
1.1. Definitions and background. Suppose X is a (quasi)-projective scheme and P(x) ∈ Q[x] a numerical polynomial.
The Hilbert functor on X (with Hilbert polynomial P) Hilb P X is the contravariant functor from the category C − Sch to the category Set of sets, which assigns to each scheme U the set of closed U-flat subschemes Z ⊂ U × X that have Hilbert polynimal P; and for a morphism φ : U → V ∈ Mor C−Sch (U, V), Hilb X (φ) is the induced map of sets via fiber product. The Hilbert scheme of X with Hilbert polynomial P, denoted by Hilb P (X), is the quasi-projective scheme which represents the functor Hilb P X . In particular, if P(x) = d ∈ N is the constant polynomial, the scheme Hilb d (X) is the Hilbert scheme of d points of X. There is the universal family Hilb
Let S d be the symmetric group in d elements, and let X d = X × · · · × X be the d-fold fiber product of X. The group S d acts on X d by permuting the factors. The d-th symmetric product of X is the projective scheme of
Explicitly, fixing an embedding X → P(E), by geometric invariant theory one can equip the set-theoretical quotient X d /S d with a quasi-projective scheme structure. The closed points of X (d) are the effective 0-cycles of length d, hence X (d) is regarded as a Chow variety of 0-cycles. The symmetric product X (d) coincides with Rydh's scheme of divided powers Γ d (X) as over C. Over an arbitrary field k, for an affine scheme Y = Spec(A) the affine scheme of divided powers of Y is the spectrum of the algebra of divided powers Γ d k (A), which is not necessarily isomorphic to the d-th symmetric algebra Sym d (A) (see [R08] for details).
The Hilbert-Chow morphism is the following morphism, denoted by h :
This description of the Hilbert-Chow morphism is only on the set of closed points. The target X (d) should adapt the reduced scheme structure. For a precise definition see [FGA, Chap. 7] .
If X is a non-singular connected curve, then h is an isomorphism between two non-singular varieties. In particular, the cohomology ring of X (d) is expressed in terms of the cohomology ring of the curve X by Macdonald's formula. If X is a non-singular connected surface, then Hilb d (X) is non-singular of dimension 2d and is a crepant resolution of singularities of F68] ). Let I ⊂ O X be an ideal sheaf which defines a zero-dimensional subscheme Z of X of length d = l(Z), i.e., dim C O X /I = d. We say that the ideal I has colength d. The Hilbert function of I is the integral-valued vector h = (h 0 , h 1 , . . . ) where
Localizing at a closed point x ∈ X, the punctual Hilbert scheme Hilb d (X, x) is the reduced closed subscheme of Hilb d (X) parameterizing length d subschemes of X supported at x. If x ∈ X is a nonsingular point on a surface, then Hilb B77, I72, ES98, EL99] ).
When X = P 2 , the schemes Hilb d (P 2 ) and Hilb d (P 2 , x) are stratified into affine spaces whose numbers of affine cells of each dimension compute the ranks of their Borel-Moore homology groups ([B77, ES87, ES88, G88] ). The Betti numbers of Hilb d (X), Chow groups and the Chow motive with Q-coefficients were computed for an arbitrary smooth projective surface ( [G90, deCM] 
for the rational coefficient cohomology of the Hilbert scheme of points and H n≥0 H d , then H is an irreducible module over a Heisenberg algebra ( [N97, G96] [GV83, AV85, E85, A86] . Definition 1.1. Let (B, m, k) be a Noetherian local ring, and M a finitely generated B-module. The B-module M is said to be maximal Cohen-Macaulay, or MCM, if M satisfies depth(M) = dim B. M is said to be reflexive, if M M * * , where the functor (•) * is the dual Hom B (•, B) on the category of B-modules. Example 1.2. Let B be any two-dimensional normal domain and I ⊂ B an ideal of finite colength. Then the first syzygy module of I is MCM over B and is reflexive. Now let R be any 2-dimensional rational double point singularity (i.e., the completionR is a two-dimensional normal local domain with singularity one of the types A n , D n , E 6 , E 7 or E 8 ), then R is a hypersurface ring, in particular, Gorenstein. What follows about free resolutions of finitely generated R-modules holds true for any abstract hypersurface in the sense of [E80, Remark 6 .2] (the maximal ideal of R is minimally generated by dim R + 1 elements, and the zero ideal of R is analytically unmixed, or alternatively,R is the quotient of a regular local ring modulo a principal ideal. Minimal free R-resolution of any finitely generated R-module, if not finite, will be periodic of period 2 after at most 3 steps ([E80, Theorem 6.1]). A periodic resolution of period 2 is necessarily given by a matrix factorization associated to the hypersurface. Example 1.3. In the case of the quadric cone R = C[x, y, z]/ xz − y 2 and Q = Spec(R) there is only one non-free indecomposable MCM R-module up to isomorphism which is given by the matrix factorizations M = M(φ, ψ), where φ = x −y −y z , and ψ = z y y x , and this MCM module is given by the cokernel of either one of the two matrices above. We denote the cokernel of φ by P. Note that P has rank 1 corresponding to a Weil divisor. Geometrically, P is isomorphic to the fractional ideal defining a reduced line L through the singular point on Q, which can be understood as the first Chern class of P in Cl(R). The projective lineL as a Weil divisor in the projective closureQ is not Cartier, but 2L is Cartier, i.e., [P] is 2-torsion in Cl(R). The
Truncating the sequence we have a short exact sequence
This sequence is a special case that will be studied in detail.
In general, the classification of indecomposable reflexive modules over 2-dimensional rational double point singularities are fully understood ([AV85, Theorem 1.11]). Even more generally, for any two-dimensional quotient singularity given by a finite group G ≤ GL(2, C) there is a one-toone correspondence between the finite set of isomorphism classes of indecomposable reflexive modules and that of isomorphism classes of irreducible representations of the finite group G. In the case that G ≤ SL(2, C), there is a third finite set which yields a bijection with the preceding two, namely the vertices of the dual graph of the intersection pairing of the exceptional divisor in the minimal resolution of singularity, the Dynkin diagram. This is referred as the geometric McKay correspondence. All the indecomposable reflexive R-modules can be exhausted in the concrete way as follows: regarding the 2-dimensional regular ring C [u, v] as a regular representation of the finite group G over the ring of invariants R = C [u, v] G , then C [u, v] decomposes into the direct sum of irreducible representations of G over R with each irreducible representation appearing exactly once, then these are precisely all of the indecomposable reflexive R-modules. 
On the other hand, as an irreducible representation of G, each module
Deformations of MCM modules
Suppose (X, p) is the germ of a rational double point. In this section, we prove the following results in the context of an arbitrary 2-dimensional rational double points: (1) given the syzygy module M = Ω(I Z ) of a zero-dimensional subscheme Z on X, a deformation of M induces a flat embedded deformation of Z in X (Proposition 2.3); (2) closed subschemes of finite projective dimension on X is smoothable (Theorem 2.4). Both statements contribute to the core of the proof of the main theorem on the irreducibility of the Hilbert schemes (Theorem 3.3). And (3), if the socle dimension soc(O Z ) of a zero-dimensional subscheme Z ⊂ X satisfies the equality e(I Z )−soc(O Z ) = 1 then Z has finite projective dimension. We also include some explicit studies of the extensions of reflexive modules.
The first proposition motivates the entire investigation of subschemes of finite homological dimension.
Proposition 2.1. Suppose a subscheme Z has finite projective dimension on the surface X, then the Zariski tangent space of Hilb
Proof. The proof of smoothness of the Hilbert scheme of points on a smooth surface works verbatim. We write I Z for the ideal sheaf of Z in O X . Under the assumption of the finiteness of the homological dimension of Z, by the Auslander-Buchsbaum formula and the theorem of Hilbert-Burch-Schaps, a minimal free resolution of I Z of Z takes the form:
for some positive integer r. We can compute that Ext 2 The key construction is given in the following proposition, which produces a family of subschemes from a family of reflexive modules. We write X 0 = X \ {p} and X = X × A 1 for the isotrivial 1-parameter family of X with two projections π X : X → X and π A 1 : X → A 1 .
Proposition 2.3. Let M t be a family of reflexive O X -modules of constant rank r over A 1 . Suppose M 0 is the syzygy module of the ideal I 0 of a zero-dimensional subscheme Z 0 of X with Supp(Z 0 ) = {p}. Then there exists an open neighborhood U of 0 ∈ A 1 such that for any t ∈ U the corresponding module M t is the syzygy module of the ideal I t of a zero-dimensional subscheme Z t of X with the same length as Z 0 .
Proof. By assumption, there is a short exact sequence of R-modules:
We consider the following sequence on X:
which satisfies the following properties:
-module of rank r with depth q (F 1 ) = 3 for any closed point q ∈ X; 3. the restriction of φ to the closed fiber X 0 over 0 ∈ A 1 is φ 0 .
The rest of the proof will be a series of restrictions in the affine line to an open neighborhood of 0 such that in each fiber the module Q restricts to an ideal of a subscheme of X t = X with constant length as Z 0 .
To begin with, note that the support of the torsion part of Q in A 1 is disjoint from 0. We let U 1 ⊂ A 1 be the complement of the torsion part of Q and let X 1 = X × U 1 be the restricted family. Now we can assume that Q is a rank 1 torsion free sheaf on X 1 such that Q | X 0 I 0 .
The double dual Q * * of Q with respect to R[t] is a rank 1 reflexive R[t]-module. Hence there exists a Weil divisor D of X 1 with Q * * O X 1 (D). Since X is a trivial family of X over the affine line, we have isomorphism of their first Chow groups, which surjects onto the Chow group of X 1 :
Therefore there exists a Weil divisor
Restricting this identification to X 0 we see that D 0 is homologous to 0, so it is with D. So we have Q * * O X 1 . We can write Q = I W as the ideal sheaf of a closed subscheme W of X 1 . This subscheme W is not necessarily equidimensional and hence not finite flat over U 1 . We will further restrict in U 1 to where W become finite flat over the base of degree equal to the length of Z 0 . First let W 1 be the union of the 2-dimensional components of W (possibly empty). We see that W 1 is disjoint from X 0 .
Let X 2 X 1 \ W 1 . Restricting on X 2 we can assume that W is a one-dimensional scheme (not necessarily reduced or irreducible). We have a presentation of I W :
By condition 3 on the depth of F 1 above, we conclude that W is a Cohen-Macaulay curve. Moreover, there could be components of W which are contracted by π A 1 . These vertical components are not contracted to the closed point 0. By further restricting to a possibly smaller open neighborhood U 2 ⊂ U 1 of 0 we can assume that W does not contain any vertical components and hence flat over U 2 .
Write ψ : W → U 2 for the restriction of the projection π A 1 from X 2 . Note that ψ −1 (0) red = {(p, 0)}, and that both X 2 and U 2 are affine schemes. We can apply Zariski's main theorem to obtain a factorization of ψ throughψ : Z → U 2 and we can find an open neighborhood U of (p, 0) in W such that the induced morphism U → Z is an open immersion.
Theorem 2.4. Suppose (X, p) is the germ of a rational double point surface singularity with X = Spec(R), the closed point p ∈ X being the only singular point. Suppose Z 0 is a closed subscheme of X supported at p with ideal I 0 . We assume that I 0 has a length 2 free resolution on X. Then Z is smoothable.
Proof. The proof is streamlined by a concrete construction of a flat family smoothing the subscheme Z. Write X 0 = X \ {p} and X = X × A 1 for the isotrivial 1-parameter family of X with two projections π X : X → X and π A 1 : X → A 1 . Suppose I 0 has a minimal R-free resolution of the form
where φ 0 is a r × (r − 1) matrix with all entries f i j in the maximal ideal m of R. Now we construct a three short exact sequence of R[t]-modules as in the proof of the preceding proposition which restricts to (2.1):
By the previous construction we can assume that Q = I W for some closed subscheme W of X finite and flat over an open neighborhood of 0 ∈ A 1 . Now we need to deform (2.2) so that the restriction to a general fiber is the free resolution of another ideal. We define a 1-parameter family of matrices:φ φ + tI r−1 , where I r−1 = I r−1 0 .
Note that for t = 0 we haveφ 0 = φ 0 , and for any t 0, the top (r − 1) × (r − 1)-minor ofφ is invertible since its determinant is t r−1 . Consequently, the cokernel ofφ t for t 0 is the ideal of a closed subscheme of X of length d which does not have p in its support.
Remark 2.5. See [Y04, Theorem 2.2, 3.2] for results on degenerations of modules in a more general setting, and [Y04, Remark 2.5] for a statement on specializations of an extension class.
Next we provide with a class of examples of subschemes of finite homological dimension, for which the assumption is clear in the case where the surface is smooth ([EL99, Lemma 2]). Proposition 2.6. Suppose the syzygy module Ω(I Z ) of I Z is given by a minimal presentation
for some integer r ≥ 0, i.e., Ω(I Z ) has free rank zero. Suppose dim C Ext 1 R (I Z , R) = r + 2, then I Z has homological dimension 1 over R.
Proof. Suppose η 1 , . . . , η r+2 form a set of generators of Ext 1 R (I Z , R). Then one can form the extension η (η 1 , . . . , η r+2 ) for some R-module M(I Z ): Herzog and Kühl ([HK] ) show that M(I Z ) Ω(I Z ) * ⊕ R. The r + 2 components of the map φ : R r+2 → M(I Z ) projecting to Ω(I Z ) * defines a mapφ : Ω(I Z ) → R r+2 of rank r + 2. One can take the push-out diagram
The bottom row of the diagram is denoted by ( * ). Now the two extensions η and ( * ) differ possibly by an automorphism of R r+2 sinceφ has full rank. Comparing η with ( * ), we get the following diagram By the short-five lemma, the middle vertical map is an isomorphism: M(I Z ) M . Combining this with the previous diagram we have Since τ has full rank, by the Snake Lemma we see that ker(τ) = 0. Now suppose the cokernal of the left two vertical maps τ and ρ is K. Then K is an R-module of finite length. Applying Hom R (•, R) to the left two columns we get Ext
The rest of the section is devoted to the study of deformations of reflexive modules which appear as syzygies of zero-dimensional subschemes on the surface. Roughly speaking, if there is a short exact sequence of reflexive modules
then the direct sum M⊕M can be considered as a specialization of M by trivializing the extension. On the other hand, for a fixed pair of modules M and M , the C-vector space Ext 1 R (M , M) is stratified into finitely many strata according to the isomorphism classes of the middle term, and there is a "generic extension", i.e., a dense subset of Ext 1 R (M , M) which all have the same middle term, denoted by E(M , M). Consequently, all of the extensions can be thought as specializations of the generic extension.
To proceed, we first compute the dimensions of the ext-groups of pairs of reflexive modules. Such computations appear in [G80] and in a broader context in [IM] . Suppose M 1 , . . . , M n are the distinct isomorphism classes of indecomposable reflexive R-modules. For each M i there are at least two natural short exact sequences ending with M i : one is the presentation after choosing a minimal set of generators of M i :
is the R-dual of M i . The other is the Auslander-Reiten sequence, which has both endings M i :
where E(M i ) is the direct sum of all the indecomposable modules corresponding to the vertices adjacent to the one for M i in the extended Dynkin diagram. For the reader's convenience, we briefly reproduce the construction of both cases below. For a rigorous exposition on the sequence (2.4) in an appropriate generality, see [W88] . For the coincidence between the McKay quiver associated the the finite group G ≤ SL 2 (C) and the Auslander-Reiten quiver on the set of indecomposable reflexive modules we refer the reader to Auslander's original paper ([A86] ). An extended Dynkin diagram is obtained from the usual Dynkin diagram by adding one vertex corresponding to the trivial module R at the appropriate place. In the diagrams below, we label the vertices in the A n case 1, . . . , n from the left to the right, and in the D n case 1, . . . , n from the left to the right (the last two vertices n − 1 and n are not distinguished). For A n , one puts the extra vertex on top of the chain of n existing vertices and close the loop by adding edges from vertices 1 and n to this (n + 1)-st vertex. For D n , the (n + 1)-st vertex is added to vertex 2 on the left tail so that the picture would become symmetric. For E 6 the extra vertex is placed and connected by an edge on top of vertex 4; for E 7 and E 8 the extra vertex is connected to vertex 1 (labelled by a circle).
Dynkin diagrams of ADE singularities (in each cases of D n and E n nodes of the same color correspond to modules with the same determinant in the local class group of the singularity)
To explain sequence (2.3), we have the following Lemma 2.7. The R-dual of each finite rank reflexive module is listed as below:
for i = 1, . . . , n − 2. If n is even, then M n−1 and M n are also self-dual; if n is odd, then they are dual to each other.
, and M 4 and M 3 are self-dual. In E 7 and E 8 every indecomposable module is self-dual.
Let Ω X be the reflexive hull of the sheaf of holomorphic 1-forms on the open surface X 0 extended to X. Then Ω X is a reflexive O X -module. There is the fundamental sequence on X:
Suppose M is a non-trivial indecomposable reflexive module on X, then the Auslander-Reiten sequence ending with M can be obtained by tensoring the sequence (2.5) with M and taking reflexive hulls, resulting with a sequence of the form
In the current case, since the surface is Gorenstein τ(M) M, and the middle term was denoted by E(M) in (2.4).
However, there are in fact many more extensions of reflexive modules. A combinatorial way to find the dimensions of Ext 1 R (M i , M j ) for any pair of modules M i and M j is developped by Iyama and Wemyss ([IM, Theorem 4.4, 4.5] ). In this article we compute some examples following ( [IM] ).
Example 2.9. (D 6 ) Say we want to compute dim C Ext 1 R (M 2 , M 1 ). We will produce a chain of tuples of the indices on the Dynkin diagram. We start with the tuple (2) indicating the extensions should end at M 2 . The next tuple is the collection of all indices adjacent to 2, namely (1, 3), and we write (2) → (1, 3). The next tuple is the collection of all adjacent vertices of (1, 3) counting multiplicities subtracting the previous one, hence it is (2, 2, 4) − (2) = (2, 4) and we write (2) → (1, 3) → (2, 4). This chain keeps going:
Eventually the sequence will stop at 0 and we count how many 1's showing up in this entire sequence. There are two 1's, so dim Ext In the A n case, regarding the M i 's as fractional ideals over O X , namely, M i = O X 1, u i /v n+1−i , we can explicitly express the mutual map between M i and M i+1 : one direction is given by inclusion M i+1 → M i , and the other direction M i → M i+1 sends 1 to 1 and multiplies u i /v n+1−i by uv. By composing morphisms between the modules, we have: Lemma 2.12 (A n ). Let X n be the normal surface with an isolated A n singularity. For any integers 1 ≤ a ≤ b ≤ n there is the following exact sequence:
where i ∈ {0, . . . , max{a, n + 1 − b}}. Any extensions of M b by M a has such form. Moreover, the following sequence is generic:
Lemma 2.13 (D 4 ). We have Proof. We take η 1 , η 2 ∈ Ext 1 R (M i , M i ) and their respective representatives:
The lemma will be proved if we show that the sum of the representatives of η 1 and η 2 will represent a class whose middle term is R ⊕2 . Without lose of generality, we can take i = 1. First there is the following pull-back diagram:
where the bottom row and the rightmost column represent η 1 and η 2 . The term in the center is M 1 ⊕R ⊕2 since the middle row must be a trivial extension of R ⊕2 by M 1 . In particular, α 3 (m) = (m, 0) and β 4 (m) = (0, β 2 (m)) for any m ∈ M 1 . Note that M 1 ⊕ R ⊕2 contains three copies of M 1 : via α 1 and β 2 , and also there is the skew-diagonal coming from the pullback via λ (Id, −β 2 ). Then by definition, the sum η 1 + η 2 is the extension whose middle term is the quotient of M 1 ⊕ R 2 by the skew-diagonal, denoted by N. Hence the following is exact:
To determine N, we choose a minimal set of generators of M 1 over R so that M 1 ⊕ R ⊕2 admits a surjection from R ⊕4 . Then one can take the pullback to get
Note that the middle term in the left column M is maximal Cohen Macaulay, so it can be either
. Also note that the middle column is not minimal, meaning that the trivial part R ⊕2 → R ⊕2 can be taken out, and it will coincide with the left column by short-five lemma. Hence, the middle term in the left column is isomorphic to R ⊕2 . Then N R ⊕2 as well. Consequently, the sum η 1 + η 2 ∈ Ext 1 R (M 1 , M 1 ) can be represented by a sequence of the form
This summation respects the C-vector space structure of Ext The following general statement holds true, and the proof is the same as the preceding lemma.
Proposition 2.14. If there exists a class η ∈ Ext
Then η is the generic extension.
Following Iyama-Wemyss ( [IM, Theorem 4.8, 4 .9]) we can find a basis for Ext
The conceptual construction of ladders in τ-categories was introduced by Iyama ([I05] ), which was made more concrete in [IM] for the study of special Cohen-Macaulay modules over general two-dimensional quotient singularities. Here we apply their results in the ADE case.
Example 2.15. We take the rank 2 module M 8 on the E 8 singularity as an example. Besides the syzygy sequence and the Auslander-Reiten sequence starting at M 8 , the following sequences also start at M 8 :
There are other short exact sequences or reflexive modules starting at M 8 , however, whose middle terms are less explicit.
The Hilbert schemes of points on surfaces with rational double points
The following lemma provides with a necessary condition for a reflexive module to be the syzygy of a zero-dimensional subscheme supported at the singularity (p ∈ X, R = O X,p ). We call these modules syzygy modules.
Lemma 3.1. Suppose Z is a zero-dimensional subscheme of X supported at p with ideal I of R and first syzygy Ω. Then the determinant of Ω is trivial in the local class group of R.
Any reflexive module can be a syzygy of a zero-dimensional subscheme from the consideration of the triviality of the determinant.
Proof. All the cases follow immediately by looking at the local class group of each singularity.
Proposition 3.2. Any syzygy module can be generalized to a free module of the same rank, namely, there is a connected family of reflexive modules for which the general member of the family is free, and the special member is the syzygy module.
Proof. We proceed in two cases depending on whether M is indecomposable for each singularity. (A n ). Suppose the syzygy module is M = R ⊕a ⊕ M
n . We can (but not necessarily) choose to deform M in the following order. First, for any M i appearing in M with a i ≥ 2, we deform M ⊕2 i to R ⊕ M 2i . Each such step increases the free rank of M by 1 and generalize the input module. After finitely many steps, there is no non-free summand with multiplicity greater than 1 in the generalization (still denoted by M). Second, we start with M i and M j such that i and j are the smallest two indices for summands of M. Using the sequence 0 → M i → R ⊕ M i+ j → M j → 0 we see that M i ⊕ M j can be generalized to R ⊕ M i+ j . Such a step also increases the free rank of M by 1. We can repeat these two steps till the eventual outcome is free.
(D 4 ). It suffices to consider M 
can be generalized to R ⊕2 . Next we compute that dim C Ext 1 R (M 1 , M 1 ) = 2, and hence M 2 can be generalize to R ⊕2 . Two other easy cases are M 4 and M 1 ⊕ M 5 ⊕ M 6 . We compute that M 4 can be generalized to R ⊕2 using extensions in Ext 1 R (M 5 , M 5 ), which is 2-dimensional and the generic one has R ⊕2 in the middle and the special one has M 4 in the middle. For M 1 ⊕ M 5 ⊕ M 6 , we note the sequence 0 → M 1 → R ⊕ M 5 → M 6 → 0, which allows M 1 ⊕ M 5 ⊕ M 6 to be generalized to R ⊕ M 
Taking the pull-back of them we get the diagram below:
In particular, the middle column is non-trivial:
Taking the pull-back of these two sequences we have a diagram below:
Note that the module N in the center of the diagram is maximal Cohen-Macaulay since Ext i (N, R) = 0 for all i ≥ 1 by looking at the long exact sequence after applying Hom R (•, R) to either the middle row or the middle column. Now the idea is to look for all possibilities for N to fit in the middle column. We compute that dim Ext 1 R (M 1 , M 2 ) = 2 and hence N is either
⊕ M 3 ⊕ R will make the middle row trivial, and M 1 ⊕ M 2 ⊕ R ⊕2 will trivialize the middle column. So we see that the most general one is M 1 ⊕ R ⊕4 and the middle row becomes 0
Either case will generalize M 1 ⊕ M 3 to something we already know.
(D n for any even n). The only new phenomenon in D 8 than D 6 is the module M 4 whose determinant is trivial. But we can compute that dim Ext 1 R (M 7 , M 7 ) = 4 and M 4 is a possible middle term which can be generalized to R ⊕2 . The argument is the same as before. The same proof works for D n where n is even.
(D n for any odd n). For D 2k+1 the new phenomenon comes with the rank 2 module in the middle of the left tail with trivial determinant. For example in D 7 the module M 4 has trivial determinant. We compute that dim Ext 1 R (M 6 , M 7 ) = 3, and M 4 can be the middle term that generalizes to R ⊕2 . (E 6 ). Note that there are extensions
Hence the same argument as before will take care of all the listed cases except M 1 ⊕ M 2 . We consider the following diagram:
where we start with the middle row and the right column as the Auslander-Reiten sequence for M 2 and M 1 respectively. The pull-back of the maps α 4 and β 2 gives the rest of the diagram. The kernel N of the middle column can be considered as the generalization of M 1 ⊕ M 2 , and M 3 can be a choice.
(E 7 ). First we note that M 7 is the only one having rank 1, hence it is self-dual. We also compute that dim Ext 1 (M 7 , M 7 ) = 3, where any extension should have the middle term of rank 2 with trivial determinant. There are only three different such modules other than M 7 ⊕ M 7 , namely M 6 , M 1 and R ⊕2 . As before, we claim that these are all the possible extensions, and the most general one has the form 0 → M 7 → R ⊕2 → M 7 → 0. These take care of M 1 , M 7 ⊕ M 7 and M 6 . Next we note that M 1 is self-dual. The Auslander-Reiten sequence for
From these two sequences above we see that M 2 can be generalized to R ⊕3 by first adding a copy of
We also see that M 3 and M 5 are both self-dual, hence M 
Then M 8 and M 4 admit free R-resolutions given by matrix factorizations M(zI 4 − φ 8 , zI 4 + φ 8 ) and M(zI 10 − φ 4 , zI 10 + φ 4 ) respectively in the notations of Example 1.3. In particular we see that φ 8 shows as a 4-by-4 minor of φ 4 . This allows one to deform M 4 to some other module corresponding to a more general extension in Ext 1 (M 8 , M 2 ). For M 8 , we cannot deform it using the preceding argument as there is no rank 1 non-trivial reflexive modules over E 8 . Instead, we deform it to M 1 by fitting both M 8 and M 1 as kernels of some surjective maps of reflexive modules. By [IM] we find the following short exact sequences:
In the above two sequences, the maps α and β restricted to their common summand M 3 ⊕ M 5 ⊕ M 8 are identical, since both are induced by the ladders over Auslander-Reiten sequences. Now we can apply a specialization of R ⊕2 to M 1 to specialize α to β, which in turn induces a specialization of M 1 to M 8 . Hence M 8 is trivializable. Proof. The theorem will be proved after several steps of reductions. First, since deformations of reflexive modules at a singularity on X can always be proceeded in some open affine neighborhood of the singularity and each singularity can be treated separately, we are reduced to the case where X is affine with a single ADE singular point p: (X = Spec(C[x, y, z]/ f ), p). Second, it suffices to show that any length d subscheme Z of X supported at p is smoothable. Third, by Theorem 2.4, we note that such a punctured subscheme is smoothable if it has finite projective dimension on X. Hence we are reduced to prove that any length d subscheme Z on X supported at p is a specialization of a family of length d subschemes of finite projective dimension. Now suppose that Z is an arbitrary length d subscheme of X supported at p and that the first syzygy module M Z Syz 1 (Z) of I Z is not free. In any event, M Z is a reflexive O X -module, hence by Lemma 3.1, we obtain a direct sum decomposition of
n . The proof is proceeded by induction on the rank of the non-free summand in M Z . The strategy is to use Proposition 3.2 to deform M Z into the direct sum of the trivial module. In the resulting family of reflexive modules, the free rank of a general member is at least 1 higher than that of the special member M Z . Then one can proceed with the induction. The induction will terminate after finitely many steps of generalization to a free module because as a syzygy module, the first Chern class of M Z in the local class group of (X, p) must be zero. Now Proposition 2.3 indicates that the ideal I Z is the specialization of ideals of finite projective dimension. Equivalently, the closed point [Z] representing the length d subscheme Z is contained in the Zariski closure of the locus in Hilb d (X) parameterizing length d subschemes of finite projective dimension.
Remark 3.4. There is a natural stratification of Hilb d (X) by locally closed subsets, such that within each stratum the first syzygy module of the subschemes are stably isomorphic, i.e., isomorphic up to free summands. For each fixed d, the ranks of the syzygy modules are bounded, hence the stratification is finite. Besides the open dense stratum of schemes of finite projective dimension, all other strata are contained in the punctual Hilbert schemes at the singularities. The preceding Proposition 3.2 and Theorem 3.3 suggest that there is a partial order on the set of strata given by inclusion in the closure. For each singular point, this is analogous to the closure relation of nilpotent orbits in the nilpotent cone of the Lie algebra whose Weyl group has the same Dynkin diagram as the singularity. But it is unclear to the author what a precise relation is.
Remark 3.5. In the literature the study of deformations of reflexive modules and of matrix factorizations allows the singularity to deform as well, which does not meet our purpose. Nevertheless, the existence of the versal deformation space of reflexive modules over quotient surface singularities can be viewed as a necessary condition for our deformations ([I00]).
Geometric consequences of irreducibility
The first corollary of the irreducibility of the Hilbert scheme is a smoothness criterion which states that the condition in Proposition 2.1 is also sufficient: Proof. One direction is Proposition 2.1. To prove the other direction, it suffices to show that if Z does not have finite homological dimension over X then the dimension of the Zariski tangent space T [Z] Hilb d (X) is larger than 2d. Again, we are reduced to the case X = Spec(R), the affine surface with only one singular point p and Z is supported at p. Let M 1 , . . . , M n be the collection of all indecomposable reflexive R-modules up to isomorphism.
Suppose the presentation of the ideal I Z has the form
Applying Hom R (•, R) to (4.1) we obtain the following exact sequence.
Next applying Hom R (•, O Z ) to (4.1), or equivalently, Hom R (•, R)⊗ R O Z , the following sequences of O Z -modules are exact:
M * i ⊕a i . Then the above two sequences combined give:
We write s, s i , t i , resp. for the lengths of the O Z -modules Hom(
their dimensions as C-vector spaces). The dimensions t i , s i can be computed from the injective periodic resolution of the M i 's. Given the periodic minimal projective resolution of M * i , a minimal injective resolution of M i is obtained by duality:
Tensoring (4.6) with O Z we obtain a periodic complex of O Z -modules:
. By symmetry and periodicity we also have
. . , n. Therefore, counting the dimensions in (4.5) we have
Hence the tangent space Hom(I Z , O Z ) has dimension 2d if and only if for each i = 1, . . . , n either a i = 0 or s i = d + t i is satisfied. On the other hand, locally each M i is a direct summand in the regular representation of the finite group G of the singularity, hence s i can be computed as follows: Extend the ideal I Z of Z in O X to an idealĨ Z of C[x, y]. ThenĨ Z still has finite colength. We fix a collection of monomials of C[x, y] which span V = C[x, y]/Ĩ Z as a complex vector space, inside of which there is the d-dimensional subspace O Z . Now a minimal generating set of M i as an S-sub-R-module consists of polynomials f
In particular, the dimension of M i,Z is s i = 2d − λ i where λ i is the number of pairs of monomials g 1 , g 2 as part of vector space basis of O Z such that f 1 j g 1 = f 2 j g 2 for some j. Since 1 ∈ O Z cannot be in such a "syzygetic" pair, there are at most d − 1 pairs. Hence s i > d. Therefore, for the dimension s of Hom(I Z , O Z ) to be equal to 2d the only case is where a i = 0 for all i = 1, . . . , n, which in turn means that Syz 1 (I Z ) is free.
Recall from [H01, Section 3.6] that Hilb d (A 2 ) has trivial canonical bundle: ω Hilb
. A careful inspection of Haiman's proof leads to a generalization to the singular affine surface X n with a single A n singularity. We write H d = Hilb d (X n ) as the Hilbert scheme of d points for simplicity of notation. 
Lemma 4.3 (Residue formula).
The affine surface X n has a rational nowhere vanishing 2-form. In fact, the same statement is true for any hypersurface in A 3 .
Proof. Let dx ∧ dy ∧ dz be the volume form on A 3 , and write f = xz − y n+1 . Then
defines this nowhere vanishing 2-form on X n . This is independent of f .
We follow the notations of Haiman: for a linear form l in x, y, z write U Proof. We prove the statement in the case of the quadric cone Q, and show that U x is open dense in H d . The argument remains valid for general X n . Note that a general point [Z] ∈ U x corresponds to an ideal I of R of the form:
Suppose Z is a reduced scheme supported on the line l x = y, z ⊂ Q, then the coefficients a 0 , . . . 
n is S dinvariant and hence descends to a regular 2d-form on the smooth locus of X (d) n , which in turn lifts to a regular 2d-form to W ∩ U x . In particular, if we write W
• for the open locus in W of reduced schemes supported off the singularity in X n , then we have the identity over W
• ∩ U x :
Next we notice that W \ W • parameterizes reduced schemes of the form Z = z 1 + · · · + z d where z 1 = 0. This has codimension 2 in W, hence the rational form 4.9 extends to a regular 2d-form on W ∩ U x . By the symmetry of x and z in the defining equation of the surface X n , we obtain another regular 2d-form on W
• ∩ U z analogous to 4.9. Explicitly, a point in U z represents a scheme that is defined by an ideal of the form
The 2d-forms da 0 ∧da 1 ∧· · ·∧da d−1 ∧db 0 ∧· · ·∧db d−1 /a 0 and dA 0 ∧dA 1 ∧· · ·∧dA d−1 ∧dB 0 ∧· · ·∧dB d−1 /A 0 coincide over the intersection W ∩ U x ∩ U z . So there is a nowhere vanishing 2d form on U x ∪ U z which extends to a nowhere vanishing 2d form on H d .
The rest of the section is inspired by [H98] and [ES14] . Denote by A = C u 2 , uv, v 2 and R = C[u 2 , uv, v 2 ] the complete local ring of the affine quadric surface Q ⊂ A 3 at the vertex 0 ∈ Q and the affine coordinate ring of Q respectively. Fix a positive integer d, and write B = B 0 for the coordinate ring of Q (d) . The 2d-variable polynomial ring
there is a sub-B-module B 1 , consisting of S d -alternating polynomials, i.e.,
We define B r { f 1 · · · · · f r | f i ∈ B 1 , ∀i = 1, . . . , r} for any r ≥ 2, and B = i≥0 B i . Note that for any elements f ∈ B r and g ∈ B s , we have f g ∈ B r+s . Hence B is a graded B 0 -algebra. Λ \ ∆ ⊂ Λ is closed under the semi-group addition, i.e., E(∆) + Λ 0 = E(∆). Let ∆ ⊂ Λ be a staircase, the corner set of ∆ is the subset C(∆) ⊂ E(∆) that minimally generate E(∆) under the semi-group addition, i.e., C(∆) = {α ∈ E(∆) | α − a ∈ ∆, ∀a ∈ Λ}. Let ∆ be a staircase, the border of ∆ is the set of vertices B(∆)
The following theorem is a generalization of [H98, Proposition 2.6]. 
is a generating set of the ideal I x . Since ∆ is a finite set, one can choose a weight pair (λ 1 , λ 2 ) for a one-parameter torus so that the weights of u α i v β i are all higher than the weight of any monomials with exponents inside ∆. As a result, lim t→0 (t λ 1 , t λ 2 ) · f i = u Proof. By the definition of Hilb d ∆ (Q), fixing the scheme Z with ideal I Z ⊂ R, any monomial in R is equivalent to a polynomial whose exponent sets is a subset of ∆ modulo the ideal I Z , i.e., for any (r, s) ∈ Λ, there exist C r,s a,b
The relations among the C r,s a,b
are give as follows. Multiplying both sides of the above congruence equation by u 2 , uv or v 2 we obtain
.
Hence for any ideal I Z one can use these relations to reduce the generating set such that each generator has exactly one term that is not in ∆ but in C(∆).
As Z varies the C ] for (r, s) ∈ E(∆) and (a, b) ∈ ∆ and the ideal defining Hilb d ∆ (Q) in Spec(S ) is of the same form as I ∆ as in the statement of the lemma without the restriction that α is chosen to be inside B(∆) such that α + λ ∈ B(∆). We denote this ideal by I ∆ and S ∆ = S /I ∆ .
Let Y be a family of length d subscheme of Q over a scheme U with the property that ρ : ) to be the coefficient of u a v b of the image of u r v s under the lifting map. Now we check that this is a well-defined C-algebra homomorphism. Since µ is the canonical O U -algebra surjection, by comparing µ(1 ⊗ u r v s ) with µ(1 ⊗ u r+2 v s ) (and
we see that τ(C α+λ β − γ∈∆ C α γ C γ+λ β ) = 0 for any vertex α ∈ E(∆) and basis element λ ∈ Λ 0 . This shows that τ is multiplicative. Also, we consider any (r i , s i ) for i = 1, 2, 3, 4 such that the four vertices in Λ form a parallelogram. By induction on the lengths of the sides of the parallelogram, it is enough to consider those parallelograms whose interior is a fundamental domain of the lattice, i.e., those which do not contain any proper subparallelograms. So we assume that (r i , s i ) − (r 1 , s 1 ) = λ i for i = 2, 3 and λ i ∈ Λ 0 . By the identity This shows that τ is a well-defined C-algebra homomorphism. In particular, in the case when U = Hilb . We further reduce the dimension of the ambient affine space in the previous step. By repeatedly using the first collection of relations above, we can further reduce to the case where (r 1 , s 1 ) ∈ ∆.
In particular, the proof of the preceding proposition shows the following ). In particular, this statement distinguishes when a length 8 scheme Z in A 4 with local Artinian structure sheaf O Z of Hilbert function (1, 4, 3) is smoothable: take three generators of O Z (2), then Z is smoothable if and only if the corresponding Pfaffian is degenerated. We consider rational surface singularities (R, p) of embedding dimension 4. Let P 1 , P 2 , P 3 be the leading quadratic forms of the three power series in 4 variables defining (X = Spec(R), p) in A 4 .
Proposition 5.2. If P 1 , P 2 and P 3 are general, then the Hilbert scheme Hilb d (X) is reducible for d ≥ 8.
Proof. For the singularity given by P 1 , P 2 , P 3 , if H 8 (C(X)) is reducible, then Hilb 8 (X) is also reducible. To show that H 8 (C(X)) is reducible, it suffices to find a length 8 scheme Z with O Z (2) defining a closed point in this cycle Gr(4, R 2 ).
A length 8 subscheme Z in the tangent cone C(X) supported at p is defined by V +m 3 , where V is a four dimensional subspace of the second graded summand R 2 = P 1 , P 2 , P 3 ⊥ . Then one can form the Pfaffian P f (V ⊥ ) as above with respect to any three quadratic forms spanning O Z (2) = V ⊥ ⊂ R 2 .
Note that the Grassmannian Gr(4, R 2 ) as a codimension 9 cycle in Gr(7, S 2 ) parameterizing 7-planes containing a fixed 3-plane P 1 , P 2 , P 3 represents σ 3,3,3 in the standard Schubert calculus notations. If P 1 , P 2 , P 3 are chosen general, the cycle σ 3,3,3 will not be contained in the degeneration locus of the Pfaffian. Hence H 8 (C(X)) is reducible, and in turn Hilb 8 (X) is reducible. There exists some length 8 subscheme of X that is not smoothable. Therefore there exists a non-smoothable subscheme of X of any length d ≥ 8, and Hilb d (X) is reducible.
In the simplest case of the cone over a rational normal curve in P 3 we can see the reducibility of the Hilbert scheme concretely. TakeS = C[x, y, z, w] and I = xz − y 2 , xw − yz, yw − z 2 to be the ideal of the affine cone, R =S/I, and X = Spec(R) to be the cone. The following construction is a simple modification from the example of [CEVV] .
