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Crystalline solids are prevalent materials used in industrial applications and daily life. By controlling 
the crystal structure and morphology of the materials, the manufacturing process of high-value-added 
products can be improved. Crystal structure and morphology are influenced by both internal and 
external factors, where internal factors refer to the modification of the chemistry at a molecular level 
and external factors refer to the aspects beyond the crystal itself (i.e., temperature, pressure, 
concentration, solvent types, and ligand interaction). Depending on the specific molecular chemistry, 
the crystal structure and morphology of a material can be altered. Meanwhile, external factors can be 
manipulated to change the structure or morphology of a substance during crystallization. Moreover, 
they influence the thermodynamics (i.e., interaction between crystal surface and ligand) and kinetics 
(i.e., reaction rate) of reaction, resulting in different crystallization paths. During crystallization process 
composed of nucleation and crystal growth stages, numerous physicochemical properties of the 
materials are determined. Consequentially, thermodynamic, electronic, optical, and catalytic properties 
are dependent on the crystal structure and morphology. 
In this dissertation, the crystal structure and morphology of semiconductor nanomaterials applied in 
electrochemical energy storage and optoelectronic fields were extensively studied. Various processes 
were used for the modification of these properties and in each case the principal mechanisms involved 
was investigated using multiscale simulation. In Chapter 1, a brief background on crystallization is 
given, including information on internal and external factors that influence the crystal structure and 
morphology during crystallization. We discuss how a variety of physicochemical phenomena can be 
investigated using a multiscale simulation approach that includes density functional theory (DFT) 
calculation, Monte Carlo (MC) simulation, molecular dynamics (MD) simulation, and morphology 
model. In Chapter 2, we designed the crystal structures of these nanomaterials (i.e., solid solution and 
co-crystal methods) by focusing on contorted hexabenzocoronene (cHBC), fluorinated cHBC, and 
fullerene (C60) molecules. Also, the detailed Li-ion storage mechanisms of each electrode materials 
were explored. Crystal structures vary depending on the molecules and the specific elemental 
composition, which results in materials exhibiting different electrochemical behaviors. These 
differences can be attributed to the difference in adsorption sites of Li-ions. In Chapter 3, using solvent 
engineering, the crystal structure and morphology were controlled by manipulating the crystallization 
process in perovskite materials. In dimethylformamide (DMF) solvent environment, DMF molecules 
have a relatively strong coordination with PbI2 due to the carbonyl group, resulting in PbI2·DMF 
intermediate phase. Through slow nucleation and crystal growth in closed system, the intermediate 
phase of PbI2·DMF crystal exhibited the one dimensional (1D) granular wire shape. From this granular 
wire morphology, many defects and grain boundaries appeared on the surface. Due to its surface 
II 
characteristics of granular wire morphology, the ultrahigh photo-detectivity can be obtained from the 
easy generation of deep trap states at surface and upward band bending at grain boundaries. In Chapter 
4, the morphological changes of zinc-blended structures in ZnSe, the shell material of quantum dots, 
were ascribed to the interaction of Zn with the oleate ligand. Due to the strong adsorption of oleate on 
the (111) surface, a tetrahedron shape around the (111) surface was formed. As the reaction temperature 
increased by heating-up method, the stabilization effect of the oleate decreased, resulting in 
morphological changes in the form of a truncated tetrahedron. Depending on the morphology, different 
optical performance of QDs can be expected due to morphology-dependent quantum confinement effect. 
Overall, these studies demonstrated the design and control strategies of crystal structure and 
morphology of semiconductor materials. Crystal engineering, solvent engineering, and morphological 
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Chapter 1. Introduction 
1.1 Crystallization 
Crystallization is an important process to elucidate, as the crystal structure and morphology influences 
each performance that have applications in the electronic [1,2], energy storage [3-5], pharmaceutical 
[6,7], and catalysis industry [8]. Crystallization is controlled to achieve specific functionality and 
targeted physical and chemical properties, as these properties of crystal materials are affected by the 
crystal polymorph, shape, size, chemical impurity, etc [9]. During crystallization, many variables can 
be controlled. Thus, to design and control the molecular solid-state structure (i.e., crystal engineering), 
an in-depth understanding of the overall crystallization mechanism namely nucleation and crystal 
growth is necessary. 
1.1.1 Nucleation [10-12] 
 
Figure 1.1 Free energy diagram for homogeneous nucleus formation as a function of particle radius (r). 
During the first stage of crystallization, an atom/molecule aggregates to form a nucleus and the first 
new phase appears as part of the crystallization process. The mechanism of nucleation, based on the 
classical nucleation theory (CNT) [13], which is derived from fundamental thermodynamic principles, 
describes the nucleation pathways. Under supersaturation conditions, a nucleus in the shape of a 
spherical particle can form and is described thermodynamically by calculating the sum of the 
interfacial free energy and bulk free energy (Figure 1.1).  
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During homogeneous nucleation, the total free energy (∆𝐺) of a spherical particle of nucleus with a 
radius of r defined as follows, 
 






where ∆𝐺𝑏, ∆𝐺𝑖 and ∆𝐺𝑐 are the total bulk free energy, interfacial free energy, and free energy of 
bulk crystal, respectively, and 𝛾  is the interfacial energy. The free energy of a nucleus particle 
consisting of the sum of the bulk free energy which is always negative and is proportional to r3, and 
interfacial free energy (i.e., surface free energy) which is always positive and is proportional to r2. It is 
possible to obtain a critical radius (r*) which has the maximum free energy of the nucleus. During 
nucleation, r* is of thermodynamic significance because when r < r*, the new nucleus will dissolve back 
into solution, but when r > r*, the new nucleus will become thermodynamically stable (∆𝐺 < 0) and 
result in continuing crystal growth.  
In addition to CNT, there are several reports that have gained interest in the past decade, where non-
classical nucleation theory using a two-step nucleation mechanism is described (Figure 1.2) [13-16]. 
Based on non-classical nucleation theory, specifically for colloidal crystal, protein, and mineral 
crystallization, it has been demonstrated that there are pre-nucleation steps where stable pre-nucleation 
clusters can form. Compared to optimal bulk free energy, the relatively low interfacial free energy can 
induce low activation barriers in crystallization path, resulting in the favorable formation of pre-
nucleation cluster [17]. In the early stage of the nucleation, additive effects such as the interaction 
between solvent and precursor can affect the crystallization path.  
 
 
Figure 1.2 Schematic representation of mechanisms for (a) classical nucleation theory and (b) non-
classical nucleation theory.  
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1.1.2. Crystal growth [18-20] 
 
Figure 1.3 LaMer diagram for crystallization. Cs, C*min, and C*max are the solubility of crystal, minimum 
and maximum of supersaturation levels for nucleation, respectively. Reprinted with permission from 
ref 20. Copyright © 1952 American Chemical Society. 
 
The LaMer model was developed which describes the nucleation and growth stages. As shown in 
Figure 1.3, the crystallization process is described by three stages: pre-nucleation (I), nucleation (II), 
and crystal growth (Ⅲ) [21]. As the concentration increases until Cs (solubility level of the bulk solid), 
the remarkable reaction cannot occur like formation of nucleation (stage I). The monomer concentration 
reaches a critical level (C*min), resulting in the formation of nucleation. Then, the concentration of 
monomer decreases as it becomes part of the forming nuclei (stage II). At stage Ⅲ, the crystal will grow 
until the equilibrium is reached. Crystal growth occurs within a competitive system where increasing 
interfacial free energy favors dissolution, and decreasing bulk free energy favors growth, as described 
in the equation in the previous paragraph. As can be seen from the description of these crystallization 
mechanisms, various factors such as temperature, solvent, capping agent, interparticle interaction, 
lattice mismatch, etc. can play a role in controlling the crystal structure and morphology during 




1.2 Introduction to Control of Crystal Structure and Morphology 
1.2.1 Chemical modification 
 
Figure 1.4 Different crystal structures and properties depending on the crystallization method. The 
example of molecule unit is p-aminobenzoic acid (pABA). Reprinted with permission from ref 23. 
Copyright © 2020 The Author(s). 
The crystal structures of polymorphs, specifically for an organic material, is dependent on the 
molecular composition, temperature, pressure, etc. The molecule packing determines its properties such 
as boiling/melting points, mechanical hardness, solubility, charge carrier mobility, etc (Figure 1.4). 
Using the crystal structure prediction (CSP) method [22], many variables such as lattice parameters, 
symmetry, molecular conformations, and packing arrangement need to be known to determine crystal 
structure. Even if the molecular formulae for two substances are the same, the molecular arrangement 
of each may vary depending on crystallization conditions, which results in different crystal structures 
and morphologies [23]. In a second case, if the molecular units are different (Figure 1.5), the expected 
crystal structures and morphologies are even more complex. As an example of chemical modification, 
by using non-linear polyaromatic hydrocarbons (PAHs), Hiszpanski et al. [24] observed that three 
different polymorphs of contorted hexabenzocoronene (cHBC) depending on different synthesis 
methods (Figure 1.6a). Chemical modification is easily applied in cHBC organic materials. The 
substitution of hydrogen atoms with fluorine atoms is widely performed to improve the electronic 
properties of materials. The referenced authors also continuously demonstrated a series of four 
fluorinated cHBC (FcHBC) derivatives depending on the amount of fluorine [25]. A solvent vapor 
annealing process was applied to induce a phase transition to polymorph II, and thermal annealing of 
polymorph II produced polymorph II′, which is a preferred orientation in cHBC. However, in the case 
of FcHBC, the polymorph II can only be accessed in an amorphous form (Figure 1.6b). Through 
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fluorination, a modification of the molecular chemistry, different phase transition mechanisms between 
polymorphs can be observed, and the properties of the crystals are also expected to be different. 
Although the authors did not clarify the detailed structures of polymorphs II and II′, the highest hole 
mobilities of each phase were given: given: for polymorph I it was 2 × 10-3 cm2 V-1 S-1, for polymorph 
II it was 3.3 × 10-4 cm2 V-1 S-1, and for polymorph II′ it was 3.6 × 10-3 cm2 V-1 S-1. These differing values 
are due to different packing arrangements of π orbitals. The charge transport in small molecules in the 
crystalline phase of semiconductors is highly sensitive to changes in the polymorph structure because 
of the intermolecular π orbital overlap. In addition, the halogenated cHBC molecular semiconductors 
can modulate the electronic properties of the molecule e.g., lower the molecular orbital energy levels 
[26]. It can provide new insights into engineering new polymorphs and characterizing the performance 
improvements of these polymorphs for application in organic semiconductors. 
 
 
Figure 1.5 Schematic representation of modification of molecular unit chemistry and crystal 
engineering to form cocrystals and solid solutions.  
 
Therefore, to design an organic semiconductor material with enhanced electrochemical performance, 
it is necessary to control the crystal structure through chemical modification on a molecular level. Since 
the charge transport and electronic properties of organic semiconductor materials differ, as a result of 
varying molecular chemistry and molecular packing, theoretical research on the crystal structure is 
important for the strategic design and effective application of organic semiconductor materials. We will 
examine the theoretical studies of organic electrode materials related to the determination of crystal 







Figure 1.6 Schematic process of phase transition of (a) cHBC and (b) fluorinated cHBC. Reprinted 
with permission from ref 24 and 25, respectively. Copyright © 2014 American Chemical Society, and 
Copyright © 2017 American Chemical Society, respectively. 
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1.2.2 Solvent engineering 
 
Figure 1.7 Schematic illustration of different intermediate structures with morphologies depending on 
the polar solvents; DMF, GBL, NMP, and DMSO. Reprinted with permission from ref 40, 42, and 44, 
respectively. Copyright © 2016 WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim, Copyright © 
2017 Elsevier Ltd, and © 2016 American Chemical Society, respectively. 
 
By controlling the crystallization path in solution, engineered materials have potential to be used in 
various industrial fields; particularly in this study the focus is on perovskite-based optoelectronic 
applications. The interaction between precursor of perovskite and solvent is important to determine an 
intermediate phase (Figure 1.7). Polar solvents that are widely used in perovskite precursor solutions 
include dimethylformamide (DMF) [27-33], -butyrolactone (GBL) [34-38], dimethyl sulfoxide 
(DMSO) [39], N-methyl-2-pyrrolidone (NMP) [40,41], etc. Solvent engineering refers to assembly 
processes such as solvent-modification and solvent-removal. Especially, the solvent engineering is 
effectively applied to finetuning the morphology of perovskite materials in solar cell device [42]. The 
most common solvent engineering procedure used for perovskite is where first of all, PbI2 and methyl 
ammonium iodide (MAI) are dissolved in a polar solvent, following which the layered structure is 
transformed into an intermediate phase, and then the relatively weak binding solvent molecules are 
removed by annealing to finally produce a 3D perovskite structure [43]. The structures and 
morphologies of the intermediate phases were significantly influenced by the type of solvent used. 
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Among the polar solvents, DMF, NMP and DMSO can bind strongly to Pb ions, while GBL can form 
the clusters in the solution as GBL exhibits weak interactions with Pb ions. Many studies have 
demonstrated that DMF, NMP, and DMSO can form an intermediate phase for effectively controlling 
the morphology of perovskite. However, there are some reports that indicate that DMF solvents produce 
inconsistencies in perovskite morphology which is attributed to uncontrolled nucleation and crystal 
growth of the PbI2·DMF intermediate phase. Therefore, we developed forcefield parameters that 
describe PbI2·DMF intermediate crystal structure, and studied the thermodynamically stable nuclei 
form of PbI2·DMF crystal. DMF solvent forms one dimensional (1D) PbI2·DMF intermediate phase 
due to coordination between Pb of PbI2 and O of DMF molecule [44].  
In the case of the perovskite film, the morphology of the film can be controlled according to the 
supersaturation level and duration period based on the solution/substrate heterointerface during the 
crystallization (Figure 1.8) [45]. During the evaporation of the solvent under isothermal condition, the 
solute concentration is increased to form nuclei. When the evaporation of the solvent is accelerated, the 
time to reach the supersaturation concentration becomes shorter, resulting in a relatively longer 
nucleation period, and a relatively shorter crystal growth period. Therefore, the overall crystal size is 
small (red line) due to the formation of many nuclei. On the other hand, after the nuclei are formed, the 
nuclei will grow rapidly (purple line) under the condition where the evaporation of the solvent is 
reduced. It is come from the competitive relationship between nucleation and crystal growth as it 
consumes solute. Therefore, under slow solvent evaporation condition, a large crystalline domain can 
be obtained instead of monocrystalline domains. The competition between the kinetics of nucleation 
and crystal growth can be represented as a function of the degree of supersaturation, resulting in the 
size of crystalline region. Therefore, to effectively control the morphology of perovskite materials, we 
investigated how the kinetics and thermodynamics of each crystallization method influence the 
morphology, using DMF, which is a strong coordination solvent, and GBL, a relatively weak 
coordination solvent. We also studied the PbI2·DMF intermediate crystal structure, nucleation formation 








Figure 1.8 (a) Different LaMer diagrams according to crystallization method, (b) nucleation and growth 
rate as a function of degree of supersaturation (left) and resulting cluster size (right). Reprinted with 
permission from ref 45. Copyright © 2017 Science China Press and Springer-Verlag GmbH Germany. 
(c) Schematic illustration of different intermediate structures with morphologies depending on the polar 
solvents; DMF, GBL, NMP, and DMSO. Reprinted with permission from ref 46. Copyright © The 
Royal Society of Chemistry 2017. 
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1.2.3 Ligand interaction 
 
Figure 1.9 (a) Different morphologies of Cu2O NCs depending on the ratio of growth rate along <100> 
and <111> directions. (b) Shape evolution of Cu2O NCs depending on ligand coverage. Reprinted with 
permission from ref 47. Copyright © The Royal Society of Chemistry 2009. (c) Schematic 
representation of modulation of catalytic properties with precise morphology control. Reprinted with 
permission from ref 48. Copyright © 2014 American Chemical Society. 
In nanocrystals, the ligand and surface energy play a critical role in determining the morphology. The 
ligand can provide stability to surface, allowing it to be exposed to morphology surface because its 
growth rate is lower than that of other surfaces (Figure 1.9) [47,48]. The growth rate of each surface 
can be controlled according to the coverage of the ligand of exposed surface, and the morphology can 
be changed accordingly as shown in Figure 1.10 [49]. In general, nanocrystals are capped with organic 
ligands such as oleylamine or oleic acid. The organic ligands are classified into three categories 
according to the electron donor-acceptor properties: X-type, L-type, and Z-type (Figure 1.11) [50]. X-
type ligands have an odd number of electrons which are one-electron donors, and coordinate with metal 
atom which can accept one electron. Thus, it is generally used in termination of nanocrystals. Examples 
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of X-type ligands are the carboxylates, thiolates, and phosphonates, etc. L-type ligands have a lone pair 
of electrons which are neutral, two-electron donor, and coordinate with a metal atom on the surface. 
Examples of L-type ligands are the amines, phosphines, and phosphine oxides. Z-type ligands are 
neutral electron acceptor compared to X- and L-type ligands. The ligands are composed of metal atom 
that can accept two electrons, and coordinate with electron-rich sites such as oxide and chalcogenides.  
 
 
Figure 1.10 Surface energies and equilibrium shape of PbSe NCs as a function of surface coverage. 
Reprinted with permission from ref 49. Copyright © 2012 American Chemical Society. 
 
 
Figure 1.11 Classification of ligands according to covalent bonding to the surface of CdSe NCs. 
Reprinted with permission from ref 50. Copyright © 2016 Nature Publishing Group, a division of 
Macmillan Publishers Limited.  
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The reactions of colloidal nanocrystals, such as PbSe, PbS and ZnSe, are terminated with X-type oleate 
ions. By varying the reaction temperature, these nanocrystals can be synthesized to obtain various 
morphologies (Figure 1.12). We have focused on how temperature affects the capping capability of the 
ligands. In the case of CdSe colloidal nanocrystals [51], the morphologies vary with temperature due to 
surface energy modulated by the oleate ligand. At 260 ℃, a spherical CdSe NCs is shown (Figure 1.12a 
and b). This spherical shape is thermodynamically dominant growth regime to be shown as the first 
shape since a spherical shape has the lowest surface area about given volume. Longer reaction time at 
260 ℃ can turn into truncated octahedron by ligand effect. When the temperature is raised to 275 ℃, 
cubic NCs surrounded by a (100) surface appeared due to the weakened adsorption energy of ligand 
(Figure 1.12c and d). Thus, based on the intrinsic surface stability, the (100) surface is exposed to 
morphology since the surface energy of (100) surface is the lower than that of (111) surface. As the 
reaction temperature decreases, capping ligands are adsorbed to the (111) surface, allowing for 
modulating surface stability due to interactions with exposable surfaces. Therefore, at 250 ℃, due to 
the strong adsorption energy of ligand on the (111) surface, a tetrahedron shape surrounded by the (111) 
surface is formed as shown in Figure 1.12e and f. When the reaction temperature continues to decrease 
at 240 ℃, the branch-shaped CdSe NCs are obtained as shown in Figure 1.12g and h. This anisotropic 
shaped structure can be obtained through kinetically controlled growth. After nucleation of zinc-blende 
core, the arms of wurtzite phase, which is a metastable phase [52], are grown on the zinc-blende core. 
Based on previous studies, the morphology is dependent on the reaction temperature due to the 
difference in ligand interaction. In order to technically control the size and morphology of quantum dot 
materials, we studied the oleate adsorption tendency of the shell material of quantum dot as a function 
of temperature. We also investigated the morphological change inferred by the relaxed surface energy 















Figure 1.12 Different shapes of CdSe NCs depending on the temperature. (a, b) sphere, (c, d) cubic, (e, 
f) tetrahedron, (g, h) branched shapes. Reprinted with permission from ref 51. Copyright © 2009 
American Chemical Society. 
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1.3 Simulation Methods 
1.3.1 Multiscale simulation 
 
Figure 1.13 Multiscale computational approach according to time and length scales which covers 
density functional theory (DFT) calculation, Monte Carlo (MC) simulation and molecular dynamics 
(MD) simulation, and morphology model. 
The multiscale simulation methods are effective to elucidate and describe the realistic phenomena. 
From the atomistic level to micro or macroscopic level, there are various simulation methods to describe 
phenomena on each level (Figure 1.13). In this dissertation, density functional theory (DFT) calculation, 
Monte Carlo (MC) simulation, molecular dynamics (MD) simulation, and morphology model are used 
for theoretical study.  
DFT calculation is a quantum mechanical method to investigate the electronic structure of the many-
body system. Through the electronic structure analysis such as band structures, density of states, atomic 
orbitals, we could understand the physic-chemical properties of materials and predict the reaction 
mechanism. However, due to its high computational cost, the simulation scale and time are limited (i.e., 
maximum nanoscale and ps) compared to other simulation methods. We have used DFT calculation to 
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investigate the ion storage mechanism and derive thermodynamic properties such as Gibbs free 
adsorption energy for stable adsorption structures.  
MC and MD simulations describe the physical phenomena based on the interatomic potentials (i.e., 
forcefield) of each atom. In the case of MC simulations, it is based on the statistical approach that 
repeats random sampling. The positions and orientations of the sorbate molecules can be found through 
the trial of the insertion and deletion of adsorbate molecules. Especially, for the MC simulated annealing 
[53], a number of adsorbate molecules are loaded under variable temperature conditions. As the 
temperature is slowly decreased from the high temperature through a few cycles, the lowest energy sites 
for the adsorbate molecules in the system are identified by repeatedly searching the various 
configuration of adsorbate-adsorbent system. We have used MC simulation to locate where ions can be 
stored primarily and to seek a stable packing structure for a given molecule. In the case of MD 
simulation, it is based on Newton’s equation that describes the physical movements of atoms under the 
given temperature and pressure. It is also calculated using forcefield parameters, which requires 
accurate parameterization to accurately describe the phenomena we want to observe. In these methods, 
relatively large simulation scale and time length can be applied (i.e., maximum microscale and ns~s). 
We have used MD simulation to compare the surface energies of each exposed surfaces and binding 
energies of interfaces at a given temperature. 
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1.3.2 Morphology model 
 
Figure 1.14 Progress on morphology modelling and theory. 
Various morphology models have been developed from morphology model derived from geometric 
calculations using crystal lattice and symmetry to morphology that considers the external factor s such 
as solvent ad additives (Figure 1.14). 
 
1.3.2.1  Bravais-Friedel-Donnay-Harker (BFDH) Model [54-56] 
The BFDH method is a geometrical calculation using the crystal lattice and symmetry to predict 
the growth rate base on the crystal structure. The crystal growth rate (Ghkl) is inversely proportional 










In general, the low index surface can be found dominantly which has large interplanar distance. 




1.3.2.2 Equilibrium Morphology Model [57] 
The equilibrium morphology was predicted based on the relative surface energies of possible 
surfaces. For a given temperature and volume, the equilibrium morphology is determined by 
minimizing the total surface free energy.  
 




𝛾 and 𝑆 is the associated surface energy per unit area and exposed surface area, respectively. 
The distance from the origin 𝐻𝑗 has the following relation. The distance of the associated surface 




 =  
𝛾2
𝐻2





Consideration of exposable surface, the lower surface energies, the larger surface area in general. 
It has an assumption that the surface energy of (h k l) is the average value of (h k l) and (-h -k -l). 
 
1.3.2.3. Crystal Growth Model [58,59] 
Based on the periodic bond chain (PBC) theory [60], the attachment energy controls the crystal 
growth rate, which defined as released energy per mole when an additional layer is deposited on a 





𝐸𝑎𝑡𝑡ℎ𝑘𝑙 is the attachment energy which means the interaction energy between bulk surface and 
an additional layer. As the attachment energy is higher, growth rate of its surface is faster, resulting 
in disappearance of its surface. The lattice energy (𝐸𝑙𝑎𝑡𝑡) is defined as the total intermolecular 
interaction energy per mol, which is related to the sublimation enthalpy (𝐸𝑙𝑎𝑡𝑡= −∆𝐻𝑠𝑢𝑏 − 2𝑅𝑇). 
𝐸𝑙𝑎𝑡𝑡 is a constant depending on the given crystal system, which is composed of slice energy 








𝐸𝑠𝑙𝑖𝑐𝑒ℎ𝑘𝑙  represents the interaction within the slice of an interplanar distance and 𝐸
𝑎𝑡𝑡
ℎ𝑘𝑙 
represents the interaction of the molecules in the slice. As the attachment energy is lower, the larger 
exposed surface area. 
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Gra ẗzel, Nature 2013, 499, 316. 
29. F. Hao, C. C. Stoumpos, R. P. H. Chang and M. G. Kanatzidis, J. Am. Chem. Soc. 2014, 136, 
8094–8099. 
30. Q. Chen, H. Zhou, T.-B. Song, S. Luo, Z. Hong, H.-S. Duan, L. Dou, Y. Liu and Y. Yang, 
Nano Lett. 2014, 14, 4158–4163. 
31. E. Eperon, S. D. Stranks, C. Menelaou, M. B. Johnston, L. M. Herz and H. J. Snaith, Energy 
Environ. Sci. 2014, 7, 982–988. 
32. A. Wakamiya, M. Endo, T. Sasamori, N. Tokitoh, Y. Ogomi, S. Hayase and Y. Murata, Chem. 
Lett. 2014, 43, 711–713. 
33. X. Guo, C. McCleese, C. Kolodziej, A. C. S. Samia, Y. Zhao and C. Burda, Dalton Trans. 
2016, 45, 3806–3813. 
34. J. H. Heo, S. H. Im, J. H. Noh, T. N. Mandal, C.-S. Lim, J. A. Chang, Y. H. Lee, H.-J. Kim, 
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Graphite is generally considered as an anode material due to their highly reversible discharge–charge 
performance based on intercalation and de-intercalation processes and compatibility with conventional 
carbonate aprotic electrolytes [1-3]. However, since the theoretical capacity of 372 mA h g−1 of graphite 
is limited to the anode material, considerable efforts have been tried to find alternatives (i.e., alkali-
metal-based rechargeable batteries) which satisfy the demands of high-capacity [4-7]. As a next-
generation Li-ion battery electrode material other than graphite, many studies have been conducted on 
potential anode materials, but there are several problems such as large potential hysteresis, phase 
transformation, and huge volume expansion to exhibit ideal electrochemical performance [8,9]. 
Therefore, various new carbon-based anode materials such as low-dimensional carbon allotropes 
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(graphene, CNT, and fullerenes) have been considered candidates for next-generation anodes [10-12]. 
Several important features of such materials, including a large surface area, short diffusion length of 
alkali ions, and reversible discharge–charge process, offer a unique surface storage mechanism that can 
enhance capacity to 740 mA h g−1 which could be increased further by dopant materials [13-17]. 
Organic anode materials have been expected and developed to solve the problems in inorganic and 
carbon-based electrodes. Considering eco-friendly chemical compositions such as carbon, oxygen, 
nitrogen, and hydrogen, simple redox processes and facile mass production, organic anode materials 
such as organic salts, conjugated polymers and compounds with carbonyl groups have been extensively 
studied. Especially, for hexabenzocoronene, which is called HBC, this material also can be flexible 
tuned by functional groups and control the variable degrees of contortion. Thus, in case of contorted 
HBC (cHBC), it is known to form molecular wires through π–π interaction providing sufficient charge 
transport in various electronic devices [18-21]. This molecular wire structure from the doubly concave 
cHBC is expected to provide more sufficient conductivity and a large d-spacing with nanopore channels 
which enable to easily access Li-ions compared to graphite anode. In addition, the conjugated aromatic 
structure serves to render it insoluble in electrolytes. 
Furthermore, cHBC can be modified by electron-withdrawing group through fluorination to improve 
the conductivity of semiconducting organic materials [21-25]. Fluorine shifted the energy levels 
downward with the lowest unoccupied molecular orbital (LUMO) energy level down, which is shifted 
more than the highest occupied molecular orbital (HOMO) energy level [24]. By tuning the bandgap, it 
is expected that fluorinated cHBC (F-cHBC) accelerate the charge transfer. Beyond using dopant, we 
systemically designed the solid solution and cocrystal. In case of the solid solution, it is one of the 
effective and promising approach for enhancing the physical and chemical characteristics of pure 
materials. Owing to the strong interrelationship between two individual components, a continuum 
quasi-isostructural compound with novel properties could be formed [26-31]. In particular, through 
forming the solid solution from transition metal-based inorganic materials, significant enhancements 
have been reported in the properties of energy storage and harvesting devices as a result of efficient 
bandgap engineering of semiconducting materials. Thus, we designed highly conductive organic solid 
solution battery anodes using double concaved both cHBC and F-cHBC for high-performance Li-ion 
hosting electrode with conducting agent-free. Their molecular and crystal structure similarity, which 
improves the charge transport property, enables them to form a homogeneous solid solution with the 
desired material properties.  
Moreover, by smartly selecting the n-type material of fullerene (C60), we developed the conducting 
agent-free C60/cHBC cocrystal anode. We have considered electron conductivity of organic materials, 
which can form p–n junctions at molecular level. The cHBC molecule which has negative curvature 
can make molecular shape complementarity with a C60 single molecule. Thus, the unique shape of 
23 
contorted semiconducting cHBC material enables it to form a cocrystal with the ball-shaped C60 
molecule at the optimum stoichiometry, effectively enhancing the electron transport. It can enhance the 
electron transfer but also facilitates vacant sites for Li-ion storage with an excellent reversible capacity 
and a stable, long cycle life.  
The important characteristics of these materials are the flexible structure modification and decent 
electrochemical performance. These studies present the new types of organic anode materials designed 
to achieve stable cycling performance, superior electrochemical performance, and reversible Li 
insertion/de-insertion by large d-spacing and storage space of anode materials at molecular level. 
Following the fundamental crystalline phase and Li insertion studies based on the electrochemical 
performance, we finally validate that the contorted aromatic molecules provide the optimized crystalline 
structure for Li-ion access and storage, potentially providing a new design concept for organic anode 
materials in Li-ion batteries. 
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2.2 Computational details 
2.2.1  Crystal structure prediction 
The computational polymorphism study was carried out using the Polymorph module of the Materials 
Studio 2019 [32]. Using the optimized structure of component molecules as input, the ab initio 
prediction of polymorphs was performed sequentially in six steps (i.e., packing, clustering, geometry 
optimization, clustering, geometry optimization, and clustering). In the packing step, the crystal 
structures belonging to a specific space group were sampled using Monte Carlo simulated annealing. 
The packing procedure was performed for 10 different space groups: P21/c, P1̅, P212121, C2/c, P21, 
Pbca, Pna21, Cc, Pbcn, and C2. To achieve sufficiently wide sampling, we set the maximum temperature 
to 1.5 × 105 K, the minimum temperature to 300 K, the maximum number of steps to 500,000, the 
number of steps to accept before cooling to 100, the minimum move factor to 1.0 × 10−50, and the 
heating factor to 0.025. In the geometry optimization step, the lattice parameters and atomic positions 
were relaxed under crystallographic symmetry. Each component molecule was treated rigid body in the 
first geometry optimization step, while it was fully relaxed in the second geometry optimization step. 
The maximum number of steps was set to 10,000 and the convergence criteria were set to 2.0 × 10−5 
kcal mol−1 for the maximum energy change, 0.001 kcal mol−1 Å−1 for the maximum force, 0.001 GPa 
for the maximum stress, and 1.0 × 10−5 Å for the maximum displacement. In the clustering step, many 
similar structures were grouped into clusters, and the lowest energy structure representing each cluster 
was filtered. The criterion of crystal similarity measure was set to 0.11, which was calculated based on 
a comparison of radial distribution functions with a cutoff distance of 7 Å and 140 bins. After the final 
clustering step, the space group symmetry of the predicted crystal structures was re-analyzed, and the 
in-silico screening was carried out on the basis of XRD comparison. The interatomic interactions were 
described by COMPASS II force field [33] and calculated using the Ewald summation method [34,35]. 
 
2.2.2  Monte Carlo (MC) simulation 
To figure out the specific adsorption sites of Li-ions in the crystal structure, Monte Carlo simulated 
annealing was performed using the Sorption module of Materials Studio 2019 [32]. Based on the 
metropolis algorithm, the Monte Carlo simulated annealing was carried out with the maximum number 
of loading steps of 1.0 × 105, the maximum number of production steps of 1.0 × 108, and 40 annealing 
cycles. All simulations were repeated 5 times independently. The interatomic interactions were 
described by COMPASS II force field [33] with Mulliken [36] charges obtained by DFT calculations.  
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2.2.3  Density functional theory (DFT) calculation 
DFT calculations were performed using the CASTEP program [37]. The generalized gradient 
approximation with the Perdew–Burke–Ernzerhof (GGA-PBE) functional [38] was used to describe the 
exchange correlation potential of the electrons. The interactions between ions and electrons were 
described by on-the-fly generated norm-conserving pseudopotentials. The plane-wave basis set with a 
cutoff energy of 840 eV was employed to expand the wave functions. The van der Waals interactions 
were corrected using Grimme’s method [39]. The convergence criterion for self-consistent field 
calculation was set to 5.0 × 10−7 eV atom−1. Lattice parameters and atomic positions were fully relaxed. 
The convergence criteria for geometry optimization were set to 5.0 × 10−6 eV atom−1 for energy, 0.01 
eV Å−1 for force, 0.02 GPa for stress, and 5.0 × 10−4 Å for displacement. All calculated systems were 
sampled with Monkhorst–Pack k-point meshes of actual spacing of about 0.04/ Å. [40]. The formation 
energy (𝐸𝑓) of the inserted structure as a function of Li-ion content was calculated as follows: 
 
𝐸𝑓 = 𝐸Li𝑛-cryst − 𝐸cryst − 𝑛𝐸Li 
 
where 𝐸Li𝑛-cryst is the total energy of each crystal system with adsorbed Li-ions, n is the number of 
adsorbed Li-ions, 𝐸cryst is the total energy of each crystal system, and LiE  is the total energy per atom 
of bcc bulk Li. The voltage profile as a function of Li-ion content was calculated as follows:  
 
𝑉(𝑛) = −




where 𝐸Li𝑛1-cryst and 𝐸Li𝑛2-cryst represent the total energy of each crystal system with inserted Li-ions, 
n1 and n2 are the numbers of adsorbed Li-ions (n2 > n1), and q is the net charge of Li-ions (q = +1e). 
 
2.2.4  HOMO and LUMO energy levels 
To estimate the HOMO and the LUMO energy levels of cHBC and F-cHBC molecules, spin-polarized 
DFT calculations were conducted using the DMol3 program [41,42]. The Becke’s three-parameter 
hybrid exchange functional combined with the Lee-Yang-Parr correlation functional (B3LYP) [43,44] 
was employed for describing the exchange-correlation potential of electrons. The DNP 4.4 basis set was 
used with a global orbital cutoff of 3.7 Å . The core electrons were explicitly treated as all electrons with 
relativistic effect. The long-range van der Waals interactions were corrected using the Grimme’s 
method [39]. The self-consistent field calculation was performed with the fixed orbital occupancy, until 
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the convergence criterion of 1.0 × 10-6 was satisfied. The convergence criteria for geometry 
optimization were set to 1.0 × 10-5 Ha for the maximum energy change, 0.002 Ha Å -1 for the maximum 
force, and 0.005 Å  for the maximum displacement, respectively. 
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2.3 Results and Discussion 
2.3.1 Contorted hexabenzocoronene (cHBC)  
 
Figure 2.1 (a) Face-on (left) and edge-on (right) molecular structure of cHBC. The crystal structure of 
cHBC exhibits two concave surfaces. (b) Schematic of proposed Li-ion intercalation mechanism in 
cHBC. (c) Galvanostatic discharge–charge voltage profile of a Li metal/separator/cHBC anode half-
cell at a current density of 0.1 A g−1. The inset figures show digital photographs of cHBC anode after 
Li+ de-intercalation and after Li-intercalation. (d) XRD pattern of as-synthesized cHBC. The inset figure 
represents schematic of cHBC slurry, which consists of cHBC and a poly(vinylidene fluoride) binder. 
A cHBC molecule, which consists of 13 aromatic rings, has a doubly concave molecular structure with 
a distorted pentacene core. It produced hierarchical structure due to its unique molecular structure 
(Figure 2.1a). We adopted cHBC crystal as the Li host material in a Li-ion battery. This structure 
potentially benefits Li-ion intercalation and lead to the improved performance of Li-ion battery. The 
schematic presented in Figure 2.1b shows the proposed Li-ion intercalation mechanism in the cHBC 
crystal. We hypothesize that the relatively small aromatic molecules of the cHBC crystal lower the 
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energy barrier of Li-ion intercalation at the edge of the cHBC crystal as well as reduce diffusion in the 
crystal interspace. Figure 2.1c represents galvanostatic discharge–charge profiles of the cHBC anode 
with a Li metal electrode. The discharge capacity of approximately 120 mA h g−1, which is relatively 
smaller than a conventional carbon-based graphite electrode despite it having a similar aromatic ring 
structure. One of the expected reasons for relatively lower capacity is the uncontrolled crystal phase of 
cHBC and its crystallinity, which is can be eroded cell performance. The structure of as-prepared cHBC 
anode was analyzed by X-ray diffraction (XRD) measurement (Figure 2.1d). It represented the 
polymorph II crystal phase of cHBC material [19]. Therefore, additional processing conditions such as 
solvent and thermal annealing would be required to enhance the capacity of the cHBC material.  
Through additional processing such as tetrahydrofuran (THF) solvent and high-temperature (~170 °C) 
thermal annealing [19], the polymorphic change in cHBC material was developed to transform to 
polymorph II and polymorph II′. As shown in Figure 2.2a, the final structure of cHBC anode is 
polymorph II′ which verified by high-flux synchrotron grazing incidence X-ray diffraction (GIXD). 
The results clearly indicated that an annealing temperature >260 °C significantly enhanced both the 
crystallinity of the cHBC anode and the development of the polymorph II′ phase. To investigate the 
crystal phase of polymorph II′, we performed an in-depth computational polymorphism study using 
Monte Carlo simulated annealing combined with clustering and geometry optimization. As a result of 
in silico polymorph screening, the XRD pattern of the polymorph II′ phase of cHBC exactly matched 
that of the R3̅ space group (Figure 2.2b). The main diffraction peaks of the experimental powder XRD 
pattern, located at 10.14°, 13.40°, 19.08°, 21.28°, 23.24°, 23.98°, and 26.54°, corresponding to a 
scattering vector q of 0.72, 0.95, 1.35, 1.51, 1.64, 1.69, and 1.87 Å -1, were assigned to the (101), (110), 
(003), (211), (113̅), (212̅), and (104) planes, respectively. The Rietveld refinement result (red line) 
was found in good agreement with the experimental XRD pattern (black line), as evidenced by their 
negligible difference (green line) and the low final residual factors (i.e., 4.20% for Rp and 6.74% for 
Rwp). The Rietveld refinement suggests a trigonal crystal system with lattice parameters of a = 13.24 Å , 
b = 13.24 Å , and c = 13.93 Å  and α = 90°, β = 90°, and γ = 120° for the unit cell with the R3̅ space 
group. The resulting GIXD and computational investigation allowed us to conclude that the polymorph 
II′ phase of the cHBC anode belongs to the trigonal R3̅ space group, where cHBC molecules have 
ABC stacking configuration, an interlayer distance of 4.64 Å , and consistent molecular orientation, as 









Figure 2.2 (a) 1D diffraction traces for the sample series with as-prepared (black line), THF-annealed 
(red line), and THF-330 °C annealed (blue line) cHBC films. Significantly decreased peaks at both q1 
= 1.04 and q2 = 1.15 Å−1 indicate the phase transformation of cHBC from polymorph II to polymorph 
II′. (b) XRD patterns of cHBC: experimental (black line), Rietveld refined (red line), their difference 
(green line), and the R3̅ crystal phase (blue line). (c) Projection views of the R3̅ crystal phase along 
[001] and [100] directions, respectively. For clarity, the cHBC molecules in different layers are 




To investigate the cell performance of well-developed R3̅ crystal phase of cHBC through the THF 
solvent and subsequent thermal annealing treatment, we performed galvanostatic discharge–charge 
measurements at a fixed current density of 0.2 A g−1 within the cutoff range of 0.02–3.00 V (Figure 
2.3a). We employed Super P as a conducting agent (ratio: 8.0/1.0/1.0 wt.%) to enhance the conductivity 
of the sample, which was subsequently dried at 120 °C in a vacuum oven for 2 hours to eliminate solvent 
residue. The resulting electrochemical characteristics of discharge–charge trajectories of the half-cell 
structure show that the specific capacity of cHBC anodes is strongly dependent on the processing 
conditions of subsequent treatments. The THF–330 °C annealed cHBC anode shows the highest specific 
capacity of approximately 250 mA h g−1, i.e., approximately 1.8 times higher than the THF solvent 
annealed sample. 
Interestingly, and contrary to conventional graphite, cHBC anode exhibits a single anodic peak at 0.21 
V in the dQ dV−1 plot for the THF–330 °C annealed sample, suggesting that lithiation occurs in a single-
step process (Figure 2.3b). This behavior is strikingly different from that of the typical multiple-staging 
effects of graphite anodes. Our conjecture is that the single-stage lithiation process originates from the 
contorted structure of the cHBC molecules. The doubly concave molecular structure with bent edge 
aromatic rings in the stacked cHBC molecules generates empty pores between the molecules, resulting 
in the 3D ordering of the pores in the crystal structure (Figure 2.3c). The free volume of the R3̅ crystal 
phase of cHBC, estimated by the Connolly surface using a Li-ion as a probe (i.e., radius = 0.76 Å ), was 
0.088 cm3 g−1, whereas the free volume of graphite was estimated as zero (Figure 2.3d). In addition, 
the 3D ordered pores of cHBC enable 3D diffusion of Li-ions, contrary to the 2D diffusion channel of 
graphite. We hypothesize that the large free volume together with the 3D diffusion channel in cHBC 





Figure 2.3 (a) Galvanostatic discharge–charge profiles of THF-annealed (black dotted line) and THF–
330 °C annealed (red dotted line) cHBC anodes at fixed current density of 0.2 A g−1. (b) The differential 
capacity curve of the THF–330 °C annealed cHBC anode. (c) R3̅ crystal phase and (d) graphite 




To explore the Li-ion intercalation sites of cHBC, we performed grand canonical Monte Carlo 
simulations in combination with DFT calculations. The energetically favorable intercalation sites of Li-
ions in the R3̅ cHBC crystal phase were found to be the empty pores of the surface. In particular, the 
Li-intercalated cHBC was found to have the highest stability with the lowest formation energy of −5.8 
eV, when a Li-ion was intercalated into a pore with a negative electrostatic potential between the bent 
edge aromatic rings of the cHBC molecules, as shown in Figure 2.4. In addition, we calculated the 
formation energy of Li-intercalated cHBC and the voltage profile as a function of Li-ion content. Here, 
Li-ions were inserted into the unit cell of the R3̅ crystal phase in multiples of three (i.e., 3, 6, 9, and 
18 Li-ions), considering the most energetically favorable intercalation sites and crystallographic 
symmetry, as shown in Figure 2.5a. Formation energies of Li-intercalated cHBC as a function of Li-
ion content, where the lowest formation energies for each of the contents of Li-ion form an energy 
convex hull (red line), as shown in Figure 2.5b. The energy convex hull shows that the Li-intercalated 
cHBC starts to become unstable when more than 18 Li ions are inserted, indicating that the R3̅ crystal 
structure of cHBC could store up to 6 Li ions per molecule. This result is in good agreement with the 
experimental capacity (i.e., 267 mA h g−1). Furthermore, the calculated voltage profile with an average 
value of 0.27 V matches that observed experimentally in terms of both the single plateau and the energy 
involved in the lithiation process, as shown in Figure 2.5c. These results suggest that the single-stage 
intercalation process is mainly due to Li-ion intercalation into 3D ordered empty pores, which is 
attributed to the contorted molecular structure of cHBC. 
 
Figure 2.4 The optimized structure of Li-intercalated cHBC and the electrostatic potential maps of 
cHBC without Li-ion. The electrostatic potential is mapped onto the Connolly surface (top) and (001) 
and (010) planes across the center of Li-ion (bottom left and right). Carbon, hydrogen, and lithium are 






Figure 2.5 (a) Projection views of the optimized stable structures of 3, 6, 9, and 18 Li-intercalated R3̅ 
crystal phase. Carbon, hydrogen, and lithium are colored yellow, white, and purple, respectively. (b) 
Formation energies of Li-intercalated cHBC as a function of the number of Li ions. The convex hull is 
shown as a red line. (c) The experimental (black line) and calculated (red line) voltage profiles. 
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2.3.2 Fluorinated contorted hexabenzocoronene (F-cHBC) 
 
Figure 2.6 (a) Chemical structures and (b) energy diagrams of the molecular orbitals of contorted 
hexabenzocoronene (cHBC) and fluorinated cHBC (F-cHBC). 
The comparison of chemical structure of cHBC and F-cHBC molecules is represented in Figure 2.6a. 
F-cHBC contains four fluorine atoms at the ends of cHBC that is thought to change the bandgap of the 
cHBC molecule [19,45]. The HOMO and LUMO energy levels of F-cHBC were estimated by DFT 
calculation. The fluorine substitution causes two degenerate HOMO and LUMO energy levels to split 
and to decrease from –5.247 to –5.533 eV for HOMO, and –1.856 to –2.257 eV for LUMO (Figure 
2.6b). The decreased HOMO-LUMO energy levels of F-cHBC can facilitate the charge transfer. The 
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detailed crystal structure (polymorph I) of F-cHBC sample was characterized by XRD pattern. The in-
silico polymorph screening revealed that the experimental XRD pattern of polymorph I phase of F-
cHBC matched well with the XRD pattern of the P21/c crystal phase (Figure 2.7a). Prominent peaks at 
7.04°, 12.68°, 14.06°, 14.50°, 16.66°, 18.08°, 18.86°, 21.84°, 22.18°, 23.24°, and 24.10° were assigned 
to the (100), (011), (200), (111), (012), (112), (211), (212), (020), (120), and (121) planes, respectively. 
Rietveld refinement result suggested the presence of a P21/c crystal phase with lattice parameters of a 
= 12.62 Å, b = 8.04 Å, c = 14.22 Å, α = 90.00°, β = 89.89°, and γ = 90.00° (Figure 2.7b).  
 
 
Figure 2.7 (a) XRD patterns of F-cHBC: experimental (black line), Rietveld refined (red line), their 
difference (green line), and the P21/c crystal phase (blue line). (Rwp= 13.21 %, Rp= 9.74 %), (b) 
Projection views of the P21/c crystal structure along [100] and [010] directions, respectively. Carbon, 
hydrogen, and fluorine are grey, white, and red, respectively. 
As previously mentioned by cHBC anode, to investigate the electrochemical performance, we 
carefully characterized galvanostatic discharge–charge behavior of the F-cHBC P21/c crystal phase at 
various current density (100–7000 mA g−1) and voltage ranging (0.02–3.00 V versus Li/Li+). As shown 
in the Figure 2.8a, the voltage profile of F-cHBC anode dropped continuously until the cutoff potential 
of 0.02 V and provided a reversible specific capacity of ~160 mA h g−1 at current density of 0.1 A g−1. 
This voltage trajectory was consistent regardless of applied current, and the recorded cyclic 
voltammetry (CV) profiles (Figure 2.8b) show broad anodic and cathodic peaks, which indicate that 
the mechanisms of Li-ion uptake and release differ in the F-cHBC anode [46]. To evaluate the difference, 
we estimated the kinetics of the F-cHBC anode by using the equation of ip = av
b, where ip is the peak 
current, v is the sweep rate, and a and b are fitted parameters [46,47]. The informative b parameter can 
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be determined from the slope of the plots of log(ip) versus log(v). When b value is 1, we can expect that 
the capacitive behavior is the dominant process in the cell. On the contrary, the b value of 0.5 reveals 
diffusion-controlled intercalation process (i.e., battery characteristic). However, in case of ours, the 
calculated b value exhibits 0.87 from the CV curves at scan rate from 0.1 to 1.0 mV s−1. Although the b 
value is close to 1, this intermediate value suggests that the characteristic of F-cHBC anode is 
transitional between capacitive and battery characteristics (Figure 2.8c). The quantitative contribution 
of capacitive and battery processes can be further quantified by the equation of i(V) = k1v + k2v
1/2, where 
k1v represents the contribution of capacitive process, and k2v
1/2 is the contribution of diffusion-controlled 
intercalation [46,48]. The resulting integrated area of stored charge (i.e., capacitance) was 74 % of the 
total integral and reflected the main reaction of F-cHBC anode is capacitance dominated 
pseudocapacitive process (Figure 2.8d).  
 
Figure 2.8 (a) Galvanostatic discharge–charge profiles of F-cHBC anode. (b) Cyclic voltammograms 
of cell containing F-cHBC at scan rates from 0.1 to 1.0 mV s−1. The inset figure represents log–log plot 
of scan rate (ν) versus peak current (ip) and regression to estimate b. (c) Change in contributions of 
pseudocapacitative behavior. F-cHBC is located in the pseudocapacitive area. (d) CV curve at 1.0 mV 
s−1. Shaded region represented the capacitive contribution (k1ν) to total charge storage. 
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Figure 2.9 (a) Projection views of optimized P21/c crystal structure of Li-adsorbed F-cHBC along [100] 
(top) and [010] (bottom) directions. Grey: Carbon, red: fluorine, white: hydrogen yellow: lithium in site 
I, purple: lithium in site II. (b) Magnified view of Li-ion at site I (top) and site II (bottom). Black dotted 
arrow: distance between Li-ion and fluorine or between Li-ion and the centroid of the bent edge 
aromatic ring. Orange line: interaction of adsorbed Li-ion with negatively-charged atoms. (c) Formation 
energies of Li-adsorbed F-cHBC as a function of Li-ion content. Red line: convex hull. (d) Experimental 
(black line) and the calculated (red line) voltage profiles. 
To identify the adsorption sites of Li-ions in the P21/c crystal phase of F-cHBC, we examined three-
dimensional space within the crystal structure by using a probe with a radius of 0.76 Å (i.e., the radius 
of Li-ion) to construct the Connolly surface. Almost empty spaces are located near the fluorine atoms; 
these spaces may be capable of accommodating and storing Li-ions. To determine whether the empty 
spaces are active sites that provide the energy-storage capacity, we combined Monte Carlo simulations 
and DFT calculations. The empty spaces have two distinct sites, denoted as site I and site II (Figure 
2.9a). Crystallographic symmetry yields four identical sites for each of sites I and II in the unit cell of 
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the P21/c crystal phase. All sites I and II are surrounded by electronegative fluorine atoms and the 
negatively-charged bent edge aromatic ring of the F-cHBC molecule (Figure 2.9b); the distances 
between Li-ion and fluorine atom are 2.1 Å in site I, and 1.9 Å in site II. The distances between Li-ion 
and the centroid of the bent edge aromatic ring are 2.6 Å in site I, and 2.1 Å in site II. For the total of 
eight identified sites in the unit cell, we calculated the formation energies of F-cHBC with n adsorbed 
Li-ions (Lin–F-cHBC) as a function of n (Figure 2.9c). Formation energy of 4 Li-ions was lowest (i.e., 
−2.82 eV) when all of the Li-ions are located in site I. Then, additional 4 Li-ions were located at site II. 
When sites I and site II were fully occupied by eight Li-ions (i.e., Li8–F-cHBC), the lithiated F-cHBC 
crystal phase was most thermodynamically stable (i.e., −4.45 eV). This result suggests that the Li-ions 
are preferentially located in site I rather than site II since Li-ions are further from each other at site I 
than at site II. When the number of adsorbed Li-ions is greater than nine, it become unstable; each F-
cHBC molecule with four fluorine atoms can store up to four Li-ions. This result is in good agreement 
with the experimental capacity (i.e., ~160 mA h g−1 at current density of 100 mA g−1). Furthermore, the 
calculated voltage profile is consistent with observed continuous voltage drop during Li-ion storage 
experiment (Figure 2.9d); this similarity supports hypothesis that Li-ions are adsorbed at site I and site 





Figure 2.10 (a) Galvanostatic discharge–charge profiles of (a) F-cHBC and (b) cHBC anodes contained 
in Li-ion cells. Corresponding differential capacity curves of (c) F-cHBC and (d) cHBC anodes. 
 
We compared the electrochemical performances of cHBC and F-cHBC as shown in Figure 2.10. The 
voltage trajectory and its dQ dV-1 plots clearly contrasted. cHBC anode exhibited conventional Li-ion 
intercalation such as redox reactions of carbonyl group-based organic electrodes [49-51]. The 
conventional battery-like behavior exhibits distinct reduction and oxidation peaks. Thus, these 




2.3.3 cHBC/F-cHBC solid solution 
 
Figure 2.11 Schematic of solid solution formation using cHBC and F-cHBC molecules. Carbon and 
fluorine atoms are colored by yellow and red, respectively. 
Through mixed cHBC and F-cHBC for a high energy density electrode, we systemically synthesized 
a cHBC/F-cHBC compound (Figure 2.11). Depending on the blend ratio of cHBC and F-cHBC, the 
different morphologies appeared (not shown). For understanding these crystal solid phases, 1D 
diffraction traces for cHBC, F-cHBC, and blended films were shown in Figure 2.12a. Compared with 
pristine materials, the blended films with various ratios showed both the two distinct peaks of pure 
cHBC (q  0.69 Å–1) and F-cHBC (q  0.49 Å–1). These peaks were shifted progressively without 
evolving the new diffractions. The linearly shifted 1D diffraction from the crystalline blend films 
reveals the correlation between original crystal lattices from the pristine cHBC and F-cHBC 
components; these are the fingerprints of the solid solution according to Vagard’s law [52]. We further 
conducted electrochemical performance of cHBC, F-cHBC, solid solution electrode at ratios of 3:7 and 
5:5. Interestingly, the lithiated solid solution electrode was transformed from mixed as shown in Figure 
2.12b. We found the shifted first-order peak at q  0.51 Å–1 and the diffraction at q  0.69 Å–1 
disappeared. Regardless of blending ratio (i.e., 3:7 and 5:5 solid solution electrodes), the crystal phase 
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of solid solution film was fully transformed during the initial lithiation. XRD patterns of cHBC/F-cHBC 
electrodes from the first lithiation process are shown in Figure 2.12c. The transformed crystal phase is 
not notably changed by further cycling, which implies that the irreversible phase transition occurs at 
the first cycle and is maintained during battery cycling (Figure 2.12d). This irreversible phase transition 
at the first cycle has been observed in the ketone-type disodium rhodizonate (Na2C6O6) organic cathode 
material used in Na-ion batteries [53,54]. Previous studies claimed that additional electrons supplied 
during the sodiation process increased the instability of the initial structure, which consequently 
changed into the energetically favorable structure after the full sodiation of the anode material. Although 
a cHBC/F-cHBC solid solution electrode is different from the previously proposed disodium 
rhodizonate, the experimental results suggest that the cHBC/F-cHBC solid solution electrode also 
stabilizes the molecular structure during the first lithiation process. 
 
Figure 2.12 (a) 1D diffraction traces of 2D GIWAXS results of cHBC, cHBC/F-cHBC blend ratios of 
7:3, 5:5, 3:7, and F-cHBC electrode. (b) 1D diffraction traces of the pristine and fully lithiated cHBC/F-
cHBC electrodes. (c) Postmortem X-ray diffraction patterns of solid solution electrodes (5:5 and 3:7) 
after fully lithiation. (d) 1D diffraction trace of 2D GIWAXS of lithiated cHBC/F-cHBC 5:5 electrode 
after 400 cycles in cell.  
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The evolved crystal structure of cHBC/F-cHBC solid solution after the lithiation process was further 
determined by computational screening of various solid solution structures sampled through the Monte 
Carlo simulated annealing process. The simulated XRD pattern of cHBC/F-cHBC solid solution 
structure was well matched with P21/n crystal phase (Figure 2.13a), indicating that the most uniformly 
mixed state of cHBC and F-cHBC at the molecular level is energetically stable as shown in Figure 
2.13b. This implies that the formation of a cHBC/F-cHBC solid solution is thermodynamically 
preferred over the phase separation of cHBC and F-cHBC. When cHBC and F-cHBC are fully mixed, 
a well-defined molecular junction is formed between cHBC and F-cHBC molecules with different 
HOMO/LUMO energy levels; each cHBC (F-cHBC) molecule is surrounded by eight F-cHBC (cHBC) 
molecules. This molecular junction in the solid solution is likely to have contributed to the enhancement 
of charge transport reported in the semiconducting organic cocrystal. 
 
Figure 2.13 (a) Comparison of the 1D diffraction trace of the lithiated cHBC/F-cHBC (5:5) electrode 
and the simulated XRD pattern of P21/n crystal phase of cHBC/F-cHBC solid solution. (b) Projection 
views of P21/n crystal phase of cHBC/F-cHBC solid solution along [010], [001], and [100] directions. 
cHBC and F-cHBC molecules are shown in gray and yellow, respectively. Note that fluorine is shown 
in red. 
As shown in the charge-discharge voltage curves at the fixed current density of 0.1 A g–1 in Figure 
2.14a, the solid solution electrode with a blend ratio of 5:5 delivers the highest reversible capacity of 
350 mA h g–1, which is approximately four times higher than that of the pristine cHBC anode (80 mA 
h g–1). These results indicate that the formation of a solid solution at certain blend ratios enhances the 
reversible specific capacity. The reason for these high capacities at high current rates is the unique 
crystal structure of the cHBC/F-cHBC solid solution. Well-developed molecular level assembly 
between semiconducting cHBC and F-cHBC molecules enhances the electron transfer in the blend film 
due to the relatively lower LUMO level of F-cHBC molecule. Also, these provide sufficient charge 
transport for low voltage hysteresis due to the formation of a molecular junction between cHBC and F-
cHBC, which generates effective vacant sites for Li-ion accessibility with excellent reversibility. We 
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also compared the anodic and cathodic peaks as a function of scan rates using the equation ip=a
b—
where ip is peak current from cyclic voltammetry (CV) measurement. As a result, the observed b values 
of 0.69 and 0.64 for the anodic and cathodic peaks, respectively, indicate that the dominant contribution 
of 5:5 solid solution electrode is battery behavior. The capacitive contribution was further calculated 
using the equation i(V)=k1+k2
0.5, where k1 and k2
0.5 are attributed to the capacitive and diffusion-
limited processes, respectively. As shown in Figure 2.14b, the blend ratios of 5:5 film exhibited 30 % 
of the capacitive region in the CV profile at scan rate of 0.4 mV s–1, which matches well with the b-
values calculated inset figure. This capacitive portion may originate from the F-cHBC molecules in the 
solid solution films. The strong negative electrostatic potential of fluorine atoms ultimately increases 
the Li-ion accessibility, as previously reported for the single component of F-cHBC anode. To elucidate 
the Li-ion storage mechanism of the P21/n crystal phase of cHBC/F-cHBC solid solution, Monte Carlo 
simulations and DFT calculations were performed. Considering various Li-ion storage sites, we 
calculated the formation energies of the crystal phase of the cHBC/F-cHBC solid solution with Li-ions 
(Figure 2.14c). The energy convex hull, defined by the lowest formation energies for each 
concentration of Li-ion, shows that the crystal phase of the cHBC/F-cHBC solid solution becomes 
unstable when more than 36 Li-ions are stored; the theoretical capacity is 379 mA h g–1, which is 
consistent with the experimental capacity of 350 mA h g–1. The configurations of the crystal phase of 
the cHBC/F-cHBC solid solution with Li-ions and the voltage profile calculated along the convex hull 
are shown in Figure 2.14d. Each detailed lithiation mechanism was shown in Figure 2.15. 
 
Figure 2.14 (a) Galvanostatic charge-discharge profiles of cHBC, F-cHBC, and cHBC/F-cHBC blend 
solid solution electrodes with ratio of 3:7 and 5:5. (b) CV profiles at sweep speed of 0.4 mV s–1. Shaded 
region represented the capacitive contribution (k1ν) to total charge storage. 
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Figure 2.15 Projection views of P21/n crystal phase of cHBC/F-cHBC solid solution with Li-ions along 
[010], [001], and [100] directions. cHBC molecules, F-cHBC molecules, Li-ions sandwiched between 
aromatic rings of cHBC and F-cHBC molecules, Li-ions between the aromatic rings of cHBC molecule 
and fluorine of F-cHBC molecule, and Li-ions on aromatic rings of cHBC and F-cHBC molecules are 
shown in gray, yellow, purple, magenta, and blue, respectively. Note that fluorine atoms are colored in 
red. 
 
Li-ions are intercalated into the vacant sites between the edge aromatic rings of cHBC and F-cHBC 
molecules denoted as site Ⅰ (Figure 2.16a). These are the most thermodynamically stable sites due to 
cation-π interactions with the sandwiched structure. Next, additional Li-ions are adsorbed on the vacant 
sites between the edge aromatic ring in the cHBC molecule and fluorine of the F-cHBC molecule, which 
denoted as site Ⅱ; due to interactions with the π electrons of aromatic carbon and electronegative 
fluorine atoms (Figure 2.16b). Finally, additional Li-ions are located on the other aromatic rings of 
cHBC and F-cHBC molecules with relatively large spaces and form cation-π interactions denoted as 
site Ⅲ (Figure 2.16c). Consequently, all 36 Li-ions are adsorbed on the sites that favor cation-π 
interactions, in which 8 Li-ions (22%) are located around the fluorine of F-cHBC molecules (site II). 
The negative electrostatic potential of fluorine atom can accelerate ion diffusion, which promote fast 
redox reaction. Thus, we speculate that the contribution ratio of adsorption site II may be the reason for 
the experimentally observed 30% capacitive behavior (Figure 2.14b). Thus, it is reasonable to suggest 
that the cHBC/F-cHBC solid solution not only enhances the reversible specific capacity of 350 mA h 








Figure 2.16 Magnified views of adsorption site of Li-ions in optimized structure of P21/n crystal phase 
of cHBC/F-cHBC solid solution with Li-ions; (a) Li-ion sandwiched between aromatic rings of cHBC 
and F-cHBC molecules (site Ⅰ, purple), (b) Li-ion between the aromatic ring of cHBC and fluorine of 
F-cHBC (site Ⅱ, magenta), (c) Li-ion on aromatic ring of F-cHBC molecule (site Ⅲ, blue). cHBC and 
F-cHBC molecules are shown in gray and yellow, respectively. Note that fluorine atoms are colored in 
red. The close contact of Li-ions are represented by orange dotted line. 
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2.3.4 C60/cHBC cocrystal 
 
Figure 2.17 (a) Schematic of electron transfer mechanism in C60/cHBC blende electrode, (b) XRD 
patterns of pristine cHBC, pristine C60, C60/cHBC = 1:1, 2:1, and 1:2 electrodes. 
 
We hypothesized that cHBC with a concave surface and ball-shaped C60 molecule form a 
supramolecular complex (Figure 2.17a), leading to the evolution of the molecular level p–n junction, 
which promotes the electron transport [21]. The strong molecular interaction between contorted 
aromatic compounds and C60 forms a supramolecular structure in certain blend regions (not shown). 
The crystalline structures of different electrodes were investigated using the X-ray diffraction (XRD) 
technique (Figure 2.17b). The C60/cHBC electrode with a ratio of 1:2 exhibits two distinct diffraction 
peaks at 2θ = 10° and 11°, which are the diffraction peaks of pristine cHBC and C60, respectively. This 
result suggests that there is no formation of the C60/cHBC cocrystal at this ratio. In contrast, with the 
blend ratios of 2:1 and 1:1, two broad and week diffraction peaks at 2θ = 8° and 9° are observed. These 
peaks do not correspond to pristine cHBC or pristine C60 crystals, indicating the formation of the 
cocrystalline structure. In particular, a very weak diffraction peak at 2θ = 11° is observed for the 
C60/cHBC electrode with the ratio of 1:1; when the ratio is 2:1, this peak becomes significantly stronger, 
which is presumably due to the extra C60 crystals after C60/cHBC cocrystal formation. Thus, we 
conclude that the 1:1 ratio is the optimum stoichiometry for C60/cHBC cocrystal formation. Although 
blend ratio of 1:1 is the optimum stoichiometry for C60/cHBC cocrystal formation, the exact crystal 







Figure 2.18 (a) Experimental in situ 1D-GIWAXS pattern of C60/cHBC=1:1 film annealed at 330 °C 
(black line) and simulated XRD pattern of the orthorhombic Pnnm phase of C60/cHBC cocrystal (blue 
line). (b) Projection views of the orthorhombic Pnnm phase of C60/cHBC cocrystal along [001] and 
[010] directions. White dashed line represents the lattice of the unit cell. 
 
To reveal the C60/cHBC cocrystal structure and the arrangement of C60 and cHBC molecules, we 
performed a computational study by sampling a variety of cocrystal structures using Monte Carlo 
simulated annealing. The XRD analysis and in-silico screening of the predicted cocrystal structures 
shows that the experimental grazing-incidence wide-angle X-ray scattering (GIWAXS) pattern is in 
good agreement with the simulated XRD pattern of the orthorhombic Pnnm phase of C60/cHBC 
cocrystal (Figure 2.18a). Prominent peaks at q ≈ 0.539, 0.670, 0.723, 0.837, and 0.844 Å–1 are assigned 
to the (101), (002), (011), (111), and (200) planes, respectively. The calculated lattice parameters of the 
unit cell are a = 14.9 Å, b = 9.8 Å, c = 18.8 Å, α = 90.0°, β = 90.0°, and γ = 90.0° (Figures 2.18b). In 
the Pnnm phase of C60/cHBC cocrystal, each C60 molecule is surrounded by two C60 molecules and six 
cHBC molecules (Figure 2.19). The centroid-to-centroid distances between C60 molecule and cHBC 
molecule and between two adjacent C60 molecules are 7.4 Å and 9.8 Å, respectively. More interestingly, 
C60 and cHBC molecules are stacked along the [010] direction to form columnar structures, which are 
alternatively arranged along the [100] and [001] directions (Figure 2.20). This unique arrangement of 
C60 and cHBC molecules in the C60/cHBC cocrystal forms molecular level p–n junctions, which are 








Figure 2.19 Magnified projection views of the orthorhombic Pnnm phase of C60/cHBC cocrystal along 
[001], [100] and [010] directions. Central single C60 molecule (space-filling model) and its surrounding 
molecules (ball and stick model) are only visualized for clarity. C60 molecules and cHBC molecules are 




Figure 2.20 Front, top, and side views of a single sheet of (001) and (100) planes of orthorhombic Pnnm 






Figure 2.21 (a) Galvanostatic charge-discharge profiles and (b) corresponding reversible capacity 
values of pristine C60, pristine cHBC, C60/cHBC = 1:2, 2:1, and 1:1. 
With the well-developed Pnnm crystal structure of C60/cHBC cocrystal, we performed electrochemical 
analysis for C60/cHBC films with blend ratios of 2:1 and 1:1 in the absence of the conducting agent. A 
fixed current density of 0.1 A g–1 was applied with a voltage window of 3.00 – 0.01 V vs. Li/Li+. As 
shown in Figures 2.21a, each pristine C60 and cHBC electrodes without a conducting agent exhibit poor 
reversible capacity of ≈ 25 and 80 mA h g–1, respectively. It is noted that the reversible capacity of 
cHBC was found to be as high as approximately 250 mA h g–1 when it was mixed with a super P 
conducting agent (Figure 2.3a). Therefore, the low capacity of 80 mA h g–1 for pristine cHBC anode 
can be explained by the limited conductivity of organic semiconducting cHBC molecules. In contrast, 
the formation of C60/cHBC cocrystal without conducting agents significantly increased the reversible 
capacity: 260 and 330 mA h g–1 for C60/cHBC ratios of 2:1 and 1:1, respectively (Figure 2.21b). It 
revelas that the cocrystal structure efficiently generates more vacant sites for Li-ion storage. Particulary, 
the specific 1:1 blend ratio is attributed to the molecular level p–n junction in the C60/cHBC cocrystal 
to form the columnar structure of C60/cHBC to make lower charge transfer resistance during the 
discharge and charge processes. 
 
 
Figure 2.22 Projection views of Pnnm phase of C60/cHBC cocrystal with Connolly surface (light gray) 
along [001], [100] and [010] directions. The space enclosed by the Connolly surface represents the 
vacant space. C60 molecules and cHBC molecules are gray and yellow, respectively.  
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Figure 2.23 Experimental (black line) and the calculated (red line) voltage profiles. Inset figures 
represent projection views of the optimized Pnnm phase of Li-ion inserted C60/cHBC cocrystal along 
[001] direction. 
In order to further reveal Li-ion insertion and extraction mechanism of C60/cHBC cocrystal, we 
performed Monte Carlo simulations and DFT calculations. Within the unit cell of the Pnnm phase of 
C60/cHBC cocrystal, the vacanct sites for Li-ion insertion are estimated by the Connolly surface method 
using a probe with a radius of 0.76 Å (Figure 2.22). It was found to be the sites between cHBC 
molecules, the sites between C60 molecules, and the sites between cHBC and C60 molecules. For the 
identified insertion sites of Li-ion, the calculated voltage profile exhibits three voltage plateaus, 
representing stages I, II and III, respectively (Figure 2.23). The configurations of Li-ion in the Pnnm 
phase of C60/cHBC cocrystal at each stage are shown in Figure 2.24. At stage I, Li-ion preferentially 
locate at the site between the negatively charged bent edge aromatic rings of two adjacent cHBC 
molecules as shown Figure 2.25a. The average distance between Li-ion and the centroid of the 
hexagonal aromatic ring is 1.92 Å. The inserted Li-ion interacts with π-electrons of the aromatic carbon 
(i.e., cation-π interaction), which is the strongest noncovalent binding force [48,55]. At stage II, 
additional Li-ion insert into the sites between pentagonal and hexagonal aromatic rings of adjacent C60 
molecules (i.e., sites between C60 molecules) and the sites between the hexagonal aromatic ring of cHBC 
molecule and the pentagonal or hexagonal aromatic ring of C60 molecule (i.e., sites between C60 and 
cHBC molecules) (Figure 2.25b). Li-ion locate at average distances of 1.95, 1.97, and 2.07 Å from the 
centroid of hexagonal aromatic ring of cHBC molecule, hexagonal and pentagonal aromatic rings of 
C60 molecule, respectively. The curvatures of doubly concave cHBC molecules and sphere-like C60 
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molecules provided spaces, where Li-ion could be intercalated between aromatic rings of C60 and cHBC 
molecules via cation-π interaction. At stage III, the additional Li-ion locate on the top of hexagonal 
rings of cHBC or C60 molecules (Figure 2.25c). Total 34 Li-ion insert into the unit cell of the Pnnm 
phase of C60/cHBC cocrystal over the three stages. This result is in good agreement with the 
experimental capacity (i.e., ≈ 344.81 mA h g−1 at the current density of 0.1 A g−1). 
 
Figure 2.24 Projection views of Pnnm phase of Li-ion inserted C60/cHBC cocrystal along [100] and 
[010] directions; a) stage I, b) stage II, c) stage III. C60 molecules, cHBC molecules, inserted Li-ion at 
stage I, additionally inserted Li-ion at stage II, and additionally inserted Li-ion at stage III are gray, 





Figure 2.25 The optimized structure of Pnnm phase of Li-ion inserted C60/cHBC cocrystal at each stage 
and magnified views of Li-ion insertion site; a) stage I, b) stage II, c) stage III. C60 molecules, cHBC 
molecules, inserted Li-ion at stage I, additionally inserted Li-ion at stage II, and additionally inserted 
Li-ion at stage III are gray, yellow, green, cyan, and blue, respectively. The distances between Li-ion 
and centroid of hexagonal or pentagonal aromatic ring of C60 or cHBC molecules and close contact of 
Li-ion are black dotted arrow and orange line, respectively. The total charges of carbon of aromatic 
rings are represented by blue color.  
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2.4 Conclusion 
These works demonstrated that a new type of carbon-based contorted molecule could find application 
as an emerging anode material for use in Li-ion battery systems. The highly crystalline trigonal R3̅ 
phase of cHBC allowed us to characterize the electrochemical performance using a half-cell structure 
with Super P as a conducting agent. The reliable performance with long cycle life clearly implies that 
the contorted molecule provides excellent battery performance without significant alteration. In 
particular, due to its contorted small molecular shape forming 3D ordering of the pores in the crystal 
structure, cHBC anode exhibited single-step Li-ion intercalation behavior.  
By fluorination of cHBC molecule (F-cHBC), its electrochemical performance is differed as a 
capacitive behavior. The adsorption of Li-ions is energetically favorable in the empty space between 
the fluorine atom of the F-cHBC molecule and the negatively charged bent aromatic ring. Owing to the 
fluorine atoms at the end of each peripheral aromatic ring, the HOMO–LUMO energy levels of cHBC 
decreased and split, resulting in pseudo-capacitor characteristics. Also, the highly crystalline P21/c 
phase has the large d spacing. Based on these properties, F-cHBC anode has the high-rate performance 
with satisfactory storage capacities of Li-ion.  
Through fabricating organic solid solution electrodes, the high-performance Li-ion storage cells can 
be produced combining with cHBC and F-cHBC molecules. Their molecular and crystal structure 
similarity enables them to form a homogeneous solid solution with the desired material properties. The 
resulting crystal phase of the cHBC/F-cHBC solid solution is P21/n symmetry. Combination of the 
battery behavior of cHBC and capacitive behavior of F-cHBC can be improved the Li-ion storage 
performance rather than individual pure materials. This approach can offer new opportunities in the 
field of next-generation carbon-based anodes. 
At last, the unique donor-acceptor crystalline structure of semiconducting C60 and cHBC has been 
developed as a cocrystal that efficiently enhances the electron transfer during discharge and charge 
processes due to the formation of molecular level p–n junctions. The orthorhombic Pnnm phase of 
C60/cHBC formed a repeating columnar structure that not only enhances the electron transfer but also 
produces vacant sites for Li-ion insertion. These results further suggest the new viewpoint of organic 
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Chapter 3. Solvent Engineering of Perovskite Granular Wire with High 
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Methylammonium lead halide (CH3NH3PbX3, X = halogen) perovskite materials have attracted a great 
deal of interest for their diverse optoelectronic applications, including solar cells [1,2], photosensors 
[3], lasers [4], and light-emitting diodes [5], because of their suitable direct bandgap with large 
absorption coefficients and minimal of trapping states, and their excellent transport properties. 
Nevertheless, the majority of studies on perovskite have focused on increase crystallinity and grain size, 
which can minimize the trap states from defect sites [6,7]. In terms of the energy bands, conduction and 
valance band edges are flat along the axial direction, thus providing a fast track for carrier transport 
when an external electric field is applied. This tends to yield high photocurrents, but inevitably results 
in high dark current due to the intrinsic carrier concentration, which often limits device performances, 
such as noise equivalent power (NEP), specific detectivity (D*), and linear dynamic range (LDR). 
Therefore, one grand challenge for perovskite photosensor is to develop high-performance perovskite 
photosensors with high photocurrent and low dark current by inducing appropriately optimized trap 
states through control over morphology and crystallinity of perovskite materials. The elucidation of the 
morphology-dependent photoconductive performance may have consequences for the development of 
more efficient devices.  
To finetuning the morphology of perovskite materials, solvent engineering is effectively applied. 
Depending on solvent types, crystallization pathway including nucleation and growth can be controlled. 
Under consideration of solvent effects, crystal phase, morphology, surface characteristics, grain size, 
and crystallinity can be different. Wakamiya et al. reported that the crystal structure obtained after 
cooling supersaturated PbI2 solution in dimethylformamide (DMF) solvent was proved to be PbI2∙DMF 
intermediate phase based on XRD analysis [8]. Since PbI2∙DMF intermediate structure is coordinated 
along the 1D direction, we can predict the wire shape of PbI2∙DMF crystal was formed. Thus, the 
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pathway from precursor to perovskite formation in solution environment is important to identify the 
structure of the intermediate phase. Especially, the granular wires formed by 1D arrangement of 
nanoparticles have great potential for achieving high D* due to the highly suppressed dark current 
originating from the unique band-edge modulation due to their morphological factors [9]. However, 
only few studies of granular wires have been reported, and most of these studies are related to template 
synthesis [10-12] and direct ink-jet printing synthesis [9], due to the difficulty of aggregating 
nanoparticles predominantly in the 1D direction for the formation of granular wires.  
Here, we report the synthesis of CH3NH3PbI3 based perovskite granular wires (PGWs) via a simple 
and cost-effective template-free solution process for the first time and their use in flexible high-
performance photosensor arrays. These PGWs exhibited a D* of 3.17 × 1015 Jones, which is the highest 
reported value among perovskite materials to date. This high performance is resulting from the granular 
wire morphology with grain boundaries, which are highly beneficial to a largely suppressed dark current 
by modulating energy band edge along the axial direction of the PGWs. These observations will 
facilitate the rational design of high-performance photosensors. Our results clearly show that solution 
processed PGWs are highly promising materials for the construction of high-performance photosensors, 
which can also be extended for use in other optoelectronic applications. 
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3.2 Computational details 
3.2.1  Growth morphology 
The growth morphology of our PbI2∙DMF granular wires (PDGWs) was evaluated using the 
attachment energy model [13], which can predict the crystal shape calculating the relative growth rates 
of its various faces. Attachment energy (∆Eatt) is defined as the energy released per growth unit when a 
surface layer of one interplanar thickness (dhkl) is added on the corresponding crystal surface and can be 
defined as follows: 
 ∆Eatt= Elatt-Eslice 
 
where Elatt is the lattice energy of the crystal, and Eslice is the energy of a growth slice of dhkl. The relative 
growth rate of a crystal surface (Rhkl) is proportional to the absolute value of the attachment energy as: 
Rhkl∝|Eatt| 
 
This method implies that when the attachment energy of an (hkl) crystal surface is relatively weak 
(strong), growth rate and exposed area become slower (faster) and larger (smaller), respectively.  
 
3.2.2  Forcefield parameterization 
For molecular dynamics (MD) simulations, we developed forcefield parameters to describe the 
structural and elastic properties of PbI2·DMF crystal. PbI2·DMF crystal consist of an organic (i.e., DMF) 
and inorganic (i.e., PbI2) framework. The parameters and partial charges of DMF molecules were 
acquired from the General AMBER Forcefield,[14] which is widely used for organic molecules.[15] 
We used parameters developed by Handley and Freeman [16] to describe the chemical potential of PbI2. 
It is noted that the partial charges of Pb and I atoms were 1.263 e and -0.6315 e, respectively. Lennard-
Jones (12–6) potentials were fitted to describe the interactions between DMF molecules and PbI2 in the 
PbI2·DMF crystal. In particular, potentials were parameterized until the structural and elastic properties, 
i.e., the lattice parameters and Young’s modulus, of the PbI2·DMF crystal were optimized to be 
comparable to those determined by DFT calculations (see Young’s modulus calculations below). The 
obtained forcefield parameters of the PbI2·DMF crystal are shown in Table 3.1. The lattice parameters 
and Young’s modulus of PbI2·DMF crystal, optimized by fitted forcefield parameters and DFT 
calculations, are compared in Table 3.2. In addition, we confirmed that our simulated XRD data were 
comparable to experimental one (Figure 3.1). 
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Table 3.1 Potential parameters for PbI2·DMF crystal. C3 and C indicate the carbon atom of alkyl group 
and amide group, respectively, while H1 and H5 indicate hydrogen atom of alkyl group and amide 
group, respectively. 
Buckingham potentials (E = A exp (-bR) – C6/R6) 






Pb Pb 39279.1 25371.48 3.508 
Pb I 158572.0 25371.48 3.0895 
I I 41320.93 10838.67 2.158475 
Lennard-Jones 12-6 potential (E = D0[(R0/R)12 – 2(R0/R)6]) 
 D0 (kcal/mol) R0 (Å ) 
Pb 0.975 3.95 
I 0.71 4.54 
C 0.085998296 3.81442974 
C3 0.109397928 3.81442974 
H1 0.015699689 2.7728547 
H5 0.014999703 2.71687812 
N 0.169996631 3.6465 
O 0.209995839 3.32103024 
 
 
Table 3.2 Comparison of lattice parameters and Young’s modulus obtained by DFT and fitted forcefield 
based calculations. Data are provided for the x(Yx), y(Yy), and z(Yz) directions of PbI2·DMF crystal 
optimized by DFT and fitted forcefield calculations. 
 Density 
(g/cm3) 
a (Å ) b (Å ) c (Å ) β (°) Yx (GPa) Yy (GPa) Yz (GPa) 
DFT 3.641 4.557 18.519 11.550 91.872 15.851 13.645 10.570 
Forcefield 3.688 4.509 18.837 11.328 91.415 16.218 14.654 9.726 








Figure 3.1 XRD data from experiment, DFT and MD simulations. XRD data are shown for PbI2·DMF 
crystal: experimental (black), DFT calculations (red), and fitted forcefield based optimization (blue). 
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3.2.3  Molecular dynamics (MD) simulation 
All MD simulations were carried out within the canonical (NVT) ensemble, where N is the number of 
molecules, V is the volume, and T is the temperature. A Nosé-Hoover-Langevin thermostat [17] was 
used to maintain the temperature constant at 298 K. The cut off distance of van der Waals interaction 
was set to 12.5 Å, and the electrostatic interactions were calculated by the Ewald summation method 
[18,19] with an accuracy of 10-3 kcal/mol. The time step was set to be 1 fs and each NVT MD simulation 
was performed at least 500 ps to equilibrate the total energy of the system. Additional 500 ps of 
simulation were performed to calculate the binding energy. The binding energy (Ebinding) per unit area 






 where Etot is the non-bonding energy of interface between slab1 and slab2 system. Eslab1 and Eslab2 are 
the non-bonding energies of slab1 and slab2 systems, respectively, and Ainterface is the contact interfacial 
area.  
 
3.2.4  Young’s modulus calculation 
DFT calculations, including the effects of spin polarization, were performed in CASTEP [20] to 
investigate the Young’s modulus of PbI2·DMF crystal. A generalized gradient approximation with the 
Perdew-Burcke-Ernzerhof (GGA-PBE) functional [21] was used to describe the exchange correlation 
potentials of electrons, while electron-ion interactions were represented by on-the-fly generated 
ultrasoft pseudopotentials with an energy cutoff of 571.4 eV. A Tkatchenko-Scheffler approach was 
implemented to correct the van der Waals interactions.[22] The criterion of SCF tolerance was set to 
1.0 × 10-6 eV/atom. The Brillouin-zone was sampled by a 3 × 1 × 1 Monkhorst-Pack k-point grid.[23] 
The atomic positions and lattice parameters of the PbI2·DMF crystal (space group P21/n) were fully 
relaxed using the BFGS algorithm until the convergence criteria for energies, maximum forces, 
maximum stress, and maximum displacements satisfied 1.0 × 10-5 eV/atom, 0.03 eV/Å, 0.05 GPa, and 
0.001 Å, respectively. Subsequently, elastic constants were calculated by setting the number of steps 
for each strain and the maximum strain amplitude to 6 and 0.005, respectively. 
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3.3 Results and Discussion 
 
Figure 3.2 Schematic images of the (a) synthesis process for PGWs and (b) crystal structure 
corresponding to each experiment process. 
PGWs were synthesized using a template-free two-step method consisting of the fabrication of 
PbI2·DMF granular wires (PDGWs) and dipping them into a solution of methylammonium iodide 
(MAI). Figure 3.2 illustrates PGW synthesis and crystal structures corresponding to each step in the 
process. First, a saturated solution of PbI2 was prepared in DMF at 180 °C and cooled to room 
temperature for 48 h to obtain PDGWs by precipitation. The PDGWs were filtered using a conventional 
vacuum assisted method and dipped into MAI solution for 30 min. The resulting PGWs were filtered 
and heated at 130 °C for 10 min. To determine the crystal structure of each material, we compared XRD 
patterns of PDGWs, PbI2 GWs, and PGWs (Figure 3.3a). As already represented in Figure 3.1, the 
XRD pattern of PDGWs was consistent with a simulated diffractogram of PbI2·DMF crystals, in which 
DMF is coordinated to PbI2 (Figure 3.3b). The primary diffraction peaks at 8.9° and 9.5° correspond to 
the (011) and (020) lattice planes, respectively. After annealing process up to 400 ℃, DMF molecules 
were removed and formed PbI2 GWs, which is identified as (001) and (002) lattice planes in XRD 
pattern.  
To examine the directionality of the PDGWs growth, the role of the solvent in granular wire formation 
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was investigated by changing the solvent in Figure 3.4. In an open system for fast precipitation by 
solvent evaporation, the same protocol was repeated by replacing DMF by γ-butyrolactone (GBL), 
another commonly used solvent of organo-lead halide perovskites. The optical microscopy (OM) 
images of PbI2-based crystals extracted from DMF and GBL solutions were shown in Figure 3.4b and 
c, respectively. PbI2·DMF crystals extracted from DMF exhibited directional anisotropic growth, while 
PbI2 crystals from GBL did not show directional growth. Unlike PbI2·DMF crystals, crystals extracted 
from GBL showed only peaks corresponding to pure PbI2 in their XRD pattern. This indicates that the 
type of solvent greatly influences the composition of PbI2-based crystals and the resulting growth 
direction. Furthermore, the precipitation conditions also play a key role in granular-shaped PbI2·DMF 
growth. In the closed system, the evaporation of the solvent was insignificant, resulting in slow 
precipitation compared to the open system where rapid precipitation occurs due to subsequent 
evaporation of the solvent. Figure 3.4d and e showed OM images of extracted PbI2·DMF and PbI2 
crystals in the closed systems using DMF and GBL, respectively. Interestingly, granular-shaped 
PbI2·DMF wires were observed only in the closed system with DMF solvent. By contrast, PbI2 crystals 
extracted from GBL were randomly aggregated without any defined orientation. Therefore, we can 
predict that the use of DMF and the slow precipitation of PbI2·DMF in solution were the key steps for 
uniaxial growth, therefore suggesting the important role of DMF as a growth-directing agent.  
 
 
Figure 3.3 (a) XRD patterns of PDGWs, PbI2 GWs, and PGWs. (b) Crystal structure of PbI2·DMF. Pb, 




Figure 3.4 (a) Schematic images of the precipitation process of PbI2 solution based on DMF and GBL 
solvent in the open system. Optical microscopy images of extracted (b) PbI2·DMF from DMF solvent-
based solution and (c) PbI2 from GBL solvent-based solution in the open system (inset: XRD patterns 
of PbI2 from GBL solvent-based solution). (d) Schematic images of the precipitation process of PbI2 
solution based on DMF and GBL solvent in the closed system. Optical microscopy images of extracted 
(e) PbI2·DMF from DMF solvent-based solution and (f) PbI2 from GBL solvent-based solution in the 
open system (inset: SEM image of randomly aggregated PbI2 particles extracted in GBL). 
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Figure 3.5 Transmission electron microscopy (TEM) images of (a) PDGW and (b) PGW. 
 
 
Figure 3.6 (a) Growth morphology of PbI2·DMF, (b) SEM images of PbI2·DMF seed crystals (scale 
bar: 100 nm). Pb, I, C, N, O and H atom are dark grey, brown, grey, blue, red and white color, 
respectively. 
 
PbI2·DMF seed particles yield the hexagonal grains through slow precipitation from DMF solvent, 
and particles attached in one direction to form a 1D wire as PDGWs. These wires can be used as 
corresponding templates for PGWs (Figure 3.5). Therefore, we investigated the morphology of 
PbI2·DMF seed particles and formation mechanism of the PDGWs through theoretical calculations. 
First, the crystal morphology of PbI2·DMF crystal was calculated as shown in Figure 3.6a. It was 
calculated based on the attachment energy and interplanar distance of PbI2·DMF intermediate crystal. 
It is noted that attachment energy is proportional to crystal growth rate, and inversely proportional to 
exposed surface area. The obtained morphology was consistent with the PbI2·DMF particles, 
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experimentally confirmed as a hexagonal form (Figure 3.6b). The exposed surfaces in the morphology 
were (020), (011), (110), (101̅), and (112̅) in the order of large surface area. Overall, the surface area 
appears dominantly as the growth rate is lower, and results in the lower attachment energy with longer 
interplanar distance as shown in Figure 3.7. The details of exposed surface structure considering the 
stable termination are represented in Figure 3.8. The (020) and (011) surfaces have alternatively stacked 
DMF and PbI2 layers without any dangling atoms, resulting in low attachment energy. On the other 
hand, in case of the (110), (101̅), and (112̅) surfaces, the dangling Pb and I atoms were exposed to the 
surface as the periodically bonded PbI2 layers along the [100] direction was cleaved. Thus, these 
surfaces exhibited high attachment energy with high electrostatic interaction due to dangling Pb and I 
atoms on the surfaces.  
 





Figure 3.8 The optimized bulk structure and the cleaved (020), (011), (110), (101̅)), and (112̅) surfaces 
of PbI2·DMF crystal are shown. Pb, I, C, N, O, and H atoms are represented by dark gray, brown, gray, 
blue, red, and white, respectively. 
 
Table 3.3 Lattice parameters for exposed surfaces. Lattice parameters are given for the (020), (011), 
(110), (101), and (112) surfaces of PbI2·DMF crystal. 
 a (Å ) b (Å ) γ (°) 
(020) 56.642 58.616 91.421 
(011) 56.616 65.943 89.268 
(110) 56.642 58.107 90.331 
(101̅) 56.511 60.442 90.000 
(112̅) 57.214 58.107 81.825 
 
Based on the calculated morphology, the hexagonal particle was adopted for the crystal morphology 
of the PbI2·DMF which composed of ‘Top’ surface (i.e., (020) surface), ‘Side’ (i.e., (011) surface), and 
‘Front’ (i.e., (110), (101̅), and (112̅) surfaces). Molecular dynamics (MD) simulations were performed 
to investigate the interaction between the hexagonal particles. The binding energies between the 
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exposed surfaces were calculated. Before calculation, we constructed interface model systems for the 
(020), (011), (110), (101), and (112) surfaces observed during PbI2·DMF growth. The slab thickness 
for all surfaces was around 30 Å  and the area of the surface model was about 60  60 Å 2. The interface 
systems were constructed using near coincidence site lattice (NCSL) theory [24]. The detailed lattice 
parameters of each surface are shown in Table 3.3. All surfaces were symmetric and stoichiometric and 
the interface systems were modelled using two identical (A-A interface) or different (A-B interface) 
surface slab models (Figure 3.9). The two slabs were initially separated from each other by 5 Å  in the 
simulation box, where the height was set to 150 Å . A-B interface systems, constructed with two different 
surfaces, were modelled using the lattice parameters for the A surface, the B surface, and the average 
of the A and B surfaces, respectively. 
 
Figure 3.9 Initial configurations of the interface model system. (a) A schematic shows model system 
interfaces composed of (b) identical surfaces, i.e., A-A interface, and (c) different surfaces, i.e., A-B 




Figure 3.10 Final configurations of the interface model system. (a) Final configurations are shown for 
the (020), (011), (110), (101), and (112) surfaces after 1 ns MD simulations. Final configurations are 
shown for (b) A-A interfaces, and (c) A-B interfaces after 1 ns MD simulations. Pb, I, C, N, O, and H 
atoms are represented by dark gray, brown, gray, blue, red, and white, respectively. 
The equilibrium configurations of interfacial structures are shown in Figure 3.10. Generally, the 
binding energies between identical surfaces (i.e., A-A interface) were lower than the binding energies 
between different surfaces (i.e., A-B interface) as shown in Figure 3.11. This was due to the epitaxial 
strain induced by the adhesion of the surfaces with different lattice parameter; the A-B interfaces 
composed of different surfaces were relatively unfavorable than the A-A interface. More specifically, 
the A-A interfaces constructed by the ‘Front’ surfaces were more strongly bound than the other 
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interfaces, because ‘Front’ surfaces were composed of relatively reactive surfaces caused by high 
number of dangling atoms per unit area (i.e., planar density) and low coordination number of the 
exposed ions (Figure 3.12 and Table 3.4). The binding energies for the A-B interfaces with ‘Front’ 
surfaces were also higher than those for other A-B interfaces. On the other hand, the binding energy 
between the interface with ‘Side’ or ‘Top’ surfaces showed lower binding energies due to their relatively 
low planar density on the surface. In particular, the binding energies between ‘Front’ and ‘Side’ surfaces, 
between ‘Front’ and ‘Top’ surfaces, and between ‘Side’ and ‘Top’ surfaces, which represent the 
perpendicular adsorption in the granular wire growth direction, were significantly weaker than those of 
other interfaces.  
 




Figure 3.12 Atomic configurations of bulk and each surface are shown with the atom type and 
coordination number. The subscript denotes the coordination number (Table 3.4). Pb, I, C, N, O, and H 
atom are shown in dark gray, brown, gray, blue, red, and white, respectively. Purple dotted lines 
represent close contact. 
 
Table 3.4 Planar density of exposed surfaces and coordination number (CN) of outermost dangling 
atoms.  
Surface 
Planar density (Å -2) 
Total 
Pb I O 
CN = 5 CN = 4 CN = 2 CN = 1 CN = 1 
(020) − − − − − − 
(011) 0.0202 0.0101 − − − 0.0101 
(110) 0.0274 − 0.0091 0.0091 0.0091 − 
(101̅) 0.0264 0.0088 − 0.0088 0.0088 − 




Thus, PDGWs were predicted to grow along the forward direction (1D) according to the strong 
interaction between ‘Front’ and ‘Front’ surfaces of the crystal morphology of PbI2·DMF (Figure 3.13). 
In conclusion, PbI2·DMF crystal forms hexagonal-shaped granular particles which is 
thermodynamically stable, resulting in oriented attachment in the ‘Front’ direction to form the granular 
wire morphology. 
 
Figure 3.13 Granular wire growth scheme and its interfacial structures between identical (110) surfaces 
and between (110) and (101) surface. Bulk Pb and I atoms and DMF molecules are shown in dark gray, 
brown, and green, respectively. 5- and 4- coordinated Pb atoms are shown in red and purple while 2- 
and 1- coordinated I atoms are shown in orange and cyan, respectively. 
Given the growth mechanism of the granular wire, it forms the grain boundaries with the contacts of 
the grain surfaces. Due to the grain boundaries, the defects form easily on the surface and generate trap 
states (i.e., defect transition states) in the bandgap. Recent experiments on polycrystalline lead iodide 
perovskite films have indicated the presence of charge carrier traps on the perovskite surface (Figure 
3.14) [25,26]. These traps probably cause the capture of free electrons or holes on the surface of lead 
iodide perovskite, resulting in the formation of localized energy states within the bandgap of the bulk 
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material. The unbalanced energy state between grain boundaries and the bulk material gives rise to band 
bending [27,28]. The band bending occurs at the grain boundaries of perovskite. The suppression of 
dark current in our PGW devices is due primarily to band bending at the perovskite grain surface and 
the structure of the PGWs formed by the aggregation of perovskite grain crystals. Therefore, we 
speculated that ultrahigh detectivity (i.e., 3.17 × 1015 Jones) of our PGWs largely originates from two 
distinct electronic properties that result in decreased dark current: the easy generation of deep trap states 








Control over the morphology and crystallinity of metal halide perovskite materials is of key 
importance in the development of high-performance optoelectronics. Here, solvent engineering in the 
perovskite for accomplishing unprecedentedly high photodetectivity (3.17 × 1015 Jones) were 
performed. Using DMF polar solvent, the intermediate structure was identified as a PbI2·DMF crystal. 
The DMF solvent intercalated into the PbI2 to form intermediate structure due to strong coordination 
between Pb2+ and oxygen of DMF. We also investigated the specific growth conditions for PDGWs and 
confirmed the growth mechanism of PDGWs. Under the closed system, the slow crystallization induced 
to form granular. We examined that the thermodynamic stable morphology of PbI2·DMF crystal has a 
hexagonal granular shape. The one-dimensional self-assembly of perovskite grains is driven by 
differences in the interaction energies between exposed surfaces of the granular particles. Due to its 1D 
granular wire shape, many grain boundaries and defects were formed on the surface, which generate 
trap states (i.e., defect transition states) in the bandgap. Due to the easy generation of deep trap states 
at the surface resulting from the granular wire shape and upward band bending at grain boundaries, the 
dark current of PGWs were suppressed. The inherent photodetection ability originates from an 
extremely low dark current that is limited by energetic barriers featuring unique band-edge modulation 
along the long axis of wire. The “self-assembled nanograin engineering” strategy developed in this 
study provides a viable method for the development of high-performance perovskite photodetectors and 
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Chapter 4. Morphological Engineering of Quantum Dots through Oleate 
Ligand-ZnSe Shell Interaction with Temperature Control 
This chapter includes the published contents: 
Haewoon Seo†, Ju Hyun Park†, O-Hoon Kwon, O. Pil Kwon, Sang Kyu Kwak*, and Sang-Wook Kim*, 
“Highly Qualified InP Based QDs through Temperature Controlled ZnSe Shell Coating Process and 
Their DFT Calculation” Nanoscale Advances, 2, 5615–5622, 2020 (†: equally contributed) 




Colloidal semiconductor nanocrystals (NCs), commonly known as quantum dots (QDs), have been 
extensively studied in various fields, such as light emission [1-4] and light energy harvesting [5-8], 
owing to their inherent optoelectronic properties. Among them, research on QDs that can applied to 
displays by using a narrow emission linewidth and emission peak tuning depending on the size of the 
QDs is in progress. In particular, CdSe-based core/shell QDs exhibited superior optical properties and 
stability compared to organic dyes [9-11]. However, the usage of cadmium is regulated worldwide due 
to its toxicity [12]. Therefore, as an alternative material, InP-based QDs are the most noteworthy noticed.  
Unfortunately, the performance of such InP-based QDs is inferior to that of CdSe-based QDs in many 
parts, especially in the wide linewidth of emission light in all visible regions, which is represented by 
full width at half maximum (FWHM). The FWHM of emission light is an important characteristic in 
displays because it affects the color gamut – in particular, a wider color gamut can be obtained with a 
narrower FWHM. However, in the case of InP QDs as the core, the main research has been focused on 
achieving high efficiency to alternate CdSe in the green and red emission ranges [13-15]. In terms of 
the FWHM aspect, green has a FWHM of approximately 40-45 nm on average, and 36 nm for the 
narrowest emission [16]. Some studies have been conducted to improve the photoluminescence (PL) 
line narrowing of InP-based QDs. For example, Li et al. controlled the reaction temperature and used 
new precursors, which resulted in a quantum yield (QY) of 70% and FWHM of 45 nm in green [17]. 
However, the method did not have any effects on the red color.  
As a part of another effort, a buffer layer between the InP core and ZnS shell was developed and 
demonstrated the effects. InP/GaP/ZnS core/shell/shell structures that used a GaP buffer layer between 
the InP core and ZnS shell have been fabricated [18,19]. The QDs exhibited an FWHM of 42 nm and 
QY of 85%; however, narrower emission was impossible through forming a thicker GaP layer. 
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Ramasamy et al. used a ZnSe buffer layer between InP and ZnS; as a result, spherical shaped 
InP/ZnSe/ZnS core/shell/shell QDs were fabricated [20]. To coat high-quality ZnSe shells on InP, the 
addition of ZnSe precursors was finely controlled, and a QY of 50-70% and an FWHM of 38 nm in 
green and 44 nm in red were obtained [21]. Going beyond the previous studies, to induce the more 
confined effect depending on the morphology for high efficiency, we introduced the heating-up method 
which control the temperature. 
In this study, InGaP/ZnSe/ZnS core/shell/shell QDs were obtained by coating a ZnSe shell on the 
InGaP core with oleate ligand, using a heating-up method in which ZnSe precursors were added to a 
low-temperature core solution and then rapidly raised to a temperature higher than 300 °C. Thus, 
tetrahedral-shaped QDs having an FWHM of 37 nm, green emission of 532 nm, and QY of 85% were 
obtained. In the experiment, ZnSe with a bandgap of 2.7 eV and a lattice parameter of 5.66 Å played 
the role of a lattice buffer layer between the core and outer shell in the type-I band offsets. In addition, 
this method was applied to red-emitting QDs, and the emission FWHM of more than 60 nm was reduced 
to 40.4 nm. High crystallinity was obtained, and the QY significantly improved to 78%. To understand 
the phenomena of highly improved FWHM, temperature-controlled experiments were conducted with 
theoretical calculations. For the interaction of oleate ligand as a function of temperature, Gibbs free 
energy calculations were performed to evaluate the morphology depending on the temperature.  
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4.2 Computational details 
4.2.1  Density functional theory (DFT) calculation 
DFT calculations were performed using the Dmol3 program [22,23]. For the exchange-correlation 
energy, the generalized gradient approximation with the Perdew–Burke–Ernzerhof functional was used, 
and the semiempirical Grimme method for dispersion correction was applied [24,25]. All electron 
relativistic method was employed for core treatment. The spin-polarized calculations were carried out 
using the DNP 4.4 basis set. The Brillouin zone was integrated using a 2 × 2 × 1 k-point grid with 
the Monkhorst–Pack scheme for surface systems [26]. The convergence criteria for the geometry 
optimization were 1.0 × 10–5 Ha, 0.002 Ha/Å, and 0.005 Å for energy, force, and displacement, 
respectively. The self-consistent field convergence was less than 1.0 × 10–6 Ha, and the electron 
smearing value was set to 0.005 Ha.  
 
4.2.2  Gibbs free energy for temperature effect 
The Gibbs free energy of system (∆𝐺𝑠𝑦𝑠) can be calculated as 
 
∆𝐺𝑠𝑦𝑠  =  ∆𝐸𝑠𝑦𝑠 +  ∆𝑍𝑃𝐸𝑠𝑦𝑠 − 𝑇∆𝑆𝑠𝑦𝑠    (1) 
 
where ∆𝐸𝑠𝑦𝑠  is the total energy difference of the system, ∆𝑍𝑃𝐸𝑠𝑦𝑠  is the difference in zero-point 
energy of the system, and ∆𝑆𝑠𝑦𝑠 is the total entropy difference of the system. E and S were calculated 
based on the contributions of translational, rotational, and vibrational motions: 
E=E0+Etranslation+Erotation+Evibration;S=Stranslation+Srotation+Svibration where E0 is the electronic energy of ground 
state. Subscript sys represents bind, ad, struc, and rec, which stand for binding, adsorption, structure, 
and reconstruction, respectively. The binding energy (∆𝐸𝑏𝑖𝑛𝑑) can be expressed as follows 
 
∆𝐸𝑏𝑖𝑛𝑑 =  𝐸𝑠𝑢𝑟𝑓+𝑍𝑛(𝑜𝑙𝑒𝑎𝑡𝑒)2 − 𝐸𝑟𝑒𝑐 −  𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑑    (2) 
 
where 𝐸𝑠𝑢𝑟𝑓+𝑍𝑛(𝑜𝑙𝑒𝑎𝑡𝑒)2 is the total energy of binding of Zn(oleate)2 to the surface, and 𝐸𝑟𝑒𝑐 and 
𝐸𝑎𝑑𝑠𝑟𝑜𝑏𝑒𝑑 are the total energies of the reconstructed surface and adsorbed Zn(oleate)2, respectively. 
The adsorption energy (∆𝐸𝑎𝑑) can be expressed as follows. 
 
∆𝐸𝑎𝑑 =  𝐸𝑠𝑢𝑟𝑓+𝑍𝑛(𝑜𝑙𝑒𝑎𝑡𝑒)2 − 𝐸𝑠𝑙𝑎𝑏 − 𝐸𝑍𝑛(𝑜𝑙𝑒𝑎𝑡𝑒)2    (3) 
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where 𝐸𝑠𝑙𝑎𝑏 and 𝐸𝑍𝑛(𝑜𝑙𝑒𝑎𝑡𝑒)2 are the total energies of the ZnSe slab model and an isolated Zn(oleate)2, 
respectively. The reconstruction energy of surface (∆𝐸𝑟𝑒𝑐) and the structural deformation energy of 
adsorbate (∆𝐸𝑠𝑡𝑟𝑢𝑐) can be expressed as 
 
∆𝐸𝑟𝑒𝑐 =  𝐸𝑟𝑒𝑐 − 𝐸𝑠𝑙𝑎𝑏    (4) 
 
∆𝐸𝑠𝑡𝑟𝑢𝑐 =  𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑑 − 𝐸𝑍𝑛(𝑜𝑙𝑒𝑎𝑡𝑒)2    (5) 
 
Thus, the simplified relation between binding energy and adsorption energy is derived in the following 
equation: 
∆𝐸𝑎𝑑 =  ∆𝐸𝑏𝑖𝑛𝑑 + ∆𝐸𝑟𝑒𝑐 + ∆𝐸𝑠𝑡𝑟𝑢𝑐    (6) 
 
The surface free energy (γ(ℎ𝑘𝑙)(𝑇)) can be expressed in the following equation [27]. 
 
γ(ℎ𝑘𝑙)(𝑇) =  
𝐺ℎ𝑘𝑙𝑠𝑙𝑎𝑏(𝑇)− 𝐺𝑏𝑢𝑙𝑘(𝑇)
2𝐴
    (7) 
 
where 𝐺ℎ𝑘𝑙𝑠𝑙𝑎𝑏(𝑇) and 𝐺𝑏𝑢𝑙𝑘(𝑇) are the Gibbs free energies of the (h k l) slab model and bulk with 
the same number of atoms for the slab model, respectively. 𝐴 is the exposed surface area for a given 
(h k l) plane. The relaxed surface free energy by ligand (γ𝑟(ℎ𝑘𝑙)(𝑇)) can be expressed in the following 
equation [28]. 
 
γ𝑟(ℎ𝑘𝑙)(𝑇) =  γ(ℎ𝑘𝑙)(𝑇) +  𝜃ℎ𝑘𝑙∆𝐺𝑎𝑑    (8) 
 
where 𝜃ℎ𝑘𝑙 is the (h k l) surface coverage of the ligand. By using the relaxed surface free energy, the 
morphology is predicted from Wulff construction [29].  
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4.3 Results and Discussion 
 
Figure 4.1 Absorption and PL data of InGaP/ZnSe by ZnSe shell coating temperature at (a) 270 ℃, (b) 
300 ℃ and (c) 320 ℃. 
In experiment, clear absorption peak shoulder of the InGaP core is observed when heated to 300 ℃. 
The InGaP core has a size of about 2.2–2.5 nm and shows an absorption peak at about 430 nm. When 
the ZnS shell is coated on InGaP core without the ZnSe buffer layer, the QY of 85% and a FWHM of 
41 nm are observed. It is quite high QY, but relatively wide value of FWHM. To improve the optical 
characteristics, we coated an additional II–VI type ZnSe layer between the core and ZnS shell to release 
the interfacial stress. Zinc oleate and TOP-Se, used as precursors of the ZnSe shell, were added to the 
core solution at 200 ℃, and the solution was heated as function of temperature. To optimize the optical 
properties of the QDs, especially the FWHM, the ZnSe shell coating temperature was tuned to 270 ℃, 
300 ℃, and 320 ℃. The resulting optical effects are illustrated in Figure 4.1. The FWHM and the peak 
of emission wavelength were 46 nm at a wavelength of 536 nm at 270 ℃, 41 nm at 531 nm at 300 ℃, 
and 37 nm at 532 nm at 320 ℃. As the temperature increased, the QDs exhibited a narrower FWHM; 
however, the peaks of the emission wavelength were observed at similar wavelengths regardless of 
temperature. The average value of QYs of the QDs was approximately 50%. The reactions under 270 ℃ 
(i.e., at 250 ℃) exhibited similar results to those at 270 ℃. At more than 320 ℃, reactions using a high 
boiling-temperature solvent (i.e., 340 ℃ reaction temperature) resulted in aggravated QY and FWHM 
of QDs. As the temperature increases, the size of particle increases (Figure 4.2), and the tetrahedron 












Figure 4.2 TEM image of InGaP/ZnSe; (a,d) shell coated at 270 ℃, (b,e) shell coated at 300 ℃, and 




Figure 4.3 PXRD patterns of InGaP/ZnSe by ZnSe shell coating temperature at 270 ℃, 300 ℃, and 
320 ℃. 
 
Figure 4.4 (a) PL & absorption data of InGaP/ZnSe/ZnS, (b) PXRD pattern of InGaP/ZnSe/ZnS 
To elucidate the structure-property relation depending on the temperature, the morphology and crystal 
structures were analysed using PXRD as shown Figure 4.3. Generally, the change of morphology 
occurs because of the relative stability of the crystal facet and adsorption/desorption characteristics of 
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the surfactants under high-temperature annealing. The PXRD data showed that every diffraction peak 
including <111>, <220>, and <311> became sharpened as the temperature increased. The FWHM 
values of the <220> peak at 320 ℃, 300 ℃, and 270 ℃ were 1.87, 2.09, and 2.24, respectively, implying 
that the crystallinity improved as the temperature increased. In the core/shell structure, the diffraction 
peaks in the PXRD patterns shifted to the peak of the ZnSe (i.e., shell material), which were usually 
located between the core and shell peaks. However, the PXRD peaks of the InGaP/ZnSe core/shell were 
located on the ZnSe position, indicating that the ZnSe shell was very thick. Also, as the temperature 
increased, the <220> peak developed rather than a <111> peak. The PXRD pattern demonstrated that 
the <220> peak was higher than the <111> peak. The <111> peak was split, and the peak of the InP core 
also appeared. This phenomenon may be attributed to the high crystallinity of the inner core because of 
annealing at a high temperature during ZnSe shell coating. This also indicates that high-temperature 
annealing affects not only the ZnSe shell coating, but also the crystallinity of the core itself. Finally, the 
QDs exhibited the significantly increase of QY from 54% to 84%, and the PXRD pattern exhibited a 
small shift of every peak from ZnSe to ZnS (Figure 4.4). The improved performance (i.e., higher QY 
and narrower FWHM) was attributed to the morphological change from spherical [21] to truncated 
tetrahedral shape.  
 
Table 4.1. Interplanar distance according to the miller indices of the possible growth surfaces of zinc-
blende ZnSe 







The relationship between temperature and InGaP/ZnSe QD morphology were studied by DFT 
calculations. Since the volume of the ZnSe shell occupies most of the nanoparticles, the focus is on the 
surface structure of the ZnSe shell to investigate the morphology of QDs. The low index surfaces with 
relatively large interplanar distances are likely to be exposed [30-32]; thus, the relationship between 
surface indices and interplanar distances in the ZnSe bulk structure was examined as represented in 
Table 4.1. The slab models representing each surface were stoichiometric, and a vacuum region of 
approximately 20 Å perpendicular to the surface was applied to avoid self-interaction (Figure 4.5). The 
(111) surface, (111̅) surface, and (200) surface are the polar surfaces which have two different kinds of 
terminations: Zn- and Se-termination. Each surface energy is represented below each slab model. The 
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(220) surface is the most stable surface which is the non-polar surface. In case of NCs, the morphology 
is largely controlled by the ligand. Thus, the interaction of each surface with the ligand is also 
significantly important [28]. As in the experiment, we considered oleate ligand as Zn(oleate)2 model 
(Figure 4.6), because the X-type ligand (i.e., oleate) can be strongly attached to the ZnSe surface. The 
interactions between each surface and Zn(oleate)2 were calculated considering the surface with stable 
termination (Figure 4.7). The detailed lattice parameters of each surface and coverage of Zn(oleate)2 
are shown in Table 4.2.  
 
 
Figure 4.5 Optimized slab models of (a) ZnSe (111) surface, (b) (111̅) surface, (c) (200) surface, and 
(d) (220) surface. The numbers below each figure represent the surface energy (in kcal/mol/Å2). The 
bottom blue regions were fixed to theoretically mimic the bulk phase. Zn and Se are represented by 
navy and orange colored spheres, respectively.  
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Table 4.2. Lattice parameters a, b, and  for the slab models and coverage (θ) of Zn(oleate)2 to each 
surface for used in the calculation for the relaxed surface free energy. θ was assumed to be equal to the 
number of dangling Se on each surface divided by twice of area. Since the ligand consists of two oleate 
ions, the coverage for ligand adsorption was taken to be a half of the number of dangling Se exposed 
on each surface. 
h k l a (Å) b (Å)  (°) 
θ 
(Zn(oleate)2/Å2) 
{111} 12.0137 12.0137 120 0.036 
{111̅} 12.0137 12.0137 120 0.036 
{200} 12.0137 12.0137 90 0.022 





Figure 4.6 Optimized ligand models of (a) oleate, (b) Zn(oleate)2. The acetate ion was used to represent 
the oleate ion, which have the same carboxylate group. Zn, O, C, and H are represented by navy, red, 












Figure 4.7 Optimized structures of each ZnSe surface with Zn(oleate)2 model; (a) ZnSe (111) surface, 
(b) (111̅ ) surface, (c) (200) surface, and (d) (220) surface. The bottom blue regions were fixed to 
theoretically mimic the bulk phase. Zn, Se, O, C, and H are represented by navy, orange, red, grey and 




Figure 4.8 (a) Gibbs free energy for adsorption of oleate (Gad) — ∆Gad is calculated from Eqs. (1) and 
(3). (b) Gibbs free energy of binding of Zn(oleate)2 (∆Gbind) to each ZnSe surface depending on 
temperature, — ∆Gbind is calculated from Eqs. (1) and (2).  
As shown in Figure 4.8, the Gibbs free energy of the (adsorption) binding of Zn(oleate)2 (∆Gbind) to 
the (111) surface is the strongest, so we can predict that the tetrahedral-shaped QD surrounded by the 
(111) surface can be observed. Considering the dimerization-anion passivation or co-passivation, the 
stabilization effect on cation-terminated (111) surface is higher than that of other surfaces, resulted in 
tetrahedral shape [33].  
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Figure 4.9 (a) Relaxed surface free energy (γr) as a function of the temperature — γr is calculated from 
Eq.(8). (b) Surface free energy as a function of the temperature — γ is calculated from Eq.(7). (c) Gibbs 
free energy for structural change of adsorbed Zn(oleate)2 (Gstruc) as a function of the temperature — 
Gstruc is calculated from Eqs. (1) and (5), (d) Gibbs free energy for reconstruction of surface (Grec) as 
a function of the temperature — Grec is calculated from Eqs. (1) and (4).  
To further investigate the morphological change depending on temperature, we calculated the relaxed 
surface free energy (γr) (Figure 4.9a). The order of stability of the relaxed surface was (111), (220), 
(200), and (111). Interestingly, the (220) surface became the second most stable because of the large 
contribution of the surface free energy among other energies as shown in Figure 4.9b. Additionally, 
γr(111) and γr(220) became asymptotically close as the temperature increased. Subsequently, the 
equilibrium morphologies depending on the temperature were calculated through the Wulff construction 
[29] with the γr,’s (Figure 4.10). When the temperature was approximately 227 °C, a tetrahedron 
predominantly surrounded by a (111) surface was obtained. As the temperature increased further, a (220) 
surface began to appear at the vertices of the tetrahedron, because the increasing rate of γr(220) was the 
lowest among the surfaces with considerably low γr(220) (i.e.; in a high-surface-stability state). These 
morphological changes can affect the change in the XRD peak intensity [34] (Figure 4.11). The increase 
rate of the <220> peak intensity in the experimental XRD (Figure 4.3) was found to be greater than that 
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of the <111> peak intensity because of the increasing areal fraction of the (220) surface in the 
tetrahedron. It is unclear as to why the FWHM of PL is narrow; however, previous reports can provide 
guidance. Kim et al. demonstrated that the electrons in the tetrahedron are subject to more quantum 
confinement than those in the spherical shape of the same volume [35,36]. As a result, bandgap changes 
with size nonuniformity in the tetrahedral-shaped QDs are less than those of spherical QDs. Although 
the edge lengths are slightly different in the tetrahedral shape, the bandgaps are similar, and the FWHM 
of the PL become narrower. QDs of an InGaP/ZnSe/ZnS structure were fabricated by adding a zinc-
DDT complex as a ZnS precursor. 
 
 
Figure 4.10 Equilibrium morphology based on γr with respect to temperature — red and black represent 
the (111) and (220) surfaces, respectively. 
 
 





At summary, we developed highly qualified InGaP/ZnSe/ZnS QDs with a QY of 85% and 
emission linewidth of 37 nm FWHM. The QDs had thick ZnSe shells, which were obtained by 
high-temperature annealing. This annealing process resulted in the formation of tetrahedron-
shaped nanoparticles and a very narrow emission linewidth. The morphology is governed by 
surface stability, which is associated with the interaction between the ligand and crystal surface. 
When the temperature is approximately 227 °C, a tetrahedron predominantly surrounded by a 
(111) surface can be obtained, because the ligand strongly binds to the (111) surface. As the 
temperature increases further, the (220) surface begins to appear at the vertices of the 
tetrahedron, because γ𝑟 (220) is relatively low, and the increase rate of γ𝑟 (220) is the slowest 
among the surfaces. These morphological changes can affect the XRD peak intensity, which 
indicated that the (220) peak increased. Due to its morphology, the electron wavefunctions are 
more quantum-confined to improve high quantum yield. Through this morphological engineering, 
the final InGaP/ZnSe/ZnS QDs was also applied to red emission, exhibited a highly improved 
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Chapter 5. Summary and Future Perspectives 
In this dissertation, multiscale simulation methods have been applied to various crystallization 
applications. We theoretically studied the crystal structure and morphology of semiconductor materials, 
and also investigated their mechanisms or dependent properties. Both internal and external factors (i.e., 
chemical modification, solvent type, ligand interaction depending on the temperature) were considered 
as factors controlling the crystal structure and morphology.  
In Chapter 1, the background of crystallization as well as the factors that influence the crystal structure 
and morphology during crystallization processes were introduced. Specifically, it has been described in 
detail that chemical modification, solvent type, and ligand interaction can affect the crystal structures 
and morphology of semiconductor materials. Multiscale simulation encompassing DFT calculation, 
Monte Carlo simulation, MD simulation, and morphology models were used to identify unknown 
crystal structures synthesized in the experiment, and to investigate the fundamental issue of predicting 
the resulting properties and shape changes. 
In Chapter 2, we designed crystal structures using chemical modification including the fluorination of 
organic molecules and different compositions of small organic molecules. In the case of 
hexabenzocoronene (HBC), there exists a variable degree of contortion and is easily tuned by functional 
groups. Contorted HBC (cHBC) is capable of making the molecular shape complementarity with a C60 
molecule. Also, through fluorination, the electron withdrawing group can modify the electronic 
structure of cHBC. Thus, using small organic molecules (i.e., cHBC, fluorinated cHBC (F-cHBC), C60), 
crystal engineering was performed to design solid solutions and cocrystals. Under the given 
experimental condition, the organic crystal phases were identified through polymorph prediction. With 
these identified crystal structures, the electro-chemical properties were investigated using Monte Carlo 
simulation and DFT calculation. For the pristine cHBC crystal structure, an R3̅ crystal phase is formed, 
and the Li-ions are stored in the vacant site between the bent edge aromatic rings, resulting in a battery-
like behavior. For the pristine F-cHBC crystal structure, a P21/c crystal phase is formed, and the Li-ions 
are stored around the electronegative fluorine atom. Due the strong interaction between fluorine atom 
and Li-ions, the ion diffusion on the surface is accelerated to reveal pseudocapacitive behavior. In case 
of the solid solution of cHBC and F-cHBC with 1:1 ratio, a P21/n crystal phase is formed, resulting in 
both battery and capacitive behaviors. Lastly, the usage of the spherical shaped C60, resulted in the the 
cocrystal of cHBC and C60 to form a Pnnm phase. Due to its doubly concave shape, battery like 
behaviors were also exhibited better than that of the performance of graphite. Based on these results, 
the crystal structures were confirmed to be different depending on the molecule and their constituents, 
resulting in different electrochemical behaviors. This difference in electrochemical performance can be 
attributed to the difference in adsorption sites caused by the distinctive chemical nature of the molecules. 
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Based on the crystal engineering studies, the design and control of functional crystalline phase will 
succeed in obtaining target properties effectively through multiscale simulations.  
In Chapter 3, solvent engineering techniques such as solvent-driven and solvent-removing processes 
are effectively applied to finetune the morphology of perovskite materials. In our experiment, due to 
the strong coordination between Pb2+ and oxygen of DMF, the DMF solvent molecules were intercalated 
into the PbI2 to form intermediate phase, so that PbI2·DMF crystal was slowly precipitated under the 
supersaturation condition. The slow precipitation caused many seeds to form, inducing slow crystal 
growth. As a result, a granular wire shaped PbI2·DMF crystal was formed. To figure out the formation 
mechanism of the granular wire, we firstly investigated the crystal structure of the intermediate phase 
based on experimental XRD and developed the forcefield parameters of PbI2·DMF crystal of 
intermediate phase. In bulk PbI2·DMF crystal, PbI2 is periodically bonded along the [100] direction, 
and the oxygen of the DMF molecule bonded to Pb2+. Due to this structural property, the (020) and (011) 
surfaces have relatively low attachment energies compared to (110), (101), and (112) surfaces due to 
the low density of dangling atoms. Lower attachment energies induced a larger surface area due to slow 
crystal growth. The crystal growth morphology model of PbI2·DMF crystal predicted through the 
attachment energy represented a hexagonal plate shape. The front surfaces of the hexagonal granular 
composed of (110), (101 ), and (112 ) surfaces exhibited the highest binding energies out of all 
combination of exposed surfaces. This means the granular can grow in the frontal direction to produce 
a granular wire shape. In the granular wire morphology, the formulation of numerous grain boundaries 
and defects on the surface were observed. Such surface characteristics facilitate the generation of deep 
trap states and band bending, resulting in ultra-high photodetectivity. Solvent engineering enables the 
effective control of the intermediate crystal structure and morphology of the perovskite material. In 
addition, the derived morphology can be determined through various crystallization paths depending 
solvent types with various crystallization methods.  
In Chapter 4, for nanocrystals, the ligand and surface energy play a critical role in determining the 
morphology. In particular, for colloidal nanocrystal such as ZnSe materials, various morphologies may 
appear depending on the reaction temperature due to the difference in the interaction between the ligand 
and the exposable surfaces. To investigate effect of temperature on the capping capability of ligands, 
we calculated the Gibbs free energy using DFT calculation. Generally, as the temperature increases, the 
absolute adsorption free energy decreases, and the relaxed surface free energy increases. Due to the fact 
that the free energy values of the most stable (111) and (220) surfaces approach each other, a difference 
is induced in the equilibrium morphology model. At approximately 230 °C (relatively low 
temperature), a tetrahedron predominantly surrounded by a (111) surface can be obtained 
because the oleate ligand strongly binds to the (111) surface. As the temperature increases 
further, the (220) surface begins to appear at the vertices of the tetrahedron. Due to its 
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morphology, the electron wavefunctions are more quantum-confined to improve high quantum 
yield. Through morphological engineering, we can design and succesfully obtain a specific morphology 
that can achieve improved performance.  
Overall, these studies demonstrated the design and control strategies of crystal structure and 
morphology of semiconductor materials. Crystal engineering, solvent engineering, and morphological 
engineering are expected to improve the electrical and optical performances of each semiconductor 
material. The database construction of chemical modification and morphology-controlled technologies 
using solvents and ligands described in the thesis are believed to contribute to the technological 
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