A Calculus for Reconfiguration (Extended abstract) by Fagorzi, Sonia & Zucca, Elena
A Calculus for Reconﬁguration
(Extended abstract)
Sonia Fagorzi2 and Elena Zucca3
DISI
University of Genova
Genova, Italy
Abstract
We present a simple calculus, called R-calculus (for “reconﬁguration”), intended to provide a kernel
model for a computational paradigm in which standard execution (that is, execution of a single
computation described by a fragment of code) can be interleaved with operations at the meta-level
which can manipulate in various ways the context in which this computation takes place. Formally,
this is achieved by introducing as basic terms of the calculus conﬁgurations, which are, roughly
speaking, pairs consisting of an (open, mutually recursive) collection of named components and
a term representing a program running in the context of these components. The R-calculus has
been originally developed as a formal model for programming-in-the large, where computations
correspond to applications running in some context of software components, and operations at the
meta-level correspond to the possibility of dynamically loading, updating or in general manipulat-
ing these software components without stopping the application. However, the calculus can also
encode programming-in-the-small issues, because conﬁgurations combine the features of lambda-
abstractions (ﬁrst-class functions), records, environments with mutually recursive deﬁnitions, and
modules. We state conﬂuence of the calculus and deﬁne a call-by-need strategy which leads to a
generalization, including reconﬁguration features, of call-by-need lambda-calculi.
Keywords: Module calculi, reconﬁguration, call-by-need strategy.
Introduction
In the last years considerable eﬀort has been invested in developing kernel
module/fragment calculi [13,12,5,11] providing foundations for manipulation
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and combination of software components. However, these calculi are based on
a static view of software composition, in the sense that open code fragments
can be ﬂexibly combined together, but before actually starting the execution
of a computation we must have obtained a fully reduced and closed piece of
code. In module calculi this is formally reﬂected by the fact that selection,
denoted by e.X, where e is a module expression and X is the name of a module
component, can only be performed when e is a basic module (no module
operators remain to be reduced) and, moreover, there are no components
which still need to be imported.
However, modern programming environments increasingly include dynamic
reconﬁguration features, in the sense that interleaving is allowed between re-
conﬁguration steps and standard execution steps. Examples of reconﬁguration
features are dynamic loading as in Java and C#, where single code fragments
are dynamically linked to an already executing program, dynamic rebinding
[9], that is, the ability of changing the meaning of names used by an appli-
cation at execution time, marshaling/unmarshaling of values or computations
from a running application to another.
Here, we present a simple calculus, called R-calculus (for “reconﬁgura-
tion”), intended to provide a kernel model for a computational paradigm in
which standard execution (that is, execution of a single computation described
by a possibly open fragment of code) can be interleaved with operations at
the meta-level which can manipulate in various ways the context in which this
computation takes place.
Formally, this is achieved by deﬁning as basic terms of the calculus conﬁg-
urations, which are, roughly speaking, pairs consisting of an (open, mutually
recursive) collection of named components (formally, a basic module) and
a term representing a program running in the context of these components.
Conﬁgurations can be combined by classical module/fragment operators (in
particular, we take as underlying module calculus a variant of CMS [5]) and,
hence, reduction steps can be either execution steps of the program or steps
which perform module operators (reconﬁguration steps).
As discussed above, the initial motivation for the R-calculus has been the
search for formal models for programming-in-the large. In this respect, the cal-
culus is part of a stream of work [1,3,2,4] on foundations for systems support-
ing reconﬁguration features, in which the system structure can dynamically
change during execution.
However, the calculus can also encode programming-in-the-small issues,
because conﬁgurations combine the features of lambda-abstractions (ﬁrst-
class functions), records, environments with mutually recursive deﬁnitions,
and modules.
In this work, we focus on the latter aspect. In the ﬁrst section, we present
the R-calculus as a pure calculus (no reduction strategy) and state its conﬂu-
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e ∈ Exp ::= expression
| x variable
| [ι; o; ρ] (dom(ι)∩dom(ρ)=∅) basic module
| [ι; o; ρ | e] (dom(ι)∩dom(ρ)=∅) basic conﬁguration
| e1 + e2 sum
|
σι |e|σo reduct
| freezeσe freeze
| e↓X run
| e↑ result
ι := xi
i∈I
→ Xi input assignment
o := Xi
i∈I
→ ei output assignment
ρ := xi
i∈I
→ ei local assignment
σ := Xi
i∈I
→ Yi, Yj
j∈J renaming
Fig. 1. Syntax
ence. Then, we outline a call-by-need strategy which leads to a generalization,
including reconﬁguration features, of call-by-need lambda-calculi as in [8,6].
This second part will be worked out in a forthcoming full version of this paper,
which will also include an investigation about possible type systems for R.
1 The R-calculus
In this section we provide an introduction to the R-calculus by examples,
which is organized as follows: ﬁrst, we illustrate the module fragment of the
calculus, which is a variant of (mixin) module calculi such as [5,13]; then we
introduce conﬁgurations and illustrate the interleaving of program execution
and reconﬁguration; ﬁnally, we discuss higher-order features of the calculus,
showing how reconﬁguration can take place at many levels. The formal syntax
and reduction rules are given in Fig.1, Fig.2 and Fig.3, respectively.
Module operators Terms of the calculus denote either modules (collections
of components which are either input or output or local) or conﬁgurations
(pairs consisting of a module and a program running in the context of the
components oﬀered by the module). Module expressions are constructed on
top of basic modules by three operators: sum, reduct and freeze. Semantics
of these operators is a slight variant of the CMS one [5], where we relax the
applicability of reduct and freeze operators. Moreover, we include rules to
simplify basic modules by substitution, in the style of the m-calculus [13],
and to reassociate module bindings, in the style of let-in calculi [8,6] (see the
explanations below).
A basic module has the form [ι; o; ρ] where: ι is a map from deferred
variables to input names, o is a map from output names to expressions and
ρ is a map from local variables to expressions. Names X, Y,Z, . . . are used to
refer to a component from outside the module (hence they are used by module
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One hole contexts and contextual closure
E ::=  | [ι; O; ρ] | [ι; o; L] | [ι; O; ρ | e] | [ι; o; L | e] | [ι; o; ρ | E ]
| E + e | e + E |
σι |E |σo | freezeσE | E ↓X | E ↑
R ::=  | R+ e |
σι |R|σo | freezeσR
O ::= X → E , o
L ::= x → E , ρ
v ∈ Val ::= [ι; o; ρ] | [ι; o; ρ | v]
(E)
e  e′
E [e]  E [e′]
Module simpliﬁcation
(m-sum)
[ι1; o1; ρ1] + [ι2; o2; ρ2]  [ι1, ι2; o1, o2; ρ1, ρ2]
dom(ι1, ρ1) ∩ FV([ι2; o2; ρ2]) = ∅
dom(ι2, ρ2) ∩ FV([ι1; o1; ρ1]) = ∅
(m-reduct)
σι |[ι1, ι2; o; ρ]|σo
 [σι ◦ ι1, ι2; o ◦ σo; ρ]
cod(ι2) ∩ dom(σι) = ∅
(m-freeze)
freezeσ
[
xi
i∈I
→ Xi, ι; o; ρ
]

[
ι; o; ρ, xi
i∈I
→ o(σ(Xi))
] cod(ι) ∩ dom(σ) = ∅
(m-subst)
[ι; o; x1 → E [x2] , ρ]  [ι; o; x1 → E {ρ(x2)} , ρ]
x2 	∈ HB (E) , x2 ∈ dom(ρ)
x2 	
∗
ι,o,ρ
 x1
(m-subst-out)
[ι; X → E [x] , o; x → e, ρ]  [ι; X → E {e} , o; x → e, ρ]
x 	∈ HB (E)
(m-assoc)
[ι1; o1; ρ1, x → (R[ι2; o2; ρ2 | e])↑] 
[ι1; o1; ρ1, x → a, ρ2]
(FV(e) ∪ FV(ρ2)) ∩ dom(ι2) = ∅
dom(ρ2) ∩ (FV(o1) ∪ FV(ρ1)) = ∅
Dependency relation on module variables
Given ι, o and ρ, x
∗
ι,o,ρ
 y is the least transitive and reﬂexive relation induced by:
x1
ι,o,ρ
 x2
∆
⇐⇒ x2 ∈ FV(ρ(x1)) ∨ (x1 ∈ dom(ι) ∧ x2 ∈ FV(o))
Fig. 2. R-calculus reduction rules for module expressions
operators), while variables x, y, z, . . . are used to refer to a component from the
inside. For instance, denoting by e[x1, . . . , xn] an expression possibly containing
x1, . . . , xn as free variables, e0
∆
= [x → X, z → Z; Y → e1[x, z, y]; y → e2[x, z, y]] is a
basic module with two input, one output and one local components. Local
components can be mutually recursive.
The sum operator allows to combine two modules by performing the union
of input components and the disjoint union of output and local components.
Input components with the same name in the two modules are shared in
the resulting module, while conﬂicts among deferred or local variables are
solved by α-renaming. For instance, we can perform the sum of e0 above with
e5
∆
= [y → Y,w → Z; X → e3[y, w, x]; x → e4[y, w, x]], obtaining the basic module e6 =
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Reconﬁguration and substitution
(reconf/subst/assoc)
R[ι; o; ρ]
α
 R′[ι′; o′; ρ′]
R[ι; o; ρ | e]  R′[ι′; o′; ρ′ | α (e)]
(subst-prg)
[ι; o; ρ | E [x]]  [ι; o; ρ | E {ρ(x)}]
x 	∈ HB (E)
x ∈ dom(ρ)
Lifting
(sum-lift)
[ι1; o1; ρ1 | e]↑ + [ι2; o2; ρ2]  [ι1; o1; ρ1 | e + [ι2; o2; ρ2]]↑
(reduct-lift)
σι |[ι; o; ρ | e]↑|σo

[
ι; o; ρ |
σι |e|σo
]
↑
(freeze-lift)
freezeσ([ι; o; ρ | e]↑)  [ι; o; ρ | freezeσ(e)]↑
(run-lift)
(R[ι; o; ρ | e]↑)↓X  R[ι; o; ρ | e↓X ]↑
Run and result
(run)
[ι; o; ρ]↓X  [ι; o; ρ | o(X)]
(res)
(R[ι; o; ρ | e])↑  e
FV(e) ∩ dom(ι, ρ) = ∅
Fig. 3. R-calculus reduction rules for conﬁgurations
[x → X, z → Z, y′ → Y,w → Z; Y → e1[x, z, y],X → e3[y′, w, x′]; y → e2[x, z, y], x′ → e4[y′, w, x′]], where
the input name Z is shared by the two variables z and w, while variables y and
x in e5 are α-renamed into y′ and x′, respectively, since they conﬂict with those
in e0.
The reduct operator allows renaming of component names, where in-
put and output names are renamed independently. The input renaming is
a map whose domain and codomain are old and new input names, respec-
tively, whereas the output renaming goes in the opposite direction. For
instance,
X1 →X,X2 →X, →W
|[x1 → X1, x2 → X2, x3 → X3; Y → e1, Z → e2; x → e3]|Y1 →Y,Y2 →Y
re-
duces to [x1 → X,x2 → X,x3 → X3, w → W ; Y1 → e1, Y2 → e1; x → e3].
A non-injective input renaming allows merging two input names (like X1 and
X2 into X in the example), whereas a non-surjective one is used for adding
dummy input names (like W ), which are bound to fresh variables (w in the
example). A non-injective output renaming allows duplications of deﬁnitions
(in the example, the deﬁnition of Y is used for both Y1 and Y2), whereas a
non-surjective one is used for deleting output components (in the example Z).
The freeze operator allows linking of input and output names inside a
module. That is, this operator resolves input names, so that input components
are transformed into local ones. For instance, freezeX →X,Z →Y (e6) reduces to
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[ y′ → Y ;
Y → e1[x, z, y], X → e3[y′, w, x′];
y → e2[x, z, y], x′ → e4[y′, w, x′], x → e3[y′, w, x′], z → e1[x, z, y], w → e1[x, z, y] ].
Rules (m-subst) and (m-subst-out) allow to substitute local variables
with their deﬁnitions in module components. In rule (m-subst) the side-
condition x2 
∗
ι,o,ρ
 x1 means that the (local) component x2 does not depend on
the (local) component x1 (see Fig.2 for the formal deﬁnition of the dependency
relation). Without this condition, the R-calculus would not be conﬂuent (see
[7,13]).
Before explaining rule (m-assoc) we illustrate reduction rules for conﬁg-
urations.
Conﬁgurations A basic conﬁguration is a pair [ι; o; ρ | e], consisting of a
basic module and an expression, called program. A basic conﬁguration can
evolve by reduction steps of the program; moreover, local variables can be
replaced by their deﬁning expressions (see rule (subst-prg)), as illustrated
by the reduction sequence below:
[; X → x; y → 1, x → 2 + y | x]  [; X → x; y → 1, x → 2 + y | 2 + y] 
[; X → x; y → 1, x → 2 + y | 2 + 1]  [; X → x; y → 1, x → 2 + y | 3].
Furthermore, module operators described in the previous section can be ap-
plied to conﬁgurations as well, and act as reconﬁguration operators, in the
sense that they allow to modify the context of a program during its execution.
This is performed by rule (reconf/subst/assoc), where R denotes a context
consisting only of module operators. This rule also allows variable substitu-
tion and association steps inside conﬁguration components. Note that in the
premise of the rule the reduction step at the module level is labeled by α.
This is just to keep track and propagate to the program possible α-renaming
happened during the module evaluation step. Thanks to module operators, a
needed input component can become available, as shown below:
freezeZ →Z [z → Z; ; y → 1, x → 2 + z | x] + [; Z → 3; ] 
freezeZ →Z [z → Z; ; y → 1, x → 2 + z | 2 + z] + [; Z → 3; ] 
freezeZ →Z [Z → z; Z → 3; y → 1, x → 2 + z | 2 + z] 
[; Z → 3; y → 1, x → 2 + z, z → 3 | 2 + z] 
[; Z → 3; y → 1, x → 2 + z, z → 3 | 2 + 3]  [; Z → 3; y → 1, x → 2 + z, z → 3 | 5].
Higher-order features and conﬁguration levels Since a program can be in
turn a conﬁguration, both local variable resolution steps and reconﬁguration
steps can take place at an outer conﬁguration level (the innermost where the
needed variable is bound). This is illustrated by the reduction sequence below:
freezeZ →Z([z → Z; ; y → 2 | [; X → x; x → y + z | x]] + [; Z → 3; ]) 
freezeZ →Z([z → Z; ; y → 2 | [; X → x; x → y + z | y + z]] + [; Z → 3; ]) 
freezeZ →Z([z → Z; ; y → 2 | [; X → x; x → y + z | y + z]] + [; Z → 3; ]) 
freezeZ →Z [z → Z; Z → 3; y → 2 | [; X → x; x → 2 + z | 2 + z]] 
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[; Z → 3; y → 2, z → 3 | [; X → x; x → 2 + z | 2 + z]]  . . . 
[; Z → 3; y → 2, z → 3 | [; X → x; x → 2 + z | 5]].
Before explaining lifting rules, we illustrate run and result operators.
Run and result The run operator allows to obtain a basic conﬁguration
from a (basic) module, by starting the execution of one of its output compo-
nents. For instance, the expression [; X → x; y → 2, x → 2 + y]↓X reduces in one
step to the basic conﬁguration shown before.
The result operator allows to extract the program from a conﬁgura-
tion. Formally, a conﬁguration level is modeled by an expression of the form
R[ι; o; ρ | e]. The result operator can be safely applied only if the program
does not refer to any variable bound in the basic conﬁguration of the con-
sidered conﬁguration level. This condition prevents scope extrusion of vari-
ables, which would lead to dynamic errors. For instance, in the expression
(freezeZ →Z([z → Z; ; | [; X → x; x → 2 + z | x]↑] + [; Z → 3; ])) ↑, the innermost re-
sult operator cannot be executed since the program still refers to the variable
x bound in the enclosing basic conﬁguration. Hence, we ﬁrst need to resolve
x, obtaining (freezeZ →Z([z → Z; ; | [; X → x; x → 2 + z | 2 + z]↑] + [; Z → 3; ]))↑. At
this point, we can either apply reconﬁguration steps, or the innermost result
operator. By choosing the latter reduction alternative, we get the conﬁgura-
tion (freezeZ →Z [z → Z; ; | 2 + z] + [; Z → 3; ])↑, which eventually reduces to 5.
Binding reassociation and lifting Rule (m-assoc) is inspired to the associa-
tion rule in [8,6]. It is used to allow a program to be used even if it depends on
variables bound at the current level. Indeed, such dependencies cannot always
be solved by substitution, that is, when variables are mutually dependent. For
instance, in the expression [; ; m → [; ; y → x, x → y | [; Z → x,W → 1; ]]↑| m \ Z]
we want to use (the basic module inside) m even though it refers to y which
is inside a cycle. Note that m will never use the deﬁnition of y.
Rules (sum-lift), (reduct-lift) and (freeze-lift) are also inspired to the
lifting rule in [8,6]. They allow to move a module operator inside a basic
conﬁguration to which a result operator is applied. This is useful when the
program cannot be extracted, but could be safely extracted after having per-
formed some module operators applied in the outer conﬁguration level. For
instance, in the expression [; ; x → y, y → x | [; Z → x,W → 1; ]]↑ \ Z, after hav-
ing deleted the output component Z the basic module can safely be extracted
since it no longer refers to variables bound at the current level.
The set Val of values of R, ranged over by v, is deﬁned on top of Fig.2.
They contain basic modules and conﬁgurations.
The R-calculus enjoys the Church-Rosser property.
Theorem 1.1 (Church-Rosser) The reduction relation  is conﬂuent.
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2 A call-by-need strategy
The R-calculus can be equipped with diﬀerent strategies, which can be used to
encode/generalize other primitive calculi, such as lambda calculi and module
calculi. In this extended abstract, we outline a call-by-need strategy which
leads to a generalization, including reconﬁguration features, of call-by-need
lambda-calculi as in [8,6].
Rule (E) now deals with (one hole) evaluation contexts rather than (arbi-
trary) contexts. Contexts D[x, xn] are used to denote a set of declarations s.t.
evaluation of x transitively depends on evaluation of xn, as in [8,6]. Values
of the strategy diﬀer from those of the calculus: a conﬁguration is a value if
its running program is a value, even if there are still some module operators
applied.
Rules (m-sum), (m-reduct) and (m-freeze) are as in Fig.2 (hence are not
reported). We do not allow module component simpliﬁcation, hence contexts
[ι; O; ρ] and [ι; o; L] are removed, and also rules (m-subst), (m-subst-out) and
(m-assoc). Indeed, the intuition is that simpliﬁcation of module components
only takes place when triggered by the executing program (see rule (subst),
(assoc) and (m-assoc-D) below).
In rule (reconf), reconﬁguration now only takes place when the execution
of the program needs a deferred variable. Indeed, in this case reconﬁguration
steps could possibly make the variable local. Note that, since there are no
longer rules (m-subst), (m-subst-out) and (m-assoc), this rule can only be
applied with a premise which is a step of application of a module operator,
hence only deals with reconﬁguration steps. In rule (subst-prg), substitution
of an instance of a local variable x with its deﬁning expression inside the
program now only takes place when the execution of the program needs this
variable, and the deﬁning expression has already been reduced to a value. If
this is not the case, then the evaluation of the deﬁnition of x is triggered, which
can trigger, recursively, evaluation of other deﬁnitions, until a local variable xn
whose evaluation does not depend on any other is found (evaluation context
[ι; o; D[x, xn] , xn → E
ev
n , ρ | E
ev[x]]). When the deﬁnition of a local variable xn is
reduced to a value, this value can be used to replace a needed reference to xn
in another deﬁnition (rule (subst)).
Rules (assoc-input), (assoc) and (m-assoc-D) perform on-demand bind-
ing reassociation. They are used when the program needs a variable x whose
deﬁnition is neither a value, nor an expression which can be further reduced,
but an answer (roughly speaking, a values containing free variables inserted
in a context which can provide deﬁnitions for these variables). In this case,
a call-by-need strategy should avoid to evaluate these deﬁnitions if not nec-
essary. If there are no references to deferred variables (rule (assoc)), then
it is possible to eliminate a reconﬁguration level and to rearrange local bind-
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Evaluation contexts, values and answers
Eev ::=  | [ι; o; ρ | Eev] | [ι; o; ρ,D[x, xn] , xn → Eevn | E
ev[x]] | Eev + e | [ι; o; ρ] + Eev
| [ι, x → X ; o; ρ | Eev1 [x]] + E
ev
2 | σι |E
ev
|σo | freezeσE
ev | Eev ↓X | Eev ↑
D[x, xn] ::= x → E
ev[x1] , x1 → E
ev
1 [x2] , . . . , xn−1 → E
ev
n−1[xn]
v ∈ Val ::= [ι; o; ρ] | R[ι; o; ρ | v]
a ∈ Ans ::= v | (R[ι; o; ρ | a])↑
Reconﬁguration and substitution
(reconf)
R[ι; o; ρ]
α
need
 R′[ι′; o′; ρ′]
R[ι; o; ρ | Eev[x]]
need
 R′[ι′; o′; ρ′ | α (Eev[x])]
x 	∈ HB (Eev)
x ∈ dom(ι)
(subst-prg)
[ι; o; ρ, x → v | Eev[x]]
need
 [ι; o; ρ, x → v | Eev {v}]
x 	∈ HB (Eev)
(subst)
[ι; o; D[x, xn] , xn → v, ρ | Eev[x]]
need
 [ι; o; D[x, xn {v}] , xn → v, ρ | Eev[x]]
x ∈ HB (Eev)
Result
(res)
(R[ι; o; ρ | a])↑  a
FV(a) ∩ dom(ι, ρ) = ∅
Binding re-association
(assoc-input)
R[ι2; o2; ρ2]
α
need
 R′
ˆ
ι′
2
; o′
2
; ρ′
2
˜
[ι1; o1; ρ1, x → (R[ι2; o2; ρ2 | a])↑| Eev[x]]
need

ˆ
ι1; o1; ρ1, x →
`
R′
ˆ
ι′
2
; o′
2
; ρ′
2
| α (a)
˜´
↑| Eev[x]
˜
x ∈ HB (Eev)
(FV(a) ∪ FV(ρ2)) ∩ dom(ι2) = ∅
(assoc)
[ι1; o1; ρ1, x → (R[ι2; o2; ρ2 | a])↑| Eev[x]]
need

[ι1; o1; ρ1, x → a, ρ2 | Eev[x]]
x ∈ HB (Eev)
(FV(a) ∪ FV(ρ2)) ∩ dom(ι2) = ∅
dom(ρ2) ∩ (FV(o1) ∪ FV(ρ1)) = ∅
(assoc-D)
[ι1; o1; ρ1,D[x, xn] , xn → (R[ι2; o2; ρ2 | a])↑| Eev[x]]
need

[ι1; o1; ρ1,D[x, xn] , xn → a, ρ2 | Eev[x]]
x ∈ HB (Eev)
(FV(a) ∪ FV(ρ2)) ∩ dom(ι2) = ∅
dom(ρ2) ∩ (FV(o1) ∪ FV(ρ1)) = ∅
Lifting
(sum-lift)
[ι1; o1; ρ1 | e]↑ + [ι2; o2; ρ2]
need
 [ι1; o1; ρ1 | e + [ι2; o2; ρ2]]↑
e = a or
e = Eev[x]
(x ∈ HB (Eev) ,
x ∈ dom(ι1))
(reduct-lift)
σι |[ι; o; ρ | e]↑|σo need

[
ι; o; ρ |
σι |e|σo
]
↑
e = a or
e = Eev[x] (x ∈ HB (Eev) , x ∈ dom(ι))
(freeze-lift)
freezeσ([ι; o; ρ | e]↑)
need
 [ι; o; ρ | freezeσ(e)]↑
e = a or
e = Eev[x] (x ∈ HB (Eev) , x ∈ dom(ι))
(run-lift)
(R[ι; o; ρ | a]↑)↓X
need
 R[ι; o; ρ | a↓X ]↑
Fig. 4. Call-by-need reduction rules
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ings. In the other case (rule (assoc-input)), it is necessary to ﬁrst perform
reconﬁguration steps until there are no longer references to deferred variables.
Rules (sum-lift), (reduct-lift) and (freeze-lift) perform the lifting of
module operators only when the running program cannot further reduce, that
is, either it is an answer or needs a deferred variable x which cannot be pro-
vided at the current conﬁguration level, which is a basic conﬁguration (hence,
no more reconﬁguration steps can be performed), but could be possibly pro-
vided after extracting the program by the outer conﬁguration level.
Finally, rule (run) is like in the calculus (hence, is not reported), whereas
rule (res) now only acts on conﬁgurations with, as running program, an answer
with no variable bound at the current level (recall that a res operator applied
to a general, that is, even not closed at the current level, answer is handled
by rules (assoc-input) and (assoc)).
Theorem 2.1 (Soundness and completeness of
need
 )
• If e
need
 e′, then e  e′.
• If e  ∗v, then there exists a such that e
need
 ∗a.
3 Conclusion
We have presented the R-calculus, a calculus where standard execution (that
is, execution of a single computation described by a fragment of code) can be
interleaved with operations at the meta-level which can manipulate in various
ways the context in which this computation takes place. We have stated the
conﬂuence of the calculus and then outlined a call-by-need strategy which
leads to a generalization, including reconﬁguration features, of call-by-need
lambda-calculi as in [8,6]. This part will be worked out in a forthcoming full
version of this paper, which will also include an investigation about possible
type systems for R. Further work includes application of the calculus to model
dynamic binding, rebinding and marshaling mechanisms, as for instance in [9].
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