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Homophily can put minority groups at a disadvantage by restricting their ability to establish links with
people from a majority group. This can limit the overall visibility of minorities in the network. Building
on a Barabási-Albert model variation with groups and homophily, we show how the visibility of minority
groups in social networks is a function of (i) their relative group size and (ii) the presence or absence of
homophilic behavior. We provide an analytical solution for this problem and demonstrate the existence
of asymmetric behavior. Finally, we study the visibility of minority groups in examples of real-world
social networks: sexual contacts, scientific collaboration, and scientific citation. Our work presents a
foundation for assessing the visibility of minority groups in social networks in which homophilic or
heterophilic behaviour is present.
Social networks are comprised of individuals with a variety of at-
tributes, such as race, age, educational background, and gender.
Commonly, these attributes are distributed unequally in the pop-
ulation. For example, in many schools across the United States
and Europe, Asian or Blacks belong to a minority group [1], or
women in science and engineering fields are a minority [2]. In
addition, homophily, the tendency to associate with similar oth-
ers, is observed in many social networks, ranging from friend-
ship to marriage to business partnerships [1, 3–6]. One study has
shown that in school friendships, Asians and Blacks are biased
towards interacting with their own race at a rate >7 times higher
than Whites and that homophily has a nonlinear relation with re-
spect to relative group sizes [7]. However, the extent to which
homophilic behaviour combined with group size differences can
put minority groups at a disadvantage by limiting their visibility
in social networks is not well understood.
Understanding the factors that impact the visibility of minori-
ties has gained importance in recent years since algorithms have
been widely used for ranking individuals in various application
domains, including search engines [8–10], recommender systems
[11, 12], or hiring processes [13–15]. These rankings are critical,
since they can influence the visibility of individuals and the op-
portunities afforded to them. Rankings are commonly based on
the topological structure of networks, and hence, the position of
individuals in their social network significantly influences their
visibility. In particular, in networks in which one group of indi-
viduals is smaller in size (minority), visibility can have a crucial
impact on the representation of the whole group. This raises fun-
damental questions about the effects of group sizes and the differ-
ent mechanisms of tie formation on the visibility of minorities in
social networks.
In this study, we utilize two main mechanisms for tie forma-
tion, homophily [3], and preferential attachment [16], to system-
atically study how relative size differences between groups in so-
cial networks, with various levels of homophily, impact the visi-
bility of nodes. In recent years, models have been proposed that
consider homophily [7, 17], or a combination of homophily and
preferential attachment in the tie formation process [18–20]. We
build on these models by systematically exploring the parame-
ter range for homophily and group size differences to explain the
emergent properties of networks and their impact on the visibil-
ity of minority and majority groups. We define visibility as the
importance of the node in the network, which is commonly mea-
sured by the degree of connectivity. Our results (cf. Figure 1 top
row for an illustration) show that the visibility of nodes in such
settings is disproportionate—i.e. visibility is not proportional to
the size of the group and varies by homophily. Since the forma-
tion of links in such networks is driven by preferential attachment
and homophily, we find that majority nodes are more visible in
homophilic networks than expected, whereas minority nodes are
more visible in heterophilic networks. Surprisingly, visibility has
an asymmetrical and non-linear effect in both homophilic and het-
erophilic regimes. We provide an analytical solution that predicts
the exponent of the degree distribution and demonstrate the pres-
ence of this asymmetric effect. We show evidence of a dispropor-
tionate visibility in three empirical networks (sexual contacts, sci-
entific collaboration, and scientific citation) with different ranges
of homophily and group size.
In the following sections, we show the analytical and numerical
results of the effect of homophily and group sizes on the degree
and visibility of nodes in social networks. We then discuss the
impact of the parameters on the ranking of nodes that belong to
different groups. Finally, we show that our model captures net-
work properties, such as the degree distributions and ranks of the
majority and minority in empirical social networks with different
group sizes and different degrees of homophily.
I. Results
Model
We use the well-known model of preferential attachment pro-
posed by Barabási and Albert [16], and we incorporate homophily
as an additional parameter to the model [19, 20]. Thus, the mech-
anism of tie formation in our model is influenced by the inter-
play between preferential attachment, via the degree of nodes,
and homophily, via node attributes. A more general version of
this model, known as the fitness model, was first proposed by
Bianconi and Barabási [21]. In this model, the probability of a
connection is the product of the degree and fitness of the node.
However, the fitness of a node is assumed to be constant regard-
less of the presence of other nodes. In our model, the fitness of a
node also depends on the attributes of other nodes.
We model social networks with two groups of nodes, in which
all the nodes from the same group behave similarly. Let us call
the two groups a and b. We define a tunable homophily param-
eter h that regulates the tendency of individuals to connect with
other individuals who belong to the same group. The homophily
parameter ranges between 0 to 1, h ∈ [0,1], where 0 means that
the nodes from one group are attracted only by nodes from the
other group (heterophily), 1 means that the nodes connect only
with similar nodes (homophily), and 0.5 indicates a homogeneous
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Figure 1 Disproportionate visibility and asymmetric effects of homophily on Baraba´si-Albert networks with minority and majority groups. The
minority group (orange nodes) represents 20% of the population. Homophily is regulated by parameter h. Panel A represents a maximally heterophilic
network (h = 0). As homophily increases, nodes prefer to connect with nodes of the same color. Panel E represents a maximally homophilic network
(h = 1.0). The top row is a schematic of the network topology generated from the model (Eq. 1) for a small network with 100 nodes. The second
row represents the resulting degree growth over simulation time steps and the third row represents the degree distribution generated from the model
for two types of nodes. The inset in the third row depicts the share of total degree for minority and majority groups and the dashed lines show the
fraction size of the group. In the heterophilic regime (0 ≤ h < 0.5), the degree of the minority group grows faster than majority. In the homophilic
regime (0.5 < h ≤ 1) the growth of the degree slows down for minorities. The network size for the second and third row are generated for N = 5000
nodes. The results are averaged over 20 simulations.
mixing with respect to group affiliation. The model consists of N
nodes and two attributes that initially are assigned to two groups
with given sizes. We call fa the fraction of nodes that belong
to group a, and fb = 1− fa the fraction of nodes that belong to
group b. We shall refer to group a as the minority and group b as
the majority, so that fb ≥ fa. At each time step, a newly arriving
node j randomly attaches to m pre-existing nodes by evaluating
their degree and group membership. Multiple linkage between
two nodes is not allowed. The probability of node j to connect to
node i is given by:
Πi =
hi jki
∑l hl jkl
(1)
where ki is the degree of node i and hi j is the homophily between
the two nodes.
In general, the homophily parameter defines the probability of
within and across group connections. For example, in the case
of two groups, we have two homophily parameters: haa (proba-
bility of connection between members of group a), hbb (proba-
bility of connection between members of group b), and the prob-
ability between groups (hab and hba) are complementary prob-
abilities (hab = 1− haa, hba = 1− hbb) . As a simplification,
one can assume homophily is regulated by only one parameter
h, considering that homophily is symmetric and complementary:
haa = hbb = h and hab = hba = 1− h. In this paper, we first pro-
vide the results for the simple case of symmetric homophily and
then discuss asymmetric homophily.
Degree growth
Figure 1 illustrates the dynamics of the degree growth by tun-
ing homophily. The minority fraction is fixed to 0.2. Our model
is generalized and incorporates two types of network interac-
tions. For the parameter range of 0 ≤ h ≤ 0.5 the network is
heterophilic, and for the range of 0.5≤ h≤ 1, the network is ho-
mophilic. In the heterophilic regime, the degree of the minority
group grows faster than the degree of the majorities (see Fig. 1
second row). The complete heterophilic case is equivalent to the
formation of bipartite networks (h= 0). The difference in the de-
gree growth reduces gradually as heterophily decreases, until we
reach the homogeneous mixing case (h= 0.5), in which groups do
3minority fraction --> 
Figure 2 The analytical and numerical degree exponent of minority (A) and majority (B) versus homophily for various minority sizes. The degree
distribution follows a power-law function, p(k) ∝ kγ in which the exponent of the distribution (γ) is shown by tuning homophily (h) and group sizes
(shown by different colors). The dashed lines are the expected degree exponents derived from our analytical derivation (see Methods) and the dots
represent the fitted value from the simulations of over 5,000 nodes. The analytical results are in excellent agreement with simulation. The size of the
minority fraction is shown for the ranges between 0.1 and 0.5. For minority nodes (A), in the heterophily regime (h < 0.5), the degree exponent ranges
from −2 to −3, which represents the advantage of these nodes to grow their degree to large values. In the homophilic regime (h > 0.5), the exponent
shows a non-linear behaviour; as the degree exponent decreases, the advantage of the minorities to grow their degree becomes limited. However, this
effect can be compensated in high homophilic regime by in-group support, which explains why the exponent increases for h > 0.8. For majorities (B),
the heterophilic situation limits their advantage of growing their degree, in particular for small minority fractions. In homophilic regime, the exponent
of the majority degree always remains close to −3 since the majority nodes do not gain extra advantage due to large group sizes.
not matter anymore and we recover the original Barabási-Albert
growth model for both groups.
In the homophilic regime (0.5 ≤ h ≤ 1), the degree of the ma-
jority grows faster than the degree of the minority until a certain
point h = 0.8. After that, the difference in growth decreases un-
til we reach the fully homophilic case (h = 1) in which the net-
work is split between the two groups, each having the same de-
gree growth. The extreme homophilic case resembles societies in
which women and men are completely segregated at schools or
some universities, e.g., in Iran or Saudi Arabia [22].
Impact of homophily and group size on degree distribution
and visibility
Figure 2 shows the exponent of the degree distribution for the
minority (Fig. 2A) and majority (Fig. 2B) by tuning homophily
and group sizes. We determine analytically the exact exponent
of the degree growth and the degree distribution as a function of
homophily (h) and minority size ( fa) (see Methods). The degree
exponent illustrates the ability of nodes to stretch their degrees to
high values and thus receive more visibility. Let us denote the de-
gree distribution p(k)∼ kγ , where γ is the exponent of the degree
distribution. When both groups are of equal size ( fa = 0.5), the
model recovers the exponent γ = −3 for the degree distributions
of both groups, as predicted from the classical Barabási-Albert
model. In the heterophilic regime (h < 0.5), as the size of the
minority decreases, the exponent of the degree distribution of the
minority increases, which indicates that the distribution stretches
to larger values. The opposite situation occurs for majorities; as
the size of the minority decreases, the exponent of the degree de-
creases which indicates that majorities are limited in stretching
their degree to large values.
The homophilic regime (h > 0.5) exhibits interesting be-
haviour. While the exponent of the degree distribution for the
majority does not change much when we tune group size or ho-
mophily, there is a non-linear effect for the minority. As ho-
mophily increases, the exponent decreases until we reach a cer-
tain homophily value (h ' 0.8), and increases afterwards (see
Fig. 2A). In the extreme homophilic case (h = 1.0) the degree
growth of both groups is similar to the homogeneous mixing case
(h= 0.5) and so are the exponents of the degree distributions.
This non-linear behaviour can be explained by the interplay be-
tween homophily and relative group size differences. Both deter-
mine the amount of competition faced by the nodes of different
groups. For the majority, heterophilic conditions are not bene-
ficial, since nodes are mostly attracted by the minority, which
as a consequence becomes extremely popular. Therefore, ma-
jority nodes have difficulties competing for the attention of the
newly arriving nodes. In the homophilic regime, the majority is
relatively indifferent because they compete for attention mostly
among themselves.
For the minority, heterophilic situations are most beneficial.
They receive the most attention from the majority, and the com-
petition for attention among minority nodes is relatively low since
they are a small group. In homophilic situations, it is much more
difficult for minority nodes to attract newly arriving nodes due to
the competition with the majority, which is not only larger in size
but also contains more popular nodes. However, in the case of
extreme homophily, no competition exists between the nodes of
different groups, and thus both groups compete only among them-
selves. The degrees of nodes in both groups grow similarly and
their degree distributions are the same as in the homogeneously
mixed case with the only difference that the network is split be-
tween the groups.
Visibility of minorities in top ranks
So far we have observed that homophily and the differences in
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Figure 3 Visibility of minorities in relation to relative group size and homophily. A) Average cumulative degree of the minority as a function of ho-
mophily, for different minority proportion (10% - 50%). In a balanced population (0.5, pink line), both groups share half of the links, independently of
the level of homophily. As the size of the minority decreases, the inequality in the share of degree increases. In a homogeneous-mixing case (h = 0.5),
the rank corresponds to the expected population size shown by the gray dashed lines. In heterophilic regimes (0 ≤ h < 0.5), the minority takes advan-
tage of the population size effect. In homophilic regimes (0.5 < h ≤ 1), we observe that the degree of minorities is below the expectation and it is re-
covered only in the extreme homophilic case (h= 1) by full in-group support. B) Fraction of minority nodes that are found in the top d% of nodes with
the highest degree. The fraction of nodes belonging to the minority ( fa) is set to 0.2. If the group membership does not impact the attractiveness of
nodes, we expect that the presence of the minority in the top d% is proportional to its relative size (dashed line). However, the results are sensitive to
the homophily parameter. In the heterophilic case (0 ≤ h < 0.5), minorities are over-represented in the top d%. In the homophilic case (0.5 < h ≤ 1),
minorities are under-represented in the top d%. In the case of homogeneous mixing (h= 0.5) or complete homophily (h= 1.0), minorities are presented
in the top d% as expected from their relative size.
group sizes have an effect on the degree growth and the degree
distribution of groups. Although these findings may be rather triv-
ial, the outcome of such interactions on the visibility of groups is
striking.
Figure 3A depicts the average total degree share of the minority
as a function of homophily. Colors represent different minority
sizes. The results for the majority group are complementary. In
the extreme heterophilic case (h = 0), a minority group that rep-
resents 20% of the total population (light blue line) receives more
than 40% of all degrees. This result resembles the idea of major-
ity illusion in which the majority of nodes perceives the opinion
of the minority as the majority opinion because they are exposed
mainly to minority nodes [23]. As the homophily between groups
increases up to 0.5, the average total degree decreases to what we
would expect from the size of the minorities (dashed gray lines).
In the homophilic case (0.5≤ h≤ 1), the degree drops below what
we would expect from the population size, and thus, the minority
group as a whole is penalized for the homophilic behaviour. In
the extreme homophilic situation (h= 1), the minority group can
take advantage of full in-group support and as a result the degree
returns to the expectation that is proportional to the group size.
If we wish to examine only the top-ranked nodes, which is
a realistic scenario for users who want to explore a ranked list
of items (as in search user interfaces), the results are even more
striking. Figure 3B illustrates the probability of finding minorities
in the top d% of nodes ranked by degree. For example d = 0.2
means the fraction of nodes in the top 20% of the nodes ranked
by degree. In the heterophilic case (brown shades), nodes from
the minority are overrepresented in the top ranked nodes. In the
homophilic case (green shades), nodes from the minority are un-
derrepresented, an effect especially important for small top d %.
Given the fact that nodes with high degree are very stable in terms
of their rank [24], these results suggest that in homophilic net-
works, the majority stabilizes its position at high ranks and leaves
little opportunity for minorities to appear in the top ranks. In het-
erophilic cases, the roles are reversed: minority nodes stabilize
their position at high ranks. Given the fact that many social net-
works are homophilic with respect to attributes such as gender or
ethnicity, our results suggest that in homophilic networks majori-
ties occupy the high ranks and minorities tend to appear towards
the lower ranks compared to what we would expect from the mi-
nority size.
Visibility bias in empirical social networks
We provide evidence for the emergence of degree inequality and
rank differences in real social networks via three collected empir-
ical social networks that exhibit various ranges of group size and
homophily: sexual contacts, scientific collaboration and scientific
citation.
We first determine the value of the homophily parameter in em-
pirical networks. Established methods to quantify homophily in-
clude assortativity mixing [25] and dyadicity [26]. These mea-
sures are to quantify the significance level of outgroup links com-
pared to random expectation. However, real social networks do
not necessarily exhibit symmetric homophilic behaviours. Ob-
serving only the edges between groups does not capture this po-
tential asymmetric behaviour between groups. For example, if
homophily among minorities (fraction size = 0.2), is 0.1 and for
majorities is 0.7, the assortativity by definition will be close to
zero and similar to the case in which homophily is equal to 0.5
for both groups. However, in this case we would expect that the
number of edges that exist within the majority group is far greater
than the number of edges within the minority group, after cor-
recting for the group size. Therefore, to fully grasp asymmetric
homophilic behavior, we need to consider the fraction of links
that run between groups and within groups. Given the number of
links that run between each group and the relation between group
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Figure 4 Degree distribution of majority and minority groups in three empirical networks. A) Sexual contact network with sex-workers (blue) and
sex-buyers (orange). B) Collaboration network with men (blue) and women (orange). C) American Physical Society (APS) citation network among
two category of topics: Classical Statistical Mechanics (CSM, orange) and Quantum Statistical Mechanics (QSM, blue). The fraction of minorities are
shown in the plots ( fmin). The dashed line is the fitted line using the maximum likelihood estimate. The exponent of the fit (Fit) is compared with
the analytical exponent derived from our model (Model). Our model is able to produce a realistic degree exponent for empirical networks with various
types of homophily and group sizes.
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Figure 5 Visibility of minority groups in the top d% degree rank for three empirical networks. A) Sexual contact network (minority = sex buyers).
B) Scientific collaboration network (minority = women). C) Scientific citation network (minority = Classical Statistical mechanics (CSM)). The solid
line is measured from the empirical network and the dashed orange lines are the predicted values from the synthetic networks with a similar homophily
parameter for 5,000 nodes and averaged over 100 simulations. The dashed gray line is the relative size of the minority. In the heterophilic case of the
network of sexual contacts, the minority is overrepresented with respect to its size. In the collaboration network where homophily is moderate, the
minority is underrepresented or it is close to its relative size. In the case of the citation network that is extremely homophilic, the minority is highly
underrepresented. These results provide empirical evidence for a visibility bias in empirical networks.
sizes, homophily, and degree exponent, we can analytically deter-
mine the homophily parameter for each group (see Methods and
Fig. 7).
The analytical derivation enables us to accurately estimate the
value of the homophily parameter in empirical networks by us-
ing only the number of edges within each group given our model
parameters. We then focus on three examples of networks that
exhibit high heterophily (sexual contacts), moderate homophily
(scientific collaboration) and high homophily (scientific citation).
We assume that all networks are undirected and we focus on one
node attribute (e.g. gender or scientific field).
The first network captures sexual contacts between sex-
workers and sex-buyers [27]. The network consists of 16,730
nodes and 39,044 edges. There are 10,106 sex-workers and 6,624
sex-buyers (minority size fa = 0.4). In this network, no edges
among members of the same type exist and consequently the ho-
mophily parameter is equal to 0 for both groups, haa = hbb = 0.
The second network, which exhibits moderate homophily and
relative group size difference, depicts scientific collaborations in
computer science extracted from DBLP [28]. We used a new
method that combines names and images to infer the gender of the
scientists with high accuracy [29]. We focus on a 4-years snap-
shot of the network. After removing ambiguous names, the re-
sulting network consists of 280,200 scientists and 750,601 edges
(paper co-authorships) with 63,356 female scientists and 216,844
male scientists ( fa = 0.23). We measure the homophily among
women (haa = 0.56) and among men (hbb = 0.57) and find a
slight tendency for men to connect more among themselves than
women.
The last network captures scientific citations in the American
Physical Society (APS) corpus that exhibits strong homophily.
Citation networks reveal how much attention communities around
different topics attribute to each other. We use PACS identifier
to select papers on the same topics. In this case we chose sta-
tistical physics, thermodynamics and nonlinear dynamical sys-
tem sub-fields (PACS = 05). Within a specific sub-field there are
many sub-topics that form communities of various sizes. To make
the data comparable with our model, we choose two sub-topics
that are relevant, namely classical statistical mechanics (CSM -
05.20.-y) and quantum statistical mechanics (QSM - 05.30.-d).
6The resulting network consist of 1,853 scientific papers and 3,627
citation links. The minority group in these two sub-topics is
CSM ( fa = 0.38). We find weaker homophily for the CSM pa-
pers (haa = 0.8) than for QSM papers (hbb = 1), which indicates
asymmetric, homophilic behavior in citation networks.
To evaluate our model against the data, we compare the expo-
nent of the empirical degree distribution with the exponent gen-
erated from our model given the same empirical homophily and
group size values. To estimate the exponent of the empirical de-
gree distribution we use the maximum-likelihood fitting method
[30, 31]. The exponent of the degree distribution generated from
the model is calculated analytically (see Methods).
Figure 4 displays degree distribution of minorities and majori-
ties in the three empirical networks. The exponent of the degree
distributions of networks generated with our model agrees well
with the empirical degree exponents using maximum-likelihood
fit.
Similar to the previous section, we also examine the top nodes
ranked by degree. Figure 5 illustrates the probability of finding
minorities in the top d % of nodes ranked by degree. In the het-
erophilic case of the network of sexual contacts Fig. 4A, the mi-
nority is overrepresented with respect to its size. In the scientific
collaboration Fig. 5B in which homophily is moderate, the mi-
nority rank is close to its relative size. In the case of the scientific
citation Fig. 5C which is extremely homophilic, the representa-
tion of the minority is highly underestimated. We provide the
results of the ranks in synthetic networks with similar homophilic
parameters (dashed orange lines). Despite the simplicity of the
model compare to the empirical data, the majority of ranks fall
well within the standard deviation of the model. These results
provide empirical evidence for a visibility bias in empirical net-
works and the usefulness of the model to capture biases.
II. Discussion
We demonstrate analytically and numerically that the visibility
of nodes (measured by degree) is influenced by relative group
size difference and homophily and the visibility has asymmet-
ric and non-linear properties. As the size of a minority group
decreases, minority can benefit more from heterophilic interac-
tions and suffer from homophilic interactions. However, minori-
ties can recover their visibility by full in-group support. Although
our model makes simple assumptions such as all members of the
same group behave similarly and are equally active, it lays a the-
oretical foundation for studying how the inherent properties of
networks would lead to biases in visibility or ranking of groups,
in particular minorities.
Our work can be extended in multiple ways. First, new rank-
ing algorithms can be devised to harness relative group size dif-
ferences and homophily to ensure the representativeness of mi-
norities and correct for potential biases. Second, the model can
be extended to account for directionality and multiple attributes
in networks and multiplex networks. Third, this model can be
used to study community detections in annotated networks [32],
sampling hard-to-reach populations [33] or evaluating the perfor-
mance of classifiers in machine learning tasks [34, 35]. We an-
ticipate that this work will inspire more empirical and theoretical
exploration on the impact of network structure on the visibility
and ranking of minorities to help establish more equality and fair-
ness in society.
III. Methods
Here, we provide the analytical derivation of degree growth and
the exponent of the degree distribution of the model. We do this
using two approaches; exact derivation and continuum approxi-
mation (see Appendix).
A. Exact degree dynamics
Let Ka(t) and Kb(t) be the sum of the degrees of nodes from group
a and b respectively. Since the overall growth of the network fol-
lows a Barabási-Albert process, the evolution of these quantities
verify:
Ka(t)+Kb(t) = K(t) = 2mt (2)
where m is the number of new links in the network at each time
step t. Let us denote the relative fraction of group size for each
group as fa and fb. The evolution of Ka and Kb is given in discrete
time by:

Ka(t+∆t) = Ka(t)+m
(
fa
(
1+
haaKa(t)
haaKa(t)+habKb(t)
)
+ fb
hbaKa(t)
hbbKb(t)+hbaKa(t)
)
∆t
Kb(t+∆t) = Kb(t)+m
(
fb
(
1+
hbbKb(t)
hbbKb(t)+hbaKa(t)
)
+ fa
habKb(t)
haaKa(t)+habKb(t)
)
∆t
(3)
which in the limit ∆t→ 0 gives: 
dKa
dt
= m
(
fa
(
1+
haaKa(t)
haaKa(t)+habKb(t)
)
+ fb
hbaKa(t)
hbbKb(t)+hbaKa(t)
)
dKb
dt
= m
(
fb
(
1+
hbbKb(t)
hbbKb(t)+hbaKa(t)
)
+ fa
habKb(t)
haaKa(t)+habKb(t)
) (4)
These equations verify that for haa = hbb = 0 and hab = hba = 1
(perfectly heterophilic network) we get:
dKa
dt
= m
dKb
dt
= m
(5)
and thus for the evolution of the degree of a single node:
dka
dt
= mfb
ka
∑i qiki
= mfb
ka
Kb(t)
= fb
ka
t
dkb
dt
= mfa
kb
∑i qiki
= mfa
kb
Ka(t)
= fa
kb
t
(6)
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Figure 6 Evolution of the exponents for the degree growth, sym-
metrical homophily. The exponents βa (minority) and βb (majority) are
defined in eqs. (15) and (17). h = haa = hbb is the homophily parameter
and the numbers indicate the fraction of nodes belonging to the minority
group (parameter fa).
which gives: {
ka ∝ t fb
kb ∝ t fa
(7)
Similarly, for haa = hbb = 1 and hab = hba = 0 (perfectly ho-
mophilic network) we get:
dKa
dt
= 2mfa
dKb
dt
= 2mfb
(8)
and thus for the evolution of the degree of a single node:
dka
dt
= mfa
ka
∑i qiki
= mfa
ka
Ka(t)
=
ka
2t
dkb
dt
= mfb
kb
∑i qiki
= mfb
kb
Kb(t)
=
kb
2t
(9)
which gives: {
ka ∝ t1/2
kb ∝ t1/2
(10)
Let’s make the hypothesis that Ka(t) and Kb(t) are linear func-
tions of time, so that Ka(t) = Cmt and Kb(t) = (2−C)mt given
Eq. (2). Using Eq. (4), we thus have:
dKa
dt
=Cm= m
(
f
(
1+
haaCmt
haaCmt+hab(2mt−Cmt)
)
+(1− f ) hbaCmt
hbb(2mt−Cmt)+hbaCmt
)
(11)
which can be rewritten as:
(haa−hab)(hba−hbb)C3
+((2hbb− (1− f )hba)(haa−hab)+(2hab− f (2haa−hab))(hba−hbb))C2
+(2hbb(2hab− f (2haa−hab))−2 f hab(hba−hbb)−2(1− f )hbahab)C
−4 f habhbb = 0
(12)
This equation for C can be numerically solved. Within the ranges of
values of the parameters, it has three real solutions, but only one in the
interval [0,2] and thus valid in this case. We can then derive the evolution
of the degree of a single node for both groups in the general case. Let’s
define:
Ya(t) = haaKa(t)+habKb(t)
= haaCmt+hab(2−C)mt
= mt(haaC+hab(2−C))
(13)
and
Yb(t) = hbaKa(t)+hbbKb(t)
= hbaCmt+hbb(2−C)mt
= mt(hbaC+hbb(2−C))
(14)
For group a, we have:
dka
dt
= mfa
haaka
Ya
+mfb
hbaka
Yb
=
ka
t
(
fahaa
haaC+hab(2−C) +
fbhba
hbaC+hbb(2−C)
)
=
ka
t
βa
(15)
and thus:
ka(t) ∝ tβa (16)
Similarly, for group b we have:
dkb
dt
= mfb
hbbkb
Yb
+mfa
habkb
Ya
=
kb
t
(
fbhbb
hbaC+hbb(2−C) +
fahab
haaC+hab(2−C)
)
=
kb
t
βb
(17)
80 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.200
0.400
0.500
0.60
0
0.8
00
fa = 0.1
0 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.200
0.400
0.500
0.6
00
0.8
00
1.0
00
fa = 0.2
0 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.200
0.4
00
0.
50
0
0.
60
0
0.8
00
1.0
00
1.2
00
fa = 0.3
0 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.200
0.4
00
0.
50
0
0.
60
0
0.
80
0
1.
00
0
1.
20
0
1.
40
0
fa = 0.4
0 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.200
0.400
0
.5
0
0
0.60
0
0
.8
0
0
1.
00
0
1.500
2.0
00
3.000
5.000
8.000
0 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.2
00
0.
40
0
0.500
0.6
00
0
.8
0
0
1.000
1.500
2.0
00 3.000 4.
000
0 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.200
0.
40
0
0.50
0
0.
60
0
0.
80
0
1.0
00
1.50
0
2.0
00
2.5
00
0 0.2 0.4 0.6 0.8 1
haa
0
0.2
0.4
0.6
0.8
1
h
bb
0.2
00
0.
40
0
0.5
00
0.
60
0
0.
80
0
1.0
00 1.
50
0
2.0
00
Figure 7 Evolution of the exponents for the degree growth, asymmetrical homophily. The exponents βa and βb are defined in eqs. (15) and (17).
haa and hbb are the homophily parameters. Bottom row shows the behaviour of βa and top row the behaviour of βb. Columns are ordered according to
the fraction of nodes belonging to the majority group (parameter fb), respectively fa = 0.1, 0.2, 0.3 and 0.4 from left to right. The dashed red lines
indicate the symmetrical case plotted in Fig. 6.
and thus:
kb(t) ∝ tβb (18)
We plot the evolution of these exponents βa and βb in the spe-
cial case where haa = hbb = h and hab = hba = 1− h (Fig. 6).
The general case where homophily is not symmetrical is shown
in the contour plot in figure 7. The dashed red lines indicate the
previous case of symmetric homophily.
Finally, as has been shown before, there is an inverse relation
between the exponent of the degree growth and the exponent of
the degree distribution (p(k) ∝ kγ ), as follow [16, 21] :
γ =
1
β
+1 (19)
In the case where homophily is equal to 0.5 for both groups,
we have βa = βb = 0.5, in which the model converges to classic
BA model with degree exponent p(k) ∝ k−3.
B. Estimating asymmetric homophily parameters
The analytical derivations in the previous section enable us to es-
timate the homophily parameter given the fraction of edges that
exist within each group in empirical networks.
In a network with M number of edges, let’s assume Maa is the
number of edges linking two nodes of the group a (ingroup links)
and similarly Mbb is the number of edges linking nodes of the
group b. The probability to have an ingroup link in group a can
then be defined as maa = MaaM , which depends on the group size
fa, the homophily parameter haa and the relative degree growth
exponents βa and βb:
maa =
f 2a haaαa
f 2a haaαa+ fa fbhabαb
(20)
A similar formula can be written for the group b:
mbb =
f 2b hbbαb
f 2b hbbαb+ fb fahbaαa
(21)
where αa = βaβa+βb and αb =
βb
βa+βb
are relative degree expo-
nents for each group.
Note that in the general case homophily can be asymmetric,
hab 6= hba. From our previous analytical calculations, we know
the relation between the exponent β , the group size and the ho-
mophily parameter by numerically solving equation 12 given maa
and mbb. We can then solve these nonlinear dynamical equations
and determine the expected homophily haa and hbb for group a
and b.
Results are shown in figure 8. For simplicity, we fix the value of
the homophily parameter in one group and show the relation be-
tween tunable homophily and the fraction of edges for the other
group. The dashed lines corresponds to the results of the ana-
lytical derivation, given a number of edges for each group. The
value of the homophily parameter extracted from the simulations
is shown by the dots. In the case of homophily fixed for one
group at 0.5 and same group size (panel left), we observe as ex-
pected a sigmoid function for both groups. For large value of
homophily (haa,hbb = 1), the fraction of edges between nodes of
the same group converges to the size of the group. As the size of
the minority decreases, the gap between the fraction of edges for
the minority (orange lines when the majority homophily is fixed
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Figure 8 Analytical and numerical estimation of the fraction of edges that run within each group of nodes versus homophily. Fractions of edges
within each group are denoted by maa and mbb. The homophily parameter is tuned for one group and fixed for another group. Panels from left to right
are generated for various minority sizes. The numerical results are shown by points in the plot. The analytical results are shown by dashed lines. As
the size of the minority decreases, the gap between the fraction of edges for minority (orange lines when majority homophily is fixed (hbb = 0.5)) and
majority (blue lines when minority homophily is fixed (haa = 0.5)) widen. The analytical results are derived by estimating expected homophily from
number of edges and they are in excellent agreement with the numerical results.
(hbb = 0.5)) and the majority (blue lines when the minority ho-
mophily is fixed (haa = 0.5)) widen. By tuning the group size and
fixing the homophily parameter for minorities, the majority gains
an advantage by receiving links within itself partly because of the
increase in their degree exponent and large group size differences
(blue lines).
[1] J. Moody, American journal of Sociology 107, 679 (2001).
[2] D. Beede, T. Julian, D. Langdon, G. McKittrick, B. Khan, and
M. Doms, US Department of Commerce (2011).
[3] M. McPherson, L. Smith-Lovin, and J. M. Cook, Annual review of
sociology pp. 415–444 (2001).
[4] C. Baerveldt, R. Van Rossem, M. Vermande, and F. Weerman, Con-
nections 26, 11 (2004).
[5] A. Mislove, B. Viswanath, K. P. Gummadi, and P. Druschel, in Pro-
ceedings of the third ACM international conference on Web search
and data mining (ACM, 2010), pp. 251–260.
[6] A. T. Fiore and J. S. Donath, in CHI’05 Extended Abstracts on Hu-
man Factors in Computing Systems (ACM, 2005), pp. 1371–1374.
[7] S. Currarini, M. O. Jackson, and P. Pin, Proceedings of the National
Academy of Sciences 107, 4857 (2010).
[8] S. Brin and L. Page, Computer networks and ISDN systems 30, 107
(1998).
[9] J. M. Kleinberg, ACM computing surveys (CSUR) 31, 5 (1999).
[10] D. Horowitz and S. D. Kamvar, in Proceedings of the 19th interna-
tional conference on World wide web (ACM, 2010), pp. 431–440.
[11] X. Zhou, Y. Xu, Y. Li, A. Josang, and C. Cox, Artificial Intelligence
Review 37, 119 (2012).
[12] I. King, M. R. Lyu, and H. Ma, in Proceedings of the 19th interna-
tional conference on World wide web (ACM, 2010), pp. 1355–1356.
[13] D. Boyd, Ph.D. thesis, Fordham university (2014).
[14] C. C. Miller, The New York Times, June 25 (2015).
[15] A. Chalfin, O. Danieli, A. Hillis, Z. Jelveh, M. Luca, J. Ludwig, and
S. Mullainathan, The American Economic Review 106, 124 (2016).
[16] A.-L. Barabási and R. Albert, science 286, 509 (1999).
[17] Y. Bramoullé, S. Currarini, M. O. Jackson, P. Pin, and B. W. Rogers,
Journal of Economic Theory 147, 1754 (2012).
[18] F. Papadopoulos, M. Kitsak, M. Á. Serrano, M. Boguná, and D. Kri-
oukov, Nature 489, 537 (2012).
[19] M. L. de Almeida, G. A. Mendes, G. M. Viswanathan, and L. R.
da Silva, The European Physical Journal B 86, 1 (2013).
[20] C. Avin, B. Keller, Z. Lotker, C. Mathieu, D. Peleg, and Y.-A. Pig-
nolet, in Proceedings of the 2015 Conference on Innovations in The-
oretical Computer Science (ACM, 2015), pp. 41–50.
[21] G. Bianconi and A.-L. Barabási, EPL (Europhysics Letters) 54, 436
(2001).
[22] G. Mehran, Comparative Education Review 47, 269 (2003).
[23] K. Lerman, X. Yan, and X.-Z. Wu, arXiv preprint
arXiv:1506.03022 (2015).
[24] G. Ghoshal and A.-L. Barabási, Nature communications 2, 394
(2011).
[25] M. E. Newman, Physical Review E 67, 026126 (2003).
[26] J. Park and A.-L. Barabási, Proceedings of the National Academy
of Sciences 104, 17916 (2007).
[27] L. E. Rocha, F. Liljeros, and P. Holme, PLoS Comput Biol 7,
e1001109 (2011).
[28] Dblp, http://dblp.uni-trier.de/ (2016), accessed: 2016-09-
30.
[29] F. Karimi, C. Wagner, F. Lemmerich, M. Jadidi, and M. Strohmaier,
in Proceedings of the 25th International Conference Companion
on World Wide Web (International World Wide Web Conferences
Steering Committee, 2016), pp. 53–54.
[30] A. Clauset, C. R. Shalizi, and M. E. Newman, SIAM review 51, 661
(2009).
[31] J. Alstott, E. Bullmore, and D. Plenz, PloS one 9, e85777 (2014).
[32] M. E. Newman and A. Clauset, Nature Communications 7 (2016).
[33] A. Shaghaghi, R. S. Bhopal, and A. Sheikh, Health Promotion 1, 01
(2011).
[34] M. Hardt, E. Price, N. Srebro, et al., in Advances in Neural Infor-
mation Processing Systems (2016), pp. 3315–3323.
[35] C. Dwork, M. Hardt, T. Pitassi, O. Reingold, and R. Zemel, in Pro-
ceedings of the 3rd Innovations in Theoretical Computer Science
Conference (ACM, 2012), pp. 214–226.
[36] G. Bianconi and A.-L. Barabási, EPL (Europhysics Letters) 54, 436
(2001).
[37] L. Ferretti, M. Cortelezzi, B. Yang, G. Marmorini, and G. Bianconi,
Physical Review E 85, 066110 (2012).
[38] P. L. Krapivsky, S. Redner, and F. Leyvraz, Physical review letters
85, 4629 (2000).
Acknowledgements
We thank Daniele Cassese and Renaud Lambiotte for their invalu-
able comments on the paper.
Additional information
Code and data can be found in Github repository https://
github.com/frbkrm/HomophilicNtwMinorities.git
10
APPENDIX
A. Degree distribution - continuum approximation
Here we use continuum theory similar to [21] to compute the de-
gree growth for each group. The probability that a newly entered
node j choose node i depends on the relative “fitness” of the node
i towards the node j. We approximate the relative fitness by aver-
aging fitness depends on the probability of visiting each group of
nodes. Let us denote the average fitness of a node in group a as
h¯a.
The rate of degree growth for a node in each time step depends
on number of arrival links m, the relative fitness of the node to
other nodes and its degree:
∂ki
∂ t
= m
h¯iki
∑l h¯lkl
(22)
At each time step, node i has m chances to be selected. The
sum in the denominator goes over all links that occur from t = 0
to t = t.
Assuming that the node i joins the network at time t0, the aver-
age degree of the node at time t is
ki(t, t0) = m(
t
t0
)β (h¯i) (23)
where we define
β (h¯i) =
h¯i
∑l h¯lkl
(24)
we can rewrite Eq. 22 as follows:
∂ki
∂ t
= mkiβ (h¯i) (25)
The exponent β (h¯i) is bounded, 0< β (h¯i)< 1, because number
of links always increase for a node and number of links cannot
increase faster than t.
The main difference of this model with the classical prefer-
ential attachment model is the parameter h¯i which regulates the
homophily between node i to all other nodes. If we assume that
node i belong to group a, then the average fitness of nodes in
group a, h¯a, depends on probability of visiting nodes from the
same group multiply their relative homophily and probability of
visiting nodes from different group and their relative homophily:
h¯a = faδ ( j−a)(h ja)+δ ( j−b) fb(h jb) (26)
In which fa and fb represent the fraction of nodes in group a
and b and h ja relative homophily between node from group j to
group a.
Let’s now consider the mean of the sum in the denominator of
the exponent in equation 24. In the continuum approximation, the
sum can be written as integral over nodes that are born in different
time (t0):
〈∑
l
hlkl〉=
∫
h¯ldh¯ρ(h¯)
∫ t
1
dt0ki(t, t0) (27)
In the case of homophilic graph with two groups, ρ(h¯) is equiv-
alent to the size of each group.
Inserting ki(t, t0) into the equation, and neglecting tβ when t is
large, t→ ∞, we get,
〈∑
l
hlkl〉=Cmt (28)
where
C =
∫
ρ(h¯)dh¯
hi j
1−β (h¯) (29)
C is the denominator of eq. 24 and it shows the growth of con-
nectivity probability. Inserting that into Eq. 25, we get
β (h¯) =
h¯
C
(30)
Note that in the presence of two groups,C consists of two parts,
Ca and Cb:
C =Ca+Cb (31)
Using eq. 29 we can compute the probability growth for each
group. For group a we have:
Ca =
∫
h¯
ρ(h¯)dh¯
1
1−β (h¯)
=
fahaa
1−β (h¯a)
+
fbhab
1−β (h¯b)
and
Cb =
fbhbb
1−β (h¯b)
+
fahba
1−β (h¯a)
(32)
Since in each time step only one node is arriving, the sum of all
degrees should be equivalent to all the incoming nodes and links
〈∑
i
ki〉=
∫ t
1
dt0ki(t, t0) = mt∑
s
fs/(1− q¯s) = 2mt (33)
therefore get an additional identity
∑
s
fs/(1− h¯s) = 2 (34)
where s represents number of groups which in our case group a
and b. We then can solve the self-consistent equation and get the
value ofC and therefore determine the exponent β for each group.
In [37] the authors derived the generalized form of this model
using rate equation approach [38] for nodes that are distributed in
geometrical space.
The cumulative probability that a node with fitness h¯ has a de-
gree larger than k is
P(k(t)> k) = P(t0 < t(m/k)1/β ) = t(m/k)C/h¯
Thus the probability of a node to have k links, is given by
11
p(k) =
∫
h¯
ρ(h¯)dh¯
∂P(k)
∂k
=
∫
h¯
ρ(h¯)dh¯
C
h¯
(m/k)
1
β (h¯)+1 (35)
γ(h) =
1
β (h¯)
+1 (36)
The slope of the distribution is determined by the exponent Ch¯ +
1. In the case of original Barabási-Albert model with C = 2 and
q = 1, we get p(k) ∝ k−3. The same is true in our model with
equal homophily for minorities and majorities. If homophily is
equal to 0.5, the attractiveness for both population is the same and
the sum of probabilities over time C(t) converges to 1. Therefore
the slope of the distributing will be 3.
