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Gaussian processes (GPs) are important models in supervised machine learning. Training in Gaussian pro-
cesses refers to selecting the covariance functions and the associated parameters in order to improve the outcome
of predictions, the core of which amounts to evaluating the logarithm of the marginal likelihood (LML) of a
given model. LML gives a concrete measure of the quality of prediction that a GP model is expected to achieve.
The classical computation of LML typically carries a polynomial time overhead with respect to the input size.
We propose a quantum algorithm that computes the logarithm of the determinant of a Hermitian matrix, which
runs in logarithmic time for sparse matrices. This is applied in conjunction with a variant of the quantum linear
system algorithm that allows for logarithmic time computation of the form yTA−1y, where y is a dense vector
and A is the covariance matrix. We hence show that quantum computing can be used to estimate the LML of a
GP with exponentially improved efficiency under certain conditions.
The goal of supervised machine learning is to infer a func-
tion from a labelled set of input and output example points,
known as the training data [1]. Gaussian processes (GPs) rep-
resent an approach to supervised learning that models the un-
derlying functions associated with the outputs in an inference
problem as an infinite-dimensional generalisation of a Gaus-
sian distribution. GPs offer a model suitable for capturing a
wide range of behaviours governed only by a simple set of
parameters [2].
A limiting factor for many applications of machine learn-
ing is the computational complexity of the underlying algo-
rithms. This can prove prohibitive when working with large
datasets. Machine learning has naturally arisen as a potential
application for quantum computation. In recent years, sig-
nificant progress has been made on quantum algorithms for
machine learning tasks from several directions [3]. Quan-
tum algorithms have been proposed for many of the opera-
tions commonly used in machine learning, including matrix
inversion [4], principal component analysis [5] and cluster-
ing [6, 7]. Quantum algorithms for support vector machines
[8], accelerated deep learning [9] and pattern classification
based on linear regression [10] have also emerged, and the
use of quantum annealers and adiabatic quantum computation
has begun to show promise for machine learning tasks [11–
13]. More recent advances in the field are well summarized
in [14]. A quantum algorithm for Gaussian process regression
(GPR) has previously been presented in [15]. The proposed
Quantum Gaussian Process Algorithm (QGPA) leverages the
exponential speed-up achievable in the quantum linear sys-
tem algorithm [4], and estimates the mean and variance of the
predictive distribution given by the GP. In this work, we com-
plete the quantum Gaussian process procedure by providing
a similarly efficient quantum routine to select the covariance
functions and the associated parameters necessary to train a
GP model.
An important aspect of many supervised learning ap-
proaches amounts to the ability to efficiently select preferred
variations of the model, in order to achieve better predictions.
A significant amount of attention in machine learning research
has rightfully been devoted to this process of model selec-
tion which is a somewhat under explored topic in the existing
quantum machine learning literature. In the context of GPs,
this amounts to choosing a covariance function, known as the
GP kernel. In practice, a family of functions are usually con-
sidered. The parameters of the family of kernels are referred
to as kernel hyper-parameters and a range of optimisers are
used in order to tune these hyper-parameters based on the ob-
served data. This process is commonly known as the training
of a Gaussian process.
Since model selection typically involves repeated evalua-
tion of certain cost functions that characterise how well a
given model is performing on the problem, it generally car-
ries a runtime overhead that scales polynomially with the in-
put size. As QGPA provides a speed-up in computing predic-
tions given a fixed kernel, it is desirable to also have a corre-
spondingly efficient quantum routine for kernel and parame-
ter selection. In particular, it would be desirable to evaluate a
measure of the model’s performance with a quantum routine
that supplements the main learning algorithm. With the above
motivation, we propose a quantum approach to improve the
efficiency of GP training based on evaluating the logarithm of
marginal likelihood (LML) of the Gaussian distribution of the
observed data.
We begin by reviewing the basics of Gaussian processes
with an emphasis on kernel selection and hyper-parameter
tuning. We will then introduce the first algorithm of the paper,
namely a quantum log determinant algorithm, which com-
putes the logarithm of the determinant of a Hermitian matrix.
The second algorithm builds on the well-known quantum lin-
ear system algorithm [4] and allows us to compute yTA−1y
for sparse matrix A and dense vector y. In conjunction, the
two algorithms can be applied to improve the efficiency of
evaluating the LML of a GP model, potentially yielding an
exponential improvement in performance. We conclude with
a discussion on the potential sources of estimation errors and
the practical application of our procedure.
2Following the convention of [2], we begin by introducing
the fundamentals of GPs and how model selection is typi-
cally implemented. Consider a supervised learning problem
with a set of training data T = {xi, yi}n−1i=0 , which contains n
d-dimensional inputs, {xi}n−1i=0 , and their corresponding out-
puts, {yi}n−1i=0 . We are interested in modelling the underlying
function which generated the dataset. We refer to this as the
latent function f(x). This latent function is related to the out-
put data by
y = f(x) + ǫnoise,
where ǫnoise ∼ N (0, σ2n) represents independent and identi-
cally distributed Gaussian noise, with zero mean and variance
σ2n. When given a new input, x∗, we aim to have a predictive
distribution of f∗ = f(x∗). A GPmethodmodels {f(xi)}n−1i=0
as a joint multi-dimensional Gaussian distribution, which can
be completely specified by a mean function,
m(x) = E[f(x)],
and a covariance function (or kernel function),
k(x,x′) = E[(f(x) −m(x))(f(x′)−m(x′))],
with a fixed set of hyper-parameters. For the sake of sim-
plicity, we can choose to set the GP model to have zero prior
mean. An arbitrary parametric prior mean could be equally
well learned by the techniques to follow. We write the pre-
dictive distribution of f∗, conditioned on {xi, yi}n−1i=0 and the
target input x∗, as a multi-variable Gaussian distribution:
p(f∗|x∗, T ) ∼ N (f¯∗,V[f∗]),
where f¯∗ and V[f∗] denotes the mean and the variance of the
Gaussian distribution respectively.
The aim of training is to achieve a better predictive distri-
bution for a given problem by selecting the form of the covari-
ance function and varying its parameters. The natural heuris-
tic for the suitability of a supervised learning model is the
marginal likelihood, p(y|K + σ2nI), where K ∈ Rn×n de-
notes the covariance matrix between the input points, which
is by definition symmetric positive semi-definite. We have
employed a vectorised notation for the dataset, such that
y ∈ Rn contains entries given by the outputs. Intuitively,
we wish to tune the covariance function and respective hyper-
parameters by maximising the probability of the observed data
given the GP prior. Since we have chosen the model to have
zero prior mean, we can write down the distribution of y as
y ∼ N (0,K+σ2nI). It follows that the logarithm of marginal
likelihood LML = log[p(y|K + σ2nI)] is then convenient to
compute using the following identity [2]:
LML =− 1
2
log det[K + σ2nI ]−
1
2
yT (K + σ2nI )
−1y
− n
2
log 2π. (1)
Note that σ2nI is added to account for the fact that although
our GP models the latent function as a Gaussian distribution,
the output signal is potentially noisy, and hence there is addi-
tional variance in the predicted distribution of the output. The
first term of LML only depends on the covariance matrix with
an identity noise entry, and amounts to a penalty on the com-
plexity of the model. It will disfavour models which overfit
the dataset. The second term in LML is the only one which
involves the observed output data, and is therefore responsible
for indicating how well the model is actually fitting the data.
The final term, −n2 log 2π is an easily computable normali-
sation constant. Therefore only the first two terms in LML
requires quantum algorithms for speed-up.
Classically, the runtime in computingLML is dominated by
computing matrix multiplication and determinant, and hence
scales with the data size as O(n3) in typical implementations.
A possible improvement can be achieved with optimised CW-
like algorithms [16], cutting the runtime down to O(n2.373),
although such scaling is difficult to achieve in practice. Due to
this high computational cost, a number of approximate meth-
ods have arisen within the machine learning community. Very
often GPs are constrained to a have fixed rank in order to make
the computation more manageable. In these cases a range
of methods can be used to reduce the complexity of train-
ing to O(nr2), where r is the rank of the covariance matrix
[17]. Unfortunately, this limits the complexity of the func-
tions which can be modelled by the GP and ultimately hinders
the model’s predictive performance. Other approaches, such
as hierarchical matrix factorisation [18], work well in low-
dimensional spaces but do not scale well to high dimensional
datasets which are often of interest.
More recently, stochastic trace estimation approaches have
become popular [19, 20]. These methods utilise the equal-
ity relationship between the log determinant of a matrix and
the trace of the log of the matrix. Using this relationship,
the logarithm of a matrix is approximated either by truncat-
ing the Taylor series of the matrix logarithm, or by approx-
imating it using a Chebyshev polynomial approximation of
some user specified degree d. The advantage of a trace esti-
mation approach is that raising A, or (I − A) for that matter,
still requires matrix multiplication but the speed-up arises as
the product z† log(A)z can be computed in O(n2) for some
z ∈ Rn. As such the ‘probing vectors’, z, are chosen such
that E[z† log(A)z] = Tr(log(A)) and can be done so in a
number of ways [21, 22]. Note that there are two sources
of error which occur in such an approach, namely due to the
approximation of log(A) and due to the stochastic trace esti-
mation. We draw particular attention to these stochastic trace
estimation methods as the approach considered here may be
seen as an extension of this class of algorithms. Relative to
those algorithms, our approach offers both less error, due to
an exact representation of log(K + σ2nI) to machine preci-
sion, and an exponential reduction in computation time over
classical algorithms.
We address the first term in (1) by describing a quantum
procedure to efficiently sample the eigenvalues of an n × n
Hermitian matrix A uniformly at random, based on phase es-
3timation [23–26]. This can be seen as a finite dimensional
analogue of the continuous variable model proposed in [27].
For simplicity, we will assume that n = 2N . The algorithm
then proceeds as follows:
Step 1. Prepare N qubits in maximally-mixed state,
1
n
n∑
i=1
|i〉〈i|, and store this in a first register. This can be
achieved simply by preparing the register in a random com-
putational basis state. Note that a maximally-mixed state is
maximally-mixed in any basis, hence we can choose to rep-
resent the density matrix for the system it in the eigenbasis
{|ei〉} of matrix A:
1
n
n∑
i=1
|ei〉〈ei|.
Step 2. Append a second register in a superposition state
given by 1√
T
T∑
τ=1
|τ〉, so that the composite system is in the
state
1
nT
T∑
τ,τ ′=1
n∑
i=1
|ei〉〈ei| ⊗ |τ〉〈τ ′|.
Here T is chosen to be some sufficiently large to ensure accu-
rate phase estimation as described in [24].
Step 3. Treating (−A) as a Hamiltonian (which is possible
since A is Hermitian), evolution under (−A) for time speci-
fied by the second register is simulated on the state stored in
the first register. This is achieved by applying the conditional
unitary evolution
T∑
τ=1
eiAt0τ/T ⊗ |τ〉〈τ |, where t0 = O(1/ǫ)
is chosen with respect to the ǫ-bounded error required in the
algorithm. We thus obtain the state
1
nT
T∑
τ,τ ′=1
n∑
i=1
eiλit0(τ−τ
′)/T |ei〉〈ei| ⊗ |τ〉〈τ ′|.
Step 4. Perform a quantum Fourier transform of the second
register. The resulting estimated eigenvalues of A, {λi}, are
then stored in the second register as a binary bit-string up to
a finite precision associated with the phase estimation proce-
dure. Thus this results in the system being in state
1
n
n∑
i=1
|ei〉〈ei| ⊗ |λi〉〈λi|.
Step 5. Measure the second register in computational basis
to obtain a random λi.
This sampling method can then be turned to the task of esti-
mating the log determinant ofA, by making use of the identity
〈log λi〉 = 1
n
n∑
i=1
logλi =
1
n
Tr[log(A)] =
1
n
log[det(A)].
Hence the desired quantity log[det(A)] is given by n〈logλi〉
which will need to be estimated by sampling eigenvalues of
A on repeated runs of the above procedure. The “penalty”
term of the LML can now be estimated using the eigenvalue
sampling procedure described here, by setting A = K + σ2nI .
Next we consider the second term of (1), 12y
TA−1y, which
is often referred to as the “data fit” term and relates the dense
outputs y to the assumed sparse covariance matrix K . We
will show how a modified version of the quantum linear sys-
tem algorithm (QLSA) [4] can be used in order to calculate
this term. The QLSA operates similarly to phase estimation
discussed earlier in this paper, with the addition of an ancilla
qubit which is rotated conditioned on the values of f(λi), the
eigenvalues of A, in the linear equations A|x〉 = |b〉, and
the non-linear function f . In the case of [4], f is simply the
inverse of the eigenvalues. Post-selecting this ancilla qubit
followed by the reversal of the phase estimation step results in
finding A−1|b〉 with success probability 〈b|(A−1)†A−1|b〉.
As the authors of [4] note, the transformation f(A) may be
replaced using any computable function f . Here we are in-
terested in the case when f(x) = 1√
x
rather than the original
inversion used. This new function reduces the effect of poor
conditioning by a square-root as the success probability of the
measurement step is increased as
√
x ≥ x for all 0 ≤ x ≤ 1.
We will further make use of a quantum random access mem-
ory (QRAM) [28] to prepare |y〉 = y‖y‖ with the state prepa-
ration technique described in [15], and set |b〉 = |y〉 as well
as A = K + σ2nI . As such the result of the algorithm leads
toA−
1
2 |y〉with success probability 〈y|A−1|y〉. We apply this
modified linear system algorithm in order to compute a Monte
Carlo estimate of the data fit term with mean yTA−1y and
variance bounded by 14‖y‖2σ−2n . When A is sparse and well-
conditioned, the runtime of sampling from such a distribution
is logarithmic in the dimension of y, inherited from the com-
putational cost of QLSA in [4].
The full quantum estimation of LML is obtained by com-
bining the “penalty” and the “data fit” terms. For the purpose
of GP training, we are concerned with estimating the varia-
tion, δLML, with respect to a training step, where the prefix
δ denotes the change in a quantity between steps. The fig-
ure of merit for the estimation error is the relative variance, as
it quantifies the amount of dispersion between the estimated
and the actual variation of LML. In order to demonstrate the
quantum advantage, it is therefore necessary to show that the
relative variance with respect to a change in hyper-parameter,
δθ, does not scale up with n. We consider the following,
var [δLML]
[δLML]2
=
var [log[det(A)]] + var
[
yTA−1y
]
[
∂
∂θ (log[det(A)] + y
TA−1y) δθ
]2
≤ n
2
(
var [logλi] +
1
4
〈
y2i
〉
σ−2n
)
[
∂
∂θ
(∑
i logλi +
∑
i |γi|2λ−1i
)
δθ
]2
≤
〈
(log λi)
2
〉
+ 14
〈
y2i
〉
σ−2n
〈δλi/λi + δ (|γi|2/λi)〉2
,
where we have written the y as a linear combination of the
eigenvectors, ei ofA, such that y =
∑
i γiei, and y
TA−1y =
4∑
i |γi|2λ−1i . The expectation value notation is used to denote
the average over all choices of i. Hence the relative variance
in estimating the variation of LML with respect to a training
step has no explicit dependence on n.
An important component in our algorithm is the procedure
of Hamiltonian simulation which amounts to exponentiating
A in order to construct a unitary operator e−iAt. A general
technique to achieve this is based on a Hamiltonian simu-
lation method described in [29] which is based on Szegedy
quantum walks [30]. This method enables the exponentiation
of an n × n Hermitian matrix in O˜(s logn) given oracle ac-
cess to the matrix elements, where s denotes the sparseness
of A, such that there are at most s non-zero elements in each
column/row. Here we have used the notational shorthand con-
vention O˜(x) to denoteO(x logk(x)) for any constant k, such
that slower growing contributions are omitted. When dealing
with non-sparse but low-rank matrices, another technique of
Hamiltonian simulation involving density matrix exponentia-
tion [5] can potentially be applied. Note that the covariance
matrices are by definition symmetric, real and positive semi-
definite, and therefore have very similar mathematical struc-
ture to the density matrix representation of quantum states.
Hence this seminal technique of density matrix exponenti-
ation potentially allows us to implement e−iAt in O˜(logn)
time, even if the matrix is not sparse. However it should be
noted that the covariance matrix needs to be normalised to
have unit trace for the application of density matrix exponen-
tiation. This pre-processing can be done efficiently if one can
exploit the analytical structure of the covariance matrix. It
should also be noted that if the eigenvalues of the covariance
matrix are relatively uniform, the time required to implement
the unitary for a complete cycle will scale asO(n). Hence ap-
plying density matrix exponentiation is most effective when
the covariance matrix is approximately low-rank [5]. To keep
our analysis fully general, we will include the linear sparse-
ness dependence in our counting of runtime.
The optimised phase estimation procedure [24, 25] comes
with an error, ǫλi , which scales as O(1/t0) in estimating each
λi. This implies the error associated with the logarithm of a
single eigenvalue scales as ǫ =
∣∣∣d log λidλi ǫλi
∣∣∣ = O
(
1
λit0
)
. Fur-
thermore, in the context of GP training, there generally exists
a σ2nI noise contribution to the covariance matrix, due to un-
certainty in the observed data. Thus, in general, we have the
minimum eigenvalue, λmin ≥ σ2n. Hence, the total bounded-
error single-run of the algorithm takes time scaling logarith-
mically in n as t = O˜
(
s logn
σ2
n
ǫ
)
.
Due to the linear sparseness dependence from the Hamil-
tonian simulation step, our algorithm performs best when the
covariance matrix is some constant s-sparse, in which case
our algorithm provides an exponential speed-up over the clas-
sical GP training procedure. Such sparsely constructed GPs
have found applications in a range of interesting problems,
especially when large size datasets are involved [31]. For ex-
amples, a sparse Gaussian process is used to construct a uni-
fied framework for robotic mapping in [32]. It was also ap-
plied to realistic action recognition problems in [33]. When
applied to a non-sparse covariance matrix, the density matrix
exponentiation procedure [5] can still lead to a logarithmic
time algorithm if the matrix has a low-rank structure. In other
cases, a singular value estimation scheme which circumvents
the Hamiltonian simulation step can be applied to achieve
a runtime that scales as O˜(
√
n logn), assuming the spectral
norm of A is bounded by a constant [34–36]. This provides a
polynomial speed-up over the best classical counterpart.
Returning to the comparison with classical stochastic trace
estimation methods, it is clear that the quantum algorithm of-
fers a precise method to compute log(A) rather than either the
truncated Taylor series or Chebyshev polynomial approxima-
tions. When measurements of the second register are taken, a
single log(λi) is computed and hence our proposed approach
can be seen as quantum stochastic trace estimation. The main
advantage, however, comes from the reduction in computa-
tion time from polynomial to sub-linear. A natural question
which arises is whether the complete GP training can scale
sub-linearly in n, since if not, an exponential improvement
in computing the LML in each step would yield only a poly-
nomial improvement in precision. Note that the number of
hyper-parameters is dependent only on the kernel, and thus
independent of the number of data points. Provided we are
working to constant precision, the number of optimisation
steps which require LML computation is upper bounded by
a constant.
We have shown a quantum algorithm that improves the
efficiency of calculating LML from a classical O(n3) to a
logarithmic scaling with respect to the size of input under
certain conditions. If either the structure of the covariance
matrix is constant s-sparse or approximately low-rank (such
that the density matrix exponentiation scheme can be effi-
ciently applied), our algorithm provides an exponential speed-
up. Even in cases when the Hamiltonian simulation step nec-
essarily consumes a O˜(n logn) time overhead, this quantum
algorithm still achieves a polynomial speed-up over the best
known classical approach to train full-rank GPs.
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