Wireless sensor network is a great boon to wireless technology which can be used in various critical applications, making it more familiar in emerging technologies which we use in our day to day life. Even though it has several advantages, it has some drawbacks like limited communication bandwidth, energy consumption etc. The purpose of the paper is to design an energy efficient cluster based routing protocol to minimize energy consumption since energy resource is the major life factor for a node. Usage of clustering concept in hierarchical protocol provides more advantages than any other traditional routing protocols. LEACH and LEACH-C are most commonly used hierarchical routing protocols. The author is proposing an enhancement of LEACH-C protocol, instead of using constant round time usage of adaptive variable round time method provides a multi-hop communication between distance nodes to base station. Thus by using this method, this protocol can be used for larger geographical region with less energy consumption and less cluster head death. The results were obtained by using NS2 simulator which shows the improvement of overall network efficiency by comparing with existing protocols.
INTRODUCTION
Sensor networks are becoming a major technology because of its sensing application and process the data to the user at regular time periods. This phenomenon is used in many fields such as industrial applications, military applications, home applications, agriculture and medical applications. But these sensing applications are battery oriented [1] . Thus the minimum usage of energy prolongs the network lifetime. But in some applications it"s very critical to change the battery if it totally drained off, which leads to network failure or the messages cannot be reached to the user. More energy is needed when the node is transferring data to user. Keeping all this in mind, many routing protocols have been designed. Hence for an efficient routing protocol it must consume less energy for routing the data to the user. Some of the major characteristics of WSN are [2] : 1. Network Lifetime-In WSN, nodes uses limited power supply by using batteries, which is difficult to replace in certain environment. Alternatively using solar cells provides recharging of batteries in such environment. But this is not effective enough, so energy requirement is the major factor in WSN; 2. Fault Tolerance-In WSN the nodes may run out of energy or damaged through environment changes. So it must tolerate to all such conditions. For overcoming this redundant deployment of nodes should be done by scalability. Since the nodes can be deployed in larger geographical regions, so the protocols must be scalable depending upon the architecture; 3. Programmability-If a task is completed; the nodes must have the flexibility to change their task by developing a new program. Hence ways of processing information is the main advantage in WSN; 4. MaintainabilityThe nodes must maintain their own health status by monitoring its conditions like depleting batteries or damage etc. ; 5.Quality of Service-WSN applications must be tolerant for latency, reliable detection of events, thus the quality approximation increases the quality of service.
LEACH
Low energy adaptive clustering hierarchy is a routing protocol in WSN which uses cluster based architecture and multi hop communication. Here the nodes are grouped together to form clusters which contains cluster head and this is selected by using distributed algorithm. Its main function is to aggregate the data to base station. LEACH uses a TDMA/CDMA MAC to reduce inter-cluster and intra-cluster collisions. LEACH has two operational phases: one is set up phase and another is steady state phase [13] . Formation of cluster head and cluster is done in set up phase and selects itself as a CH randomly, a predetermined fraction of nodes p elect themselves as CH"s. Here node chooses a random number, between 0 and 1. If this random number is less than a threshold value, T (n), then the node becomes a clusterhead for the present round. This threshold value is calculated by using parameters like the desired percentage to become a cluster-head, the present round, and the number of nodes not been selected as a cluster-head in the last (1/P) rounds, and it is denoted by a term G. Where the term G is a node set that involved in the CH election. [14] Once CH is elected it broadcast an advertisement message to the remaining nodes in the network and informs them that it is the new CH for the current round, after receiving this advertisement the non-cluster head members decides to join the cluster or not. This is mainly based on the signal strength of the advertisement message. Then the non CH nodes send a join request to the CH, that they will be a member of the CH. Once the CH receives these messages, based on the number of messages received it forms the cluster, then it creates a TDMA schedule and assigns time slot for each node that when it can transmit. This is been broadcasted to all non-cluster members in the cluster. Steady State Phase sensor node senses the data and transmits the data to cluster head and then goes to the sleep mode. After receiving all the data the cluster head aggregates this data to the base station. Thus the duration of steady state phase is longer than the duration of setup phase in order to minimize the overhead. Then the network goes back again into setup phase again and starts another round of selecting new CH. Each cluster uses different CDMA codes, which reduces the interference from nodes belonging to other clusters and increases the life time of the network. But still there are some disadvantages like it is not applicable to networks deployed in larger regions, this is because LEACH assumes that all nodes can transmit with enough power to reach the base station with the support of different MAC protocols. Then the elected Cluster heads will be concentrated in one part of the network. So this makes some nodes to do not have any vicinity of cluster head, dynamic clustering brings extra overhead like head changes and broadcasting advertisement messages. This overhead problem reduces the energy consumption and it also assumes that all nodes begin with the same amount of energy, assuming that cluster head also consumes same amount of energy as each node.
LEACH-C
In LEACH-C, the formation of cluster is done by using central control algorithm. This produces better clusters by spreading the CH throughout the network. Thus LEACH-C uses centralized clustering algorithm. Here steady state phase is identical as LEACH [14] . In setup phase stage, the node in the network sends their information about energy, location to the base station and it ensures that all nodes energy is evenly distributed. It calculates its average node energy level. So the nodes which are less than this level cannot become CH for the current round. So for the remaining nodes it uses an annealing algorithm to find the K optimal clusters. This algorithm minimizes the energy consumption of non-cluster head nodes during data transmission to CH. Finally when the CH is selected by the base station it broadcasts this CH-ID of the node to the network. If this ID matches to the particular node then that node will be denoted as a CH for particular round. The remaining nodes determines TDMA slot for transmission and goes of sleep when no transmission in a network [15] . The advantage of LEACH-C is CH selection is based on energy level which minimizes the failure of CH. So life time of the network will increase. The uneven clustering of problem in sensing environment this leads to overload energy consumption problem. Due to uneven clustering some clusters will be maximum sized clusters and some will be minimum sized clusters. This minimum sized cluster will transmit more number of frames to cluster head when compared to maximum sized cluster since it has less member nodes so this makes the cluster head always busy in aggregation of data to base station. Thus it consumes more amount of energy and since in LEACH-C the round time is decided during initialization of network and it is kept as constant because at starting of round every node will have high energy. So the minimum sized cluster head which spends more amount of energy will leads to cluster head death, if it happens between the rounds the members nodes will transmit frames without knowing about the death of the cluster head this will leads to wastage of energy. So the round time is kept constant until the completion of particular round wastage of nodes energy takes place or it also leads to a network failure in which nodes die due to lack of energy.
PROPOSED MECHANISM
In this paper, the author proposes a new cluster based routing protocol called as VR-LEACH which is an enhancement of LEACH-C protocol which is used to stabilize the power utilization problem of various sensor nodes and to minimize the overload energy consumption problems [16] . Fig.1 Shows VR-LEACH uses variable round time which depends upon the minimum cluster size [15, 17, 18] . Normally the network life time is divided into various rounds, and each round starts with the setup stage as like in LEACH-C, whereas every node transmits or sends its identifier Id, position through GPS and also the residual power to the sink or Base Station (BS). Then Base Station (BS) Divides the network into different optimal clusters before transmitting the cluster data to various sensor nodes and the Base Station (BS) decides the round time to be used for the current round which is called as Tcurrent [19] . Thus to stabilize the overload power utilization problem, the proposed VR-LEACH protocol uses an adaptive round-control technique. In which the round time Tcurrent is defined at the beginning of a current round and Rcurrent that mainly depends on the minimum cluster size and the maximum cluster size. The frame time Fmin for the cluster Cmin which is having the minimum size that is minimum number of nodes Mmin, is calculated (Eq. 1) as follows:
Fig 1: VR-LEACH Architecture
Where, NFavg is the average number of frames for a cluster with the size N/k. Thus from the above equation, CH of the minimum sized cluster must not transmit frames more than the average number of frames NFavg for the entire round which will reduce the overload power utilization of the Cluster Head of the minimum sized cluster head Cmin, but this is only for the minimum sized cluster the remaining clusters in the network can transmit or send more frames than the average number of frames NFavg. After describing the round time Tcurrent for the present round, the sink or Base Station (BS) transmits or sends this information to the clusters and also the broadcasts Tcurrent to all the sensor nodes within the network. Therefore, each of the nodes will decide its cluster and also its time period in the particular TDMA program and it will begin the steady state stage. The steady state stage is identical as in existing LEACH-C protocol. Above defined round time will be a variable round time which plays a vital role for energy consumption [20] . Suppose if the round time is kept as large, the operations will be long which makes cluster heads to drain more energy because a cluster head has to work for a long time by transmitting data to the base station from each cluster. Or else if the round time is kept short, nodes will consume more energy in ways of re-clustering such as frequent changes of cluster head transmitting advertisement messages which leads to consumes more energy so both ways it has problems. So the round time should be chosen taking care of the above trade-offs.
LEACH-C uses a constant round time for nodes in which it calculates round time based upon the initial number of nodes and fixes it for whole network lifetime. But the sensor networks are dynamic in nature that is nodes can be added to the network or some nodes can die due to lack of energy. In case of constant round time, if more nodes are added in the network after round time is decided, then the round time will not be sufficient to complete the operation because of inclusion of new nodes and frequent changes in re-clustering will increase the overhead of network. In other way, if nodes are not alive, then the round time is kept as long enough and this leads to consumption of more energy from cluster heads which does not have enough nodes [21] . Hence constant round time makes the network load unbalanced.so to balance the network, variable round time is used dynamically to adjust based upon the network dimensions. The nodes with very less amount of energy and a selected cluster head for a particular round may not have enough amount of energy to complete the particular round. Because at the beginning, the calculated round might be long enough because while starting every nodes will have high energy. As it process, energy will be drained which leads to the failure of cluster head which finally leads to loss of cluster data. So round time should be adaptive to network. In this paper, the calculated round time mainly depends upon the number of active nodes with its residual energy level in the network. But as network processes, the energy level in each nodes goes down, and based upon the energy level if the round time decided is very small, then it results in frequent re-clustering. So when the numbers of active nodes are very less than the round time, then it is fixed as half of the last round time. By using this method the round will be completed avoiding frequent re-clustering. Thus this approach makes the clustering algorithm more adaptive to network changes. In the beginning, every network is assigned with random and uniformly distributed nodes. For the calculation of round time, the total number of active nodes is calculated. After completion of round time calculation, clustering of nodes is done i.e. cluster head selection, cluster formation, TDMA scheduling. Data communication from nodes to base station via cluster head is processed until round time is not over. The network will end after the death of all nodes as in traditional protocols like LEACH-C which uses single hop communication. So these protocols cannot be used for larger regions. In order to overcome this, we use a T mobile agent, called a Mobile Data Collector (MDC) [22] this moves between network and collects the data from the nodes. This also helps in data processing, data aggregation and other functions etc. The normal function of MDC moves between the networks periodically and collects the data from nodes and return to the sink to dump the data. These protocols can be used in larger geographical region sensor networks with the MDC architecture, which reduces the energy consumption of the sensor nodes and increases traffic received at base station. It has a multi-hop communication for data aggregation and transmission from sensor nodes to base station with minimum energy consumption [23] . This approach enhances the network scalability for large scale environmental applications. After the cluster formation CH set up, the Time Division Multiple Access (TDMA) schedules every node to send data towards CH. Then MDCs transmit a beacon message to all CHs to upgrade their current position. When MDC"s received the data from any CH, it will direct the data towards the base station [24, 25] .
Algorithm
The results were observed by using ns2 stimulator. Generally in ns2 there are three main files in which ".tcl." is considered as the most important file, contains all node parameters such as area, interface queue length, propagation channel, antenna, number of nodes etc. Another main file is "c.p" (i.e) connection pattern its function is to provide an efficient communication between nodes and finally "S.C" (i.e) scenario pattern, its main function is to make connectivity between nodes. Here C.P is named as cluster 1 and in S.C setting a GOD file is done. In order to generate graph in ns2, AWK format is used. Figure.6 shows the flow of VR-LEACH.
Step 1: Parameter values: Parameter values have been defined at first. The parameters such as Sensing Area, Network size, Propagation model, Network interface, MAC interface, Seed, Interface queue type, Interface queue length, Antenna type, transport layer protocol, Application, Stop, MDC energy level, RX power, TX power, packet were defined at the beginning of the program.
Step 2: Global variables defined: The values of each parameter such as syntax, creation of topography for nodes and nodes position are defined.
Step 3: Trace object for NS and NAM defined: Trace object is created here which are named as trace and NAM trace. Normally this file act as a history for the running program and in trace definition we define topology of X and Y for area.
Step 4: Create GOD: It is called as general operational directory whose main function is packet forwarding and receiving, enqueue and de-queues. Here it stores the information about all the nodes so this makes easier for routing between nodes.
Step 5: Global node setting: Configuration of parameters is done in NAM window and bandwidth of MAC layer is also done and nodes are assigned to corresponding channels.
Step 6: Traffic model is defined: For movement of nodes C.P and S.C file is to be loaded. This file is already defined in TCL but now for movement of nodes this file are to loaded using puts command
Step 7: Stimulation ends: The end of stimulation time for nodes to stop communication is allocated here.
Step 8: Defining the graph values and execution of graph: Here defining of graph is done here X value and Y value for (X, Y) axis is defined according to movement of nodes. AWK format is used for generation of graph.
Step 9: Printing XY values and run: The author prints the values of Tracefd, number of nodes, routing, CP, seed, propagation and antenna by using puts command. Then the nodes start the stimulation and command is created for running the program. Fig.2 Shows the simulation result shows the comparison between existing routing protocols LEACH and LEACH-C with VR-LEACH. For sensor nodes the crucial thing is minimum energy consumption. The comparison between existing protocols with VR-LEACH. As time increases the energy consumption between the nodes increases. But our proposed mechanism shows less consumption of energy for data transmission by comparing with other protocols as time progress.
SIMULATION RESULTS

Fig 3: Throughput Vs Time
Generally throughput defines the average of successfully delivering data packets in a network. Fig.3 shows that as time increases throughput also increases. VM LEACH provides high throughput compare to LEACH and LEACH C.
Fig 4: Network lifetime Vs number of nodes
The nodes use less energy, then the lifetime of nodes in a network wills increases. Fig.4 shows by using variable round time with mobile collector leads the nodes to spend the less energy and increases the life time of the nodes. Overall network efficiency is been increased when compare to existing protocols. The MDC speed increases then delivery ratio also increases in a network. Fig.5 VM LEACH provides a good data delivery ratio by comparing to existing protocols.
