Abstract. Over the recent decades, there are many nature inspired optimization algorithms have been introduced. In this study, a newly algorithm namely Grey Wolf Optimizer (GWO) is employed for gasoline price forecasting. The performance of GWO is compared against the results produced by Artificial Bee Colony (ABC) algorithm and Differential Evolution (DE) algorithm. Measured based on Mean Absolute Percentage Error (MAPE) and prediction accuracy, the GWO is proven to produce significantly better results as compared to the identified algorithms.
Introduction
The Grey Wolf Optimizer (GWO) algorithm was firstly introduced by Mirjalili and colleagues in 2014 [1] . As a relatively new optimization algorithm, GWO has been proven to be comparable to the other existing optimization techniques, including Particle Swarm Optimization (PSO), Gravitational Search Algorithm (GSA), Differential Evolution (DE), Evolutionary Programming (EP) and Evolutionary Strategy (ES) [1] . Generally, the GWO is categorized as Swarm Intelligence (SI) technique which is a subset of Evolutionary Computation (EC) algorithm. With that, the GWO is categorized under the same group with PSO, Ant Colony Optimization (ACO), Artificial Bee Colony (ABC) algorithm and many others. As defined by Bonabeau [2] , SI is a group of social insects which work without supervision, self-organized and their community lies in the network of interactions in the colony. As for GWO, its encouraging performance in dealing with optimization issues has enriched the scientific research community and is continuously advancing. Due to its competitive performance, in this study, the GWO is employed for gasoline price forecasting. In real world application, gasoline which is primarily used for internal combustion engines is the main product produced from refining of crude oil. For each barrel of crude oil is refined; it produces about 3.05 billion barrels of finished motor gasoline [3] .
In literature, there are an encouraging numbers of published studies regarding the application of SI techniques for price forecasting. In [4] , the ABC algorithm has been employed for gold price forecasting. Compared against several other techniques which include DE, Back Propagation Neural Network (BPNN) and Least Squares Support Vector Machines (LSSVM), the ABC showed a good performance. Previously in 2010, gold price forecasting using PSO has been presented [5] . By employing small size of dataset, the results obtained suggested that the PSO can be useful for the time series data under study. The layout of this paper is organized as follows: An overview of GWO is given in Section 2. The methodology is presented Section 3, followed by the empirical results and discussion which are shown in Section 4. Finally, the conclusion is given in Section 5.
Grey Wolf Optimizer
Grey Wolf is considered as top-level predators and it is residing at the top in food chain. The population consists of 4 hierarchies, namely alpha, beta, delta and omega. The mathematical model is described in the following section.
Mathematical Model

Social Hierarchy
In GWO, the fittest solution is represented by alpha (α), followed by the second and third best solutions namely beta (β) and delta (δ) respectively. Meanwhile, the rest of the candidate solutions are considered as omega (ω). The hunting (optimization) is guided by α, β and δ while the ω follows the three groups.
Encircling Prey
During hunting, the wolves tend to encircle their prey. As to model the encircling prey, the following equation is used:
where t =current iteration, A and C = coefficient vectors, p X = position vector of the prey and X = position vector of the grey wolves. For vectors A and C , is calculated as follows:
where components of a are linearly decreased from 2 to 0 over the curse of iterations. Meanwhile, r 1 and r 2 are random vectors in the range of [0,1].
Hunting
Commonly, the hunting is guided by the alpha. However, both beta and delta might also involved in hunting occasionally. The alpha, i.e. the fittest candidate solution, beta and delta are the experts about the potential location of prey. Thus, the first three best solutions obtained so far are saved while the other agents (including omegas) are induced to update their positions based on the position of the best search agents. This is defined by:
Methodology
This section is devoted to the discussion of methodology implemented in the study. The discussion covers on research data and data preparation, experiment setup, the algorithm for GWO for the time series data of interest, benchmarking techniques and performance evaluation metrics utilized.
A. Research Data and Data Preparation
In this study, real data of gasoline prices (HU) are considered in the examination. The high frequency (daily) time series data covered is from December 1, 1997 to June 30, 1998 and are freely
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obtained from Barchart website [6] . From the sample, 70% is allocated for training purposes while the rest 30% is set for testing.
B. Experiment Setup
The variables assigned to features involved are as tabulated in Table 1 . The input arrangement utilized is as suggested in [7] . The output was the daily spot price of gasoline one month ahead (21 trading days). 
C. The Algorithm of GWO for Gasoline Price Forecasting
In this study, the goal is to minimize the error between the forecast and actual price of the HU. For that matter, in this study, the Mean Absolute Percentage Error (MAPE) is employed which is served as an objective function (see section E). The equation of HU price forecasting is modified from [5] and defined as follows: (8) where the A, B, C and D are the coefficients for HU, %Chg, Std5 and Std21 respectively (see Table  1 ) while the E is the intercept coefficient. The flow of GWO for HU price forecasting is as follows:
1. Initialization Initially, the number of search agents (grey wolves) and the maximum iteration are set. Figure 1 shows the example of possible solutions which are the parameters of interest in X. (8) to obtain the error rate. In this study, the objective function is served by MAPE (see section E). The best fitness i.e. minimum error and position (parameters) are stored as alpha's score and position. The second best fitness and position are stored as beta's score and position followed by the third best fitness and position are stored as delta's score and position. Then, the simulation is proceeds by evaluating the GWO processes (equations 1-7). The simulation is repeated until reaching the maximum iteration.
D. Benchmarking Techniques
In this study, the forecasting performance of GWO are compared with the results produced by ABC and DE. The ABC algorithm which has been introduced by Dervis Karaboga (Karaboga, 2005) is inspired from the intelligent foraging behaviour of honey bees swarm. In the algorithm, it is incorporated of of three groups of bees viz. employed bee, onlooker bees and scout bees. Meanwhile, for DE algorithm, this algorithm has been introduced by Storn and Price (1997). It is inspired by the mechanism of natural selection which considered as extension of Genetic Algorithm (GA) [8] . The difference between DE and GA is, in DE, all possible solutions have an equal chance in evaluation task, while in GA, the chance of updating the solution is depends on fitness value. Table 1 . By referring to Table 2 , lowest MAPE is recorded by GWO, which is 6.8481% when the value of A, B, C, D, and E are set to 0.2313, 0.0016, 0, 0.1199, and 0.3508 respectively. The recorded MAPE reflects the prediction accuracy obtained by GWO, which is 93.1519%. Meanwhile, DE capable to produce 8.0137% of MAPE and slightly higher MAPE was recorded by ABC, which is 9.0652%. Hence ranked last. Table 3 shows the results obtained from paired sample T-test. From the table, it shows that the statistical level of the difference of the means between the GWO and the identified algorithms is significant at 0.05% significance level. Meanwhile, , the actual and forecast values of GWO and the two identified algorithms from day 121 to 130 (testing phase) are tabulated in Table 4 . The highlighted figures indicated that the respective approach has closer prediction value as compared to the rest in certain days. 
E. Performance Evaluation Metric
Conclusion
This study reports empirical results which examine the feasibility of GWO in gasoline prices forecasting. The performance of the proposed forecasting model was guided by 2 statistical metrics, namely MAPE and PA. Later, the comparison with identified competitors was performed. The empirical results obtained suggested that proposed model superior than the identified forecasting models. This showed that this model could provide a good forecasting performance and can be applied in the time series data under study.
