The inverse ac Josephson effect is the occurrence of quantized dc voltages Vn = nmu/2e for a Josephson junction driven by a microwave source. I Levinsen et aU have shown that for hysteretic junctions constant-voltage steps can cross the zero-current axis. In this paper we will refer to these steps as zero-crossing steps. Kautz 3 and Niemeyer, Hinken, and Kautz 4 have shown experimentally that zero-crossing steps can be used with series arrays of 1474 junctions at 90 GHz to produce voltages as high as 1.2 V. More recently the National Bureau of Standards 5 has made voltage standards of up to 10 V using series arrays of up to 14 184 junctions. From the usual theoretical point of view, that of the StewartMcCumber model,6 also known as the resistively shunted junction (RSJ) model, it is expected that zero-crossing steps can exist only at voltages (or frequencies) up to about onehalf the energy gap of the superconducting tunneljunction. 3 Experimental work by Hamilton, 7 McDonald et al., g Weitz, Skocpol, and Tinkham, 9 Danchi, Habbal, and Tinkham, !() and Habbal, Danchi, and Tinkham, It shows that the simple RSJ model of the tunnel junction is not appropriate at high frequencies. Rather one must use the full theory of the junction, as developed by Werthamer, 12 for understanding their behavior at such frequencies. This theory includes two important effects left out ofthe Stewart-McCumber model: the presence of photon-assisted quasiparticle tunneling steps discovered experimentally by Dayem and Martin, 13 and explained by Tien and Gordon,!4 and the Riedel peak 's in the supercurrent response.
In this work we show from the Werthamer theory of the superconducting tunnel junction that zero-crossing ac Josephson steps can occur at frequencies much higher than thought possible previously. We begin with a review of the conventional picture ofthe Josephson junction voltage standard 3 derived from the RSJ model in Sees. II A and II B. Following this we review the Werthamer theory 12 of the Josephsonjunction in Sec. II C. This review allows us to develop the tools necessary for our picture of zero-crossing steps at high frequencies, which is the main thrust of this work. Readers who are knowledgeable about the RSJ model and Werthamer theory may wish to skip over Sees. II A-II C. In
Sec. II D we analyze the condition for the zero crossing of the Josephson steps based on the Werthamer picture in the frequency domain. This treatment is novel in that it takes into account the rounding of the Riedel peak and the presence of quasiparticle photon-assisted tunneling steps, for a junction driven by a microwave voltage source. Next, in Sec. II E, we extend this analysis to an ac current source by finding the equivalent voltage source for a particular shunt capacitance. This unites the conventional low-frequency RSJ expressions with expressions that do not rely on any lowfrequency assumptions. We describe some of the practical considerations involved in experimental verification of this work in Sec. III. In Sec. IV A we report numerical computations based on the voltage-bias theory ofSecs< II D and II E. Preliminary results from numerical simulations based on Harris'sI6.17 time-domain formulation of the Werthamer theory are discussed in Sees. IV B and IV C. These simulations support the analytical calculations derived ear1ier.
II. INVERSE AC JOSEPHSON EFFECT A. RSJ picture
The simplest and most commonly used picture in the analysis of the behavior of the Josephson junction is the Stewart-McCumber model 6 or RSJ model. In this model the Josephson junction is represented by the parallel combination of a resistor R to approximate the flow of quasiparticle currents, a capacitor C, and a current source of magnitUde Ie sin cp to represent the flow Qfpair currents. Here cp is the phase difference across the junction and leis the critical current. In the ideal zero-temperature case the product of Ie and the normal state resistance RN is given by
IcR N=1T!:J.(O)/2e.
(1)
The Josephson relation, I
V= fl¢/2e, (2) connects the voltage across the junction to the derivative of the phase difference with respect to time.
If the junction is driven by the combination of a dc current source 10 and microwave source of magnitude 11 at frequency 0) L' then the differential equation describing the time evolution of the voltage across the junction is C ~ + ; + Ie sin f/J = 10
where this equation is derived from current conservation. For ease of mathematical analysis it is conventional to normalize currents to the critical current, voltages to the feR product, and angular frequencies to 2eI eR Ifl. Typically R is interpreted as the quasiparticle leakage resistance RL for voltages below the gap voltage 2/l/ e and as the normal state resistance R N for voltages above the gap voltage. Therefore, we introduce the normalized quantities The quantity f3 is {3 = 2e1 e R 2C 1ft, (7) and the derivatives with respect to normalized time l' are denoted by the dots over ¢. This /3 is the well-known
McCumber parameter
6 describing the damping in the junction. In the limit where the phase excursions are small, the junction has a resonant response at a frequency n = {3-1/2 with quality factor Q -f3 1/2. This resonant frequency is also called the plasma frequency and is written (Up = (2elclftC) 1/2 in conventional units. In the linearized picture of the junction, the Josephson element appears as an inductor L J with inductance L J = fz/2ele , (8) which can be derived from Eqs. 
(9)
When a junction is driven by a microwave source of frequency U) L' the junction phase can be locked to the phase of the source, resulting in ac current steps at voltages and rf voltage V L cos U)IJ. If the junction has zero capacitance, and if it is driven by voltage sources only (Io = II = 0), then from Eq. (3), as shown first by Shapiro, Janus, and Holly, I the time-averaged or dc current in the junction is given by
In this equation a=:::eV l /1UuL> I n is the nth-order Bessel function and <Po is the initial junction phase. By varying the phase f/Jo' one finds that the step extends to + leJ" (2a) from the ohmic line ~lR.
A somewhat more complicated situation occurs when the Josephson junction is driven by dc and ac current sources as in Eqs. (3) 
and by integration one can obtain the junction phase f/J=f/Jo+ (v)1' + UI/nJT+n2fl 2 )sin(Hr+¢d) (13) where
OP)
is the phase of the voltage relative to the phase of the drive current. If we define
then the current through the junction is given by
From Eqs. ( 15) and (6) we obtain an equation analogous to that of (10) for the time-averaged current through the junction when the junction is locked to the drive frequency
otherwise when (v) ¥On!! then (v) = i o . Therefore, the Josephson steps occur at voltages < v) = nD. and extend from
, or in non-normalized units they extend from + I CJI1 ci \) to -Ie.}" (it) . We observe also that across the junction and the normalized drive current given by (17) B. Zero-crossing steps in the RSJ picture
In the RSJ picture, as has been noted by Levinsen et afo:' constant-voltage Josephson steps cross the zero-current axis when io = 0, or from Eqo (16) when nO. < !J" (1\ ) I ' (18) where we have used the fact that the voltage on the Josephson step < v) = no.. Because I n is less than 0.58 for n) 1, Eg.
( 18) suggests that there can be zero-crossing steps only for
where we have taken n = 1, Vgap = 2!::.je, and we have converted from normalized to conventional notation. We assume that R > R N below the gap voltage and R -R]V above the gap. For junctions with realistic J-V curves in which R Eq. (19) states that one can in principle have Josephson steps which cross the zero axis for voltages all the way up to the gap voltage. Above the gap voltage, V"ep > Vgap = 2/11 e and the resistance R ~ R N which produces a contradiction of Eq. (19) ; thus the zero-crossing condition cannot be satisfied. However, the possibility stm remains that zero-crossing steps could exist to voltages nearly equal to the gap voltage. It may be difficult to produce steps at voltages this high, because within the contcxt of the RSJ model there is a conflict between the conditions for the zero-crossing steps and the conditions for Bessel function step amplitudes. For example, the condition n ~ 1 is dearly inconsistent with zero-crossing steps [cf. Eg. (18) 1. The second condition states that f)}f3~ 1, so that if n < 1 then f3~ 1 and thus the junction must be quite hysteretic. Another problem, first pointed out by Kautz/ is that near the gap voltage the quasiparticle photon-assisted tunneling steps move the quasiparticle 1-V curve away from the current axis. We conclude that the RSJ model indicates that it may be difficult to obtain zero-crossing steps anywhere except at low frequencies and low voltages where the quasiparticle 1-V curve is close enough to the zero-current axis for the zerocrossing condition to be fulfilled for relatively small step amplitudes.
We shall show in Sec. II D that these conditions are not supported by an analysis within the framework of the Werthamer theory of the superconducting tunnel junction.
We provide a capsule summary of the main aspects of the Werthamer theory and then analyze the zero-crossing behavior.
c. Werthamer picture
Some time ago Werthamner l2 derived expressions for the tunneling current given a time-dependent voltage source 
(20)
The Fourier transform of W( 0;) is related to the voltage V( t) by the following expression: (u)e-i(ul. (21) We define the frequency (/)0 to be /uo=2eVol1i. while we define the phase a o to be the initial phase difference.
The functions lqp and lJ are the complex-valued response functions in the frequency domain. Iqp (0;) describes the response of the quasiparticles to a frequency 0), and IJ (ill) describes the response of the pair currents. The total current through the junction is the sum of these two contributions. General expressions can be found for these response functions that include both finite (nonzero) temperature as well as quasiparticle lifetime and gap anisotropy effects. 19.20 In the limit when T = 0, Werthamer '2 derived analytical expressions for these response functions. Here we display expressions for the case of identical gaps on both sides of the junction, 6. 1 = Il z = Il, which we derived from Werthamer's Eq. (13): 
. _ 2w 
and similarly for I J (t). The reality and causality of Iqp (t) is evident if we insert Eq. (24) into this equation and perform the indicated contour integration in (;)'. We wish to compare the predictions of the Werthamer theory with those of the simpler RSJ model, in particular the effect of the Riedel peak. In deriving the step amplitudes we fonow a procedure similar to that used earlier for the RSJ modeL We assume that the sinusoidal driving voltage is of the form (27) We derive from this voltage and Eq. (21) the function W«(v) , which describes the Fourier components (harmonics) of the driving voltage which affect the evolution of the junction 
The dc current components for the quasiparticle term exist only when k = k " whereas de current components are found for the Josephson term when (uo = nUlL' where n is an in- 
teger. The de current resulting from the influence of the microwave drive voltage, first derived by Werthamer, 12 is ."
The first term of this equation is obtained by substituting The experimental consequences of Eq. (30) were explored initially by Hamilton 7 who showed the expected effect of the peak in the supercurrent response on low-voltage (n -3) Josephson steps in tunnel junctions driven to large values of a (a> 12) at low frequencies, iL ~25 GHz. The slow roll-off in I J I at high frequencies was observed initially by McDonald et al. H and in more detail by Weitz and coworkers,9 both using Nb point contacts. Later when it became possible to fabricate high-quality submicrometer-area tunnel junctions, Danchi and co-workers I 0 and Habbal and co-workers II were able to demonstrate the effects of Eq. (30) at low values of a (a-1) and at high frequencies (if. = 604 GHz). All of these experimental results demonstrate convincingly that the Werthamer theory is the appropriate theory for the analysis of the behavior of tunnel junctions at high frequency, and that such analyses are on very firm ground. Equation (30) can now be used in a detailed analysis of the voltage standard which is independent of any low-frequency assumptions.
D. Zer(N:rossing steps at high frequencies
The condition for zero-crossing steps at high frequencies is the same as for the low-frequency RSJ model, namely, that the half-width of the Josephson step is greater than the quasiparticle current at the de voltage of the Josephson step. Thus from Eg. (30) that condition is I~>Iqp' where we introduce the notation
In general, condition (31) can only be solved numerically. To make the problem analytically tractable, we will make the assumption that the microwave drive voltage a==eV1j-mUL <, 1; we then expand the Bessel functions for this limit. We also choose a frequency that is at or near the Riedel peak, i.e., (UL = 4LVn, because the presence of the Riedel peak gives the step amplitudes a logarithmic divergence at the gap frequency 4LiHi. This region of frequency space has been unexplored in previous work. Before proceeding further with this analysis we find it useful to make a few notational improvements. We scale the real part of the Josephson response function I J 1 to the critical current by defining In == IJlI Ie. We also con vert from frequency to 
To third order in a, Eq. (33) yields
In a similar way one can write Eq. (32b) as
Expanding (35) to lowest order in a, we obtain
Inserting OJ L = 4LiI1i and Vo = 2AI e into Eqs. (34) and ( 36) we obtain 1 2 -
Ideally In (V;» is infinite at V;) = 2!::.le. The quasiparticle current Iqp can be at most
where we have used the value of the current just above the gap voltage for an ideal junction, given in Eq. (22) (38) can be used to determine a limit for the amount of rounding of the Riedel peak, when the rounding is described by a simple analytically derived parameteL Commonly used models of Riedel peak rounding invoke Lorentzian or Gaussian rounding of the logarithmic singularities IJ (UJ) in Eq. (23). We use a form of rounding parameter similar to that of Zorin, Likharev, and Turovets.
2o In Eq. (23) we make the following substitutions:
The resulting line shape is approximately Lorentzian in the vicinity of the gap voltage. The parameter t) controls the height of the Riedel peak as well as its half-width. At x = 1, the real part of the pair response function becomes
Forsman 8,
A variety of effects which contribute to the rounding of the Riedel peak also smooth the quasiparticle 1-V curve. Such smoothing occurs usually in two ways. One is that the abrupt jump in the quasiparticle current at the gap given in Eq. (22) for 1m = Iqp «(v) = IoC V;» is smeared out symmetrically to a finite width of '-2t). The other is that quasiparticle leakage currents are found at voltages below the gap voltage. Impurities in the superconducting electrodes or barrier oxides produce quasiparticle subgap leakage currents which can be described by a resistance typically 5-10 times the normal state resistance. Both kinds of smoothing effects may change the value of the pair response function iJi needed to fulfill the condition (31), which for the ideal junction had to be greater than 1.93. Equations (37) describe the Josephson step amplitude as well as the amplitUde of the photon-assisted quasiparticle tunneling steps. We observe that the rounding of the quasiparticle J-V curve atrects the zero-crossing condition primarily from the value of the quasiparticle current at the gap voltage. At this high a frequency, sub gap leakage currents do not alter the value of the pair response function I J 1 needed for such steps; however, they may be more important particularly at lower frequencies. The rounding mechanisms discussed above give a total jump in current from just below to just above the gap voltage of magnitude close to that used previously, i.e., 1Tf1/2eR N . At the gap voltage itself, the current is about one-half of the total jump because the smoothing is symmetrical, so we use
Using this other estimate of I o (2A/e), condition (31) and Eqs. (37) yield, after substitution for a-I, for IJ! is substituted on the right-hand side of (40) . Values of 8 that are below this limit are found in real junctions. For example, Zorin and co-workers 20 have used 8 = 0.050 to realistically simulate experimental 1-V curves of small-area, high-current density junctions. Thus zero-crossing steps should be observable in real high-current density junctions. In a later section we show that zero-crossing steps can be found for J-V curves that are significantly more rounded than typical high-quality junction J-V curves measured experimentally. We now analyze the effects of an ac current source on the behavior of the Josephson steps using a formulation of the problem that is correct at high frequencies.
E. ac current source effects at high frequencies
We investigate the effects of an ac current source with a method essentially similar to that used by Kautz to derive Eqs. (13 )-(15) for the Bessel function step amplitudes. In order to have the greatest similarity between our discussion of ac current source effects for the RSJ model and for the Werthamer theory, we recast Werthamer's equation for the current through the junction lour Eq. (20) 1 in the timedomain form discussed by Harris ' " and Tucker and Feldman. 22 We use Tucker and Feldman's notation for the quasiparticle response of the junction. In the time domain, Eq. 
where we define
The functional U (t) describes the time evolution of the junction and is given by
where ¢Yo is a constant initial phase. Here vet) includes the de vo1ta~e contribution Vo in addition to the time-varying voltage V( t). The functional U( t) depends on the entire past history of the junction. The kernels in Eqs. (42) and (43), X ( t) and I J (t) , are the causal response functions which describe the intrinsic time delays in the Josephson junction.
The function X ( t) can be written in terms of the dc J-V curve of the junction, i.e., J 4P2 as
where sgn t = 1 for t> 0 and sgn t = -1 for t < O. In this way we explicitly show that XCt) = 0 for t < O. The quantity X (t) can be written in terms of only the imaginary part of the complex response function because the response functions satisfy the Kramers-Kronig transforms. Both the real and imaginary parts of the response function contribute equally to X(t), which is a real function. In a similar way,JJ (t), the response function for the pair currents, can be written in terms of the cosine transform of the real part of the complexvalued response function for I J ((£}) [recall that (23):
)0
The equation we wish to solve is the analog of Eq. (3), the RSJ model equation for a current-hiased junction:
To keep the closest possible analogy to the RSJ model derivation discussed in Sec, II we separate the instantaneous response of the quasiparticies V(t)IR N from the delayed response I ~r (t). It is the delayed response which causes the photon-assisted tunneling steps which are not included in the RSJ model. Additional reactances, which are familiar in quantum mixer theory, also come from this term. 22 We assume now that the current through the Josephson element I J (t) is small compared to the currents through the other elements of the junction. We assume also that the voltage across the junction is sinusoidal, but with unknown de and ac amplitudes Ve" VI" and 
We solve for V;), Vf-' and <Pd given 10 and h as well as the other junction parameters. Given this V(t), then UU) becomes -ik(u"t+4>,,) U(t) = e . Ie" 
Equation (51) is familiar as the large-signal problem in quantum mixer theory in which one determines the operating point of the mixer given a large local osciHator drive. 22 In general, Eq. (51) can be solved self-consistently by calculating B", and G w given an initial value for VI. and the known values II' C, G N , and Uh. We can also make approximate solutions to (51) for low microwave power. In this limit we retain only the k = 0, 1, -1 terms of (50a) and (SOb) in addition to expanding the Bessel functions only to low order in a.
The phase angle between the voltage and the current ¢"
can be found from Eq. (49) and is given by (52)
In the low-power limit (first order in a), Eqs. (50) for G,,, and B", can be written
where
and Btu = VLB j ,
The relation between the driving current and an equivalent voltage source can be written in the low-power limit as
At low voltages and low frequencies, Vo ~ 2t../ e and w L ~2A, the conductance
where Go = dIoe Vo)ldV, and Bl :::::;0. Hence (55) 
the high-frequency relation between driving current and equivalent ac voltage. Equation (58) is completely analogous to the low-frequency equation (56); the only difference is that the dissipative element ofthe junction at high frequencies is essentially the normal-state resistance rather than the low-voltage dynamic resistance.
F. Discussion
It is useful to compare these results with other work performed at high frequencies. Danchi et al. 23 studied the behavior of Sn-SnO-Pb tunnel junctions irradiated at 604 GHz by a far-infrared molecular laser. They found remarkable agreement between their experimental 1-V curves and simulated 1-V curves based on a current-biased RSJ model with noise and with photon-assisted quasiparticle tunneling steps. These steps were put in by adding to the RSJ model current at a particular voltage the current contribution from photon-assisted tunneling. Here the photon-assisted tunneling contribution was that calculated for an rf voltage bias and a de voltage bias. The quality of the agreement between the simulation and data was surprising considering that their procedure was somewhat ad hoc. They argued that the junction was effectively voltage biased because ofthe large value of the wLRNC product for their junctions at the 604 GHz laser frequency. The analytic calculation discussed in Secs. II D and II E rigorously shows that the procedure they used was correct. Another problem with their analysis was in determining the correct impedance for the calculation of a from the rf drive current. In the formulation of the problem we have used here, this impedance comes out quite naturally.
iH. PRACTICAL CONSIDERATIONS
For a voltage standard at high frequencies to actually work in practice, several conditions must be fulfilled. The most significant are that superconducting tunnel junctions of sufficient quality and reliability must be fabricated, that the standard must maintain a stable voltage, and that sufficient microwave drive power should be available at the desired frequency. Stability on the zero-crossing step is perhaps the most significant factor that affects the whole design, as has been discussed thoroughly by Kautz, Hamilton, and Lloyd. 24 We apply some of the methods of their analysis to the situation of interest here: that of a junction being driven at frequencies near the gap frequency. These authors have discussed the design of the individual junctions that make up the standard in terms of junction current density J c ' length /, and width w. We briefly review these requirements for com-pleteness of this discussion. To obtain Bessel function step amplitudes, the junction must be driven at a frequency above the plasma frequency [condition (11)}. This condition can be interpreted as a requirement on the current density of the junction,24 because the ratio of the critical current to capacitance in the expression for the plasma frequency is independent ofthejunction area. Otherwise if the driving frequency is close to the plasma frequency then chaos has been observed both in simulation at low frequencies 25 and in experiments at submillimeter wavelengths.:!6 Kautz and coworkers 24 describe a normalized parameter which is the ratio of the critical current density J e to the product of the square of the drive frequency wi and the specific capacitance C s == C /wl. This parameter which we call r is given by For a bias point at the center of the nth Josephson step, Fokker-Planck methods have been used to find the mean time between phase slips 7, which occur when the junction loses lock to the radiation field due to the thermal activation processes 25 (essentially the Johnson noise in the resistive element R). This r is also approximately the mean time for the Junction to jump between Josephson steps and is given by (60) where kT<E, and where E, the activation energy, and 1'"o, the attempt time, are given by E = full" /2e (61) and (62) In this model A1n indicates the full width of the Josephson steps. For the RSJ model, 111" =2J c 'J n (2a)!, whereas in the Werthamer theory the full width is 21], where n is given by (32a). At high frequencies, the simple expressions (60)-( 63) may not completely describe the behavior of the junction since shot noise may also significantly perturb the Josephson currents. 2., However, for the purpose of this work, which is to explore roughly the differences between the lowand high-frequency escape time r, this type of analysis is sufficient. A simple way to take into account the effects of shot noise is to define an effective temperature T~lf for the nth step, such that the mean-square noise current from shot noise is equal to that from a resistor at that elevated temperature, i.e., (64) where we have used the full width of the first step from Eq. (34 ),
which is appropriate for a-I, near the maximum width of this step. The attempt time To can also be evaluated and yields
Before evaluating Eqs. (60), (64), and (65) we turn briefly to the optimum dimensional parameters of the junction. The stability of the phase-lock state is also affected by the length and width of the junction. The microwave currents in the usual geometry for a series voltage standard propagate along the length of the junction and produce a magnetic field in the junction dielectric, which causes a non constant junction phase that grows quadratically along the junction axis.
24
This time-varying phase reduces the critical current to an effective current lower than the original critical current and hence reduces the coupling energy. The optimum junction length has been found to be (66) where ItJ is the Josephson penetration depth defined by It} == (fz/2ep o dJ c ) 1/2 and where d is the sum of the dielectric thicknesses and the penetration depths of each electrode.
UsingJ e = 2.9X 10 4 A cm-2 andd = 230nm, the optimum junction length is 1= 0.77 It J • The upper limit ofthejunction width w is set by the presence of Fiske modes, which occur beginning at the frequency (UF = (1Tlw)Jji n de,. The junction width must be small enough that the first Fiske mode occurs at a frequency higher than that of the driving frequency ())L' otherwise these modes can be excited, reducing the phase lock of the junction. The upper limit on the junction width is thus w = rr/(1)c.jfJodC, . (67) Evaluating (67) • It is important to point out that it would be useful to analyze the behavior of the junction mere fully when it is phase locked at such high driving frequencies. Based on this analysis high frequencies apparently have a significant advantage in terms of stability when locked onto the step; however, other choices exist for some of the parameters. For example, one could choose the optimum critical current based on other design strategies.
Also, one has found an optimum value of y at high frequencies, so the complete answer to the question of stability is not known at present. Further work will be necessary to sort out this important issue. It is clear that fabricating junctions according to these design criteria should not be too difficult since the junction area would he less than or approximately equal to 4pm 2 and the current densities (in the 10 4 A cm-2 range) are not too high. Coupling the electromagnetic field to an array of these junctions is a serious issue and points out some of the tradeoff's involved in designing a voltage standard to operate at high frequencies. One approach that has worked successfully is the planar bow-tie antenna on a quartz substrate, which is itself attached to a quartz hyperhemisphere. Such coupling structures have been used in studies of SIS mixers at submillimeter wavelengths. 28 Another possibility is the Vee antenna, which is a planar antenna sandwiched between quartz substrates.::!\) A stripline configuration such as that used for the 96 GHz voltage standard could also be used in a high-frequency standard. The power requirements are not too severe. The required microwave current is given by I) = {u I. eVil' which for the values of capacitance and step voltage for the example in this work is I J = 8.6 mA.24 Therefore, the drive power level PI. = (1/2)1 i Zo, where Zo is the impedance of the stripline which could be designed to be in the range from ~ 10 to 100 n. Ifwe assume that the stripline impedance is 100 fl, then PI. = 3.7 mW, while if we assume the lower value of stripline impedance, which is closer to that used in practice, P L = 0.37 mW. Far-infrared molecular lasers can produce well over 10m W at frequencies near 1 THz, so it should be possible to couple enough power into the array if we assume coupling efficiencies in the range from 4% to 40%, which should be achievable.
We conclude this section by noting that there does not appear to be any practical reason why voltage standards could not be made to operate at frequencies as high as 1.2 THz. It is dear that some of the issues discussed herein de-serve further attention before a practical standard can be developed.
IV, NUMERICAL CALCULATIONS
A. Numerical calculations with the voltageabias frequencysdomaln theory
Gap frequency drive
The analytical calculations based on Eq. (30) n D. The quasiparticle 1-V curves on the other hand must be modelled in such a way as to include both kinds of "smoothing" effects noted in Sec. n D, the smoothing of the discontinuity at the gap voltage, as well as leakage currents below the gap voltage which can be modelled by a finite subgap resistance R I .. By controlling the subgap resistance, the "width" of the quasiparticle current rise at the gap voltage, and the height of the Riedel peak we simulate the frequencydomain expressions for a real junction. Later, in the timedomain simulations discussed in the next section, a fast Fourier transform of these expressions is used to calculate response functions in the time domain.
In Fig. 1 we display realistic 1-V curves and pair-current response functions used in the numerical computations. The 1-V curves used here are simulated but realistically rounded by the method of Sollner and Powe1l 30 and were used in numerical calculations of SIS quantum mixers by Danchi and Sutton. 31 The /-V curves and the Riedel peak are rounded using the parameter t5, discussed previously, which takes on the values of 0, 0.005, 0.02, and 0.05. The gap-sharpness parameters eV'/2A and eV" /21l described by Sollner and Powell are set equal to D, the parameter describing the rounding of the Riedel peak. In this way we have a single parameter to describe the rounding of both the quasiparticle /-V curve and the Riedel peak. Weare still allowed the freedom to independently adjust the subgap leakage resistance in order to separate the two effects on the zero-crossing behavior of the junctions. The subgap leakage resistance varies also in these I-V curves with values RL = 00, 100 R N • 25 R N , and 10 R N • A numerical calculation of the Josephson step widths based on the voltage-biased junction theory of Sec. II D is shown in Figs. 2(a)-2(d) . In this figure we display the upper and lower ends of the Josephson steps (black lines) for increasing values of a, the microwave drive level. The vertical scale is in dimensionless current units in which the current is scaled to the critical current. From these plots we observe that the locking range depends on the rounding of the Riedel singularity. As expected, the more the singularity is rounded the smaller the locking range. We observe a locking range between a~O.24 and 1.47 for 8 = 0.005, whereas the locking range is reduced to between a ~ 0.40 and 1. 
Subharmonic drive
Enhanced Josephson step widths for low-voltage steps can be found when the junction is driven by subharmonics of 46./ h as has been discussed by Hamilton. 7 It may also be possible that the step width at the gap voltage is larger than the width expected from the RSJ model. Analysis of Eq. ;; = 0.005 Thus if I is an odd integer then only odd numbered steps should be enhanced, while if I is an even integer then even numbered steps are enhanced. This analysis is supported by numerical computations.
Equation (30) can be evaluated for 15 = 0.02, G N = 0.02 S, GLIG N = 0.04, and 2111e = 2.6 X 10-3 V, which is the same set of conditions as Fig. 2 (b) . We find the largest steps at the gap voltage when n = 1 and fL = 4111 h. In this case the step width is maximized when a = 1.1 and the full step width is 2.5 Ic. This can be contrasted with the RSJ model width of 1.1 Ie at a = 1.0. When 1= 2, the step at the gap voltage is the n = 2 step, which is maximized at a = 1.5 with fun width 1.47 I c ' while the RSJ model width is 0.91 Ie. When I = 3 the maximum value of the step at the gap voltage (n = 3) occurs at a = 4.0 with full width of 1.29 Ie as compared to an RSJ width of 0.87 h· for a = 2.1. Only when I = n = 1 do we observe zero-crossing steps; the step widths are significantly increased for 1= 3, n = 3 and 1= 2, n = 2, but do not cross the zero-current axis. This means that in a series array voltage standard one would have to use some dc bias current to utilize these steps. An interesting point concerns the first step (n = 1) when ft, = (l/3)411Ih. We find that this step has a maximum width of 1.57 Ie fora = 2.6 as compared to a width of 1.16 Ie for a = 1.0 from the RSJ model. Thus it appears that driving the junctions with a subharmonic of twice the gap frequency has an advantage with regard to stability when locked on the step because the steps are so much larger than expected from the RSJ model. We shall discuss stability questions in detail in Sec. III.
B. Time-domain simulations

Numerical approach
A set of FORTRAN programs has been written to simulate the behavior ofa Josephson junction, described analytically by Egs. (41) - ( 47). The algorithm for the programs is essentially as follows. Suppose the junction is located in an external circuit containing a capacitor and dc and ac current sources, and suppose that the voltage and phase are known at discrete intervals up to a time t i • We wish to obtain the voltage and phase at the next time point. We can obtain the phase if we know the voltage, since from Eq. (44) (43)], since we know the values of <P for previous times. To ensure higher accuracy, it is desirable to include the phase at the current time point in this calculation; however, the phase is one ofthe quantities we are trying to determine. This problem is solved through an iterative process as follows. The voltage Vi is defined to be the voltage at the ith time point l;, Vi "" V( ti ) . The initial value of Vi is based on a parabolic extrapolation from previous voltage points. The phase <Pi is calculated from the previous voltage and phases by
Following this the convolution integrals are computed using response functions for the quasi particles and for the pairs that had been calculated previously. This procedure yields IJ,' the total junction current. The charge on the capacitor Qi due to the junction current is computed from
Contributions to the total charge, Qton from the de and ac current sources are computed analytically from Iof:.t and III sin(wt) dt. The voltage is then ~ = QtoJc. Thus we have a new approximation to Vi and the process is iterated.
To speed the convergence of this process, an accelerated convergence technique adapted from the Aitken ~ 2 process is used,32 Once the convergence criterion is satisfied, we cease iterating and record the voltage, phase, and current, and we then continue to the next time point.
There are two methods used to compute the time-domain response functions depending on whether the junction is assumed to have ideal or realistic characteristics. For the ideal junction, the response functions can be computed from the Bessel function expressions of Harris 17 given in his Eq. (2). For more realistic junctions, however, analytical expressions for the response functions do not exist, and we must compute Fourier transforms over the frequency-domain expressions. The time domain response functions are obtained by fast Fourier transformation of the rounded quasiparticle J-V curves and pair response functions of Sec. IV A.
The simulations described below are begun at time t = 0, and it is assumed that the junction phase (j (t) = ¢o = const, and V( t) = 0 for t < o. The initial guess for V(O) may be chosen to have any value; different choices may well lead to different steady-state solutions.
Tests of the simulation
A good test of a numerical simulation of a tunnel junction is that it produces realistic J-V curves. By incrementing the bias current and taking the time average of the voltage waveform, the resulting J-V curve should agree well with the predictions of the Wert hamer theory and the RSJ model. We display in Fig. 3 large amount of hysteresis as would be expected for an 1-V curve with such a large value of capacitance and subgap leakage resistance ( 00 ). Similar 1-V curves have also been computed for different values of the junction capacitance with reduced hysteresis for smaller values of the junction capacitance, as expected, One might ask why the junction in Fig. 3 remained in the zero-voltage state until only 75% of the critical current. One possibility would be that noise could decrease the critical current below the ideal value; however, a noise source was not added to this circuit. Although numerical "noise" inevitably exists due to numerical errors, especially discretization error, it does not appear to be very serious here. Rather, the initial conditions for the simulation, in particular the initial phase, are what actually determine the point at which the voltage jumps up. In the 1-V curves so far discussed, the initial phase was set at zero and a bias current was suddenly switched on. Since no quasiparticles flow at zero voltage and no pair currents fiowat zero phase [recaEIJ(t) = Ie sin ¢], there is bias current lcte entering the capacitor but not leaving it. Hence charge builds up, a voltage drop appears, and the finite voltage state may be entered. But suppose the initial phase is <Po = rr/2. Then, even at Ide -;::::.I e , the bias current entering the capacitor may be balanced by the pair currents, and the zero-voltage state may be the steady-state solution. To test this, an 1-V curve was computed with the assumption that ¢o = rr /2 and in this case the voltage jumped up at precisely the critical current, 40,LA. Numerical noise is not likely to be a major factor in the J-V curves discussed here, because we have shown that it is not responsible for the junction prematurely entering the finite voltage state.
Another important test, however, is the behavior of the simulation when the junction is driven by an ac current source. It is useful to see jf the Josephson step amplitUdes generated by the simulation agree with the amplitUdes predicted by the voltage-biased junction theory under the conditions in which zero-crossing steps are most expected. Simulations have been performed with the rf frequency bh = 4il/1f and with values of a = e Vj/fUih ranging from 0.4 to 1.2. The initiai voltage is set equal to the gap voltage 2fl/e and the ac current source is turned on gradually. Significant bias current is supplied as the amplitUde of the ac current source is ramped upward in order to maintain the junction in the finite voltage state. Then the bias current is ramped to a final value and it is observed whether phase lock can be maintained at that de bias level. The following parameters were chosen: C = 500 fF, RN = 50 fl, 21:!./e=2.6mV,R L = 10 R N ,and8=O.02.Theresultsare presented in Table I , where they are compared with the theoretical prediction of the Werthamer theory. The step amplitudes from the simulations agree with those expected from the theory to a precision of about 1 %-2%, showing that the simulation is indeed correct.
Numerical simulations for zero-crossing steps
We now turn to the actual simulations for the zerocrossing steps. The initial voltage and phase were set at zero for all the simulations. The bias current was set at zero and We observed many cases of zero-crossing steps. Especially encouraging is that they were observed even for the realistic J-V curves, so that zero-crossing steps may be observable in realjullctions at such high frequencies. The locking behavior for any particular set of runs differing only in values of a was visibly erratic.
One result is that in the time domain simulation, locking seems to peak at a::::;0.5-O.6 rather than at 0.8, where one might expect from the voltage-biased theory calculations displayed in Figs. 2(a)-2(d) . A possible explanation comes from the fact that the initial voltage was always set to zero and that the ac current source was turned on suddenly. The ac current source takes the form 1\ sin oht. Assuming that the ac current going into the capacitor is dominated by the ac current source and that by comparison the contribution from the Josephson effect is small, we obtain the voltage waveform from the formula 1= C dV Idt. Thus a good approximation to V(t) by choosing this to be the input voltage at the start of the simulation, it is easiest for the junction to become phase locked to the first principal step. For a = 0.5, Va -Vi. = 0, and so the initial voltage is ideal for phase locking. For a = 1 phase locking occurs less frequently even though the full step widths are greater, in part because the initial voltage is not close to the ideal value -v,). Another factor in the reduced locking at a;::::: 1 appears to be that photon-assisted tunneling modifies the whole quasiparticle 1-V curve and can therefore lift the steps away from the voltage axis for values of a near 1.0. Because the initial conditions here were not controlled as carefully as the simulations upon which Table I is based, the locking ranges found were in general well below those expected from Figs. 2(a)-2(d) .
It is also evident that zero-crossing steps are more easily achieved at smaller values of D, corresponding to higher values of the Riedel peak. This is expected, since Eq. (32a) for the Josephson step widths depends on iJI which is proportional to In ( 8/ D) at the rf frequency used. In addition, more often than not higher capacitance seems to increase the occurrence of zero-crossing steps. This is also expected, because at higher capacitance the ac Josephson current becomes smaller relative to the ac current source for fixed a and the voltage waveform becomes more nearly sinusoidal, which tends to increase phase locking.
Another point that deserves mention is that the response functions were truncated in the time domain in order to save computer time. This was feasible because the response functions die off in amplitUde with time. For the pair currents greater rounding means a more rapid decrease in the amplitude of the time domain response function. Hence truncation of I J I after a certain point in time has the effect of increasing the rounding of the Riedel peak in the frequency domain. This effect becomes more important for sharper peaks. The effective height of the Riedel peak was estimated by computing f~'~ (t)cos wt dt, where 7c is the cutoiftime, for w = 21::../fi. The height was then converted into an equivalent value of 8. For fj = 0, 0.005, 0.02, and 0.05, the corresponding equivalent values were t5 = 0.015, 0.015, 0.028, and 0.048, respectively. We observe that for the sharpest peaks the errors are indeed greatest, while for the most rounded peak there appears not to be any appreciable error at all. The fact that the effective values of {j are the same for the cases fj = 0 and 0.005 helps to explain why the pattern of phase locking for the two cases appears similar. It should be kept in mind, however, that the effect of rounding the peak through truncation is not necessarily the same as that of rounding it through the technique of Sec. II D, and the full significance of the equivalent values is not clear.
We conclude that there is general agreement between the voltage-bias theory and the more general time-domain simulations, which display a more complex behavior with increasing microwave drive level. It is important to realize the complex behavior of locking with a that we have described may be due to problems with initial conditions, since these simulations were done only for one set of initial conditions, namely ¢(t) = V(t> =0 for t<O. Better agreement with voltage-bias theory ( Table I) was obtained only after a larger exploration of initial conditions than was performed for the study of the locking range with a. However, the results we have obtained are quite tantalizing and merit further time-domain simulations" Our simulations generally sup-port the conclusions based on the analytical and numerical frequency-domain calculations.
v. SUMMARY AND CONCLUSIONS
We have shown from the Wert hamer theory that zerocrossing steps are possible in principle at high frequencies as long as the voltage waveform is nearly sinusoidal. Limits on the amount of permitted rounding of the Riedel peak were derived from the analytical calculations of Sees. n D and II E. Numerical frequency-and time-domain computations for realistic junctions support these limits. We have observed that in the time domain simulations the capacitance was sufficiently large to ensure that the voltage waveform was very nearly sinusoidal. This leaves us with the issue ofthe stability of these steps, and further numerical analysis and simula~ dons may be necessary to help address this question. Our results show that zero-crossing steps do in some cases appear to be stable for realistic junctions, at least for the short periods of time over which the simulations were run. A number of points should be kept in mind, however. First, the erratic locking patterns observed suggest that we are near the edges of the steps at zero bias current for our set of initial conditions. These are likely to be the least stable places on the steps. Second, there was no source of noise other than numerical noise, which does not seem to have been very important in these simulations. Real junctions, however, will always contain intrinsic noise that can disrupt phase lock. Analysis of thermal and shot noise effects on the phase-locking behavior suggests that stability of the phase lock should be significantly better at high frequencies than at the frequencies currently used for voltage standards. Third, it should also be mentioned that in the simulations the convolution integral was cut off beyond a certain point. The re~ sponse functions die off with time, and at times at which the amplitudes are sufficiently diminished, the contribution to the total integral may be neglected. While this saves enormously in computer time, some error inevitably results. The effect of cutting off the response functions at later times in the time domain is essentially that of increasing the rounding of the Riedel peak in the frequency domain. This may affect our results somewhat, although the effect should be small here. Analysis of the practical considerations involved in making a standard at high frequencies shows that optimum junction current density, length, width, and microwave power levels are all within reasonable limits.
We have also shown that the Riedel peak can increase the width of the Josephson steps at the gap voltage when the microwave drive frequency is a submultiple of twice the gap frequency. This may have a practical benefit since it is easier to find oscillators with sufficiently large power levels and tunability at 400 and 600 GHz as compared to 1.2 THz ( 4/J./ h for Nb/PblnAu edge junctions). Sufficient power levels for such frequencies could be achieved by harmonic multiplication of lower-frequency (lOO-GHz range) Gunn oscillator frequencies.
It is clear from analytical and numerical computations and the simulations done so far that the best conditions under which to search for zero-crossing steps occur when the Riedel peak is sharpest, so it is clear that junction quality is an important factor. In addition, the capacitance should be large enough to ensure that the voltage is sinusoidal. ac current sources must have sufficient amplitude for a::::;O.5 for junctions driven at twice the gap frequency. Subharmonically driven junctions need somewhat higher values of a for maximum step amplitude. Further simulations or experiments would be useful, and it would probably be best to focus on these conditions. However, previous arguments that zero-crossing steps could probably never be observed above half the gap voltage are incorrect due to neglect of the Riedel peak. Both our theoretical calculations and numerical simulations indicate that such steps can indeed occur up to the gap voltage.
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