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Abstract
The problems of computing single-valued, analytic branches of the logarithm and square root functions on
a bounded, simply connected domain S are studied. If the boundary S of S is a polynomial-time computable
Jordan curve, the complexity of these problems can be characterized by counting classes #P , MP (or
MidBitP), and ⊕P : The logarithm problem is polynomial-time solvable if and only if FP = #P . For the
square root problem, it has been shown to have the upper bound PMP and lower bound P⊕P . That is, if
P = MP then the square root problem is polynomial-time solvable, and if P = ⊕P then the square root
problem is not polynomial-time solvable.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Finding single-valued, analytic branches of a multi-valued function deﬁned on a simply con-
nected domain 1 S is a fundamental problem in computational complex analysis (cf. [8]). Many
well-known functions, such as the logarithm function and the square root function, are multi-
valued functions and have (probably inﬁnitely) many single-valued, analytic branches on certain
simply connected domains. For some domains S (e.g., the complex plane with the positive half
real axis removed), it is easy to ﬁnd these branches for these functions. However, in general, it
is not an easy task. In particular, the computational complexity of ﬁnding single-valued, analytic
branches often depends on the topological structure and complexity of the domain S.
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To be more precise, let S and T be two bounded, simply connected domains in the two-
dimensional plane such that S and T are disjoint (i.e., S ∩ T = ∅). The logarithm function
deﬁned on S × T is the multi-valued function log(z − a) that satisﬁes elog (z−a) = z − a for
z ∈ S and a ∈ T . It is well known that this function log (z − a) has inﬁnitely many single-valued,
analytic branches. Nevertheless, for a ﬁxed pair 〈z0, a0〉 ∈ S×T , the value f1(z−a)−f1(z0−a0)
remains the same for an arbitrary single-valued, analytic branch f1 of log (z − a) (cf. [8]). There-
fore, to compute all single-valued, analytic branches of log (z − a), we only need to compute
f1(z − a) − f1(z0 − a0) for an arbitrary single-valued, analytic branch f1 of log (z − a). The
value of f1(z − a) − f1(z0 − a0) depends on the relative locations of z and z0 in S and that of
a and a0 in T. For instance, assume that z − a0 and z0 − a0 have the same argument (i.e., there
exists an angle  ∈ [0, 2) such that z − a0 = |z − a0|ei and z0 − a0 = |z0 − a0|ei). Then, the
imaginary part of f1(z − a0) − f1(z0 − a0) depends on how many times a path in S from z0 to
z must wind around the point a0. Thus, the problem of ﬁnding single-valued, analytic branches
of log (z − a) is closely related to the problem of computing the winding numbers in a domain S,
and is dependent on the computational complexity of the domain S itself.
In this paper, we study the problem of ﬁnding the single-valued, analytic branches of the loga-
rithm function log(z−a) and the square root problem √z − a, in the context of complexity theory
of real functions of Ko and Friedman [13]. In this theory, we use the oracle Turing machine as the
basic computational model, and deﬁne the complexity of a real function in terms of precisions
of the output values of the functions under consideration. In particular, we focus on simply con-
nected domains S in the complex plane C whose boundaries S are polynomial-time computable
Jordan curves, and use notions in discrete complexity theory to characterize the computational
complexity of these functions deﬁned on such a domain.
Note that f1(z − a) − f1(z0 − a0) = (f1(z − a) − f1(z0 − a)) + (f1(z0 − a) − f1(z0 − a0))
for an arbitrary single-valued, analytic branch f1 of log(z − a), and any method of computing
f1(z−a)−f1(z0−a) also applies tof1(z0−a)−f1(z0−a0). Therefore, as far as the computational
complexity is concerned, we only need to study how to compute f1(z−a)−f1(z0 −a), for a ﬁxed
z0 ∈ S ∪ S. Under this setting, we can formally state our problem as follows. (In the following,
we let S denote the closure S ∪ S of S, and let S − a denote the domain {w − a|w ∈ S}.)
Logarithm problem. Let S be a bounded, simply connected domain whose boundary S is a
polynomial-time computable Jordan curve. Let z0 be a ﬁxed point in S. Given two points z ∈ S
and a ∈ C− S, compute f1(z − a)− f1(z0 − a), where f1 is an arbitrary single-valued, analytic
branch of log z on domain S − a.
Similarly, the problem of computing single-valued, analytic branches of
√
z − a can be formu-
lated in the following form.
Square root problem. Let S be a bounded, simply connected domain whose boundary S is a
polynomial-time computable Jordan curve. Let z0 be a ﬁxed point in S. Given two points z ∈ S
and a ∈ C − S, compute f1(z − a)/f1(z0 − a), where f1 is an arbitrary single-valued, analytic
branch of
√
z on domain S − a.
We observe that, in the above two problems, when z or a is on or very close to the boundary
S, the function value, or its approximation, may be incomputable or very hard to compute. This
is because the underlying function cannot, in general, be extended beyond S, and because the
problem of determining whether a point z is on a computable curve  is undecidable [15].
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To overcome this problem, we adopt a less restrictive model of computation and allow the
oracle Turing machines that compute these functions to make errors when z or a is very close
to the boundary S. We use a simple rule to control the errors: when the oracle Turing machine
computes the value of a function at z and a up to precision 2−n, it may make errors if either z or
a is close to S within a distance of 2−n. (This approach is similar to the one used in Chou and
Ko [3] in the study of the membership problem of a two-dimensional domain.)
Based on this less restrictive model, we are able to characterize the computational complexity
of the logarithm problem and the square root problem with the counting complexity classes #P ,
⊕P and MP (also known as MidBitP in literature). (See Section 2 for the deﬁnitions of these
complexity classes.) Our main results can be stated in terms of the relations between class P and
these counting complexity classes:
(1) The logarithm problem is polynomial-time solvable if and only if FP = #P .
(2) If P = MP , then the square root problem is polynomial-time solvable.
(3) If P = ⊕P , then the square root problem is not polynomial-time solvable.
Result (1) reﬂects the intuition, as discussed earlier, that computing single-valued, analytic
branches of the logarithm function is closely related to the computation of winding numbers,
which is known to have complexity P #P (see [3]). It is interesting to point out, though, that the
technique of computing winding numbers by integration along the boundary S, as used in Chou
and Ko [3], is not sufﬁcient for our problem here. Instead, our algorithm for the logarithm and
square root problems is more involved and makes use of many properties of simply connected
domains and Jordan curves. We include a detailed description of this method in Section 3.
Our basic computational model for real-valued functions and two-dimensional regions is the
oracle Turing machine. For the general theory of computable analysis based on the Turing ma-
chine model, see, for instance, Pour-El and Richards [16] and Weihrauch [19]. For the theory
of computational complexity of real functions based on this computational model, see Ko [9].
The extension of this theory to include the computational complexity of two-dimensional regions
has been presented in Chou and Ko [3]. Computational complexity of problems related to two-
dimensional regions has been studied recently in several directions, including the study of Julia
sets [1,2,17,18], the study of fractals [10,14,11,12], and the study of the path-ﬁnding problems
[4,5]. All these works used Turing machines and oracle Turing machines as the basic model.
2. Deﬁnitions and notation
2.1. Basic notation
This paper involves notions used in both discrete computation and continuous computation.
The basic computational objects in discrete computation are integers and strings in {0, 1}∗. The
length of a string w is denoted (w). We write 〈w1, w2〉 to denote the pairing function on w1 and
w2. We write ‖S‖ to denote the number of elements in a (ﬁnite) set S.
The basic computational objects in continuous computation are dyadic rationals D = {m/2n :
m ∈ Z, n ∈ N}, and we denote Dn = {m/2n : m ∈ Z}. Each dyadic rational d has inﬁnitely many
binary representations with arbitrarily many trailing zeros. For each such representation s, we write
(s) to denote its length. If the speciﬁc representation of a dyadic rational d is understood (often
the shortest binary representation), then we write (d) to denote the length of this representation.
We use R to denote the class of real numbers and C the class of complex numbers. A complex
number z = x + iy is also denoted by 〈x, y〉. For any point z ∈ C and any set S ⊆ C, we let
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(z, S) be the distance between z and S; that is, (z, S) = inf{|z− z′| : z′ ∈ S}, where | · | denotes
the absolute value. The complement of a set S is written as Sc, the closure of a set S is written
as S, and the boundary of a set S is written as S. In this paper we consider simply connected
domains, that is, nonempty, open, connected subsets of C without “holes”.
We say a function  : N→D binary converges to (or represents) a real number x, if (i) for
all n0, (n) ∈ Dn, and (ii) for all n0, |(n) − x|2−n. For any x ∈ R, there is a unique
function bx : N→D that binary converges to x and satisﬁes the condition x − 2−n < bx(n)x
for all n0. We call this function bx the standard Cauchy function for x. We say two functions
x,y : N→D binary converge to (or represent) a complex number 〈x, y〉 if x and y binary
converge to two real numbers x and y, respectively.
2.2. Computational model for continuous computation
To compute a real-valued function f : R→R, we use oracle Turing machines as the computa-
tional model. An oracle Turing machine M is an ordinary Turing machine equipped with an extra
query tape and two extra states: the query state and the answer state. The machine M makes a
query to an oracle function  : N→D as follows: ﬁrst, it writes an integer k on the query tape,
then enters the query state and waits for the answer (k). The oracle  then reads the input k,
replaces the integer k on the query tape with (k), then places the machine M on the answer state.
After the machine M enters the answer state, it continues like ordinary machines; in particular, it
can read (k) off the query tape. The action from the query state to the answer state counts only
one machine step. We use M(n) to denote the output of machine M with regard to an input n
and an oracle . We say an oracle Turing machine M operates in polynomial time if there exists
a polynomial p such that for all inputs n and all oracles , M(n) halts in time p(n).
Deﬁnition 2.1. (a) A function f : [0, 1]→R is said to be computable if there is an oracle Turing
machine M that, on an oracle function  : N→D that binary converges to a real number x and an
input n ∈ N, outputs a string d ∈ Dn such that |d − f (x)|2−n.
(b) A function f : [0, 1]→R is polynomial-time computable if it is computable by an oracle
Turing machine that operates in polynomial time.
When an oracle  used by M is the standard Cauchy function bd for a dyadic rational d, we can
simulate the computation of M using d as an input instead of an oracle. To emphasize this fact,
we write Md instead of Mbd to denote that the oracle is the standard Cauchy function of d.
The following equivalent deﬁnition for polynomial-time computable real functions f is useful.
We say a function f : [0, 1]→R has a polynomial modulus if there exists a polynomial p such
that |x − y|2−p(n) implies |f (x) − f (y)|2−n.
Proposition 2.2. A function f : [0, 1]→R is polynomial-time computable if and only if
(i) f has a polynomial modulus, and
(ii) There exists a Turing machine M and a polynomial p such that for any integer n and any
d ∈ Dm ∩ [0, 1], M(d, n) outputs, in time p(m + n), a dyadic rational number e such that
|e − f (d)|2−n.
The notion of computable real functions can be extended naturally to functions f : R→C and
functions f : C→C. For instance, the machine computing a function from C to C will use two
oracles  and , representing two real numbers x and y, and will output two dyadic rationals e1
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and e2, such that |〈e1, e2〉−f (〈x, y〉)|2−n. Since now a number in R (or C) can have a nonzero
integral part and thus it takes time to read the leading bits, the deﬁnition of the complexity of
a function f : R→R should be modiﬁed. We say a function f : R→R is polynomial-time
computable if there exist an oracle Turing machine M and a polynomial function p, such that for
any input n and any oracle function  representing a number x ∈ [−2m, 2m] (m ∈ N), M outputs
a dyadic rational e in time p(n + m) satisfying |e − f (x)|2−n. (We note that polynomial-time
computable real functions on R must have a polynomial growth rate; for example, similar to
the discrete exponential function (n) = 2n, the real-valued exponential function f (x) = 2x
is not polynomial-time computable on R; however, f (x) is polynomial-time computable on any
bounded, closed interval [a, b].) Polynomial-time computable functions from R to C or from C
to C can be deﬁned similarly.
A Jordan curve (simple, closed curve)  in C is polynomial-time computable if there exists
a polynomial-time computable function f : [0, 1]→C such that the range of f is , f is one-to-
one on [0, 1) and f (0) = f (1). It is well known that the interior of a Jordan curve is a simply
connected domain.
Let S be a bounded, simply connected domain in C whose boundary S is a polynomial-time
computable Jordan curve. One question is how to deﬁne the computability and complexity of a
function f : S→C. Intuitively, the computability of a complex function f : S→C can be deﬁned
as follows: f is computable on S if there exists an oracle Turing machine M such that, given any
two oracles  and  that represent a complex number z ∈ S and an input n ∈ N, M outputs a
dyadic point d such that |d−f (z)|2−n. This deﬁnition, however, appears too strict. We observe
that, in general, the function f may not have a continuous extension on the boundary S of S, and
hence the oracle Turing machine M for f may not halt on some z ∈ S, and it may require extra
time to compute the correct value of f (z) when z is very close to the boundary S.
Our approach to resolve this issue is to be less restrictive and allow the machine M that computes
f to make errors, while the errors are required to be under control. This notion is a generalization
of the notion of polynomial-time recognizable sets introduced in Chou and Ko [3].
Deﬁnition 2.3. (a) Let S be a bounded, simply connected domain whose boundary S is a com-
putable Jordan curve. A function f : S→C is computable on domain S if there exists an oracle
Turing machine M such that for any oracles (,) representing a complex number z ∈ S,
|M,(n) − f (z)|2−n for all inputs n > 0 whenever (z, S) > 2−n.
(b) Furthermore, f is polynomial-time computable on the domain S if f is computable on S by
an oracle Turing machine that operates in polynomial time.
2.3. Complexity classes
The fundamental complexity classes we are interested in are the class P of sets accepted by
deterministic polynomial-time Turing machines, and the class FP of functions (mapping strings
to strings) computable by deterministic polynomial-time Turing machines. We will also use in
this paper the following complexity classes (see [6,7]):
#P : the class of functions that count the number of accepting paths of nondeterministic poly-
nomial-time machines.
⊕P : the class of sets A for which there exists a nondeterministic polynomial-time Turing ma-
chine M such that for all x, x ∈ A if and only if there are an odd number of accepting paths
for x in M; equivalently, a set A is in ⊕P if there exists a function G ∈ #P such that for
all x, x ∈ A if and only if G(x) mod 2 = 1.
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MPb: the class of sets A for which there exist a function G ∈ #P and a function  ∈ FP such
that for all x, x ∈ A if and only if the (x)th bit in the b-ary representation of G(x) is not
zero, where b is an integer greater than one.
MP : the union of MPb over all b2.
The following properties of the complexity class #P are well known (see [6,7]) and are useful
in our constructions in Section 3.
Proposition 2.4. (a) For any function G : {0, 1}∗ → N, G is in #P iff there exist a set A ⊆ {0, 1}∗
in P and a polynomial p such that for each w ∈ {0, 1}∗, G(w) is equal to the number of strings u
of length p((w)) such that 〈w, u〉 ∈ A.
(b) Assume that a function F : {0, 1}∗ × {0, 1}∗ → N is polynomial-time computable, where
the output is written in the binary form. Then, the function G : {0, 1}∗ × 0∗ → N, deﬁned by
G(w1, 0n) =∑(w2)=n F (w1, w2), is in #P .
3. An algorithm for continuous argument functions
In this section, we will present a method for computing continuous argument functions, which
is a critical step for the logarithm problem. Throughout this section, let S be a bounded, simply
connected domain whose boundary S is a polynomial-time computable Jordan curve. We assume
that S is represented by a polynomial-time computable function f : [0, 1]→C and also use f to
denote the image of f (i.e., S).
As explained in Section 1, the logarithm problem is polynomial-time solvable if and only if
f1(z− a)− f1(z0 − a) is polynomial-time computable, where z0 is a ﬁxed point in S, z ∈ S, a ∈
C−S and f1 is an arbitrary single-valued, analytic branch of log z on domain S−a. Furthermore,
we note that we may assume that the second input point a is in a bounded domain T ⊆ C− S. To
see this, suppose all z ∈ S have |z| < m for some m > 0. Then for any point a with |a|m + 1,
the imaginary part of f1(z − a) − f1(z0 − a) is a directed angle  ∈ (−, ) from halﬂine −→az0
to halﬂine −→az . It follows that f1(z − a) − f1(z0 − a) is trivially polynomial-time computable.
This observation also applies to the square root problem. Thus, as far as the time complexity is
concerned, we may assume that |a| < m + 1; that is, let T = {a ∈ C − S : |a| < m + 1} and we
study the complexity of computing f1(z − a) − f1(z0 − a) for z ∈ S and a ∈ T . In other words,
we may assume that both z and a to the logarithm problem are bounded.
Now we deﬁne continuous argument functions. Let arg(z) denote the arguments of z ∈ C −
{〈0, 0〉}; that is, arg is a multi-valued function from C − {〈0, 0〉} to R such that z = |z|earg(z)i
(note that we also treat arg(z) as a set of real numbers). We deﬁne a function hS : S ×T→R such
that (i) for any ﬁxed point a ∈ T , hS(z, a) is continuous, (ii) hS(f (0), a) = 0 for any a ∈ T ,
and (iii) 2 · hS(z, a) equals 1 − 2 for some 1 ∈ arg(z − a) and some 2 ∈ arg(f (0) − a).
We call this function hS the continuous argument function of S. Let z0 = f (0). It is obvious that
the imaginary part of f1(z − a) − f1(z0 − a) is equal to 2 · hS(z, a), where f1 is an arbitrary
single-valued, analytic branch of log z in the domain S − a.
Lemma 3.1. (a) The logarithm problem on S is polynomial-time solvable if and only if hS(z, a)
is polynomial-time computable.
(b) The square root problem on S is polynomial-time solvable if and only if the function
(hS(z, a) mod 2) is polynomial-time computable.
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Proof. Statement (a) holds because for any single-valued, analytic branch f1 of log z on S − a,
f1(z−a)−f1(z0 −a) = log |z − a|− log |z0 − a|+hS(z, a) ·2i and log |z − a|− log |z0 − a|
is polynomial-time computable.
Statement (b) holds because for any single-valued, analytic branch f1 of
√
z on S − a,
f1(z − a)/f1(z0 − a) = (√|z − a|/√|z0 − a|)ehS(z,a)i , and e2i = 1 and √|z − a|/√|z0 − a|
is polynomial-time computable. 
Now we consider how to compute hS(z, a) for z ∈ S and a ∈ T . For a point z = f (t) on
S, we can compute hS(z, a) by computing the integration of 1/(z − a) over the curve f ([0, t])
(note that the indeﬁnite integral of 1/(z − a) is log (z − a) + C), which is a generalization of
Theorem 6.4 in Chou and Ko [3]. We include the details in Section 3.1.
For points z ∈ S, the situation is more complicated. Intuitively, we can compute hS(z, a) as
follows (see Fig. 1 shown in Section 3.2):
(a) Let L be the halﬂine starting from z going in the direction from a to z. Then, ﬁnd a real number
t0 ∈ [0, 1] such that f (t0) lies on L, and the line segment zf (t0) lies entirely in S.
(b) Compute hS(f (t0), a) by integration; then let hS(z, a) = hS(f (t0), a).
However, we observe that, in general, Step (a) is hard to implement, since, in general, the point
t0 may be a nonrecursive real number. 2 Therefore, we cannot follow Step (a) directly. On the
other hand, what we really need is just the value of hS(f (t0), a) instead of the value of t0. We
will present, in Section 3.2, an algorithm that explores the curve S to ﬁnd some candidates t for
t0, and uses these candidate points to ﬁnd the correct value of hS(f (t0), a).
Before we describe our algorithm for hS , we observe that to compute hS(z, a), we only need to
focus on dyadic points z and a in D2. Let z1, z2 be two points in S and a1, a2 two points in C− S
such that (z1, S) > 2−n, |z2 − z1| < 2−(n+1), (a1, S) > 2−n and |a2 − a1| < 2−(n+1). Then,
|hS(z1, a1) − hS(z2, a2)|  |hS(z1, a1) − hS(z1, a2)| + |hS(z1, a2) − hS(z2, a2)|
< 1/6 + 1/6 = 1/3,
i.e.,
hS(z1, a1) − 1/3 < hS(z2, a2) < hS(z1, a1) + 1/3.
Thus, we can compute hS(z2, a2) easily from any values of arg(z2, a2) and arg(f (0), a2) and the
value of hS(z1, a1). It follows that, as far as polynomial-time computability is concerned, we only
need to make sure that the machine M that computes hS works for all dyadic points z and a.
3.1. A simple case
In this subsection, we present an algorithm for hS(z, a) for the special case where z = f (t) for
some t ∈ [0, 1] (which is given as an input). The algorithm is based on the integration technique,
which has been used by Chou and Ko [3] in the study of winding numbers.
We will consider a more general problem that does not require the closed curve S to be simple.
Let f : [0, 1]→C be a polynomial-time computable function that represents a closed curve 
2 For instance, let g : [0, 1]→R be a polynomial-time computable function such that g(x)0 for all x ∈ [0, 1]
and all roots of g are nonrecursive (cf. Corollary 4.3 of [9]). Assume that f : [0, 1]→C deﬁnes a Jordan curve and
f (t) = 〈2t, g(2t)〉 when 0 t1/2, then all intersection points of f and the halﬂine −−−−−−−−−→〈 − 1, 0〉〈1, 0〉 are nonrecursive.
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(not necessarily simple). Then, there is a continuous function gf : [0, 1] × (C − )→R, called
a continuous argument function through a curve, that satisﬁes two conditions:
(1) gf (0, a) = 0 for all a ∈ C − .
(2) gf (t, a) · 2 ∈ {1 − 0 : 1 ∈ arg(f (t), a), 0 ∈ arg(f (0), a)} for all t ∈ [0, 1] and
a ∈ C − .
Note that gf (1, a) is just the winding number 3 of a with respect to; that is, gf is an extension
of the notion of winding numbers. In addition, in the case that  is simple and S is the interior of
, gf (t, a) = hS(f (t), a) for a ∈ C − S.
Lemma 3.2 (Chou and Ko [3]). Let f : [0, 1]→C be a polynomial-time computable function
that represents an arc , and d a dyadic point in C − . Assume that there exists an  > 0 such
that (d,) > . Then there exists a polynomial-time oracle Turing machine that computes the
function gf (	,d)− gf (,d), whenever  and 	 satisfy the condition that for all t1, t2 ∈ [, 	](⊆
[0, 1]), |f (t1) − f (t2)| < .
The proof of Lemma 3.2 uses the following fact: based on the conditions given in the lemma, the
curve f ([, 	]) and the line segment f ()f (	) are homotopic with respect to C−{d}. Therefore,
the integrals of any analytic function on C − {d} over the curve f ([, 	]) and the line segment
f ()f (	) are equal to each other (see Cauchy’s theorem in Chapter 4 of [8]). In other words, the
closed curve consisting of f ([, 	]) and f (	)f () does not circle around the point d.
Theorem 3.3. Let f : [0, 1]→C be a polynomial-time computable function that represents a
closed curve . Then there exists an oracle Turing machine that computes gf in polynomial time
using a function G in #P as an oracle.
Proof. This is a slight generalization of Theorem 6.4 in Chou and Ko [3]. The inputs are t ∈ [0, 1],
a ∈ C− and an integer n. By the earlier discussion, we may assume that a is a dyadic point and t
is a dyadic rational. Then, we need to construct a polynomial-time oracle Turing machine that, on
these inputs and an oracle G ∈ #P , outputs a number d ∈ Dn that satisﬁes |d − gf (t, a)|2−n
whenever (a,) > 2−n.
Assume that f has a polynomial modulus function p. That is, |f (t1)− f (t2)|2−n for any two
numbers t1, t2 ∈ [0, 1] satisfying |t1 − t2|2−p(n). From Lemma 3.2, there exists a polynomial-
time Turing machine M that, on inputs a, , 	, n, k, computes an approximation to gf (	, a) −
gf (, a) within error 2−k , whenever 0	− 2−p(n) and (a,) > 2−n.
We now deﬁne a polynomial-time computable function F : {0, 1}∗ × (D∩[0, 1])× ((C−)∩
D2)→N as follows: for any stringw ∈ {0, 1}∗ with (w) = p(n), let iw be the nonnegative integer
2p(n)−1 whose p(n)-bit binary representation is w. For any integer i2p(n), let si = i ·2−p(n).
Let F(w, t, a) be the function computed by the following algorithm:
(1) If (w) = p(n) for any n0, then output 0.
(2) If (w) = p(n) and siw t , then output 0.
3 Informally, the winding number of a closed curve  around a point w not on  is the number of times the curve 
circles around w.
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(3) If (w) = p(n) and siw+1 < t then simulate M on input (a, siw , siw+1, n, n + p(n)) to get a
dyadic rational ew ∈ Dp(n)+n such that |ew − (gf (siw+1, a)− gf (siw , a))|2−(p(n)+n), and
output jw = (ew + 1) · 2p(n)+n.
(4) If (w) = p(n) and siw < tsiw+1 then simulate M on input (a, siw , t, n, n + p(n)) to get
a dyadic rational ew ∈ Dp(n)+n such that |ew − (gf (t, a) − gf (siw , a))|2−(p(n)+n), and
output jw = (ew + 1) · 2p(n)+n.
We note that ew must satisfy −1/4ew1/4, and so ew + 1 > 0. Thus, F(w, t, a) is always
nonnegative.
Now, deﬁne G(0m, t, a) = ∑(w)=m F(w, t, a). Then, by Proposition 2.4, G is a function in
#P , since F is polynomial-time computable. Furthermore, G(0p(n), t, a) · 2−(p(n)+n) −t · 2p(n)
is an approximation to gf (t, a) with an error 2−n, where x is the ceiling function. Therefore,
gf is polynomial-time computable relative to the oracle G ∈ #P . 
3.2. The algorithm
Let L be the halﬂine starting from z going in the direction from a to z. We say L and S intersect
nondegenerately if (1)L∩S contains only ﬁnitely many points, and (2) if f (t) is in L∩S, then
S actually crosses L at f (t). It is easy to see that, if L and S intersect nondegenerately, then
L∩ S contains an odd number of points f (t0), f (t1), . . . , f (t2m) (see Fig. 1). Furthermore, the
values gf (ti , a) can be canceled out in the following sense.
Proposition 3.4. Let f (t0), f (t1), . . . , f (t2m), where m0, be all points in L∩ S in the order
of their distances away from z, with f (t0) being the closest one to z. Then, they satisfy the following
properties:
(1) For any 1 im, f (t2i−1)f (t2i ) lies entirely in S, and gf (t2i−1, a) = gf (t2i , a).
(2) For any 1 im, f crosses L from opposite directions at points f (t2i−1) and f (t2i ).
(3) hS(z, a) = gf (t0, a).
za
S
f (t0)
f (t1) f (t3)
f (t2) f (t4)
Fig. 1. L and S have an odd number of intersections.
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Our basic idea of computing hS(z, a) is as follows. Assume that L and S intersect nondegen-
erately. Then, we can get values gf (ti , a), for all 0 i2m, by applying the integration algorithm
over the curve in Section 3.1 to compute gf (t, a) over all points f (t) at which f crosses L. Note
that, in the above computation, we will get all values of t0, t1, . . . , t2m, but cannot tell which one
is t0 (because the distance between f (t0) and f (t1) could be too small for us to tell which one is
closer to z). However, we can still obtain the value of hS(z, a) as follows:
(1) Let  be an integer such that gf (ti , a) + 0 for all 0 i2m.
(2) For each 0 i2m, let sgni be 1 or −1 according to the direction in which f crosses L at
f (ti) (e.g., +1 if f crosses L counterclockwise, and −1 if f crosses L clockwise).
(3) Let hS(z, a) =
∣∣∣∑2mi=0(sgni · (gf (ti , a) + ))∣∣∣− .
That is, we use the factor sgni to cancel out the values of gf (t2i−1, a) +  and gf (t2i , a) + 
in the summation of (3), and the only one left is gf (t0, a) +  (yet we do not know what the
value t0 is). We use the extra term  so that gf (t0, a) can be extracted from the absolute value of
sgn0 · (gf (t0, a) + ); that is, because gf (t0, a) + 0,
gf (t0, a) = |gf (t0, a) + | −  = |sgn0 · (gf (t0, a) + )| − .
There are some technical problems with these ideas. First, since we can only approximate S,
we may not be able to compute the intersections of L and S correctly. Second, L and S may not
intersect nondegenerately. That is, one of the following situations may occur:
(1) L∩S contains inﬁnitely many points (e.g., the curve S may cross L inﬁnitely many times);
or
(2) f (t) is in L ∩ S for some t ∈ [0, 1], but f does not cross L at f (t).
In the following, we describe a method to approximate intersections of S and L that will solve
the above problems. The main idea is to use a piecewise linear curve fn that approximates f and
apply the integration method on fn. By a careful analysis, we can show that this computation is
still correct.
First, based on the discussion in the beginning of this section, we assume that z and a are dyadic
points. (Thus, we can tell whether a dyadic point lies on L or not.) Next, let M be an oracle Turing
machine that computes f in time p for some polynomial p. It follows that p is a modulus function
of f. Let n be an integer such that (z, S) > 2−n and (a, S) > 2−n. For each 0 i2p(2n),
let si = i · 2−p(2n) and zi = Msi (2n). Then, for any 0 i2p(2n) − 1 and any t ∈ [si, si+1], we
have |f (t) − zi |2−2n. Let fn be the piecewise linear function with breakpoints fn(si) = zi ,
for i = 0, . . . , 2p(2n), and n be the image of fn on [0, 1]. Then, n is an approximation of S
within an error 2−2n. Note that n is not necessarily simple.
We now deﬁne a function sgnfn which assigns value +1, −1 or 0 to each directed line segment
of n according to whether it crosses L counterclockwise, or crosses L clockwise, or does not
cross L, respectively. More precisely, let L′ be the straight-line that contains L. Then, L′ divides
the plane into two half planes, the one on the left of L is denoted S1, and the other half plane plus
L′ is denoted S2. We deﬁne sgnfn : {1, 2, . . . , 2p(2n)} → {−1, 0, 1} as follows (see Fig. 2):
sgnfn(i) =
⎧⎨
⎩
1 if zi−1 ∈ S2 and zi ∈ S1 and zi−1zi ∩ L = ∅,
−1 if zi−1 ∈ S1 and zi ∈ S2 and zi−1zi ∩ L = ∅,
0 otherwise.
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-1
L
S2
S1
a
0
0 0
00
1 1
-1
1
z
z0
z1
z2
z3
z5
z4
z6
z7
z9
z8
z10
Fig. 2. The function sgnfn (points z6 and z9 lie on L).
When sgnfn(i) is not zero, there is a unique s
′
i ∈ [si−1, si] such that z′i := fn(s′i ) ∈ zi−1zi ∩L;
we call z′i an intersection point of fn([si−1, si]) and L, while if sgnfn(j) = 0 (including the case
fn([sj−1, sj ]) ⊂ L), we say there is no intersection point of fn([sj−1, sj ]) and L. Note that the
points z′i’s may overlap each other but s′i’s may not.
Lemma 3.5. Assume that S is polynomial-time computable. Then the functions 1(n, i) =
sgnfn(i), 2(n, i) = s′i and 3(n, i) = z′i (if they exist) are polynomial-time computable.
Proof. We note that all points a, z and zi are dyadic points. Thus, sgnfn(i) can be computed by
exact arithmetic. When sgnfn(i) = 0, s′i and z′i are not necessarily dyadic but must be rational.
We can compute, for any kp(2n), a dyadic dk ∈ Dk , such that |dk − s′i |2−k , which implies
that |fn(dk) − fn(s′i )|2−(2n+k−p(2n)). 
For simplicity, we may assume that fn(0) = f (0) (this can be achieved by, for example,
transforming the whole plane so that f (0) becomes the origin).
Theorem 3.6. Assume hereafter s′i = si if sgnfn(i) = 0. Then we have
|hS(z, a)| =
∣∣∣∣∣∣
2p(2n)∑
i=1
sgnfn(i) · gfn(s′i , a)
∣∣∣∣∣∣ = |gfn(s′i0 , a)|, (3.1)
where 1 i02p(2n), |sgnfn(i0)|=1 and the number of line segments fn([si−1, si]) (1 i
2p(2n)) with sgnfn(i) = sgnfn(i0) is exactly one more than those with sgnfn(i) = −sgnfn(i0).
To prove Theorem 3.6, we need to show that
(1) In the sum of the middle term of Eq. (3.1), all values but one of gfn(s′i , a) are canceled out.
(Since the curve n is only an approximation to S, it is not necessarily a simple curve and
hence this fact does not follow from Proposition 3.4 immediately.)
(2) The remaining term after cancellation is ±hS(z, a).
To do this, we divide the interval [0, 1] into a ﬁnite number of subintervals, and examine each
subinterval separately. First, deﬁne w1 ∈ S1, w2 ∈ S2 to be the two points which have distance
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z
L1
L2
L
w2
w1
b1 c1
c0
b0
 2 c2
b3
c3
Fig. 3. Curve S on three different types of intervals.
2−(2n−1) from z such that z lies on the line segment w1w2 and w1w2 is perpendicular to L (see
Fig. 3). For each i = 1, 2, deﬁne a halﬂine Li that starts at wi and runs parallel to L. Call the
domain between the two halﬂines L1 and L2 and the line segment w1w2 (including the boundary)
the crossing zone. We let Z denote the crossing zone.
Without loss of generality, assume that z0 = f (0) and the crossing zone Z are on different
sides of line ←−→w1w2. 4 We call an interval [b, c] ⊆ [0, 1] a crossing interval if [b, c] is a maximal
interval with the following properties: (i) f (b) ∈ Li and f (c) ∈ L3−i for i = 1 or 2, and (ii)
f ([b, c]) lies entirely in the crossing zone Z. (By “maximal” we mean that all intervals [b′, c′]
that properly contain [b, c] do not satisfy both (i) and (ii).) We call an interval [b, c] a noncrossing
interval if (1) f (b) ∈ L1 ∪ L2 or b = 0, and f (c) ∈ L1 ∪ L2 or c = 1, and (2) f ((b, c))
lies entirely outside of the crossing zone Z and intersects the line ←−→w1w2. Note that there are
only a ﬁnite number of crossing intervals and noncrossing intervals since, due to the deﬁnitions
and the facts that S has a modulus of continuity, the length of each such interval is bounded
below. If we remove all crossing intervals and noncrossing intervals from [0, 1], the remainder is
the union of a ﬁnite number of intervals. We call each such interval a semi-crossing interval. A
semi-crossing interval [b, c] satisﬁes the following conditions: (i) both f (b) and f (c) are in Li
for i = 1 or 2, (ii) if f (b) ∈ Li for i = 1 or 2, then f ([b, c]) ∩ L3−i = ∅, and (iii) f ([b, c])
does not intersect line ←−→w1w2. Fig. 3 shows the curve S on these intervals, where [b0, c0] and
[b1, c1] are two noncrossing intervals, [b2, c2] is a semi-crossing interval, and [b3, c3] is a crossing
interval.
Lemma 3.7. Let z1, z2 be two points in S ∩ L. Assume that there is a path  from z1 to z2 that
lies in S ∩ Z. Then, hS(z1, a) = hS(z2, a).
Proof. We note that if  ⊆ Z, then it cannot go around the point a, and so hS(z1, a) =
hS(z2, a). 
4 If it is not the case, we can pick a point s ∈ [0, 1] such that f (s) and the crossing zone Z are on different sides of line←−→w1w2, and use the function f1(t) = f (s + t mod 1) on [0, 1] to represent S.
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Lemma 3.8. Let [b, c] be a noncrossing interval. Then, sgnfn(i) = 0 for all si ∈ [b, c], and so∑
si∈[b,c] sgnfn(i) · gfn(s′i , a) = 0.
Proof. We note that the distance between L1 and L (and the distance between L2 and L) is
2−(2n−1), and that our approximation fn and f has distance at most 2−2n. Therefore, fn([b, c])
cannot touch the halﬂine L. 
Lemma 3.9. Let [b, c] be a semicrossing interval. Then, there are an even number of intersection
points fn(r1), fn(r2), . . . , fn(r2m) in fn([b, c])∩L, and gfn has the same value gfn(r1, a) at all
ri’s. These values all cancel out after considering the crossing directions; that is,
∑
si∈[b,c] sgnfn
(i) · gfn(s′i , a) = 0.
Proof. Without loss of generality, assume that f (b) ∈ L1. Then, f ([b, c]) ∩ L2 = ∅. Since the
curve f ([b, c]) does not intersect the line ←−→w1w2, f ([b, c]) cannot “circle around” the point a.
Furthermore, since a is at least 2 ·2−n away from the line ←−→w1w2 and the curve fn([b, c]) is a 2−2n
approximation to f ([b, c]), fn([b, c]) cannot circle around the point a either. Thus, the values
gfn(rj , a) are all equal.
Now, assume that there are k such intersection points fn(r1), fn(r2), . . . , fn(rk), with b < r1 <
r2 < · · · < rk < c. Then, we observe thatfn at r1 must go fromS1 toS2, becausef (b) ∈ L1. Since
f ([b, c]) cannot cross L2, fn([b, c]) cannot go back to domain S1 without passing through L (i.e.,
it cannot go around point a). Therefore, fn at r2 must go from S2 to S1. From this observation, we
see that there must be an even number of intersection points (i.e., k = 2m for some m0), and the
crossing direction of fn at r2j−1 is the opposite of that of fn at r2j , for each j = 1, . . . , m. 
For each crossing interval [b, c], deﬁne sgn[b,c] = +1 if f (b) ∈ L2 and f (c) ∈ L1; and
sgn[b,c] = −1 otherwise.
Lemma 3.10. Let [b, c] be a crossing interval.
(a) There exists at least one point t ∈ [b, c] such that f (t) ∈ L. For any two such numbers
t1, t2 ∈ [b, c] with f (t1), f (t2) ∈ L, gf (t1, a) = gf (t2, a).
(b)There are an odd number of intersection pointsfn(r0), fn(r1), . . . , fn(r2m) infn([b, c])∩L,
and they all have the same value gfn(ri, a) as gf (t, a). All but one of these values cancel out after
considering the crossing directions; that is,
∑
si∈[b,c] sgnfn(i) · gfn(si, a) = sgn[b,c]gf (t, a).
Proof. (a) Similar to the proof of Lemma 3.9, the curve f ([b, c]) cannot go around the point a,
and so the values gf (t, a) at all intersection points are the same. This fact can also be proved by
Lemma 3.7: the curve f ([b, c]) lies entirely in the crossing zone Z, and so it is a path connecting
all these intersection points. So, by Lemma 3.7, they all have the same value gf (t, a).
(b) The proof for this part is similar to that of Lemma 3.9. That is, if fn(r0), fn(r1), . . ., fn(rk)
are all the intersection points with b < r0 < r1 < · · · < rk < c, then gfn(rj , a) must all have the
same value as gf (t, a), and they must cross L alternately in opposite directions; for example, if
f (b) ∈ L1, then fn at r0 goes from S1 to S2, and fn at r1 goes from S2 to S1, etc. It follows that
there are an odd number of intersection points. Thus, all terms, except the ﬁrst one, in the sum∑
si∈[b,c] sgnfn · gfn(si, a) cancel out. The remaining one has the same direction as sgn[b,c] and
the same value as gf (t, a). 
Now we can prove Theorem 3.6.
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L
Fig. 4. Connecting points z, f (t0), f (t1) and f (t2) within Z.
Proof. Let C denote the collection of all crossing intervals. For each interval [b, c] ∈ C, choose
a representative tb,c ∈ [b, c] with f (tb,c) ∈ L. From the above three lemmas, we see that
2p(2n)∑
i=1
sgnfn(i) · gfn(s′i , a) =
∑
[b,c]∈C
sgn[b,c]gf (tb,c, a).
It remains to show that the above sum cancels to a single term which equals ±hS(z, a).
We ﬁrst observe that, since f is a simple curve, any two curves deﬁned by f on any two crossing
intervals do not cross each other. In other words, we can arrange all crossing intervals I0 = [b0, c0],
I1 = [b1, c1], . . . , Ik = [bk, ck] according to the distances of f (Ij ) from z (0jk), with f (I0)
being the closest one to z. For each j = 0, . . . , k, let tj be the representative of intersection points
in f ([bj , cj ]) ∩ L; i.e., tj = tbj ,cj .
Now, since [b0, c0] is the closest crossing interval to z, there is a path 0 from z to f (t0) that
lies entirely in S ∩Z. By Lemma 3.7, we have gf (t0, a) = hS(f (t0), a) = hS(z, a) (see Fig. 4).
If k = 0, we are done. If k1, then there is a path 1 from f (t0) to f (t1) that does not touch
S (except at f (t0) and f (t1)) and lies in Z. Since 0 lies in S, we see that 1 lies in C − S.
Thus, if we go from f (t1) and cross the curve f ([b1, c1]), we must enter domain S. This means
that there must be a third crossing interval [b2, c2], and there is a path 2 from f (t1) to f (t2) that
does not touch S (except at f (t1) and f (t2)) and lies in Z. This path 2 is in S ∩ Z, and so, by
Lemma 3.7, gf (t1, a) = gf (t2, a).
Furthermore, we claim that sgn[b1,c1] = −sgn[b2,c2]. To see this, we ﬁrst assume that b1 < c1
< b2 < c2. We note that 2 divides S into two simply connected domains. One of them has the
boundary f ([0, t1]) ∪ 2 ∪ f ([t2, 1]), which contains the points f (b1) and f (c2). This means
that f (b1) and f (c2) must be in the same halﬂine Li for i = 1 or 2, and so sgn[b1,c1] must equal−sgn[b2,c2]. Similarly, if b2 < c2 < b1 < c1, then we can see that both f (b2) and f (c1) must be
in the same halﬂine Li for some i = 1 or 2, and it also holds that sgn[b1,c1] = −sgn[b2,c2].
Repeating the above argument, we see that there are an odd number of crossing intervals (i.e.,
k = 2m for some m0), and sgn[b2i−1,c2i−1]gf (t2i−1, a) = −sgn[b2i ,c2i ]gf (t2i , a). We conclude
that
∑2p(2n)
i=1 sgnfn(i) · gfn(s′i , a) = sgn[b0,c0]gf (t0, a) = ±hS(z, a). 
Based on Theorem 3.6, we can design an algorithm to compute hS(z, a).
We ﬁrst deﬁne a polynomial-time computable function F : (S ∩D2)× (T ∩D2)×{0, 1}∗→N
(recall that T = {z ∈ C−S : |z| < m+ 1}). Let M be a polynomial-time Turing machine that, on
input (a, , 	, n) computes gfn(	, a) − gfn(, a), as given in Lemma 3.2. Let K = 22p(2n)+n+1.
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(Note that K is not exactly the extra parameter  discussed in the beginning of this subsection;
instead, we let  = 2p(2n) and keep its role implicit in the following proof.) We also use the same
notations as deﬁned earlier, including iw and si . We let F(z, a, w) be the function computed by
the following algorithm.
(1) If (w) = 2p(2n) for any n > 0, then output 0.
(2) If (w) = 2p(2n) for some n > 0, let w = uv with (u) = (v).
(2.1) If iv > iu, then let ev := 0.
(2.2) If iv < iu, then simulate M on input (a, siv , siv+1, n) to get a dyadic rational ev ∈
D2p(2n)+n+1 such that |ev − (gfn(siv+1, a) − gfn(siv , a))|2−(2p(2n)+n+1).
(2.3) If iv = iu, then compute a dyadic rational du ∈ D2p(2n) such that |du − s′iu |2−2p(2n).
Simulate M on input (a, siu , du, n) to get a dyadic rational ev ∈ D2p(2n)+n+1 such that
|ev − (gfn(du, a) − gfn(siu , a))|2−(2p(2n)+n+1).
(3) Output sgnfn(iu) · (ev + 1)K + 2K .
It is clear that F is polynomial-time computable. Furthermore, we note that, for any v, −1/4 <
ev < 1/4, and so ev + 1 < 2. It follows that F(z, a, w) is always nonnegative.
Note that for any u of length p(2n),∑
(v)=p(2n)
F (z, a, uv) = sgnfn(iu) · K ·
∑
(v)=p(2n)
(ev + 1) + K · 2p(2n)+1
= sgnfn(iu)·K·
∑
(v)=p(2n)
ev+sgnfn(iu)·K·2p(2n)+K·2p(2n)+1.
We can verify that, for a ﬁxed u,
∑
(v)=p(2n) ev is a good approximation to gfn(s′iu , a).
For iv < iu, let v = ev − ((gfn(siv+1, a) − gfn(siv , a)). Also let u = eu − (gfn(du, a) −
gfn(siu , a)), and ′u = gfn(s′iu , a) − gfn(du, a).
By the proof of Lemma 3.5, |fn(du)− fn(s′iu )|2−(2n+2p(2n)−p(2n)) = 2−(p(2n)+2n). Further-
more, note that fn(s′iu ) is in the crossing zone Z, we have (a, fn(s
′
iu
))(a, Z) = (a, z)
(a, S) + (z, S)2 · 2−n, and so |′u| < 2−(p(2n)+n+2). Therefore,∑
(v)=p(2n)
ev = gfn(s′iu , a) +
∑
iv iu
v + ′u,
with the error∣∣∣∣∣∣
∑
iv iu
v + ′u
∣∣∣∣∣∣ 2p(2n) · 2−(2p(2n)+n+1) + 2−(p(2n)+n+2) < 2−(p(2n)+n).
It follows that∣∣∣∣∣∣
⎛
⎝ ∑
(v)=p(2n)
F (z, a, uv) − K · 2p(2n)+1
⎞
⎠/K − sgnfn(iu)(gfn(s′iu , a) + 2p(2n))
∣∣∣∣∣∣
< 2−(p(2n)+n).
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Now, we deﬁne a function G : (S ∩ D2) × (T ∩ D2) × {0}∗→N by G(z, a, 0m) =∑(w)=m
F(z, a, w). Then, G is in #P . Moreover, we have∣∣∣∣∣∣(G(z, a, 02p(2n)) − K · 22p(2n)+1)/K −
∑
(u)=p(2n)
sgnfn(iu)(gfn(s
′
iu
, a) + 2p(2n))
∣∣∣∣∣∣
< 2p(2n) · 2−(p(2n)+n) = 2−n.
From Theorem 3.6, we know that∑
(u)=p(2n)
sgnfn(iu)(gfn(s
′
iu
, a) + 2p(2n))
cancel out to have only one term left. This remaining term is equal to ±(hS(z, a)+ 2p(2n)). Since
f has a modulus function p(n), and since (a, S) > 2−n, we know that |hS(z, a)| < 2p(2n) and
thus hS(z, a) = |hS(z, a) + 2p(2n)| − 2p(2n) (here 2p(2n) serves as ).
So, we can ﬁnd an approximation of hS(z, a) with an error 2−n as follows:
(1) Ask oracle G to get G(z, a, 02p(2n)).
(2) Let e := |(G(z, a, 02p(2n)) − K · 22p(2n)+1)/K|; output e − 2p(2n).
We just completed the proof of the following theorem:
Theorem 3.11. Let S be a bounded, simply connected domain whose boundaryS is a polynomial-
time computable Jordan curve. Then there exists an oracle Turing machine that computes hS(z, a)
in polynomial time using a function G in #P as an oracle.
Corollary 3.12. If FP = #P , then the continuous argument function problem and the logarithm
problem are polynomial-time solvable.
4. The logarithm problem
We have shown, in the last section, that P #P is an upper bound for the complexity of computing
the continuous argument functions, and hence the logarithm problem. In this section, we show
that P #P is also a lower bound for the logarithm problem.
Theorem 4.1. For any G ∈ #P , there exist a bounded, simply connected domain S whose bound-
ary S is a Jordan curve represented by a polynomial-time computable function f : [0, 1]→C,
and three polynomial-time computable functions i : {0, 1}∗→D2, i = 1, 2, 3, such that for any
n > 0 and any w ∈ {0, 1}n,
(a) (i (w), S) > 2−p(n) for some polynomial function p, i = 1, 2, 3.
(b) 1(w) /∈ S and 2(w),3(w) ∈ S.
(c) G(w) = hS(3(w),1(w)) − hS(2(w),1(w)).
Proof. The construction of the Jordan curve is similar to that for the winding number problem
in Chou and Ko [3]. We ﬁrst describe a basic construction that will be used later. For any n > 0
and any set B ⊆ {0, 1}n, we construct a simply connected domain SB as, roughly, the interior
of a rectangle with a strip of width  > 0 removed. This strip “winds” around a point z for ‖B‖
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aB
zB,0
zBΓB
ΓB
(-2, 2) (2, 2)
(2, -2)(-2, -2)
"
Fig. 5. The domain SB for set B = {00, 10, 11}.
times. Thus, the cardinality ‖B‖ of set B can be found from the continuous argument function
about point z.
We ﬁrst deﬁne a function gB : [0, 3/4]→C that represents a curve B which winds around
a point aB for ‖B‖ times. For each integer k, 0k2n − 1, we let uk denote the n-bit binary
representation of k.
(1) gB is linear on [0, 1/4], with gB(0) = 〈−2, 0〉 and gB(1/4) = 〈−1 − 2−n−1, 0〉.
(2) For each k such that 0k2n − 1, let tk = 1/4 + k · 2−n−1. If uk /∈ B, then gB is linear on
[tk, tk+1] with gB(tk) = 〈−1 + (k − 2) · 2−n, 0〉 and gB(tk+1) = 〈−1 + (k − 1) · 2−n, 0〉.
(3) For each k such that 0k2n − 1, if uk ∈ B, then gB is piecewise linear on [tk, tk+1]: it
divides [tk, tk+1] into ﬁve subintervals of equal length and maps them to the ﬁve consecutive
line segments deﬁned by the following breakpoints:
〈−1 + (k − 2) · 2−n, 0〉, 〈−1 + (k − 2) · 2−n, 1 − (k − 2) · 2−n〉,
〈1 − (k − 2) · 2−n, 1 − (k − 2) · 2−n〉, 〈1 − (k − 2) · 2−n,−1 + (k − 2) · 2−n〉,
〈−1 + (k − 1) · 2−n,−1 + (k − 2) · 2−n〉, 〈−1 + (k − 1) · 2−n, 0〉.
Next, we deﬁne a curve ′B that is the piecewise linear curve surrounding B , with dis-
tance 2−(n+2) from it, plus the following two line segments: 〈 − 2,−2〉, 〈 − 2,−2−(n+2)〉 and
〈 − 2, 2−(n+2)〉, 〈 − 2, 2〉. Let ′′B be the curve ′B plus the three line segments connecting the
points 〈−2, 2〉, 〈2, 2〉, 〈2,−2〉 and 〈−2,−2〉. Then,′′B is a Jordan curve. Fig. 5 shows the curves
B and ′′B for set B = {00, 10, 11} (the dotted curve denotes B and the solid curve denotes
′′B ). Let SB be the interior of ′′B .
Deﬁne aB = 〈 − 2−(n−1), 0〉 = gB(3/4), zB,0 = 〈−2−(n−1) + 2−(n+1), 0〉, and zB = 〈1 +
2−(n−1) + 2−(n+1), 0〉. Then, it is easy to verify that aB /∈ SB , zB,0, zB ∈ SB , (aB,′′B) =
(zB,0,′′B) = (zB,′′B) = 2−(n+2). Furthermore, ‖B‖ = hSB (zB, aB) − hSB (zB,0, aB).
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It is also easy to see that the function gB is polynomial-time computable if B is given as an
oracle. Therefore, we can deﬁne a function fB : [0, 1]→C (with fB(1) = 〈 − 2, 2〉) which is
computable in polynomial time with B as an oracle, and whose image is ′B . In particular, we
note that fB has a linear modulus function: qB(k) = n + k + c for some constant c > 0.
Now we deﬁne a function f that computes the boundary S of domain S. For convenience, we
will deﬁne f on [0, 2] instead of on [0, 1]. For any string w ∈ {0, 1}n, let iw be the integer whose
n-bit binary representation is w. Let an = 1 − 2−(n−1) and xw = an + iw · 2−2n. Note that if
u is the lexicographic successor of w, then xw + 2−2n = xu. Since G ∈ #P , there exist a set
A ∈ P and a polynomial q such that for all w ∈ {0, 1}∗, G(w) = ‖Bw‖, where Bw = {u : (u) =
q((w)), 〈w, u〉 ∈ A}.
For each w ∈ {0, 1}∗, (w) = n, we deﬁne the function f on the subinterval [xw, xw + 2−2n]
to be a linear transformation of fBw on [0, 1]. Let f1, f2 : [0, 1]→R be such that fBw(t) =
〈f1(t), f2(t)〉. Suppose (w) = n, then f on [xw, xw + 2−2n] can be deﬁned as follows:
f (t)=〈2−(2n+2)f1(22n(t − xw))+2−(2n+1), 2−(2n+2)f2(22n(t − xw))+xw + 2−(2n+1)〉.
Now we deﬁne f on [1, 2] to be a piecewise linear function mapping the interval [1, 2] to three
line segments connecting the following four points: 〈0, 1〉, 〈1, 1〉, 〈1, 0〉 and 〈0, 0〉. It is also easy
to see that f on [0, 2] represents a Jordan curve . More precisely, let w be the image of f on
[xw, xw + 2−2n]. Then, w is a linear transformation of ′Bw . Note that all w’s are connected
together with w and u having exactly one common point, if u is the lexicographic successor
of w. Fig. 6 shows the curve .
We deﬁne 1(w) to be the images of aBw , 2(w) the image of zBw,0, and 3(w) the image
of zBw , under the above linear transformation. Let S be the interior of the Jordan curve . Then,
according to the properties of aBw , zBw,0 and zBw and the deﬁnition of f, properties (a)–(c) of the
theorem hold.
It remains to show that f is polynomial-time computable. By Proposition 2.2, we just need to
show f has a polynomial modulus of continuity. Recall that fBw has a modulus function qBw(k) =
(w) + k + c.
Claim. If t1, t2 ∈ [0, 2] and 0 t2 − t12−(5k+6+c), then |f (t1) − f (t2)|2−k . (Note that if
(w)k + 2, then 5k + 6 + cqBw(k) + 3k + 4.)
We prove the claim by the following case analysis:
Case 1: t1, t2 ∈ [1, 2]. It is obvious that |f (t1) − f (t2)|3 · 2−(5k+6+c).
Case 2: t1, t2 ∈ [ak+2, 1]. Then we must have |f (ti)−〈0, 1〉|2−(k+1) for both i = 1, 2. Thus,
|f (t1) − f (t2)|2−k .
Case 3: t1 ∈ [ak+2, 1], t2 ∈ (1, 2]. We have |f (t1)−〈0, 1〉|2−(k+1) and |f (t2)−〈0, 1〉|3 ·
2−(5k+6+c). Thus, |f (t1) − f (t2)|2−k .
Case 4: t1, t2∈[xw, xw+2−2n] for some w of lengthnk+2.Then, |t ′1−t ′2|2−(qBw (k)+3k+4−2n)
2−(qBw (k)+k), where t ′i = 22n(ti − xw) for i = 1, 2. Therefore, |fBw(t ′1) − fBw(t ′2)|2−k . If
follows that |f (t1) − f (t2)|2−(2n+k) < 2−(k+1).
Case 5: t1 < xw t2 for some w of length nk + 2. Then t1 must be in [xu, xu + 2−2(u)],
where u is the lexicographic predecessor of w and xu + 2−2(u) = xw. Then, applying Case 4 to
t1 and xw, xw and t2, we get
|f (t1) − f (t2)| |f (t1) − f (xw)| + |f (xw) − f (t2)|2−k.
This completes the proof of Claim and hence the proof of the theorem. 
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(0, 1) (1, 1)
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Fig. 6. Function f and the Jordan curve .
Corollary 4.2. The following are equivalent:
(a) FP = #P .
(b) For every bounded, simply connected domain S whose boundary S is a polynomial-time
computable Jordan curve, the logarithm problem on S is polynomial-time computable.
5. The square root problem
According to Lemma 3.1, the square root problem is polynomial-time computable if and only
if the function (hS(z, a) mod 2) is polynomial-time computable. Theorem 3.11 shows that hS is
polynomial-time computable using a function in #P as an oracle. Since we only need the value
of (hS(z, a) mod 2), we actually do not need, as an oracle, the full power of a #P function. In
fact, we can modify the algorithm for hS of Section 3.2 and use only a single bit from the oracle
function G to compute (hS(z, a) mod 2). Thus, the complexity of the square root problem actually
can be characterized by the complexity class MP.
Theorem 5.1. Let S be a bounded, simply connected domain whose boundary S is a polynomial-
time computable Jordan curve. Then, the square root problem is polynomial-time solvable using
a function G1 in #P as an oracle. In addition, the oracle machine that solves the square root
problem needs only to ask the oracle for a single bit of a value of G1.
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Proof. By Lemma 3.1, it sufﬁces to show that (hS(z, a) mod 2) is polynomial-time computable
with an oracle in MP. According to the relationship between hS and the multi-valued function
arg(z), the fractional part of (hS(z, a) mod 2), denoted by hfrac(z, a), is polynomial-time com-
putable. Therefore, we only need to show that the integral part of (hS(z, a) mod 2) is polynomial-
time computable with an oracle in MP.
Let us check the algorithm in Section 3.2. We designed a #P function G, and let e = |(G(z, a,
02p(2n)) − K · 22p(2n)+1)/K|, where K = 22p(2n)+n+1, then e − 2p(2n) is an approximation
to hS(z, a) with an error 2−n. Thus ((e − 2p(2n)) mod 2) = (e mod 2) is an approximation
to (hS(z, a) mod 2) with an error 2−n. Now we can roughly see why the integral part of
(hS(z, a) mod 2) is polynomial-time computable with an oracle in MP, since e is polynomial-
time computable with an oracle in #P . However, because of the absolute value operator | · | in the
expression for e, we may need, in order to compute (e mod 2), to ask for two bits from the oracle
G(z, a, 02p(2n)).
In the following, we use two tricks to solve the problem: (1) we modify function G to another
#P function G1 so that G1 only carries information of the integral part of hS(z, a), and (2) we
remove the operator | · | because (|k| mod 2) = (k mod 2) for any integer k.
First, we compute a number  ∈ Dp(2n)+n+1 such that | − hfrac(z, a)|2−(p(2n)+n+1). We
then replace each ev used in the deﬁnition of the function F with e′v := ev−·2−p(2n), and deﬁne a
function F1 similar to function F except that its output is F1(z, a, w) = sgnfn(iu)·(e′v+1)K+2K
when w = uv and (u) = (v) = p(2n).
Now we deﬁne a function G1 : (S ∩ D2) × (T ∩ D2) × {0}∗→N by G1(z, a, 0m) =∑
(w)=m F1(z, a, w) + 2m+2. Following the error analysis in Section 3.2, we see that
|(G1(z, a, 02p(2n)) − 22p(2n)+2 − K · 22p(2n)+1)/K|
is an approximation to hS(z, a) − hfrac(z, a) + 2p(2n) with an error 2−n + | − hfrac(z, a)| <
2−(n−1).
We note that hS(z, a) − hfrac(z, a) + 2p(2n) is an integer, denoted k. Therefore, for some
sgn ∈ {+1,−1}, we have
sgn · k − 2−(n−1)<(G1(z, a, 02p(2n))−22p(2n)+2−K · 22p(2n)+1)/K < sgn · k+2−(n−1),
and so
sgn · k + 22p(2n)+1 < G1(z, a, 02p(2n))/K < sgn · k + 22p(2n)+1 + 2−(n−2)
(recall that K = 22p(2n)+n+1). It implies that the integral part of G1(z, a, 02p(2n))/K is equal to
sgn · k + 22p(2n)+1 (when n > 1). Because
(hS(z, a) − hfrac(z, a)) mod 2=k mod 2=(sgn · k) mod 2=(sgn · k + 22p(2n)+1) mod 2,
the integral part of (hS(z, a) mod 2) equals the integral part of (G1(z, a, 02p(2n))/K) mod 2, which
is exactly the (2p(2n) + n + 2)th least signiﬁcant bit of G1(z, a, 02p(2n)). So, the square root
problem can be solved by asking for only a single bit of the oracle G1. 
Corollary 5.2. If P = MP , then the square root problem is solvable in polynomial time.
Remark. It is interesting to point out that our algorithm for the square root problem does not seem
to require the full power of MP. Indeed, the function G1(z, a, 02p(2n)) has the special property
that G1(z, a, 02p(2n))/K is very close to an integer g, and all we need is the least signiﬁcant bit
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of the integer g. This seems to suggest that the square root problem might actually be in a weaker
complexity class than PMP . Whether it can be solved in P⊕P (e.g., whether the integer g can be
expressed as the output of a #P function) remains an open question.
Next we prove P⊕P is a lower bound of the square root problem. Note that the complexity
class ⊕P is closely related to #P : a set B is in ⊕P iff there exists a function G in #P such that
B = {w ∈ {0, 1}∗ : G(w) = 1 (mod 2)}. Thus, we can use below the same construction as in the
proof of Theorem 4.1.
Corollary 5.3. For anyA ∈ ⊕P , there exist a bounded, simply connected domain S whose bound-
ary S is a Jordan curve represented by a polynomial-time computable function f : [0, 1]→C,
and three polynomial-time computable functions i : N→D2, i = 1, 2, 3, such that for any
n > 0 and any w ∈ {0, 1}n,
(a) (i (w), S) > 2−p(n) for some polynomial function p, i = 1, 2, 3.
(b) 1(w) /∈ S and 2(w),3(w) ∈ S.
(c) w ∈ A if and only if (hS(3(w),1(w)) mod 2) and (hS(2(w),1(w)) mod 2) differ by 1.
Proof. Since A ∈ ⊕P , there exists a set B ∈ P and a polynomial q such that for all w,
w ∈ A ⇔ ‖{u : (u) = q((w)), 〈w, u〉 ∈ B}‖ is odd.
We deﬁne a function G : {0, 1}∗ → N as G(w) = ‖{u : (u) = q((w)), 〈w, u〉 ∈ B}‖. By
Proposition 2.4, G is in #P ; we further have w ∈ A iff G(w) is odd. We deﬁne the set S and i ,
for i = 1, 2, 3, exactly as those in the proof of Theorem 4.1. Then, they satisfy conditions (a) and
(b). Furthermore, condition (c) is also satisﬁed since, from the proof of Theorem 4.1, we have
w ∈ A ⇔ G(w) is odd.
⇔ hS(3(w),1(w)) − hS(2(w),1(w)) is odd.
⇔ (hS(3(w),1(w)) mod 2) and (hS(2(w),1(w)) mod 2) differ by 1. 
Corollary 5.4. If P = ⊕P , then there exists a bounded, simply connected domain S whose
boundary S is a polynomial-time computable Jordan curve such that the square root problem
on S is not polynomial-time solvable.
6. Final remarks
In this paper, we have studied the computational complexities of the logarithm and square root
problems, that is, ﬁnding single-valued, analytic branches of multi-valued functions log (z − a)
and
√
z − a deﬁned on a bounded, simply connected domain S, respectively. We have shown
that P #P is an upper bound for the complexity of these two problems if the boundary S of S is
a polynomial-time computable Jordan curve. These problems may also be studied in a simpler
model that is often used in computational geometry. Namely, we may present the domain S by a
polygon with n rational vertices, and use the integer n as the basic measure for the complexity of
the problems. With this computational model, it is not hard to see that the problems in question
now become polynomial-time solvable. The discrepancy between this result and our results here
comes from our requirement to get solutions correct with an error bounded by 2−n. For instance,
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suppose we try to solve these problems using a polygon to approximate the boundary S. Then,
in order to guarantee that the error is bounded by 2−n, we would need a polygon of 2p(n) vertices,
where p(n) is the modulus function for the boundary function f, and the time complexity of
the resulting algorithms would be exponential in n. Thus, our results are consistent with that in
computational geometry, and actually provide a more precise characterization of the complexity
of these two problems.
We also remark that these two problems are examples of analytic continuation, which is an
important topic in complex analysis (see, e.g., [8]). An analytic continuation problem can be
stated as follows:
Let S be a bounded, simply connected domain with a polynomial-time computable boundary
S. Suppose z0 is a ﬁxed point in S and f : S→C is an analytic function such that f is
polynomial-time computable in a neighborhood of z0. Compute f (z) for any point z ∈ S.
We point out that, for general analytic continuation problems, the method used in this paper
may not work. Recall that we achieved the upper bound P #P using the method of integration
along the curve S. We can do this because the derivative of log (z − a) with respect to z is simply
1/(z − a), which is independent of the shape of S and also enables the trick of cancellation to
work. In general, however, the complexity of computing the derivative f ′ of f might be as high
as computing f itself; in addition, f ′ is not necessarily of a simple form, and the integral of f ′ on
the boundary curve may not exist and, even if it exists, the complexity of computing the integral
may be higher. One possible solution to this is to consider analytic continuation on a path that
lies entirely inside the domain S. Chou and Ko [4,5] have investigated the complexity issues of
ﬁnding a path inside a domain. It seems to be a new direction worth further investigation.
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