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This paper contains material suitable for a one semester 
course in linear geometry where the student has had a one 
semester course in linear algebra previously. It compiles 
information in the areas of affine sets, affine geometry, 
convex sets, and a few applications. Also included are 
Caratheodory's theorem and the well-known theorem by Helly 
as proved by Radon. 
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The purpose in writing this paper was to compile the 
material in the area of linear geometry for use in a course 
in linear geometry. The paper is selfcontained and assumes 
only a knowledge of the basics of linear algebra. The 
material contained here is not new and can be found in a 
variety of places. 
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II. REVIEW OF THE LITERATURE 
The literature in this area is numerous and accessible 
to the undergraduate student. Most of the material on af-
fine sets can be found in textbooks such as the one by 
2 
James A. Murtha and Earl R. Willard [IX], (the numbers in 
brackets refer to the corresponding referencesin the bibli-
ography of this paper). Each textbook does present the 
material a little differently, such as the theorems in one 
book are the definitions of another book. The material on 
convex sets is not found in most textbooks. Victor Klee [V] 
is an excellent source of information on convex sets, if 
the reader has a knowledge of topology. A very informative 
book on convex sets is the text by Tyrrell Rockafellar [XI]. 
This is strictly a reference book. There are books on con-
vex sets, affine sets, convex figures, and geometries avail-
able to the student. Many papers are also available in 
these areas. Another good source is the Committee on the 
Undergraduate Program in Mathematics [I]; their published 
proceedings contain some good applications, a few unsolved 
problems, and ideas on what an undergraduate geometry course 
should contain. As one can clearly see, this area is not 
without its literature. 
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III. AFFINE SETS 
Let V be a vector space. An affine subset of V is a 
set A such that A = v + U, where v £ V and U is a subspace 
of V, the empty set is considered to be an affine set. 
Because we use this definition, it is clear that an affine 
set is a translate of a linear subspace. Some examples of 
affine sets are: all linear subspaces, all lines, and all 
planes. The following proposition gives some of the proper-
ties of affine sets as compared to linear subspaces. 
Proposition 3.1: Let A = v + u be an affine set in v 
and let ao £ A. Then: 
a) u = A - ao = A - A; 
b) if A = v + w, then u = w. 
Proof: If a 0 £ v + U, then there exists a vector u 1 £ U 
such that a 0 = v + u 1 . Hence, a 0 + U = v + u 1 + U = v + U 
= A. Therefore, U = A - a 0 C A - A since a 0 £ A. Let 
a 1 - a 2 £ A - A, then a 1 = a 0 + u 1 , a 2 = a 0 + u 2 which im-
lies that a 1 - a 2 = u 1 - u 2 £ U. Therefore, A - A C U and 
we have U = A - a = A 0 A. In part b let A = v + W, but 
A = v + U also. This implies that W = A A = U. 
If A is an affine subset of V, then let L(A) denote 
the unique linear subspace such that A = a 0 + L(A). Since 
affine sets are translates of linear subspaces, we use many 
of the properties of linear subspaces to define corresponding 
properties of affine sets. The dimension of an affine set A, 
denoted dim A, is defined to be dim L(A). In addition, we 
define dim ¢ = -1. If dim A = n and B is an affine subset 
of A, with dim B = n - 1, then B is called a hyperplane in 
A. The following proposition gives a necessary and suffi-
cient condition for a subset of a vector space to be an 
affine set. 
Proposition 3.2: Let V be a vector space. A nonempty 
subset A of V is an affine set if and only if aa1 + (l-a)a2 
£ A for all a 1 ,a2 £ A and a £ R. 
Proof: Let A = a 0 + L(A) where a 0 £ A and let a 1 ,a2 £ A. 
Then a 1 = a 0 + u 1 , a 2 = a 0 + u 2 where u 1 ,u2 £ L(A). 
= aao + aul + ao + u2 
= a 0 + au1 + u 2 - au 2 
= a 0 + au1 + (l-a)u2 £ a 0 + L(A) = A. 
Now let a 0 £A. Then A= a 0 + (A- a 0 ). If u £A- a 0 , 
then a(u+a 0 ) + (l-a)a0 = au + a 0 £ A and thus, au £ A - a 0 . 
1 1 It follows that u 1+u 2 = 2( 2 u 1 + 2 u 2 ) £ A - a 0 , for u 1 ,u2 
1 1 1 1 £ A - a 0 , since 2 u 1 + 2 u 2 = 2cu1+a 0 ) + 2cu 2+a0 ) - a 0 £ 
A - a 0 . Hence, A - a 0 is a subspace of V. 
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Theorem 3.3: Let A be a subset of V. Then A is an af-
n 
fine set in V if and only if .L aiai £A whenever a 0 , ... ,an 
n 1=0 
£A and L ai = 1 for ao, ... ,an£ R. 
i=O 
n n 
Proof: If L a.a. £ A, when I a. 
. 0 l l i=O l l= 
= 1 
an, ... ,a £ A, then when n = 1 we have 
.., 
for ao, ... ,an £ R and 
the conditions, 
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stated in Proposition 3.2, to say that A is an affine set. 
If a 0 ,a1 E A and a 0 E R, then a 0a 0 + (l-a0 )a1 E A. 
n 
By allow-
ing a 1 = l-a0 , we obtain a 0a 0 + a 1a 1 = iiOaiai EA. Now 
assume that if a 0 , ... ,an E A, a 0 , ... ,an E R such that 
n n 
I a. = 1, then I a.a. EA. If a 0 , ... ,an,an+l E A and i=O l i=O l l 
n+l 
a 0 , ••• ,an,an+l E R such that I ai = 1, we have i=O 
n a 1 
= (l-a +1) L 1 al. + an+lan+l" 
n i=O -an+l 
n ai 
Now, L 1 a. E A by the induction hypothesis, and i=O -an+l l 
n+l 
(1-an+l) + (an+l) = 1, therefore, L a.a. E A, whenever 
i=O l l 
n+l 
ao,·· .,an+l € A, ao, ... ,an+l € Rand I ai = 1. 
i=O 
n 
A linear combination L a.a. is called an affine 
i=l l l n 
combination of the vectors a 1 , ... ,an providing La. = 1. i=l l 
If S C V, the join of~' denoted J(S), is the set of all 
affine combinations of the vectors in S. We will denote 
n m 
I a. = I s. = 1. 
i=l l i=l l 
n m 
If L a. S. , L S. S! E J ( S) , then 
. 1 l l . 1 l l l= l= 
If a E R, then 
n m n m 
a L a.S. + (1-a) L S.S! 
i=l l l i=l l l 
= L aa.S. + L(l~a)S.S! E J(S) 
i=l l l i=l l l 
n m 
since L aa1 + L (1-a)S. = 1. Therefore, J(S) is itself an i=l i=l l 
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affine set. 
In R2 each line has a unique representation of the form 
L = ax+ (1-a)y, a s R. This fact is extended and general- . 
ized in the following proposition. 
Proposition 3.4: Let x 0 , ... ,xn s V. Then the follow-
ing are equivalent. 
b) {x 0-xi, ... ,x. 1-x., x.+ 1-x., ... ,x -x.} is linearly l- l l l n l 
independent for each i; 
n n 
c) ao, ... ,an € R such that I a.x. = 0 and I a. = 
i=O l l i=O l 
implies that ao = al = •.• = a = 0. n ' n n n n 
I aixi = I s.x. such that I a. = I Bi = l 
i=O i=O l l i=O l i=O 
d) 
implies that ai = Bi for each i = 1, ... ,n. 
e) xi i J(x 0 , ... ,xi-l'xi+l' ... ,xn) for i = 0, ... ,n. 
Proof: To prove this theorem the following procedure will 
be used, a <=> b <=> c => d => e => c. a <=> b: Let 
xis J(x 0 , ... ,xn)' then J(x 0 , ... ,xn)- xi is a subspace of 
V. Then 
n n n 
= { I aJ.x. - I a.x.ja 0 , ... ,a sR, I a.=l} j=O J j=O J l n j=O J 
n n 
= { I a. (x.-x.) I a 0 , ... ,a sR, I a.=l} j=O J J l n j=O J 
0 
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Let <x 0-x., ... ,x. 1-x.,x.+1-x., ... ,x -x.> = S. Then l l- l l l n l 
dim J(x 0 , ... ,xn) =dimS= n, which implies that 
x 0-xi,. · .,xi_1-xi,xi+l-xi, ... ,xn-xi are linearly independent 
vectors. If x 0-x. , ... ,x. 1-x.,x.+1-x., ... ,x -x. are linear-l l- l l l n l 
ly independent, then dimS= n, but dimS= dim J(x 0 , ... ,xn)' 
so dim J(x 0 , ... ,xn) = n. 
Now assume b is true. 
n n 
I ajx. = 0 and L a. = 0. j=O J j=O J 
n 
Let a 0 , ••• ,an E R such that 
n 
Then I a.x. = 0 implies that 
j =0 J J 
for some i, L a.x. = 
j =0 J J 
-a.x. where i ~ j. 
l l 
By substitution we 
n 
find that I aj(x.-x.) = 0 where i ~ j. The set {x 0-xl., ... , j=O J l 
x. 1=x.,x.+1-x. , ... ,x -x.} is linearly independent, there-l- l l l n l 







Now 0 = I a. 
j =0 J 
true. If we 
let ao, ... ,ai-l'ai+l' ... ,an E R, such that L a. (x.-x.) = 0, j=O J J l 
n n 




--I a., then I a.x. = 0. j=O J j=O J J Therefore, a 0 = a 1 = ... = 
an= 0 by c, which implies that {x 0-xi, ... ,xi_1-xi,xi+l-xi, 
... ,x -x.} is linearly independent. 
n l 
n n n n 
Suppose I a.x. = I S.x. and I a. = I 8. = 1. Then j=O J J j=O J J j=O J j=O J 
n n I (a.-S.)x. = 0 and I (a.-8.) = 0. Therefore by c, a.-8. = j=O J J J j=O J J J J 
0 for every j = l, ... ,n, which says that aj = Bj for each j. 
We will show that d implies c by contraposition. So assume 
that xi E J(x 0 ,xi, ... ,xi-l'xi+l'' .. ,xn). This implies that 
n n 
x1 = I ajx. where I a. = 1 and j ~ i. If we let j =0 J j =0 J 
n n 
I akxk = x. = I a.x. where j ~ i and ak = 0 except where 
k=O l j=O J J 
k = i, then, comparing coefficients of x., l ~ 0 which 
l 
negates d. Therefore, d does imply e. 
Assume c is not true. 
n n 
I a.x. = 0 and I a. = 0. j=O J J j=O J 
n n 
.I ajxj = -aixi and 
J=O 
I a~ j=O J 
n a. 
x. = I (~ x.) and 
l j = 0 -ai J 
n a. 
I __J_ j=O -a. l 
Let a 0 , ••• ,an s R such that 
Suppose a. ~ 0, then 
l 
= -a. l where j ~ i. Therefore, 
= l where j ~ i. This says 
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that x. s J(x 0 ,x1 , ... ,x. 1 ,x.+1 , ... ,x -x.) which contradicts l l- l n l 
e. Therefore, e implies c and the proof is complete. 
Corollary 3.5: Let A be ann-dimensional affine sub-
set of V such that A~¢. There exist x 0 , ... ,xn sA such 
that each vector a s A can be written uniquely as an affine 
combination of xo,·· .,xn. 
Proof: Let x 0 s A. The linear subspace A-x 0 has a basis 
{x1-x0 , ... ,xn-x0 } for x 0 , ... ,xn sA. Let a 1 sA. Then 
u = a 1-x 0 s A-x 0 . This implies that u = a 1-x0 = 
a 1 Cx 1-x0 ) + a 2 (x 2-x0 ) + ... + an(xn-x 0 ). This says that 
n n 
a 1 = L a.x. - I a.x 0 + x 0 . i=l l l i=l l If we let a 0 
n 
= l- I a., then 
i=l l 
n n n n n 
a 1 =.I aixi and I a. = a 0 + I a. = (l- I a.) + I a. = l l=O i=O l i=l l i=l l i=l l 
so a 1 can be written as a unique affine combination of 
xo, xl' ... 'xn. 
A set of vectors {x 0 , ... ,xn} which satisfies the con-
ditions in Proposition 3.4 is said to be affinely independent. 
The coefficients a 0 , ... ,an as found in Corollary 3.5 are 
called the barycentric coordinates of the element a 1 rela-
tive to the vectors x 0 , ... ,xn. 
A. Joins, Incidence, and Parallelism 
Consider the set of all linear subspaces of V, call it 
L(V), where Vis a vector space. Associated with L(V) are 
two binary operations; addition and intersection. These 
operations are related by the following well-known result 
from linear algebra; 
dim(U+W) = dim(U) + dim(W) - dim(U~ W), 
where U and W are subspaces of V. 
We will now look at the set of all affine sets, A(V). 
The two operations associated with A(V) are intersection 
and join. The next few propositions will deal with the 
relationships between these operations. 
Proposition 3. 6: Let {A.}. I be a family of affine 
l l£ 
sets in v. Then n Ai is an affine set in V; in particu-is I 
lar, either n A. = <P or n A. = ao + (\ L ( A1 ) . is I l is I l lsi 
Proof· Let n A - A If A = ¢ we are finished, since 
-----· isi i - · 
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¢ is an affine set. Next suppose A ~ ¢. Let L = (II L ( A . ) . l£ l 
We already know that L is a subspace of V. Let x £ L and a £ A. 
Then a + X £ Ai for each i £ I. This says that a + X £ A, 
so a + L CA. Now let y £ A. Then y £ Ai for each i £ I 
so y £ Li + a and Y - a £ L. Therefore, A - a c L or 
A C L + a and the proof is completed. 
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Proposition 3.7: Let A,B be affine subsets of V, with 
a € A and b € B. Then J(A,B) = a+ L(A) + L(B) + <b-a>. 
Proof: Let x £ J(A,B); then, for ai £ A, bi £ B, and 
n 
a . , f3 . £ R and L ( a i + S . ) = 1 , 
l l . 1 l l= 
n 
x = L (a.a. + f3.b.) 
. 1 l l l l l= 
n n 
= L a.a. + I S.b. + a-a 
i=1 l l i=l l l 
n n 
= a + I a. a. + I s.b. l l 
. 1 l l i=l l= 
n n 
= a + I a. a. + I s.b. 
i=1 l l i=1 l l 
n 
I (a.+s. )a 
. l l l l= 
n n 
I a.a - I s.a 
i=1 l i=l l 
n n n n n 
= a + L a. (ai-a) + L f3.b. - L S.b + L Sib - L s.a 
i=l l i=l l l i=l l i=l i=l l 
n n n 
=a+ La. (a.-a)+ L S.(b.-b) + L f3. (b-a). 
i=l l l i=l l l i=l l 
If we looked at each part of this sum we find that 
n n n 
L a.(ai-a) € L(A), L s.(b.-b) € L(B), and L f3.(b-a)€ <b-a>. 
i=l l i=l l l i=l l 
Therefore, x £ a + L(A) + L(B) + <b-a>. Let x £ a + L(A) + 
L(B) + <b-a>, then x = a+ a' - a+ b' - b + A(b-a) where 
a' £ A and b' £ B. Therefore, x = a' + b' + (A-l)b + (-A)a 
and l + 1 + (A-1) - A = l, so x £ J(A,B) and the proof is 
complete .. 
A fact which is sometimes very useful is that if A,B 
are affine subspaces of V with a£ A, b £ B, then An B t ¢ 
ll 
if and only if b-a c L(A) + L(B). This is very easy to show 
and will be left to the interested reader to do. If A and B 
are affine sets of V, then we say that ~is parallel to ~' 
denoted A II B, if L(A) C L(B) or L(B) C L(A). 
Corollary 3.8: Let A and B be finite-dimensional af-
fine sets in the vector space V. Then dim J(A,B) = 
l + dim[L(A) + L(B)], if An B = ¢. 
Proof: An B =¢implies that <b-a> ¢. L(A) + L(B) so that 
Then 
L(J(A,B)) = L(A) + L(B) + <b-a> = (.L(A) + L(B)) + <b-a>. 
dim J(A,B) = dim[L(A) + L(B)] + dim<b-a> 
= dim[L(A) + L(B)] + l. 
Proposition 3.9: Let A and B be affine subsets in V. 
1. If A C B, then dim A < dim B and dim A = dim B 
implies that A = B; 
2. If An B ~ ¢, then dim J(A,B) + dim(A ~B) = 
dim A + dim B; 
3. Assuming An B ~¢,A and Bare parallel if and 
only if A C B or B C A. 
Assuming A II B = ¢, A and B are parallel if and 
only if dim J(A,B) = max[dim A; dim B] + l. 
Proof: 1. Let a c A, then A= a+ L(A) and B =a+ L(B). 
Therefore, L(A) = A-a C B-a = L(B) so L(A) C L(B). Thus 
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dim A = dim L(A) ~ dim L(B) = dim B. If dim A = dim B, then 
dim L(A) =dim L(B) so L(A) = L(B). Hence, A= L(A) +a= 
L(B) + a = B. 
2. Now J(A,B) = a + L(A) + L(B) + <b-a> by Proposition 
3.7. We also have mentioned that if A B ~ ¢, then b-a s 
L(A) + L(B). Therefore, J(A,B) = dim[L(A) + L(B)] = 
dim L(A) + dim L(B) - dim[L(A) n L(B)] = dim A + dim B -
dim(A n B). This last equality is true since An B = 
a+ [L(A) n L(B)]. Therefore, dim J(A,B) + dim(A n B) = 
dim( A) + dim(B). 
3. An B ~ ¢, so let as An Band we have A= a+ L(A) 
and B = a + L(B). If A C B, then a + L(A) C a + L(B) so 
L(A) C L(B) and A II B. If A \1 B, then L(A) C L(B) so 
L(A) + a C L(B) + a; that is, A C B. The results are the 
same if one assumes that B C A and in the second part that 
A II B implies that L(B) C L(A). Now assume that An B = ¢ 
and A II B. Then dim J(A,B) = dim[L(A) + L(B)] + 1, and 
A II B implies that L(A) C L(B) or L(B) C L(A). If L(A) C 
L(B), then dim J(A,B) = dim L(B) + 1 = dim(B) + 1. If 
L(B) C L(A), then dim J (A,B) = dim L(A) + 1 = dim( A) + 1. 
Therefore, dim J(A,B) = max[dim A, dim B] + l. Assume 
An B = ¢ and dim J(A,B) = max[dim A, dim B] + 1. If 
dim A > dim B, then dim J(A,B) = dim A + l = dim L(A) + l, 
but we know that dim J(A,B) = dim[L(A) + L(B)] + l. There~ 
fore, dim[L(A) + L(B)] + 1 = dim L(A) + 1 so L(A) + L(B) = 
L(A) which implies that L(B) C L(A) and A ll B. If dim B > 
dim A, then dim J(A,B) = dim(B) + 1 = dim L(B) + 1. Hence, 
dim L(B) + 1 = dim[L(A) + L(B)] + 1 and L(B) = L(B) + L(A) 
which says that L(A) C L(B). So A II B and the proof is 
complete. 
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The following are called the propositions of incidence, 
and they give the reader good practice in the use of the 
properties of affine sets. They also help him to understand 
more clearly the ideas of join and intersection in affine 
sets. 
Propositions of Incidence in A(V) where dim V = 2. 
1) The join of two distinct points is a line. 
2) The intersection of two nonparallel lines is a point. 
Propositions of Incidence in A(V) where dim V = 3. 
1) The join of two distinct points is a line. 
2) The intersection of two nonparallel planes is a 
line. 
3) The join of two lines with a point of intersection 
is a plane. 
4) The intersection of two coplanar non-parallel lines 
is a point. 
5) The join of two distinct parallel lines is a plane. 
6) The join of a point and a line not containing it 
is a plane. 
7) The intersection of a plane and a line not parallel 
to it is a point. 
B. Some Geometrical Theorems 
The following theorems are similar to theorems proved 
in high school geometry. Many theorems in high school 
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geometry are proved using the concept of distance. We have 
not defined a distance in an affine set; we will use a ratio 
of distances in the affine context. 
Proposition 3.10: Let V be a vector space, p,q s V 
distinct points, x s J(p,q), xi q. Then there exists a 
unique as R, a~ 1, such that p-x = a(q-x). Conversely, 
given p,q s V, as R, a~ 1, there exists a unique x s J(p,q), 
x ~ q such that p-x = a(q-x). 
Proof: If p = x then p-x = O(q-x). If p,q,x are distinct 
points, then J(p,x) = J(q,x) so L(J(p,x)) = L(J(q,x)) or 
<q-x> = <p-x>. This says that p-x = a(q-x). For the con-
verse let x = (1-a)-lp - (l~a)- 1 aq. Then (1-a)-l - (l-a)-1 a 
= 1, sox s J(p,q). Easy calculations show that p-x = a(q-x). 
Let p,q,x s V, p ~ q, x ~ q, x s J(p,q). The unique 
a s R such that p-x = a(q-x) is denoted by a = a(p,q~x) and 
is called the ratio of the three collinear points p,q,x. 
Let V be a vector space. A triangle is a set ~ = (p 1 ,p 2 ,p 3 ) 
of three affinely independent points of v. It is important 
to note that a triangle is defined to be its "vertices" and 
not its three sides as is done in high school geometry. 
Similar triangles are characterized in elementary geometry 
in terms of corresponding sides. The following proposition 
is an example of a generalization of a theorem from elemen-
tary plane geometry. 
Proposition 3.11: Let V be a vector space, 6. = (p 1 ,p 2 ,p 3 ) 
15 
a triangle, x E J(p 1 ,p 2 ), y E J(p 1 ,p 3 ), x ~ p 1 ,p 2 , Y I P 1 ,p 3 . 
Then J ( X , y ) I r J ( p 2 , p 3 ) if and 0 n 1 y if a ( p 1 , p 2 : X ) = a ( p 1 ' p 3 : y ) . 
(This is the Euclidean theorem that (p 1 ,x,y) is similar to 
(p 1 ,p 2 ,p 3 ) if and only if the line from x to y is parallel 
to the line from p 2 to p 3 . 
Proof: Let a = 1 Then 
J(x,y) II J(p 2 ,p 3 ) if and only if there is a f3 E R such that 
X - y = S(p2-p3) 
Since barycentric coordinates are unique 
so a 1 = a 2 . Now assume a(p 1 ,p 2 :x) ~ a(p 1 ,p 3 :y) = a 1 . Now 
x = (l-a1 )p 1 - (l-a1 )a1p 2 and y = (l-a1 )p 1 - (l-a1 )a1p 3 . 
So that 
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Therefore, J(x,y) II J(p 2 ,p 3 ) and the proof is completed. 
The midpoint can easily be defined, even though we have 
no concept of distance in an affine set. If p,q £ V then 
the midpoint of ~ and ~ is the point x £ J(p,q) such that 
x = ! p + 1 q, which is the x such that a(p,q:x) = -1. One 2 2 
can now use the definition of median from plane geometry. 
In classical geometry there is a theorem known as Ceva's 
theorem, which generalizes the Euclidean theorem that the 
medians of a triangle intersect in a point. 
Theorem 3.12: (Ceva) Let p 1 ,p 2 ,p 3 ,r1 ,r2 ,r 3 be six 
distinct points of V such that {p 1 ,p 2 ,p 3 } is a triangle 
and rl £ J(p2,p3)' r2 £ J(pl,p3)' r3 £ J(pl,p2) and 
al = a(p2,p3:rl)' a2 = a(p3,pl:r2), and a3 = a(pl,p2:r3)' 
then ala2a3 = -1 if and only if J(pl,rl) n J(p2,r2) n J(p3,r3) 
= {x} or J(p 1 ,r1 ) II J(p 2 ,r2 ) II J(p 3 ,r3 ). 
Proof: We know that 
1 al 
rl = 1-a P2 1-a P3 l 1 
l a2 
r2 = 1-a. p3 - 1-a P1 2 2 
r3 = 








From 2 we obtain Al = (l-A 2 )(1-a1 ), if we substitute this in 
3, then we find that 
If 1-a + ala2 = 0, then there is no solution to * since l , 
al "I 0 and a 2 "I l. Therefore, J(pl,rl) II J(p2,r2). If 
l-a1 + ala2 -1 0, then 
A2 
a 1 (a2-l) 






By substitution we find that these values of Al and A2 
satisfy 1. Therefore, 
X = 




Solving all three of these equations for A3 we obtain 
= ala2-etl~2~3 
A3 l-a1-a1a 2 
This gives us 
which says that 
and so 
a -1 
= _3_ = 
a3 
a -1 3 
18 
This 1 s the case where J ( p 1 , r 1 ) n J ( p 2 , r 2 ) n J ( P 3 , r 3 ) = { x} . 
Now suppose J(p 1 ,r1 ) II J(p 2,r2 ); that is, l-a1+a 1 ~ 3 = o. 
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Similarly, J(p 2 ,r2 ) II J(p 3,r3) gives us l-a2+a 2a 3 = 0. 
Multiply l-a2+a2a 3 = 0 by a 1 and we obtain a 1-a1a 2+a1 a 2a 3 = 0 
but a 1-a1a 2 = 1 from l-a1+a1a 2 = 0. So a 1a 2a 3 = -1. The 
converse is obtained by reversing the arguments above. 
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IV. CONVEX SETS 
Let x and y be vectors in a vector space V. We define 
the closed line segment between x andy to be {Ax+(l-A)yiO < 
A < 1}, which is denoted [x,y]. We define the open line 
segment between x andy to be {Ax+(l-A)yiO < A < 1}, which 
is denoted (x,y). We define a half-closed or half-open 
segment between x andy to be {Ax+(l-A)yiO < A 2 1}, which 
contains x but not y and is denoted [x,y) or {Ax+(l-A)ylo < 
A < 1}, which contains y but not x and is denoted (x,y]. A 
set C is said to be convex if [x,y] C C, whenever both x and 
y are in c. All affine subsets of V (including ¢ and V) are 
convex. Solid ellipsoids and cubes in R3, for instance are 
convex but not affine sets. 
A vector sum A1x 1 + ... + Amxm is called a convex combi-
nation of x 1 , ... ,xm if the coefficients A. are all non-l 
negative and A1 + ... +Am= 1. In many situations where 
convex combinations occur in applied mathematics, A1 , ... ,Am 
can be interpreted as probabilities or proportions. For 
instance, if m particles with masses a 1 , ... ,am are located 
at points x 1 , ... ,xm of R3, the center of gravity of the 
system is the point A1 x1 + + A x , where A. = m m l 
In this convex combination, A. is the 
l 
proportion of the total weight which is at x .. 
l 
A subset of V is a subspace if and only if it contains 
all the linear combinations of its elements. Similarly, we 
showed that a subset of V is an affine subset if and only if 
it contains all the affine combinations of its elements. 
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Now we have the following theorem for convex sets. 
Proposition 4.1: A subset C of V is convex if and only 
if C contains all the convex combinations of its elements. 
Proof: Let C contain all the convex combinations of its 
elements. If the elements x1 ,x2 £ C then A1x1 + A2x 2 £ C 
where A1+A 2 = 1 and A1 ,A 2 £ [0,1]. If we let A2 = l-A 1 , 
then A1 x1 + (l-A 1 )x2 £ c. This implies that C is convex. 
Now, we assume that C is convex and use mathematical indue-
tion to show that C contains all of the convex combinations 
of its elements. First, let x 1 ,x2 £ C, then AX 1 + (l-A)x 2 
£ c. This implies that C contains all the convex combina-
tions of x1 and x 2 . Assume that if x1 , ... ,xk £ C and Ai £ 
[0,1], i = 1, ... ,k, then .r Aixi E c when .t Ai = 1. Let 
l=l l=l k+l 
xl, ... ,xk,xk+l £ C, Ai £ 
k 
and let a = L A.. Then 
i=l l 
k+l k 
( 0 ' 1 ) ' i = 1 ' ... 'k ' k+ 1 ' L A . = 1 ' 
i=l l 
L A.X. = L A.x. + Ak+l xk+l i=l l l i=l l l 
k 
= a L 
i=l 
k Ai 
Now L x. £ C by the induction hypothesis and this im-
a l i=l 
k Ai 
plies that (1-Ak+ 1 ) .L -- + Ak+ 1 xk+l £ c. Therefore, C l= 1 (), 
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contains all the convex combinations of its elements and the 
proof is complete. 
If c 1 and c 2 are convex subsets of V and A E R, then 
AC 1 and c 1 + c 2 are both convex sets, where c1 + c 2 = 
{x1 +x 2 1x1 E c 1 , x 2 E c 2 }. It should be clear that the union 
of convex sets is not always a convex set; however, the inter-
section of convex sets is a convex set. If {Ci}iEI is a 
collection of convex sets and x,y E i~I Ci, then x,y E Ci 
for every i E I. Since C. is a convex set, then Ax+(l-A)y 
l 
E ci, where i E I. Therefore, AX+(l-A)y£ i~I ci, which 
implies that .ni C. is a convex set. l€ l 
If S is a nonempty subset of V, then we define the 
convex hull of~, denoted conv(S), to be the smallest con-
vex subset of V containing S. Since V is a convex set and 
S C V, the collection of all convex sets which contain S is 
nonempty. It follows that conv(S) is the intersection of 
all convex sets which contain S. 
Theorem 4.2: For any S which is a subset of V, conv(S) 
consists of all the convex combinations of the elements of S. 
Proof: Since conv(S) is convex and S C conv(S), it follows 
from Proposition 4.1 that conv(S) contains the convex combi-
nations of the elements of S. If the set P consists of all 
the convex combinations of the elements of S, we need to 
show that P is convex and this will complete the proof. If 
x,y E P, then there exists x 1 , ... ,xn E Sand y 1 , ... ,ym E S, 
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n n 
such that L A.X. = 
l l i=l 
x where I A . = 1 , A l. £ [ 0, 1] , i = 1, ... , n, 
. 1 l l= 
m m 
and L a.y. = 
i=l l l 
y, where I a. = 1, a. £ [ 0, 1], i = 
i=l l l 
l, ... ,m. 
Then 
n m 
AX + (1-A)y =A( I A.x.) + (1-A)( L a.y.) 
i=l l l i=l l l 
n m 
= L AAixi + I (1-A)a.y. , 
i=l i=l l l 
where {xl, ... ,xn,yl,. · .,ym} c s, AA. > o, (1-A)a. > o, and l 
- l 
n m n n 
I AA. + I (1-A)a. = A I A. + (1-A) I a. l 
. 1 l i=l l l i=l l= i=l 
= A • 1 + (l~A) • 1 
= l ' 
Therefore, AX + (l~A)y £ P which implies that P is a convex 
set and this completes the proof. 
Proposition 4.3: If A and B are convex sets, then 
conv(AVB) = U [AA+(l-A)B]. 
O<A<l 
Proof: LetS= 0<\'< 1 [AA+(l-A)B]. Let x £ conv(AVB). This 
n m 
implies that x = I a.a. + L S.b. where a. £A, i = 1, ... ,n, 
i=l l l j=l J J l 
b. £ B, j = l, ... ,m, a. > 0, s. > J l - J -
n m 
n m 
O, and L a. + L S. = 1. 
i=l l j =1 J 
If we let a= L a1 and S = L Sj' then there are two i=l j =1 
cases 
that must be considered. First, suppose that a ~ 0 and S ~ 0. 
n a. m B. 
This implies that x =a( I~ a.) + (1-a) I 6J b. where i=l a l j =1 J 
n a. m e. 
I~ a. sA and I lf b. s B. Therefore, x s S. On the 
i=l a l j =1 J 
other hand assume that either a = 0 or B = 0 . If a = 0, 
m 
then X = I B. b. and again x E s, since B c s. This says 
j =1 J J 
that conv(AV B) C s. On the other hand, let X E: s, then 
x = ~x 1+(1-~ ) x 2 where ~ s [0,1], x1 s A and x 2 E: B. Since 
x1 s A and x 2 s B, then x1 ,x2 s A V B. This implies that 
x1 ,x 2 s conv(AUB). Since conv(AVB) is a convex set, 
~x 1 + (l-~)x 2 s conv(AV B). Therefore, S c conv(A UB) and 
the proof is complete. 
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A set which is the convex hull of finitely many points 
' is called a polytope. If {x 0 ,x1 , ... ,xn} is affinely inde-
pendent, its convex hull is called an n-dimensional simplex, 
and x 0 ,x1 , ... ,xn are called the vertices of the simplex. In 
terms of barycentric coordinates on J(x0 ,x1 , ... ,xn)' each 
point of the simplex is uniquely expressible as a convex 
combination of the vertices. The point ~ 0 x 0 + ~ 1 x 1 + ... +~hxn 
with ~O = ~l = ... = ~n = l!n is called the midpoint or bary-
center of the simplex. When n = 0,1,2, or 3, the simplex is 
a point, (closed) line segment, triangle, or tetrahedron, 
respectively. 
The dimension of a convex set C is defined to be the 
dimension of the join of C, J(C). Thus a convex disk is 
two-dimensional, no matter what the dimension of the space 
in which it is contained. The dimension of an affine set 
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or simplex as already defined agrees with its dimension as 
a convex set. 
Theorem 4.4: The dimension of a convex set C is the 
maximum of the dimensions of the various simplexes included 
in C. 
Proof: Let C be a convex set of dimension n. By the defi-
nition of dim C we know that dim J(C) = n. This implies that 
there exists x 0 ,x1 , ... ,xn e C such that these vectors are 
affinely independent. Therefore, conv{x 0 ,x1 , ... ,xn} C C and 
conv{x 0 , ... ,xn} is ann-dimensional simplex. Now assume that 
there exists a simplex S C C, such that dim(S) = n+l. This 
would imply that there exist vectors x 0 ,x1 , ... ,xn+l e S such 
that x 0 , ... ,xn+l are the vertices of the simplex S. This 
implies that {x1-x 0 , ... ,xn+1-x 0 } is linearly independent, 
which implies dim(C) > n+l since x 0 + {x1-x 0 , ... ,xn+1-x 0 }Cc. 
This contradicts our hypothesis that dim(C) = n. Therefore, 
dim(C) = max{dim S. IS. is a simplex in C}. 
l l 
A. Caratheodory's and Belly's Theorems 
Before we state or prove Caratheodory's theorem, it is 
helpful to prove the following lemma. It is similar to 
Caratheodory's theorem and is used in its proof. This lemma 
gives us another representation of the convex hull or of 
vectors in the convex hull. 
Lemma 4.5: The vector x e conv(S) if and only if x e K, 
where K is a simplex with vertices in S. 
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Proof: The proof will be by induction on the number of points 
inS used to represent x s conv(S). If x s S, then {x} is a 
n 
simplex. Assume x = I a.x. such that x. s S, ai s [0,1], 
i=l l l l n 
i = 1, ... ,n, I a. 
. l l 
= l and n ~ l implies that x s K, where 
l= 
K = conv{xi, ... ,xk} such that xi, ... ,xk s S, k <nand 
{xi,·· .,xk} is affinely independent; i.e., K is a simplex. 
n+l n+l 
Let x = I a.x. such that x. s S, a. s [0,1], I a. = l. If 
i=l l l l l i=l l 
there exists an a. = 0, then x is in some simplex with vertices 
l 
in S, by the induction hypothesis. Hence, assume ai ~ 0, for 
every i and consider 
n 
n a. 
= a I (~)x. + an+l xn+l ' i=l a l 
where a= I ai. Then us conv(S) and by the induction hy-
i=l 
pothesis there exist an affinely independent set {xi, ... ,xk} 
C S such that k < n 
k 
u = I s.xi such that 
i=l l 
and us conv{xi, ... ,xk}; i.e., 
k 
B. > O, L B. = l. If k < n, then x is 
l - . l l l= 
in a simplex with vertices in S by the induction hypothesis. 
Hence, assume k = n. If xn+l i J(xi, ... ,x~), then 
{xi, ... ,x~,xn+l} is affinely independent and x s conv{xi, 
... ,x~,xn+l}. If xn+l £ J(xi,· .. ,x'), then there exists 
n n+l 
numbers A1 , ... ,An+l' all not zero, such that L A.x! = 0 i=l l l 
n+l 
and I Ai = 0, where x~+l = xn+l. Let ai = aBi' i = 1, ... ,n 
i=l 
and a~+l = an+l. Then 
n n+l 
= \ (a.B )x' + a x' = \ a.' x! . i~l i i u+l n+l 1; 1 i l 
-a. ' 
Let T =min{~ lA. < 0}. Then 
i l 
n+l 
X = L 
i=l 
n+l 
a. 'x. ' l l 
n+l 
= L a..'x.' 
i=l l l 
= L (a..'+ TA.)x.'. 
i=l l l l 
n+l 
+ T L A.X.' 
i=l l l 
n+l 
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There exists i 0 such that a.' + TA. lo lo 
= 0 and I (a. '+TA.) = 
. l l l l= 
n+l L a..' = l, where a..' + TA. > 0, therefore, x s conv{x.' I 
"ll l l- l l= 
l ~ i ~ n+l, i ~ i 0 } such that xi' s S, for all i and by the 
induction hypothesis x is in a simplex with vertices in S. 
This lemma with some of the material already proved 
in this paper can be used to prove a very famous theorem. 
Caratheodory's theorem s~~s: If dim[conv(S)] = n, then 
x s conv(S) if 
ai s [0,1], i = 
m 
and only if x = L a.x. such that 
m i=l l l 




lemma above x s conv(S) if and only if x = L a..x., x. s S, 
m i=l l l l 
ai s [0,1], i = 1, ... ,m and iila.i = l, where {x1 , ... ,xm} 
are affinely independent. By theorem 4.4, if dim[conv(S)] 
= n then m < n+l. Therefore, Caratheodory's theorem is 
proved. 
Theorem 4.6 (Helly): A finite class of N convex sets 
in Rn is such that N ~ n+l, and to every subclass which con-
tains n+l members there corresponds a point of Rn which 
belongs to every member of the subclass. Under these con-
ditions there is a point which belongs to every member of 
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the given class of N convex sets. 
Proof (Radon): The theorem is trivially true when N = n+l. 
Assume that the theorem is true for each class of N-1 sets 
which satisfies the hypothesis where N > n+2. Now consider 
a class of N convex sets, x1 , ... ,XN. By the induction hy-
pothesis every subclass of N-1 sets has a common point in 
i i ( xl' ... 'xn) . We will say that xi s X., J 
for j ~ i, so we will be able to distinguish the points. 
N . N 
The equations L A.Xkl = 0, k = l, ... ,n, I A. = 0 are n+l 
i=l l i=l l 
equations in theN unknowns A1 , ... ,AN where N > n+l, so 
there is a nontrivial solution. For simplification, reorder 
the A.'s in the nontrivial solution such that the first 
l 
k A.'s are nonnegative and the remaining N-k A.'s are nega-
l l 
tive. This reordering requires us to also reorder the xi's so 
they correspond to their original A. and to reorder the 
l 
Xi's accordingly. Now define the pointy= (y 1 , ... ,yn) by 
k i k .. 
yJ. = L A.X./( LA.) 
i=l l J i=l l 
i 
since x s X., fori= l, ... ,k and j = k+l, ... ,N and X. is J J 
convex, then y s Xk+l'" .. ,XN. Now by substitution we obtain 
N . N N . N 
y. = - I (A.x~)/-( I A.) = L (A.x7)/( I A.); 
J i=k+l l J i=k+l l i=k+l l J i=k+l l 
B. Convex Cones 
A nonempty subset K of V is ca.lled a cone if it is 
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closed under nonnegative scalar multiplication. Such a set 
is a union of half-lines emanating from the origin. A con-
vex cone is a cone which is a convex set. The intersection 
of any collection of convex cones is a convex cone. One 
should not necessarily think of a convex cone as being 
"pointed". Subspaces of V are, in particular, convex cones. 
A vector sum A1x1 + ... + Amxm is called a nonnegative linear 
combination of x1 , ... ,xm if the coefficients Ai' i=l, ... ,m, 
are all nonnegative. 
If S is a nonempty subset of V, then we define the 
conical hull of S, denoted cone(S), to be the smallest con-
vex cone of V containing S. Since V is a convex cone and 
S C V, then the collection of all convex cones which con-
tain S is nonempty. It follows that cone(S) is the inter-
section of all convex cones which contain S. 
Proposition 4.7: A subset K of Vis a convex cone if 
and only if K is closed under addition and nonnegative scalar 
multiplication. 
Proof: Assume K is a convex cone and x s K; then AX s K 
where A > 0 which implies that K is closed under nonnegative 
l l 
scalar multiplication. If x,y s K, then 2 x + 2 Y s K since 
K is convex. Hence, 2(~ x + ~ y) s K which implies that 
x+y s K, so K is closed under addition. Now, assume that K 
is closed under nonnegative scalar multiplication and addi-
tion. This implies that if x,y s K and A,l-A > O, then 
AX,(l-A)Y E K. It follows that AX+ (l~A)y -. E K because of 
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closure under addition. This is all that is needed to prove 
that K is convex. 
Theorem 4.8: For S C V, cone(S) consists of all non-
negative linear combinations of the elements of S. 
Proof: Let P be the set of all nonnegative linear combina-
n 
tions of the elements of S. If x,y E P, then x = L A.x., 
m i=l l l 
y =I a.yj where x1 , ... ,x, y 1 , ... ,ym E Sand Al.,aj ~ 0 for j=l J n 
every i and j. Then if A E [0,1], 
n m 
AX + (1-A)y = A L A.X. + (1-A) L a.y. 
i=l l l j=l J J 
n m 
= L AA.x. + L (1-A)a.y., 
i=l l l j=l J J 
where AA. > 0 for each i and (1-A)a. > 0 for each j. This 
l - J -
implies that AX + (1-A)y E P, so P is a convex set. We can 
n n 
also see that AX = A I A.x. = I AA.x. E P, for A > O, so P 
. l l l . l l l l= l= 
is a convex cone. This implies that cone(S) C P. Let x E P 
n 
such that I A.x. = x where A. > 0 for each i and x1 , ... ,xn E S . 
. 1 l l l l= 
If K is any convex cone which contains S, then it follows 
from Proposition 4.7 that Aixi E K, i = 1,2, ... ,nand that 
n I A.X. = x E K. Therefore, PC K which implies that 
i=l l l 
PC cone(S) and the proof is complete. 
An ordered vector space is a real vector space V equipped 
with a transitive, reflexive, antisymmetric relation (partial 
order) "<" satisfying the following conditions: 
1. If x,y,z s V and x 2 y, then x+z 2 y+z. 
2. If x,y s V and a is a positive real number, then 
x 2 y implies ax < ay. 
The positive cone K in an ordered vector space V is 
defined by K = {xjo 2 x}. The cone K has the following 
properties: 
1. K + K C K 
2. aK C K for each positive real number a. 
3. Kn(-K) = {0}. 
Note that K is a (pointed) convex cone. Conversely, if K 
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is a convex cone in V and K rt ( -K) = { 0}, then V can be par-
tially ordered by defining x 2 y if y-x s K, for all x,y s V. 
Thus, for a given real vector space V, there is a canonical 
one-to-one correspondence between the collection of partial 
orders on V and the collection of all pointed convex cones 
in v. 
V. EXTREME POINTS AND APPLICATIONS 
A. Extreme Points 
A point x s C is an extreme point of C if and only if 
there is no way to express x as a convex combination 
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(1-A)y + AZ such that y s C, z s C and 0 < A < 1, except by 
taking y = z ~ x. This says that x is an extreme point in 
C if x is not contained in any open-line segment with end-
points in c. In Rockafellar [XI] the following prcposit~on 
is found. A closed bounded convex set C is the convex hull 
of its extreme points. This says that a convex set is com-
pletely determined by its extreme points. The term closed 
used above means that C contains its boundary. Bounded 
means C contains no rays. An example of a closed bounded 
convex set is a polytope. A property of extreme points is: 
extCc1+c 2 ) C ext(c1 ) + ext(C 2 ), where c1 ,c2 are convex sets 
and ext(C) denotes the set of extreme points of the convex 
set c. 
ProQosition 5.1: x is an extreme point of S if and 
only if S/{x} is convex. 
Proof: Assume x is an extreme point of S. That says if 
y,z s S/{x}, then x ~ AY + (l~A)z for A s [0,1]. Therefore, 
AY + (1-A)Z s S/{x} for A s [0,1] and S/{x} is convex. Now 
assume that S/{x} is convex. If y,z s S/{x}, then AY + (1-A)z 
s S/{x} when A s [0,1]. This says that x is not an · element 
of a closed-line segment with endpoints in S/{x}~ Therefore, 
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xis an extreme point of Sand the proof is complete. 
B. Applications 
1. Linear Programming Problem 
Convex sets and the theory behind them can be very 
practical and useful. One of the most common applicati.ons 
of linear programming today is in business. The linear pro-
gramming problem requires the determination of the maximum 
or minimum of a vector function of the form g(x) = f(x)+a, 
where f is a linear functional, a is a number, and x ranges 
over a polytope c. The polytope is determined by several 
inequalities called constraints. These constraints are 
determined by each individual problem. They could be money, 
the amount of raw material available, the demand, or any 
number of other things. There is one theorem which is very 
essential to the linear programming problem. It is stated 
and proved below. 
Theorem 5.2: The maximum value M of f(x) is taken on 
at one or more Of the extreme points of c. Similarly, the 
minimum value m of f(x) is taken on at one or more of the 
extreme points. 
Proof: Let x1 , ... ,xn be the extreme points of C. Let M = 
n n 
max {f(xi)}. If y E C, then y = L a.x., L a. = 1, a. > 0. 
l<i<n i=l 1 1 i=l 1 l -
f(y) 
n 
= f( L a.x.) 
. 1 l l l= 
n 
< M L a. 
. 1 l l= 
< M. 
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Therefore, f(x) takes on its maximum at one or more extreme 
points. 
Let m 
a. > 0. 
l -
= min{f(x. )}. 
l 
If y e: C, then y 
f(y) 
n 
= f( L a.x.) 
. 1 l l l= 
n 




= I a.x., L a. = 1, 
i=1 l l i=l l 
Therefore, f(x) takes on its minimum at one or more of the 
extreme points of C. 
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This theorem allows us to compute our needed maximum or 
minimum by only looking at the extreme points of our polytope. 
This cuts the work down a great deal. This still can be 
quite a job, since finding the extreme points of the poly-
tope is not an easy task. 
2. Transportation Problem 
Another application of convex sets is found in the trans-
portation problem. .An m x n transportation problem is speci-
fied by a posit~ve m-vector a= (a1 , ... ,am) and a positive 
m n 
n-vector b = (b 1 , ... ,bn) such that La. =Lb .. The prob-i=l l i=l l 
lem is that of transporting an infinitely divisible product 
from sources A1 , ... ,Am to sink or destinations B1 , ... ,Bn 
where ai is the supply of the product at Ai and bi is the 
demand at B .. A solution takes on the form of an m x n 
l 
matrix where x .. is the amount of the product shipped from lJ 
Ai to Bj. The feasible solutions of the transportation prob-
lem can be considered as elements in some polytope. Klee and 
Witzgall [VIII] prove many interesting facts about the number 
of vertices and facets of these polytopes. 
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VI. CONCLUSION 
This paper is a selfcontained collection of many of the 
interesting and basic ideas in the areas of affine and con-
vex sets. It is not a textbook, but it could be used as a 
syllabus for a one semester course in linear geometry. The 
theorems of Helly and Caratheodory can easily be proved with 
the tools in this paper. Ceva's theorem was included to show 
the result of generalizing a theorem from high school geometry 
to a famous theorem in geometries. 
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