Disambiguating named entities is an important problem in natural language processing, knowledge base, question answering systems. In the paper, we propose a Markov logic network knowledge graph solution for solving entity resolution problem. First, we employ knowledge graph to represent the entity relationship between linked entities in the knowledge base. Then, we utilize MLN to inference the inconsistent relationship in the knowledge graph, and disambiguate the entities in the process of entity disambiguation. As far as we know, inferencing with MLN is a first attempt for entity disambiguation in the knowledge graph. We evaluate the proposed solution with three real world knowledge bases and compare it with four baseline solutions. The experimental results demonstrate that our solution is 7% higher than other baseline methods with F1 measure. We also test our scheme and compare entity resolution systems on four datasets with three knowledge base corpora. Extensive experiments show that our solution achieves higher precision and recall than baseline solutions.
Introduction
With the explosion of information on the World Wide web, the traditional methods are unable to effectively handle the massive data growth, manual identification efficiency is low and costly human and financial problems result. With the rapid development of information technology, automated named entity disambiguation method needs to adapt to the everexpanding digital environment and make up for the lack of traditional methods. Knowledge fusion from different sources has received substantial attention in recent years [9] since knowledge fusion can let the knowledge be used repeatedly. However, building a knowledge base needs labor-intensive work and time cost. In order to avoid repetitive work, we need to reuse and share knowledge. Thus, we have to fuse data and information with different sources. In the information fusion process, we need to disambiguate the concept, instance, attribute, relation, and map the entity, concept and instance. Knowledge fusion can be completed through manually and automatically method. Manually method is suitable for small knowledge base; however, it needs labor-intensive work and is error-prone. On the other hand, large scale knowledge base needs automatically method, which is scalable as it is built on machine learning and ontology engineering.
Existing solutions to entity disambiguation includes DoSeR [30] , DBpedia Spotlight [20] , WAT [22] , AIDA [30] and Wikifier [20] . There are knowledge bases such as YAGO [22] , Probase [13] employ these entity resolutions methods to disambiguate entities．YAGO knowledge base fuses the Wikipedia, WordNet and Geo-Names into its disambiguation system. Wikipedia classifies the entities according to hierarchy structure based a directed acyclic graph. However, this structure only reflects topic information and error-prone. In order to disambiguate the entities, YAGO employs cooccurrences and the word frequency in WordNet to construct complete classification system. Probase [4] utilizes a probabilistic-based entity resolution method to fuse knowledge base, which fuses Freebase [1] into its system. Probase views the data fusion problem as matching and mapping problem from known classification system. The first problem to be solved is entity resolution, that is to decide whether two entities belong to one entity or not. Probase classifies the outer data sources into positive evidence and negative evidence, and converts the entity resolution problem into the optimization on graph's multi-way cut problem. This entity resolution method can solve the problem of attribute information deficiency. In addition, in order to solve the high time cost on large scale entity resolution, Lee et al. [13] propose CnD and BoF principles to insure the scalability of entity resolution.
On behalf of helping customers find new data and knowledge quickly and easily, Google search publishes a knowledge graph that can systematize search results and achieve a complete knowledge of any keyword. The knowledge graph gets professional information from the Freebase or Wikipedia and improves the depth and breadth of search results through large-scale information search analysis. Compared with the previous search results, the knowledge graph will be in three areas to greatly improve the final results of Google search to find the correct results. Because a keyword may represent multiple meanings, the knowledge graph will show the most comprehensive information that allows the user to find the meaning that is most wanted. With the knowledge graph, Google can better understand the user search information and summed up the relevant content and topics. Since the knowledge graph will give the search results of the complete knowledge system, users tend to find a lot of things they do not know before searching with Google search engine. We can apply knowledge graph to represent the entity relationship in the knowledge base.
Markov logic network [16] (MLN) combines the first-order logic and the probability graph model into a representation. MLN is a first-order logical knowledge base with weights for each criterion or statement, where the constants represent objects in the library. It also states that in a basic Markov network knowledge base, each possible primitive of a first order logic criterion carries a corresponding weight. Markov's logical reasoning is achieved by applying the Markov chain Monte Carlo method to the minimum subset of elements needed to answer the question. The weight is obtained from the relational database through the iterative efficient learning of the quasi-likelihood metric. The extra clause can be learned using the inductive logic program technique. MLN can be utilized to solve the inconsistent information in the knowledge base.
We provide a new solution to disambiguate entities and combine knowledge graph and MLN to improve the accuracy and performance. To achieve that, we employ knowledge graph to represent the linking relationship between entities, and utilize MLN to represent the uncertainty of relationship between entities and inference the inconsistent to disambiguate the entities. Consequently, we combine the knowledge graph and MLN to disambiguate named entities in the text. Compared with existing baseline methods, the contributions of proposed method are summarized as follows:
• We propose a new solution that utilizes knowledge graph to represent the entity relationship between linked named entities in the text.
• We utilize MLN to inference the inconsistent relationship in the knowledge graph, and disambiguate the entities in the process of entity resolution. As far as we know, this is the first trial on entity disambiguation.
• We test our solution on three knowledge base corpora and compare it with existing baseline methods. Experimental results demonstrate that the proposed solution achieves 7% higher F1 than baseline solutions. We also test our scheme and compare entity resolution systems on four data sets with three knowledge bases. The results show that our framework achieves higher precision and recall than baseline solutions.
We review the background on knowledge base, knowledge graph and Markov logic networks in Section 1. Section 2 summarizes the related work on entity resolution and entity alignment. Section 3 describes and formulates the entity resolution problem in the knowledge base. Section 4 presents our entity resolution framework and Section 5 reports the experiments results for entity disambiguation and compares it with some baseline methods. Section 6 makes the conclusion of the whole paper.
Related Work

Entity Resolution
Researchers propose several solutions for solving named entities disambiguation (NED) problem. Cucerzan [29] tackles NED problem with data extracted from Wikipedia. The researcher employs a local method to maximize the similarity between the input information and the concept in Wikipedia, and proposes a large-scale entity disambiguation system. Ratinov et al. [2] use Wikipedia knowledge base to disambiguate entities. Their experiments show that employing Wikipedia or other knowledge base methods achieve higher performance than using text similarity-based solutions for disambiguating entities. Wikipedia Miner [24] utilizes machine learning algorithms to disambiguate named entities. The researchers test their solution with Wikipedia and an AQUAINT subset. The AIDA solution [30] employs complicated graph algorithms and YAGO2 knowledge base for NED tasks. This solution utilizes dense sub-graphs to disambiguate named entities and uses a greedy algorithm for the scalability of Web scale. Additionally, AIDA can disambiguate the similar contexts, entities and context windows. DBpedia Spotlight [8] can mark and wikification relational entities. It employs vector-space model and vector's cosine similarity to solve NED tasks. By comparison to other solution, Spotlight can disambiguate all kinds of the DBpedia ontology. Spotlight is popular in many developing communities and has been adopted by many projects.
Ferragina and Scaiella [23] propose an updated version of their disambiguation system named TagMe2. TagMe2 can handle short texts around 30 words. TagMe2 is based on an anchor catalog, a page catalogue and an in-link graph. TagMe2 employs anchor catalog to match terms and identifies named entities. It combines in-link graph with page catalog and identified anchors entities to disambiguate the candidate entities. TagMe2 deletes the non-relevant named entities from the input short texts. Cornolti et al. [7] propose a benchmark test for named entity disambiguation methods. They compare six existing approaches in five well-known datasets. Furthermore, they defined different kinds of named entity annotation task.
Entity alignment
The entity alignment is mainly used to eliminate entity collisions in heterogeneous data source. Herzog et al. [11] employs the probability of entity linking model, assigns a different weight for each matching attribute pair, thereby improving the accuracy of the entity linking. Christen [7] proposes a novel SVM classification method based on the two-stage entity link analysis model. The matching accuracy is much higher than that of TAILOR. A novel adaptive entity name matching and clustering algorithm is proposed [12] , which can generate an adaptive distance function by training the sample. In the paper, authors employ supervised learning method to train the distance function in the conditional random field based entity alignment model, and then adjust the weight to maximize the product of the characteristic function and the learning parameter.
In the active learning methods, staff continuous interact to solve the deficiency of training data problems. Sarawagi and Bhamidipaty [5] propose an ALIAS system that can be constructed through the human-computer interaction to complete the entity linking and dereliction of the task. Tejada et al. [6] build an Active Atlas system in a similar way. Based on the above solutions, Lacoste-Julien et al. [25] propose an algorithm called SiGMa for large-scale knowledge base entity alignment. The algorithm regards the entity alignment problem as an optimization of the global matching score objective function. The problem is belonged to the quadratic assignment problem. The approximate solution can be obtained by the greedy optimization algorithm.
McCallum and Wellner propose [27] a conditional random fields(CRF) entity analysis model based on graph partitioning technology. The model makes the decision of entity identification based on the observed value, which is helpful when dealing with the data of dependency relationship between attributes. Singla and Domingos [15] propose an entity analysis method based on Markov logical network, which transforms the maximum likelihood calculation problem in the probability graph model into a typical maximization weighted satisfying problem. However, based on the Markov network, a series of equivalent predicate axioms need to be defined, through which the entities are aligned in the knowledge base. Figure 1 is an illustration of the example showing how MLN knowledge graph can resolve entity resolution problem. Entities are shown in nodes, dotted line represents co-referent entities found with entity resolution, and dashed line means homonymy entities. The weight of edge represents the probability of two entities are same entity, weight∈[0,1]. When weight(Apple,Apple)=0, which represents Apple and Apple are homonymy entities, they are not the same entity. When w(Apple,Mac)=1, which represents Apple and Mac are similar or same entities. The aim of entity resolution is find the probability of two nodes in the MLN knowledge graph.
Problem Statement
Many entities are homograph in knowledge bases; different words share the same entity in the real world while many entities share same words refer to different entities. Take Figure 1 for example. The two apples are not same entity in the MLN knowledge graphl the edge's weight between Apple and Mac is 0. While Apple and Mac are similar or the same entity, the weight of edge between Apple and Mac is 1. Our solution utilizes entity resolution to determine co-referent entities and disambiguate homonymy entities with MLN knowledge graph, producing a probability between to nodes in the MLN knowledge graph.
Scheme Details
The details of proposed solution will be discussed in this section. First, we utilize knowledge graph to construct knowledge base. Then, we utilize MLN to the probability of two nodes in the knowledge graph. Third, we employ tensor decomposition to do the entity resolution. Finally, we apply reinforcement learning to improve the entity resolution in our solution. 
Knowledge Graph
The knowledge graph is a semantic network that reveals the relationship between entities, and can be formally described in real world things and their relationships. We use triple tuples to represent knowledge graph G = (E, R, S), where E= {e1, e2, ⋯, e|E|} represent the set of linked entities within the knowledge graph, |E| represents the quantity of entities. R= {r1, r2, ⋯, r|E|} represents the relationship among linked entities. |R| represents the quantity of relationships. The basic form of triple tuples mainly includes entities, relationships, entities and concepts, attributes, attribute values, etc. Entities are the most basic elements in the knowledge graph, and there are different relationships between different entities. Concepts mainly refer to collections, categories, object types, and types of things, such as fruit, IT product in the Figure 1 . Attributes mainly refer to objects that may have properties, characteristics, features, and parameters, such as the size, taste of the apple fruit. Each entity can be described as a unique ID. Each attribute (attribute-value pair, AVP) can be used to characterize the intrinsic properties of an entity. The relationship can be used to connect two entities, each of which can be used to link two entities, which characterize the association between them.
Markov Logic Network
In a learned Markov logic network, the weight of the rule can be calculated by the empirical probability of containing the rule. Only we can see that if a relationship violates the rules and the weight of the rules is small, then the relationship is likely to exist. Therefore, Markov logic network can effectively deal with the contradiction of relationship in the knowledge base, and tolerate its inherent flaws. It needs to be pointed out that the contradiction of relationship in the knowledge base is not necessarily its inherent flaw because the knowledge base is often only a small part of real world and the real world is always a contradictory complex system. MLN combines statistical machine learning and first order logic; thus, it has an advantage over logic or statistical method in solving entity resolution problem. MLN is a statistical learning framework, with a strong ability to describe, logical reasoning ability and ability to deal with uncertainty. From the point of dealing with uncertainty, MLN employs first-order to predicate the weight of edge between entities, which can tolerate the knowledge of incomplete and contradictory (inconsistent) in the knowledge base, and has the ability to deal with the problem of uncertainty. In terms of probability and statistics, MLN provides a simple and effective method for describing Markov networks.
L is a set of binary tuples (Fi, ωi), the set of rules are represented by Fi, ωi is a real number. The two tuples (Fi, ωi) and a set of constant C={c1,c2,…,cn} construct MLN. Each ground atom corresponds a binary value node in the L. If the ground atom is true, the binary value is 1, otherwise, the binary value is 0. Each ground formula has a feature value, if the ground formula is real, the correspond value is 1; otherwise, the value is 0. And ωi is the weight of feature value corresponding to the rule Fi in the binary tuples. Since the node in MLN is derived from ground atom, the edge is derived from the relationship of ground atom. Therefore, template can be made for deriving Markov network. Given the same Markov logic network and different finite constants set C, different Markov networks can be generated, and the difference in size of these Markov networks can be very large. However, different Markov networks generated from the same MLN have some commonalities in the structure and parameters. For example, given the same number of groups, all the possible constants of the same rule have the same weight, etc. Each Markov network generated in this way may be referred to as a ground Markov network. Equation  1 gives the probability distribution of a possible ground formula x within Markov logic network:
Where, ni(x) represent the number of true rules corresponding ground formula; x{i} represents the state of atom in formula Fi, and The first equation in (1) gives the logarithmic linear model of the Markov logical network, and the second equation uses the equivalent form of the potential function. Intuitively, the rules with great weight represent the rule (1), if a world violates this rule, the probability of the existence of the world will tend to 0. In fact, the variables involved in rule Fi are usually found in other rules, When the value of the rule Fi is changed, there is no guarantee that the values of the other rules remain unchanged. Therefore, there is no one-to-one correspondence between the weight of the rule Fi and its probability. The weight is regarded as the maximum entropy distribution, or the weight of the rule is regarded as the empirical probability, then the probability of all the rules together determines the weight of the rule Fi.
Entity Resolution with Tensor Factorization
In order to compute the relationship in the MLN knowledge graph efficiently, we use tensor decomposition method to analyse the MLN knowledge graph. As Figure 2 illustrates, we use tensors to represent MLN knowledge graph and utilize CANDECOMP/PARAFAC (CP) tensor decomposition [19] to inference the probability of relationship between nodes. Nonnegative tensor decomposition is the tensor decomposition constraint factor is nonnegative. The multiplicative update rule is the most widely used nonnegative matrix decomposition method, which uses Kullback-Leibler divergence and Euclidean distance to measure the cost function. Equation (2) 
When the matrix V is decomposed into WH, the Euclidean distance || V-WH || does not grow under the formula (2) . The Euclidean distance is a constant when W and H has a fixed distance.
Since this rule only contains multiplication and division operations, if the initial matrix is nonnegative, all intermediate results are nonnegative.
Given a tensor Z of size O × P × Q, its k-component CP is decomposed into [26] : The greatest advantage of the CP model is its interpretability and that there is no restriction (there is no orthogonality limitation in SVD decomposition). The factors ak and bk represent the potential relationships between nodes in a MLN knowledge graph, and ck represent the relationships among nodes in multiple networks. Therefore, the CP model can inference the potential relationships between nodes in MLN knowledge graph. Figure 3 shows our framework for entity resolution. When we have an entity-based search in knowledge base, we first build a MLN knowledge graph according knowledge base. Then, the framework enumerates candidate entities in MLN knowledge graph. After that, the framework identifies the potential matching entities. Furthermore, CP tensor factorization is adopted in proposed framework for improving the efficiency of inference in the MLN knowledge graph. After ranking the similar entities, the candidate results will be tested according to a threshold. If the candidates are not qualified, the framework will enumerate candidate entities in MLN knowledge graph again. Otherwise, the matched entities will be returned.
The Proposed Solution for Entity Resolution
Evaluation
Extensive experiments are conducted on real-world datasets in this section. We employ YAGO, DBpedia, Wikidata to test our solution, and we compared our solution to AIDA [30] , DBpedia Spotlight [8] , WAT [9] and Wikifier [20] . Experiments are performed on a cluster with Intel Xeon E5-2620 V3 CPU, NVIDIA Tesla K80 GPU, Intel Xeon Phi 7120P, 128 GB main memory, 1T SSD, 6T SAS disk and CentOS release 6.4 64-bit version. We also utilize GERBIL-General Entity Annotator Benchmark [3] which include Spotlight and WAT that can offer comparison to other methods using multiple datasets. We utilize Precision and Recall to assess the performance of baseline solutions. Precision is the ratio of true entities among the returned result. Recall is the proportion of the entities resolution that are included in the returned correct result.
Corpus and Datasets
Yet Another Great Ontology [14] (YAGO) is designed by Max Planck Institute started from 2006. YAGO includes most instances of Wikipedia, such as singers, movies, cities. However, the hierarchy of these categories do not apply directly to word hyponymy. In contrast, WordNet has an accurate hyponymy but fewer instances. Therefore, the merger of the two resources will play their respective advantages. YAGO also cooperates with DBpedia, Wikidata, Geo-names and the Google Knowledge Vault. YAGO employs manually test to ensure the quality of data. YAGO makes special efforts on anchoring to time and spacial facts in knowledge base.
DBpedia [28] project was started from University of Berlin and Leipzig University; the first dataset was opened to public in 2007. It is available to users reusing the dataset. The entities and facts information are extracted from Wikipedia pages and info box tables inside the Wikipedia pages. The 2014 version of DBpedia has more than 4.58 million items, including 1.45 million people, 735,000 locations, 123,000 records, 87,000 movies, 16,000 computer games and 240,000 organizations. The knowledge base is not only used by BBC, Reuters, the New York Times, but also Google, Yahoo and others search engines. Wikidata [18] is first proposed by the Wikipedia Foundation in Germany. The goal is to design a "world knowledge of a collaborative editor of the database", which will provide support for more than 280 language versions of Wikipedia. Designers employ the high quality of Wikipedia content through such a shared database to ensure the consistency of Wikidata in different languages. Wikidata was extracted from different language versions of the Wikipedia which have a common understanding entities and facts. The structured data were extracted from Wikipedia pages. Wikidata is a large knowledge database that can be read and edited by people and computer programs. Wikidata allows users to participate in data management. The distinguished feature is that data are entered in any language, then it will be displayed in other languages immediately. More importantly, Wikidata pays more attention to the quality of data source. In short, compared with other data sources, Wikidata has open, collaborative, multi-lingual and structured features.
Datasets
In this section, we introduce four publicly available datasets which are used in our experiments. All data sets are contained in General Entity Annotator Benchmark, which evaluates disambiguation system with several datasets. Table 1 describes the statistics on the test datasets.
ACE corpus includes annotated entities and relations and was created by Linguistic Data Consortium. The data we utilize is a proportion of the ACE2004 coreference papers which has 63 articles along with 282 entities. AIDA/CO-NLL dataset was extracted from an evaluation competition [30] . The corpus was partitioned into one training dataset and two test datasets. There are 228 documents in the test datasets, and there are 18.93 entities in each document on average.
AQUAINT is offered by [24] , which includes 48 documents and 14.92 entities in each document on average from a news dataset from news agency, such as New York Times.
MSNBC was offered by [29] , which contains business news, health report, sports and travel information, and includes 19 news documents and 632 entities.
Compared Methods
We make comparison our solution with following solutions for entity resolution.
Wikifier [20] is a famous wikification framework developed in 2013, which employs statistical methods to recognize named entity from text. Wikifier utilizes Wikipedia as background knowledge base and can link entities from text to Wikipedia pages.
DBpedia Spotlight [8] is aimed for annotating entities from text documents with DBpedia URIs. It is an open source Web Service and is freely available for every user. Users can choose its configure according to their real needs with ontology or quality measures, such as relative importance, topic relevant degree, context ambiguity and entity disambiguation. DBpedia Spotlight rely on the RDF knowledge base DBpedia, YAGO, and Wikipedia knowledge base. Since entities within DBpedia, Wikipedia and YAGO offer same relations, it is easily to evaluate the disambiguation accuracy while utilizing same datasets.
AIDA [30] is a robust solution for collective disambiguation by annotating entity from knowledge bases and employing coherence graph method. It merges probability distribution, text similarity and the concurrence of entities in the text into a framework to solve the entity disambiguation in the context. A weighted graph of candidate entities is built within AIDA solution, and a dense subgraph that reflects the mention-entity mapping is searched in the weighted graph. AIDA also rely on the RDF knowledge bases DBpedia and YAGO and Wikipedia knowledge.
WAT also utilizes Wikipedia as background knowledge base and link entities in the text directly to Wikipedia pages. WAT redesigns TagMe [23] components and employs graph-based method and vote-based method for entity disambiguation. WAT has better modular of software and more efficient than TagMe. WAT re-designs spotting, disambiguation and pruning modules to improve the annotation pipeline.
Experiment Results
In this section, we give the experimental results on compared with DoSeR framework and Wikifier, DBpedia Spotlight, AIDA and WAT entity resolution systems, which utilize Wikipedia corpora.
Compared with DoSeR framework
We compare our solution against DoSeR [17] on DBpedia corpus. We also test whether our solution performs better on YAGO3 and Wikidata. Table 2 shows the experiments results compared with DoSeR. The results demonstrate that the proposed framework achieves higher performance than baseline methods on these datasets. Despite employing the same candidate selection method as introduced in DoSeR, our method achieves 8% F1 value higher than DoSeR on AQUAINT dataset with Wikidata corpus. Compared to other datasets, the advantage is 7% on average with F1 measure. Our method achieves best performance on precision among these datasets, which is 10% higher than DoSeR in ACE2004 with YAGO3 MSNBC data set. Our method also achieves 5% higher than DoSeR with recall on average.
Compared with entity resolution system
We test our method against Wikifier, DBpedia Spotlight, DoSeR, AIDA and WAT entity resolution systems, which utilizes Wikipedia corpora. We use YAGO3, DBpedia, and Wikidata as core knowledge bases separately, and let compared solutions disambiguate all entities in DBpedia. We compared our solution to baseline entity disambiguation systems on ACE dataset with DBpedia corpus. The precision-recall curves in Figure 4 show that our method performs particularly well in the tail of high recall values. The mean average precision curve reflects the advantage of our method to comparison systems. 
Conclusions
In the paper, a MLN knowledge graph model is proposed for solving entity resolution problem. We present a model that utilizes knowledge graph to represent the entity relationship between linked entities in the knowledge base. We utilize MLN to inference the inconsistent relationship within the knowledge base, and disambiguate the entities in the process of entity resolution. Our method outperforms baseline approaches for entity resolution by up to 7% with F1 measure. We also compare with the baseline entity resolution systems on three real knowledge bases. Experimental results demonstrate that our method achieves the best performance among baseline methods.
