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Abstract—In conventional distributed Kalman filtering, em-
ploying diffusion strategies, each node transmits its state estimate
to all its direct neighbors in each iteration. In this paper we
propose a partial diffusion Kalman filter (PDKF) for state esti-
mation of linear dynamic systems. In the PDKF algorithm every
node (agent) is allowed to share only a subset of its intermediate
estimate vectors at each iteration among its neighbors, which
reduces the amount of internode communications. We study the
stability of the PDKF algorithm where our analysis reveals that
the algorithm is stable and convergent in both mean and mean-
square senses. We also investigate the steady-state mean-square
deviation (MSD) of the PDKF algorithm and derive a closed-
form expression that describes how the algorithm performs at
the steady-state. Experimental results validate the effectiveness of
PDKF algorithm and demonstrate that the proposed algorithm
provides a trade-off between communication cost and estimation
performance that is extremely profitable.
Index Terms—Diffusion strategy, distributed estimation,
Kalman filtering, partial update, state estimation.
I. INTRODUCTION
We consider the problem of distributed Kalman filtering
over a set of interconnected nodes called adaptive network
(AN). These nodes are closely bound up with each other and
are able to cooperatively perform decentralized data processing
and optimization through locally information exchange. We
assume that the system of interest is described as a linear
state-space model, and that each individual node in the net-
work assembles measurements that are linearly linked to the
unobserved state vector. Estimating the state of the system is
the objective for every node. As opposed to the centralized
estimation, the distributed estimation is more flexible for
topology changes and robust to node/link failures.
In previous studies, some decentralized Kalman filtering
algorithms such as parallel information filter [1], where a
centralized control problem is formulated based on the central-
ized Kalman filtering algorithm, distributed information filter
[2], distributed Kalman filter with consensus filter [3]–[5],
distributed Kalman filter with weighted averaging [6], [7], and
distributed Kalman filter with diffusion strategies [8], [9] have
been proposed in the context of network of nodes. Here, we
focus on diffusion version of the Kalman filter (DKF) proposed
in [8], where the nodes are tasked with estimating some
parameters of interest, describing the state of the system, from
noisy measurements through a diffusion cooperative protocol.
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Cooperation structure in diffusion-based adaptive networks
makes them scalable and more robust to link/node failures.
In diffusion strategies, nodes communicate with all their
immediate neighbors to share their intermediate estimates
with each other [10]. However, due to limited power and
bandwidth resources for communication among the nodes
over a practical sensor network, the most expensive part
of realizing a cooperative task is data transmission through
radio links. Therefore, lowering the amount of information
exchange among the eighbor nodes, while keeping the benefits
of cooperation, is of practical importance. Generally speaking,
although the benefits of diffusion strategies are achieved by
increasing internode communications, they are compromised
by communication cost.
There have been several efforts to reduce the communication
cost without any significant degradation of the estimation and
compromising the cooperation benefits in diffusion algorithms,
such as reducing the dimension of the estimate [11]–[13],
selecting a subset of the entries of the estimates [14]–[17],
set-membership filtering [18]–[20] or partial updating [21]
have been reported in [22]–[26]. All these correspondences
aim at reducing the internode communication in diffusion
strategies, notably diffusion least mean-square (LMS). In [27],
the authors addressed the problem of distributed Kalman filter
and propose an efficient algorithm for large-scale systems. A
distributed Kalman filtering with low-cost communications has
been reported in [28]. The algorithm relies on the average
consensus and employs the sign of innovations to reduce the
communication cost to a single bit per observation. Kalman
filters with reduced order models have been studied, in e.g.,
[29], [30], to address the computation burden posed by im-
plementing nth order models. In these works, the reduced
models are decoupled, which is sub-optimal as the important
coupling among the system variables is ignored. Partitioned
Update Kalman Filter (PUKF) that updates the state using
multidimensional measurements in parts is discussed in [31].
PUKF evaluates the nonlinearity of the measurement fusion
within a Gaussian prior by comparing the effect of the second
order term on the Gaussian measurement noise. Among these
methods, we focus on partial-diffusion based algorithms [14],
[15] in which the nodes only selected and diffused a subset
of their estimate vector entries through the network.
In this paper, we employ partial-diffusion strategy in
Kalman filtering to collectively estimate the state of a linear
system, in which each node exchange and diffuse a part of its
estimate state vector only with its direct neighbors at each
time update. Inspired by [14], we name the proposed al-
gorithm partial-diffusion Kalman filtering (PDKF) algorithm.
The PDKF algorithm lowers the total amount of internode
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2transmissions in the network related to the diffusion Kalman
filtering (DKF) algorithm, where the nodes always receive
the intermediate estimates of all their neighbors, with limited
degradation in performance. To select a subset of estimate
vector for broadcasting at each iteration, we consider two
similar schemes, sequential and stochastic, proposed in [14].
The main contributions of this paper can be summarized as
follows:
(i) We employ partial-diffusion algorithm in the Kalman
filtering algorithm. More specifically, we adopt a similar
approach to that proposed in [14], [15] to build up
the PDKF algorithm. It should be noted that since our
objective is to minimize the internode communication,
nodes exchange their intermediate estimates with their
neighbors only and do not exchange the local data;
(ii) Using the energy conservation argument [32]–[34] we
analyze the stability of algorithms in mean and mean
square sense under certain statistical conditions;
(iii) Stability conditions for PDKF algorithm are derived and
interpreted;
(iv) We derived closed-form expression for mean-square
derivation (MSD) to explain the steady-state performance
of PDKF algorithm;
(v) We illustrate the comparable convergence performance
of PDKF algorithm in different numerical examples.
Using the PDLMS algorithm, acceptable estimation perfor-
mance is achieved while the utilization of communicated re-
source is kept low. The main aim of this correspondence is that
in comparison to DKF when part of the intermediate estimate
is received by the neighbors the total amount of internode
communication is reduced. This fact comes at the expense
of slight degradation in performance. The more entries are
communicated at each iteration, the more weight estimates are
interred into the consultation phase. So, the PDKF algorithm
enables an effective trade-off between communication cost
and estimation performance. The effectiveness of the proposed
PDKF algorithm as well as the accuracy of the theoretical
derivations are validated with simulation results.
The rest of this correspondence is organized as follows. In
section II.A, we briefly introduce the data model, the diffusion
KF algorithm, and the local estimator of estate vector, to offer
preliminary knowledge. In section II.B, the partial-diffusion
KF algorithm is formulated. The performance analyses are
examined in section IV. In section V, numerical simulations
are presented to illustrate the effectiveness and steady-state
behavior of the proposed algorithm. Finally, conclusions are
drawn in section V.
Notation: We adopt small boldface letters for vectors and
bold capital letters for matrices. The symbol ∗ denotes conju-
gation for scalars and Hermitian transpose for matrices. The
notation diag {·} is used in two ways: X = diag {x} is a
diagonal matrix whose entries are those of the vector x, and
x = diag {X} is a vector containing the main diagonal of
X. The exact meaning of this notation will be clear from the
context. If Σ is a matrix, we use the notation ‖x‖2Σ = x∗Σx
for the weighted square norm of x. Finally, we use ⊗ and 1
to denote the Kronecker product a column vector with unity
entries, respectively.
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Fig. 1. At each time instant i, node k collects a measurement yk,i.
II. ALGORITHM DESCRIPTION
A. Diffusion Kalman Filter Algorithm
Consider a network of N nodes scattered in geographical
space. Two nodes are neighbors if they can exchange informa-
tion with each other. The neighborhood of node k is denoted
by Nk (notice that k ∈ Nk (See Fig. 1). At time instant i, each
node k collects an observation (or measurement) yk,i ∈ RP of
the true state xi ∈ RM of a linear dynamic process (system)
as
yk,i = Hk,ixi + vk,i (1)
where Hk,i ∈ RP×M denotes the local observation matrix
and vk,i is the observation noise vector. The state vector xi
evolves according to
xi+1 = Fixi + Gini (2)
where Fi ∈ RM×M and Gi ∈ RM×M and ni ∈ RM denote
the model matrix, the state noise matrix and the state noise
vector respectively. For the state-space model described by (1)
and (2) it is customary to make the following assumptions:
Assumption 1:
(i) The measurement noises vk,i are zero-mean and spatially
and temporally uncorrelated with covariance matrices
given by E[vk,iv∗l,j ] = δijδklRk,i.
(ii) The state noise vectors ni are zero-mean, and temporally
uncorrelated with covariance matrices E[nin∗j ] = δijQi.
(iii) The noise signals vk,i and ni are spatially and temporally
uncorrelated.
(iv) The initial state x0 is zero-mean with covariance matrix
E [x0x∗0] = Π0 > 0 and uncorrelated with noise signals
vk,i and ni for all i and k.
For every node in the network the objective is to estimate
the state vector xi by collaborating with other nodes. As
we mentioned earlier, the DKF algorithm is an effective
tool for performing network-wide distributed Kalman filtering
problem. Before proceeding further, we define xˆk,i|j as the
local estimator of xi that node k computes at time i based on
local observations and information up to and including time
j. We further use x˜k,i|j = xi− xˆk,i|j to denote the estimation
error at node k and Pk,i|j to denote the covariance matrix of
x˜k,i|j . Then, the DKF algorithm in its time-and-measurement
update form is given in Algorithm 1. The algorithm starts with
xˆk,0|−1 = 0 and Pk,0|−1 = Π0, where Pk,0|−1 ∈ RM×M .
The symbol ← denotes a sequential assignment. As can be
seen, the algorithm consists of two steps, i.e. the incremental
3Algorithm 1 Diffusion Kalman filter [8]
Initialization: xˆk,0|−1 = 0 and Pk,0|−1 = Π0
For every time instant i, every node k computes
Step1: Incremental Update
ψk,i ← xˆk,i|i−1
Pk,i ← Pk,i|i−1
for ` ∈ Nk do
Re,i ← R`,i + H`,iPk,i|iH∗`,i
ψk,i ← ψk,i + Pk,i|iH∗`,iR−1e,i [y`,i −H`,iψk,i]
Pk,i ← Pk,i|i −Pk,i|iH∗`,iR−1e,iH`,iPk,i|i
end for
Step2: Diffusion Update
xˆk,i|i ←
∑
l∈Nk
clkψ l,i
Pk,i|i ← Pk,i
xˆk,i+1|i = Fixˆk,i|i
Pk,i+1|i = FiPk,i|iF∗i + GiQiG
∗
i
update and diffusion update. In the incremental update step,
first, the nodes exchange local data {yk,i,Hk,i,Rk,i} with
their neighbors. Then, each node performs KF with available
data to obtain the intermediate estimates ψk,i as follows:
ψk,i ← xˆk,i|i−1
Pk,i ← Pk,i|i−1
for ` ∈ Nk
Re,i ← R`,i + H`,iPk,i|iH∗`,i
ψk,i ← ψk,i + Pk,i|iH∗`,iR−1e,i [y`,i −H`,iψk,i]
Pk,i ← Pk,i|i −Pk,i|iH∗`,iR−1e,iH`,iPk,i|i
end (3)
In the diffusion step, the nodes share intermediate estimates
ψk,i and then compute a convex combination of intermediate
estimates to obtain the local estimate xˆk,i|i as:
xˆk,i|i ←
∑
l∈Nk
clkψ l,i (4)
It is noteworthy that, in (4) the scalars {clk} are nonnegative
coefficients satisfying
N∑
l=1
clk = 1, clk = 0 if l /∈ Nk, ∀l, k (5)
B. PDKF Algorithm Derivation
In this correspondence, we adopt a similar approach pro-
posed in [14] to build up our PDKF algorithm. In the
DKF given in Algorithm 1 the nodes exchange local data
{yk,i,Hk,i,Rk,i} to calculate the intermediate estimates ψk,i.
Clearly, successful implementation of such strategy requires
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Fig. 2. Partial Diffusion Kalman filter update at node k.
considerable communication resources. Thus, in order to
reduce the communication complexity, our proposed PDK
algorithm relies on the modified version of DKF given in Algo-
rithm 1. More specifically, unlike Algorithm 1 in our proposed
algorithm the nodes do not exchange local data yk,i,Hk,i,Rk,i
with their neighbors in the incremental step and the algorithm
solely relies on the transmission selected entries of ψk,i. So, in
the proposed PDKF algorithm the incremental step (3) changes
to he following Adaptation Phase:
Re,i = Rk,i + Hk,iPk,i|iH∗k,i
ψk,i = ψk,i + Pk,i|iH
∗
k,iR
−1
e,i [yk,i −Hk,iψk,i] (6)
Pk,i = Pk,i|i −Pk,i|iH∗k,iR−1e,iHk,iPk,i|i
Selecting and scattering L out of M , 0 ≤ L ≤ M , entries
of the intermediate state estimate vector of each node k at
time instant i, make the realization of reducing internode com-
munication possible. According to this scheme, the selection
process can be implemented using a diagonal selection matrix,
Tk,i ∈ RM×M . Multiplication of ψk,i by Tk,i that has L
ones and M−L zeros on its diagonal replaces its non-selected
entries with zero. The positions of the ones on diagonal of Tk,i
determine the entries of node k that are selected to diffuse at
time i. Note that, the integer L is fixed and pre-specified [14].
The most fundamental problem, we face with, hinges on
ambiguities in non-diffused elements of the nodes in combi-
nation phase. When the intermediate estimates are partially
transmitted, the non-communicated entries are not available
to take part in this phase. However, each node requires all
entries of the intermediate estimate vectors of its neighbors for
combination. To avoid this ambiguity, the nodes can replace
the entries of their own intermediate estimates instead of the
ones from the neighbors that are not available. It would be
useful to use the following equation (combination phase) for
aggregating the partially received intermediate estimates:
xˆk,i|i = ψk,i +
∑
l∈Nk\{k}
clkTl,i(ψ l,i −ψk,i) (7)
Therefore, we substitute the unavailable elements by their
equivalent ones in each node’s own intermediate estimate
vector. Accordingly, our proposed PDKF algorithm employs
(6) in the adaptation phase and (7) in the combination phase.
The proposed PDKF algorithm is described in Algorithm 2.
This process is also demonstrated schematically in Fig. 2.
Remark 1: The computational complexity of the proposed
PDKF algorithm is similar to the original DKF algorithm given
4by Algorithm 1. To show this, note that (7) can also be written
as
xˆk,i|i = ckkψk,i +
∑
l∈Nk\{k}
clk[Tl,iψ l,i + (IM −Tk,i)ψk,i]
(8)
Comparing (4) and (8) we can see that both expressions
require |Nk|M multiplications and (|Nk| − 1)M additions
per iteration per node.
C. Entry Selection Method
To select L-subset of a set on M elements containing
exactly L elements, we employ a similar approach proposed
in [14]. Doing so, there exist two different schemes namely
sequential and stochastic partial-diffusion. These methods are
analogous to the selection processes in sequential and stochas-
tic partial-update schemes [21], [35], [36]. In the sequential
partial-diffusion the entry selection matrices, Tk,i are diago-
nal:
Tk,i =
t1,i · · · 0... . . . ...
0 · · · tM,i
 , tl,i = {1 if l ∈ J(imodΩ¯)+1
0 otherwise
(9)
with Ω¯ = dM/Le. The number of selection entries at each
iteration is restricted by L. The coefficient subsets Ji are not
unique as long as they meet the following requirements [21]:
1) Cardinality of Ji is between 1 and L;
2)
⋃Ω¯
τ=1 Jτ = S where S = {1, 2, . . . ,M};
3) Jτ ∩ Jυ = φ, ∀τ, υ ∈ {1, . . . Ω¯} and τ 6= υ.
The description of the entry selection matrices, Tk,i, in
stochastic partial-diffusion is similar to that of sequential one.
The only difference is as follows. At a given iteration i, for
the sequential case, one of the set Jτ , τ = 1, . . . , Ω¯, set in
advance, whereas for stochastic case, one of the sets Jτ is
sampled at random from {J1,J2, · · · ,JΩ¯}. We do this be-
cause the nodes need to know which entries of their neighbors’
intermediate estimates have been transmitted at each iteration.
These schemes bypass the need for any addressing procedure.
III. PERFORMANCE ANALYSIS
A. Network Update Equation
In this section we present the mean, mean-square and con-
vergence analysis of the proposed PDKF algorithm. We also
derive a closed-form expression for MSD, which is frequently
used as a steady-state metric in adaptive networks. For every
node k, the MSD metric is defined as follows:
MSDk,i = E
[‖xi − xˆk,i|i‖2] (10)
Let ψ˜k,i = xi−ψk,i denote the estimation error at the end of
the Adaptation phase. Then, it can be easily shown that the
following expression holds
ψ˜k,i = x˜k,i|i−1 −Pk,i|i−1H∗k,iR−1e,i (Hk,ix˜k,i|i−1 + vk,i)
= (IM −Pk,i|i−1H∗k,iR−1e,iHk,i)x˜k,i|i−1
−Pk,i|i−1H∗k,iR−1e,ivk,i (11)
Algorithm 2 Partial Diffusion Kalman filter
Initialization: xˆk,0|−1 = 0 and Pk,0|−1 = Π0
For every time instant i, every node k computes
Step1: Adaptation phase
ψk,i ← xˆk,i|i−1
Pk,i ← Pk,i|i−1
for k = 1, 2, · · ·N do
Re,i = Rk,i + Hk,iPk,i|iH∗k,i
ψk,i = ψk,i + Pk,i|iH
∗
k,iR
−1
e,i [yk,i −Hk,iψk,i]
Pk,i = Pk,i|i −Pk,i|iH∗k,iR−1e,iHk,iPk,i|i
end for
Step2: Combination Phase
xˆk,i|i ← ψk,i +
∑
l∈Nk\{k}
clkTl,i(ψ l,i −ψk,i)
Pk,i|i ← Pk,i
xˆk,i+1|i = Fixˆk,i|i
Pk,i+1|i = FiPk,i|iF∗i + GiQiG
∗
i
Noting that Pk,i|iH∗k,iR
−1
e,i = Pk,i|i−1H
∗
k,iR
−1
e,i , the above
equation can be rewritten as:
ψ˜k,i = (IM −Pk,i|iSk,i)x˜k,i|i−1 −Pk,i|iH∗k,iR−1e,ivk,i (12)
where Sk,i = H∗k,iR
−1
e,iHk,i. We also have
x˜k,i|i−1 = Fi−1x˜k,i−1|i−1 + Gi−1ni−1 (13)
Substituting (13) into (12) gives
ψ˜k,i = (IM −Pk,i|iSk,i)Fi−1x˜k,i−1|i−1
+ (IM −Pk,i|iSk,i)Gi−1ni−1 −Pk,i|iH∗k,iR−1k,ivk,i
(14)
Now, to proceed let us define the augmented state-error vectors
X˜ i|i and Ψ˜i, measurement noise vectors vi, and block-
diagonal matrices Hi, Pi|i, Si and Bi as follows:
X˜ i|i = col
{
x˜1,i|i, x˜2,i|i, · · · , x˜N,i|i
}
Ψ˜i = col
{
ψ˜1,i, ψ˜2,i, · · · , ψ˜N,i
}
vi = col {v1,i, ·,vN,i}
Hi = diag {H1,i,H2,i, · · · ,HN,i}
Pi|i = diag
{
P1,i|i,P2,i|i, · · · ,PN,i|i
}
Si = diag {S1,i,S2,i, · · · ,SN,i}
Bi =
B1,1,i · · · B1,N,i... . . . ...
BN,1,i · · · BN,N,i
 .
where
Bp,q,i =

IM −
∑
l∈Np\{p} clpTl,i if p = q
cqpTq,i if q ∈ Np\ {p}
OM otherwise
5Using the above definitions, we now can express equations (8)
and (14) in a global form as:
X˜ i|i = BiΨ˜i (15)
Ψ˜i =
(
IMN −Pi|iSi
)
[(IN ⊗ Fi−1) X˜ i|i
+ (IN ⊗Gi−1) (1⊗ ni−1)]−Pi|iH∗iR−1i vi (16)
where Ri = E [viv∗i ] is a block-diagonal matrix. Note that
equation (15) describes the evolution of entire network. Note
further that (16) can be rewritten in a more compact form as:
Ψ˜i = F iX˜ i−1|i−1 + Gi (1⊗ ni−1)−Divi (17)
where
F i =
(
IMN −Pi|iSi
)
(IN ⊗ Fi−1)
Gi =
(
IMN −Pi|iSi
)
(IN ⊗Gi−1)
Di = Pi|iH∗iR−1i
By substituting (17) into (15) the update equation for the
network state-error vector becomes
X˜ i|i = BiF iX˜ i−1|i−1 +BiGi (1⊗ ni−1)−BiDivi (18)
B. Assumptions
As it is common to impose statistical assumptions on the
regression and noise data to make the analysis tractable, in the
next Section, we will consider the following assumptions in
our analysis.
Assumption 2:
(i) The matrices in the model described (1) and (2) are time-
invariant and the noise is considered stationary, i.e., the
matrices F, G, H, R and Q do not depend on time
i. Furthermore, we assume that matrix F is stable, the
necessary and sufficient condition for stability of F is
that all its eigenvalues lie strictly inside the unite circle.
(ii) Let define the local Kalman filter as a A Kalman filter
that uses data from its neighborhood. Then, we assume
that local Kalman filter converges for every neighbor-
hood, i.e., limi→∞Pk,i|i−1 , P−k and limi→∞Pk,i|i ,
Pk, k = {1, · · · , N}, called ergodicity assumption.
Under these assumptions, the matrices F i, Gi and Di also
converge in steady-state, and their corresponding steady-state
values are given by
P , lim
i→∞
Pi|i = diag {P1, . . . ,PN}
P− , lim
i→∞
Pi|i−1 = diag
{
P−1 , . . . ,P
−
N
}
F , lim
i→∞
F i = (IMN −PS) (IN ⊗ F)
G , lim
i→∞
Gi = (IMN −PS) (IN ⊗G)
D , lim
i→∞
Di = PH∗R−1
where S and H are used instead of Si and Hi since these
matrices are now time-invariant.
C. Mean Performance
Since xˆk,0|−1 and E [x0] = 0, we have E
[
xˆk,0|−1
]
for all
k. Moreover, all entries of Q are real non-negative and each
row summing to (Q1 = 1) which means that Q is a right-
stochastic matrix. Therefore, we have
lim
i→∞
E
[
X˜ i|i
]
= OMN
where OMN denotes the MN × 1 zero vector. This means
the PDKF algorithm is convergent in the mean sense and
asymptotically unbiased.
D. Mean-Square Performance
Taking the squared weighted Euclidean norm of both sides
of (18) and applying the expectation operator together with
using Assumption 2 yield the following weighted variance
relation:
E
[∥∥∥X˜ i|i∥∥∥2
Σ
]
= E
[∥∥∥X˜ i−1|i−1∥∥∥2
Γ
]
+ E[ (1⊗ ni−1)∗ G∗iB∗iΣ
BiGi (1⊗ ni−1) ] + E [v∗iD∗iB∗iΣBiDivi]
(19)
Γ = B∗iF∗iΣF iBi (20)
where Σ is an arbitrary symmetric nonnegative-definite matrix.
Since X˜ i−1|i−1 is independent of Γ we have,
E
[∥∥∥X˜ i−1|i−1∥∥∥2
Γ
]
= E
[∥∥∥X˜ i−1|i−1∥∥∥2E[Γ]
]
(21)
Define
γ = vec {E [Γ]} (22)
σ = vec {Σ} (23)
where vec {.} denotes a linear transformation which converts
the matrix into a column vector by stacking all columns of
its matrix argument. The transpose of a vectorized matrix are
also denoted by vecT {.}. Using (21)-(23), we can alter (19)
to
E
[∥∥∥X˜ i|i∥∥∥2
σ
]
= E
[∥∥∥X˜ i−1|i−1∥∥∥2
γ
]
+ E
[
(1⊗ ni−1)∗ G∗iB∗iΣBiGi (1⊗ ni−1) ]
]
+ E [v∗iD∗iB∗iΣBiDivi] (24)
where E
[∥∥∥X˜ i|i∥∥∥2
σ
]
and E
[∥∥∥X˜ i−1|i−1∥∥∥2
γ
]
are the same quan-
tities as E
[∥∥∥X˜ i|i∥∥∥2
Σ
]
and E
[∥∥∥X˜ i−1|i−1∥∥∥2
Γ
]
, respectively.
Using (20), (22), and (23), the commutative property of the
expectation and vectorization operations, and the relationship
between the Kronecker product and the vectorization operator
[21], i.e.,
vec {ABC} = (CT ⊗A) vec {B}
We can verify that
γ =B
(
FTi ⊗F∗i
)
σ (25)
6where
B = E
[
BTi ⊗B∗i
]
Using the following property from linear algebra [15]
tr
(
ATB
)
= vecT {B} vec {A}
and the symmetry of Σ , we have
E
[
(1⊗ ni−1)∗ G∗iB∗iΣBiGi (1⊗ ni−1)
]
= E
[
tr
{
ΣBiGi (1⊗ ni−1) (1⊗ ni−1)∗ G∗iB∗i
}]
= vecT
{
E
[{
ΣBiGi (1⊗ ni−1) (1⊗ ni−1)∗ G∗iBTi
}]}
=
(
BTvec
{
E
[Gi (1⊗ ni−1) (1⊗ ni−1)∗ G∗i ]})T σ
= vecT {L}Bσ (26)
where
L = Gi
(
11T ⊗Qi−1
)G∗i
The last term of (19) can be written as
E [v∗iD∗iB∗iΣBiDivi] = E [tr {ΣBiDiviv∗iD∗iB∗i ]}
= vecT
{
BiDiviv∗iD∗iBTi
}
σ
=
(
BTvec {E [Diviv∗iD∗i ]}
)T
σ
= vecT {K}Bσ (27)
where
K = DiRiD∗i
Substitution of (27), (26) and (25) into (24) gives
E
[∥∥∥X˜ i|i∥∥∥2
σ
]
= E
[∥∥∥X˜ i−1|i−1∥∥∥2
B(FTi ⊗F∗i )σ
]
+ vecT {L}Bσ + vecT {K}Bσ (28)
Taking the limitation as i→∞, we obtain from (28) that:
lim
i→∞
E
[∥∥∥X˜ i|i∥∥∥2
(IM2N2−B(FTi ⊗F∗i ))σ
]
= vec {K+L}Bσ
(29)
Note that since F is stable, the matrix IM −B
(
FTi ⊗F∗i
)
is non-singular. Finally, the average steady-state MSD across
the network is
MSDnetwork =
1
N
vecT {K+L}B×(
IM2N2 −B
(
FTi ⊗F∗i
))−1
vec {IMN}
(30)
We can summarize the results of Section III in the following
Lemma.
Lemma 1: Under Assumptions 1 and 2, the partial diffusion
KF algorithm given by Algorithm 2 is convergent in mean and
asymptotically unbiased, and the steady-state network MSD is
given by (30).
IV. SIMULATIONS
We now illustrate the simulation results for partial diffu-
sion KF algorithm (10), and draw a comparison between its
performance and the theoretical results of section III. doing
so, we present a simulation example in Figs. (4) and (5). The
measurements were generated according to model (1). The
network is randomly generated and has a total of N = 10
nodes where each node is, on average, linked with two other
nodes. The size of the unknown parameter of the system is
M = 8. The state of the system is unknown 2-dimensional
vector location of an object, i.e. (xy), where x and y are
first and second entries, respectively. The state-space model
matrices in (1) are:
F =

1 0 0.1 0
0 1 0 0.1
0 0 1 0
0 0 0 1
 ,G = 0.625I4,Q = 0.001I4.
We assume that every node measures the position of the
unknown object in either the two horizontal dimensions, or
a combination of one horizontal and one vertical dimension.
Thus, individual nodes do not have direct measurements of
the position in the three dimensions. Therefore, we have
Hk,i =
0 1 0 00 0 1 0
0 0 0 0
 ,Hk,i =
0 1 0 00 0 0 0
0 0 0 1
 .
at random, but with the requirement that every neighborhood
should have nodes with both types of matrices to guarantee
that the convergence of local Kalman filter follows Assumption
(2). Finally, the measurement noise covariance matrix for agent
k is, Rk,i = σ2k,iI3, where the noise variance σ
2
k,i across
agents is selected randomly in the range [0 0.5]. The exper-
imental results are achieved by ensemble averaging over 200
independent runs. The Steady-state values are also assessed
by taking average over 1000 iterations. We also use uniform
combination rule [10] in the combination phase and initialize
the estimates to zero vectors. The state noise covariance
matrix traces and observation noise variances for all nodes
are illustrated in Fig. 3. In Figs. 4 and 5, we plot the average
network MSD curves of the PDKF algorithm, versus i, using
both sequential and stochastic partial-diffusion schemes for
different numbers of entries transmitted at each time update, L.
Experimental and theoretical steady-state MSDs of all nodes
for different numbers of entries transmitted at each iteration,
L, are illustrated in Figs. 6 and 7.
From the results above, the following observations can be
made:
• The PDKF algorithm improves the usage of network
transmission resources and provides a trade-off between
communication density and estimation performance.
• The performance deterioration inspired by partial diffu-
sion in comparison with savings attained in communica-
tion is negligible.
• A good match between the theoretical expression for the
PDKF algorithm, obtained for the network MSD, and the
experimental results are accomplished for different values
of L.
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Fig. 5. Network MSD curves of PDKF algorithm using stochastic partial-
diffusion scheme for different numbers of entries communicated at each
iteration.
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Fig. 6. Theoretical and experimental steady-state MSDs at each node for
different values of L using stochastic partial-diffusion scheme in the PDKF
algorithm. Note that the points denoted by symbol “” represent the results
obtained from theory.
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Fig. 3. Observation noise variance and covariance matrix trace of state noise
at each node.
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Fig. 4. Network MSD curves of PDKF algorithm using sequential partial-
diffusion scheme for different numbers of entries communicated at each
iteration.
V. CONCLUSION
In this correspondence, we examined partial-diffusion
Kalman filtering (PDKF) algorithm for distributed state es-
timation. The PDKF enables reduced internode communica-
tions by allowing each node to transmit only a subset of
intermediate state estimates to its close neighbors at every
iteration. This fact directly leads to savings in bandwidth usage
as well as power consumption of communication resources.
To select the entries, communicating at each iteration, the
nodes employ two different protocols namely stochastic and
sequential partial-diffusion schemes. Consequently, using the
PDKF algorithm, the required communications between the
nodes are decreased in contrast to the case that all entries
of the intermediate estimates are continuously transmitted.
We analyzed the convergence of the algorithms and provided
steady-state mean and mean-square analysis, showing a good
agreement with the simulation results. Theoretical analysis
and numerical simulations provided valuable insights into the
performance of PDKF algorithm and illustrated that it offers
a trade-off between communication density and estimation
performance.
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