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Abstract
A new Local Strand Exchange (LSE) model is presented in this thesis as a first-step towards modelling
recombinase-DNA interactions. The model uses self-avoiding polygons (SAPs) on the simple cubic lattice to
represent DNA configurations. The new LSE model is related to the Local Strand Passage (LSP) model that
was developed by Szafron and Soteros to model topoisomerase-DNA interactions.
The thesis begins with a review of the biological background for the topoisomerase and recombinase
enzymes, followed by a review of current approaches to model the interactions of these enzymes with DNA.
A review is then presented for the LSP model of a type II topoisomerase-DNA interaction, where a fixed
structure, called Θ, is used as the interaction location. Following this, the new LSE model is introduced for
modelling a site-specific recombinase-DNA interaction, where the Θ structure is again used as the interaction
location. A recombination action is modelled with two different structures to take into account the two
biologically relevant types of site-specific recombination. Specifically: 1) Direct repeat recombination sites are
modelled with the direct-repeat-to-link strand exchange (DLE) structure; 2) Inverted repeat recombination
sites are modelled with the inverted-repeat-to-knot strand exchange (IKE) structure.
The LSE model is studied using composite Markov chain Monte Carlo data that was previously generated
to study the LSP model; the LSE study involves estimating link transition probabilities, i.e. the probabilities
of going from knot typeK to link type L after a strand exchange via DLE or IKE. Strong numerical evidence is
provided that the link transition probabilities from the LSE model have asymptotic (as polygons get larger)
properties consistent with conjectures based on polymer scaling theory. For example, it is shown that as
polygon lengths increase, it becomes less likely that the fixed Θ structure will interact with any pre-existing
knot. This means that after a strand exchange, typically, the original knot remains intact and a secondary
knot or link can be formed at the Θ structure. In the DLE case, a link is created with one component of the
link still containing the original knot, and in the IKE case, a composite knot containing the original knot can
be created.
Lastly, for a subset of all the sampled polygons, numerical results that are biologically relevant are
presented. Specifically, when the Θ structure is in the middle of a polygon (i.e. each of the two walks
connected to Θ have the same length), then the most probable outcome is that the complexity of the knot
will be reduced. In the DLE case, this is consistent with the mathematical and biological unlinking pathway
observed in recombinase experiments. In the IKE case, the knot is more likely to become simpler than more
complicated, reflecting recombinases’s unknotting potential. This evidence establishes the new LSE model
as a useful model for studying recombinase-DNA interactions, and worthy of future research.
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Chapter 1
Introduction
The focus of this thesis is on modelling the knotting and linking simplification role of enzyme-DNA
interactions, particularly modelling the interaction of two types of enzymes, topoisomerase and recombinase,
with DNA. These enzymes are of interest because they have been shown to play essential biological roles in
all cells [12, 16]. For example, for a cell to survive, its DNA must be replicated, but in order for replication
to take place in circular DNA, the circular DNA must be unlinked and unknotted. Type II topoisomerase
is the main enzyme responsible for unlinking and unknotting circular DNA; however, it has recently been
shown that, when topoisomerase is inhibited, site-specific recombinase is able to take its place, allowing the
cell to successfully replicate [5, 47, 53, 95]. In order to model these enzyme-DNA interactions, the existing
Local Strand Passage (LSP) model of type II topoisomerase action [105, 106], will be reviewed, and a newly
created Local Strand Exchange (LSE) model will be introduced to model site-specific recombinase action.
Each action will be performed on self-avoiding polygons (SAPs) on the simple cubic lattice.
Chapter 1 will provide the introduction for the thesis by first reviewing the biological background on
topoisomerases and site-specific recombinases, and motivating their study. The focus will be on site-specific
recombination performed by recombinase enzymes XerC and XerD at dif sites (XerCD-dif ); these are the
recombinases responsible for unlinking and unknotting in the commonly studied Escherichia coli (E. coli).
Although the focus is on specific enzymes, many of the topics covered in this thesis apply to a more general
enzyme-DNA interaction model. Secondly, in Section 1.2 an overview of knots will be covered, followed
by a brief review of previous enzyme-DNA models. The subsequent chapter will then focus on reviewing
the existing LSP model for the topoisomerase-DNA interaction and introducing the new LSE model for
the recombinase-DNA interaction. The final chapters will present numerical studies of these models using
Markov chain Monte Carlo methods. Specifically, using these models, knotting and linking simplification
will be investigated through estimates of link transition probabilities. Through link transition probability
estimates, it will be shown that site-specific recombinases, modelled with the LSE model, have the ability to
change the knot and link type of DNA. Additionally, for a biologically relevant subset of polygons, evidence
will be presented indicating that a simplification of topology (knot or link type) is most probable, and this
evidence is consistent with DNA experiments.
1
1.1 Biological Background
This section will first provide an overview of DNA, and the descriptions of the action of type II topoisomerases
and site-specific recombinases on DNA. Type II topoisomerases will be shown to be the main enzymes
responsible for unknotting and unlinking DNA, allowing cells to properly replicate and survive (for precise
definitions of knots and links see Section 1.2). Site-specific recombinases will then be introduced, focusing
on XerCD recombinase at dif sites. It will be shown that in the presence of an additional enzyme, FtsK,
Xer recombinases act alongside type II topoisomerases in order to unknot and unlink the DNA, or in the
absence of type II topoisomerase in E. coli, Xer recombinases can unlink replication links. The section will
close with a brief summary of the highlights from the biological background which are especially pertinent
for the remainder of this work.
1.1.1 DNA Overview
Deoxyribonucleic acid, better known as DNA, is responsible for encoding genetic information in all living
organisms on Earth [16]. DNA is composed of repeated units called nucleotides, which consist of three
components: a phosphate group, a sugar, and one of four bases: adenine (A), guanine (G), thymine (T)
or cytosine (C) [12]. DNA’s now well-known double-stranded helical nature, was proposed by Watson and
Crick, with the help of Franklin’s work, in 1953 [40, 117]. The phosphates and sugars form the two backbones
of DNA, and the bases pair either A with T, or C with G, joining the backbones together, cf. Figure 1.1.
The two strands of DNA are called complementary strands since if one strand has A the other will have the
complementary T in the corresponding location. The two strands twist around each other in a right-handed,
helical fashion, cf. Figure 1.1. The length of DNA widely varies: the human genome is made of approximately
3 billion base pairs (bp); Escherichia coli (E. coli), one of the most studied bacteria, has 4.4 million bp [16];
and plasmids, which are small genetic elements separate from chromosomal DNA in micro-organisms [36],
typically have about 5000 bp [84].
DNA can be found in a linear form, such as in human and other mammalian DNA, or it can be circular,
such as in bacterial DNA, chloroplast DNA, and human mitochondrial DNA [16]. In circular DNA a closed
double-stranded circle is formed, cf. Figure 1.1. Although the two types of DNA have different properties,
linear DNA is often anchored to a protein scaffolding a number of times within the cell [12]. This anchoring
to the scaffolding restricts the rotation of the DNA and fixes the ends of the DNA relative to each other, so
in a topological sense, linear DNA can behave as closed circular DNA [12, 116].
On a larger scale, DNA can be viewed as an example of a copolymer. A linear homopolymer is a chain-
like molecule consisting of many repeated molecular units, called monomers, joined together with chemical
bonds, while a linear copolymer is a molecular chain formed from more than one type of monomer [65]. A
ring polymer, or copolymer, is one where the ends are attached together. In the case of DNA, the base pairs
can be considered as two different monomer types (A-T and C-G), so they form a copolymer when they are
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Figure 1.1: Structure of DNA. The left figure shows the sugar-phosphate backbone of the DNA with
the four base pairs joining the backbones together. The right figure shows the helical nature of DNA.
Reproduced from [31, 32] in accordance with Creative Commons BY 2.0, edited by Cheston.
Figure 1.2: Supercoiling of DNA. The close up shows a representation of the double-stranded DNA
helix as a single line focusing on the axis the DNA winds around. This main picture shows negative
(by the right-hand rule) supercoiling of the DNA. Reproduced with permission of Springer New York
in format Thesis/Dissertation via Copyright Clearance Center [39].
joined together. Therefore, on a macroscopic scale, circular DNA can be thought of as a ring copolymer
when focusing on the axis the DNA winds around, cf. Figure 1.2. This will be how DNA will be viewed in
this work.
An inevitable result of the double helical structure of DNA is supercoiling [12]. Supercoiling is the coiling
of helical DNA around itself cf. Figure 1.2. Supercoiling plays an important role in cell processes, such as
replication and transcription [28], and it allows DNA, which can be very long, to fit compactly in cells [12].
For example, E. coli DNA is 1.5 mm in length but must fit into a cell with a dimer of less than 1 µm, so
supercoiling assists in the packing process [16]. In vivo, DNA supercoiling is negative, making for easier
access to the base pairs, greatly assisting the replication process [16].
DNA can be knotted. Knots were first observed in single-stranded circular DNA in 1976 by Liu et al. [60],
then in double-stranded DNA in 1981 by Liu et al. [61]. Since then, knotting has been researched in vivo,
in vitro and in silico. Yan et al. showed that the most energetically favourable conformation in vitro for 200
kilo bp DNA molecules at thermal equilibrium is the trefoil knot [121]. Arsuaga et al. experimentally showed
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that small volumes stimulate knotting, and in silico that the longer the genome, the higher the probability
of knotting [3]. Supercoiling has also been shown to promote strand tangling by bringing distant strands
into close proximity [28]. Despite these reasons for DNA to be knotted, circular DNA is not commonly
expected to be knotted in vivo [12]. This is due to a number of reasons, including: 1) knotted DNA is
specifically problematic for cells, because necessary cell processes, such as replication, cannot occur when
DNA is knotted [12, 16]; 2) specific enzymes exist in order to remove knots (see Sections 1.1.2 and 1.1.3) and
these have been found to be very efficient at unknotting and unlinking [86]; and 3) it has been shown that
negatively supercoiled DNA has lower free energy than knotted DNA, so supercoiling suppresses knotting
[63]. Knotted polymers also have reduced tensile strength; therefore knotted DNA is more likely to break
than unknotted DNA [63].
The main type of enzymes responsible for resolving DNA knots and links, are type II topoisomerases.
However, recently, a second type of enzymes, site-specific recombinases, have been found to also have the
ability to unknot and unlink DNA [5, 47, 53, 95]. Topoisomerase, specifically type II topoisomerase, and
recombinase, specifically Xer recombinase, will be discussed next.
1.1.2 Topoisomerase Action on DNA
In this subsection the two types of topoisomerase will be introduced, with a focus on type II topoisomerase.
Type II topoisomerase’s mechanism for unknotting and unlinking DNA, and the result of this mechanism,
will be highlighted.
When DNA is replicated the original DNA, or chromosome, strands act as a template in order to create
two new daughter strands of DNA [12]. During cell division, once the double-stranded daughter molecules
have been created they soon begin to move away from the middle of the cell, or mid-cell, moving towards
the poles of the cell in order to be segregated into two separate daughter cells (a general picture of this can
be seen later in this section in Figure 1.14) [91, 10]. Once separated, the chromosomes are referred to as
monomers (note monomers here refers to a single chromosome, not the previous molecular unit definition of
monomers as part of a polymer). In order for the original DNA strands to act as a template for replication,
they must first be separated; the ‘Y’-position where the strands break apart is called the replication fork,
cf. Figure 1.3. The separating of the two strands requires the helix to rotate ahead of the replication fork,
causing positive supercoiling to build up ahead of the fork [47]; a representation of this can be seen in Figure
1.3. In order for successful replication to proceed, these supercoils must be removed. In 1971 James Wang
discovered an enzyme called topoisomerase which reduced the supercoiling in DNA [12]. It turns out that
topoisomerases exist in every type of cell and regulate supercoiling, linking and knotting in DNA [16]. Two
separate families of topoisomerases exist: type I, which is capable of breaking one strand of DNA, and type
II, which is capable of breaking both strands of the DNA.
Type I topoisomerase’s main job is regulating supercoiling by binding to the DNA, breaking one strand,
passing the other strand of DNA through, and then resealing the break and releasing the DNA. This action
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Figure 1.3: When replication takes place the strands of DNA must be pulled apart, creating a
‘Y’-shaped replication fork. This untwisting of the strands adds additional positive supercoiling ahead
of the replication fork. Reproduced by permission from Oxford University Press [12].
allows the supercoiling to be relaxed, preventing torsional strain on the DNA and allowing replication to
continue [16]. Type II topoisomerase is capable of breaking both strands of DNA, and so is able to not only
relax supercoiling, but also change the knot or link type of DNA. In E. coli, a type II topoisomerase called
DNA gyrase, is responsible for removing the majority of the positive supercoils ahead of replication forks
[12, 91, 94]. The main type of topoisomerase discussed here will be type II topoisomerases, particularly the
type II topoisomerase in E. coli called topoisomerase IV.
Topoisomerase IV (topoIV), a type II topoisomerase in E. coli, relaxes DNA, but more importantly
changes the knot or link type of the DNA [12]. TopoIV was discovered by Kato et al. in 1990, when they
found that topoIV could relax DNA supercoils and that it was required in chromosome segregation [57].
TopoIV’s mechanism can be seen in Figure 1.4. First topoIV binds to one double-stranded segment of DNA,
called the gate segment, and then brings another segment, called the transported segment, through the gate.
Once the transported segment is through, the gate segment is resealed and the topoisomerase releases the
gate segment to move on and act elsewhere [70]. Because this operation passes one strand of DNA through
another strand, it is called a strand passage (SP).
In vitro DNA experiments by Rybenkov et al. in 1997 showed that type II topoisomerases are very effective
at unknotting and unlinking DNA [86], which is very important for the replication and segregation of the
chromosomes. During replication, E. coli is replicated bidirectionally from a replication origin towards the
termination region on the opposite side of the chromosome, meaning that there exist two replication forks,
one in each direction (shown in summary Figure 1.18 in Section 1.1.4 with the black dots). When the forks
converge in the termination region, topoisomerases, such as gyrase (a type II topoisomerase), can no longer
resolve the supercoiling due to space restrictions. This supercoiling then diffuses into the newly replicated
DNA behind the fork, where the replicated chromosomes become intertwined together, forming precatenanes
[53, 63, 91, 94]. If not removed by the end of replication, the precatenanes are converted into catenated
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Figure 1.4: The mechanism of topoIV. TopoIV binds to the green gate (G) segment, then brings
a second transported (T) segment through the gate. This action has the potential to change the
knot type of the DNA and is called a strand passage. Reproduced from [11] under terms of Creative
Commons Attribution-NonCommercial 2.5 Generic License, edited by Cheston.
monomers, or cantenanes, meaning the daughter chromosomes are now interlinked together [91]. E. coli has
more than 400,000 links which must be removed in order for the daughter chromosomes to segregate properly
and successfully replicate [94]. TopoIV is able to act and efficiently unlink the daughter chromosomes. If
topoIV does not act, the daughter chromosomes will remain linked together as a catenane, and will not be
able to divide properly, resulting in the cell’s death [16]. TopoIV is also very efficient at unknotting DNA,
in both a single knotted chromosome, or when multiple chromosomes are knotted together, i.e. when two
chromosomes are bonded together into a single circle, becoming a dimer, which is then knotted [86]. TopoIV
action on catenated chromosome monomers and a knotted dimer is illustrated in summary Figure 1.18 in
Section 1.1.4 at A., B. and D.
Note that topoIV is not known to be site-specific (i.e. it does not bind to specific DNA base pair sequences)
and determining what rules govern where it binds to the DNA in order to achieve such efficient unknotting
and unlinking remains an open problem.
Due to their crucial role in many cell processes, including replication, topoisomerases are essential for
all cells to survive [42, 70]. For this reason, topoisomerases have become the target of many drugs for
cancer and infectious diseases [2, 16, 42, 70]. There are a variety of ways drugs can affect topoisomerases.
Topoisomerase poisons interrupt the rejoining of the gate segment once the transported segment has passed
through, resulting in damage to the DNA and possibly cell death [2, 70]. There has also been evidence
that some anti-cancer agents can bind competitively to the ATP-binding sites of type II topoisomerase
and thus inhibit its action [70]. Other drugs inhibit topoisomerase from binding to the DNA, preventing
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multiple topoisomerase actions [2], or target DNA gyrase by inhibiting catalytic activity, such as supercoiling
[70]. All these drugs prevent topoisomerases’s normal actions, possibly leading to cell death. However, when
topoisomerases fail to complete the unknotting and unlinking of DNA, a second type of enzyme, recombinase,
has been found to have the ability to act in its place [5, 47, 53, 95]. If recombinase can act in topoisomerase’s
place in vivo, this has implications in drug treatments since targeting only topoisomerase will not be effective
for treatments of cancer and infectious diseases.
1.1.3 Recombinase Action on DNA
Recombination is “the rearrangement of a DNA molecule or molecules resulting from the breakage of the
DNA duplex and its rejoining to another site” [12, page 120]. In this subsection the two main types of
recombination, homologous recombination and site-specific recombination, will be introduced. The focus
will be on site-specific recombination, specifically XerCD recombination which is responsible for the proper
resolution of chromosome dimers in E. coli. It will be shown that this type of recombinase is capable of
unknotting and unlinking DNA due to the position of its action and the presence of an additional enzyme,
FtsK.
Homologous recombination takes place between two short homologous DNA sequences (sequences that
are very similar), and is used for genetic diversity and to rebuild replication forks if they become broken
or stalled [91]. In linear DNA this type of recombination is not a problem topologically, as an even or odd
number of recombinations will result in DNA of the same form as the parent, cf. Figure 1.5 (a). However,
if circular DNA becomes broken or stalled, homologous recombination enzymes act at the site to repair it.
Occasionally errors in homologous recombination, or an odd number or occurrences, can yield a circular
dimer, meaning both daughter chromosomes join into one circle, cf. Figure 1.5 (b), which was first noted by
McClintock in 1932 [71]. In E. coli, on average once every six generations an error occurs during homologous
recombinations and a circular dimer chromosome is generated [102]. Circular dimers are a problem for the
cell, as daughter chromosomes joined together cannot properly segregate at cell division, and as a result the
cell will die. A second type of recombination, site-specific recombination, is responsible for resolving these
resulting chromosome dimers into two chromosome monomers.
Site-specific recombination (or simply recombination) is the rearranging of genetic sequences, and is a
fundamental process of all chromosomes [92]. This type of recombination is called site-specific because
the acting enzymes, recombinases, recognize and act at specific short sequences in DNA [12]. Site-specific
recombination occurs between two sites and can result in either the integration, the excision, or the inversion
of a segment of DNA, depending on the orientation of the sites [49], cf. Figure 1.6.
Site-specific recombination’s mechanism can be broken into two general steps: first, the two specific
sequences, called recombination sites, are brought together, forming a synapse, then the recombination
enzymes break the two double-stranded DNA strands and exchange the ends in a specific manner [34, 49], cf.
Figure 1.7 for one particular example. Because this operation exchanges DNA strands, it is called a strand
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(a) (b)
Figure 1.5: Homologous recombination shown in linear (a) and circular (b) DNA. In the linear case,
homologous recombination is not a problem topologically as the products that are the same form as
the parent. However, in circular DNA errors in homologous recombination, or an odd number of
occurrences, can result is the creation of a dimer, which is much different from the parent.
Figure 1.6: The three possible outcomes of site-specific recombination: integration, excision, or
inversion. The selection of which occurs is based of the orientation of the sites being acted on. Re-
produced with permission of Annual Reviews in the format Republish in a thesis/dissertation via
Copyright Clearance Center [49].
8
Figure 1.7: The mechanism for the tyrosine site-specific recombination family. Four recombination
enzymes bind to the two double-stranded DNA sites shown in white and yellow. Two enzymes are
initially activated (the initial yellow portions) and one strand is cut from each helix and exchanged
(the red strands). The other two enzymes then become activated (the initial white portions) and
the other strands are cut and exchanged (the blue strands). The rightmost panel is called a Holliday
junction intermediate and is a characteristic of the tyrosine family. This operation exchanged the DNA
strands, so is called a strand exchange. Reproduced with permission of Annual Reviews in the format
Republish in a thesis/dissertation via Copyright Clearance Center [49].
exchange (SE). Afterwards, the synapse breaks apart, and the DNA product is released. There are two types
of site-specific recombination families: serine and tyrosine. Both families follow these simple steps; however,
their mechanisms for acting are different, and it is believed they evolved separately [49].
In the serine family, the two recombination sites are brought close together, then two double-strand breaks
are made simultaneously at the recombination sites. Once all four strands are broken, a single 180◦ rotation
of half the complex is made, before the ends are rejoined [49].
In the tyrosine family, the two recombination sites are again brought close together, but the two double-
strand breaks occur separately. The tyrosine family is made up of many recombination enzymes which all use
the same general idea for exchanging strands, shown in Figure 1.7. The two recombination sites are brought
close together with four recombinase enzymes (the white and yellow portions of Figure 1.7) attached to the
two strands of the double helices. Two enzymes are initially activated (the yellow portions of Figure 1.7)
and one strand from each helix is cut and exchanged (the red strands of Figure 1.7). The other two enzymes
then become active and the other two strands of DNA are cut and exchanged (blue strands of Figure 1.7)
[49]. The four-armed intermediate in the rightmost panel of Figure 1.7 is called a Holliday junction and is
a characteristic of the tyrosine family. By only breaking two strands at a time, as opposed to all four, the
potential to incorrectly rejoin and form side products is reduced [49].
The tyrosine recombinases that are responsible for ensuring chromosome dimer resolution in E. coli are
XerC and XerD [92]. The Xer recombination system consists of these two recombinases, XerC and XerD, at
each recombination site separated by a central region [15, 49]. XerC, which binds to 11 bp, has been found to
bind on the left side of the central region (as in the white portions of Figure 1.7), and XerD, which also binds
to 11 bp, binds on the right side (as in the yellow portions of Figure 1.7) [15, 92]. Xer is the only system
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Figure 1.8: Possible orientations of recombination sites: (a) direct repeat, (b) inverted repeat, (c)
parallel, or (d) antiparallel.
in the tyrosine family which uses two different recombinase enzymes, although XerC and XerD are similar
with 37% identical amino-acid sequences [15, 23]. In Figure 1.7 the initial white pair of enzymes represents
XerC and the initial yellow pair represents XerD, with the central regions between the enzymes. The use
of two different enzymes appears to provide additional control over strand exchanges [8, 12]. The resolution
of chromosome dimers by the Xer system is “considered one of the most conserved structural feature[s] of
circular chromosomes in Bacteria and Archaea” [29, page 1], meaning Xer is used for chromosome dimer
resolution in E. coli as well as many other systems. Modelling Xer recombinase will be the focus of this work.
As stated before, the result of site-specific recombination can be integration, excision or inversion, cf.
Figure 1.6. The outcome depends on the linear orientation of the sequences of base pairs that constitute
the recombination sites beforehand and whether the sites are in the same molecule or in separate molecules
[34]. When both recombination sites are in the same molecule, the two sequence orientations relative to
each other can be either direct repeat or inverted repeat, cf. Figure 1.8. Direct repeat means that each of
the two sequences of the recombination sites appear on the same strand of DNA and in the same direction,
for example −−CTTGA−−−−CTTGA−−−−GAACT−−−−GAACT−− (Figure 1.8 (a)), whereas inverted repeat means that each of the two
sequences of the recombination sites appear on complementary DNA strands in opposite direction, for example
−−CTTGA−−−−TCAAG−−
−−GAACT−−−−AGTTC−− (Figure 1.8 (b)). When recombination sites are in different molecules with four
or more crossings (see Section 1.2 for details), recombination sites are said to be parallel if both sequences
are in the same order (Figure 1.8 (c)), and anti-parallel if not (Figure 1.8 (d)) [25]. When sites are in the
same molecule, direct repeat causes deletion, creating two separate molecules (Figure 1.9 (a)), and inverted
repeat causes inversion of the DNA segment between the sites (Figure 1.9 (b)). When sites are in different
molecules, the result depends on the exact conformation of the molecules. Figure 1.9 (c) and (d) show that
both parallel and antiparallel configurations change two molecules linked together into a single knotted or
unknotted dimer. The result of site-specific recombination depends on the central region of the recombination
site. Here, three different sites will be discussed: cer, psi, and dif. The cer and psi sites occur in E. coli
plasmids (small genetic elements separate from chromosomal DNA in micro-organisms [36], such as E. coli)
and require accessory proteins and sequences in order to occur. Dif sites occur in E. coli chromosomal DNA
and are needed for the resolution of chromosomal dimers. The focus will be on dif as Xer acting at dif has
been shown to both unknot and unlink DNA when topoIV is inhibited.
Cer and psi sites naturally occur in multicopy plasmids in E. coli, such as in ColE1 and pSC101 re-
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(a) (b)
(c)
(d)
Figure 1.9: Result of recombination for: (a) direct repeats, (b) inverted repeats, (c) parallel sites,
and (d) antiparallel sites.
spectively. Xer acts in plasmids in order to ensure multicopy plasmids, such as dimers, are resolved into
monomers to avoid any segregation problems [22, 36]. These recombination sites not only require XerC,
XerD, and the central cer or psi site, but also accessory proteins and sequences [92]. Cer is a central site
of 8 bp and requires accessory proteins PepA and ArgR which bind to 178 accessory bp to the left of XerC
[9, 22]. Psi, a 6 bp central site, also requires PepA, along with ArcA in vivo, which bind to 158 accessory bp
[9]. A layout of these requirements can be seen in Figure 1.10.
For XerCD, to successfully perform a strand exchange at cer or psi, these accessory proteins and sequences
are essential. This necessity has been shown to place a topological selectivity on XerCD recombination in
plasmids, because a recombination event is only activated if the accessory sequences wrap around the accessory
proteins trapping three right-handed crossings, cf. Figure 1.10 [22]. This selectivity ensures that XerCD acts
at cer and psi only to resolve plasmid dimers to monomers, not to further complicate the monomers [22].
The particular synapse formed at cer in a dimer due to the accessory proteins and sequences is seen in Figure
1.11. It can be seen that the result of a strand exchange at this structure must be a four-crossing catenane
which can be resolved by topoIV, therefore resolving the problematic dimer.
The third recombination site for XerCD in E. coli, dif, is an important site for recombination, since this
is where chromosomal dimers are resolved, allowing replication and segregation to occur properly. Dif is 28
bp long, and is located in the termination region of the E. coli chromosome, meaning that it is one of the
last parts of the chromosome to be replicated [22]. Early in experiments it was found that recombination
only occurs at dif when chromosomal dimers are present, therefore ensuring that dimers are converted into
chromosome monomers, not vice versa [102]. Initially, it was thought that this selectivity was because XerCD
recombination at dif only occurred when replication was initiated [102]. However, it has since been found
that replication is not necessary, but in order for recombination at dif to be successful in the cell, the protein
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Figure 1.10: The central sites and accessory sequences and proteins for cer and psi Xer recombi-
nation. Reproduced from [22] in accordance with http://www.biochemsoctrans.org/content/how-do-
i-find-out-about-rights-and-permissions.
Figure 1.11: Example of Xer recombination at cer site with direct repeats, showing that a specific
topology is required and a specific topology is the result. Reproduced from [22] in accordance with
http://www.biochemsoctrans.org/content/how-do-i-find-out-about-rights-and-permissions.
FtsK must be present [5, 82, 101]. FtsK is a multifunctional protein that coordinates chromosome segregation
and cell division [47], and directionally translocates on bacterial chromosomes, acting like a DNA pump [45].
FtsK is 1329 amino-acids in length and is broken into three domains cf. Figure 1.12: domain one, FtsKN ,
localizes the protein to the mid-cell region; domain two, is the linker region and plays a part in cell division;
and domain three, FtsKC , acts as an orientated DNA pump towards dif sites and is involved in chromosome
segregation [82]. It has been found that only FtsKC is necessary for complete XerCD recombination and
chromosome resolution in vivo [8]. Without FtsK, the pair of XerC enzymes are active and can initiate the
first strand exchange, forming a Holliday junction, however, XerD is never activated. This means the second
strand is not exchanged, so the resulting Holliday junction is resolved back to the starting state and no
complete recombination occurs [8, 29, 49]. Grainge et al. [48] showed that if XerC and XerD are modified to
be active without FtsK, recombination occurs but may produce complicated DNA knots and links, whereas
when FtsK is present, recombination exclusively gives two unlinked monomers, cf. Figure 1.13.
Dif ’s location in the termination region of the cell plays an important role in recombination since this po-
sition allows XerCD at dif to differentiate between chromosome dimers and chromosome monomers, therefore
ensuring that dimers are resolved and monomers are not made more complicated. The termination region in
the cell is where replication finishes, and where chromosomal division takes place [82]. It has been seen that
in order for dif to recombine efficiently to resolve chromosome dimers, it must be in a region 15-20 kilo bp
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Figure 1.12: The domains of FtsK: I. FtsKN , II. linker domain, and III. FtsKC . [80] Reproduced
with permission of NATURE PUBLISHING GROUP in the format Republish in a thesis/dissertation
via Copyright Clearance Centre.
Figure 1.13: When XerCD recombination at two direct repeat dif sites occurs with FtsK (CD+K),
the result is two free monomers, P1 and P2. Whereas, active XerC and XerD without FtsK (CγD/CDγ)
results in the formation knots and links. Reproduced from [48] under Creative Commons Attribution-
NonCommercial 2.5 Generic License (CC BY NC 2.5).
surrounding its normal position in the termination region [59, 77]. When dif is transplanted away from its
normal position up to 13% of cell divisions fail, resulting in the death of the cell [78]. This reliance on the
position of dif is due to the accessibility to FtsK.
As stated before, when FtsK (or a derivative with the third domain intact, such as FtsKC or FtsK50C)
is not present, XerC initiates a strand exchange but XerD is never activated, resulting in no recombination
completion. However when FtsK is present, XerD is activated and forms the initial Holliday junction, which
is then resolved by XerC both in vitro and in vivo [5]. It is thought that when FtsK is not present and XerC
forms a Holliday junction which is not resolved by the inactive XerD, helps to stabilize the XerCD synapse.
With this stabilization, FtsK can be loaded onto the DNA in order to translocate to the recombination
synapse and activate XerD to resolve the chromosome dimer to monomers [5].
XerCD recombination at dif (XerCD-dif ) takes place when a chromosome dimer exists due to homologous
recombination, in order to resolve the dimer to monomers for proper segregation (cf. C. and D. in summary
Figure 1.18 in Section 1.1.4). The segregation of chromosomes starts immediately after replication is started,
so once the chromosomes have been replicated, they start to move towards the cell poles [93]. Therefore, if
the chromosomes are monomeric, they are able to be immediately segregated away from mid-cell, whereas
if a dimer is present it is unable to be segregated away, allowing FtsK access to the XerCD synapse and
XerCD-dif recombination can take place [8]. So, with dif sites located mid-cell and FtsK localized here,
XerCD is able to act to only resolve chromosome dimers to monomers, not vice versa. Figure 1.14 shows
chromosome segregation involving XerCD, and Figure 1.15 shows a magnified view of the mid-cell region.
With FtsK present, XerCD-dif can act on supercoiled, relaxed or linear DNA, in either direct or inverted
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Figure 1.14: A display of chromosome segregation in E. coli which involves XerCD recombination.
Replication origins (the large dark grey circles) are immediately segregated towards the cell poles,
whereas the replication termination region, containing dif (the open triangle) stays mid-cell. Because
the dif sites are kept mid-cell they can be synapsed by Xer recombinases (the small grey circle for
XerC and the small white circles for XerD). If there are zero or an even number of homologous
recombinations (the right side of the figure), XerC can form a Holliday junction which is cycled back
until segregation breaks the synapse and forms the two daughter cells. If an odd number of homologous
recombination events take place (the left side of the figure) a chromosome dimer is formed. When a
dimer is formed, the synapse remains trapped mid-cell which allows FtsK (the rectangular K) to access
the synapse and activate XerD. XerD forms the Holliday junction which is resolved by XerC, resulting
in two chromosome which can be segregated successfully. Reproduced from [10] in accordance with
http://www.pnas.org/site/aboutpnas/rightperm.xhtml.
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Figure 1.15: A magnified view of the mid-cell region of the cell during segregation. The black and
white arrows represent orienting polar sequences which are orientated towards the dif sites to allow
FtsK to access the dif sites when in this region. Here, dif sites are represented by a black and white
squares, and XerC and XerD by white circles. The grey area represents the area dif must be in in
order for FtsK to access it and activate XerD. If dif is outside this region successful dimer resolution
cannot occur. Reproduced from [78] with permission from John Wiley and Sons Inc.
repeat orientation, showing the wide range of XerCD [5, 46, 53]. However, Ip et al. showed that FtsK50C -
dependent XerCD-dif is capable of not only converting dimer chromosomes to monomers, but also is capable
of unlinking catenated DNA monomers with either antiparallel or parallel sites to free monomers in vitro [53].
They found that FtsK50C -dependent XerCD-dif shows no discrimination between decatenation and dimer
resolution so the unlinking process is possible through two steps. The first step is converting the catenane to
an unknotted dimer, which is then resolved in the second step to two free monomers [53]. FtsK50C mediates
the synapse formation ensuring that non-essential supercoils, catenations or knots do not get caught in the
synapse, and also remodels the synapse to prepare for the next step. Therefore, XerCD-dif acts in a step-wise
fashion with a reduction in link complexity at each step [53].
Grainge et al. then took the next step and were able to show that when topoIV is inhibited, XerCD-dif
with FtsK (XerCD-dif -FtsK recombination) can act in vitro to unlink plasmid catenanes that accumulate in
the absence of topoIV [47]. Figure 1.16 shows that, as Ip et al. [53] found, decatenation occurs in a stepwise
manner [47]. It can be seen that over time, catenanes with up to 14 links are resolved to free monomer
products within 30 minutes [47]. This shows that even if topoIV, which is essential for all cells, is blocked,
XerCD-dif -FtsK can step in to decatenate DNA, allowing DNA to unknot and unlink, and the cell to divide
and survive. Figure 1.17 shows how decatenation by topoIV compares to decatenation by XerCD-dif -FtsK. It
should be noted that there can be many topoIV active at one time, while XerCD-dif -FtsK can only have one
molecule active at a time, meaning topoIV is more efficient at decatenation [53]. Additionally, dif has been
shown to be a preferred site for topoIV-DNA interactions, possibly because of the stable synapse formed by
XerCD [8, 52], and it has also been shown that topoIV and FtsKC interact, with FtsKC stimulating topoIV’s
decatenation activity [35, 47].
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Figure 1.16: Gel electrophoresis showing that over time catenanes with up to 14 links (14 cat)
produced in vivo can be unlinked with XerCD-dif-FtsK50C recombination in vitro. This unlinking
process is step-wise with intermediate knotted and linked DNA steps. ‘oc dimer’ is an unknotted
dimer, ‘oc’ are free monomer products and ‘lin’ are free for linear products. For details about gel
electrophoresis see Section 1.2.3. Reproduced from [47] with permission from John Wiley and Sons
Inc.
Figure 1.17: A comparison of decatenation by XerCD-dif-FtsK50C and topoIV taken at 20
◦C. It
should be noted that there can be many topoIV active at one time, while XerCD-dif -FtsK can only
have one molecule active at a time [53]. TopoIV is the most efficient at unlinking; however, XerCD-
dif -FtsK can be comparable over time, especially when acting at anti-parallel site. Reprinted from
[53] by permission from Macmillan Publishers Ltd.
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1.1.4 Summary of Biology Background
A brief summary of the highlights of the biology background which are especially pertinent to this thesis will
now be given.
It is known that topoIV is capable of relaxing DNA supercoils, and more importantly, due to its ability
to break both strands of DNA, in vitro experiments have shown that topoIV is capable of unknotting and
unlinking DNA [12, 16, 86]. Due to topoIV’s ability to decatenate monomers and unknot dimers (A. and D.
in Figure 1.18), it allows a cell to survive replication. Hence, it has become a target for drugs to treat cancer
and infectious diseases [2, 16, 42, 70]. If topoIV is prevented from acting, it has recently been shown that
recombinase has the ability to act in topoIV’s place [5, 47, 53, 95].
The recombinase which is capable of this is Xer site-specific recombinase. Xer recombinase consists of
two XerC and two XerD enzymes which bind to specific sites on the DNA called dif sites, cf. Figure 1.4. The
bound strands are then cut and exchanged in a specific way, depending on the DNA sequence orientations
of the dif sites, cf. Figure 1.9. XerCD-dif is capable of acting in a single DNA molecule, resulting in two
separate molecules, or can act on two separate molecules, creating a new result, likely less knotted or linked
than the original molecules.
It has been shown that XerCD-dif only performs a full recombination strand exchange in vivo when
an additional enzyme, FtsK, is present [5, 82, 101]. FtsK is a multifunctional protein which is involved in
chromosome segregation and cell division, and is naturally localized mid-cell [82]. Without FtsK, the XerC
strand exchange occurs, but XerD is never activated, resulting in an incomplete process [8, 29, 49]. When
FtsK is present XerD activates the first strand exchange and XerC is able to complete the recombination
both in vitro and in vivo [5].
XerCD-dif -FtsK is able to differentiate between chromosome dimers and chromosomemonomers, therefore
ensuring to only act to resolve dimers and not to complicate monomers (C. and D. in Figure 1.18). This
selectivity is possible due to dif ’s position in the termination region of the chromosome. When replication
takes place, the termination region is the last portion of the DNA to be replicated, meaning that it remains
mid-cell the longest. As soon as replication begins, the new cells move towards the poles of the cell. If two
monomers are present, replication will finish and the chromosomes will be segregated successfully. However,
if a dimer is present, segregation cannot occur, meaning the termination region remains mid-cell [8]. As dif
is mid-cell, the same region as FtsK, XerD is activated and recombination occurs, resolving the dimer (again,
C. and D. in Figure 1.18), and allowing the resulting monomers to be successfully segregated.
Replication can result in dimers, but can also result in catenated monomers which are then also unable
to be segregated properly. Ip et al. were able to show that XerCD-dif -FtsK is also capable of resolving this
problem in vitro by unlinking catenated monomers with either parallel or antiparallel dif sites [53]. They
showed that this unlinking process is a step-wise one, with the catenated monomers first being converted
to a dimer and then two separated monomers [53]. Grainge et al. were then ultimately able to show that
when topoIV is inhibited, recombinase can act in vitro to unlink cantenanes that have accumulated without
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topoIV, also in a stepwise manner, cf. Figure 1.16 [47].
TopoIV is the main enzyme responsible for unknotting and unlinking DNA, and so is the most efficient;
however, recombinase’s unknotting and unlinking ability has been shown to be comparable to topoisomerase,
cf. Figure 1.17, which has implications in drug treatments. If recombinase can act in topoisomerase’s place
in vivo, then only targeting topoisomerase will not be effective in drug treatments for cancer and infectious
diseases.
The full DNA replication process with topoIV and Xer is shown in Figure 1.18. This figure does not show
XerCD-dif -FtsK’s ability to act to resolve DNA knots if topoIV is impaired (this would be at A., B. and E.).
It has been established that knots and links occur in DNA without a formal definition of knots or links.
These definitions will be covered next.
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Figure 1.18: Replication of circular DNA. Green circles represent origin of replication, replication
forks are black circles, and termination region is the red triangle. Replication starts at the origin and
moves bidirectionally towards the termination region. If an error occurs during homologous recom-
binations, or an odd number or recombination events, the result will be a knotted dimer, otherwise
catenated monomers are the result. If catenated monomers are generated then topoIV (A.) is able to
resolve these to two separated monomers. If a knotted dimer is formed: topoIV (B.) can convert it
to an unknotted dimer, which XerCD-dif-FtsK (D.) can then convert to two separate monomers; or
XerCD-dif-FtsK (C.) can convert the knotted dimer to catenated monomers which topoIV (E.) can
separate. Not included in this figure is the ability of XerCD-dif-FtsK to act to resolve knots if topoIV
is impaired. Reprinted from [93] with permission from Elsevier.
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1.2 Mathematical Background
In this section, the mathematical definitions of knots and links will be introduced and methods for identifying
these computationally and biologically will be reviewed.
1.2.1 Knots
People often associate ‘knots’ with being found in shoelaces or causing problems in extension cords and head-
phones. However, these entanglement ‘problems’ are not knots as defined in mathematics. In mathematics,
knots have a much stricter definition.
Definition 1.1 (Knot [24]). Formally:
A knot, K ⊂ R3, is a subset of points homeomorphic to a circle.
This means that a mathematical knot must be a closed curve in Euclidean three-dimensional space that
does not intersect itself [1, 24]. Therefore, knots as defined above are not found in shoelaces, extension cords,
or headphones because each of these are not closed curves.
Two knots, K1 and K2, are said to be the equivalent if K1 can be continuously deformed into K2 without
crossing itself [30]. All knots that are equivalent to each other form an equivalence class, referred to as the
knot type, i.e. if K1 can be deformed into K2, the two knots have the same knot type. The circle has the
simplest knot type and is called an unknot (Figure 1.19 (a)). If a knot is not equivalent to the unknot, then
it is knotted. The simplest nontrivial knot with a regular projection having minimal crossing number three
(see Section 1.2.3 for definitions) is the trefoil, (Figure 1.19 (b)), followed by the figure eight, with minimal
crossing number four (Figure 1.19 (c)). Knot types are typically named in the form nm, where n is the
minimal crossing number and m represents the m-th knot type with minimal crossing number n as tabulated
in [83] and [88]. For example, the unknot is denoted 01, or here simply φ; the trefoil is denoted 31; and the
figure eight is denoted 41 [24].
If a knot K1 is equivalent to its mirror image, then K1 is achiral, which is the case for the figure eight. If
a knot K1 is not equivalent to its mirror image, then K1 is called chiral. This is the case for the trefoil. To
(a) (b) (c)
Figure 1.19: (a) An unknot, φ, (b) a trefoil, 31, and (c) a figure eight, 41. Each knot is
seen with a regular project with minimal crossing number. Reproduced from [24] in accordance of
http://www.cambridge.org/about-us/rights-permissions/permissions/permissions-requests/.
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(a) (b)
Figure 1.20: (a) A positive crossing using the right-hand rule, (b) a negative crossing. Reproduced
from [106], edited by Cheston.
(a) (b)
Figure 1.21: (a) A positive trefoil, 3+1 , (b) a negative trefoil, 3
−
1 . Reproduced from [68, 67] under
Public Domain, edited by Cheston.
distinguish between two knots in a chiral pair (a chiral knot and its mirror image), knots can be labelled as
either positive or negative (as proposed by [79]). A positive crossing (Figure 1.20 (a)) follows the conventional
right-hand rule, while a negative crossing (Figure 1.20 (b)) does not. For the trefoil, in one case all three
crossings are positive when using the right-hand rule, so the knot is called 3+1 (Figure 1.21 (b)), and in the
other case all the crossings are negative, so called 3−1 (Figure 1.21 (c)). If the figure eight was mirrored and
this crossing labelling convention was applied, its achiral property would be seen as there would be only one
unique labelling when deformation is taken into account.
If a knot is made of two or more independent knots joined together such as in Figure 1.22, then the
resulting knot is called a composition of the two knots [1]. A prime knot is one that cannot be decomposed
into two or more prime knots. All knots discussed thus far have been prime knots. A knot that is composed
of two or more prime knots is called a composite knot [1]. The composition of K1 and K2 is represented by
K1#K2, and an example of a trefoil composed with a figure eight can be seen in Figure 1.22 (a). Any knot
composed with the unknot, remains itself, as seen in Figure 1.22 (b).
1.2.2 Links
So far, we have talked about having single knotted closed curves. It is possible to have several closed curves
embedded in three-space where each curve is a knot; the resulting object is called a link.
Definition 1.2 (Link [24]). A link is a finite union of knots:
L = K1 ∪K2 ∪ · · · ∪Kn.
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(a)
(b)
Figure 1.22: (a) A composite knot of 41 and 31 creating 41#31 (b) a composite knot of 31 and φ
creating 31. Reproduced from [66, 67] under Public Domain, edited by Cheston.
(a) (b)
Figure 1.23: (a) A trivial link, the unlink and (b) a Hopf link, 221.
Like with knots, two links, L1 and L2, are said to be equivalent if L1 can be continuously deformed into
L2. Again, all links that are equivalent to each other form an equivalence class known as a link type. The
simplest link consists of only one component, which is a knot; therefore knots are a subset of links. In this
work ‘link’ will also include single component links, i.e. knots. The simplest multi-component link is the
trivial link, or an unlink, which is multiple disjoint unknots (Figure 1.23 (a)). If a two-component link is not
the unlink, then it is linked. The simplest multi-component, nontrivial link is called the Hopf link, which is
two unknots linked together (Figure 1.23 (b)). Link types are typically named in the form nPm, where n is
the minimal number of crossings in the link, P is the number of components of the link, and m represents
the m-th link with n crossings and P components as tabulated in [83] and [88]. Therefore, the unlink is 021
and the Hopf link is 221.
Also like knots, links can differ in their crossing signs depending on the orientation of the links, affecting
their chirality. The Hopf link is a chiral link [24]. Each component of a link has its own orientation which
then gives a linked orientation between the components. Figure 1.24 shows the two possible orientations for
the Hopf link, which in this work will be considered different link types.
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Figure 1.24: The two possible orientations of the Hopf link, 221. In this work they are considered
different link types.
(a) (b)
(c)
Figure 1.25: Reidemeister moves: (a) type I (b) type II (c) type III. Reproduced from [118, 119, 120]
under Creative Commons Attribution-ShareAlike 3.0.
1.2.3 Identifying Knots and Links
In practice it is not easy to identify whether two knots (or links) are equivalent, so a knot projection is often
used. A projection of a knot is obtained when a knot in R3 is projected into R2, with positive and negative
crossing information retained. A projection is said to be regular if there are only a finite number of double
points with no other type of multiple points allowed [76]. Two regular knot projections (and so the knots)
are equivalent if one projection can be deformed into the second projection through a finite series of specific
moves called Reidemeister moves [1]. There are three different Reidemeister moves: a type I Reidemeister
move either puts in or takes out a twist in the knot, cf. Figure 1.25 (a); a type II move can either add or
remove two crossings, cf. Figure 1.25 (b); and a type III Reidemeister move allows a strand of the knot to
slide from one side of a crossing to the other side, cf. Figure 1.25 (c). So, knot K1 is equivalent to knot K2
if a series of Reidemeister moves transforms a knot projection of K1 into a knot projection of K2.
The minimal crossing number of a knot K is the minimal number of crossings over all regular knot
projections equivalent to K.
Computationally, there exist a number of algorithms that identify the knot type of a knot. The one
used in this work is the HOMFLY polynomial, which is a generalized version of two previous polynomials,
the Alexander polynomial and the Jones polynomial [41]. Each knot type has a corresponding HOMFLY
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(Hoste, Ocneanu, Millett, Freyd, Lickorish and Yetter) polynomial, so by calculating the polynomial for a
specific knot, the knot type can be determined. In this work the HOMFLY polynomial calculations are
performed using KnotPlot [88]; the details of this algorithm are beyond the scope of this work, and hence
are not given. It should be noted that HOMFLY polynomials are not necessarily unique; Jones [54] showed
that the HOMFLY polynomial is not unique for every knot type, for example 51 and 10132 have the same
HOMFLY polynomial. Additionally, the polynomial has trouble differentiating chirality for some knot types;
for example, the chiral pair of knots associated with 942 give the same HOMFLY polynomial. In this work
the majority of knots considered have a low minimal crossing number, so these limitations will not play a
significant role.
Identification of knots using polynomials is very useful mathematically; however, these methods cannot
be directly applied biologically to identify DNA knots. Biologically, there are two main ways in which DNA
knots are observed and identified [16]. The first method is via agarose gel electrophoresis, which provides
a rapid and quantitative measure of knotting [27]. As per Buck [16], to perform agarose gel electrophoresis
the backbone of the DNA must first be nicked in order to release any supercoils. Then, an agarose gel slab
(a polymer material generally extracted from seaweed) is placed in an aqueous bath with the DNA samples
in one end of the gel. A current is run through the bath, and because DNA has a negative charge, the DNA
will migrate to the positive end of the gel. The gel electrophoresis will then separate the DNA into knots
and links by minimal crossing number. Figure 1.16 shows a picture of the result of gel electrophoresis as seen
under UV light. The different bands correspond to different knot and link types that migrate through the
gel at different speeds depending on their complexity. Knots with greater complexity, i.e. more crossings,
migrate more quickly than those with few crossings [16]. It has been found that there is a linear relationship
between crossing number and speed [100]. However, a limitation to agarose gel electrophoresis is that knots
with the same crossing numbers cannot be distinguished; for example, 51 and 52 would not be able to be
distinguished.
Due to this gel electrophoresis limitation, it is often used along with the second method of identification,
electron microscopy. Electron microscopy is how Liu et al. first observed double stranded DNA knots since
it allowed the DNA to be easily visualized [16, 60]. The DNA molecule is first coated with RecA, a protein
which stiffens and thickens the molecule. This coating allows the precise knot or link to be identified, since
the thickening of the molecule enables each crossing to be identified as a positive or negative crossing, cf.
Figure 1.26 [16]. The knot type can then be identified via the resulting projection. It should be noted that
this process is very difficult and expensive to perform.
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Figure 1.26: Two electron microscopy pictures of recA coated DNA, a 3+1 and a 3
−
1 . Reprinted from
[58] by permission from Macmillan Publishers Ltd.
1.3 Enzyme-DNA Models Review and Questions for LSE Model
A brief review of previous models of enzyme-DNA interactions will now be provided.
In Section 1.1 it was stated that polymers can be used to model macroscopic features of circular DNA by
the axis of the DNA representing the polymer. One standard method for modelling ring polymers is using
polygons [24, 114]. A polygon is “a finite set of straight line segments in R3 which intersect only at their
endpoints” [24, page 5]. The straight line segments are edges which end at vertices, so exactly two edges
meet at one vertex. Therefore, DNA is modelled by a polymer, which is then modelled with a polygon; this
progression can be seen in Figure 1.27.
As reviewed earlier in Section 1.1.2, topoisomerase-DNA interactions have been of interest due to topoi-
somerase’s efficiency at unknotting and unlinking DNA. DNA experiments have shown that topoisomerase is
much more efficient at unknotting and unlinking DNA than if it was acting at random locations within the
DNA [86]; however determining the rules that govern where topoisomerase binds to DNA is an open prob-
lem. Several random polygon models have been used to address this problem [17, 20, 38, 62, 64, 89, 105, 106,
107, 108]. Some of these models use worm-like chains which are off-lattice models capable of incorporating
bending and torsional energy, so are considered more DNA-like; while others use lattice models which are a
coarser approximation to DNA. One goal of these models is to investigate how, by acting only locally (via a
strand passage), a global property such as knot type can be efficiently simplified. This has been investigated
by exploring the dependence of knot and link transitions and the knot reduction factor on local information
at the strand passage site.
Specifically, knot transition probabilities, ρSPn (K → K
′), measure how a single modelled strand passage
Figure 1.27: Circular DNA can be modelled as a polymer which can be modelled as a polygon.
Reproduced from [33] with permission from author.
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can change the knot type of the polygon, where n is the number of edges of the polygon, SP indicates the
strand passage model, K is the knot type before the strand passage and K ′ is the knot type after the strand
passage. These probabilities have been looked at for multiple models. The knot reduction factor measures
how much the unknot/knot population ratio is changed by a modelled strand passage action [86, 107], which
has been used to compare to DNA experiments. Additionally, information concerning the local geometry of
the two juxtaposed strands at the strand passage site has been of interest, to investigate if different strand
geometries affect the transition probabilities [107]. For a lattice model, knot transition probabilities have
been shown to match conjectured polymer scaling theory as polygon length goes to infinity [20]. Many of
these studies found that a hook-like geometry leads to greater knot and link reduction than other geometries,
and recently, using the LSP, it was shown that knot reduction also depends on the crossing sign change of
the strand passage [107].
There have also been models for modelling recombinase-DNA interactions, mostly focusing on visualization
and using a method called tangle analysis [16, 26, 87, 95, 115]. Tangle analysis uses mathematical objects
called tangles to model the changes to the recombinase synapse during recombination by comparing the
synapse before and after a recombination event [95]. The tangle method relies on only a few assumptions,
and can produce a set of tangle equations, which represent the product of recombination. Tangle analysis
has been used to mathematically prove multiple biological results. As stated in Section 1.1, when XerCD
recombination occurs at a psi site, the result will be a four-crossing link, cf. Figure 1.11 [22]. With tangle
analysis it was proved that there are only three tangle solutions consistent with experimental data and that
all three solutions are different projections of the same three-dimensional object [115]. Therefore, Vazquez
et al. were able to propose a unique topological mechanism of XerCD acting at psi to incorporate all three
solutions [115]. Furthermore, tangle analysis has proven that the shortest path for unlinking a catenane with
2m-links with XerCD-dif -FtsK is exactly 2m steps, and this path is unique, cf. Figure 1.28 [95]. This means
that tangle analysis reinforces the idea that XerCD-dif -FtsK acts iteratively, reducing the complexity of the
link in each step.
The information that recombinase is able to unlink and unknot DNA is relatively new, so very little
work has been done to investigate transition probabilities associated with recombinases’ action. In this thesis
a new simple cubic lattice model, the LSE model, is introduced in order to model the recombinase-DNA
interaction and to investigate link transition probabilities after a recombinase strand exchange has occurred.
These link transition probabilities, ρSEn (K → L), are the probability of going from knot type K to link
type L after a strand exchange occurs in an n-edge polygon, accounting for both direct repeat sites and
inverted repeat sites. This analysis can then be compared to biological results and to the previous tangle
method of modelling recombinase in order to investigate whether the same unlinking property is seen in the
LSE model. Specifically, in Chapter 4 the asymptotic properties of ρSEn (K → L) as n → ∞ (also for each
strand exchange operation) will be investigated and, as in [20], the asymptotic form will be verified to be
consistent with one obtained from polymer scaling theory. The LSE model will also be compared to the
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Figure 1.28: The unlinking path of a right-handed (positive) 2m-catanene to two separate circular
products. A step-wise process where the complexity is reduced with each step. Reproduced from [95]
in accordance with http://www.pnas.org/site/aboutpnas/rightperm.xhtml.
similar topoisomerase model, LSP, to see whether trends exist across the models. In Chapter 5 polygons
with similar SAW lengths will be investigated in order to model dif ’s position in the termination region of
the cell (located mid-cell), resulting in a dimer splitting into two equal halves. Transition probabilities will
be investigated for this specialized subset in order to compare to XerCD-dif -FtsK’s action. Indeed evidence
is provided that, in this biologically relevant situation, topology simplification is the most probable path,
consistent with experiments. The LSE model is the first-step in moving towards a more realistic model of
the recombinase-DNA interaction, while also creating a model for general enzyme-DNA interactions.
1.4 Thesis Outline
The remainder of the thesis is outlined as follows. Chapter 2 will begin with an explanation for how DNA can
be modeled with self-avoiding polygons (SAPs), and then provide the introduction of statistical definitions,
particularly the link transition probability, which will be a main focus of this work. The chapter will then
include a review of the Local Strand Passage Model (LSP) created by Szafron and Soteros [105, 106, 107, 108]
for modelling topoisomerases’s interaction with DNA. Finally, Chapter 2 will describe the newly created Local
Strand Exchange Model (LSE) to model recombinases’s interaction with DNA. Chapter 3 will focus on the
statistical theory and algorithms used to generate the SAP data and on the analysis techniques used to
analyze this generated data. Much of this data generation and analysis relies on previous work for the LSP
model, this work will be briefly reviewed in Chapter 3 for use with the LSE model. Chapter 4 will present
the results for the LSE model. First, the analysis techniques outlined in Chapter 3 will be reviewed for the
particular LSE simulation, and then link transition probabilities for the LSE model will be presented. The
chapter will conclude with a comparison of the LSE model to the LSP model. Chapter 5 will focus on a
specialized subset of SAPs which will be compared to biologically and mathematically motivated results.
Finally, Chapter 6 will give conclusions and describe potential future work. Appendix A contains additional
data analysis from Chapter 4; Appendix B contains tables for all observed link transitions in the LSE model;
and Appendix C contains data relating the LSP and LSE models.
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Chapter 2
Model
Polymers (and DNA) almost always exist in solution, so they are immersed in a solvent [114]. A good
solvent is one where it is energetically favourable for the monomers of the polymer to be surrounded by the
solvent rather than by other monomers. This means that there exists a small volume surrounding a particular
monomer where there is a low chance of finding another monomer. This property, called the excluded volume
property, leads to a more open, expanded structure for the polymer [114]. This property is important to
consider when modelling DNA. One of the most popular polymer models which takes this property into
account is the self-avoiding polygon (SAP) model, in which polymer (such as DNA) configurations are
represented by SAPs on the simple cubic lattice.
This chapter will introduce the self-avoiding polygon models which are used to model DNA in this thesis.
The model for topoisomerase’s action, the Local Strand Passage model, will then be reviewed, and then the
model for recombinase’s action, the Local Strand Exchange model, will be introduced. Since we are interested
in modelling DNA, which is very long, we are interested in polygons which are also long. For this reason we are
also interested in properties of polygons when polygon length goes to infinity, called asymptotic properties.
Therefore, throughout the chapter necessary terminology and statistical background will be introduced in
order to investigate polygon properties, namely the link transition probabilities, for varying lengths and as
the lengths of the polygons go to infinity.
2.1 Self-Avoiding Polygons on the Simple Cubic Lattice
In this section self-avoiding polygons (SAPs) on the simple cubic lattice will be introduced as SAPs will be
used to model DNA. Since we are ultimately interested in link transition probabilities as polygon lengths go
to infinity, a number of model and statistical definitions are introduced next.
Definition 2.1 (Simple Cubic Lattice [4]). The simple cubic lattice is defined to be the infinite graph
embedded in R3 with vertex set Z3 and edge set {{u, v}|u, v ∈ Z3, |u− v| = 1}, where |u− v| is the Euclidean
distance between u and v.
That is, each vertex of the lattice is represented by a 3-tuple, (x, y, z), of integer values from R3.
Definition 2.2 (Self-Avoiding Walk (SAW) [98]). An n-edge self-avoiding walk (SAW) starting at the ori-
gin on the simple cubic lattice is an alternating sequence of n+1 distinct vertices and n directed edges:
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u0, (u0, u1), u1, (u1, u2), u2, · · · , un−1, (un−1, un), such that the vertices (ui ∈ Z
3 for i = 0, . . . ,n), (u0 =
(0, 0, 0)), and for each i = 0, . . . , n − 1 the directed edge (ui, ui+1) joins two nearest neighbour vertices, i.e.
|ui+1 − ui| = 1. This means that the walk never repeats a vertex or an edge, and two vertices ui and ui+1
only ever differ in one coordinate, with the difference being ± 1.
An n-edge SAW is known to be a good model for a linear polymer with n monomers, in a good solvent
[114]. In order to study circular DNA, we need circular polymers which can be modelled with self-avoiding
polygons [114].
Definition 2.3 (Self-Avoiding Polygon (SAP) [98]). An n-edge self-avoiding polygon (SAP) in Z3 is an alter-
nating sequence of n distinct vertices and n distinct undirected edges: u0, {u0, u1}, u1, {u1, u2}, u2, · · · , un−1,
{un−1, u0}, u0, such that for each i = 0, . . . , n−1 the vertex ui ∈ Z
3, and the edge {ui, ui+1} joins two nearest
neighbour vertices, i.e. |ui+1 − ui| = 1.
An n-edge SAP can be viewed as an (n − 1)-step SAW where the (n − 1)-st step of the walk brings it
back to a nearest neighbour site of the starting point and where the directions on the walk edges are ignored
[114]. With SAWs and SAPs defined, a number of properties for each will now be defined.
Definition 2.4 (Rooted Polygon and Unrooted Polygon [106]). For a SAP, ω ∈ Z3, ω is referred to as a
rooted polygon if one of its vertices is designated as the root of ω. If no vertex is specified, then ω is an
unrooted polygon.
Definition 2.5 (|ω| [65]). For any SAW or SAP, ω, the length of ω, |ω|, is the number of edges in ω.
Definition 2.6 (cn and pn [65]). Define cn to be the number of distinct n-edge SAWs and pn to be the
number of distinct n-edge SAPs, where SAPs are said to be distinct if one SAP cannot be obtained from
another by a lattice translation.
Since we are interested in looking at the knot type of SAPs, further definitions are useful.
Definition 2.7 (k(ω) [106]). For any SAP ω, define k(ω) to be the knot type of ω.
Definition 2.8 (pn(K) [106]). Define pn(K) to be the number of distinct n-edge SAPs with knot type K.
Definition 2.9 (ρn(K) :=
pn(K)
pn
[20]). The probability that an n-edge SAP has a particular knot type, K, is
given by ρn(K) :=
pn(K)
pn
, i.e. the number of n-edge polygons with knot type K (up to translation) divided by
the total number of n-edge polygons (up to translation).
There are a number of benefits to the self-avoiding polygon model on the simple cubic lattice. As stated
earlier, this model takes the excluded volume property into account which is important when modelling DNA.
Additionally, it is expected that lattice models, such as this one, exhibit some behaviours that are the same
as ‘real’ polymers; e.g. “field theoretic arguments suggest that there exist universal quantities, i.e. critical
exponents, which will be exactly the same for lattice models and for real polymers” [98, page 3]. By moving
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from R3 to Z3 through the use of lattice polygon models, conformational freedom is not significantly reduced
and rigorous mathematical analysis, such as combinatorial and asymptotic analysis, is possible [98].
Although cn and pn can be defined, determining them is computationally difficult. The highest enumer-
ations achieved are p32 = 53, 424, 552, 150, 523, 386 by Clisby et al. in 2007 [21] and
c36 = 2, 941, 370, 856, 334, 701, 726, 560, 670 by Schram et al. in 2011 [90]. The smallest knotted polygon,
the trefoil, has 24-edges, and the figure eight has 30-edges, which is followed by 51 with 34-edges [110]. So
by enumeration, only the trefoil and figure eight knots would be able to be investigated. This difficulty is
a problem as DNA is typically very long, so polygons modelling DNA must also be long. Therefore, we
are also interested in pn as n goes to infinity. In 1954, Hammersley and Morton determined that cn grows
exponentially with n:
Theorem 1 (Hammersley and Morton [51]). The following limit exits:
κ = lim
n→∞
1
n
log cn.
where κ is referred to as the connective constant for SAWs in Z3.
Definition 2.10 (µ := eκ [106]). The growth constant for SAWs in Z3 is defined to be µ := eκ.
From here, Hammersley proved that the connective constant, and so the growth constant, for SAPs was
equal to that of SAWs,
Theorem 2 (Hammersley [50]). The following limit exists:
lim
n→∞
1
n
log pn = κ.
Hence, as n→∞ both cn and pn grow at the same exponential rate. Sumners and Whittington went on
to prove the following for the unknot:
Theorem 3 (Sumners and Whittington[103]). The following limit exits:
κ > κφ := lim
n→∞
1
n
log pn(φ).
And so by Definition 2.10 and Theorem 2:
Definition 2.11 (µφ [106]). The growth constant for unknotted SAPs is µφ := e
κφ.
Theorem 3 states that the connective constant, κφ, and its associated growth constant, are less for
unknotted SAPs than for all SAPs, i.e. κφ < κ, which means:
as n→∞ :
pn(φ)
pn
= ρn(φ)→ 0. (2.1)
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Hence the probability of a SAP being unknotted goes to zero as n goes to infinity. Looking at this in terms
of the probability of a SAP being knotted (i.e. any knot that is not the unknot), gives:
as n→∞ : 1−
pn(φ)
pn
= 1− ρn(φ)→ 1. (2.2)
Soteros et al. [99] then showed that for any particular knot type K 6= φ, κK := lim supn→∞
1
n
log pn(K) ≤
κφ < κ, meaning that the probability of a SAP being a specific knot type K also goes to zero:
as n→∞ :
pn(K)
pn
= ρn(K)→ 0. (2.3)
Based on polymer scaling theory arguments, and in analogy with the expected asymptotic form of pn,
Orlandini et al. [75] conjectured the asymptotic form for pn(K) as n→∞:
pn(K) ∼ AKn
α0+fKµn0 (2.4)
for the number of n-edge polygons with fixed knot type K, where α0 and µ0 are constants and fK is the
number of prime knots in the prime-knot decomposition of K (note, for K = φ it is assumed that fK = 0).
It is expected that µ0 is model dependent, however α0 is thought to be universal, i.e. does not depend
on the model being used. This conjecture has been supported by numerical analysis from multiple groups
[6, 7, 20, 69, 75, 81, 110, 111, 112].
The SAP model for topoisomerase’s action, the Local Strand Passage (LSP) model, will be reviewed next.
2.2 The Local Strand Passage (LSP) Model
Section 2.1 introduced SAPs, and showed we can model polymers, and so DNA, using SAPs. In 2000, Szafron
proposed a model called the Local Strand Passage (LSP) model in order to model type II topoisomerase action
on DNA using SAPs [105, 106]. This model will be reviewed in this section, along with conjectures and results
about the associated knot transition probabilities as the lengths of the SAPs go to infinity.
The LSP model uses a fixed region in the polygon, denoted Θ (Figure 2.1 (a)), as the position where
topoIV is said to act on the DNA. By fixing this region at a site, the SAPs become rooted SAPs. At this
fixed site, two segments of the polygon are ‘pinched’ together in order to model the gate and transported
segment of the DNA being brought close together (review Figure 1.4 for reference). To model the movement
of the transported segment passing through the gate segment, a strand passage is performed on the SAP by
replacing the fixed Θ structure with a second structure ΘS (Figure 2.1 (b)). This action of performing a
strand passage in the SAP has the ability to change the knot type of the SAP, just as topoIV’s action does.
Definition 2.12 (Θ). The fixed structure, Θ, is a specific pattern of vertices, V(Θ), and edges, E(Θ), cf.
Figure 2.1 (a). Specifically in terms of x, y, z coordinates:
V(Θ) = {(−1, 0, 0), (0, 0, 0), (1, 0, 0), (0,−1,−2), (0,−1,−3), (0, 0,−3), (0, 1,−3), (0, 1,−2)},
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(a) (b)
Figure 2.1: (a) The strand passage Θ structure. Closed circles represent the required vertices and
closed bonds the edges. Open circles and dashed lines represent vertices and edges that Θ-SAP must
not occupy for a successful strand passage to be possible. A Θ-SAP with all these vertices open is
called a Θ0-SAP. Vertex B = (0,0,0). (b) The after-strand-passage structure ΘS. Again, the closed
circles represent vertices and closed bonds represent edges. Open circles are vertices that were filled
by Θ, but are now empty. Reproduced from [20] in accordance with the ‘Author Rights’ section 3.2.2
of the IOP copyright agreement.
and
E(Θ) = {{(−1, 0, 0), (0, 0, 0)}, {(0, 0, 0), (1, 0, 0)}, {(0,−1,−2), (0,−1,−3)},
{(0,−1,−3), (0, 0,−3)}, {(0, 0,−3), (0, 1,−3)}, {(0, 1,−3), (0, 1,−2)}} .
The motivation for this particular Θ structure, was originally based on work by Berger et al. who proposed
a similar shape for the topoIV-DNA structure [14].
Definition 2.13 (Θ-SAP). A SAP which contains the Θ structure is defined as a Θ-SAP, cf. Figure 2.2 (a).
To model the strand passage topoIV performs on DNA, the Θ structure is replaced with the after-strand-
passage structure ΘS, but this is only possible when certain vertices are unoccupied. Θ-SAPs with these
vertices unoccupied are called Θ0-SAPs.
Definition 2.14 (Θ0-SAP). A Θ0-SAP is a Θ-SAP where all necessary vertices are free (unoccupied by the
Θ-SAP) for a successful strand passage to occur, i.e. the open vertices seen in Figure 2.1 (a).
Definition 2.15 (ΘS). The ΘS structure is a specific set of vertices, V(ΘS), and edges, E(ΘS), which can
replace Θ in a Θ0-SAP and result in a strand passage, cf. Figure 2.1 (b). Specifically:
V(ΘS) = {(−1, 0, 0), (−1, 0− 1), (−1, 0,−2), (0, 0,−2), (1, 0,−2), (1, 0,−1), (1, 0, 0),
(0,−1,−2), (0,−1,−1), (0, 0,−1), (0, 1,−1), (0, 1,−2)} ,
and
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(a) (b)
Figure 2.2: (a) A 14-edge Θ-SAP. This polygon would also be a Θ0-SAP as the necessary vertices
are open for a successful strand passage. (b) The corresponding after-strand-passage 18-edge polygon,
ΘS-SAP, to (a). (a) is reproduced from [20] in accordance with the ‘Author Rights’ section 3.2.2 of
the IOP copyright agreement.
E(ΘS) = {{(1, 0, 0), (1, 0,−1)}, {(1, 0,−1), (1, 0,−2)}, {(1, 0,−2), (0, 0,−2)},
{(0, 0,−2), (−1, 0,−2)}, {(−1, 0,−2), (−1, 0,−1)}, {(−1, 0,−1), (−1, 0, 0)},
{(0,−1,−2), (0,−1,−1)}, {(0,−1,−1), (0, 0,−1)}, {(0, 0,−1), (0, 1,−1)}, {(0, 1,−1), (0, 1,−2)}} .
Definition 2.16 (ΘS-SAP). A SAP after a successful strand passage is called a ΘS-SAP, as it now contains
ΘS. A ΘS-SAP can be seen in Figure 2.2 (b).
It should be noted that a Θ0-SAP is a Θ-SAP where the Θ structure can be replaced with ΘS , and the
polygon will remain self-avoiding.
A Θ-SAP can be decomposed into the Θ structure and two SAWs which connect the two components of
Θ. It is possible for the SAWs to connect to Θ in two different ways, called class I and class II. Class I means
a SAW connects vertex (1,0,0) to vertex (0,-1,-2), and a SAW connects vertex (0,1,-2) to vertex (-1,0,0), or
alternatively, connects A to D and H to C, such as in Figure 2.3 (a). Class II means a SAW connects vertex
(-1,0,0) to vertex (0,-1,-2) and a SAW connects vertex (1,0,0) to vertex (0,1,-2), or, connects C to D and H
to A, such as in Figure 2.3 (b). Szafron [105] showed that, for every Θ-SAP in class I, there exists a unique
polygon in class II and vice versa. In other words there exists a mapping from one class to the other:
f((x, y, z)) = (−x, y, z). (2.5)
With this mapping the two classes can be viewed as equivalent, so only one class needs to be sampled
[105]. But since this mapping also reverses the sign of chiral knots, meaning a positive crossing is changed
to a negative crossing (and vice versa), this must be accounted for when using a sample from one class to
make conclusions about the other. By definition class II polygons have a negative crossing at Θ, while class
I polygons have a positive crossing. In this work all examples will be based on class II.
With the Θ structure defined some previous polygon definitions can be refined:
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(a) (b)
Figure 2.3: (a) A 14-edge Θ-SAP class I polygon. (b) A 14-edge Θ-SAP class II polygon. Reproduced
from [20] in accordance with the ‘Author Rights’ section 3.2.2 of the IOP copyright agreement.
Definition 2.17 (pΘn , p
Θ0
n , p
Θ
n (K), p
Θ0
n (K)). Define p
Θ
n as the number of n-edge Θ-SAPs. Define p
Θ0
n as
the number of n-edge Θ0-SAPs. Define p
Θ
n (K) to be the number of n-edge Θ-SAPs with knot type K. Define
pΘ0n (K) to be the number of n-edge Θ0-SAPs with knot type K.
Here, we are interested in modelling a topoIV move and how a single strand passage can unknot a DNA
knot. Therefore, we are looking at the knot type of the Θ-SAP before and after a strand passage occurs, to
discover if the knot type of the Θ-SAP changes. That is, we are interested in the probability of transitioning
from one knot type to another via a strand passage, which is called the knot transition probability.
Definition 2.18 (Knot Transition Probability). Define the knot transition probability from knot type K to
knot type K ′ in an n-edge Θ-SAP to be:
ρΘ0n (K → K
′) =
pΘ0n (K → K
′)
pΘ0n (K)
. (2.6)
where pΘ0n (K) is the number of n-edge Θ0-SAPs with knot type K and p
Θ0
n (K → K
′) is the number of these
which yield a ΘS-SAP with knot type K
′ after a strand passage.
Definition 2.19 (Successful Strand Passage Probability). Define the successful strand passage probability
for an n-edge Θ-SAP with knot type K to be:
ρΘ0n (K → s) =
pΘ0n (K)
pΘn (K)
. (2.7)
Cheston et al. [20] used the conjectured form for the number of n-edge polygons with a fixed knot type
K (Equation 2.4) to further conjecture for n-edge Θ-SAPs with knot type K as n→∞:
pΘ0n (K) ∼ BΘ0KAKn
α0+fK+1µn0 (2.8)
and
pΘ0n (K → K
′) ∼ BΘ0(K,K′)A(K,K′)n
α0+fK−f(K,K′)+1µn0 (2.9)
where the subscripts represent the fact that the constants are expected to depend on properties of the fixed
structure and the knots listed.
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Typically, a large polygon with knot typeK, whereK has prime knot decompositionK = K1#K2# · · ·KfK ,
is a large unknotted polygon with relatively localized embeddings of each of the fK prime knots K1, . . . ,KfK
randomly distributed throughout the polygon [20, 55]. So in general, there are two cases to consider for a
strand passage:
Case 1 : when the knot transition from K → K ′ alters one or more of the prime components of K
Case 2 : when the knot transition from K → K ′ does not alter any of the prime components of K.
In this work all starting knot types K, apart from φ, are prime knots, so the knot decomposition consists of
only one prime knot, K, so fK = 1 (except when K = φ, then fK = 0).
These two cases result from the position of Θ relative to the ‘knotted part’ of the SAP. Since there is at
most one original prime knot, if Θ interacts with the original prime knot then the original knot may no longer
be in the prime decomposition of the resulting knot after a strand passage. If K is affected by the strand
passage, this will be defined to be Case 1, and so K → K ′, K ′ 6= K. If Θ does not interact with the original
prime knot, but instead is in an unknotted section of the SAP, then the original knot will be unaffected, but
a new knot can be added to the resulting knot decomposition to create a new overall knot K ′ = K#K ′′.
This result will be defined as Case 2 and a composite knot will be created, K → K ′ = K#K ′′ where K ′′ is
the newly created knot. Note Case 2 includes the possibility that K ′′ is an unknot, and hence includes the
case K → K, i.e. K stays the same knot type after strand passage.
For example, if K = φ, then Case 2 will always hold as there is no original prime knot that can be
changed. The result can be: K ′ = φ, if the strand passage keeps the knot type φ, or K ′ can be a newly
created prime knot. Another example with knot type K = 3+1 showing both cases can be seen in Figure 2.4.
With these two cases defined, building on Equation 2.6 for the knot transition probabilities and the
conjectured Equations 2.8 and 2.9, Cheston et al. [20] conjectured that the knot transition probabilities for
these two cases become:
For Case 1 :
ρΘ0n (K → K
′) =
pΘ0n (K → K
′)
pΘ0n (K)
∼
BΘ0(K,K′)Aφn
α0+fK−f(K,K′)+1µn0
BΘ0AKn
α0+fK+1µn0
=
(
BΘ0(K,K′)Aφ
BΘ0AK
)
1
nfK
, (2.10)
where f(K,K′) = 1 as one prime component of the original knot changed, so as n → ∞, ρ
Θ0
n (K → K
′) → 0
like n−fK .
For Case 2 :
ρΘ0n (K → K
′) =
pΘ0n (K → K
′)
pΘ0n (K)
∼
BΘ0(φ,K′′)AKn
α0+f(φ,K′′)+1µn0
BΘ0AKn
α0+fK+1µn0
=
BΘ0(φ,K′′)
BΘ0
≡ CΘK,K′ = C
Θ
φ,K′ (2.11)
where f(φ,K′′) = fK as no prime component of the original knot is changed, so as n →∞, ρ
Θ0
n (K → K
′)→
CΘK,K′ , a nonzero positive constant independent of the starting K.
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(a)
(b)
Figure 2.4: A Case 1 (a) and Case 2 (b) example starting with K = 3+1 . (a) Case 1 example: Θ,
the yellow vertices and red edges, can be seen to be interacting with the existing 3+1 knot. In this case
the original 3+1 knot will change, resulting in a new prime knot K
′. In this example the new prime
knot is 01 so 3
+
1 → 01 (b) Case 2 example: Θ can be seen not interacting with the existing 3
+
1 knot,
and so in the unknotted portion of the polygon. In this case the original 3+1 will not be affected, but
an additional knot can be created at Θ, resulting in a composite knot K ′ = 3+1 #K
′′. In this particular
example K ′′ = 3+1 , so 3
+
1 → 3
+
1 #3
+
1
Additionally, for the successful strand passage probability, it is conjectured that:
ρΘn (K → s) =
pΘ0n (K)
pΘn (K)
∼
BΘ0AKn
α0+f(K)+1µn0
BΘAKnα0+fK+1µ
n
0
=
BΘ0
BΘ
≡ CΘK,s = C
Θ
φ,s, (2.12)
so as n→∞, ρΘn (K → s)→ C
Θ
K,s, a nonzero positive constant independent of the starting K.
This means that for Case 1, as the lengths of the polygons increase to infinity, the knot transition
probability decreases to zero. What this implies is that as the length of the polygons get larger, it is less
likely that Θ will interact with the existing knot. What becomes more likely, as the polygon lengths increase,
is that Θ will not interact with the original existing knot, leaving the existing knot intact and possibly
creating a new knot, becoming Case 2. For Case 2, as the polygon lengths increase to infinity, the knot
type of the original knot does not affect the knot transition probability, which will go to a nonzero positive
constant, dependent only on the newly created knot type.
We now have a model in order to model topoisomerase-DNA interactions. The CMC Θ-BFCACF algo-
rithm (cf. Section 3.4) was created to study the LSP model, and hence study how a single strand passage can
change the knot type of a Θ-SAP in terms of the knot transition probabilities ρΘ0n (K → K
′) as n→∞. The
conjectures in Equations 2.10-2.12 have been numerically verified with these studies [20, 108]. Additionally,
this model has been used to study the local geometry of the two juxtaposed strands at the strand passage site
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in order to investigate how these geometries affect the knot reduction factor and knot transition probabilities
[107].
The LSP model and the associated conjectured form for the limiting value of the knot transition probability
as n→∞ can be adapted to model site-specific recombination. These adaptions are presented next.
2.3 The Local Strand Exchange (LSE) Model
The LSP Model represents topoisomerase’s action on DNA. In order to study recombinase’s action on DNA,
specifically XerCD-dif -FtsK, a similar model is desired. In this section this new model will be introduced,
along with the associated link transition probabilities.
This new recombinase-DNA model, like the LSP model, uses the fixed Θ structure as the region where
recombinase is said to act. Both recombinase and topoisomerase require two strands of the DNA to be close to
one another, or ‘pinched’ together, a condition the fixed Θ structure satisfies. Since algorithms and analysis
methods have been developed for studying Θ in the LSP model (cf. Chapter 3), using Θ in the recombinase
model is a useful first-step. Additionally, dif has been found to be a preferred site for the topoIV-DNA
interaction [8, 52], showing that biologically both actions can be performed at the same site. Using the same
fixed structure for both models also allows for a comparison of the two models.
To develop a model for recombinase, the Θ structure now defines the two recombination sites within the
polygon in close proximity, as required for the first step of the recombination process. Now, instead of a
topoisomerase strand passage, we are now modelling a recombinase strand exchange, so the model is called
the Local Strand Exchange (LSE) Model. Instead of replacing Θ with ΘS , there are now two possibilities
for strand exchanges: a direct-repeat-to-link strand exchange (DLE) and an inverted-repeat-to-knot strand
exchange (IKE).
Definition 2.20 (Θ1-SAP). Define a Θ1-SAP to be a Θ-SAP where all necessary vertices are free (unoccupied
by the Θ-SAP) for a DLE or IKE to occur, i.e. the same open vertices necessary for a successful strand
passage, except for the vertex (-1,0,-2) which may now be occupied (compare Figure 2.5 (b) and Figure 2.6
(b) to see this).
Definition 2.21 (ΘDLE). ΘDLE is the specific set of vertices, V(ΘDLE), and edges E(ΘDLE), which replaces
Θ in a class II Θ1-SAP to perform a direct-repeat-to-link strand exchange, cf. Figure 2.5. Specifically:
V(ΘDLE) = {(−1, 0, 0), (−1, 0,−1), (0, 0,−1), (0,−1,−1), (0,−1,−2),
(1, 0, 0), (1, 0,−1), (1, 0,−2), (0, 0,−2), (0, 1,−2)} ,
and
E(ΘDLE) = {{(−1, 0, 0), (−1, 0,−1)}, {(−1, 0,−1), (0, 0,−1)}, {(0, 0,−1), (0,−1,−1)}, {(0,−1,−1), (0,−1,−2)},
{(1, 0, 0), (1, 0,−1)}, {(1, 0,−1), (1, 0,−2)}, {(1, 0,−2), (0, 0,−2)}, {(0, 0,−2), (0, 1,−2)}} .
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(a) (b)
Figure 2.5: (a) Θ structure as before. Closed circles represent the required vertices and closed bonds
the edges. Open circles and dashed lines represent vertices and edges that Θ-SAP must not occupy for
a successful DLE. Stared vertices are vertices required for a strand passage but not for a DLE. (b) The
after strand exchange structure ΘDLE . Closed circles represent vertices and closed bonds represent
edges. Open circles are vertices that were filled by Θ but are now empty. (a) is reproduced from [20]
in accordance with the ‘Author Rights’ section 3.2.2 of the IOP copyright agreement.
Definition 2.22 (ΘIKE). ΘIKE is the specific set of vertices, V(ΘIKE), and edges E(ΘIKE), which replaces
Θ in a class II Θ1-SAP to perform an inverted-repeat-to-knot strand exchange, cf. Figure 2.6. Specifically:
V(ΘIKE) = {(−1, 0, 0), (−1, 0,−1), (0, 0,−1), (0, 1,−1), (0, 1,−2),
(1, 0, 0), (1, 0,−1), (1, 0,−2), (0, 0,−2), (0,−1,−2)} ,
and
E(ΘIKE) = {{(−1, 0, 0), (−1, 0,−1)}, {(−1, 0,−1), (0, 0,−1)}, {(0, 0,−1), (0, 1,−1)}, {(0, 1,−1), (0, 1,−2)},
{(1, 0, 0), (1, 0,−1)}, {(1, 0,−1), (1, 0,−2)}, {(1, 0,−2), (0, 0,−2)}, {(0, 0,−2), (0,−1,−2)}} .
An example of both strand exchanges performed on a class II 14-edge Θ-SAP can be seen in Figure 2.7.
With DLE and IKE defined, some earlier definitions need to be expanded to include the new model. In
order to differentiate between the strand passage and the general strand exchange, SP and SE superscripts will
be used. When considering a specific strand exchange, DLE or IKE superscripts will be used as appropriate.
Also, recall that knots are a subset of links so ‘links’ also include knots.
Definition 2.23 (pΘ1n , p
Θ1
n (K)). Define p
Θ1
n to be the number of n-edge class II Θ1-SAPs and define p
Θ1
n (K)
to be the number of these with knot type K.
Definition 2.24 (Link Transition Probability). Define the link transition probability from a knot type K to
link type L in an n-edge class II Θ-SAP to be:
ρSEn (K → L) =
pSEn (K → L)
pΘ1n (K)
, (2.13)
38
(a) (b)
Figure 2.6: (a) Θ structure as before. Again closed circles represent the required vertices and closed
bonds the edges. Open circles and dashed lines represent vertices and edges that Θ-SAP must not
occupy for a successful IKE. Stared vertices are vertices required for a strand passage but not for an
IKE. (b) The after strand exchange structure ΘIKE. Closed circles represent vertices and closed bonds
represent edges. Open circles are vertices that were filled by Θ but are now empty. (a) is reproduced
from [20] in accordance with the ‘Author Rights’ section 3.2.2 of the IOP copyright agreement.
where as before, pΘ1n (K) is the number of n-edge class II Θ1-SAPs with knot type K and p
SE
n (K → L) is the
number of these which yield link type L.
Definition 2.25 (Successful Strand Exchange Probability). Define the successful strand exchange probability
for an n-edge class II Θ-SAP with knot type K to be:
ρSEn (K → s) =
pΘ1n (K)
pΘIIn (K)
, (2.14)
where pΘIIn (K) is the number of n-edge class II Θ-SAPs with knot type K.
The reason for two separate strand exchanges is to account for both direct and inverted repeats of the
dif sites in the DNA, as indicated by the strand exchange names. Recall, when the dif sites are in direct
repeat, the result is a link with two components (cf. Figure 1.9 (a)). Figure 2.8 (a) shows a cartoon version
of a polygon with direct repeats, which contains the Θ structure in red, and two SAWs in black connecting Θ
to give a class II Θ0-SAP. In this picture the blue arrows show the recombination sites are in direct repeat.
When a direct-repeat-to-link strand exchange (DLE) occurs (Figure 2.8 (b)) the red Θ is replaced with the
purple ΘDLE , resulting in the creation of two separate polygons and a link. The resulting link type will
depend on the specifics of the two SAWs. It can be seen that a DLE is equivalent to changing the crossing
at Θ from a negative crossing (for class II polygons) to a positive crossing (when projected down the x-axis).
Recall, when the dif sites are in inverted repeat the result is a single component knot (cf. Figure 1.9 (b)).
Figure 2.9 (a) shows a cartoon version of a polygon with inverted repeats. When an IKE strand exchange
occurs, (Figure 2.9 (b)) the red Θ is replaced with the purple ΘIKE , resulting in a new knot. Again, the
knot type depends on the two SAWs, and an IKE move is equivalent to changing the negative crossing at Θ
(for class II polygons) to no crossing (when projected down the x-axis).
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(a)
(b) (c)
Figure 2.7: (a) A 14-edge class II Θ-SAP. (b) The corresponding after direct-repeat-to-link strand
exchange polygon. DLE on a class II polygon results in a link, or two separate polygons which may
or may not be linked together. (c) The corresponding after inverted-repeat-to-knot strand exchange
polygon. An IKE exchange on a class II polygon results in a single knotted polygon. (a) is reproduced
from [20] in accordance with the ‘Author Rights’ section 3.2.2 of the IOP copyright agreement.
(a) (b)
Figure 2.8: (a) A cartoon version of a polygon with direct repeats. The red represents the Θ
structure, the black is two SAWs, and the blue arrows the direction of the recombination sites. (b)
The corresponding polygon after a DLE, where the red Θ is replaced with the purple ΘDLE, creating
two separate polygons, and so a link.
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(a) (b)
Figure 2.9: (a) A cartoon version of a polygon with inverted repeats. The red represents the Θ
structure, the black is two SAWs, and the blue arrows the direction of the recombination sites. (b)
The corresponding polygon after an IKE, where the red Θ is replaced with the purple ΘIKE, creating
a new knot.
The above definitions are restricted to class II Θ-SAPs. However, for a given knot type K, to get a
complete picture of the effect of a strand exchange operation on the full set of Θ-SAPs, class I Θ-SAPs
should also be considered. Equation 2.5 defines a mirror operation that allows the use of class II Θ-SAPs to
also study class I Θ-SAPs. For each class II Θ-SAP ω, there is a unique class I Θ-SAP given by mirror(ω).
Thus, the probability that an n-edge class I knot type K Θ-SAP will have link type L after a mirror(SE)
operation, denoted ρ
mirror(SE)
n (K → L), is equal to ρSEn (mirror(K)→ mirror(L)). In the case that K is an
achiral knot, mirror(K) = K, and hence the class I results are obtained directly from those for class II by
determining mirror(L). For chiral K, the class I results are obtained by performing SE on Θ-SAPs with knot
type mirror(K), the mirror image of knot type K. For example, to obtain class I results for K = 3+1 , class II
knot type 3−1 SAPs are studied. As argued in Cheston et al. [20] for SP, for the case of chiral knotsK, in order
to combine the results for the two classes of polygons to obtain a single link transition probability, one would
need to know, for example, p
ΘII
n (K)
p
ΘII
n (mirror(K))
. It is expected that asymptotically pΘIIn (K) ∼ p
ΘII
n (mirror(K)),
in which case the two classes of polygons can be weighted equally to determine link transition probabilities;
however, for small lengths n, equality is not expected. In this thesis, the ratio p
ΘII
n (K)
p
ΘII
n (mirror(K))
is not studied,
hence, when results for the two classes are combined it is assumed that they are equally likely, as is expected
to be the case for large n.
For the case of DLE, using tangle analysis there are three tangle scenarios (as shown in Figure 2.10 which
details the last three unlinking steps of Figure 1.28) that all correspond to the same recombinase action
resulting in a link: one scenario introduces a positive crossing, denoted (+1), a second introduces a negative
crossing, denoted (-1), and the third introduces no crossing, denoted (0). Vazquez et al. [115] proved that
these three senarios in Figure 2.10 can all be obtained from the same 3-dimensional DNA molecule (before
and after a recombinase action) by taking different 2-dimensional projections. Interestingly, because the Θ
structure is fixed in space, when the focus is on a fixed projection along the x = y axis, DLE on a class II
Θ-SAP fits with the (+1) scenario, and mirror(DLE) on a class I Θ-SAP fits with the (0) scenario. Even
though projections in other directions would yield the other scenarios, the use of this x = y projection gives
a convenient way to refer to the two classes of Θ-SAPs. That is, the (+1) will refer to class II Θ-SAPs and
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Figure 2.10: A detailed picture of the unlinking path from 3+1 to the unlink. It
shows there are three possible scenarios of a Xer move, R=(+1), R=(-1) and R=0, de-
pending on what the original knot projection is. Reproduced from [95] in accordance with
http://www.pnas.org/site/aboutpnas/rightperm.xhtml.
DLE, while the (0) scenario will refer to class I Θ-SAPs and mirror(DLE).
For chiral knots:
ρ(+1)n (K
+ → L) = ρDLEn (K
+ → L) (2.15)
ρ(0)n (K
+ → L) = ρmirror(DLE)n (K
+ → L) = ρDLEn (K
− → mirror(L)) (2.16)
The same equations apply for K− knots.
For achiral knots:
ρ(+1)n (K → L) = ρ
DLE
n (K → L) = ρ
mirror(DLE)
n (K → mirror(L)) = ρ
(0)
n (K → mirror(L)) (2.17)
Similarly for IKE, p
mirror(IKE)
n (K → L) = pIKEn (mirror(K)→ mirror(L)).
When it is assumed that both polygon classes are equally likely for knot type K, this property is used in
this thesis in order to exclusively look at class II polygons but gain all the recombinase information.
Like with the LSP Model, for the LSE model there are two cases for the position of Θ relative to the
‘knotted part’ of the Θ-SAP: interacting with the existing knot or not interacting with the existing knot.
In Case 1, Θ interacts with the original knot such that the original knot is no longer in the prime knot
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(a)
(b)
Figure 2.11: Case 1 SE example. The Θ structure, the yellow vertices and red edges, can be seen
to interact with the existing 3+1 knot, so the original knot will change. (a) A DLE will create a link at
Θ resulting in K → L where L = K ′ ∪K ′′. In this example the result is 3+1 → 2
2
1, also known as the
Hopf link. (b) An IKE will create knot at Θ, resulting in a new prime know K → K ′. In this example
the new prime knot is φ so 3+1 → φ.
decomposition of the link after a strand exchange. The outcome of a DLE in this case is the creation of a two
component link, L, either linked or unlinked, K → L, where L = K ′ ∪K ′′,K ′ 6= K,K ′′ 6= K. The outcome
of an IKE in this case is similar to the strand passage outcome, the original knot is not in the prime knot
decomposition of the resulting knot after an IKE at Θ, K → K ′,K ′ 6= K. Note that when K = φ Case 1
is not possible since there is no original knot that can no longer be in the decomposition of the link after a
strand exchange. An example of Case 1 with knot type K = 3+1 can be seen in Figure 2.11.
If Θ does not interact with the original knot, and so in Case 2, the original knot will remain intact.
The outcome of a DLE is the creation of a two component link at Θ, where the knot decomposition of one
component of the link contains the original knot K. The resulting two components of the link may or may
not be linked together. If the two knots are linked together they will be represented as L = l(K ′ ∪ K ′′),
or if unlinked as L = u(K ′ ∪ K ′′), where K is within the knot decomposition of one of the components.
The outcome of an IKE is similar to the strand passage outcome, a composite knot will be created with the
original knot in the prime decomposition of the resulting knot, K → K ′ where K ′ = K#K ′′. An example of
Case 2 with knot type K = 3+1 can be seen in Figure 2.12.
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(a)
(b)
Figure 2.12: Case 2 example. The Θ structure, the yellow vertices and red edges, can be seen not
interacting with the existing 3+1 knot, meaning the original knot will remain intact. (a) A DLE will
create a new knot at Θ resulting in an overall link, K → L where L = K ∪K ′. In this example the
result is 3+1 → l(3
+
1 ∪ φ). (b) An IKE will create a new knot at Θ resulting in an overall composite
knot K → K ′ where K ′ = K#K ′′. In this example K ′′ = φ, so 3+1 → 3
+
1 #φ = 3
+
1 .
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The conjectured forms for the knot transition probabilities for the two cases in the LSP model (Equations
2.10 and Equation 2.11) also apply for the LSE model with a DLE and an IKE taken into account. Therefore,
they become:
For Case 1 DLE:
ρDLEn (K → L) =
pDLEn (K → L)
pΘ1n (K)
∼
BDLE(K,L)ALn
α0+fK−f(K,L)+1µn0
BΘ1AKn
α0+fK+1µn0
=
(
BDLE(K,L)Aφ
BΘ1AL
)
1
nfK
, (2.18)
where f(K,L) = 1 as one prime component of the original knot is changed, so as n→∞, ρ
DLE
n (K → L)→ 0
like n−fK .
For Case 1 IKE (similar to Equation 2.10):
ρIKEn (K → K
′) =
pIKEn (K → K
′)
pΘ1n (K)
∼
BIKE(K,K′)Aφn
α0+fK−f(K,K′)+1µn0
BΘ1AKn
α0+fK+1µn0
=
(
BIKE(K,K′)Aφ
BΘ1AK
)
1
nfK
,
(2.19)
where f(K,K′) = 1 as one prime component of the original knot is changed, so as n→∞, ρ
IKE
n (K → K
′)→ 0,
like n−fK .
For Case 2 DLE:
ρDLEn (K → L) =
pDLEn (K → L)
pΘ1n (K)
∼
BDLE(φ,L)ALn
α0+f(φ,L)+1µn0
BΘ1ALn
α0+fK+1µn0
=
BDLE(φ,L)
BΘ1
≡ CDLEK,L = C
DLE
φ,L , (2.20)
where f(φ,L) = fK as no prime component of the original knot is changed, so as n → ∞, ρ
DLE
n (K → L) →
CDLEK,L , a constant independent of the starting K.
For Case 2 IKE (similar to Equation 2.11):
ρIKEn (K → K
′) =
pIKEn (K → K
′)
pΘ1n (K)
∼
BIKE(φ,K′′)AKn
α0+f(φ,K′′)+1µn0
BΘ1AKn
α0+fK+1µn0
=
BIKE(φ,K′′)
BΘ1
≡ CIKEK,K′ = C
IKE
φ,L ,
(2.21)
where f(φ,K′′) = fK as no prime component of the original knot is changed, so as n→∞, ρ
IKE
n (K → K
′)→
CIKEK,K′′ , a constant independent of the starting K.
Comparing Equations 2.10 and 2.11 to Equations 2.18-2.21, it can be seen that the LSP and LSE have
the same pattern: as the polygon length increases to infinity it is conjectured to become more likely that Θ
will not interact with the existing knot, so either an additional knot or a link will be created at Θ leaving
the original knot intact, i.e. Case 1 link transition probabilities both go to zero, while Case 2 link transition
probabilities go to nonzero positive constants, independent of the starting knot type K. In Chapter 4 these
conjectures will be explored numerically.
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2.4 Chapter 2 Summary
In this chapter self-avoiding polygons (SAPs) were introduced as the method used to model DNA in this
thesis. It was reviewed that as the length of a polygon goes to infinity, the probability that the polygon
will be knotted goes to one, while the probability that it will have a fixed knot type K goes to zero. A
conjectured asymptotic form for the number of fixed knot type polygons was then presented in Equation
2.4. Next, the Local Strand Passage (LSP) model was reviewed as the method used to model topoisomerase
action with the use of the fixed Θ structure. It was shown that there are two cases for the location of the
knotted part within the SAP relative to Θ, each giving different knot transition probabilities. For Case 1,
Θ interacts with the original knot of the polygon so a strand passage changes this knot, and for Case 2 Θ
does not interact with the original knot so a strand passage can create a new knot at Θ, forming an overall
composite knot. Conjectured forms for these probabilities were given in Equations 2.10 and 2.11, showing
that Case 1 ’s probability goes to zero and Case 2 ’s probability goes to a constant independent of the starting
knot K. Finally, the new Local Strand Exchange (LSE) model was introduced as the method used to model
recombinase action, also through the use of Θ. It was shown that two strand exchanges are possible, the
direct-repeat-to-link strand exchange (DLE) and the inverted-repeat-to-knot strand exchange (IKE). Like the
LSP model, it was shown that there are two cases for the location of the knotted part of the SAP, interacting
or not interacting with the Θ. Conjectured forms were then presented in Equations 2.18-2.21. Again, it is
conjectured that Case 1 ’s probability goes to zero as the length of the SAPs go to infinity, while Case 2 ’s
probability goes to a nonzero positive constant independent of the starting knot K, for each strand exchange.
In Chapter 4, these conjectured forms will be explored numerically using a similar approach to that used for
the LSP model in [89, 105, 106].
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Chapter 3
Algorithm and Analysis Techniques
This chapter is devoted to the algorithms used to generate Θ-SAPs, and the analysis techniques used in
order to study link transition probabilities. Once the algorithms used are explained, some specifics of the
simulation will be given, followed by a review of a number of analysis techniques used on the simulation
data. This chapter relies heavily on theory, algorithms and techniques developed previously by others for the
study of Θ-SAPs. Because of this, only an overview will be provided on how they apply to the Local Strand
Exchange (LSE) model. For full details, the reader will be referred to the original work.
The algorithm used to generate the Θ-SAPs studied here is called the Θ-BFACF algorithm and was
developed by Szafron and Soteros [105, 106, 107, 108]. The Θ-BFACF algorithm is a Markov chain Monte
Carlo algorithm that is based on the original BFACF algorithm [13, 18, 19]. Before an explanation of this
algorithm can be given, some Markov chain and Monte Carlo terminology and theory must first be defined
and explained.
3.1 Markov Chains and Monte Carlo Methods: Definitions and
Theory
Definition 3.1 (Stochastic Process [85]). A stochastic process {Xt, t ∈ T } is a collection of random variables.
That is, for each t ∈ T, Xt is a random variable. T is called the index set of the process, and can be discrete
if T is countable, or continuous if T is an interval on the real line.
In this thesis, T is discrete and indexed by non-negative integers and we will be considering the elements
of T as time steps of a simulation.
Definition 3.2 (State, State Space [85]). The random variable Xt is called the state at time t of the stochastic
process {Xt, t ∈ T }. The set of all values that the random variables Xt can assume is the state space, S.
Definition 3.3 (Markov Process [56]). A Markov process is a process, {Xt, t ∈ T }, with state space S, that
has the property: given the value for Xtn , the values for Xt, for all t > tn, do not depend on the values of
Xu, for all u < tn. That is, the future behaviour is not dependent on past states; it is only dependent on the
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current state. Formally:
P{a < Xt ≤ b|Xt1 = x1, Xt2 = x2, . . . , Xtn = xn} = P{a < Xt ≤ b|Xtn = xn},
whenever t1 < t2 < · · · < tn < t, xi ∈ S for i = 1, . . . , n.
A Markov process that has a finite, countable state space is called a Markov chain. A discrete time
Markov chain {Xt, t ∈ T } is a Markov chain with index parameter set T = {0, 1, 2, . . .}. For a discrete time
Markov chain, Definition 3.3 reduces to stating that the conditional distribution of any future state, Xt+1,
depends only on the present state Xt, not on any other past states. The simplest situation is when this
distribution is also independent of t (time-homogeneous). In this case, let {Xt, t ∈ T } be a discrete time
Markov chain with state space S. Let Pxy represent the one-step probability of the process transitioning
from state x to state y in the next step. The n-step probability is then [85]:
P (n)xy = P{Xn+k = y|Xk = x}, n > 0, x, y ∈ S. (3.1)
Definition 3.4 (Accessible, Communicate, Communication Class [85]). State y is accessible from state x if
P
(n)
xy > 0 for some n ≥ 0. That is, state y is accessible from state x if and only if, starting in x, it is possible
for the process to enter state y in a finite number of steps n. Two states which are accessible to each other
are said to communicate, and are said to be in the same communication class (or class for short).
Definition 3.5 (Irreducible [56, 106]). A Markov chain is said to be irreducible if, for all x, y ∈ S, x and y
communicate, i.e. for each pair of x, y ∈ S, P
(n)
xy > 0 for some n ≥ 0.
Definition 3.6 (Stationary Distribution [56]). A set of probabilities π := {πx}x∈S is a stationary distribution
of {Xt, t ∈ T }, if for all x ∈ S,
πx ≥ 0,
∑
x∈S
πx = 1, and
∑
x∈S
πxPxy = πy, for all y ∈ S.
Definition 3.7 (Period, d(x), Aperiodic [56, 106]). The period of a state x, d(x), is the greatest common
divisor of all integers n ≥ 0 for which P
(n)
xx > 0. A Markov chain is said to be aperiodic if for all x ∈ S,
d(x) = 1.
Note that period is a class property.
Definition 3.8 (Recurrent [56, 106]). Let f
(i)
xy be the probability that it will take i transitions to first reach
state y from state x. Then state x is defined to be recurrent if and only if
∞∑
i=1
f (i)xx = 1.
If states x and y communicate, and x is recurrent, then y is also recurrent (i.e. recurrence is a class
property). If all states x ∈ S are recurrent then the Markov chain is said to be recurrent. A Markov chain
is positive recurrent if it is recurrent and there exists some x ∈ S where limt→∞ P
(n)
xx > 0. This means that
the probability of returning to state x is 1 and the expected first return time is finite.
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Definition 3.9 (Ergodic [56, 106]). If a Markov chain is irreducible, positive recurrent, and aperiodic, then
the Markov chain is ergodic in S.
The Markov chains studied in this thesis are ergodic [105, 106]. The following theorem is thus an important
result for this work.
Theorem 4 (Equilibrium Distribution, π [56, 106]). If {Xt, t ∈ T } is an ergodic Markov chain, then as n→
∞, {Xt, t ∈ T } will converge to a unique equilibrium distribution, π, independent of the initial starting state.
That is there exists a set of probabilities, π := {πx}x∈S, such that
∑
x∈S πx = 1 and limt→∞ P (Xt = x) = πx
for each x ∈ S. π is also the unique stationary distribution of the Markov chain as in Definition 3.6.
When a quantity (or quantities) is (are) computationally difficult to evaluate, a Monte Carlo method can
be used to estimate the quantity (or quantities).
Definition 3.10 (Monte Carlo Method [85, 106]). A Monte Carlo method is a numerical method for gener-
ating states of a random variable according to a specific probability distribution.
Definition 3.11 (Markov chain Monte Carlo (MCMC) method [85, 106]). A Markov chain Monte Carlo
(MCMC) method is a Monte Carlo method using Markov chains. Instead of a Monte Carlo method generating
independent random vectors, it generates a sequence of successive states of a Markov chain.
MCMC methods are typically used to study the equilibrium distribution of an ergodic Markov chain.
For an ergodic Markov chain however, unless you start from the equilibrium distribution, data generated
from MCMC is not immediately in equilibrium, but is expected to reach equilibrium as the number of time
steps goes to infinity. Furthermore, once in equilibrium, the data generated is not independent, so it is
important to take that into account when obtaining estimates and their confidence intervals. In practice, the
time to equilibrium and the time between independent data points can be estimated using autocorrelation
functions. For example, Sokal [97] showed that the convergence of a chain to its equilibrium distribution is
bounded above by the exponential autocorrelation time, τexp, as defined in [89, Equation 3.16]. Additionally,
for a real-valued function A defined on the Markov chain, {Xt, t ∈ T }, we say two observed values A(Xt1)
and A(Xt2), t2 > t1 > 0, are essentially independent if |t2 − t1| ≥ 2τint,A where τint,A is the integrated
autocorrelation time for an observable A, as defined in [89, Equation 3.27]. These two autocorrelation times
need to be estimated in order to properly analyze data from a MCMC simulation. For full details and more
discussion see [89, 106].
The specific MCMC method used to generate the Θ-SAPs for this work is the Θ-BFACF algorithm
developed by Szafron [106]. This algorithm was based on the BFACF algorithm [13, 18, 19] which will be
reviewed next. Once the BFACF and Θ-BFACF algorithms have been introduced, the main algorithm for
data generation (CMC Θ-BFACF) will be introduced. Following this, techniques will be presented in order
to properly analyze data from this MCMC simulation.
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Figure 3.1: Types of BFACF moves. The top shows the p(-2) move, left to right, subtracting two
edges and the p(+2) move, right to left, adding two edges. The bottom shows the p(0) which doesn’t
change the edge count, but flips two edges into a mirrored position. Reproduced from [106] with
permission from the author.
3.2 The BFACF Algorithm
The BFACF algorithm was developed by Berg, Foerster, Araga˜o de Carvalho, Caracciolo and Fro¨hlich [13,
18, 19] to generate a Markov chain on the set of all possible self-avoiding walks with variable-lengths and
fixed endpoints in Z3 [65]. The BFACF algorithm has been applied to SAPs [113], and it has been proven
that the BFACF algorithm is ergodic on the set of all SAPs with knot type K, meaning that starting with
a SAP ω with knot type K, using the BFACF algorithm, it is possible to reach any other SAP ω′ with knot
type K, but the BFACF algorithm cannot change the knot type of a SAP [65, 113].
The BFACF algorithm makes local changes to a starting SAP, ω, with length n, by picking a random
edge of the polygon and attempting to move the edge in a direction perpendicular to itself, and adding or
subtracting necessary edges to ensure ω stays connected. There are three possible moves, called BFACF
moves, which can be attempted (cf. Figure 3.1): the p(+2) move adds two edges to the polygon; the p(-2)
move subtracts two edges from the polygon; and the p(0) move keeps the edge count the same but flips two
edges. After attempting the desired move, if the resulting graph, called ω′, is still a self-avoiding polygon, the
move is considered successful and ω becomes ω′; otherwise the state remains ω. A single time step consists
of an attempted BFACF move.
Once an edge is randomly chosen, the probability that a particular BFACF move is attempted is defined
by:
Pr(ω′) :=

pn(+2) :=
(n+2)q−1z2
nq−1+3(n+2)q−1z2 , if |ω
′| − |ω| = 2,
pn(−2) :=
(n−2)q−1z2
(n−2)q−1+3q−1z2 , if |ω
′| − |ω| = −2,
pn(0) :=
pn(+2)+pn(−2)
2 , if |ω
′| − |ω| = 0,
0, otherwise
(3.2)
where q is an integer > 0, and z is called the fugacity of the chain.
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The equilibrium distribution of the BFACF algorithm is given by [106, Equation 3.9]:
πω(q, z) =
|ω|qz|ω|∑∞
i=0 i
qpi(K)zi
(3.3)
for each SAP ω with knot type K, where z is the fugacity of the chain 0 < z < zc(K) and q is an integer > 0,
bounded by zc(K)
2 ≤ (23 )
q−1. The fixed value of zc(K) is believed to be independent of K, with zc(K) =
1
µφ
where µφ is the growth constant for unknotted SAPs (Equation 2.11). Increasing z and q increases the
average polygon length generated.
For a detailed discussion of the BFACF algorithm see [106] and references therein.
3.3 The Θ-BFACF Algorithm
The Θ-BFACF algorithm is a specialized BFACF algorithm developed by Szafron and Soteros [105, 106, 107,
108] to generate Θ-SAPs [105]. The Θ-BFACF algorithm is similar to the BFACF algorithm; however, it
ensures that the Θ structure is not altered throughout the simulation. Therefore, if the chosen BFACF move
alters Θ the move is rejected and ω′ = ω.
Given a starting Θ-SAP with knot type K, the Θ-BFACF algorithm generates variable-length Θ-SAPs
with knot type K in the same connection class as started. The target equilibrium distribution for a Markov
chain generated by the Θ-BFACF algorithm is given by [108, Equation 21]:
πω(q, z) =
(|ω| − 6)|ω|(q−1)z|ω|∑∞
i=0(i− 6)i
q−1pΘi (K)z
i
(3.4)
for each fixed class (I or II) Θ-SAP ω with knot type K, where 0 < z < zc(K) and q is an integer > 0,
bounded by zc(K)
2 ≤ (23 )
q−1[108]. For full details on the Θ-BFACF algorithm see [105, 106, 107, 108].
We are interested in modelling DNA, which is very long, so large polygons are needed. To obtain these
large polygons, z must increase towards zc(K). However, a limitation of the BFACF algorithm, and hence
the Θ-BFACF algorithm, is that as z approaches zc(K), the time it takes for the algorithm to reach equilib-
rium approaches infinity, exponentially [96]. As well, as z increases, the integrated autocorrelation time also
increases, and hence the time between essentially independent data points increases. This poses a problem
for obtaining statistically reliable data for the polygon sizes of interest. One method to decrease the auto-
correlation times for the BFACF, and so the Θ-BFACF algorithm, is the Composite Markov Chain (CMC)
Θ-BFACF method, discussed next.
3.4 Composite Markov Chain (CMC) Θ-BFACF
Composite Markov chain Monte Carlo (CMCMC) methods have been used to study SAPs [74, 75] and
were adapted by Szafron [105, 106] to become the Composite Markov chain (CMC) Θ-BFACF algorithm
for studying Θ-SAPs. The CMC Θ-BFACF involves the implementation of M Θ-BFACF algorithms (called
chains) run in parallel, each with different z values, and state swaps are attempted between the different
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chains in the system. By swapping, dependence between chains is introduced, meaning that each chain is no
longer Markov; however, the whole process, called a composite Markov chain, has the Markov property. It’s
been proven that the equilibrium distribution for the CMC Θ-BFACF algorithm is {
∏M
i=1 πωi(q, zi): for each
fixed class (I or II) Θ-SAP, ωi with knot type K}, where πω(q, zi) is from Equation 3.4 [106].
Chain i, 1 ≤ i ≤ M , convergences to its own marginal equilibrium distribution, πωi(q, zi), usually with
some overlap between the distributions of two adjacent chains. If one chain is slow to converge and one is fast,
swapping between chains decreases the time it takes the whole process to reach its equilibrium distribution
[106]. Swapping also prevents chains from getting stuck in a local state for a long period of time, which
can lead to misleading results [89]. A single time step of this method consists of either one Θ-BFACF
move attempted on each of the M chains of the CMCMC (called a Θ-BFACF move in parallel), or a single
attempted swap between two chains. For full details on the CMC Θ-BFACF algorithm method see [106].
The next section will give specifics of the CMC Θ-BFACF algorithm simulations used to generate the
data used in this thesis.
3.5 Implementation of CMC Θ-BFACF to Study Link Transition
Probabilities
With the algorithm used to generate a sample of Θ-SAPs defined, an outline of a typical simulation will
be provided, followed by the general steps taken in order to properly analyze the generated data. All
the presented data analysis techniques have previously been developed by Szafron [104, 106] based on the
appropriate Markov chain Monte Carlo analysis theory by Fishman [37, Chapter 6], Gelman [43], Gelman
and Rubin [44] and Sokal [97]. How these techniques were applied to the LSE model will be outlined; however
full details are outside the scope of this thesis and can be found in [104, 106].
All the data analyzed in this thesis was previously generated from a CMC Θ-BFACF algorithm simulation
consisting of ten independent replications for each starting knot type K = φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , and 5
−
2 .
Each replication for each knot type was run for a total of 4.80×1011 time steps (4.00×1011 Θ-BFACF moves
in parallel and 0.8 × 1011 attempted swaps), where a swap was attempted every five Θ-BFACF moves in
parallel and the Θ-SAPs were sampled from each chain after every 120,000 time steps. There were 14 chains
run in parallel, with chain 1 having the smallest convergence time, with z = z1 = 0.2030 and chain 14 having
the largest, with z = z14 = 0.2132. Note that q = 1 for all K 6= φ and q = 2 for K = φ. The full set of values
z1, z2, . . . , z14 is given in [107]. For 1 ≤ i ≤ 14, the marginal equilibrium distribution corresponding to chain
i is given by Equation 3.4 with z = zi.
For each knot type, each simulation generated a sample of 560, 000, 000 class II Θ-SAPs. The subset of
these polygons that are Θ1-SAPs are the polygons that strand exchanges were performed on. From each of
these generated samples, the chain number (i = 1, . . . , 14), the polygon length and the after strand exchange
knot and link types of each Θ-SAP were recorded so quantities of interest, namely link transition probabilities,
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could be estimated.
As an example of how a link transition probability is estimated, consider ω1, ω2, . . . , ωt0 to be a sequence
of observed polygons for knot type K, generated from one chain of one replication of the CMC Θ-BFACF
algorithm. Then an estimate of ρSEn (K → L) (Equation 2.13) can be obtained from the following ratio: the
numerator is the number of n-edge polygons with knot type K that give link type L after a strand exchange
divided by the run length t0, and the denominator is the total number of n-edge Θ1-SAPs divided by the
run length t0. That is, let:
Xn(ω) =

1 if ω is an n-edge Θ1-SAP that goes from knot type K
to link type L after a strand exchange
0 otherwise
(3.5)
and
Yn(ω) =
1 if ω is an n-edge Θ1-SAP0 otherwise. (3.6)
Then define:
Xt0(n) =
∑t0
i=1Xn(ωi)
t0
(3.7)
and
Y t0(n) =
∑t0
i=1 Yn(ωi)
t0
(3.8)
so that the link transition probability, ρSEn (K → L), can be estimated by the ratio:
ρn =
Pt0
i=1Xn(ωi)
t0Pt0
i=1 Yn(ωi)
t0
=
Xt0(n)
Y t0(n)
. (3.9)
Therefore, the link transition probability estimates are a ratio of two averages over the simulation, so
ratio estimation techniques will be needed for statistical analysis.
Normally, for a new MCMC simulation, one analyzes all the data based on an important quantity such
as average polygon length, to determine first a τexp, then a τint for that quantity. With that complete,
and depending on other quantities of interest, other integrated autocorrelation times may be needed, as
well as a determination of how much data is ‘reliable’ for statistical estimation. For the CMC Θ-BFACF
algorithm, τexp and τint were previously determined, based on average polygon length, to be 5.0 billion [108]
and 1.68 billion Θ-BFACF moves in parallel [20] respectively. Because of this, here the description of the
analysis techniques is given in a different order to the order in which they would normally be performed. In
particular, in the descriptions, it is highlighted how the techniques are used with respect to estimating the
link transition probabilities for the LSE model studied in this thesis.
Since link transition probabilities are the quantities of interest to be estimated, some initial analysis must
first be completed. The data must be shown to be ‘reliable’ (cf. Section 3.5.1); the time to equilibrium,
τexp, must be estimated (cf. Section 3.5.2); proper statistical techniques are needed to correctly compute
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the standard errors for ratio estimates (cf. Section 3.5.3); the time between essentially independent samples,
τint, must be estimated (cf. Section 3.5.4); techniques for analyzing link transition probabilities are needed
(cf. Section 3.5.5); and finally, fits for the asymptotic behaviour of the link transition probabilities must be
obtained (cf. Section 3.5.6). Details related to this are discussed in the next subsections, starting with the
issue of determining which data is ‘reliable’.
3.5.1 Reliable Data, Nmax(K)
Since the simulation is run for a finite amount of time, there is only a finite amount of data collected.
Due to this finite nature, the observed proportions of large length polygons may not accurately reflect
the corresponding proportions determined from the equilibrium distribution. This is because large length
polygons are less probable for low z values, and for high z values the integrated autocorrelation time becomes
large. Therefore, it is important to determine where the data becomes ‘unreliable’. The following is based
on [106].
The desired cut off point separating the reliable from the unreliable data, is determined by estimating
the relative standard error for the value of interest, and determining a tolerance level for the deviation from
this relative standard error. Here, for example, suppose the quantity of interest is the successful strand
exchange probability for n-edge polygon with a particular knot type K, ρSEn (K → s) (Equation 2.14), which
in this section will be represented by ρn(K) for simplicity. We want to determine the cut off in terms of the
polygon length n, denoted Nmax(K), where these estimated probabilities become statistically unreliable for
all polygons with lengths greater than Nmax(K).
For each replication r ∈ {1, 2, . . . , 10}, let ρ̂
(r)
n (K) denote the estimated proportion of polygons from
replication r that are Θ1-SAPs of length n (i.e. the estimate for ρn(K)). The standard error of this estimate
is denoted ŜE(ρ̂
(r)
n (K)). The estimated relative standard error of ρ̂
(r)
n (K) is then defined to be:
δ̂(r)n (K) :=

dSE(bρ(r)n (K))
bρ(r)n (K)
, if ŜE(ρ̂
(r)
n (K)) 6= 0
∞, otherwise.
(3.10)
Now we define δ̂(r)(K) to be equal to the minimum estimated relative standard error over all n:
δ̂(r)(K) := min
n
δ̂(r)n (K). (3.11)
Therefore, δ̂(r)(K) is the smallest relative error of the estimated quantity of interest, ρ̂
(r)
n (K), for the generated
data. The most accurate overall data will be for values of n where δ̂
(r)
n (K) is within some tolerance of δ̂(r)(K).
So this tolerance level, ǫ, is defined as:
ǫ := min
r
(δ̂(r)(K) + c) (3.12)
where c × 100% represents the maximum tolerated deviation from δ̂(r)(K). Therefore, to ensure that the
estimated standard error
(
ŜE(ρ̂
(r)
n (K))
)
of the point estimate
(
ρ̂
(r)
n (K)
)
is smaller than the estimate itself,
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c must be between 0 and 1 and ǫ must be less than 1, i.e. 0 < c < 1 and ǫ < 1. The exact value of c is
somewhat arbitrary, but should be chosen so as to minimize the error introduced in calculations. Here, c is
chosen to be c = 0.005, representing a 0.5% maximum tolerated deviation from δ̂(r)(K). This c is similar to
that chosen by Szafron [106].
Let the polygon length where the estimated quantity of interest ρ̂
(r)
n (K) first becomes unreliable, be
called N
(r)
max(K), i.e. N
(r)
max(K) is the first polygon length where the estimated relative standard error at
length n is at least the tolerance level and, for all larger polygon lengths δ̂
(r)
n (K) ≥ ǫ. In other words, we
want Nmax(K)
(r) to be the first polygon length whose estimate is unreliable, so that any estimate for length
n < N
(r)
max(K) is considered reliable, while for n ≥ N
(r)
max(K) it is considered unreliable. The estimate over
all replications, Nmax(K), is then
Nmax(K) := min
r
{N (r)max(K)}. (3.13)
3.5.2 Time to Equilibrium, τexp
The previous determination of reliable data assumes that the data is from its equilibrium distribution;
however, this may not be the case as it takes time for the entire process to reach equilibrium [89, 106]. The
exponential autocorrelation time, τexp, is the number of time steps required for the data to be negligibly
affected by a non-equilibrium starting state, and it is used to estimate the time to reach equilibrium. Two
methods are covered here for estimating τexp: a warm-up analysis to measure τexp,W [37, 89, 106], and an
estimated potential scale reduction method to measure τexp,E [37, 43, 44, 106]. The maximum value obtained
from these two methods then gives the final estimate of τexp.
A warm-up analysis estimates τexp,W by estimating a finite interval [0, k], called the warm-up interval for
the Markov chain, which is an interval that contains τexp,W ; meaning τexp,W will be at most k. To estimate
k, each of 10 independent replications with t0 ≫ k time steps, are started in the same starting state.
Now define {X
(r)
t , t ∈ T } to be the Markov chain for replication r ∈ {1, 2, . . . , 10}, where X
(r)
t is the
state of replication r at time t. Then, given a real-valued function h (for example the average polygon length
across all 14 chains of the CMC Θ-BFACF algorithm), define
h¯(X
(r)
t1,t2
) =
1
t2 − t1 + 1
t2∑
t=t1
h(X
(r)
t ) (3.14)
to be the average of h(X
(r)
t ) for replication r, where t1, t2 are time steps such that t1 ≤ t2. Then, define
h¯(Xt1,t2,10) =
1
10
10∑
r=1
h¯(X
(r)
t1,t2
) (3.15)
to be the average of h¯(X
(r)
t1,t2
) over all 10 replications from time step t1 to time step t2.
The warm-up interval [0, k] can then be estimated for 1 ≤ j ≤ t0 with the quantities h¯(X0,j,10) (the first
j-steps average) and h¯(Xj,t0,10) (the last j-steps average). This is possible because, provided the Markov
chain has converged, there should be a point k∗ where the trend of the sequence of the first j-steps average,
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h¯(X0,j,10), dissipates for all k
∗ ≤ j ≤ t0; therefore, k is bounded by k
∗, i.e. k ≤ k∗. Similarly, there should be
a point k∗ where the trend of the sequence of the last j-steps average, h¯(Xj,t0,10), dissipates for all k∗ ≤ j ≤ t0,
implying k ≤ k∗. Therefore, from a warm-up analysis, the time it takes for the process to lose the effect
of the starting states is estimated to be k = max{k∗, k∗}. This can be done for each replication r, giving
τ
(r)
exp,W = k
(r), so for all replications
τexp,W := max
r
{τ
(r)
exp,W }. (3.16)
This warm-up analysis method has two notable limitations. First, it cannot distinguish whether the
simulation is sampling from a local or a global distribution. This is problematic because the CMC Θ-BFACF
algorithm works on a very local scale, meaning there is little change in a Θ-SAP from step t to t+ 1 which
could allow the possibility of the sample being generated from a local equilibrium [89]. Additionally, it is
possible that a single non-equilibrium starting state for all replications may take a very long time to dissipate
[37, 106]. Due to these limitations the second method called estimated potential scale reduction is also
considered for determining τexp.
In the estimated potential scale reduction method, instead of starting all the replications with the same
state, each replication is started from a distinct over-dispersed initial state, s
(r)
0 for 1 ≤ r ≤ 10. Fishman [37]
states that the warm-up interval can be found if there exists a k ≤ t0, such that for each replication the terms(
h¯(X
(r)
0,j ) for j ∈ {k, k + 1, . . . , t0}
)
converge to a common region. With each replication having different
starting states, the chance that they all converge to the same local equilibrium, as may happen in warm-up
analysis, is greatly reduced. A numerical method was developed by Gelman and Rubin [44] to determine if
a common region has been reached. The method is referred to as estimated potential scale reduction and is
presented next.
Each replication r is again run for t0 time steps, then define
B10,j =
j + 1
10− 1
10∑
r=1
(
h¯(X
(r)
0,j )− h¯(X0,j,10)
)2
(3.17)
to be the between replication variance and
W10,j =
1
10j
10∑
r=1
j∑
i=0
(
h¯(X
(r)
i )− h¯(X
(r)
0,j )
)2
(3.18)
to be the within replication variance. Gelman [43] showed that the convergence of the Markov chain to its
equilibrium can be detected by monitoring the convergence of the sequence
√
R̂j , j ∈ 1, . . . , t0 where√
R̂j :=
√
v̂ar(h(Xj))
W10,j
. (3.19)
This sequence’s elements are the estimated potential scale reductions. For j ≤ t0,
√
R̂j reduces to:
√
R̂j =
√
j
j + 1
+
1
j + 1
B10,j
W10,j
. (3.20)
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As all the replications begin to converge to the equilibrium distribution, i.e. as t0 → ∞,
√
R̂j will go to
1, meaning that one replication is no longer statistically different from any other replication. So, Gelman
and Rubin state that if there exists some k < t0, such that
√
R̂j is less than 1.1 for all k ≤ j ≤ t0 then
the simulation has converged [44]. Another way to look at this is that
√
R̂j is a measure of how large
the between replication variance is relative to the within replication variance, so
√
R̂j ≤ 1.1 means that the
between replication standard deviation is less than 10% larger than the within replication standard deviation.
This observed value for k is then the upper limit of the warm-up interval for all the replications and we set
τexp,E := k. (3.21)
Taking both methods for estimating τexp into account, τexp is then estimated to be:
τexp := max{τexp,W , τexp,E}. (3.22)
Another name for τexp is the burn-time of the simulation. Because data sampled prior to the time τexp
may not be from the equilibrium distribution, this data can be discarded in order to minimize the chance of
any bias from non-equilibrium data. However, if τexp is less than 5% of the total simulation run, then the
statistical error introduced by including data collected prior to τexp is minimal, so data before τexp can be
included in any estimate with little negative effect [89].
3.5.3 Ratio Estimation
Once the reliable data cut off point and the time to equilibrium have been established, we can now begin to
look at estimating the link transition probabilities of Equation 2.13:
ρSEn (K → L) =
pΘSEn (K → L)
pΘ1n (K)
.
As established earlier, link transition probability estimates are the ratio of two averages (Equation 3.9),
therefore we are interested in ratio estimation and so must use a specialized technique. The following is
based on [104, 106].
Suppose {(Xi), i = 1, . . . , t0} and {(Yi), i = 1, . . . , t0} are two sequences of independent and identically
distributed random variables with positive means, µX and µY , and variances σ
2
X and σ
2
Y . Formally, this
is: µX := E[Xi] 6= 0, µY := E[Yi], σ
2
X := E[(Xi − µX)
2] < ∞, σ2Y := E[(Yi − µY )
2] < ∞, and σ2X,Y :=
E[(Xi − µX)(Yi − µY )] <∞ for i = 1, . . . , t0. Then define, R :=
µX
µY
to be the desired ratio, and
Rt0 :=

Xt0
Y t0
, if Y t0 6= 0
0, otherwise.
(3.23)
For example, Xt0 and Y t0 could correspond to Xt0(n) and Yt0(n), respectively, in Equations 3.7 and 3.8
if ω1, ω2, . . . , ωt0 were an independent sample of polygons from the equilibrium distribution, and then the
desired ratio R is ρSEn (K → L).
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Fishman [37] proved that R is a biased estimator of R, with the dominant term of the bias being:
Rt0
t0
[
σ2Y
µ2Y
−
σ2X,Y
µXµY
]
.
In order to reduce the bias, Fishman recommends using the estimator
R˜ := Rt0
[
1 +
1
t0
(
σ̂2X,Y
Xt0Y t0
−
σ̂2Y
Y
2
t0
)]
, (3.24)
where σ̂2X and σ̂
2
Y are the sample variances for X and Y, and σ̂
2
Y,X is the sample covariance of X and Y,
formally:
σ̂2X :=
1
t0 − 1
t0∑
i=1
(Xi −Xt0)
2,
σ̂2Y :=
1
t0 − 1
t0∑
i=1
(Yi − Y t0)
2,
σ̂2X,Y :=
1
t0 − 1
t0∑
i=1
(Xi −Xt0)(Yi − Y T ).
Tin [109] then showed R˜ and its associated variance,
v̂ar(R˜) :=
R˜2
t0
[
σ̂2X
X
2
t0
+
σ˜2Y
Y
2
t0
−
2σ̂2X,Y
Xt0Y t0
]
(3.25)
can be considered essentially unbiased estimators of R and v̂ar(R) for large enough t0.
Using these unbiased estimators, the ratio R can be estimated, along with a 95% confidence interval (see
[106] for full details about this). Note, however, that there is an assumption in this analysis that, for example,
the (Xi)’s are independent. In order to use these formulae to estimate the link transition probabilities we
need to determine a way to obtain ‘independent’ data from the CMC Θ-BFACF algorithm. This is reviewed
next.
3.5.4 Time to Independence, τint,A
The ratio estimation technique just discussed can be used to estimate link transition probabilities if one has
independent data. However, because the data generated by the CMC Θ-BFACF algorithm is not independent,
in order to use this ratio estimation technique, the data must first be separated into ‘independent’ blocks. Two
states are said to be essentially independent if the number of time steps between them is deemed sufficiently
large i.e. when the correlation between the two states is essentially zero. So, the greater the amount of
time between two states, the less correlated the states will be. The acceptable time is calculated using the
autocorrelation function, αA(h), of an observable A [89]. Formally, given a stochastic process {A(Xt), t ∈ T },
two variables A(Xt1) and A(Xt2) are essentially independent if:
|t2 − t1| ≥ 2τint,A (3.26)
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where, assuming the chain is in equilibrium, τint,A is the integrated autocorrelation time,
τint,A =
1
2
∞∑
h=−∞
αA(h) =
1
2
∞∑
h=−∞
Cov(A(X0), A(Xh))
var(A(X0))
. (3.27)
The number of total simulation time steps, t0, is then divided into blocks of length 2τint,A time steps
to ensure all blocks, and so data points in different blocks, are independent of each other and the ratio
estimation technique can then be used.
For example, for a particular quantity of interest, A, the autocorrelation function, τint,A, is used to
determine the first time t2 > t1 where the autocorrelation between the two quantities is insignificant at a
desired confidence level, therefore giving two time steps, t2 and t1, which are essentially independent. For
the full details and calculation of τint,A see [106].
Using the example from Equations 3.5-3.8, with τ = max{τint,Xn , τint,Yn}, and m =
t0
2τ blocks, define:
Xt1,t2(n) =
1
t2 − t1
t2−1∑
t=t1
X(ωt) (3.28)
and
Y t1,t2(n) =
1
t2 − t1
t2−1∑
t=t2
Y (ωt). (3.29)
Then {(X2τj,2τ(j+1)), j = 0, . . . ,m − 1} and {(Y 2τj,2τ(j+1)), j = 0, . . . ,m − 1} are the two sequences of
independent and identically distributed variables needed for the ratio estimation of ρSEn (K → L) by ρn from
Equation 3.9.
It has been shown for the Θ structure that polygons 1.68 × 109 Θ-BFACF moves in parallel apart are
essentially independent, and so subdividing the sampled data into blocks of 1.68×105 consecutive data points
form essentially independent blocks of data [20].
Thus, this method gives a way to estimate ρSEn (K → L) for a given polygon length n, however, we are
also interested in exploring the behaviour of these link transition probabilities as a function of n. All these
estimates come from the same CMC Θ-BFACF simulation run, so they will be correlated. In order to take
this correlation between different polygon lengths into account in the analysis, further methods must be used
and they are discussed next.
3.5.5 Analyzing Link Transition Probability as a Function of Polygon Length
As the previous section stated, two estimates of ρSEn (K → L) for n = n1 and n = n2 are correlated, therefore
this correlation must be accounted for. There are two methods for estimating link transition probabilities in
order to take this correlation into account: the fixed-n method and the grouped-n method. Each of these
methods use ratio estimation and will be review next based on [106].
The goal is to obtain estimates of ρSEn (K → L) for a sequence of polygon lengths n1, n2, . . . , Nmax(K) and
to use these to determine the asymptotic behaviour of ρSEn (K → L) to study the conjectures in Equations
2.18-2.21. For example, for Case 1 we would like to estimate parameters such as m and tSEK,L in the fitting
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form seen in the next section in Equation 3.30. As discussed in the last section (cf. Equation 3.9), we can
obtain ratio estimates {ρn, 14 ≤ n ≤ Nmax(K)} for {ρ
SE
n (K → L), 14 ≤ n ≤ Nmax(K)}, however, these are
correlated.
For the fixed-n method, instead of using all these estimates, an essentially independent subsample is
used. This subsample is obtained using an appropriate integrated autocorrelation time, τ = τint,ρ, and is
determined by analyzing the autocorrelation of the ρn’s. The subsample is then {ρ14+2τk, k ≥ 0}. With
this subsample, estimates for parameters such as m and tSEK,L can be obtained using weighted least-squares
regression and fitting a curve to the data (covered in the next section).
For the grouped-nmethod, all the estimates for all the lengths from 14 toNmax(K) are used; however, they
are now grouped into essentially independent blocks of data according to polygon length. This method is done,
for example, by grouping together the Xt0(n)’s, from n = n1 to n2 − 2, to obtain X˜t0(n) =
∑n2−2
n=n1
Xt0(n);
this becomes a blocked estimate. Similarly group the Y t0(n)’s. From these blocked estimates a grouped-n
estimate of ρSEn1 (K → L) for the first block is obtained. The rest of the data is similarly blocked using the
block size (n2 − n1), to obtain estimates of ρ
SE
nj
(K → L), nj ≤ Nmax(K), where nj+1 − nj = n2 − n1. When
full analysis is performed (see [106]) it can be shown that the grouped-n estimates have the same asymptotic
behaviour as the fixed-n estimates as n tends to infinity. In general, the grouped-n approach provides a
method for using all the Θ-SAP data from length n1 to n2 − 2, in order to estimate the desired ratio as a
function of length [89]. The width of the interval (n2 − n1) is determined using a procedure similar to the
method for determining the subsample for the fixed-n method, i.e. the block size is chosen to ensure the
blocked estimates are essentially independent of each other. Therefore, the grouped-n method can be used
to estimate the link transition probabilities and then estimates for parameters, such as m and tSEK,L, can be
obtained using weighted least-squares regression and curve fitting.
For simplicity in the above discussion, we have used an example that only involves polygons generated
from one chain of one replication of the CMC Θ-BFACF algorithm. In practice, averages are calculated
across all 14 chains and over all 10 replications to obtain link transition probabilities. The algorithms used
for this all take this into account correctly [106].
3.5.6 Fitting Data
Since the grouped-nmethod uses more of the simulation data, it is the method primarily used in this work. In
order to determine the asymptotic behaviour of ρSEn (K → L) to study the conjectures in Equations 2.18-2.21,
fits for the grouped-n estimates are generated using weighted non-linear regression functions in the statistical
package R. From these fits the asymptotic values of tSEK,L for Case 1 and C
SE
K,L for Case 2 as n→∞ can be
estimated (see Section 2.3 for details on these asymptotic values).
From Equation 2.10, in Case 1 we expect as n → ∞ that the link transition probability should go to
zero. In order to fit this, the following three forms are used:
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For Case 1 :
ρSEn (K → L) ∼ mn
−tSEK,L (3.30)
indicated with a (1)
ρSEn (K → L) ∼ mn
−tSEK,L + cn−t
SE
K,L−1 (3.31)
indicated with a (2)
ρSEn (K → L) ∼ mn
−tSEK,L + cn−2t
SE
K,L (3.32)
indicated with a (3),
where if ρSEn is indeed going to zero, the estimate for t
SE
K,L should be 1. The form of the fit used will be
indicated with the corresponding superscript next to the tSEK,L estimate.
From Equation 2.11, in Case 2 we expect as n→∞ the link transition probability should go to a nonzero
positive constant. However, here n≪∞ to remain within the reliable data cut off, so Case 1 will still play
a significant role in the estimates at these small values of n. Therefore we must eliminate Case 1 ’s influence
to get a true estimate for Case 2. Case 1 ’s influence is eliminated by subtracting the set of links resulting
from Case 1, denoted by ΓSE,C1, from the full set of links, ΨSE,L. So the new desired probability becomes:
ρSE∗n (K → L) :=
pSEn (K → L)∑
γ∈ΨSE,L−ΓSE,C1
pSEn (K → γ)
=
ρΘ1n (K → L)
ρSEn (K → ΨSE,L − ΓSE,C1)
. (3.33)
It is expected that ρSE∗n (K → L) will have the same behaviour as ρ
SE
n (K → L) when n → ∞, so
ρSE∗n (K → L) ∼ ρ
SE
n (K → L) ∼ C
SE
K,L > 0. Therefore, to fit this new ρ
SE∗
n (K → L) the following three
forms are used:
For Case 2 :
ρSE∗n (K → L) ∼ b+mn
−tSEK,L (3.34)
indicated with a (4)
ρSE∗n (K → L) ∼ b+mn
−tSEK,L + cn−t
SE
K,L−1 (3.35)
indicated with a (5)
ρSE∗n (K → L) ∼ b+mn
−tSEK,L + cn−2t
SE
K,L (3.36)
indicated with a (6),
where the estimate for b will be CSEK,L as n → ∞. Again, the form of the fit used will be indicated with the
corresponding superscript next to the CSEK,L estimate.
The quality of these fits is then determined using a χ2 test for goodness of fit. The following is based
on [89]. Let {(N1, R1), . . . , (Nm, Rm)} represent the observed data points that are being fit (N for length
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n, R for ratio). Then,
{
σ̂21 , . . . , σ̂
2
m
}
represents the estimated variances of the estimates (R1, . . . , Rm). Let
{(N1, F1), . . . , (Nm, Fm)} be the expected data points of the fit at points (N1, . . . , Nm) (F for fits). The
goodness of fit (G.O.F.) test statistic is then defined as:
Λ =
m∑
i=1
(Ri − Fi)
2
σ̂2i
. (3.37)
If there are M parameters in the model being fit, then there are m−M degrees of freedom (df) for the test.
The value of Λ can then be compared to the χ2 distribution with m−M degrees of freedom, and a p value
can be obtained when the probability of Λ exceeds that of the χ2 distribution. A p value less than 0.05 for
a fit indicates that the fit may not be appropriate.
3.6 Chapter 3 Summary
This chapter discussed the algorithms used to generate Θ-SAPs and the analysis techniques used to properly
analyze this generated data. The chapter began by introducing definitions for Markov chains and Monte
Carlo simulations, which ultimately lead to the introduction of the main algorithm for data generation, the
CMC Θ-BFACF algorithm. This algorithm is ergodic on the set of all class II Θ-SAPs with knot type K,
meaning starting with a class II Θ-SAP, ω with knot type K, any other class II Θ-SAP ω′ with knot type
K can be reached. Simulation specifics were then given, including that the result of the simulation was
560, 000, 000 sampled Θ-SAPs for each of the starting knot types K = φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , and 5
−
2 .
With the data generated, analysis techniques were then reviewed to explain how reliable, essentially
independent data within the equilibrium distribution can be obtained for analysis. Since link transition
probabilities are estimated by a ratio, ratio estimate techniques were covered. Then issues related to the
study of how the link transition probabilities behave as a function of polygon length n were discussed, resulting
in the grouped-n method being the chosen approach for addressing these issues. Finally the forms of the fits
for both Case 1 and Case 2 link transition probabilities were introduced, with the χ2 test for goodness of
fit established for determining the quality of the fit.
The next chapter will begin with the results from the analysis techniques described here, and then will
present results from the LSE model.
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Chapter 4
Analysis and Link Transition Probability Estimates
for the LSE Model
Chapter 2 introduced a new Local Strand Exchange (LSE) model in order to model recombinase-DNA
interactions, and Chapter 3 described the algorithms used to generate the data and the analysis techniques
used to analyze the generated data. This chapter will begin with the results from the analysis techniques
outlined in Chapter 3 and then will present the results from the LSE model. Regarding these results, first the
grouped-n estimates of the successful strand exchange probability will be examined, and then results for link
transition probability estimates will be presented in subsequent subsections. In these subsequent subsections,
first the DLE results and then the IKE results will be presented, each taking both Case 1 and Case 2 into
consideration. The section closes with a brief summary and discussion. The chapter will end with a very
brief comparison between the LSE model results and those from the Local Strand Passage (LSP) model (the
topoisomerase-DNA interaction model).
It will be shown that the link transition probability estimates resulting from studying the LSE model
support the conjectures presented in Equations 2.18-2.21, with the link transition probability estimates in
Case 1 going to zero as polygon length goes to infinity, and in Case 2 going to a nonzero constant depending
on the resulting link type. It will also be shown that there are similar trends between the LSE and LSP
models.
4.1 Analysis Results
In this section the techniques reviewed in Section 3.5 will be applied to the CMC Θ-BFACF simulation data
of the LSE model and the associated results will be presented. Specifically: first Nmax(K) will be determined
for each starting knot type K (cf. Section 4.1.1); next τexp will be determined for knot type K = 5
−
1 , as an
example (cf. Section 4.1.2); and finally the grouped-n block size will be determined for several link transition
probability estimates (cf. Section 4.1.3).
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Replication r
K 1 2 3 4 5 6 7 8 9 10 Overall
φ 2056 2088 2076 2080 2044 2086 2052 2086 2088 2084 2044
3+1 2342 2340 2328 2290 2306 2270 2320 2306 2214 2234 2214
3−1 2126 2144 2186 2144 2148 2136 2208 2166 2164 2198 2126
41 2374 2418 2368 2396 2438 2372 2446 2342 2456 2364 2342
5+1 2510 2658 2610 2652 2654 2682 2664 2686 2530 2618 2510
5−1 2474 2514 2506 2530 2482 2442 2450 2472 2496 2458 2442
5+2 2618 2616 2672 2666 2536 2658 2596 2634 2688 2630 2536
5−2 2518 2566 2508 2552 2526 2574 2542 2572 2640 2568 2508
Table 4.1: N
(r)
max(K) values for each replication r ∈ {1, 2, . . . , 10} for all knot types K ∈
{φ, 3+1 , 3
−
1 , 41, 5
−
1 , 5
+
1 , 5
−
2 , and 5
−
2 }. The last column corresponds to the overall maximum polygon
length, Nmax(K).
4.1.1 Estimating Nmax(K)
In order to ensure only reliable data is analyzed the maximum polygon length, Nmax(K), defined in Section
3.5.1, must be estimated. Using the method outlined in Section 3.5.1, N
(r)
max(K) was estimated for each
starting knot type K; and the estimates are shown in Table 4.1. The general procedure used to determine
the estimates will be presented in detail for K = φ as an example.
The relative standard errors (Equation 3.10) for the successful strand exchange probability, ρSEn (φ→ s),
as estimated from each replication, are presented in Figure 4.1. The lower dashed line of this graph shows
the minimum relative standard error over all 10 replications, minr{δ
(r)
n (φ)} (Equation 3.11), which here is
0.00013. The upper dashed line is the maximum tolerated deviance, ǫ (Equation 3.12), from minr{δ
(r)
n (φ)},
which here is 0.00513. Therefore, Nmax(φ) is the first value, n, where all minr{δ
(r)
n (φ)} exceed ǫ∗. In this
example over all replications Nmax(φ) = 2044, so only unknotted polygons with lengths less than 2044 are
considered reliable.
See Appendix A.1 for the corresponding plots for all other knot types.
Now that Nmax(K) has been estimated, the next step is to estimate the time to equilibrium via τexp.
4.1.2 Estimating τexp
In Section 3.5.2 two methods were described for estimating τexp: a warm-up analysis to obtain τexp,W , and
the estimated potential scale reduction method to obtain τexp,E . These analyses were performed on all eight
starting knot types for the LSP by Szafron [106], with estimates supporting that τexp is less than 5% of each
simulation’s total length.
Here, as an example, the complete results from both of these estimation methods will be shown for starting
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Figure 4.1: Plot of the relative standard error starting with φ to determine Nmax(φ).
knot type K = 5−1 . This analysis is presented for K = 5
−
1 for the LSE model, because for K = 5
−
1 , the
realized CMC Θ-BFACF data displayed behaviour for one billion time-steps in one replication (at 160 to 161
billion Θ-BFACF moves in parallel in replication six) which did not follow the behaviour of the other data
generated for this replication. It appeared that a local equilibrium may have been entered, so to ensure that
the entire simulation reached the global equilibrium, τexp was estimated.
In order to determine τexp,W , the real-valued function h used was the average polygon length across all 14
chains,
(
h(X
(1)
j ), j = 0, . . . , t0
)
. This function was chosen as Szafron [106] showed that, of all the functions of
interest, it was the function with the largest variance. Therefore, define h¯(X
(r)
t1,t2
) to be the average polygon
length across all 14 chains for replication r from time step t1 to t2, and h¯(Xt1,t2,10) to be the average polygon
length across all 14 chains over all 10 replications from time step t1 to t2.
Figure 4.2 illustrates the average length of the polygons across the 14 chains
(
h(X
(1)
j ), j = 0, . . . , t0
)
,
the first j-steps averages
(
h¯(X
(1)
0,j ), j = 0, . . . , t0
)
and the last j-step averages
(
h¯(X
(1)
j,t0
), j = 0, . . . , t0
)
for
replication one from time step 0 to t0 = 400 billion Θ-BFACF moves in parallel. From this plot, k
∗ is chosen
to be when the first j-steps averages minimally fluctuate as j increases, and k∗ is chosen to be when the last
j-steps averages minimally fluctuate as j increases. This gives k = max{k∗, k∗} for replication r = 1. In this
example, from Figure 4.2, both k∗ and k∗ are about 10 billion Θ-BFACF moves in parallel, meaning that
after 10 billion Θ-BFACF moves the effect of the starting states has dissipated. This analysis was done for
each replication resulting in the overall τexp,W (Equation 3.16). Plots for the other nine replications can be
found in Appendix A.2, and a summary table for all 10 replications is presented in Table 4.2. From Table
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Figure 4.2: Plot of warm-up analysis for replication one.
(
h(X
(1)
j ), j = 0, . . . , t0
)
are the average
polygon lengths over all 14 chains at time step j.
(
h¯(X
(1)
0,j ), j = 0, . . . , t0
)
are the first j-steps averages,
and
(
h¯(X
(1)
j,t0
), j = 0, . . . , t0
)
are the last j-steps averages. Each is plotted over all 400 billion Θ-BFACF
moves in parallel.
4.2, by Equation 3.16, τexp,W = 12 billion Θ-BFACF moves in parallel.
To address some limitations of the warm-up analysis, estimated potential scale reductions analysis was
also performed. For this method Fishman [37] states that if the
(
h¯(X
(r)
0,j ), j = 0, . . . , t0
)
for each replication
overlap into a common region then there exists a k which is an estimate for τexp (see Section 3.5.2 for more
details). Figure 4.3 illustrates the sequences
(
h¯(X
(r)
0,j ), j = 0, . . . , t0
)
for all 10 replications. From this plot,
it can be seen that all replications appear to converge to a common region. To quantitatively confirm this
observation, Figure 4.4 shows a plot of the estimated potential scale reductions
√
R̂j . From Section 3.5.2,
it is known that as the between replication variance approaches the within replication variance,
√
R̂j should
go to 1, as is the case in Figure 4.4. To get a better look, the first 15 billion Θ-BFACF moves in parallel
are zoomed in on in Figure 4.5. Using the value of 1.1, or 10%, as a cut off for
√
R̂j , it can be seen that
after about 1 billion Θ-BFACF moves in parallel the simulation appears to have converged to its equilibrium
distribution. However, to be more conservative, the dashed line representing 1.05, or 5.0%, is used as the cut
off value. Using this more conservative criteria for convergence to the equilibrium distribution, from Figure
4.5, τexp,E is approximately 5 billion Θ-BFACF moves in parallel.
Finally, from Equation 3.22, the estimate for τexp is the maximum of τexp,W and τexp,E , so therefore, τexp
= 12 billion Θ-BFACF moves in parallel. This means that, after 12 billion Θ-BFACF moves in parallel, the
effect of the starting states has dissipated, and the equilibrium distribution has been reached. As discussed in
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Replication k∗ k∗ k
1 10 10 10
2 4 8 8
3 10 10 10
4 10 12 12
5 10 10 10
6 12 10 12
7 8 8 8
8 5 10 10
9 5 10 10
10 5 12 12
Overall 12
Table 4.2: Warm-up analysis estimates for all 10 replications, r ∈ {1, 2, . . . , 10}, for knot-type
K = 5−1 .
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Section 3.5.2, since τexp is less than 5% of the total 400 billion Θ-BFACF moves in parallel, the first 12 billion
Θ-BFACF moves do not need to be discarded in any subsequent analysis. This analysis provides evidence
that the simulation for K = 5−1 is indeed in the global equilibrium and the possible local equilibrium in
replication six should not adversely affect any subsequent analysis.
4.1.3 Estimating a Grouped-n Block Size
To estimate the link transition probabilities using as much data as possible, the grouped-n ratio estimation
method will be used (see Section 3.5.5). To use this method, the block size for each different link transition
probability must be determined. This block size is determined from plots of the autocorrelation functions for
the numerator and denominator of each link transition probability. For polygon lengths n2 > n1, when the
partial autocorrelation between estimates ρn1 and ρn2 values is insignificant at a 95% confidence level, the
estimates are considered essentially independent. When estimates at two lengths are essentially independent,
these two estimates can be in separate grouped-n blocks.
As an example, a complete example of this method is provided for determining the block size needed
to estimate ρIKEn (φ → φ) as a function of n. The plots required for this are presented in Figure 4.6. The
top plot in this figure displays the probability of interest, the estimated link transition probability for going
from knot type K = φ to knot type K ′ = φ after a strand exchange, versus polygon length n. The middle
row of the figure are plots on two different scales of the partial autocorrelation function (autocorrelation
of estimates h n’s apart) for the numerator of the link transition probability’s estimator: the number of
n-edge polygons that go from K = φ → K ′ = φ, versus the associated lag (h). The red line represents the
estimated upper boundary of a 95% confidence interval. When the estimated partial autocorrelations plotted
are below the red line, the x-axis lag gives the number of acceptable fixed-n samples which can be in the same
block. The last row of the figure shows plots on two different scales of the partial autocorrelation function
for the denominator of the link transition probability’s estimator: the number of n-edge polygons that have a
successful SE. The green line represents the estimated upper boundary of the 95% confidence interval. Again,
when the estimated partial autocorrelations plotted are below this green line the x-axis gives the number of
acceptable fixed-n samples which can be in the same block. The greater of the two lag values is multiplied by
two yielding how many n’s apart two estimates of ρIKEn (φ→ φ) must be in order to be considered essentially
independent, and hence is an estimate for the grouped-n block size. In Figure 4.6, the largest lag is 50, and
so gives a block size of 100, meaning the estimates for ρIKEn (φ → φ) with n = n1 and n = (n1+block size)
will be in separate blocks. Therefore, for ρIKEn (φ→ φ) the first block contains polygons with lengths [14, 112]
(14 is the smallest Θ-SAP possible), and blocks continue like this until Nmax(φ) is reached.
The grouped-n block sizes, using Nmax(K), for several observed link transitions, K → L, can be seen in
in Appendix B in column five of Tables B.1, B.2, B.3, B.4, B.5, B.6, B.7, and B.8.
Now that the reliable data, Nmax(K), the time to equilibrium, τexp, and the proper grouped-n block sizes
have been estimated the results from the LSE model will be studied.
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Figure 4.6: A graph for the determination of the grouped-n block size for ρIKEn (φ → φ). The top
plot is the link transition probability, the middle row is the autocorrelation plots for the numerator,
and the bottom row is the autocorrelation plots for the denominator. The block size equals the two
times the largest lag when the coloured lines are above the bars representing the estimated partial
autocorrelations for each lag.
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Figure 4.7: A graph of the successful strand exchange probability grouped-n estimates, ρSEn (K → s)
for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 } (all blocks start at n = 14 and block sizes are given in column
five of the tables in B.1). For a strand exchange to occur the Θ-SAP must have the required vertices
free, and so must be a Θ1-SAP. Error bars representing 95% confidence intervals are shown for K = φ,
which is greater than or equal to the widths of all other confidence intervals. Only those 95% confidence
intervals whose widths are larger than the symbol representing the point estimate can be seen.
4.2 Local Strand Exchange (LSE) Results
LSE results for the simulation specified in Section 3.5 will now be presented. To explore the link transition
probabilities associated with the direct-repeat-to-link strand exchange (DLE) and the inverted-repeat-to-
knot strand exchange (IKE), first a successful strand exchange (SE) must occur. Therefore, the successful
SE probability (Equation 2.14) will be studied and estimates will be presented first, followed by the DLE
and IKE results in the following two subsections.
Figure 4.7 shows the grouped-n estimates of the successful SE probability, ρSEn (K → s), for each starting
knot type K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. It can be seen from the figure that the probability estimates
appear to be going to a constant, CSEK,s = C
SE
φ,s , as n→∞, as is expected from the conjectured Equation 2.12.
To explore this further, fits are performed using the fitting forms for Case 2 as seen in Equations 3.34-3.36.
The estimates for the limiting CSEK,s value for ρ
SE
n (K → s), as n → ∞, can be seen in Table 4.3. All the
estimates are quite close to each other, i.e. within the error bars, with K = 5−1 slightly lower. To get a better
view of the limiting probability Figure 4.8 shows ρSEn (K → s) plotted against
1
n
. This plot is chosen because,
when plotted versus 1
n
, the y-intercept becomes the limiting value as n→∞, allowing the limiting estimate
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K CSEK,s value (S.E) G.O.F. Λ (df) p value
φ 0.1460(0.0022)(5) 38.20(16) 0.0014
3+1 0.1474(0.00022)
(5) 18.66(10) 0.0674
3−1 0.1487(0.0012)
(5) 9.25(11) 0.5992
41 0.1472(0.0025)
(4) 13.73(10) 0.1855
5+1 0.1482(0.000083)
(5) 6.14(9) 0.9087
5−1 0.1347(0.0060)
(6) 12.35(12) 0.4178
5+2 0.1429(0.0040)
(5) 14.49(10) 0.1517
5−2 0.1496(0.0020)
(5) 10.56(8) 0.2281
Table 4.3: The results for the grouped-n estimates of the successful SE probability, ρSEn (K → s), for
K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. The first column is the starting knot type K. The second column
is the limiting value as n→∞ with the associated standard error. The third column is the goodness
of fit test statistic, Λ, with the associated degrees of freedom (df), and the corresponding p value in the
fourth column. Superscripts on the estimates represent the fitting form corresponding to Equations
3.34-3.36.
for CSEK,s to be easily seen. In Figure 4.8 it can be seen that the limiting probability for K = 5
−
1 is very close
to that of the other knot types; therefore, all the knot types show a similar trend and look to be going to
the same estimate for the successful SE probability. In the limit of large polygons, a SE is estimated to be
successful in ≈ 14.5% of all Θ-SAPs for the investigated knot types.
Recall that in order to perform a DLE or an IKE, a successful strand exchange must occur. Since we now
know the estimated successful strand exchange probability, in the next subsection we will study the estimated
link transition probabilities for a DLE, followed by the estimated link transition probabilities for an IKE.
4.2.1 DLE Results
Given that a SE can occur (i.e. given a Θ1-SAP), we are now interested in the result that a DLE creates.
We first look at Case 1 : when Θ interacts with the original knot and the original knot changes, and then at
Case 2 : when Θ does not interact with the original knot and the original knot remains intact.
DLE Results for Case 1
A pictorial example of this case for K = 3+1 can be seen in Figure 2.11 (a). In this case, Θ interacts with the
original knot. Tables B.1-B.8 in Appendix B show all observed link types after a DLE. For some knot types,
several different link types were observed after a DLE, so in order to best present the results, multiple link
types are grouped together. Figure 4.9 shows the grouped-n estimates of the probability that the link type
after a DLE will be a link which does not contain the original knot for each starting knot type K. This set
of links is called ΓDLE,C1. This set will depend on K, but for simplicity this is ignored. As expected, as the
polygon length n increases, the probability that Θ interacts with the original knot decreases, meaning that,
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Figure 4.8: A graph of the successful strand exchange probability estimates, ρSEn (K → s) versus
1
n
,
for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence intervals are shown for
K = φ, which is greater than or equal to the widths of all other confidence intervals. Only those 95%
confidence intervals whose widths are larger than the symbol representing the point estimate can be
seen.
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Figure 4.9: A graph of the probability estimates of a ΓDLE,C1 link resulting from a DLE, ρ
DLE
n (K →
ΓDLE,C1) for K ∈ {3
+
1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence intervals are
shown for K = 3+1 , which is greater than or equal to the widths of all other confidence intervals.
Only those 95% confidence intervals whose widths are larger than the symbol representing the point
estimate can be seen.
as polygon length increases, it becomes less likely that the original knot is changed after a DLE.
To further investigate whether the probability estimates of ρDLEn (K → ΓDLE,C1) are going to zero as
n → ∞, Figure 4.10 shows the grouped-n estimates of ρDLEn (K → ΓDLE,C1) plotted with the y-axis on a
logarithmic scale. By taking the logarithm of the chosen fitting form, for example ρn = mn
−tSEK,ΓDLE,C1 , the
graphed estimates become a linear plot. For example log(ρn) = log(m)− (t
SE
K,ΓDLE,C1
) log(n), so the slope of
the graphed equation is tSEK,ΓDLE,C1
. Therefore, if the logarithm of the fitting forms are parallel, then each is
decreasing to zero like n
−tSEK,ΓDLE,C1 and the exponents, tSEK,ΓDLE,C1
, must be equal. From Figure 4.10 it can
be seen that each knot type has a similar behaviour from the parallel nature of the plots. Table 4.4 shows
the limiting estimate for tDLEK,ΓDLE,C1
for the fits shown in Figure 4.9 and Figure 4.10.
Most of the estimated values of tDLEK,ΓDLE,C1
are quite close to the expected value of 1; however, K = 5−2
has a lower estimate and K = 5+2 has a p value < 0.05. Out of the knots types studied, K = 52 has the
largest minimum number of edges, so it is possible that by cutting off n at Nmax(K), the limiting value is
not being seen yet. Indeed, if the cut off point is pushed up by 300 edges, the K = 5−2 estimate gets much
closer to a value of 1 and the K = 5+2 p value becomes much larger, as seen in the last two rows of Table 4.4.
To gain further evidence that each tDLEK,ΓDLE,C1
is equal to a value of 1, a plot of log(nρDLEn (K → ΓDLE,C1))
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Figure 4.10: A graph of the probability estimates of a ΓDLE,C1 link resulting from a DLE,
ρDLEn (K → ΓDLE,C1) for K ∈ {3
+
1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }, on a semi-log scale. Error bars repre-
senting 95% confidence intervals are shown for K = 3+1 , which is greater than or equal to the widths
of all other confidence intervals. Only those 95% confidence intervals whose widths are larger than the
symbol representing the point estimate can be seen.
K tDLEK,ΓDLE,C1
value (S.E) G.O.F. Λ (df) p value
3+1 1.0389(0.034)
(1) 13.56(9) 0.1389
3−1 1.0099(0.019)
(3) 0.67(13) 0.9986
41 0.935(0.039)
(2) 1.75(9) 0.9948
5+1 0.9454(0.038)
(3) 2.17(9) 0.9884
5−1 0.9962(0.038)
(2) 0.95(7) 0.9956
5+2 0.9317(0.013)
(3) 28.98(6) 0.0023
5−2 0.8351(0.0048)
(3) 1.22(11) 0.9999
5+2 extended 1.023(0.022)
(1) 5.02(9) 0.8322
5−2 extended 0.975(0.017)
(3) 0.29(9) 0.9999
Table 4.4: The results of a ΓDLE,C1 link from a DLE, ρ
DLE
n (K → ΓDLE,C1), for K ∈
{3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. The first column is the starting knot type K. The second column is
the estimated limiting value tDLEK,ΓDLE,C1
as n → ∞ with the associated standard error. The third
column is the goodness of fit test statistic, Λ, with the associated degrees of freedom (df), and the
corresponding p value in the fourth column. Superscripts on the estimates represent the fitting form
corresponding to Equations 3.30-3.32.
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Figure 4.11: A graph of the logarithm of n times the probability estimates of a ΓDLE,C1 link
resulting from a DLE versus 1
n
for K ∈ {3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95%
confidence intervals are shown for K = 3+1 , which is greater than or equal to the widths of all other
confidence intervals. Only those 95% confidence intervals whose widths are larger than the symbol
representing the point estimate can be seen.
versus 1
n
is presented in Figure 4.11. This plot is chosen because a plot of the logarithm of n times the
fitting form will result in a linear plot where the y-intercept corresponds to a constant from the fitting
form. For example, again for the form ρn = mn
−tSEK,ΓDLE,C1 , the plotted equation would be log(nρn) =
log(n(mn
−tSEK,ΓDLE,C1 )) = log(m) + (1 − tSEK,ΓDLE,C1
) log(n). If tSEK,ΓDLE,C1
was the expected value of 1, then
the plotted equation would be of the form log(m), a constant. Consistent with the previous evidence, these
estimates appear nearly horizontal with 1
n
and approaching a constant as n → ∞. This provides strong
numerical evidence supporting the conjecture in Equation 2.18.
It should be noted that Figures 4.9, 4.10, and ultimately 4.11 provide a ranking for the knot types K.
That is, for each n, the estimates for ρDLEn (K → ΓDLE,C1) are largest for K = 5
−
1 , 5
−
2 and then decrease
sequentially with K = 3−1 , 41, 5
+
2 , 5
−
2 , and 3
+
1 . Recall that K
− corresponds to the (0) scenario with DLE and
K+ corresponds to the (+1) scenario with DLE (cf. Section 2.3), meaning that the class I polygons (K−) give
larger estimates. In order to get all results for K+, both K+ and K− need to be combined. It is expected
that after combining then the ranking would go according to crossing number from highest to lowest, i.e. 51
and 52 would be highest, followed by 41 and then 31.
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DLE Results for Case 2
A pictorial example of this case with K = 3+1 can be seen in Figure 2.12 (a). In this case, a two component
link is formed at Θ, where the original knot type K is in the decomposition of one of the two components of
the link. We know this case becomes dominates as n → ∞, since Case 1 goes to zero as n → ∞. However,
as the analysis in Section 3.5.5 showed, for the lengths that are considered reliable, ρDLEn (K → ΓDLE,C1) is
greater than zero. This means that Case 1 will bias the Case 2 analysis unless dealt with. To eliminate this
bias, Case 1 links are removed from the set of successful strand passage polygons analyzed, giving Equation
3.33 to obtain the estimates.
For Case 2, since for large polygons, knots are usually localized within a greater unknot [20, 55], with Θ
not interacting with the original knot, it is most likely that a DLE will just close off a section of the large
unknotted part, forming a second unknotted component. Though it is possible that a more complicated
knot will be formed, the most likely result of a DLE will be that the original knot remains unchanged and a
secondary unknot will be created at Θ. The result will then be a link whose two components are the original
knot and an unknot created at Θ, either linked or unlinked. As stated earlier, if the two components are not
linked together, i.e. unlinked, the link will be represented by L = u(K ∪φ). Figure 4.12 shows the grouped-n
estimates of the probability of L = u(K ∪ φ) after a DLE, ρDLE∗n (K → u(K ∪ φ)). From the figure it can be
seen that all the plots appear to be going to the same constant as n → ∞. The estimates for the limiting
value CDLE
K,u(K∪φ) can be seen in Table 4.5. Even though the p value < 0.05 for φ, it can be seen that all the
estimates for CDLEK,u(K∪φ) are ≈ 0.976 and are within error bars of each other. To show further evidence that
all knot types are indeed going to the same constant, Figure 4.13 shows plots of the ρDLE∗n (K → u(K ∪ φ))
estimates versus 1
n
. From this graph it can be seen that all plots are going to the same limiting value within
error. This provides strong evidence that ρDLE∗n (K → u(K ∪ φ)) is going to a constant, C
DLE
K,u(K∪φ) ≈ 0.976
as n→∞, confirming the conjecture in Equation 2.20.
Another possibility with the creation of an unknot outside the original knot is that the two components
will be linked together, i.e. L = l(K ∪ φ). Figure 4.14 shows the grouped-n estimates of the probability of
L = l(K ∪ φ) after a DLE, ρDLE∗n (K → l(K ∪ φ)). From the figure it can be seen that all the plots appear
to be going to the same constant, CDLE
K,l(K∪φ), as expected. To get a better look at the limiting value, the
estimates of ρDLE∗n (K → l(K ∪ φ)) are plotted versus
1
n
as shown in Figure 4.15. The estimates indeed are
seen to be going to the same limiting value, CDLE
K,l(K∪φ) ≈ 0.022, within error. This provides further evidence
that the conjecture in Equation 2.20 holds.
Therefore, both Case 2 scenarios considered illustrate that the link transition probabilities resulting from
a Case 2 DLE are going to constants, independent of the starting knot typeK, but dependent on the resulting
link type L. It is possible that when DLE occurs, it does not create an unknot at Θ, but a more complicated
knot, which again could be linked or unlinked with the original knot. In the generated data, examples of this
were observed with starting knots K = 3+1 and K = 3
−
1 (cf. Table B.2 and B.3); however too few of these
knots were observed to make any estimates or say anything conclusive.
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Figure 4.12: A graph of the probability estimates of a u(K ∪ φ) link resulting from a DLE,
ρDLE∗n (K → u(K ∪ φ)), for K ∈ {φ, 3
+
1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% con-
fidence intervals are shown for K = φ, which is greater than or equal to the widths of all other
confidence intervals. Only those 95% confidence intervals whose widths are larger than the symbol
representing the point estimate can be seen.
K CDLEK,u(K∪φ) value (S.E) G.O.F. Λ (df) p value
φ 0.9743(0.00013)(4) 26.43(17) 0.048
3+1 0.9761(0.00033)
(6) 6.10(10) 0.807
3−1 0.9753(0.00036)
(5) 4.85(14) 0.938
41 0.9758(0.00032)
(5) 4.19(11) 0.938
5+1 0.9780(0.00015)
(5) 3.51(9) 0.940
5−1 0.9760(0.00058)
(6) 3.50(9) 0.900
5+2 0.9759(0.00031)
(4) 5.14(11) 0.924
5−2 0.9766(0.00046)
(5) 4.54(8) 0.806
Table 4.5: The results of a u(K ∪ φ) link from a DLE, ρDLE∗n (K → u(K ∪ φ)), for K ∈
{φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. The first column is the starting knot type K. The second column
is the estimated limiting value as n→∞ with the associated standard error. The third column is the
goodness of fit test statistic, Λ, with the associated degrees of freedom (df), and the corresponding p
value in the fourth column. Superscripts on the estimates represent the fitting form corresponding to
Equations 3.34-3.36.
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Figure 4.13: A graph of the probability estimates of a u(K ∪ φ) link resulting from a DLE,
ρDLE∗n (K → u(K ∪ φ)) versus
1
n
, for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing
95% confidence intervals are shown for K = φ, which is greater than or equal to the widths of all other
confidence intervals. Only those 95% confidence intervals whose widths are larger than the symbol
representing the point estimate can be seen.
K CDLEK,l(K∪φ) value (S.E) G.O.F. Λ (df) p value
φ 0.02386(0.000082)(4) 12.326(11) 0.3397
3+1 0.02239(0.00015)
(5) 2.17(8) 0.9756
3−1 0.02250(0.00012)
(5) 1.35(12) 0.9981
41 0.02290(0.00028)
(4) 5.45(11) 0.9073
5+1 0.02104(0.00013)
(4) 3.07(9) 0.9299
5−1 0.02306(0.000058)
(6) 3.82(9) 0.8731
5+2 0.02127(0.00017)
(6) 1.41(6) 0.9873
5−2 0.02157(0.00023)
(5) 1.38(6) 0.9671
Table 4.6: The results of a l(K ∪ φ) link from a DLE, ρDLE∗n (K → l(K ∪ φ)), for K ∈
{φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. The first column is the starting knot type K. The second column
is the estimated limiting value as n→∞ with the associated standard error. The third column is the
goodness of fit test statistic, Λ, with the associated degrees of freedom (df), and the corresponding p
value in the fourth column. Superscripts on the estimates represent the fitting form corresponding to
Equations 3.34-3.36.
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Figure 4.14: A graph of the probability estimates of a l(K∪φ) link resulting from a DLE, ρDLE∗n (K →
l(K ∪φ)), for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence intervals are
shown for K = φ, which is greater than or equal to the widths of all other confidence intervals. Only
those 95% confidence intervals whose widths are larger than the symbol representing the point estimate
can be seen.
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Figure 4.15: A graph of the probability estimates of a l(K∪φ) link resulting from a DLE, ρDLE∗n (K →
l(K ∪ φ)) versus 1
n
, for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence
intervals are shown for K = φ, which is greater than or equal to the widths of all other confidence
intervals. Only those 95% confidence intervals whose widths are larger than the symbol representing
the point estimate can be seen.
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Figure 4.16: A graph of the probability estimates of a ΓIKE,C1 knot resulting from an IKE,
ρIKEn (K → ΓIKE,C1), for K ∈ {3
+
1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence
intervals are shown for K = 3+1 , which is greater than or equal to the widths of all other confidence
intervals. Only those 95% confidence intervals whose widths are larger than the symbol representing
the point estimate can be seen.
4.2.2 IKE Results
Now that DLE results have been looked at, we will turn to IKE. Again we’ll look at Case 1 first, followed
by Case 2.
IKE Results for Case 1
A pictorial example of this case can be seen in Figure 2.11 (b). In this case Θ interacts with the original
knot, therefore changing the original knot type. As with DLE, the knots created from an IKE which do not
contain the original knot type will be grouped together in the set ΓIKE,C1. Figure 4.16 shows the grouped-n
estimates for the probability that after an IKE the knot will be ΓIKE,C1, ρ
IKE
n (K → ΓIKE,C1). The figure
shows that as n increases, the probability that the original knot will be affected decreases, meaning it becomes
less likely that Θ interacts with the original knot. As evidence that the ρIKEn (K → ΓIKE,C1) estimates are
going to zero as n → ∞, Figure 4.17 shows the semi-log plot of the estimated probability versus polygon
length n. On this graph the plots appear parallel, indicating they are all going to zero at the same rate,
n−t
ΓIKE,C1
K,L . Table 4.7 gives the estimates for tIKEK,ΓIKE,C1
.
Like the DLE situation, the IKE estimates for tIKEK,ΓIKE,C1
are quite close to the expected value of 1, with
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K tIKE
KIKE,ΓIKE,C1
value (S.E) G.O.F. Λ (df) p value
3+1 1.0287(0.032)
(1) 12.80(9) 0.1720
3−1 0.9930(0.020)
(3) 0.67(7) 0.9985
41 0.9396(0.030)
(3) 2.14(9) 0.9890
5+1 0.9455(0.028)
(3) 2.15(9) 0.9889
5−1 0.9601(0.028)
(2) 0.59(5) 0.9884
5+2 0.9802(0.020)
(3) 16.29(10) 0.0915
5−2 0.8396(0.0040)
(3) 1.40(10) 0.9992
5+2 extended 0.9845(0.018)
(1) 7.97(9) 0.6320
5−2 extended 0.9248(0.026)
(2) 0.34(7) 0.9999
Table 4.7: The results of a ΓIKE,C1 link from an IKE, ρ
IKE
n (K → ΓIKE,C1), for K ∈
{3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. The first column is the starting knot type K. The second column is
the estimated limiting value as n → ∞ with the associated standard error. The third column is the
goodness of fit test statistic, Λ, with the associated degrees of freedom (df), and the corresponding p
value in the fourth column. Superscripts on the estimates represent the fitting form corresponding to
Equations 3.30-3.32.
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Figure 4.17: A graph of the probability estimates of a ΓIKE,C1 knot resulting from an IKE,
ρIKEn (K → ΓIKE,C1), for K ∈ {3
+
1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }, on a semi-log scale. Error bars repre-
senting 95% confidence intervals are shown for K = 3+1 , which is greater than or equal to the widths
of all other confidence intervals. Only those 95% confidence intervals whose widths are larger than the
symbol representing the point estimate can be seen.
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Figure 4.18: A graph of the logarithm of n times the probability estimates of a ΓIKE,C1 link resulting
from an IKE versus 1
n
, for K ∈ {3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence
intervals are shown for K = 3+1 , which is greater than or equal to the widths of all other confidence
intervals. Only those 95% confidence intervals whose widths are larger than the symbol representing
the point estimate can be seen.
K = 5−2 the lowest, and K = 5
+
2 having a p value < 0.05. Again, when the cut off point for reliable data
is increased by 300 edges, the K = 5−2 estimate gets much closer to the value 1 and the K = 5
+
2 p value
increases, cf. Table 4.7. By the same reasoning as for the DLE case, log(nρIKEn (K → ΓIKE,C1)) is plotted
versus 1
n
in Figure 4.18. This graph shows (almost horizontal) linear plots, supporting that all knot types
have the same exponent tIKEK,ΓIKE,C1
, i.e. the exponent is independent of the initial knot type and is equal to
one. These results provide strong numerical evidence for the conjecture of Equation 2.19.
Figure 4.18 shows that the ranking from highest probability to lowest of knot type K is the same as that
for the DLE case (cf. Figure 4.9): 5−1 , 5
−
2 , 3
−
1 , 41, 5
+
1 , 5
+
2 and 3
+
1 . Likewise, if both K
+ and K− knots were
combined it is expected that the rankings would then correspond to the crossing number of the knots, with
higher crossing numbers having higher probabilities.
IKE Results for Case 2
Recall Case 2 is when Θ does not interact with the original knot; an example of this can be seen in Figure
2.11 (b). In this case, Θ will typically be in an unknotted section of the polygon. After an IKE the are two
possibilities: Θ is still in an unknotted section, and so the whole knot type is unchanged, or a knot can be
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Figure 4.19: A graph of the probability estimates of aK knot resulting from an IKE, ρIKE∗n (K → K),
for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence intervals are shown for
K = φ, which is greater than or equal to the widths of all other confidence intervals. Only those 95%
confidence intervals whose widths are larger than the symbol representing the point estimate can be
seen.
created at Θ, resulting in a composite knot. Figure 4.19 shows a graph of the grouped-n estimates of the
probability associated with the first option i.e. the after IKE knot type is the same knot type as the original
knot, ρIKE∗n (K → K) (again once Case 1 ’s bias has been removed). From the graph it can be seen that this
is the most likely option to occur. Table 4.8 shows the estimates of CIKEK,K are going to the same constant
≈ 0.998, as n → ∞. Using the statistical package R, fits for K = 3−1 , 41, 5
−
2 were not able to be found,
likely due to the behaviour of the estimates near the reliability cut off point. Due to this, Nmax(K) was
varied for these knot types to try to achieve fits, but better fits were not found. The computing environment
MATLAB was then used and (very poor) fits were found for K = 3−1 , 5
−
2 . It is possible that other statistical
packages could be used to obtain better fits in the future (cf. Section 6.2). In order get a better look at
the limiting probabilities to ensure K = 41, 3
−
1 and 5
−
2 follow the expected trend, Figure 4.20 shows the
grouped-n estimates of ρIKE∗n (K → K) plotted versus
1
n
. This graph shows that all the estimates are indeed
going to the same limiting value within error (note that the error bars appear so large due to the scale of the
graph). This provides strong numerical evidence that the conjecture of Equation 2.21 holds.
As stated, if an IKE does not create an unknot at Θ, then it must create a new knot, making the whole
polygon a composite knot. The most likely knot to be created is the simplest non-trivial knot, the trefoil.
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K CIKEK,K value (S.E) G.O.F. Λ (df) p value
φ 0.9988(0.000064)(4) 10.36(16) 0.8473
3+1 0.9951(0.0032)
(4) 7.60(13) 0.8689
3−1 0.9984(0.00097)
(5) >> 105(12) ≈ 0
41 − − −
5+1 0.9988(0.00020)
(6) 7.12(11) 0.7891
5−1 0.9988(0.00032)
(4) 3.36(8) 0.9099
5+2 0.9986(0.00049)
(6) 4.79(8) 0.7793
5−2 0.9957(0.0085)
(4) 34.44(9) 0.00016
Table 4.8: The results of a K knot from an IKE, ρIKE∗n (K → K), for K ∈
{φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. The first column is the starting knot type K. The second column
is the estimated limiting value as n→∞ with the associated standard error. The third column is the
goodness of fit test statistic, Λ, with the associated degrees of freedom (df), and the corresponding p
value in the fourth column. Superscripts on the estimates represent the fitting form corresponding to
Equations 3.34-3.36.
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Figure 4.20: A graph of the probability estimates of aK knot resulting from an IKE, ρIKE∗n (K → K)
versus 1
n
, for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% confidence intervals are
shown for K = φ, which is greater than or equal to the widths of all other confidence intervals. Only
those 95% confidence intervals whose widths are larger than the symbol representing the point estimate
can be seen.
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Figure 4.21: A graph of the probability estimates of a K#3+1 knot resulting from an IKE,
ρIKE∗n (K → l(K#3
+
1 )), for K ∈ {φ, 3
+
1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95% con-
fidence intervals are shown for K = φ, which is greater than or equal to the widths of all other
confidence intervals. Only those 95% confidence intervals whose widths are larger than the symbol
representing the point estimate can be seen.
Figure 4.21 shows the grouped-n estimates of the probability that the resulting polygon knot is K#3+1 ,
ρIKE∗n (K → K#3
+
1 ). Once again all the estimates appear to be going to a constant. To better see this,
Figure 4.22 shows the estimate of ρIKE∗n (K → K#3
+
1 ) plotted versus
1
n
. Table 4.9 shows that the estimates
of CIKE
K,K#3+1
are going to the same constant ≈ 0.001 within error, as n → ∞. Note that 3−1 has a p value
< 0.05, but it appears to follow the trends of the other knots in the figures. Again, this provides strong
evidence for the conjecture in Equation 2.21.
It is possible that a knot more complicated than the trefoil can be created at Θ and this was observed for
multiple starting knot types; however, too few were observed to say anything conclusive.
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K CIKE
K,K#3
+
1
value (S.E) G.O.F. Λ (df) p value
φ 0.001040(0.000043)(4) 4.42(13) 0.8816
3+1 0.002842(0.0011)
(4) 4.70(11) 0.9448
3−1 0.00784(0.067)
(4) >> 105(9) ≈ 0
41 0.0008278(0.000034)
(5) 3.13(7) 0.9256
5+1 0.001394(0.00063)
(5) 3.46(8) 0.9024
5−1 0.0006992(0.000026)
(4) 0.92(6) 0.9884
5+2 0.001219(0.00041)
(5) 4.04(6) 0.8531
5−2 0.0006686(0.000034)
(4) 6.04(7) 0.5455
Table 4.9: The results of a K#3+1 link from an IKE, ρ
IKE∗
n (K → K#3
+
1 ), for K ∈
{φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. The first column is the starting knot type K. The second column
is the estimated limiting value as n→∞ with the associated standard error. The third column is the
goodness of fit test statistic, Λ, with the associated degrees of freedom (df), and the corresponding p
value in the fourth column. Superscripts on the estimates represent the fitting form corresponding to
Equations 3.34-3.36.
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Figure 4.22: A graph of the probability estimates of a K#3+1 knot resulting from an IKE,
ρIKE∗n (K → K#3
+
1 ) versus
1
n
, for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Error bars representing 95%
confidence intervals are shown for K = φ, which is greater than or equal to the widths of all other
confidence intervals. Only those 95% confidence intervals whose widths are larger than the symbol
representing the point estimate can be seen.
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4.2.3 SE Results Summary
All the above analyses support the conjectured asymptotic forms for the link transition probabilities presented
in Equations 2.18-2.21:
ρDLEn (K → L) ∼
(
BDLE(K,L)Aφ
BΘ1AL
)
1
nfK
ρIKEn (K → K
′) ∼
(
BIKE(K,K′)Aφ
BΘ1AK
)
1
nfK
ρDLEn (K → L) ∼
BDLE(φ,L)
BΘ1
ρIKEn (K → K
′) ∼
BIKE(φ,K′′)
BΘ1
.
When in Case 1 (the original knot is affected), the link transition probability estimates are shown going
to zero for both DLE and IKE, as the length of the Θ-SAP increases, i.e.
ρSEn (K → L)→ 0 as n→∞ like n
−tSEK,L . (4.1)
The analysis supports that for both DLE and IKE, tSEK,L = 1, with a summary of the estimates shown in
Table 4.10.
When in Case 2 (the original knot is not affected), the link transition probability estimates go to a
constant dependent on the newly created link, as the length of the Θ-SAP increases, i.e.
ρSE∗n (K → L)→ C
SE
K,L as n→∞. (4.2)
The results show that, for both DLE and IKE CSEK,L > 0 and this value is unique for each L, i.e. C
SE
K,L = C
SE
φ,L.
A summary of estimates of CIKEK,L are found in Table 4.10.
The conjectured forms in Equations 2.18-2.21 are based on Cheston et al.’s [20] forms in Equations 2.10
and 2.11, which were based on Orlandini et al.’s [74] original basic conjectured form for the number of n-edge
polygons with fixed knot-type K. Therefore, this work with the new LSE model provides new evidence
supporting the form pn(K) ∼ AKn
αφ+fK as n→∞.
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K tDLEK,ΓDLE,C1
CDLE
K,u(K∪φ) C
DLE
K,l(K∪φ) t
IKE
K,ΓIKE,C1
CIKEK,K#φ C
IKE
K,K#3
+
1
φ − 0.9743
(0.00013)
0.02386
(0.000082)
− 0.9988
(0.000064)
0.001040
(0.000043)
3+1 1.0389
(0.034)
0.9761
(0.00033)
0.02239
(0.00015)
1.0287
(0.032)
0.9951
(0.0032)
0.002842
(0.0011)
3−1 1.0099
(0.019)
0.9753
(0.00036)
0.02250
(0.00012)
0.9930
(0.020)
0.9984
(0.00097)
0.00784
(0.067)
41 0.9354
(0.039)
0.9758
(0.00032)
0.02290
(0.00028)
0.9396
(0.030)
− 0.0008278
(0.000034)
5+1 0.9458
(0.038)
0.9780
(0.00015)
0.02104
(0.00013)
0.9455
(0.028)
0.9988
(0.00020)
0.001394
(0.00063)
5−1 0.9962
(0.038)
0.9760
(0.00058)
0.02306
(0.000058)
0.9601
(0.028)
0.9988
(0.00032)
0.0006992
(0.000026)
5+2 0.9317
(0.013)
0.9759
(0.00031)
0.02127
(0.00017)
0.9802
(0.020)
0.9986
(0.00049)
0.001219
(0.00041)
5−2 0.8351
(0.0048)
0.9766
(0.00046)
0.02157
(0.00023)
0.8396
(0.0040)
0.9957
(0.0085)
0.0006686
(0.000034)
Table 4.10: Summary of results for link transition probabilities estimates for both DLE and IKE for
K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Each estimate is followed by its associated standard error.
Additionally, it should be noted that starting with K = φ the only observed links after a DLE are:
021, 2
2
1, 4
2
1, 6
2
1, 7
2
7, 7
2
8, l(3
+
1 ∪φ) and l(3
−
1 ∪φ); and the only observed knots after an IKE are: φ, 3
+
1 , 3
−
1 , 5
+
1 , 5
−
1 , 5
−
2
and 8−20. These link types agree with previous results on the number of recombinase steps to reach specific
link types [72]. All the knots observed are prime knots which can be unknotted with one crossing change,
however, it is notable that no 4-, 6-, and 7-crossing prime knots are observed. It is expected that it is possible
to fully characterize both DLE and IKE through the use of tangle calculus. This characterization would allow
all possible resulting links to be determined; however this is beyond the scope of this thesis, see Section 6.2
for future possibilities.
4.3 Comparing LSE Results to LSP Results
In this section, results from the new LSE recombinase model will be compared to the previous LSP topoiso-
merase model.
The LSP model was created to model topoisomerases’ action on DNA via a strand passage at the fixed
Θ structure, thus creating the possibility for changing the knot type of the initial Θ-SAP (cf. Section 2.2).
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This is very similar to an IKE action of the LSE model, allowing the two models to be easily compared. The
tables in Section C.1 compare some interesting properties between LSP and LSE models.
Tables C.1, C.4, C.7, C.10, C.13, C.16, C.19 and C.22 show the resulting knot types of a SP compared to
the resulting knot types of an IKE for each starting knot type K = {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. In these
tables the first column shows the knot type from a strand passage in the LSP model and the second column
shows the knot type of an IKE in the LSE model. The third column shows the number of polygons for which
this combination was found, with column four showing the percentage out of the total 560, 000, 000 sampled
Θ-SAPs. Column five shows the smallest Θ-SAP size with the given combination.
Tables C.2, C.5, C.8, C.11, C.14, C.17, C.20 and C.23 show the observed link types from DLE when a
SP keeps the knot type the same. Column one shows the SP knot type (the same as the starting knot),
and column two shows the observed link types resulting from a DLE. The third column shows the counts of
this particular combination, with the percentage of this set shown in column four. Column five displays the
smallest knot of this combination. It can be seen that for all starting knot types K, over 99% of the links
are the starting knot unlinked with an unknot, i.e. u(K ∪ φ), with very small proportions of other links.
Tables C.3, C.6, C.9, C.12, C.15, C.18, C.21, and C.24 show the observed link types of a DLE strand
exchange and the corresponding observed knot types of a SP with the LSP model. Column one shows the
resulting link type of a DLE, and column two shows the resulting knot type of a SP. Column three shows the
count of the number of Θ-SAP polygons with this combination, and column four shows the sample percentage
for the combination. Again, column five shows the smallest polygon length of such a combination.
The LSP and LSE both use the Θ structure as their location to act on the Θ-SAP, however the structures
they use to perform their move differ. Despite this there are similarities across the models. As noted earlier,
in Case 1 both a DLE and IKE yield the same rankings of the knot types. This ranking for the LSE model
matches that of the LSP model. Specifically, Figures 4.11 and 4.18 show thatK = 5−1 and 5
−
2 have the highest
values, with 3−1 , 41, 5
+
2 , 5
+
1 , 3
+
1 following. This ranking matches that of Figure 6 in [20]. This similarity is
expected since the ranking is due to the minimum size of the knots, the freedom of the knots and the chirality.
For full details see [20].
For Case 2, with the LSP model it was found that ρSPn (K → K#φ) > ρ
SP
n (K → K#31) > ρ
SP
n (K →
K#41) [20]. This inequality also holds for the LSE model, ρ
IKE
n (K → K#φ) > ρ
IKE
n (K → K#31), while
not enough data was generated to analyze ρIKEn (K → K#41). In Figures 4.19 and 4.21 it can be seen that
different knot types, K, with the same number of crossings have estimated knot transition probabilities equal
to each other within error, i.e. the data points for the three crossing knots and for the five crossing knots are
very close together. This is the same trend that was found for the LSP model [20]. Further, it appears that
the higher the number of crossings that the starting knot has, the more likely it is to stay the same knot type
for a finite n; however, when n→∞ the probabilities are equal.
The structure used to perform the SP or SE does come into play when looking at the limiting CK,L. From
[20], for a SP, two structures were used, Θ and a larger symmetric structure S. For Θ, CΘK,K ≈ 0.9780 and
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CΘ
K,K#3+1
≈ 0.0208, while for S, CSK,K ≈ 0.998 and C
S
K,K#3+1
≈ 0.0015 due to the symmetric structure being
larger and needing more free vertices. For a DLE CDLE
K,u(K∪φ) ≈ 0.975 and C
DLE
K,l(K∪φ) ≈ 0.022, while for an
IKE, CIKEK,K ≈ 0.998 and C
IKE
K,K#3+1
≈ 0.001. Interestingly, the SP Θ values compare quite closely to the SE
DLE values, while the SP S values compare closely to the SE IKE values. At this point this appears to be
just a curious coincidence.
So, even though the LSP and LSE are different models there exist common trends that both follow,
namely the asymptotic behaviour as n→∞ satisfy conjectures from polymer scaling theory. The asymptotic
trends are the same across different structures, however, some limiting values are structure dependent.
4.4 Chapter 4 Summary
In this chapter the analysis techniques outlined in Chapter 3 were performed for the LSE model. For each
starting knot type K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }: the maximum n that is considered reliable was deter-
mined, Nmax(K); the time to equilibrium, τexp was determined; and the appropriate grouped-n block size was
determined for link transition probabilities. Following this, the grouped-n estimates for link transition prob-
abilities were presented, first for DLE and then for IKE. For both types of strand exchange, the conjectured
forms from Chapter 2 were found to hold. For Case 1, the tSEK,L in Equations 3.30-3.32 were found to go to 1
as n → ∞, and for Case 2, the CSEK,L in Equations 3.34-3.36 were found to go to nonzero positive constants
dependent only on the strand exchange performed and the resulting link type and not on the starting K.
This work numerically supports the new conjectured forms in Equations 2.18-2.21 and supports Cheston et
al.’s [20] conjectured forms (Equations 2.8 and 2.9) and Orlandini et al.’s [75] original form (Equation 2.4).
The next chapter will focus on a specialized subset of Θ-SAPs which will be compared to biologically and
mathematically motivated results.
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Chapter 5
‘Equal-Length’ Polygon Results
In Section 1.1.3 it was said that dif sites, in the termination region of the cell, remain localized at mid-cell
throughout the cell replication and segregation process [73]. This localization allows XerCD recombination
to act at dif sites in order to resolve chromosome dimers to monomers. As seen in Figure 1.14, the dif sites
split the DNA into two halves which are equal in length. For this reason, it is of interest to look at the subset
of Θ-SAPs where Θ is connected with two equal-length self-avoiding walks (SAWs) to form a polygon, in
order to compare to the biologically relevant situation. This will be the focus of this chapter.
The chapter will begin by determining what ‘equal-length’ SAWs will mean in the LSE model and once
this is established, the DLE results for these ‘equal-length’ SAWs will be investigated, followed by the results
for the IKE.
5.1 Polygons with ‘Equal-Length’ Self-Avoiding Walks (SAWs)
Since a subset of the Θ-SAP data is of interest, having enough reliable data may become an issue. To account
for this, and to allow some leeway for a knot to form on one side (or the other), Θ-SAPs will arbitrarily be
considered to have ‘equal-length’ SAWs if the two SAWs connected to Θ have lengths within 24-edges of each
other (note that the smallest trefoil with Θ is 24-edges). A Θ-SAP will be called an equal-length SAP (or
polygon) if the lengths of the two SAWs connected to Θ are exactly equal, and will be called an ‘equal-length’
SAP (or polygon) if the lengths of the two SAWs connected to Θ are within 24-edges. A Θ-SAP will be
called a variable-length SAP (or polygon) if any lengths for the two SAWs connected to Θ are allowed.
For each of the eight starting knot types, Table 5.1 shows the number of equal-length polygons, the
number of ‘equal-length’ polygons and their corresponding proportions of the total sampled polygons. From
this table it can be seen that there are many more ‘equal-length’ polygons than equal-length polygons. Both
counts for K = φ are the highest, due in part to the unknot having no minimum edge requirement beyond the
necessary 14-edges to create a Θ-SAP. Even though looking at ‘equal-length’ polygons greatly increases the
sizes of the samples, having enough reliable data is still an issue. For the subset of ‘equal-length’ polygons,
the largest Nmax(K) value is for knot types K = 5
−
1 and K = 5
−
2 at about 500 edges, with the corresponding
values for other knot types being significantly lower. Due to this limitation on the availability of reliable
data, only general trends for this subset will be looked at in order to relate to biological experiments and
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mathematical results (e.g. tangle analysis).
K Count of
Equal-length
SAPs
Percentage Count of
‘Equal-length’
SAPs
Percentage
φ 18, 556, 986 3.31 158, 489, 204 28.302
3+1 1,551,975 0.277 58,044,294 10.365
3−1 4,704,649 0.840 99,987,989 17.855
41 2,977,039 0.532 65,309,971 11.662
5+1 1,696,678 0.303 35,217,976 6.289
5−1 3,166,876 0.566 76,405,683 13.644
5+2 1,444,072 0.258 30,532,269 5.452
5−2 3,166,422 0.565 69,680,701 12.443
Table 5.1: A comparison of the number of equal-length polygons and the number of ‘equal-length’
polygons for K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. Percentage columns show the percentage of all sam-
pled polygons which fit into each category.
The remainder of this section will be split into two sections. The first will look at the ‘equal-length’
polygon results for DLE and comparing these results to the tangle analysis unlinking pathway. The second
section will look at ‘equal-length’ polygon results for IKE to determine if the knot type is simplified or
becomes more complex. For both analyses polygons with lengths less than ≈1600 are investigated, meaning
that each side is ≈800. The trends seen at these lengths will differ from the trends expected for large lengths
(i.e. as n → ∞), since the asymptotics from Chapter 4 are expected to also hold for ‘equal-length’ SAPs;
however, these smaller length polygons are expected to be relevant to sizes in DNA experiments.
5.2 DLE ‘Equal-Length’ Polygon Results
Figures 1.28 and 2.10 will be repeated here in Figure 5.1 (a) and (b) for the benefit of the reader as they will
be referred to multiple times throughout this section.
Figure 5.1 (b) shows the unlinking path for right-handed (positive) 2m-catenanes, i.e. two monomers
which are intertwined together with 2m positive crossings. This pathway shows a path of simplification from
a link to a knot to a link in order to unlink a 2m-catenane to the unlink. In Section 2.3 (cf. Equations
2.15-2.17) it was explained that link transition probabilities can be obtained from the LSE model, therefore
we can investigate recombination with the LSE model and see if this unlinking pathway holds. The LSE
model performs only a single recombinase strand exchange at a time, so the whole pathway from link to knot
to link cannot be studied; however, single steps which start with knots can be investigated. Five steps will
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(a)
(b)
Figure 5.1: (a) The unlinking path for a right-handed (positive) 2m-catanene. (b) A de-
tailed picture of the last four steps of (a). This shows that there are three possible Xer re-
combination scenarios when creating a link: (+1), (−1), (0). Both these pictures show that the
complexity of the knot is reduced with each step. Reproduced from [95] in accordance with
http://www.pnas.org/site/aboutpnas/rightperm.xhtml.
be looked at here: φ→ the unlink, 31 → the Hopf link, and each of 41, 51 and 52 → 4
2
1. As per Section 2.3,
looking at one polygon class for the LSE model does not give all the recombination results for a chiral knot
K, so for chiral knots the positive knot will be shown, followed by the negative knot, then a combination of
the two to get all results for the positive knot. For achiral knots only one graph will be shown.
First, the unknot to the unlink transition (φ → 021), (the last transition of Figure 5.1 (b)) will be inves-
tigated. Figure 5.2 shows the probability estimates for the transition φ → 021 after a DLE. The unknot is
an achiral knot, meaning performing DLE on K = φ gives shows results for both polygon classes. It can be
seen from Figure 5.2 that the 021 probability is not 1, this is because the recombinase move that is performed
by the LSE is not specifically selected for the topology of the knot as in Figure 5.1 (b). Therefore it is not
guaranteed that the move performed will take you solely ‘down’ the unlinking path (meaning knot or link
simplification), it is also possible to go ‘up’ the pathway (meaning knot complication). It can be seen that
when moving from variable-length polygons (solid symbols) to ‘equal-length’ polygons (open symbols) the
estimated probability of transitioning to the unlink, 021, drops while the estimated probability of the Hopf
link (221), rises; however the unlink remains the dominant result in both cases. Despite the possibility of going
‘up’ the unlinking pathway, the DLE results are strongly dominated by the link corresponding to moving
‘down’ the pathway, indicating that this unlinking pathway is the most probable result.
Next, when starting with the trefoil, K = 31, the unlinking path says that the Hopf link (2
2
1) should be the
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Figure 5.2: A graph of the estimated probability of φ → L after a DLE occurs, ρDLEn (φ → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
result of a recombinase move that forms a link (i.e. DLE). Figure 5.3 shows the DLE probability estimates
when starting with the positive trefoil K = 3+1 . This graph shows the probabilities of a Hopf link (2
2
1), 4
2
1
and u(3+1 ∪ φ) for variable-length polygons (solid symbols) and ‘equal-length’ polygons (open symbols). For
variable-length polygons u(3+1 ∪ φ) dominates the probability estimates, however, when looking at ‘equal-
length’ polygons u(3+1 ∪ φ) significantly decreases and 2
2
1 and 4
2
1 each increase. Figure 5.4 then shows the
corresponding graph for K = 3−1 . Again, in this graph u(3
+
1 ∪ φ) dominates for variable-length polygons,
but decreases significantly for ‘equal-length’ polygons. When starting with K = 3−1 , a 4
2
1 result is very rare
so is not shown. In order to compare trends from the LSE model to the tangle analysis in Figure 5.1, both
chiralities of trefoils need to be combined in order to see all results of a recombinase move on a chiral knot
K. Figure 5.5 shows the probability estimates when both trefoils are combined. From this graph it can be
seen that for ‘equal-length’ polygons it is possible to move ‘up’ the unlinking pathway to 421, however the
most likely link after a DLE is the Hopf link, 221 which corresponds to moving ‘down’ the pathway.
Although the figure eight, K = 41, does not appear on the unlinking pathway in Figure 5.1, the most likely
link after a DLE on K = 41 should still be a step down in complexity. K = 41 is an achiral knot, therefore
Figure 5.6 shows the graph of all the link transition probability estimates for variable-length polygons and
‘equal-length’ polygons. The link, 521, corresponding to ‘up’ the unlinking pathway isn’t shown on Figure
5.6 since the probability of such a link is very low for both variable-length and ‘equal-length’ polygons. For
‘equal-length’ polygons it can be seen that the link is most likely simplified to 221 when a single DLE move is
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Figure 5.3: A graph of the estimated probability of 3+1 → L after a DLE occurs, ρ
DLE
n (3
+
1 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.4: A graph of the estimated probability of 3−1 → L after a DLE occurs, ρ
DLE
n (3
−
1 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.5: A graph of the estimated probability of 31 → L after a DLE occurs, ρ
DLE
n (31 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.6: A graph of the estimated probability of 41 → L after a DLE occurs, ρ
DLE
n (41 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
performed.
Figure 5.1 (b) doesn’t specifically show K = 51, but when starting with this positive five-crossing knot,
the unlinking path in Figure 5.1 (a) says that 421 should be the result after a recombinase move that forms
a link (i.e. DLE). Like with the trefoil, Figure 5.7 shows the probability estimates associated with K = 5+1 ,
Figure 5.8 shows the probability estimates associated with K = 5−1 , and Figure 5.9 shows the probability
estimates for the combination of both 51’s. Like with the trefoil, when both chiralities are combined together
the full recombinase picture can be seen. Again, when a DLE is performed the most probable link, 421,
corresponds to moving ‘down’ the unlinking pathway.
And finally, Figure 5.10 shows the probability estimates for K = 5+2 , Figure 5.11 shows the probability
estimates for K = 5−2 and Figure 5.12 shows the combined probability estimates. One last time, it can be
seen that K = 52 obeys the following trend: when studying ‘equal-length’ polygons the dominant link type
after a DLE is a step ‘down’ the unlinking pathway, here 421.
As stated earlier, there is limited data from the LSE model for the subset of polygons where the SAWs
are exactly the same length, or even within 24-edges of each other, so no formal analysis was done; however,
the preliminary results presented here are very promising. Starting with all knot types, when looking at
‘equal-length’ polygons the link transition probability estimates after a DLE are dominated by the link which
is considered simpler, or “down” the unlinking path. This result agrees with the results from tangle analysis
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Figure 5.7: A graph of the estimated probability of 5+1 → L after a DLE occurs, ρ
DLE
n (5
+
1 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.8: A graph of the estimated probability of 5−1 → L after a DLE occurs, ρ
DLE
n (5
−
1 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
102
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  500  1000  1500  2000
Probabilities of 51 → L after a DLE
n
421
421 eq.
621
621 eq.
u(51 ∪ φ)
u(51 ∪ φ) eq.
ρ
D
L
E
n
(5
1
→
L
)
Figure 5.9: A graph of the estimated probability of 51 → L after a DLE occurs, ρ
DLE
n (51 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.10: A graph of the estimated probability of 5+2 → L after a DLE occurs, ρ
DLE
n (5
+
2 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.11: A graph of the estimated probability of 5−2 → L after a DLE occurs, ρ
DLE
n (5
−
2 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.12: A graph of the estimated probability of 52 → L after a DLE occurs, ρ
DLE
n (52 → L).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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and also has some biological significance. These results show that when the polygons relate closest to what
DNA would look like, namely when the dif sites are mid-cell and split the dimer in half, the result of a
modelled recombinase move simplifies the knot. This agrees with what both Ip et al. and Grainge et al. saw
in their experiments; the unlinking pathway is step-wise and simplifies the knot gradually [47, 53].
5.3 IKE ‘Equal-Length’ Polygon Results
Although the unlinking pathway (Figure 5.1 (a)) is only looking at the path from link to knot to link, the
other possibility is that an IKE occurs, going from knot to knot. In this case it is of interest to see if the
starting knot type (K) is simplified after an IKE or made more complex. Therefore, for each starting knot
type K, the following estimates are obtained: the link transition probability estimates of going to a less
complex knot (a lower minimal crossing number), the link transition probability estimate of going to a more
complex knot (a higher minimal crossing number), and the link transition probability estimate of staying the
same knot (the same minimal crossing number). Again these probabilities are investigated for variable-length
polygons and ‘equal-length’ polygons. For these results, the term less complex, or ‘simple’, refers to all knots
with a lower crossing number and the term more complex, or ‘complex’ refers to knot types that have a
higher crossing number. For starting knot type φ, there is no simpler knot. For some knot types the only
simpler knot is φ, so it will be labelled as such. There is often more than three resulting knots which are
more complex, however only at most three probabilities will be included for convenience (less than three is
used when one or two knot types dominate). The results for these estimates are shown in Figures 5.13, 5.14,
5.15, 5.16, and 5.17 for each starting knot type K = φ, 31, 41, 51, 52, respectively.
Figures 5.13 shows that staying the unknot has the greatest probability as there is no less complex knot.
For all the other graphs it can be seen that for variable-length polygons the most probable knot is the
starting knot, however, when looking at ‘equal-length’ polygons, the most probable knot is the less complex,
or simpler knot in all cases. These results are encouraging when looking from a biological perspective, as it’s
been shown that recombinase is capable of acting like topoisomerase, meaning it can be efficient at unknotting
DNA. These modelled results support that recombinase is capable of unknotting polygons efficiently when
‘equal-length’ polygons are considered and when the overall length of the polygon is not too large.
5.4 Chapter 5 Summary
The results shown above for the subset of Θ-SAPs which are ‘equal-length’ are very promising. Although
lack of data has prevented full analysis (see Section 6.2 for more on this), these preliminary results show
that the LSE model simplifies the starting knot type K in both the DLE and the IKE cases. For the DLE
case, the unlinking pathway shown in Figure 5.1 (a) was shown to be the most probable outcome of a single
recombinase move, regardless of the initial knot type K. The entire unlinking pathway cannot be investigated
as only one recombinase move is performed using the LSE, and the starting polygons for the LSE model are
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Figure 5.13: A graph of the estimated probability of φ → K after an IKE occurs, ρIKEn (φ → K).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.14: A graph of the estimated probability of 31 → K after an IKE occurs, ρ
IKE
n (31 → K).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.15: A graph of the estimated probability of 41 → K after an IKE occurs, ρ
IKE
n (41 → K).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.16: A graph of the estimated probability of 51 → K after an IKE occurs, ρ
IKE
n (51 → K).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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Figure 5.17: A graph of the estimated probability of 52 → K after an IKE occurs, ρ
IKE
n (52 → K).
Probabilities are shown for variable-length polygons (solid symbols) and for ‘equal-length’ polygons
(open symbols). Each data point is plotted with error bars representing 95% confidence intervals.
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only knots (see Section 6.2 for more on this). For the IKE case, it was shown that when looking at Θ-SAPs
which are ‘equal-length’, the most probable outcome is for the starting knot to be simplified after an IKE
(aside from φ which cannot be simplified). Both of these results are very encouraging and lend support
to more research being performed with the LSE model (see Section 6.2 for more on this). Note that these
results are limited to polygons of length less than ≈1600, i.e. each side is ≈800 edges. Polymer scaling theory
suggests that as lengths get larger these trends will change since the Case 2 scenario will start to dominate.
However, these smaller length polygons are expected to be relevant to sizes in DNA experiments.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
This thesis began with a review of the enzymes topoisomerase (cf. Section 1.1.2) and recombinase (cf. Section
1.1.3). It was shown that both these enzymes are capable of unknotting and unlinking DNA, via a strand
passage and a strand exchange, respectively. These unknotting and unlinking abilities allow all cells to
replicate and survive. An overview of previous enzyme-DNA models (cf. Section 1.3) was represented, and
it was established that link transition probabilities, the probabilities of going from knot type K to link type
L after a strand exchange, have yet to be investigated for recombinase models.
It was introduced that self-avoiding polygons (SAPs) on the simple cubic lattice can represent DNA
configurations (cf. Section 2.1). A review was then presented of the Local Strand Passage (LSP) model
developed by Szafron and Soteros [106, 107] to model topoisomerase-DNA interactions with a fixed structure,
called Θ, at the interaction location (cf. Section 2.2). Following this, the new Local Strand Exchange (LSE)
model was introduced for modelling the recombinase-DNA interaction, again with the Θ structure at the
interaction location (cf. Section 2.3). Recombinases’s action was then modelled with two different structures
to take into account the two biological types of recombination: 1) direct repeat recombination sites were
modelled with the direct-repeat-to-link strand exchange (DLE), and 2) inverted repeat recombination sites
were modelled with the inverted-repeat-to-knot strand exchange (IKE).
The new LSE model was applied to previously generated CMC Θ-BFACF simulation data (cf. Section
3.4) in order to investigate link transition probabilities. A list of all observed knot and link types after a
strand exchange was compiled (cf. Appendix B). Strong numerical evidence was provided showing that the
link transition probabilities from the newly created LSE model have asymptotic behaviours which satisfy
conjectures from polymer scaling theory (cf. Section 4.2). In particular, it was shown that as the lengths
of Θ-SAPs increase towards infinity, it becomes less likely that the fixed structure Θ will interact with the
pre-existing knot. This means that the original knot remains intact and a secondary knot or link can be
formed at Θ. In the DLE case, a strand exchange results in a link with one component of the link having
the original knot in its knot decomposition, and, in the IKE case, a composite knot can be created, with
one of the knot’s components containing the same knot type as the original knot. The LSE model was then
compared to the LSP model, highlighting trends across the two different models.
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Numerical evidence was also provided showing for a subset of Θ-SAPs with Θ in the middle of the
polygons, that it is most probable that the complexity of the knot is reduced after a strand exchange (cf.
Section 5). In the DLE case, it is most probable that the resulting link will follow the mathematical and
biological unlinking pathway. In the IKE case, it is most probable that the knot will be simplified, signifying
recombinases’s unknotting abilities.
The LSE model has been shown to support previous research, while also providing a good first-step
towards modelling enzyme-DNA interactions, specifically recombinase-DNA interactions.
6.2 Potential Future Work
Since the Local Strand Exchange (LSE) model is a first-step model, there is great potential for future work.
An important aspect of recombination that was not accounted for in this model is recombinases’s iterative
action. Biologically, recombination occurs in a step-wise process, taking a link to a knot to a link in order to
finally result in two separate, unlinked monomers. The LSE model currently performs a single recombination
move on a knotted Θ-SAP. The next step would be to allow links as the starting state in the LSE model, in
order to investigate the link-to-knot transition probabilities, and also model the case when the recombination
sites are in separate molecules. If multiple recombinase steps are to be modelled at one time, it is likely
that a ‘reset’ stage will be needed (such as in the tangle analysis shown in Figure 2.10). To incorporate this,
secondary DLE and IKE structures may be needed.
An additional next step, with the potential to make the LSE model more biologically realistic, would be
to add quantities such as the Yukawa potential (similar to Schmirler’s work [89]) to take salt concentrations
into account, or to use more complicated lattices, such as the face-centered cubic lattice or the body-centered
cubic lattice, to explore which features are lattice-independent. Additionally, due to the geometrical layout of
Θ, the recombination sites in the LSE model are not geometrically parallel as in other recombinase models.
Therefore, a new fixed structure could be determined which would allow the recombination sites to be
geometrically parallel. This would also allow for the study of new structures, since it has been shown that
the specific choice of structure does affect the link transition probabilities.
In Chapter 4 it was stated that some fits for IKE Case 2 were quite poor (as seen in Table 4.8). The
main statistical package used in this work was R, however fits were also attempted using the computing
environment MATLAB. Neither of these packages were able to achieve acceptable fits, however it is possible
that by using other statistical packages, fits could be achieved. In Chapter 5 it was stated that not enough
data was generated in order to do a full analysis of polygons with two equal length SAWs. With more
generated data this would be possible, allowing for a better comparison to the results from tangle analysis,
as well as biological experiments. A new MCMC simulation is currently being run in order to generate four
times as many polygons. It is expected that with this new data, a full analysis of polygons with two equal
SAWs will be able to be performed.
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Another area of interest is to make a more extensive comparison of the LSP and LSE models. In this
thesis only a brief comparison was performed, however more work is expected to lead to interesting results.
For example, by comparing the knot reduction factors, the unknot/knot ratio could be investigated for the
two models to see which model is more efficient at knot reduction. Also, in Chapter 4 it was mentioned that
the LSP model has been applied to a second fixed structure called the Symmetric Structure. An equivalent
strand exchange could be constructed for this structure and the LSE model could be applied in order to see
the changes in the link transition probabilities.
The LSE model was created to model recombinase-DNA interactions, however, it provides a general model
for any local enzyme-DNA interaction. For this reason it would be of interest to have a user-friendly tool in
which these enzyme-DNA interactions could be viewed and manipulated. This self-contained tool would allow
the user to choose the specific enzyme of interest, and then visualize a model of the selected enzyme acting
on the DNA. The user would be able to view statistical values, such as link transition probabilities, or view
the action in mathematical terms such as via tangle analysis tools. This type of tool would allow students
and researchers to be introduced to this area of research much more easily, as well as provide applications
for biologists to explore specific analysis or visual questions.
Finally, the tables found in Appendix B list all the observed link transitions for the LSE model. It is
expected that other research groups will be interested in these observations, for example a tangle analysis
expert could fully characterize the DLE and IKE moves from the observed link transitions. Therefore, a
public website with this information and larger versions of the figures shown in Appendix B is expected to
be useful to the research community in this area.
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Appendix A
Appendix: Analysis
A.1 Nmax(K) Graphs
Graphs of Nmax(K) graphs for starting knot types 3
+
1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , and 5
−
2 . For the the determined
Nmax(K) values see Table 4.1 in Section 4.1.1.
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Figure A.1: Plot of the relative standard error starting with 3+1 to determine Nmax(3
+
1 ).
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Figure A.2: Plot of the relative standard error starting with 3−1 to determine Nmax(3
−
1 ).
124
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0  500  1000  1500  2000  2500  3000
rep1
rep2
rep3
rep4
rep5
rep6
rep7
rep8
rep9
rep10
min: 0.00000
max: 0.00500
Nmax(41) Plot
δ
(r
)
n
(4
1
)
n
Figure A.3: Plot of the relative standard error starting with 41 to determine Nmax(41).
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Figure A.4: Plot of the relative standard error starting with 5+1 to determine Nmax(5
+
1 ).
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Figure A.5: Plot of the relative standard error starting with 5−1 to determine Nmax(5
−
1 ).
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Figure A.6: Plot of the relative standard error starting with 5+2 to determine Nmax(5
+
2 ).
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Figure A.7: Plot of the relative standard error starting with 5−2 to determine Nmax(5
−
2 ).
A.2 Warm-up Analysis
Graphs of warm-up analysis for 5−1 replications two to ten. For the determine k
∗, k∗, and k values see Table
4.2 in Section 4.1.2.
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Figure A.8: Plot of warm-up analysis for replication two.
(
h(X
(2)
j ), j = 0, . . . , t0
)
is the aver-
age polygon length over all 14 chains,
(
h¯(X
(2)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
2()
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
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Figure A.9: Plot of warm-up analysis for replication three.
(
h(X
(3)
j ), j = 0, . . . , t0
)
is the av-
erage polygon length over all 14 chains,
(
h¯(X
(3)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(3)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
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Figure A.10: Plot of warm-up analysis for replication four.
(
h(X
(4)
j ), j = 0, . . . , t0
)
is the av-
erage polygon length over all 14 chains,
(
h¯(X
(4)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(4)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
128
 0
 200
 400
 600
 800
 1000
 0  50  100  150  200  250  300  350  400
Warm-up Analysis for 5−1 Replication 5
Time Step (billion)
h¯(X
(5)
0,t0
) h¯(X
(5)
0,j ) h¯(X
(5)
0,t0
)
Figure A.11: Plot of warm-up analysis for replication five.
(
h(X
(5)
j ), j = 0, . . . , t0
)
is the av-
erage polygon length over all 14 chains,
(
h¯(X
(5)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(5)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
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Figure A.12: Plot of warm-up analysis for replication six.
(
h(X
(6)
j ), j = 0, . . . , t0
)
is the aver-
age polygon length over all 14 chains,
(
h¯(X
(6)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(6)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
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Figure A.13: Plot of warm-up analysis for replication seven.
(
h(X
(7)
j ), j = 0, . . . , t0
)
is the av-
erage polygon length over all 14 chains,
(
h¯(X
(7)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(7)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
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Figure A.14: Plot of warm-up analysis for replication eight.
(
h(X
(8)
j ), j = 0, . . . , t0
)
is the av-
erage polygon length over all 14 chains,
(
h¯(X
(8)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(8)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
130
 0
 200
 400
 600
 800
 1000
 0  50  100  150  200  250  300  350  400
Warm-up Analysis for 5−1 Replication 9
Time Step (billion)
h¯(X
(9)
0,t0
) h¯(X
(9)
0,j ) h¯(X
(9)
0,t0
)
Figure A.15: Plot of warm-up analysis for replication nine.
(
h(X
(9)
j ), j = 0, . . . , t0
)
is the av-
erage polygon length over all 14 chains,
(
h¯(X
(9)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(9)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
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Figure A.16: Plot of warm-up analysis for replication ten.
(
h(X
(10)
j ), j = 0, . . . , t0
)
is the av-
erage polygon length over all 14 chains,
(
h¯(X
(10)
0,j ), j = 0, . . . , t0
)
is the first j column average, and(
h¯(X
(10)
j,t0
), j = 0, . . . , t0
)
is the the last j column average. Each is plotted over all 400 billion time
steps.
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Appendix B
Appendix: Link Transitions
B.1 Link Transitions
The following tables contain all observed transition probabilities given a successful strand exchange occurs.
The first column (SE) of each table contains the observed knots given an IKE occurs or observed links given
a DLE occurs. If an IKE occurs, column two (K/L) contains the corresponding link of the DLE. If a DLE
occurs, column two (K/L) contains the corresponding knot of the IKE. Column three (L/K) is the link or
knot type for the opposite move of that shown in column one for the example polygon in column six i.e. if a
IKE occurs column three is the link resulting from a DLE on a example smallest polygon. Column four (Size)
is the smallest polygon observed from the given strand exchange. Column five (Block Size)) is the grouped-n
block size estimate for the given transition probability. As in Section 3.5.6 for Case 2 knots from Case 1,
ΓSE,C1, must be removed. Grouped-n block sizes were also calculated when ΓSE,C1 knots had been removed
but the same block size determined. Block sizes can only be determined when there is sufficient data for the
transition probability. When insufficient data occurred, column four will have ‘-”. Column six is a lattice
picture (Lattice Picture) of one smallest size for the given strand exchange. Column seven (Representative)
is a representative of the given knot or link type. It is a lattice polygon that has been reduced in size and
relaxed in order to better see the shape of the knot or link. The orientation the representative knot and
link does not necessarily correspond to the given knot of link type displayed with the positive or negative or
letter from a to d. Representative polygons are only given for knot and link types were grouped-n blocking
has been done.
As stated in Section 2.3 a link that is linked together is display with l(K ∪ K ′), while a knot that is
unlinked is displayed with u(K ∪ K ′). There are two other knots not discussed earlier, n(K ∪ K ′) and
o(K ∪ K ′). These knot are a knot linked with φ where there are four crossing between K and φ due to a
twisting of one of the knots. ’comp.’ and ‘l comp.’ represent knots and links which contain the original
knot, i.e. knots that are not ΓSE,C1. ‘unk.’ and ‘l unk.’ represent knots and links that were not able to be
identified.
B.2 Knot Type φ Observed Transitions
[Knot Type Unknot Observed Transitions]
Table B.1: Table showing all observed knot and link types after a strand exchange starting with φ.
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 01 0
2
1 14 50
IKE 3+1 2
2
1b 32 80
Continued on next page
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Table B.1 – φ knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 3−1 4
2
1d 60 − −
IKE 5+1 4
2
1a 138 − −
IKE 5−1 7
2
7b 366 − −
IKE 5−2 l3.1c 226 − −
IKE 8−20 7
2
8c 1, 196 − −
DLE 021 01 14 50
DLE 221a 01 22 50
Continued on next page
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Table B.1 – φ knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 221b 3
+
1 32 − −
DLE 421a 5
+
1 138 − −
DLE 421d 3
−
1 60 − −
DLE 621c 5
−
1 452 − −
DLE 727b 5
−
1 366 − −
DLE 728c 8
−
20 1, 196 − −
Continued on next page
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Table B.1 – φ knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(3+1
∪φ)
5+1 656 − −
DLE l(3−1
∪φ)
5−2 226 − −
DLE l unk. 01 668 - - -
- s - - 50 - -
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B.3 Knot Type 3+1 Observed Transitions
Table B.2: Table showing all observed knot and link types after a strand exchange starting with 3+1 .
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 01 4
2
1b 32 60
IKE 3+1 u(3
+
1
∪φ)
32 70
IKE 41 2
2
1a 34 60
IKE 5−2 6
2
2a 70 70
IKE 6+2 5
2
1a 74 − −
Continued on next page
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Table B.2 – 3+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 7+1 l(5
+
1
∪φ)
208 − −
IKE 7+2 9
2
47a 670 − −
IKE 7+3 9
2
44a 746 − −
IKE 7+5 l(5
+
2
∪φ)
356 − −
IKE 7+7 9
2
54b 638 − −
IKE 8+2 9
2
53a 714 − −
Continued on next page
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Table B.2 – 3+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8−19 7
2
1b 218 − −
IKE 8−21 6
2
3d 162 − −
IKE 3+1 #3
+
1 l(3
+
1
∪φ)
74 80
IKE 3−1 #3
−
1 6
2
1c 82 − −
IKE 3+1 #3
−
1 n(3
+
1
∪φ)
122 − −
Continued on next page
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Table B.2 – 3+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 3+1 #5
+
1 l(3
+
1 #3
+
1
∪φ)
296 − −
IKE ΓIKE,C1 - - 60 - -
IKE comp. - - 80 - -
DLE 221a 41 34 60
DLE 421b 01 34 60
DLE 521a 6
+
2 74 − −
DLE 621c 3
−
1 #3
−
1 82 − −
Continued on next page
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Table B.2 – 3+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 622a 5
−
2 70 − −
DLE 623d 8
−
21 162 − −
DLE 721b 8
+
2 714 − −
DLE 822b 7
−
3 1, 174 − −
DLE 9244a 7
+
3 746 − −
DLE 9253a 8
−
19 218 − −
Continued on next page
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Table B.2 – 3+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9254b 7
+
7 638 − −
DLE l(3+1
∪φ)
3+1 44 − −
DLE l(3+1
∪φ)
3+1 #3
+
1 74 80
DLE l(5+1
∪φ)
7+1 208 − −
DLE l(5+2
∪φ)
7+5 356 − −
Continued on next page
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Table B.2 – 3+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(3+1 #3
+
1
∪φ)
3+1 #5
+
1 296 − −
DLE n(3+1
∪φ)
3+1 #5
+
1 300 − −
DLE n(3+1
∪φ)
3+1 #3
−
1 122 − −
DLE u(3+1
∪φ)
3+1 32 70
DLE l unk. 31 184 - - -
DLE ΓDLE,C1 - - 60 - -
DLE l comp. - - 70 - -
- s - - 70 - -
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B.4 Knot Type 3−1 Observed Transitions
Table B.3: Table showing all observed knot and link types after a strand exchange starting with 3−1 .
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 01 2
2
1a 30 60
IKE 3+1 u(3
+
1
∪φ)
32 70
IKE 41 5
2
1a 54 80
IKE 5−2 4
2
1b 52 70
IKE 6+2 7
2
1b 190 − −
Continued on next page
Table B.3 – 3−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 7+1 9
2
43d 318 − −
IKE 7+2 l(5
+
2
∪φ)
208 − −
IKE 7+3 l(5
+
1
∪φ)
454 − −
IKE 7+5 9
2
48c 3234 − −
IKE 7+6 7
2
4c 350 − −
IKE 8−19 6
2
1c 164 − −
Continued on next page
144
Table B.3 – 3−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8−21 9
2
54d 1, 796 − −
IKE 3+1 #3
+
1 n(3
+
1
∪φ)
140 − −
IKE 3−1 #3
−
1 6
2
3d 130 − −
IKE 3+1 #3
−
1 l(3
+
1
∪φ)
72 80
Continued on next page
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Table B.3 – 3−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 3+1 #5
−
1 n(3
+
1
∪φ)
172 − −
IKE ΓIKE,C1 - - 70 - -
IKE comp. - - 80 - -
DLE 221a 01 30 50
DLE 421b 5
−
2 52 80
DLE 521a 41 54 80
DLE 621c 8
−
19 164 − −
Continued on next page
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Table B.3 – 3−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 622a 7
−
3 164 − −
DLE 623d 3
−
1 #3
−
1 130 − −
DLE 721b 6
+
2 190 − −
DLE 724c 7
+
6 350 − −
DLE 9243d 7
+
1 318 − −
DLE 9247a 7
+
5 3, 234 − −
Continued on next page
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Table B.3 – 3−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9254d 8
−
21 1, 796 − −
DLE l(3+1
∪φ)
3+1 #3
−
1 72 80
DLE l(3+1
∪φ)
3+1 44 80
DLE l(5+1
∪φ)
7+3 454 − −
Continued on next page
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Table B.3 – 3−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(5+2
∪φ)
7+2 208 − −
DLE l(3+1 #3
−
1
∪φ)
3+1 #5
−
1 1, 388 − −
DLE n(3+1
∪φ)
3+1 #3
+
1 140 − −
DLE n(3+1
∪φ)
3+1 #5
−
1 172 − −
Continued on next page
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Table B.3 – 3−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE u(3+1
∪φ)
3+1 32 70
DLE l unk. 01 182 −
DLE ΓDLE,C1 − − 60 − −
DLE l comp. − − 70 − −
− s − − 70 − −
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B.5 Knot Type 41 Observed Transitions
Table B.4: Table showing all observed knot and link types after a strand exchange starting with 41.
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 3+1 5
2
1a 44 70
IKE 3−1 2
2
1a 36 60
IKE 41 u(41
∪φ)
40 80
IKE 5+2 2
2
1b 42 70
IKE 5−2 6
2
3d 68 80
IKE 6+3 5
2
1c 66 80
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 7+1 n(3
+
1
∪φ)
100 − −
IKE 7−1 9
2
49a 180 − −
IKE 7+4 9
2
50a 296 − −
IKE 7−4 7
2
5c 196 − −
IKE 7+5 9
2
52a 118 − −
IKE 7−5 n(3
−
1
∪φ)
130 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8−1 l(6
−
1 ∪ φ) 196 − −
IKE 8+2 l(6
+
2
∪φ)
152 − −
IKE 8+6 l(6
+
1
∪φ)
292 − −
IKE 8+7 7
2
2c 218 − −
IKE 8−7 9
2
2a 394 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8−11 l(6
−
2
∪φ)
336 − −
IKE 8−15 8
2
11b 508 − −
IKE 9+6 8
2
3b 1, 084 − −
IKE 9−45 9
2
58a 372 − −
IKE 9−49 7
2
5b 566 − −
IKE 10−139 9
2
49d 312 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10−143 9
5
22d 420 − −
IKE unk. n(41 ∪
φ)
238 − −
IKE ΓIKE,C1 - - 60 - -
IKE comp. - - 80 - -
IKE 3+1 #41 l(41
∪φ)
80 80
IKE 3−1 #41 n(41
∪φ)
216 − −
DLE 221a 3
−
1 36 60
DLE 221b 5
+
2 42 70
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 521a 3
+
1 44 70
DLE 521c 6
+
3 66 80
DLE 623a 7
+
5 120 − −
DLE 623d 5
−
2 68 − −
DLE 722b 6
+
3 130 − −
DLE 722c 8
+
7 218 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 725b 9
−
49 566 − −
DLE 725c 7
−
4 196 − −
DLE 823b 9
+
6 1, 084 − −
DLE 823c 7
−
5 186 − −
DLE 8211b 8
−
15 508 − −
DLE 9249a 7
−
1 180 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9249d 10
−
139 312 − −
DLE 9250a 7
+
4 296 − −
DLE 9252a 7
+
5 118 − −
DLE 9252d 10
−
143 420 − −
DLE 9258a 9
−
45 372 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(41
∪φ)
41 54 80
DLE l(41
∪φ)
3+1 #41 80 80
DLE l(6+1
∪φ)
8+6 292 − −
DLE l(6−1
∪φ)
81s 196 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(3+1 #41
∪φ)
unk. 720 − −
DLE n(3+1
∪φ)
7+1 100 − −
DLE n(3−1
∪φ)
7−5 130 − −
DLE n(41
∪φ)
unk. 238 − −
Continued on next page
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Table B.4 – 41 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE n(41
∪φ
3−1 #41 176 − −
DLE u(41
∪φ)
41 40 80
DLE l unk. 3−1 188 − − −
DLE ΓDLE,C1 − − 60 − −
DLE l comp. − − 80 − −
− s − − 70 − −
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B.6 Knot Type 5+1 Observed Transitions
Table B.5: Table showing all observed knot and link types after a strand exchange starting with 5+1 .
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 01 7
2
7d 42 70
IKE 5+1 u(5
+
1
∪φ)
42 80
IKE 5−1 9
2
61a 90 100
IKE 6−1 4
2
1b 46 80
IKE 6+2 l(3
+
1
∪φ)
50 80
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 7+2 unk. 588 − −
IKE 7−2 8
2
2d 108 − −
IKE 7+6 l(5
+
2
∪φ)
80 − −
IKE 8+4 7
2
1a 112 − −
IKE 8+5 7
2
4c 104 − −
IKE 8−14 8
2
5a 284 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8+20 9
2
60d 94 − −
IKE 8−20 9
2
51c 88 − −
IKE 8−21 6
2
2a 84 − −
IKE 9+1 l(7
+
1
∪φ)
264 − −
IKE 9−4 unk. 1, 926 − −
IKE 9+8 unk. 486 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 9+9 l(7
−
3
∪φ)
310 − −
IKE 9−16 l(7
+
5
∪φ)
276 − −
IKE 10+8 9
2
4a 476 − −
IKE 10−46 9
2
19c 1, 068 − −
IKE 10−124 unk. 198 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10−126 unk. 820 − −
IKE 10+128 unk. 564 − −
IKE 10−128 unk. 654 − −
IKE 10−131 8
2
5c 248 − −
IKE 10−138 8
2
7b 408 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10−150 9
2
56c 206 − −
IKE 10−152 unk. 372 − −
IKE unk. 9220a 290 - - -
IKE 3+1 #5
+
1 l(5
+
1
∪φ)
102 100
IKE 3−1 #5
+
1 unk. 138 − −
IKE 3−1 #5
−
2 8
2
2b 164 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE ΓIKE,C1 − - 70 - -
IKE comp. − - 100 - -
DLE 421b 6
−
1 46 70
DLE 621a 01 44 70
DLE 622a 8
−
21 84 − −
DLE 721a 8
+
4 112 − −
DLE 724c 8
+
5 104 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 727d 01 42 70
DLE 822b 3
−
1 #5
−
2 164 − −
DLE 822d 7
−
2 108 − −
DLE 825a 8
−
14 284 − −
DLE 825c 10
−
131 248 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 826a 41#41 160 − −
DLE 827b 10
−
138 408 − −
DLE 924a 10
+
8 476 − −
DLE 9219c 10
−
46 1, 068 − −
DLE 9220a unk. 290 − −
DLE 9244c unk. 696 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9251c 8
−
20 88 − −
DLE 9256c 10
−
150 206 − −
DLE 9260d 8
+
20 94 − −
DLE 9261a 5
−
1 90 − −
DLE l(3+1
∪φ)
6+2 50 80
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(5+1
∪φ)
5+1 62 100
DLE l(5+1
∪φ)
3+1 #5
+
1 102 100
DLE l(5+2
∪φ)
7+6 80 − −
DLE l(7+1
∪φ)
9+1 264 − −
Continued on next page
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Table B.5 – 5+1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(7−3
∪φ)
9+9 310 − −
DLE l(7+5
∪φ)
9−16 276 − −
DLE u(5+1
∪φ)
5+1 42 80
DLE l unk. 5+1 136 − − −
DLE ΓDLE,C1 − − 70 − −
DLE l comp. − − 80 − −
DLE s − − 80 − −
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B.7 Knot Type 5−1 Observed Transitions
Table B.6: Table showing all observed knot and link types after a strand exchange starting with 5−1 .
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 01 4
2
1c 40 70
IKE 5+1 6
2
2b 72 80
IKE 5−1 u(5
−
1
∪φ)
46 100
IKE 6+1 7
2
1d 70 100
IKE 6−2 7
2
4a 74 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 7+2 6
2
1d 74 − −
IKE 7−2 9
2
44c 248 − −
IKE 7−6 9
2
56a 168 − −
IKE 8−4 9
2
4c 292 − −
IKE 8−5 9
2
19b 324 − −
IKE 8+14 unk. 254 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8+20 7
2
7a 68 − −
IKE 8−20 l(5
−
2
∪φ)
94 100
IKE 9−1 unk. 386 − −
IKE 9−4 l(7
+
3
∪φ)
372 − −
IKE 9−7 l(7
−
5
∪φ)
406 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 9−8 9
2
19a 690 − −
IKE 10+128 unk. 202 − −
IKE 10−128 8
2
2c 358 − −
IKE 10−133 unk. 294 − −
IKE 10+155 unk. 656 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10−160 8
2
5d 612 − −
IKE 10+161 9
2
61b 178 − −
IKE 3+1 #5
+
1 unk. 140 − −
IKE 3+1 #5
−
1 l(5
−
1
∪φ)
92 100
IKE unk. unk. 260 − − −
IKE ΓIKE,C1 − − 70 − −
IKE comp. − − 100 − −
DLE 421c 01 40 70
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 621d 7
+
2 74 100
DLE 622b 5
+
1 72 80
DLE 721d 6
+
1 70 100
DLE 724a 6
−
2 74 100
DLE 727a 820 68 100
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 822a 9
+
4 314 − −
DLE 822c 10
−
128 358 − −
DLE 825b 3
+
1 #5
+
2 122 − −
DLE 825d 10
−
160 612 − −
DLE 826d 10
−
136 580 − −
DLE 827c 41#41 174 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 924c 8
−
4 292 − −
DLE 9219a 9
−
8 690 − −
DLE 9219b 8
−
5 324 − −
DLE 9244c 7
−
2 248 − −
DLE 9251b 10
+
126 228 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9256a 7
−
6 168 − −
DLE 9257c 8
+
21 120 − −
DLE 9261b 10
+
161 178 − −
DLE l(3−1
∪φ)
01 42 70
DLE l(5−1
∪φ)
5−1 64 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(5−1
∪φ)
3+1 #5
−
1 92 100
DLE l(5−2
∪φ)
8−20 94 100
DLE l(7+3
∪φ)
9−4 372 − −
DLE l(7−5
∪φ)
9−7 406 − −
Continued on next page
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Table B.6 – 5−1 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE u(5−1
∪φ)
5−1 46 100
DLE l unk. 3−1 #5
−
1 140 − − −
DLE ΓDLE,C1 − − 70 − −
DLE l comp. − − 100 − −
- s − − 70 − −
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B.8 Knot Type 5+2 Observed Transitions
Table B.7: Table showing all observed knot and link types after a strand exchange starting with 5+2 .
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 01 l(3
+
1
∪φ)
42 60
IKE 3−1 6
2
2a 48 80
IKE 4+1 6
2
3b 46 80
IKE 5−1 unk. 368 − −
IKE 5+2 u(5
+
2
∪φ)
48 80
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 6+1 2
2
1a 50 80
IKE 6−2 4
2
1d 48 80
IKE 6+3 7
2
5a 72 100
IKE 7−1 unk. 418 − −
IKE 7+5 9
2
55a 144 − −
IKE 7−5 8
2
4d 102 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 7−6 8
2
5a 122 − −
IKE 7−7 9
2
58c 194 − −
IKE 8−1 n(41
∪φ)
156 − −
IKE 8+2 o(3
+
1
∪φ)
130 − −
IKE 8−5 unk. 228 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8+6 7
2
3a 120 − −
IKE 8+8 unk. 536 − −
IKE 8+9 7
2
2b 96 − −
IKE 8−10 9
2
20a 190 − −
IKE 8−11 unk. 270 − −
IKE 8+14 unk. 312 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8+19 l(5
+
1
∪φ)
64 80
IKE 8+21 7
2
8a 72 100
IKE 9+1 unk. 352 − −
IKE 9−3 l(7
−
3
∪φ)
634 − −
IKE 9+6 l(7
+
5
∪φ)
316 − −
IKE 9+7 l(7
+
2
∪φ)
288 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 9+8 l(7
+
6
∪φ)
352 − −
IKE 9−13 l(7
−
4
∪φ)
930 − −
IKE 9+20 9
2
18c 274 − −
IKE 9+42 7
2
1a 136 − −
IKE 9+45 9
2
46a 1, 266 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10+6 9
2
3a 438 − −
IKE 10−54 unk. 1, 114 − −
IKE 10+124 unk. 164 − −
IKE 10+125 unk. 864 − −
IKE 10+127 9
2
52a 262 − −
IKE 10−127 8
2
3c 552 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10−133 8
2
5c 234 − −
IKE 10+148 unk. 396 − −
IKE 10+151 unk. 328 − −
IKE 10+152 9
2
59a 446 − −
IKE 3−1 #5
−
1 8
2
1d 132 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 3+1 #5
+
2 l(5
+
2
∪φ)
88 100
IKE 3−1 #5
+
2 unk. 142 − −
IKE unk. 9227c 246 − − −
IKE ΓIKE,C1 − − 80 − −
IKE comp. − − 100 − −
DLE 221a 6
+
1 50 70
DLE 421d 6
−
2 48 70
DLE 622a 3
−
1 48 70
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 623b 4
+
1 46 80
DLE 721a 942 136 − −
DLE 722b 8
+
9 96 − −
DLE 723a 8
+
6 120 − −
DLE 725a 6
+
3 72 100
DLE 728a 8
+
21 72 80
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 821d 3
−
1 #5
−
1 132 − −
DLE 823c 10
−
127 552 − −
DLE 824d 7
−
5 102 − −
DLE 825a 7
−
6 122 − −
DLE 825c 10
−
133 234 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 923a 10
+
6 438 − −
DLE 9218c 9
+
20 274 − −
DLE 9220a 8
−
10 190 − −
DLE 9227c unk. 246 − −
DLE 9246a 9
+
45 1, 266 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9250a unk. 1, 160 − −
DLE 9252a 10
+
127 262 − −
DLE 9255a 7
+
5 144 − −
DLE 9258c 7
−
7 194 − −
DLE 9259a 10
+
152 446 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(3+1
∪φ)
01 42 70
DLE l(5+1
∪φ)
8+19 64 100
DLE l(5+2
∪φ)
5+2 64 100
DLE l(5+2
∪φ)
3+1 #5
+
2 88 100
Continued on next page
198
Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(7+2
∪φ)
9+7 288 − −
DLE l(7−3
∪φ)
9−3 634 − −
DLE l(7−4
∪φ)
9−13 930 − −
DLE l(7+5
∪φ)
9+6 316 − −
Continued on next page
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Table B.7 – 5+2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(7+6
∪φ)
9+8 352 − −
DLE n(41
∪φ)
8−1 156 − −
DLE o(3+1
∪φ)
8+2 130 − −
DLE u(5+2
∪φ)
5+2 48 80
DLE l unk. 3−1 #5
+
2 142 − − −
DLE ΓDLE,C1 − − 80 − −
DLE l comp. − − 70 − −
- s − − 80 − −
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B.9 Knot Type 5−2 Observed Transitions
Table B.8: Table showing all observed knot and link types after a strand exchange starting with 5−2 .
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 01 7
2
8c 46 80
IKE 3+1 4
2
1a 42 70
IKE 41 2
2
1b 42 70
IKE 5+1 unk. 254 − −
IKE 5−2 u(5
−
2
∪φ)
46 100
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 6−1 7
2
3c 80 100
IKE 6+2 7
2
2c 84 100
IKE 6+3 l(3
−
1
∪φ)
56 80
IKE 7+1 9
2
51d 266 − −
IKE 7+5 6
2
2b 80 100
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 7−5 l(5
−
1
∪φ)
90 − −
IKE 7+6 6
2
3c 82 100
IKE 7+7 7
2
1d 90 − −
IKE 8+1 unk. 440 − −
IKE 8−2 9
2
50d 244 − −
IKE 8+5 8
2
9c 320 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8−6 9
2
3d 288 − −
IKE 8+9 9
2
5b 360 − −
IKE 8+10 7
2
5d 134 − −
IKE 8+11 n(41
∪φ)
138 − −
IKE 8−14 o(3
−
1
∪φ)
216 − −
IKE 8−19 9
2
59d 112 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 8−21 9
2
52d 110 − −
IKE 9−2 l(7
−
2
∪φ)
304 − −
IKE 9−8 unk. 1158 − −
IKE 9+9 8
2
4a 342 − −
IKE 9+10 l(7
+
3
∪φ)
460 − −
IKE 9−11 8
2
5d 214 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 9−24 l(7
−
6
∪φ)
908 − −
IKE 9−33 9
2
39a 486 − −
IKE 9−36 9
2
28b 856 − −
IKE 9+42 unk. 270 − −
IKE 9−45 unk. 360 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10−124 8
2
1a 116 − −
IKE 10+125 unk. 324 − −
IKE 10+126 unk. 182 − −
IKE 10+127 unk. 816 − −
IKE 10−137 unk. 804 − −
IKE 10−138 unk. 322 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE 10−140 9
2
46c 166 − −
IKE 10−148 9
2
55c 240 − −
IKE 3+1 #5
+
1 8
2
3b 178 − −
IKE 3−1 #5
−
2 unk. 182 − −
IKE 3+1 #5
−
2 l(5
−
2
∪φ)
106 100
IKE unk. unk. 418 − − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
IKE ΓIKE,C1 − − 70 − −
IKE comp. − − 100 − −
DLE 221b 41 42 70
DLE 421a 3
+
1 42 70
DLE 622b 7
+
5 80 100
DLE 623c 7
+
6 82 100
DLE 721d 7
+
7 90 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 722c 6
+
2 84 100
DLE 723c 6
−
1 80 100
DLE 725d 810 134 − −
DLE 728c 01 46 80 −
DLE 821a 10
−
124 116 − −
DLE 823b 3
+
1 #5
+
1 178 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 824a 9
+
9 342 − −
DLE 825d 9
−
11 214 − −
DLE 829c 8
+
5 320 − −
DLE 923d 8
−
6 288 − −
DLE 925b 8
+
9 360 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9228b 9
−
36 856 − −
DLE 9239a 9
−
33 486 − −
DLE 9246c 10
−
140 166 − −
DLE 9250d 8
−
2 244 − −
DLE 9251d 7
+
1 266 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE 9252d 8
−
21 110 − −
DLE 9255c 10
−
148 240 − −
DLE 9259d 8
−
19 112 − −
DLE l(3−1
∪φ)
6+3 56 80
DLE l(5−1
∪φ)
7−5 90 100
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(5−2
∪φ)
5−2 62 100
DLE l(5−2
∪φ)
8c4s 106 100
DLE l(7−2
∪φ)
9−2 304 − −
DLE l(7+3
∪φ)
9+10 460 − −
Continued on next page
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Table B.8 – 5−2 knot and link types after a strand exchange continued from previous page
SE K/L L/K Size Block
Size/2
Lattice Picture Representative
DLE l(7−6
∪φ)
9−24 908 − −
DLE n(4−1
∪φ)
811v 138 − −
DLE o(3−1
∪φ)
8−14 216 − −
DLE u(5−2
∪φ)
5−2 46 100
DLE l unk. 3−1 #5
−
2 182 − − −
DLE ΓDLE,C1 − − 70 − −
DLE l comp. − − 100 − −
- s − − 80 − −
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Appendix C
Appendix: Comparing LSP and LSE
C.1 Comparing LSP and LSE
This section contains Tables comparing the LSE model to the LSP model. Three tables will be presented for
each knot type K ∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }: 1) a table comparing the knot type of a SP to the knot
type of an IKE for knot type K; 2) a table comparing the DLE options when the SP is K → K and; 3) a
table comparing the possible SP knot types for each DLE link type.
Tables C.1, C.4, C.7, C.10, C.13, C.16, C.19 and C.22 show the resulting knot types of a SP compared to
the resulting knot type of an IKE for each starting knot type K =∈ {φ, 3+1 , 3
−
1 , 41, 5
+
1 , 5
−
1 , 5
+
2 , 5
−
2 }. In these
tables the first column shows the knot type from a strand passage in the LSP model and the second column
shows the knot type of an IKE in the LSE model. The third column shows the number of polygons for which
this combination was found, with column four showing with the percentage out of the total 560, 000, 000
sampled Θ-SAPs. Column five shows the smallest Θ-SAP size with the given combination.
Tables C.2, C.5, C.8, C.11, C.14, C.17, C.20 and C.23 show the observed link types from DLE when a
SP keeps the knot type the same. Column one shows the SP knot type (the same as the starting knot), and
column two shows the possible link types resulting from a DLE. The third column shows the counts of this
particular combination, with the percentage of this set out of the 560, 000, 000 sampled Θ-SAPs shown in
column four. Column five displays the smallest knot of this combination. It can be seen that in all starting
knot types K, over 99% of the links are the starting knot unlinked with an unknot, i.e. u(K ∪ φ), with very
small proportions of other links.
Tables C.3, C.6, C.9, C.12, C.15, C.18, C.21, and C.24 show the possible link types of a DLE strand
exchange and the corresponding possible knot types of a SP with the LSP model. Column one shows the
resulting link type of a DLE, and column two shows the resulting knot type of a SP. Column three shows
the count of the number of Θ-SAP polygons with this combination, and column four shows the sample
percentage of the combination is of the total 560, 000, 000 sampled Θ-SAPs. Again, column five shows the
smallest polygon length of such a combination.
C.2 Knot Type φ Tables
[Knot Type Unknot Tables]
Table C.1: Comparing SP to IKE knot type φ
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 487, 616, 873 87.074442 −
f 01 5, 847, 492 1.044195 16
f 3+1 4, 489 0.000802 32
f 3−1 187 0.000033 66
f 5+1 17 0.000003 168
f 5−1 2 0.000000 366
f 8−20 1 0.000000 1, 196
01 01 65, 671, 007 11.726966 14
01 3
+
1 6 0.000001 228
3+1 01 836, 625 0.149397 14
Continued on next page
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Table C.1 – Comparing SP to IKE knot type φ continued from
previous page
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
41 01 10 0.000002 208
41 3
+
1 22, 343 0.003990 34
5+2 3
−
1 831 0.000148 60
6−1 5
+
1 93 0.000017 138
6+2 5
+
1 2 0.000000 656
6+3 5
−
2 9 0.000002 226
7+2 5
−
1 10 0.000002 452
8+20 5
−
1 3 0.000001 510
Table C.2: Comparing SP to possible DLE for knot type φ
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
01 0
2
1 65, 627, 967 99.93445205 14
01 2
2
1a 214 99.93445205 36
01 2
2
1b 3 0.00000459 228
01 l unk. 317 0.000482709 4, 534
Table C.3: Comparing DLE to possible SP knot type φ
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 487, 616, 873 87.074442 −
021 f 5, 655, 480 1.009907 16
021 01 65, 670, 479 11.726871 14
021 3
+
1 172 0.000031 14
021 41 3 0.000001 208
221a f 191, 974 0.034281 22
221a 01 214 0.000038 36
221a 3
+
1 836, 431 0.149363 24
221a 41 2 0.000000 404
221b f 4, 490 0.000802 32
221b 01 3 0.000001 228
221b 3
+
1 1 0.000000 398
221b 41 22, 348 0.003991 34
421a f 17 0.000003 168
421a 6
−
1 93 0.000017 138
421d f 187 0.000033 66
421d 5
+
2 831 0.000148 60
621c f 1 0.000000 1, 064
621c 7
+
2 10 0.000002 452
727b f 1 0.000000 366
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Table C.3 – Comparing DLE to possible SP knot type φ
continued from previous page
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
727b 8
+
20 3 0.000001 510
728c f 1 0.000000 1, 196
l(3+1 ∪ φ) 6
+
2 2 0.000000 656
l(3−1 ∪ φ) 6
+
3 9 0.000002 226
l unk. f 37 0.000007 4, 350
l unk. 01 317 0.000057 4, 534
l unk. 3+1 21 0.000004 668
C.3 Knot Type 3+1 Tables
Table C.4: Comparing SP to IKE knot type 3+1
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 504, 009, 514 90.001699 −
f 01 598, 103 0.106804 34
f 3+1 3, 961, 935 0.707488 32
f 41 441, 223 0.078790 34
f 5−2 338 0.000060 74
f 7+1 1 0.000000 2, 086
f 7+5 1 0.000000 664
f 3+1 #31 2, 955 0.000528 74
f 3+1 #3
−
1 117 0.000021 132
f 6+2 350 0.000063 78
f 8+2 2 0.000000 714
f 3+1 #41 5 0.000001 352
f 3−1 #3
−
1 12 0.000002 116
f 821s 1 0.000000 422
3+1 01 3, 101 0.000554 42
3+1 3
+
1 44, 713, 664 7.984583 32
3+1 41 2, 338 0.000418 60
3+1 5
−
2 1 0.000000 450
3+1 3
+
1 #31 16 0.000003 196
3+1 6
+
2 1 0.000000 1, 710
5+1 01 3, 277, 756 0.585314 32
5+1 3
+
1 1, 369 0.000244 44
5+1 41 89 0.000016 64
5+2 01 82 0.000015 58
5+2 3
+
1 982 0.000175 54
5+2 41 2, 376, 653 0.424402 34
7+4 3
−
1 #3
−
1 140 0.000025 82
7+5 3
+
1 1 0.000000 234
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Table C.4 – Comparing SP to IKE knot type 3+1 continued from
previous page
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
7+5 5
−
2 1, 572 0.000281 70
7+6 6
+
2 1, 661 0.000297 74
8+2 7
+
1 21 0.000004 208
8+14 7
+
5 2 0.000000 356
9+7 7
−
3 1 0.000000 1, 174
9+8 8
+
2 14 0.000002 798
948
− 8−21 3 0.000001 162
10+127 7
+
3 1 0.000000 746
10+145 8
−
19 2 0.000000 218
10+159 7
+
7 1 0.000000 638
3+1 #3
+
1 01 49 0.000009 204
3+1 #3
+
1 3
+
1 590, 587 0.105462 44
3+1 #3
+
1 41 33 0.000006 66
3+1 #41 01 3 0.000001 386
3+1 #41 31 12 0.000002 578
3+1 #41 41 1 0.000000 1, 662
3+1 #41 31 14, 770 0.002638 76
3+1 #5
+
2 3
+
1 #3
−
1 503 0.000090 122
unk. 3+1 #5
+
1 12 0.000002 296
Table C.5: Comparing SP to possible DLE for knot type 3+1
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
31 2
2
1a 460 0.001029 60
31 4
2
1b 622 0.001391 42
31 u(3
+
1 ∪ φ) 44, 717, 131 99.995550 32
31 l(3
+
1 ∪ φ) 2 0.000004 196
31 l(3
+
1 ∪ φ) 113 0.000253 130
31 l unk. 793 0.001773 184
Table C.6: Comparing DLE to possible SP knot type 3+1
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 504, 009, 514 90.001699 −
221a f 441, 170 0.078780 34
221a 3
+
1 460 0.000082 60
221a 5
+
1 29 0.000005 64
221a 5
+
2 2, 377, 372 0.424531 34
221a 3
+
1 #3
+
1 6 0.000001 66
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Table C.6 – Comparing DLE to possible SP knot type 3+1
continued from previous page
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
421b f 598, 033 0.106792 34
421b 3
+
1 622 0.000111 42
421b 5
+
1 3, 278, 714 0.585485 32
421b 5
+
2 23 0.000004 58
421b 3
+
1 #3
+
1 4 0.000001 330
421b 3
+
1 #41 1 0.000000 780
521a f 351 0.000063 78
521a 7
+
6 1, 661 0.000297 74
621c f 12 0.000002 116
621c 7
+
4 140 0.000025 82
622a f 338 0.000060 74
622a 7
+
5 1, 573 0.000281 70
623d f 1 0.000000 422
623d 9
−
48 3 0.000001 162
721b 9
+
8 14 0.000002 798
721b f 2 0.000000 714
822b 9
+
7 1 0.000000 1, 174
9244a 10
+
127 1 0.000000 746
9247a 10
+
133 2 0.000000 670
9253a 10
+
145 2 0.000000 218
9254b 10
+
159 1 0.000000 638
l(3+1 ∪ φ) f 135, 598 0.024214 46
l(3+1 ∪ φ) 3
+
1 113 0.000020 130
l(3+1 ∪ φ) 5
+
1 5 0.000001 376
l(3+1 ∪ φ) 5
+
2 7 0.000001 184
l(3+1 ∪ φ) 3
+
1 #3
+
1 590, 540 0.105454 44
l(3+1 ∪ φ) f 2, 957 0.000528 74
l(3+1 ∪ φ) 3
+
1 2 0.000000 196
l(3+1 ∪ φ) 3
+
1 #41 14, 785 0.002640 76
l(5+1 ∪ φ) f 1 0.000000 2, 086
l(5+1 ∪ φ) 8
+
2 21 0.000004 208
l(5+2 ∪ φ) f 1 0.000000 664
l(5+2 ∪ φ) 8
+
14 2 0.000000 356
l(3+1 #3
+
1 ∪
φ)
l unk. 2 0.000000 296
n(31 ∪ φ) f 117 0.000021 132
n(31 ∪ φ) 3
+
1 #5
+
2 503 0.000090 122
n(3+1 ∪ φ) f 5 0.000001 352
n(3+1 ∪ φ) l unk. 10 0.000002 300
u(3+1 ∪ φ) f 3, 826, 397 0.683285 32
u(3+1 ∪ φ) 3
+
1 44, 717, 131 7.985202 32
u(3+1 ∪ φ) 5
+
1 466 0.000083 44
u(3+1 ∪ φ) 5
+
2 314 0.000056 56
u(3+1 ∪ φ) 3
+
1 #3
+
1 112 0.000020 68
l unk. f 60 0.000011 4, 640
l unk. 3+1 793 0.000142 184
l unk. 5+2 1 0.000000 458
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Table C.6 – Comparing DLE to possible SP knot type 3+1
continued from previous page
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
l unk. 3+1 #3
+
1 7 0.000001 266
C.4 Knot Type 3−1 Tables
Table C.7: Comparing SP to IKE knot type 3−1
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 494, 651, 054 88.330545 −
f 01 2, 684, 765 0.479422 32
f 3+1 2, 218, 241 0.396114 32
f 41 5, 432 0.000970 54
f 5−2 5, 928 0.001059 56
f 7−3 5 0.000001 164
f 7+6 4 0.000001 616
f 8−19 14 0.000002 628
f 3+1 #3
+
1 70 0.000012 162
f 3+1 #3
−
1 1, 768 0.000316 80
f 6+2 5 0.000001 744
f 7+2 2 0.000000 288
f 3+1 #5
−
1 2 0.000000 242
f 3−1 #3
−
1 12 0.000002 342
01 01 34, 975, 622 6.245647 30
01 3
+
1 74, 803 0.013358 36
01 41 82 0.000015 74
01 5
−
2 93 0.000017 98
01 3
+
1 #3
−
1 21 0.000004 150
01 3
−
1 #3
−
1 1 0.000000 190
3+1 01 103, 513 0.018484 32
3+1 3
+
1 24, 860, 942 4.439454 32
3+1 41 76 0.000014 86
3+1 5
−
2 72 0.000013 74
3+1 3
+
1 #3
−
1 22 0.000004 172
6+2 01 118 0.000021 40
6+2 3
+
1 67 0.000012 62
6+2 5
−
2 29, 979 0.005353 52
6+3 0
+
1 86 0.000015 50
6+3 3
+
1 33 0.000006 82
6+3 41 27, 075 0.004835 54
7+7 01 3 0.000001 152
7+7 3
+
1 1 0.000000 290
7+7 3
−
1 #3
−
1 89 0.000016 130
Continued on next page
221
Table C.7 – Comparing SP to IKE knot type 3−1 continued from
previous page
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
8+6 7
−
3 23 0.000004 178
8+7 7
+
3 2 0.000000 454
8−8 6
+
2 63 0.000011 190
8+8 7
+
2 7 0.000001 208
8+16 7
+
6 14 0.000002 350
9+46 8
−
19 43 0.000008 164
10+125 7
+
1 1 0.000000 318
10−135 7
+
5 1 0.000000 3, 234
10−146 8
−
21 1 0.000000 1, 796
3+1 #3
−
1 01 1, 451 0.000259 42
3+1 #3
−
1 3
+
1 348, 709 0.062269 46
3+1 #3
−
1 41 1 0.000000 306
3+1 #3
−
1 5
−
2 1 0.000000 436
3+1 #41 01 25 0.000004 74
3+1 #41 3
+
1 12 0.000002 62
3+1 #41 3
+
1 #3
−
1 9, 321 0.001664 72
3+1 #5
−
2 01 4 0.000001 70
3+1 #5
−
2 3
+
1 #3
+
1 310 0.000055 140
unk. 3+1 #5
−
1 11 0.000002 172
Table C.8: Comparing SP to possible DLE for knot type 3−1
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
3+1 2
2
1a 92, 983 0.372459 32
3+1 u(3
+
1 ∪ φ) 24, 870, 659 99.623603 32
3+1 l(3
+
1 ∪ φ) 614 0.002459 70
3+1 l(3
+
1 ∪ φ) 9 0.000036 172
3+1 4
2
1b 64 0.000256 74
3+1 5
2
1a 69 0.000276 86
3+1 l unk. 227 0.000909 296
Table C.9: Comparing DLE to possible SP knot type 3−1
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 494, 651, 054 88.330545 −
221a f 2, 683, 999 0.479286 32
221a 01 34, 978, 517 6.246164 30
221a 3
+
1 92, 983 0.016604 32
221a 6
+
2 109 0.000019 40
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Table C.9 – Comparing DLE to possible SP knot type 3−1
continued from previous page
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
221a 6
+
3 81 0.000014 50
221a 7
+
7 3 0.000001 152
221a 3
+
1 #3
−
1 1, 262 0.000225 42
221a 3
+
1 #41 23 0.000004 74
221a 3
+
1 #5
−
2 4 0.000001 70
421b f 5, 929 0.001059 56
421b 01 89 0.000016 98
421b 3
+
1 64 0.000011 74
421b 6
+
2 29, 992 0.005356 52
421b 3
+
1 #3
−
1 1 0.000000 436
521a f 5, 432 0.000970 54
521a 01 80 0.000014 74
521a 3
+
1 69 0.000012 86
521a 6
+
3 27, 081 0.004836 54
521a 3
+
1 #3
−
1 1 0.000000 306
621c f 14 0.000002 628
621c 9
+
46 43 0.000008 164
622a f 5 0.000001 164
622a 8
+
6 23 0.000004 178
623d f 12 0.000002 342
623d 01 1 0.000000 190
623d 7
+
7 89 0.000016 130
721b f 5 0.000001 744
721b 8
−
8 63 0.000011 190
724c f 4 0.000001 616
724c 8
+
16 14 0.000002 350
9243d 10
+
125 1 0.000000 318
9248c 10
−
135 1 0.000000 3, 234
9254d 10
−
146 1 0.000000 1, 796
l(3+1 ∪ φ) f 1, 770 0.000316 80
l(3+1 ∪ φ) 01 20 0.000004 150
l(3+1 ∪ φ) 3
+
1 9 0.000002 172
l(3+1 ∪ φ) 3
+
1 #41 9, 324 0.001665 72
l(3+1 ∪ φ) f 79, 213 0.014145 44
l(3+1 ∪ φ) 01 772 0.000138 78
l(3+1 ∪ φ) 3
+
1 614 0.000110 70
l(3+1 ∪ φ) 3
+
1 #3
−
1 348, 167 0.062173 46
l(5+1 ∪ φ) 8
+
7 2 0.000000 454
l(5+2 ∪ φ) f 2 0.000000 288
l(5+2 ∪ φ) 8
+
8 7 0.000001 208
n(31 ∪ φ) f 1 0.000000 242
n(31 ∪ φ) l unk. 10 0.000002 172
n(3+1 ∪ φ) f 70 0.000012 162
n(3+1 ∪ φ) 3
+
1 #5
−
2 310 0.000055 140
u(3+1 ∪ φ) f 2, 139, 776 0.382103 32
u(3+1 ∪ φ) 01 71, 140 0.012704 36
u(3+1 ∪ φ) 3
+
1 24, 870, 659 4.441189 32
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Table C.9 – Comparing DLE to possible SP knot type 3−1
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
u(3+1 ∪ φ) 6
+
2 63 0.000011 62
u(3+1 ∪ φ) 6
+
3 32 0.000006 82
u(3+1 ∪ φ) 7
+
7 1 0.000000 290
u(3+1 ∪ φ) 3
+
1 #3
−
1 725 0.000129 50
u(3+1 ∪ φ) 3
+
1 #41 11 0.000002 62
l unk. f 15 0.000003 6, 690
l unk. 01 3 0.000001 182
l unk. 3+1 227 0.000041 296
l unk. 3+1 #3
−
1 6 0.000001 7, 230
C.5 Knot Type 41 Tables
Table C.10: Comparing SP to IKE knot type 41
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 493, 790, 078 88.176800 −
f 3+1 174, 844 0.031222 44
f 3−1 28, 958, 912 5.171234 36
f 41 2, 778, 190 0.496105 42
f 5+2 250, 801 0.044786 44
f 5−2 5, 374 0.000960 68
f 6+3 4, 245 0.000758 72
f 7+1 27 0.000005 196
f 7−1 1 0.000000 306
f 7+4 1 0.000000 668
f 7+5 176 0.000031 120
f 7−5 19 0.000003 148
f 3+1 #41 2, 045 0.000365 80
f 3−1 #41 85 0.000015 216
f 8−1 2 0.000000 396
f 8+7 9 0.000002 268
f 9+6 1 0.000000 1, 420
f 10−143 2 0.000000 420
f l unk. 2 0.000000 238
41 3
−
1 32, 856 0.005867 50
41 3
+
1 1, 441 0.000257 78
41 41 31, 048, 787 5.544426 40
41 5
+
2 2, 026 0.000362 72
41 5
−
2 34 0.000006 122
41 6
+
3 28 0.000005 346
41 7
+
1 1 0.000000 400
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Table C.10 – Comparing SP to IKE knot type 41 continued from
previous page
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
41 7
+
5 1 0.000000 3, 506
41 3
+
1 #41 3 0.000001 700
unk. l unk. 22 0.000004 276
unk. 10139s 5 0.000001 312
6+1 3
+
1 28 0.000005 74
6+1 3
−
1 651 0.000116 58
6+1 41 977 0.000174 64
6+1 5
+
2 1, 489, 128 0.265916 42
6+1 5
−
2 2 0.000000 386
6+1 7
+
5 1 0.000000 682
6+2 3
+
1 975, 505 0.174197 44
6+2 3
−
1 526 0.000094 80
6+2 41 715 0.000128 52
6+2 5
+
2 31 0.000006 74
6+2 6
+
3 4 0.000001 2, 454
6+2 3
+
1 #41 1 0.000000 1, 026
7+6 3
+
1 3 0.000001 712
7+6 3
−
1 18 0.000003 114
7+6 41 23 0.000004 142
7+6 5
+
2 2 0.000000 336
7+6 5
−
2 27, 279 0.004871 74
8+12 3
−
1 1 0.000000 452
8+12 7
+
5 833 0.000149 134
7+7 3
−
1 6 0.000001 384
7+7 41 14 0.000002 192
7+7 6
+
3 20, 033 0.003577 66
8+4 7
+
1 162 0.000029 100
8+13 7
−
5 64 0.000011 130
8+14 6
+
3 519 0.000093 132
8+16 7
−
4 6 0.000001 196
9+8 8
−
1 4 0.000001 196
9−15 7
−
5 37 0.000007 186
912
+ 3−1 #41 417 0.000074 176
9+17 8
+
2 6 0.000001 152
9+19 8
+
6 3 0.000001 292
9−19 8
+
7 76 0.000014 218
9+27 8
−
11 2 0.000000 336
9+33 8
−
15 1 0.000000 508
10+35 9
+
6 14 0.000002 1, 084
10+36 8
−
7 1 0.000000 394
10+140 7
−
1 8 0.000001 180
10+144 3
+
1 1 0.000000 756
10+144 7
+
5 6 0.000001 118
10−155 7
+
4 2 0.000000 296
10−158 9
−
49 3 0.000001 566
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Table C.10 – Comparing SP to IKE knot type 41 continued from
previous page
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
10−163 9
−
45 2 0.000000 372
3+1 #41 3
+
1 19 0.000003 96
3+1 #41 3
−
1 610 0.000109 68
3+1 #41 41 421, 900 0.075339 66
3+1 #41 5
+
2 36 0.000006 140
3+1 #41 5
−
2 2 0.000000 822
3+1 #41 3
+
1 #41 1 0.000000 3, 770
41#41 3
−
1 15 0.000003 200
41#41 41 21 0.000004 800
41#41 5
+
2 1 0.000000 458
41#41 3
+
1 #41 10, 262 0.001833 92
Table C.11: Comparing SP to possible DLE for knot type 41
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
41 2
2
1a 31, 929 0.102715 50
41 2
2
1b 2, 094 0.006736 72
41 5
2
1a 1, 388 0.004465 78
41 5
2
1c 26 0.000084 308
41 6
2
3a 2 0.000006 248
41 6
2
3d 25 0.000080 122
41 l(41 ∪ φ) 660 0.002123 74
41 l(41 ∪ φ) 19 0.000061 660
41 n(3
+
1 ∪ φ) 1 0.000003 400
41 u(41 cupφ) 31, 047, 917 99.880136 40
41 l unk. 1, 116 0.003590 188
Table C.12: Comparing DLE to possible SP knot type 41
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 493, 790, 078 88.176800 −
221a f 2, 098, 984 0.374819 38
221a 01 26, 861, 300 4.796661 36
221a 41 31, 929 0.005702 50
221a 6
+
1 653 0.000117 58
221a 6
+
2 467 0.000083 80
221a 7
+
6 14 0.000002 114
221a 7
+
7 9 0.000002 216
221a 3
+
1 #41 541 0.000097 68
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Table C.12 – Comparing DLE to possible SP knot type 41
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
221a 41#41 9 0.000002 200
221b f 250, 131 0.044666 44
221b 01 638 0.000114 62
221b 41 2, 094 0.000374 72
221b 6
+
1 1, 489, 054 0.265903 42
221b 6
+
2 32 0.000006 74
221b 3
+
1 #41 34 0.000006 140
521a f 174, 376 0.031139 44
521a 01 437 0.000078 62
521a 41 1, 388 0.000248 78
521a 6
+
1 32 0.000006 74
521a 6
+
2 975, 584 0.174211 44
521a 8
+
14 1 0.000000 862
521a 3
+
1 #41 20 0.000004 96
521c f 4, 133 0.000738 72
521c 01 10 0.000002 126
521c 41 26 0.000005 308
521c 6
+
2 2 0.000000 2, 454
521c 7
+
7 20, 033 0.003577 66
623a f 173 0.000031 120
623a 41 2 0.000000 248
623a 812 830 0.000148 134
623d f 5, 359 0.000957 68
623d 01 9 0.000002 108
623d 41 25 0.000004 122
623d 6
+
1 1 0.000000 622
623d 7
+
6 27, 295 0.004874 74
623d 3
+
1 #41 1 0.000000 822
722b f 104 0.000019 130
722b 6
+
2 1 0.000000 1, 028
722b 8
+
14 518 0.000092 132
722c f 9 0.000002 268
722c 9
−
19 76 0.000014 218
725b 10
−
158 3 0.000001 566
725c 8
+
16 6 0.000001 196
823b f 1 0.000000 1, 420
823b 10
+
35 14 0.000002 1, 084
823c f 8 0.000001 326
823c 9
−
15 37 0.000007 186
8211b 9
+
33 1 0.000000 508
922a 10
+
36 1 0.000000 394
9249a f 1 0.000000 306
9249a 10
+
140 8 0.000001 180
9249d l unk. 5 0.000001 312
9250a f 1 0.000000 668
9250a 10
−
155 2 0.000000 296
9252a f 2 0.000000 1, 326
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Table C.12 – Comparing DLE to possible SP knot type 41
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
9252a 10
+
144 7 0.000001 118
9252d f 2 0.000000 420
9258a 10
−
163 2 0.000000 372
l(41 ∪ φ) f 96, 496 0.017231 54
l(41 ∪ φ) 01 238 0.000043 64
l(41 ∪ φ) 41 660 0.000118 74
l(41 ∪ φ) 6
+
1 17 0.000003 224
l(41 ∪ φ) 6
+
2 8 0.000001 380
l(41 ∪ φ) 3
+
1 #41 421156 0.075206 66
l(41 ∪ φ) f 2, 044 0.000365 80
l(41 ∪ φ) 01 8 0.000001 150
l(41 ∪ φ) 41 19 0.000003 660
l(41 ∪ φ) 3
+
1 #41 1 0.000000 3, 770
l(41 ∪ φ) 41#41 10, 271 0.001834 92
l(41 ∪ φ) 9
+
19 3 0.000001 292
l(6−1 ∪ φ) f 2 0.000000 396
l(6−1 ∪ φ) 9
+
8 4 0.000001 196
l(6+2 ∪ φ) 9
+
17 6 0.000001 152
l(6−2 ∪ φ) 9
+
27 2 0.000000 336
l(3+1 #41 ∪
φ)
l unk. 2 0.000000 720
n(3+1 ∪ φ) f 26 0.000005 196
n(3+1 ∪ φ) 41 1 0.000000 400
n(3+1 ∪ φ) 8
+
4 162 0.000029 100
n(3−1 ∪ φ) f 11 0.000002 148
n(3−1 ∪ φ) 8
+
13 64 0.000011 130
n(41 ∪ φ) f 2 0.000000 238
n(41 ∪ φ) l unk. 19 0.000003 276
n(41 ∪ φ) f 86 0.000015 216
n(41 ∪ φ) 9
+
12 417 0.000074 176
u(41 ∪ φ) f 2, 665, 173 0.475924 42
u(41 ∪ φ) 01 14, 750 0.002634 48
u(41 ∪ φ) 41 31, 047, 917 5.544271 40
u(41 ∪ φ) 6
+
1 1, 030 0.000184 74
u(41 ∪ φ) 6
+
2 688 0.000123 84
u(41 ∪ φ) 7
+
6 16 0.000003 366
u(41 ∪ φ) 7
+
7 11 0.000002 440
u(41 ∪ φ) 8
+
12 4 0.000001 556
u(41 ∪ φ) 3
+
1 #41 732 0.000131 98
u(41 ∪ φ) 41#41 19 0.000003 508
l unk. f 126 0.000022 1, 018
l unk. 01 96 0.000017 5, 774
l unk. 41 1, 116 0.000199 188
l unk. 3+1 #41 83 0.000015 5, 202
l unk. l unk. 1 0.000000 1, 354
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C.6 Knot Type 5+1 Tables
Table C.13: Comparing SP to IKE knot type 5+1
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 494, 842, 720 88.364771 −
f 01 1, 167, 093 0.208409 44
f 5+1 4, 286, 199 0.765393 46
f 5−1 192 0.000034 90
f 6−1 405, 500 0.072411 46
f 7−2 365 0.000065 112
f 7+6 403 0.000072 80
f 8+4 226 0.000040 112
f 8+5 158 0.000028 144
f 8−14 1 0.000000 624
f 8+20 28 0.000005 148
f 8−20 253 0.000045 98
f 9+1 2 0.000000 314
f 9−4 1 0.000000 2, 408
f 9+8 1 0.000000 486
f 9+9 2 0.000000 478
f 9−16 3 0.000001 276
f 10−124 1 0.000000 558
f 10+128 2 0.000000 712
f 10−131 3 0.000001 490
f 10−138 1 0.000000 582
f 10−150 2 0.000000 526
f l unk. 8 0.000001 290
f 6+2 171, 682 0.030658 50
f 7+2 5 0.000001 638
f 8−21 416 0.000074 84
f 3+1 #5
+
1 2, 759 0.000493 112
f 3−1 #5
+
1 108 0.000019 150
f 3−1 #5
−
2 34 0.000006 184
f 41#41 6 0.000001 178
5+1 01 4, 782 0.000854 56
5+1 5
+
1 48, 262, 754 8.618349 42
5+1 6
−
1 1, 610 0.000287 62
5+1 6
+
2 775 0.000138 70
5+1 7
+
6 1 0.000000 1, 008
5+1 8
+
5 2 0.000000 260
5+1 8
−
20 1 0.000000 184
5+1 8
−
21 1 0.000000 364
5+1 3
+
1 #5
+
1 10 0.000002 294
5+1 3
−
1 #5
+
1 1 0.000000 3, 538
5+1 3
−
1 #5
−
2 1 0.000000 196
7+1 01 4, 656, 922 0.831593 44
7+1 5
+
1 3, 393 0.000606 62
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SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
7+1 6
−
1 204 0.000036 78
7+1 6
+
2 67 0.000012 76
7+3 01 218 0.000039 96
7+3 5
+
1 1, 697 0.000303 72
7+3 6
−
1 2, 171, 053 0.387688 50
7+3 6
+
2 33 0.000006 90
7+5 01 117 0.000021 88
7+5 5
+
1 873 0.000156 72
7+5 6
−
1 33 0.000006 114
7+5 6
+
2 1, 037, 898 0.185339 52
8+15 5
+
1 2 0.000000 462
8+15 7
+
6 3, 259 0.000582 88
8+19 01 2, 359, 146 0.421276 42
8+19 5
+
1 1, 909 0.000341 62
8+19 6
−
1 73 0.000013 66
8+19 6
+
2 31 0.000006 100
8+19 8
−
20 1 0.000000 236
8+19 3
+
1 #5
+
1 2 0.000000 344
9+6 7
−
2 1, 808 0.000323 108
9−11 6
−
1 1 0.000000 1, 186
9−11 8
+
4 1, 142 0.000204 126
9−13 5
+
1 1 0.000000 470
9−13 3
−
1 #5
−
2 266 0.000048 164
9+23 41#41 75 0.000013 160
9−36 01 1 0.000000 544
9−36 8
+
5 813 0.000145 104
9+38 8
−
14 1 0.000000 284
9−49 8
−
21 2, 661 0.000475 90
9−49 5
+
1 3 0.000001 140
9−49 6
+
2 1 0.000000 478
10+2 9
+
1 10 0.000002 264
10+14 9
+
9 4 0.000001 310
10−72 9
−
16 14 0.000002 496
10−134 5
+
1 3 0.000001 640
10−134 8
−
20 1, 228 0.000219 88
10−154 8
+
20 134 0.000024 94
10+161 5
−
1 1, 227 0.000219 92
3+1 #5
+
1 01 65 0.000012 140
3+1 #5
+
1 5
+
1 591, 002 0.105536 62
3+1 #5
+
1 6
−
1 19 0.000003 80
3+1 #5
+
1 6
+
2 5 0.000001 136
unk. 01 1 0.000000 432
unk. 5+1 6 0.000001 264
unk. 7+2 7 0.000001 588
unk. 9−4 14 0.000002 1, 926
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Table C.13 – Comparing SP to IKE knot type 5+1 continued from
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SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
unk. 10+8 4 0.000001 476
unk. 10−46 1 0.000000 1, 068
unk. 10−124 16 0.000003 198
unk. 10−126 1 0.000000 820
unk. 10+128 5 0.000001 564
unk. 10−128 1 0.000000 654
unk. 10−131 41 0.000007 248
unk. 10−138 4 0.000001 408
unk. 10−150 4 0.000001 206
unk. 10−152 2 0.000000 372
unk. 3+1 #5
+
1 13, 826 0.002469 102
unk. 3−1 #5
+
1 568 0.000101 138
unk. l unk. 35 0.000006 428
Table C.14: Comparing SP to possible DLE for knot type 5+1
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
5+1 4
2
1b 1, 661 0.003441 62
5+1 6
2
1a 2, 994 0.006203 56
5+1 6
2
2a 1 0.000002 364
5+1 7
2
4c 2 0.000004 260
5+1 7
2
7d 1, 869 0.003872 56
5+1 8
2
2b 1 0.000002 196
5+1 9
2
51c 2 0.000004 184
5+1 l(3
+
1 ∪ φ) 784 0.001624 70
5+1 l(5
+
1 ∪ φ) 550 0.001139 64
5+1 l(5
+
1 ∪ φ) 10 0.000021 294
5+1 l(5
+
2 ∪ φ) 1 0.000002 1, 008
5+1 u(5
+
1 ∪ φ) 48, 260, 402 99.980244 42
5+1 l unk. 1, 661 0.003441 154
Table C.15: Comparing DLE to possible SP knot type 5+1
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 494, 842, 720 88.364771 −
421b f 405, 509 0.072412 46
421b 5
+
1 1, 661 0.000297 62
421b 7
+
1 202 0.000036 78
421b 7
+
3 2, 171, 084 0.387694 50
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
421b 7
+
5 30 0.000005 114
421b 8
+
19 75 0.000013 66
421b 911s 1 0.000000 1, 186
421b 3
+
1 #5
+
1 19 0.000003 80
621a f 788, 157 0.140742 48
621a 5
+
1 2, 994 0.000535 56
621a 7
+
1 4, 656, 811 0.831573 44
621a 7
+
3 149 0.000027 96
621a 7
+
5 60 0.000011 90
621a 8
+
19 110 0.000020 72
621a 3
+
1 #5
+
1 44 0.000008 140
621a l unk. 1 0.000000 432
622a f 416 0.000074 84
622a 5
+
1 1 0.000000 364
622a 9
−
49 2, 662 0.000475 90
721a f 226 0.000040 112
724c f 158 0.000028 144
724c 5
+
1 2 0.000000 260
724c 9
−
36 813 0.000145 104
727d f 379, 207 0.067716 44
727d 5
+
1 1, 869 0.000334 56
727d 7
+
1 179 0.000032 82
727d 7
+
3 63 0.000011 106
727d 7
+
5 58 0.000010 88
727d 8
+
19 2, 359, 072 0.421263 42
727d 3
+
1 #5
+
1 20 0.000004 184
727d 9
−
36 1 0.000000 544
822b f 34 0.000006 184
822b 5
+
1 1 0.000000 196
822b 9
−
13 266 0.000048 164
822d f 365 0.000065 112
822d 9
+
6 1, 808 0.000323 108
825a f 1 0.000000 624
825a 9
+
38 1 0.000000 284
825c f 3 0.000001 490
825c l unk. 41 0.000007 248
826a f 6 0.000001 178
826a 9
+
23 75 0.000013 160
827b f 1 0.000000 582
827b l unk. 4 0.000001 408
924a l unk. 4 0.000001 476
9219c l unk. 1 0.000000 1, 068
9220a f 1 0.000000 290
9244a f 4 0.000001 696
9244a l unk. 13 0.000002 710
9244a f 4 0.000001 696
9251c f 253 0.000045 98
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
9251c 8
+
19 1 0.000000 236
9251c 5
+
1 2 0.000000 184
9251c 10
−
134 1, 228 0.000219 88
9256c f 2 0.000000 526
9256c l unk. 4 0.000001 206
9260d f 28 0.000005 148
9260d 10
−
154 134 0.000024 94
9261a f 192 0.000034 90
9261a 10
+
161 1, 227 0.000219 92
l(3+1 ∪ φ) f 171, 685 0.030658 50
l(3+1 ∪ φ) 5
+
1 784 0.000140 70
l(3+1 ∪ φ) 7
+
1 66 0.000012 76
l(3+1 ∪ φ) 7
+
3 31 0.000006 90
l(3+1 ∪ φ) 7
+
5 1, 037, 917 0.185342 52
l(3+1 ∪ φ) 8
+
19 30 0.000005 100
l(3+1 ∪ φ) 3
+
1 #5
+
1 4 0.000001 344
l(3+1 ∪ φ) 9
−
49 1 0.000000 478
l(5+1 ∪ φ) f 140, 606 0.025108 62
l(5+1 ∪ φ) 5
+
1 550 0.000098 64
l(5+1 ∪ φ) 7
+
1 90 0.000016 90
l(5+1 ∪ φ) 7
+
3 27 0.000005 90
l(5+1 ∪ φ) 7
+
5 9 0.000002 160
l(5+1 ∪ φ) 8
+
19 25 0.000004 138
l(5+1 ∪ φ) 3
+
1 #5
+
1 590, 472 0.105441 62
l(5+1 ∪ φ) f 2, 758 0.000492 112
l(5+1 ∪ φ) 5
+
1 10 0.000002 294
l(5+1 ∪ φ) 8
+
19 2 0.000000 344
l(5+1 ∪ φ) l unk. 13, 823 0.002468 102
l(5+2 ∪ φ) f 403 0.000072 80
l(5+2 ∪ φ) 5
+
1 1 0.000000 1, 008
l(5+2 ∪ φ) 8
+
15 32, 589 0.005819 88
l(7+1 ∪ φ) f 2 0.000000 314
l(7+1 ∪ φ) 10
+
2 10 0.000002 264
l(7−3 ∪ φ) f 2 0.000000 478
l(7−3 ∪ φ) 10
+
14 4 0.000001 310
l(7+5 ∪ φ) f 3 0.000001 276
l(7+5 ∪ φ) 10
−
72 14 0.000002 496
u(5+1 ∪ φ) f 4, 145, 114 0.740199 46
u(5+1 ∪ φ) 5
+
1 48, 260, 402 8.617929 42
u(5+1 ∪ φ) 7
+
1 3, 261 0.000582 62
u(5+1 ∪ φ) 7
+
3 1, 647 0.000294 72
u(5+1 ∪ φ) 7
+
5 849 0.000152 72
u(5+1 ∪ φ) 8
+
15 2 0.000000 462
u(5+1 ∪ φ) 8
+
19 1, 847 0.000330 62
u(5+1 ∪ φ) 3
+
1 #5
+
1 493 0.000088 78
u(5+1 ∪ φ) 9
−
13 1 0.000000 470
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
u(5+1 ∪ φ) 9
−
49 2 0.000000 140
u(5+1 ∪ φ) 10
−
134 3 0.000001 640
u(5+1 ∪ φ) l unk. 7 0.000001 264
l unk. f 255 0.000046 136
l unk. 5+1 1, 661 0.000297 154
l unk. 7+1 5 0.000001 162
l unk. 3+1 #5
+
1 39 0.000007 5, 450
l unk. l unk. 638 0.000114 138
C.7 Knot Type 5−1 Tables
Table C.16: Comparing SP to IKE knot type 5−1
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 492, 608, 514 87.965806 −
f 01 3, 194, 818 0.570503 44
f 5+1 854 0.000152 90
f 5−1 2, 014, 416 0.359717 46
f 6+1 3, 993 0.000713 78
f 6−2 2, 334 0.000417 80
f 7−2 1 0.000000 1, 190
f 7−6 18 0.000003 174
f 8−4 1 0.000000 358
f 8−5 5 0.000001 576
f 8+20 3, 804 0.000679 70
f 8−20 175 0.000031 124
f 9+3 1 0.000000 660
f 9+4 6 0.000001 478
f 9−4 2 0.000000 372
f 9−7 1 0.000000 1, 130
f 10+126 6 0.000001 430
f 10+128 1 0.000000 202
f 10−128 3 0.000001 462
f 10−133 1 0.000000 400
f 10+133 1 0.000000 722
f 10−133 1 0.000000 400
f 10+161 1 0.000000 208
f l unk. 3 0.000001 260
f 7+2 6, 189 0.001105 78
f 8+21 27 0.000005 220
f 3−1 #5
−
1 55 0.000010 224
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Table C.16 – Comparing SP to IKE knot type 5−1 continued from
previous page
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f 3+1 #5
−
1 1, 496 0.000267 112
f 3+1 #5
+
2 5 0.000001 270
f 41#41 4 0.000001 414
3−1 01 31, 880, 370 5.692923 40
3−1 5
+
1 4 0.000001 138
3−1 5
−
1 8, 307 0.001483 54
3−1 6
+
1 8 0.000001 174
3−1 6
−
2 2 0.000000 222
3−1 7
+
2 14 0.000002 96
3−1 8
+
20 14 0.000002 188
3−1 3
+
1 #5
−
1 4 0.000001 724
5−1 01 12, 919 0.002307 60
5−1 5
+
1 2 0.000000 316
5−1 5
−
1 22, 545, 459 4.025975 46
5−1 6
+
1 13 0.000002 262
5−1 6
−
2 3 0.000001 206
5−1 7
+
2 11 0.000002 204
5−1 820 7 0.000001 182
5−1 3
+
1 #5
−
1 5 0.000001 322
5−2 01 7, 299, 159 1.303421 42
5−2 5
−
1 1, 936 0.000346 58
5−2 6
+
1 3 0.000001 192
5−2 7
+
2 5 0.000001 146
5−2 8
+
20 2 0.000000 544
8−2 01 21 0.000004 180
8−2 5
−
1 13 0.000002 240
8−2 7
+
2 31, 866 0.005690 74
8−7 01 15 0.000003 130
8−7 5
−
1 7 0.000001 370
8−7 6
+
1 20, 611 0.003681 70
8−10 01 3 0.000001 332
8−10 5
−
1 2 0.000000 298
8−10 6
−
2 12, 183 0.002176 74
8−16 8
+
21 129 0.000023 120
8−21 01 5 0.000001 172
8−21 5
+
1 7, 153 0.001277 72
8−21 5
−
1 1 0.000000 356
9+26 3
+
1 #5
+
2 22 0.000004 122
9−31 41#41 41 0.000007 174
9+43 01 13 0.000002 118
9+43 5
−
1 7 0.000001 338
9+43 8
+
20 20, 087 0.003587 68
9−45 8
−
20 1, 338 0.000239 94
10+5 9
+
3 3 0.000001 212
10−6 9
+
4 20 0.000004 314
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Knot
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Smallest
Such Knot
10+12 9
−
4 20 0.000004 442
10+15 8
−
4 26 0.000005 292
10+54 8
−
5 7 0.000001 324
10+77 9
−
7 11 0.000002 406
10−85 9
−
8 1 0.000000 690
10−143 7
−
2 9 0.000002 248
10+151 7
−
6 132 0.000024 168
3+1 #5
−
1 01 180 0.000032 98
3+1 #5
−
1 5
−
1 312, 784 0.055854 64
unk. l unk. 18 0.000003 526
unk. 01 6 0.000001 170
unk. 5−1 5 0.000001 566
unk. 814 1 0.000000 254
unk. 9−1 1 0.000000 386
unk. 10+126 37 0.000007 228
unk. 10+128 3 0.000001 432
unk. 10−128 15 0.000003 358
unk. 10+133 2 0.000000 700
unk. 10−133 1 0.000000 294
unk. 10+136 1 0.000000 328
unk. 10−136 2 0.000000 580
unk. 10+155 2 0.000000 656
unk. 10−160 1 0.000000 612
unk. 10+161 12 0.000002 178
unk. 3+1 #5
−
1 7, 820 0.001396 92
Table C.17: Comparing SP to possible DLE for knot type 5−1
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
51s 4
2
1c 8, 908 0.039489 66
51s 6
2
1d 14 0.000062 204
51s 6
2
2b 2 0.000009 316
51s 7
2
1d 15 0.000066 262
51s 7
2
4a 4 0.000018 206
51s 7
2
7a 7 0.000031 182
51s l(3
−
1 ∪ φ) 2, 217 0.009828 60
51s l(5
−
1 ∪ φ) 128 0.000567 126
51s l(5
−
1 ∪ φ) 4 0.000018 322
51s u(5
−
1 ∪ φ) 22, 545, 979 99.944854 46
51s l unk. 1, 141 0.005058 354
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Table C.18: Comparing DLE to possible SP knot type 5−1
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 492, 608, 514 87.965806 −
421c 3
−
1 31, 877, 553 5.692420 40
421c 5
−
1 8, 908 0.001591 66
421c 5
−
2 2, 542 0.000454 64
421c 8
−
2 12 0.000002 180
421c 8
−
7 14 0.000002 130
421c 8
−
10 2 0.000000 484
421c 8
−
21 4 0.000001 172
421c 9
+
43 10 0.000002 118
421c 3
+
1 #5
−
1 159 0.000028 100
421c l unk. 5 0.000001 170
621d f 6, 185 0.001104 78
621d 3
−
1 18 0.000003 96
621d 5
−
1 14 0.000002 204
621d 5
−
2 4 0.000001 244
621d 8
−
2 31, 870 0.005691 74
622b f 855 0.000153 90
622b 3
−
1 4 0.000001 138
622b 5
−
1 2 0.000000 316
622b 8
−
21 7, 154 0.001277 72
721d f 3, 996 0.000714 78
721d 3
−
1 8 0.000001 174
721d 5
−
1 15 0.000003 262
721d 5
−
2 3 0.000001 192
721d 8
−
7 20, 600 0.003679 70
724a f 2, 333 0.000417 80
724a 3
−
1 2 0.000000 222
724a 5
−
1 4 0.000001 206
724a 8
−
10 12, 183 0.002176 74
727a f 3, 804 0.000679 70
727a 3
−
1 16 0.000003 188
727a 5
−
1 7 0.000001 182
727a 5
−
2 2 0.000000 544
727a 9
+
43 20, 090 0.003587 68
822a f 6 0.000001 478
822a 10
−
6 20 0.000004 314
822c f 3 0.000001 462
822c l unk. 15 0.000003 358
825b 9
+
26 22 0.000004 122
825b f 5 0.000001 270
825d l unk. 1 0.000000 612
826d l unk. 2 0.000000 580
827c f 4 0.000001 414
827c 9
−
31 41 0.000007 174
924c f 1 0.000000 358
924c 10
+
15 26 0.000005 292
9219a 10
−
85 1 0.000000 690
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
9219b f 5 0.000001 576
9219b 10
+
54 7 0.000001 324
9244c f 1 0.000000 1190
9244c 10
−
143 9 0.000002 248
9251b f 6 0.000001 430
9251b l unk. 37 0.000007 228
9256a f 18 0.000003 174
9256a 10
+
151 132 0.000024 168
9257c f 27 0.000005 220
9257c 8
−
16 129 0.000023 120
9261b f 1 0.000000 208
9261b l unk. 12 0.000002 178
l(3−1 ∪ φ) f 731, 378 0.130603 44
l(3−1 ∪ φ) 3
−
1 2, 524 0.000451 58
l(3−1 ∪ φ) 5
−
1 2, 217 0.000396 60
l(3−1 ∪ φ) 5
−
2 7, 296, 481 1.302943 42
l(3−1 ∪ φ) 8
−
2 4 0.000001 378
l(3−1 ∪ φ) 8
−
7 2 0.000000 174
l(3−1 ∪ φ) 8
−
10 1 0.000000 332
l(3−1 ∪ φ) 3
+
1 #5
−
1 37 0.000007 98
l(3−1 ∪ φ) l unk. 1 0.000000 256
l51c f 71, 103 0.012697 64
l51c 3
−
1 93 0.000017 100
l51c 5
−
1 128 0.000023 126
l51c 5
−
2 34 0.000006 88
l51c 3
+
1 #5
−
1 312, 582 0.055818 64
l51d f 1, 497 0.000267 112
l51d 3
−
1 4 0.000001 724
l51d 5
−
1 4 0.000001 322
l51d l unk. 7, 820 0.001396 92
l52d f 175 0.000031 124
l52d 9
−
45 1, 338 0.000239 94
l71c f 1 0.000000 660
l71c 10
+
5 3 0.000001 212
l73a f 2 0.000000 372
l73a 10
+
12 20 0.000004 442
l75c f 1 0.000000 1, 130
l75c 10
+
77 11 0.000002 406
u51c f 1, 943, 231 0.347006 46
u51c 3
−
1 7, 877 0.001407 54
u51c 5
−
1 22, 545, 979 4.026068 46
u51c 5
−
2 1, 889 0.000337 58
u51c 8
−
2 14 0.000002 240
u51c 8
−
7 8 0.000001 370
u51c 8
−
10 2 0.000000 298
u51c 8
−
21 1 0.000000 356
u51c 9
+
43 7 0.000001 338
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Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
u51c 3
+
1 #5
−
1 169 0.000030 142
u51c l unk. 5 0.000001 566
l unk. f 249 0.000044 202
l unk. 3−1 624 0.000111 374
l unk. 5−1 1, 141 0.000204 354
l unk. 5−2 150 0.000027 370
l unk. 8−7 9 0.000002 6, 226
l unk. 3+1 #5
−
1 17 0.000003 5, 452
l unk. l unk. 410 0.000073 140
C.8 Knot Type 5+2 Tables
Table C.19: Comparing SP to IKE knot type 5+2
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 497, 242, 475 88.793299 36
f 01 946, 154 0.168956 42
f 3−1 261, 005 0.046608 50
f 41 229, 053 0.040902 46
f 5+2 3, 576, 151 0.638598 50
f 6+1 413, 875 0.073906 50
f 6+3 2, 848 0.000509 84
f 7−1 1 0.000000 852
f 7+5 30 0.000005 268
f 7−5 169 0.000030 140
f 7−6 112 0.000020 168
f 7−7 1 0.000000 198
f 8−1 12 0.000002 182
f 8+6 251 0.000045 144
f 8+9 116 0.000021 184
f 8−10 2 0.000000 268
f 8−11 1 0.000000 944
f 8+19 373 0.000067 64
f 8+21 3, 600 0.000643 72
f 9+7 4 0.000001 434
f 9+8 2 0.000000 352
f 9+11 1 0.000000 1, 148
f 9+42 24 0.000004 188
f 10−54 1 0.000000 1, 472
f 10+127 6 0.000001 372
f 10+152 5 0.000001 686
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SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f l unk. 5 0.000001 950
f 6−2 187, 783 0.033533 48
f 8+2 10 0.000002 216
f 3−1 #5
−
1 18 0.000003 148
f 3+1 #5
+
2 2, 399 0.000428 88
f 3−1 #5
+
2 104 0.000019 142
5+1 01 10, 014, 838 1.788364 42
5+1 3
−
1 40 0.000007 80
5+1 41 25 0.000004 88
5+1 5
+
2 1, 767 0.000316 66
5+1 6
+
1 55 0.000010 72
5+1 6
−
2 27 0.000005 100
5+1 3
−
1 #5
−
1 1 0.000000 1, 082
5+2 01 2, 269 0.000405 68
5+2 41 341 0.000061 76
5+2 3
−
1 402 0.000072 102
5+2 5
+
2 40, 150, 347 7.169705 48
5+2 6
+
1 655 0.000117 88
5+2 6
−
2 328 0.000059 106
5+2 6
+
3 3 0.000001 540
5+2 8
+
21 10 0.000002 218
5+2 3
+
1 #5
+
2 5 0.000001 190
7+1 7
−
1 3 0.000001 418
7+2 01 60 0.000011 74
7+2 3
−
1 16 0.000003 186
7+2 41 14 0.000002 146
7+2 5
+
2 505 0.000090 70
7+2 6
+
1 2, 540, 432 0.453649 50
7+2 6
−
2 6 0.000001 220
7+3 01 37 0.000007 104
7+3 3
−
1 1, 535, 314 0.274163 48
7+3 41 4 0.000001 144
7+3 5
+
2 343 0.000061 78
7+3 6
+
1 13 0.000002 124
7+3 6
−
2 12 0.000002 318
7+4 01 37 0.000007 100
7+4 3
−
1 8 0.000001 212
7+4 41 6 0.000001 340
7+4 5
+
2 235 0.000042 80
7+4 6
+
1 8 0.000001 228
7+4 6
−
2 1, 041, 541 0.185989 54
7+5 01 26 0.000005 60
7+5 3
−
1 7 0.000001 218
7+5 41 1, 274, 928 0.227666 54
7+5 5
+
2 256 0.000046 88
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SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
7+5 6
+
1 8 0.000001 132
7+5 6
−
2 3 0.000001 220
8+15 01 1 0.000000 628
8+15 5
+
2 1 0.000000 6, 280
8+15 6
+
3 15, 108 0.002698 72
9−5 3
−
1 #5
−
1 131 0.000023 132
9−11 5
+
1 78 0.000014 156
9+12 01 2 0.000000 2, 338
9+12 5
+
2 6 0.000001 848
9+12 3
+
1 #5
+
2 12, 291 0.002195 98
9−15 8
+
6 1, 292 0.000231 120
9+18 7
−
5 770 0.000138 102
9+20 8
+
2 78 0.000014 130
9−21 8
+
9 665 0.000119 96
9+23 7
−
6 684 0.000122 122
9−43 6
+
1 1 0.000000 666
9−43 8
+
19 2, 832 0.000506 88
9+45 01 1 0.000000 552
9+45 5
+
2 5 0.000001 690
9+45 6
−
2 1 0.000000 400
945 8
+
21 17, 451 0.003116 74
10+21 9
−
3 7 0.000001 634
10+30 9
−
13 2 0.000000 930
10+36 9
+
7 7 0.000001 288
10+39 9
+
6 3 0.000001 316
10+55 8
−
10 24 0.000004 190
10−72 l unk. 1 0.000000 246
10+78 9
+
8 3 0.000001 484
10−92 9
+
20 1 0.000000 274
10+149 7
+
5 182 0.000033 144
10−157 7
−
7 23 0.000004 194
10−160 9
+
42 99 0.000018 136
10−165 9
+
45 7 0.000001 1, 266
3+1 #5
+
2 01 54 0.000010 272
3+1 #5
+
2 3
−
1 12 0.000002 360
3+1 #5
+
2 41 2 0.000000 474
3+1 #5
+
2 5
+
2 516, 062 0.092154 64
3+1 #5
+
2 6
+
1 14 0.000002 222
3+1 #5
+
2 6
−
2 10 0.000002 436
3+1 #5
+
1 10
+
125 1 0.000000 864
unk. l unk. 23 0.000004 472
unk. 5−1 1 0.000000 368
unk. 8−5 1 0.000000 228
unk. 8+8 5 0.000001 536
unk. 8−11 3 0.000001 270
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SP Knot
Type
IKE
Knot
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Count Percentage of
Total
Smallest
Such Knot
unk. 8+14 2 0.000000 312
unk. 9+11 3 0.000001 352
unk. 10+6 1 0.000000 438
unk. 10−54 4 0.000001 1, 114
unk. 10+124 4 0.000001 164
unk. 10+127 12 0.000002 262
unk. 10−127 4 0.000001 552
unk. 10−133 5 0.000001 234
unk. 10+148 1 0.000000 396
unk. 10+151 1 0.000000 328
unk. 10+152 29 0.000005 446
unk. 3−1 #5
+
2 463 0.000083 168
Table C.20: Comparing SP to possible DLE for knot type 5+2
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
5+2 2
2
1a 246 0.000613 88
5+2 4
2
1d 140 0.000349 106
5+2 6
2
2a 161 0.000401 102
5+2 6
2
3b 112 0.000279 76
5+2 7
2
5a 5 0.000012 540
5+2 7
2
8a 5 0.000012 726
5+2 l(3
+
1 ∪ φ) 845 0.002104 68
5+2 l(5
+
2 ∪ φ) 151 0.000376 202
5+2 l(5
+
2 ∪ φ) 4 0.000010 696
5+2 u(5
+
2 ∪ φ) 40, 150, 379 99.990086 48
5+2 l unk. 2, 312 0.005758 304
Table C.21: Comparing DLE to possible SP knot type 5+2
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 497, 242, 475 88.793299 0
221a f 413, 863 0.073904 50
221a 5
+
1 48 0.000009 72
221a 5
+
2 246 0.000044 88
221a 7
+
2 2, 540, 579 0.453675 50
221a 7
+
3 9 0.000002 124
221a 7
+
4 4 0.000001 494
221a 7
+
5 6 0.000001 132
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
421d f 187, 776 0.033531 48
421d 9
−
43 1 0.000000 666
421d 9
+
45 1 0.000000 400
421d 5
+
1 24 0.000004 114
421d 5
+
2 140 0.000025 106
421d 7
+
2 6 0.000001 290
421d 7
+
3 10 0.000002 322
421d 7
+
4 1, 041, 607 0.186001 54
421d 7
+
5 2 0.000000 220
421d 3
+
1 #5
+
2 2 0.000000 436
622a f 261, 006 0.046608 50
622a 5
+
1 36 0.000006 80
622a 5
+
2 161 0.000029 102
622a 7
+
2 9 0.000002 318
622a 7
+
3 1, 535, 408 0.274180 48
622a 7
+
4 8 0.000001 212
622a 7
+
5 8 0.000001 218
622a 3
+
1 #5
+
2 5 0.000001 462
623b f 229, 049 0.040902 46
623b 5
+
1 21 0.000004 88
623b 5
+
2 112 0.000020 76
623b 7
+
2 7 0.000001 146
623b 7
+
3 3 0.000001 704
623b 7
+
4 4 0.000001 340
623b 7
+
5 1, 275, 002 0.227679 54
721a f 24 0.000004 188
721a 10
−
160 99 0.000018 136
722b f 116 0.000021 184
722b 9
−
21 665 0.000119 96
723a f 251 0.000045 144
723a 9
−
15 1, 292 0.000231 120
725a f 2, 848 0.000509 84
725a 5
+
2 5 0.000001 540
725a 8
+
15 15, 107 0.002698 72
728a f 3, 600 0.000643 72
728a 5
+
1 2 0.000000 150
728a 5
+
2 5 0.000001 726
728a 9
+
45 17, 452 0.003116 74
821d f 18 0.000003 148
821d 9
−
5 131 0.000023 132
823c l unk. 4 0.000001 552
824d f 169 0.000030 140
824d 9
+
18 770 0.000138 102
825a f 112 0.000020 168
825a 9
+
23 684 0.000122 122
825c l unk. 5 0.000001 234
923a l unk. 1 0.000000 438
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
9218c 10
−
92 1 0.000000 274
9220a f 2 0.000000 268
9220a 1055 24 0.000004 190
9246a 10
−
165 7 0.000001 1, 266
9250a l unk. 1 0.000000 1, 160
9252a f 6 0.000001 372
9252a l unk. 12 0.000002 262
9255a f 30 0.000005 268
9255a 10
+
149 182 0.000033 144
9258c f 1 0.000000 198
9258c 10
−
157 23 0.000004 194
9259a f 5 0.000001 686
9259a l unk. 29 0.000005 446
l(3+1 ∪ φ) f 946, 041 0.168936 42
l(3+1 ∪ φ) 5
+
1 10, 015, 053 1.788402 42
l(3+1 ∪ φ) 5
+
2 845 0.000151 68
l(3+1 ∪ φ) 7
+
2 45 0.000008 74
l(3+1 ∪ φ) 7
+
3 29 0.000005 104
l(3+1 ∪ φ) 7
+
4 22 0.000004 100
l(3+1 ∪ φ) 7
+
5 19 0.000003 60
l(3+1 ∪ φ) 8
+
15 1 0.000000 628
l(3+1 ∪ φ) 3
+
1 #5
+
2 14 0.000002 272
l(3+1 ∪ φ) 9
+
12 1 0.000000 4, 302
l(3+1 ∪ φ) 9
+
45 2 0.000000 552
l(5+1 ∪ φ) f 373 0.000067 64
l(5+1 ∪ φ) 7
+
4 1 0.000000 500
l(5+1 ∪ φ) 9
−
43 2, 832 0.000506 88
u(5+2 ∪ φ) f 120, 995 0.021606 64
u(5+2 ∪ φ) 5
+
1 22 0.000004 378
u(5+2 ∪ φ) 5
+
2 151 0.000027 202
u(5+2 ∪ φ) 7
+
2 4 0.000001 448
u(5+2 ∪ φ) 7
+
3 9 0.000002 170
u(5+2 ∪ φ) 7
+
4 4 0.000001 552
u(5+2 ∪ φ) 7
+
5 4 0.000001 274
u(5+2 ∪ φ) 3
+
1 #5
+
2 515, 907 0.092126 64
l(5+2 ∪ φ) f 2, 398 0.000428 88
l(5+2 ∪ φ) 5
+
2 4 0.000001 696
l(5+2 ∪ φ) 9
+
12 12, 296 0.002196 98
l(7+2 ∪ φ) f 4 0.000001 434
l(7+2 ∪ φ) 10
+
36 7 0.000001 288
l(7−3 ∪ φ) 10
+
21 7 0.000001 634
l(7−4 ∪ φ) 10
+
30 2 0.000000 930
l(7+5 ∪ φ) 10
+
39 3 0.000001 316
l(7+6 ∪ φ) f 2 0.000000 352
l(7+6 ∪ φ) 10
+
78 3 0.000001 484
n(41 ∪ φ) f 12 0.000002 182
n(41 ∪ φ) 9
−
11 78 0.000014 156
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
o(3+1 ∪ φ) f 10 0.000002 216
u(5+2 ∪ φ) f 3, 455, 067 0.616976 50
u(5+2 ∪ φ) 5
+
1 1, 544 0.000276 66
u(5+2 ∪ φ) 5
+
2 40, 150, 379 7.169711 48
u(5+2 ∪ φ) 7
+
2 383 0.000068 70
u(5+2 ∪ φ) 7
+
3 250 0.000045 82
u(5+2 ∪ φ) 7
+
4 183 0.000033 80
u(5+2 ∪ φ) 7
+
5 187 0.000033 88
u(5+2 ∪ φ) 8
+
15 2 0.000000 568
u(5+2 ∪ φ) 3
+
1 #5
+
2 113 0.000020 220
u(5+2 ∪ φ) 9
+
12 2 0.000000 848
u(5+2 ∪ φ) 9
+
45 3 0.000001 718
l unk. f 338 0.000060 142
l unk. 5+1 3 0.000001 532
l unk. 5+2 2, 312 0.000413 304
l unk. 7+1 3 0.000001 418
l unk. 7+3 5 0.000001 860
l unk. 7+4 2 0.000000 1, 230
l unk. 3+1 #5
+
1 1 0.000000 864
l unk. 3+1 #5
+
2 113 0.000020 1, 416
l unk. l unk. 510 0.000091 164
C.9 Knot Type 5−2 Tables
Table C.22: Comparing SP to IKE knot type 5−2
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 489, 088, 566 87.337244 36
f 01 83, 492 0.014909 50
f 3+1 1, 277, 128 0.228059 46
f 41 1, 790, 675 0.319763 50
f 5+1 1 0.000000 254
f 5−2 2, 216, 136 0.395739 48
f 6−1 4, 969 0.000887 82
f 6+3 52, 798 0.009428 56
f 7+1 1 0.000000 2, 190
f 7+5 3, 184 0.000569 90
f 7−5 228 0.000041 142
f 7+6 3, 063 0.000547 88
f 7+7 19 0.000003 190
f 8−2 1 0.000000 702
Continued on next page
245
Table C.22 – Comparing SP to IKE knot type 5−2 continued from
previous page
SP Knot
Type
IKE
Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f 8−6 6 0.000001 596
f 8+9 1 0.000000 454
f 8+10 52 0.000009 248
f 8+11 7 0.000001 282
f 8−14 2 0.000000 648
f 8−19 33 0.000006 228
f 9−2 2 0.000000 406
f 9−8 1 0.000000 1, 168
f 9+9 5 0.000001 342
f 9−11 5 0.000001 440
f 9−24 1 0.000000 2, 754
f 10−124 2 0.000000 516
f 10+125 1 0.000000 324
f 10+127 1 0.000000 816
f 10−137 1 0.000000 804
f l unk. 1 0.000000 420
f 6+2 2, 548 0.000455 84
f 8−21 77 0.000014 132
f 3+1 #5
+
1 23 0.000004 268
f 3−1 #5
−
2 60 0.000011 286
f 3+1 #5
−
2 1, 572 0.000281 106
01 01 89 0.000016 80
01 3
+
1 16, 329, 898 2.916053 42
01 41 3, 744 0.000669 56
01 5
−
2 4, 575 0.000817 70
01 6
−
1 4 0.000001 122
01 6
+
2 2 0.000000 404
01 6
+
3 49 0.000009 90
01 7
+
5 3 0.000001 298
01 7
+
6 5 0.000001 218
01 3
+
1 #5
−
2 2 0.000000 1, 182
3−1 01 123 0.000022 64
3−1 3
+
1 3, 637 0.000649 64
3−1 41 22, 934, 044 4.095365 42
3−1 5
−
2 6, 612 0.001181 64
3−1 6
−
1 11 0.000002 194
3−1 6
+
2 7 0.000001 102
3−1 6
+
3 85 0.000015 116
3−1 7
+
5 3 0.000001 132
3−1 7
+
6 12 0.000002 212
5−2 01 318 0.000057 154
5−2 3
+
1 9, 047 0.001616 60
5−2 41 13, 222 0.002361 64
5−2 5
−
2 24, 888, 833 4.444434 46
5−2 6
−
1 22 0.000004 212
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5−2 6
+
2 5 0.000001 764
5−2 6
+
3 177 0.000032 94
5−2 7
+
5 19 0.000003 366
5−2 7
−
5 3 0.000001 178
5−2 7
+
6 19 0.000003 274
5−2 3
+
1 #5
−
2 7 0.000001 2, 190
7−6 01 7 0.000001 146
7−6 3
+
1 36 0.000006 210
7−6 41 89 0.000016 134
7−6 5
−
2 124 0.000022 138
7−6 6
−
1 1 0.000000 684
7−6 6
+
3 336, 791 0.060141 58
8−8 3
+
1 7 0.000001 108
8−8 41 13 0.000002 358
8−8 5
−
2 13 0.000002 124
8−10 41 1 0.000000 908
8−10 7
−
5 1, 808 0.000323 90
8−11 3
+
1 5 0.000001 136
8−11 41 4 0.000001 320
8−11 5
−
2 7 0.000001 322
8−11 7
+
5 16, 483 0.002943 80
8−13 3
+
1 2 0.000000 570
8−13 41 2 0.000000 354
8−13 5
−
2 5 0.000001 206
8−13 6
+
2 12, 901 0.002304 88
8−14 3
+
1 5 0.000001 500
8−14 41 2 0.000000 200
8−14 5
−
2 11 0.000002 312
8−14 7
+
6 15, 364 0.002744 82
8−16 7
+
7 134 0.000024 90
8−20 01 519, 577 0.092782 46
8−20 3
+
1 91 0.000016 96
8−20 41 116 0.000021 80
8−20 5
−
2 166 0.000030 106
8−20 6
+
3 3 0.000001 398
9−12 3
+
1 1 0.000000 2, 342
9−12 41 6 0.000001 116
9−12 5
−
2 7 0.000001 718
9−12 3
+
1 #5
−
2 8, 490 0.001516 112
914 3
+
1 #5
+
1 205 0.000037 178
9−25 8
+
10 346 0.000062 134
926 8
+
11 58 0.000010 138
9−31 8
−
14 35 0.000006 216
9−41 8
+
5 1 0.000000 320
1023 9
+
10 6 0.000001 460
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SP Knot
Type
IKE
Knot
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Count Percentage of
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Smallest
Such Knot
10−24 9
+
9 35 0.000006 406
1031 8
+
9 6 0.000001 360
1034 9
−
2 9 0.000002 304
1037 8
−
6 23 0.000004 288
10−38 9
−
11 23 0.000004 214
10−73 9
−
24 3 0.000001 908
10+87 9
−
36 1 0.000000 856
10−121 9
−
33 1 0.000000 486
10−135 8
−
21 387 0.000069 110
10−141 7
+
1 3 0.000001 266
10−153 8
−
19 217 0.000039 112
3+1 #5
+
1 6
−
1 25, 532 0.004559 80
3+1 #5
−
2 01 5 0.000001 318
3+1 #5
−
2 31 147 0.000026 84
3+1 #5
−
2 41 222 0.000040 78
3+1 #5
−
2 5
−
2 340, 872 0.060870 78
3+1 #5
−
2 63 3 0.000001 1, 024
3+1 #5
−
2 75 1 0.000000 758
3+1 #5
−
2 76 1 0.000000 636
unk. l unk. 10 0.000002 418
unk. 8+1 5 0.000001 440
unk. 8−2 7 0.000001 244
unk. 9−8 8 0.000001 1, 158
unk. 9+42 2 0.000000 270
unk. 9−45 9 0.000002 360
unk. 10−124 9 0.000002 116
unk. 10+125 2 0.000000 630
unk. 10+126 1 0.000000 182
unk. 10−137 2 0.000000 960
unk. 10−138 1 0.000000 322
unk. 10−140 6 0.000001 166
unk. 10−148 5 0.000001 240
unk. 3−1 #5
−
2 280 0.000050 182
Table C.23: Comparing SP to possible DLE for knot type 5−2
SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
5−2 2
2
1b 3, 370 0.013528 64
5−2 4
2
1a 2, 294 0.009209 60
5−2 6
2
2b 6 0.000024 366
5−2 6
2
3c 12 0.000048 570
5−2 7
2
2c 2 0.000008 764
5−2 7
2
3c 4 0.000016 212
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SP Knot
Type
DLE Link
Type
Count Percentage of
Total
Smallest
Such Knot
5−2 7
2
8c 80 0.000321 154
5−2 l(3
−
1 ∪ φ) 62 0.000249 94
5−2 l(5
−
1 ∪ φ) 1 0.000004 178
5−2 l(5
−
2 ∪ φ) 116 0.000466 230
5−2 l(5
−
2 ∪ φ) 2 0.000008 2, 190
5−2 u(5
−
2 ∪ φ) 24, 903, 452 99.967003 46
5−2 l unk. 2, 271 0.009116 268
Table C.24: Comparing DLE to possible SP knot type 5−2
DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
f f 489, 088, 566 87.337244 0
221b f 1, 790, 028 0.319648 50
221b 01 2, 374 0.000424 56
221b 3
−
1 22, 937, 482 4.095979 42
221b 5
−
2 3, 370 0.000602 64
221b 7
−
6 49 0.000009 176
221b 8
−
8 6 0.000001 358
221b 8
−
11 1 0.000000 656
221b 8
−
13 1 0.000000 354
221b 8
−
14 2 0.000000 200
221b 8
−
20 70 0.000012 80
221b 9
−
12 1 0.000000 116
221b 3
+
1 #5
−
2 46 0.000008 78
421a f 1, 276, 660 0.227975 46
421a 01 16, 332, 672 2.916549 42
421a 3
−
1 2, 237 0.000399 64
421a 5
−
2 2, 294 0.000410 60
421a 7
−
6 18 0.000003 220
421a 8
−
8 4 0.000001 108
421a 8
−
11 4 0.000001 136
421a 8
−
14 2 0.000000 500
421a 8
−
20 58 0.000010 96
421a 3
+
1 #5
−
2 32 0.000006 84
622b f 3, 183 0.000568 90
622b 01 2 0.000000 298
622b 3
−
1 2 0.000000 214
622b 5
−
2 6 0.000001 366
622b 8
−
11 16, 488 0.002944 80
623c f 3, 066 0.000548 88
623c 01 7 0.000001 218
623c 3
−
1 8 0.000001 234
623c 5
−
2 12 0.000002 570
623c 8
−
14 15, 366 0.002744 82
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DLE Link
Type
SP Knot
Type
Count Percentage of
Total
Smallest
Such Knot
623c 3
+
1 #5
−
2 1 0.000000 636
721d f 19 0.000003 190
721d 8
−
16 134 0.000024 90
722c f 2, 548 0.000455 84
722c 01 1 0.000000 866
722c 3
−
1 5 0.000001 506
722c 5
−
2 2 0.000000 764
722c 8
−
13 12, 905 0.002304 88
723c f 4, 969 0.000887 82
723c 01 4 0.000001 122
723c 3
−
1 6 0.000001 194
723c 5
−
2 4 0.000001 212
723c 8
−
8 25, 548 0.004562 80
723c 3
+
1 #5
−
2 1 0.000000 2, 344
725d f 52 0.000009 248
725d 9
−
25 346 0.000062 134
728c f 83, 489 0.014909 50
728c 01 55 0.000010 80
728c 3
−
1 82 0.000015 64
728c 5
−
2 80 0.000014 154
728c 7
−
6 6 0.000001 146
728c 8
−
20 519, 705 0.092804 46
728c 3
+
1 #5
−
2 3 0.000001 318
821a f 2 0.000000 516
821a l unk. 9 0.000002 116
823b f 23 0.000004 268
823b 914 205 0.000037 178
824a f 5 0.000001 342
824a 10
−
24 35 0.000006 406
825d f 5 0.000001 440
825d 10
−
38 23 0.000004 214
829c 9
−
41 1 0.000000 320
923d f 6 0.000001 596
923d 1037 23 0.000004 288
925b f 1 0.000000 454
925b 1031 6 0.000001 360
9228b 1087 1 0.000000 856
9239a 10
−
121 1 0.000000 486
9246c l unk. 6 0.000001 166
9250d f 1 0.000000 702
9250d l unk. 7 0.000001 244
9251d f 1 0.000000 2, 190
9252d f 77 0.000014 132
9252d 10
−
135 387 0.000069 110
9255c l unk. 5 0.000001 240
9259d f 33 0.000006 228
9259d 10
−
153 217 0.000039 112
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SP Knot
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Smallest
Such Knot
l(3−1 ∪ φ) f 52, 787 0.009426 56
l(3−1 ∪ φ) 01 29 0.000005 90
l(3−1 ∪ φ) 3
−
1 55 0.000010 116
l(3−1 ∪ φ) 5
−
2 62 0.000011 94
l(3−1 ∪ φ) 7
−
6 336, 881 0.060157 58
l(3−1 ∪ φ) 8
−
20 3 0.000001 398
l(3−1 ∪ φ) 3
+
1 #5
−
2 1 0.000000 1, 024
l(5−1 ∪ φ) f 228 0.000041 142
l(5−1 ∪ φ) 5
−
2 1 0.000000 178
l(5−1 ∪ φ) 8
−
10 1, 809 0.000323 90
l(5−2 ∪ φ) f 78, 571 0.014031 62
l(5−2 ∪ φ) 01 45 0.000008 126
l(5−2 ∪ φ) 3
−
1 67 0.000012 112
l(5−2 ∪ φ) 5
−
2 116 0.000021 230
l(5−2 ∪ φ) 7
−
6 2 0.000000 2, 306
l(5−2 ∪ φ) 8
−
20 2 0.000000 360
l(5−2 ∪ φ) 3
+
1 #5
−
2 340, 992 0.060891 78
l(5−2 ∪ φ) f 1, 564 0.000279 106
l(5−2 ∪ φ) 01 2 0.000000 1, 182
l(5−2 ∪ φ) 5
−
2 2 0.000000 2, 190
l(5−2 ∪ φ) 9
−
12 8, 460 0.001511 112
l(7−2 ∪ φ) f 2 0.000000 406
l(7−2 ∪ φ) 1034 9 0.000002 304
l(7+3 ∪ φ) 1023 6 0.000001 460
l(7−6 ∪ φ) f 1 0.000000 2, 754
l(7−6 ∪ φ) 10
−
73 3 0.000001 908
n(41 ∪ φ) f 7 0.000001 282
n(41 ∪ φ) 926 58 0.000010 138
o(3−1 ∪ φ) f 2 0.000000 648
o(3−1 ∪ φ) 9
−
31 35 0.000006 216
u(5−2 ∪ φ) f 2, 138, 482 0.381872 48
u(5−2 ∪ φ) 01 3, 103 0.000554 72
u(5−2 ∪ φ) 3
−
1 4, 464 0.000797 64
u(5−2 ∪ φ) 5
−
2 24, 903, 452 4.447045 46
u(5−2 ∪ φ) 7
−
6 89 0.000016 138
u(5−2 ∪ φ) 8
−
8 6 0.000001 124
u(5−2 ∪ φ) 8
−
11 6 0.000001 322
u(5−2 ∪ φ) 8
−
13 4 0.000001 206
u(5−2 ∪ φ) 8
−
14 8 0.000001 312
u(5−2 ∪ φ) 8
−
20 114 0.000020 106
u(5−2 ∪ φ) 9
−
12 1 0.000000 1, 930
u(5−2 ∪ φ) 3
+
1 #5
−
2 96 0.000017 140
l unk. f 284 0.000051 254
l unk. 01 77 0.000014 1, 122
l unk. 3−1 126 0.000022 500
l unk. 5−2 2, 271 0.000406 268
Continued on next page
251
Table C.24 – Comparing DLE to possible SP knot type 5−2
continued from previous page
DLE Link
Type
SP Knot
Type
Count Percentage of
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Smallest
Such Knot
l unk. 7−6 3 0.000001 2, 048
l unk. 8−14 4 0.000001 6, 132
l unk. 8−20 1 0.000000 8, 168
l unk. 9−12 42 0.000007 6, 160
l unk. 3+1 #5
−
2 80 0.000014 4, 618
l unk. l unk. 320 0.000057 182
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