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On algebro-geometric Poisson brackets for the
Volterra lattice
A. P. Veselov∗, A. V. Pensko¨ı†
Abstract
A generalization of the theory of algebro-geometric Poisson brackets on
the space of finite-gap Schro¨dinger operators, developped by S. P. Novikov
and A. P. Veselov, to the case of periodic zero-diagonal difference operators
of second order is proposed. A necessary and sufficient condition for such
a bracket to be compatible with higher Volterra flows is found.
AMS MSC 34G20, 34L40
In the theory of integrable systems there exists a remarkable phe-
nomenon: variables, natural from the point of view of spectral theory and
the algebraic geometry, have “nice” symplectic properties. H. Flaschka
and D. McLaughlin [1] seem to be the first to recognize this in the exam-
ples of the KdV equation and the Toda lattice. An attempt to formulate
this phenomenon in a mathematically correct form led S. P. Novikov and
one of the authors (see [2],[3]) to the notion of algebro-geometric Poisson
bracket on the total space of the bundle of hyperelliptic curves (or the
space of finite-gap Schro¨dinger potentials).
The aim of this work is to generalize the result of [2] to the case of
periodic difference second order operators of the form
(Lψ)k = ak+1ψk+1 + akψk−1. (1)
These operators are closely connected with the theory of the Volterra
lattice
c˙k = ck(ck+1 − ck−1), ck = a
2
k, (2)
also known as “the discrete KdV equation” (see [4], [5]).
Interest in such a generalization was brought about, in particular,
by the fact that the corresponding spectral curves have an additional
symmetry. As a result, the quantity of the poles of the eigenfunction (a
discrete version of the Baker-Akhiezer function) is twice as the quantity of
angle variables. Therefore, the general recipe, proposed for the fist time
apparently by E. K. Sklyanin [6], which offers the coordinates of these
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poles as coordinates of separation of variables, does not apply (at least
literally).
In our case one can choose (in many ways) exactly half of the poles;
in these coordinates the canonical 1-form has the “separated” form.
Note that in analogous though much more complicated case of the
Kowalewski top [7], where the spectral curve also has a symmetry, the
similar question is not answered yet as far as the authors know.
Recall primary facts on spectral properties of periodic difference oper-
ators (1) (see [8], [9]) with, in general, complex coefficients:
an+1ψn+1 + anψn−1 = λψn,
an+T = an.
We confine ourselves to the case of an odd period T, T = 2N + 1. In an
even case the spectral curves have other geometry of symmetries; this fact
leads to significant differences and additional difficulties in the appropriate
theory (see [9]).
Consider Bloch eigenfunctions ψ such that ψn+T = ρψn and ψ0 = 1.
Floquet multiplier ρ is determined by the equation
ρ+
1
ρ
= ∆(λ), (3)
where ∆(λ) is the trace of the monodromy matrix (see [8]), ∆(λ) is a
polynomial of degree 2N + 1 :
∆(λ) =
N∑
i=0
(−1)iIiλ
2N+1−2i
, (4)
where Ii is defined as follows.
Let Tˆ = {0, . . . , T − 1}. A subset I ⊂ Tˆ is called totally disconnected
if ∀i1, i2 ∈ I i1 − i2 6= 1 (modT ). Then I0 = (
T−1∏
i=0
ai)
−1,
Ii = (
T−1∏
i=0
ai)
−1 ×
∑
|I|=i,I is totally disconnected,
I=(j1,...,ji)
a
2
j1 . . . a
2
ji
where i = 1, . . . , N.
In particular, IN has the following form:
IN = I0
2N∑
k=0
a
2
ka
2
k+2a
2
k+4...a
2
k+2N−2
(where all indices are mod 2N + 1).
Consider a spectral curve Γ :
y
2 =
(
∆(λ)
2
+ 1
)(
∆(λ)
2
− 1
)
, y = ρ−
∆(λ)
2
.
If Γ is nonsingular then Bloch function ψn is a meromorphic function on
Γ. A set of such operators that Γ is nonsingular is a domain U, open in
Zarisski topology.
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A divisor D of poles of ψn does not depend on n and it is invariant
under an involution σ : Γ→ Γ, σ(y, λ) = (−y,−λ). At “infinities” P+ and
P− : y ≈ ±
∆(λ)
2
, λ → ∞, the function ψn has a pole and a zero of order
n respectively. These properties define the function ψn by a given divisor
D and curve Γ uniquely (see explicit formulae in terms of Θ-functions of
genus N in [9]).
Note that the coordinates λi of the poles of ψn have a natural spectral
sense: they are eigenvalues of a spectral problem with zero boundary
conditions: ψ0 = ψT = 0.
Consider a variety BN+1 ⊂ CN+1, consisting of such I0, . . . , IN , that
the corresponding curve Γ is nonsingular, i.e. such that the polynomial
∆2(λ)
4
− 1 has no multiple root. There exists a natural bundle E2N+1
F
−→
BN+1 where the fiber F ⊂ S2NΓ is a space of divisors D on Γ consisting of
2N points such that σ(D) = D. Then E2N+1 coincides with U, i.e. E2N+1
is a space of periodic operators of the form (1) of period T = 2N +1, such
that the corresponding spectral curve is nonsingular.
There are two remarkable compatible Poisson brackets on the space of
operators (1): quadratic
{ci, cj}1 = cicj(δi+1,j − δj+1,i) (5)
and cubic
{ci, cj}2 = cicj(ci+cj)(δi+1,j−δj+1,i)+cici+1ci+2δi+2,j−cici−1ci−2δi−2,j
(6)
(see [10]).
Both brackets are degenerate; it is easy to prove that the function I0 is
in involution with any function on the space of operators of the form (1)
with respect to the first Poisson bracket (i.e. I0 belongs to an annulator
of the first bracket). An anulator of the second bracket is generated by
the function IN (see [11]).
It was proved in [11] that coordinates of the poles λ1, . . . , λN ,−λ1, . . . ,−λN
are in involution with respect to both brackets. Also in [11] were found
variables canonically conjugate to q1 = λ1, . . . , qN = λN . In the case of
the first bracket it is pk =
2 ln ρk
λk
, where ρk = ρ(λk) is the corresponding
Floquet multiplier (3).
This result can be treated as a corresponding analogue of Flaschka-
McLaughlin theorem [1].
Note that a choice of λ1, . . . , λN is not unique; one can always change
λk to −λk. Under this transformation pk also changes:
pk → −pk +
C
λk
,
this transformation does not change the commutative relations.
In the case of the second bracket the same result is true for pk =
2 lnρk
λ3
k
(see [11]).
Analogously to the paper [2] let us introduce algebro-geometric Poisson
brackets on the space E2N+1.
Such a bracket is defined by a function A(I0, . . . , IN), which is an
annulator of this Poisson bracket, and 1-form Q(Γ, λ)dλ on spectral curves
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Γ in such a way that the canonically 1-form pdq on a symplectic sheet
A(I0, . . . , IN) = const has the form
α =
N∑
i=1
Q(Γ, λi)dλi.
Suppose the function Q is meromorphic (modulo a function of the an-
nulator and λ) in a neighborhood of one of “infinities”, for example,
P− (compare with [2]). Also suppose Q satisfies the following property:
Qdλ − σ∗(Qdλ) depends only on λ and the annulator. This means that
the corresponding 2-form ω = dα on a symplectic sheet A = const is
σ-invariant.
Clearly, both brackets (5) and (6) satisfy desribed properties; therefore
they are algebro-geometric. For the first bracket A = I0, Q =
2 ln ρ(λ)
λ
, for
the second bracket A = IN , Q =
2 ln ρ(λ)
λ3
.
Consider the Volterra lattice (2):
c˙i = ci(ci+1 − ci−1), ci = a
2
i .
It is well known that it is a hamiltonian system with respect to the bracket
{, }1 and the hamiltonian H =
∑2N+1
i=1 ci =
∑2N+1
i=1 a
2
i =
1
2
trL2 where
L =


0 a1 0 . . . . . . a2N+1
a1 0 a2 . . . . . . 0
0 a2 0 . . . . . . 0
. . . . . . . . . . . . . . . . . .
0 . . . . . . 0 a2N−1 0
0 . . . . . . a2N−1 0 a2N
a2N+1 . . . . . . 0 a2N 0


is a matrix in well-known Lax representation for the Volterra lattice.
The corresponding integrals J0 =
∑2N+1
i=1 ln ai =
1
2
∑2N+1
i=1 ln ci, Jk =
trL2k
2k
, k = 1, . . . , N are in involution with respect to both Poisson brack-
ets (5) and (6). For example, it follows from the Lenard-Magri scheme.
Indeed, for an arbitrary function f relations
{I0, f}1 = 0,
{Ik, f}2 = −{Ik+1, f}1, k = 0, . . . , N − 1,
{IN , f}2 = 0,
follow from the theorem 3 of the paper [11]. We can rewrite these relations
in terms of the generating function ∆(λ) :
λ
2{∆(λ), f}2 = {∆(λ), f}1.
It follows that
λ
2{ln ∆(λ), f}2 = {ln∆(λ), f}1.
It is sufficient to apply the next claim to complete the proof.
Claim. There exists following expansion:
ln∆(λ) = (2N + 1) lnλ− J0 −
N∑
k=1
λ
−2k
Jk (modλ
−2N−1). (7)
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Proof. Let λi, i = 1, . . . , 2N + 1, be eigenvalues of the operator L. It is
clear that they are roots of the equation ∆(λ) = 2. Let
sk =
∑
i
λ
k
i , σk =
∑
i1<i2<...<ik
λi1 . . . λik ,
i.e. {sk} and {σk} are standard bases in the space of symmetrical poly-
nomials in λ1, . . . , λ2N+1. Then
Jk =
1
2k
s2k, σ2k = (−1)
k Ik
I0
, σ2k−1 = 0, k = 1, . . . , N.
With the help of the standard formula connecting sk and σk we obtain
Jk =
∑
(−1)j2+j4+...
(j1 + . . .+ jN − 1)!
j1! . . . jN !
(
I1
I0
)j1
. . .
(
IN
I0
)jN
, k = 1, . . . , N,
where we sum over all non-negative entire numbers j1, . . . , jN , such that
j1 + 2j2 + . . .+NjN = k. On the other hand
ln∆(λ) = ln I0 + (2N + 1) lnλ+ ln(1 +
N∑
i=1
(−1)i
Ii
I0
λ
−2i).
It is sufficient to use the expansion of logarithm and the formula of Jk to
complete the proof. ✷
Let us define the higher Volterra flows by the formulae
c˙i = {ci, Jk}1 = {ci, Jk−1}2, k = 1, . . . , N.
It follows easily that these flows are commuting. A distinctive prop-
erty of the integrals Ji (for example, in comparison with I0, . . . , IN) is
localization of the correspondent hamiltonian flows: the right-hand side
of the equations for c˙i of k-th Volterra flow depends only on cj with
j ∈ [i− k, i+ k].
Definition (compare with [2]). An algebro-geometric Poisson bracket
is called compatible with the higher Volterra flows if all these flows are
hamiltonian with respect to this bracket.
The main result of this paper is the following theorem.
Theorem. a) If an algebro-geometric Poisson bracket is compatible with
the higher Volterra flows then modulo terms with coefficients depending
on annulator there exists the following expansion at P−
Q(Γ, λ) =
N∑
k=1
2hkλ
−2k−1 (modλ−2N−2),
where hk is the hamiltonian of the k-th Volterra flow.
b) An algebro-geometric Poisson bracket is compatible with the higher
Volterra flows if and only if derivatives of Q(Γ, λ)dλ along basis vector
fields tangent to the level surface of the annulator make up a basis in the
space of σ-invariant holomorphic differentials on Γ.
Remark. We can replace P+ by P−; this changes signs in the expansions
of Q.
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First let us prove the following lemma.
Lemma. There exists the following expansion at P− :
ln ρ(λ) = −(2N + 1) lnλ+ J0 +
N∑
k=1
λ
−2k
Jk (modλ
−2N−1). (8)
Proof.
lim
λ→∞
λ
2N+1(ln ρ(λ)+ln∆(λ)) = lim
λ→∞
λ
2N+1 ln
(
∆(λ)
(
∆(λ)
2
−
√(
∆(λ)
2
)2
− 1
))
=
= lim
λ→∞
λ
2N+1

 ∆(λ)
∆(λ)
2
+
√
(∆(λ)
2
)2 − 1
− 1

 = lim
λ→∞
−λ2N+1(
∆(λ)
2
+
√
(∆(λ)
2
)2 − 1
)2 = 0.
It is sufficient to use (7) to complete the proof. ✷
Proof of the theorem. Consider an algebro-geometric Poisson bracket
which is compatible with the higher Volterra flows. Let tk be a time
corresponding to the flow generated by hk, let S be an action, S =
λ1,...,λN∫
λ1,0,...,λN,0
N∑
i=1
Q(λi)dλi. It is well known that
d
dtk
∂S
∂hj
= δjk, therefore
N∑
i=1
∂Q
∂hj
(λi)
d
dtk
λi = δjk. (9)
Let Aji =
∂Q
∂hj
(λi), B
i
k =
d
dtk
λi; then (9) is the matrix equality AB = E.
Note that B does not depend on the bracket: this is only the matrix of
derivatives with respect to the flows. It follows from this fact and the
equality A = B−1 that A does not also depend on the bracket. Therefore
for any bracket ∂Q
∂hj
(λ) = ∂Qˆ
∂hˆj
(λ) where Qˆ and hˆj = Jk correspond to the
bracket (5). It follows from (8) that Qˆ =
∑N
i=1 2hˆiλ
−2i−1 (modλ−2N−2).
Therefore ∂Qdλ
∂hj
(λ) = ∂Qˆdλ
∂hˆj
(λ) = 2λ−2j−1dλ (modλ−2N−2), this leads to
a).
It is easy to prove that the derivatives ∂Qˆ
∂Ij
|I0=const =
λ2N−2jdλ
y
form
a basis in the space of σ-invariant holomorphic differentials on Γ.
To complete the proof of b) we must prove that if the derivatives of
Q(Γ, λ)dλ along basis vector fields tangent to the level surface of the annu-
lator make up a basis in the space of σ-invariant holomorphic differentials
on Γ then the correspondent algebro-geometric Poisson bracket is compat-
ible with the higher Volterra flows. Consider the expansion of Q(Γ, λ)dλ
at P− :
Q(Γ, λ) =
∞∑
k=−M
2ξk(Γ)λ
−(2k+1)
(modulo annulator). The derivatives of Q(Γ, λ)dλ are holomorphic, there-
fore, all ξk(Γ) with k ≤ 0 are in the annulator and the functions ξk(Γ) =
ξk(I0, . . . , IN), k = 1, . . . , N, where A(I0, . . . , IN ) is fixed, are function-
ally independent because these derivatives make up the basis in the space
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of holomorphic σ-invariant forms. Let us choose them as hamiltonians
hk = ξk(Γ), therefore using (9) we obtain as the correspondent hamilto-
nian flows the higher Volterra flows. This completes the proof. ✷
Let us illustrate this theorem on the example of the cubic bracket. In
this case A = IN , Q =
2 ln ρ(λ)
λ3
. Consider the expansion at P− :
Q(Γ, λ) =
2 ln ρ(λ)
λ3
=
2
λ3
(
−(2N + 1) lnλ+ J0 +
N∑
k=1
λ
−2k
Jk
)
+ . . .
The function − 2
λ3
(2N + 1) lnλ belongs to annulator, therefore
Q(Γ, λ) =
N−1∑
k=0
λ
−2k−32Jk (modλ
−2N−2) =
N∑
k=1
λ
−2k−12Jk−1 (modλ
−2N−2)
modulo terms with coefficients from annulator. But Jk−1 is the hamilto-
nian hk of the k-th Volterra flow with respect to the cubic bracket, i.e.
we obtain explicitly the a) statement of the theorem.
Symplectic sheets are determined by the condition IN = const. As
basis tangent vector fields we can use ∂
∂Ik
, k = 0 . . . , N − 1. Therefore
∂Q
∂Ik
dλ|IN=const =
∂
∂Ik
2 ln ρ(λ)
λ3
dλ|IN=const =
=
∂
∂Ik
2
λ3
ln

∆(λ)
2
±
√(
∆(λ)
2
)2
− 1

 dλ|IN=const =
=
2
λ3
1
±
√(
∆(λ)
2
)2
− 1
1
2
∂∆(λ)
∂Ik
dλ|IN=const =
=
1
λ3
1
±
√(
∆(λ)
2
)2
− 1
(−1)kλ2N+1−2k dλ == (−1)k
λ2(N−k)−2
y
dλ,
where the sign plus or minus depends on the sheet, k = 0, . . . , N − 1.
Clearly, we obtain the standard basis in the space of holomorphic σ-
invariant differentials, i.e. we obtain explicitly the b) statement of the
theorem.
Addendum
1
We would like to mention that nowadays there exists a universal approach
to the Hamiltonian theory of integrable systems based on Lax represen-
tations. It has been developed by I.M.Krichever and D.H.Phong in the
fundamental papers [12, 13]. It would be interesting to investigate what
it gives for the Volterra system.
1added to the electronic version 24 november 2000.
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