RNA-ligand binding often depends crucially on the local RNA secondary structure at the binding site. We develop here a model that quantitatively predicts the effect of RNA secondary structure on effective RNA-ligand binding activities based on equilibrium thermodynamics and the explicit computations of partition functions for the RNA structures. A statistical test for the impact of a particular structural feature on the binding affinities follows directly from this approach. The formalism is extended to describing the effects of hybridizing small "modifier RNAs" to a target RNA molecule outside its ligand binding site. We illustrate the applicability of our approach by quantitatively describing the interaction of the mRNA stabilizing protein HuR with AU-rich elements [Meisner et al. (2004) , Chem. Biochem. in press]. We discuss our model and recent experimental findings demonstrating the effectivity of modifier RNAs in vitro in the context of the current research activities in the field of non-coding RNAs. We speculate that modifier RNAs might also exist in nature; if so, they present an additional regulatory layer for fine-tuning gene expression that could evolve rapidly, leaving no obvious traces in the genomic DNA sequences.
Introduction
It has become evident in the last decade that many, if not the majority, of genes are regulated post-transcriptionally [29] . A plethora of different mechanisms modify the primary transcripts on their way to the protein (or non-coding RNA) that they eventually code for, see e.g. [22, 55] for recent reviews. Most of these control mechanisms involve specific RNA-protein interactions that depend crucially on the recognition of sequence and/or structural features of the RNA [28] . Examples include the regulation of viral life-cycles [6, 9, 42, 60] , pre-mRNA processing [39] , nuclear RNA export [15] , and the control of RNA degradation [7] and stabilization [47] .
In recent years an increasing number of functional features has been reported in the untranslated regions of eukaryotic mRNA [38, 49, 57] . Well-known motifs include internal ribosomal entry sites (IRES) in viral as well as cellular mRNAs, see e.g. [61, 35, 57] , the Rho-independent termination signal (see [16] for a detailed computational analysis), the iron responsive element (IRE) [30] , and the AU-rich elements (ARE) [4, 47] . RNA secondary structure motifs are necessary in all these examples to enable the ligand to recognize (degenerate) sequence motifs. In some cases it is known that RNA secondary structure motifs without sequence constraints are recognized by regulatory proteins, see e.g. [72, 48] .
Alterations of the RNA secondary structure thus open an interesting perspective for biotechnology. The effects of mRNA secondary structure modification on bacterial translation, for instance, are studied in [56] . Inhibition of ribozymes by means of oligonucleotide directed RNA misfolding has been demonstrated e.g. for group I introns [11] and RNase P [12] . Oligomeric nucleic acid analogs were recently used to specifically inhibit IRES-dependent translation in hepatitis C virus [54] , presumably by interfering with the IRES structure.
Complementary to such regulatory protein-RNA interactions there is a rapidly increasing number of different classes of non-coding RNAs that actively take part in mRNA processing and expression regulation [36, 20, 31] : RNAseP, MRP RNA, spliceosomal RNA, signal recognition particle RNAs, and microRNAs all perform their function as part of RNA-protein complexes. In addition, there is a number of RNA-protein complexes, such as vaults [71] and Ro particles [70] that have been known for decades, but whose function has remained enigmatic so far.
Despite the fact that the experimental findings summarized above (and many others not cited here) clearly indicate a pivotal role of RNA structure -and hence of the thermodynamics of RNA folding -in RNA ligand interactions, this topic has not yet been investigated systematically. In this contribution we derive a quantitative model for the effect of RNA secondary structure on RNA-ligand binding. We then use this theory to devise a statistical test for the involvement of specific RNA secondary structure features in RNA-ligand binding. In the subsequent section the theoretical framework is expanded to modeling the modification of the RNA secondary structure by means of hybridization of small oligonucleotides outside the ligand binding motif. A recent study shows that such a mechanism is feasible in vitro: Isaacs et al. [37] demonstrate that translation of mRNAs that are not translatable because their ribosome binding site is inaccessible due to stable secondary structures can be activated by means of small artificial "transactivating RNAs".
Finally, we propose that modifier RNAs might also occur naturally and briefly discuss the impact of such an additional regulatory mechanism on our understanding of gene regulation and its evolution.
We will illustrate the biophysical model throughout this contribution by comparing computational predictions with recent experimental results for the HuR/mRNA system [47] . HuR (or ELAVL1 ) is a key regulator at the post transcriptional regulatory level of eukaryotic gene expression. It is the only, ubiquitously expressed, positive regulator of AU-rich element (ARE) dependent mRNA stability control which is currently known. HuR regulates functionally diverse genes in a highly specific manner and could be involved in the regulation of up to 3000 genes [8] . The HuR-mediated activation crucially depends on the structural context of a degenerate binding sequence motif [47] .
Quantitative Model of RNA-Ligand Binding
We consider here a (protein) ligand that binds to an RNA molecule in a simple two-state process with 1:1 stochiometry. Multi-state processes involving a conformational rearrangement after ligand binding (induced fit, e.g [73] ) are also described by this model provided that the free energy changes due to the structural rearrangement after binding are (nearly) independent of the RNA sequence. Furthermore we assume that only those RNA molecules can be bound that present the binding site(s) in a particular spatial conformation. We use the symbol RNA * to denote this sub-population of RNA molecules.
The law of mass action implies that the concentrations [RNA * ], [Ligand] , and [Ligand · RNA] of free accessible RNA, free protein, and complex are related through the dissociation constant
An RNA molecule with nucleotide sequence s may form many different structures. For our purposes it is sufficient to distinguish between secondary structures only. The set Σ(s) consists of all secondary structures (i.e., lists of base pairs) Ψ satisfying the following conditions: (i) Each nucleotide s i takes part in at most one base pair; (ii) base pairs do not cross, i.e., (s i , s j ) ∈ Ψ and (s k , s l ) ∈ Ψ with i < j, k < l, and i < k implies either j < k and j > l; and (iii) each pair (s i , s j ) ∈ Ψ is one of the six canonical pairs GC, CG, AU, UA, GU, or UG. For each secondary structure Ψ of s one can compute a free energy F (Ψ) by adding up energy contributions for stacked base pairs, hairpin loops, interior loops, bulges, and multi-branched loops. These energy contributions have been determined experimentally, see [44] . The frequency of a particular secondary structure Ψ in thermodynamic equilibrium ensemble can therefore be computed as
where Z = Υ∈Σ(s) exp(−F (Υ)/RT is the partition function of the RNA molecule s.
Writing A(s) ⊆ Σ(s) for the accessible structures of our RNA molecule s we obtain
where p * is the fraction of accessible secondary structures:
We remark that we can of course describe the concentration of accessible RNA in terms of the law of mass action: The equilibrium constant for the refolding
between accessible and inaccessible conformations is given by
The problem thus reduces to computing the partition functions for the two sets of secondary structures Σ(s) and A(s In the simplest case the sequences under consideration contain a single copy of the binding motif which must be present in a particular secondary structure conformation. Usually, the structural requirements will only be a few local base pairs at the binding site, or, conversely, it might be necessary that all or a part of the binding site remains unpaired. The number of accessible structures will therefore in general be too large to use equ. (5) directly. Instead, a modification of McCaskill's partition function algorithm [46] can be used to compute partition functions restricted to structures that contain a specified list of base pairs and/or a specified list of unpaired positions. We refer to [33] for a description of the algorithms, which are implemented as part of the Vienna RNA Package [34, 32] . The up-to-date collection of energy parameters contains both enthalpies and entropies and thus can be used to compute the ensemble of equilibrium secondary structures for a given temperature [44] .
The situation becomes more complicated if the sequence motif is very degenerate and hence a single RNA sequence s can have more than one potential binding site. We will restrict ourselves here to the case in which RNA-ligand complexes are always of 1:1 stochiometry even if the protein has multiple binding sites. In this case A(s) consists of all those secondary structures in which at least one binding site B i , i = 1, . . . , M is accessible. The RNAfold program from the Vienna RNA Package can be used to compute the partition function Z(X ) over all secondary structures that satisfy a given structural constraint X . The fraction of structures that satisfy X in thermodynamic equilibrium is thus p(X ) = Z(X )/Z. In particular, we can compute the probability p(A) that a subset A ⊆ {B 1 , B 2 , . . . , B M } of binding sites has correct conformation, irrespective of the conformations at all other binding sites. In this notation A = ∅ means that there is no constraint on the structure (and hence p(∅) = 1), while A = {B 1 , B 2 , . . . , B M } means that all M binding sites are accessible si- (9) for the motif NNUUNNUUU in single-stranded conformation in random target sequences as a function of sequence length n. We plot total effect of the -th order terms in equ. (9) as a function of in sample of 1000 sequences. Boxes give the range from 1st to 3rd quartile, with median indicated by a line; whiskers indicate the position of the most extreme data point within 1.5 times the interquartile distance, outliers are shown as circles.
multaneously. The probability that all binding sites are inaccessible can be computed immediately using the inclusion-exclusion principle:
For large numbers M of potential binding sites this becomes infeasible since equ.(9) requires 2 M evaluations of a partition function (one for the unconstrained molecule and 2 M − 1 for the different combinations of binding sites). As an approximation the expansion can be truncated at order max < M . The expansion in general converges quickly for long sequences, while for short sequences we need more or less all the terms, see Fig. 1 . In practice, however, one will usually encounter binding motifs that are relatively rare since a ligand can fulfill its regulatory role only if it does not indiscriminately bind everywhere. We remark that p * could alternatively be evaluated by using stochastic backtracking to obtain a Boltzmann-weighted sample of secondary structures instead of computing constrained partition functions [69, 18, 19, 33] . The sampling approach is computationally more efficient, but it is less accurate for Table 1 for details, and four designed mutants of the TNFα ARE (♦). The dashed line marks K small probabilities p * of the accessible structures.
We next demonstrate the validity of our model in the HuR/mRNA system. The recognition of mRNAs by the protein HuR is dependent on the presentation of the degenerate sequence motif NNUUNNUUU in a single stranded conformation [47] . The presentation of the HuR binding site in the mRNA secondary structure appears to act analogously to a regulatory on/off switch which specifically controls HuR access to mRNAs in cis [47] . Apparent dissociation constants K app d
were measured for a number of sequences from AREcontaining mRNAs, Tab. 1. 
A Statistical Test for the Influence of Secondary Structure
The theory outlined above predicts a dependence of the measured apparent K app d on p * if the RNA-ligand binding depends on particular secondary struc- Table 1 . HuR-mRNA interaction data and motif accessibilities from [47] . Positions are the respective start positions of the subsequence in the given RefSeq sequence. Measurements were performed at 23.5 • C, computations were performed for this temperature using the -T option of RNAfold to rescale the energy parameters accordingly. Following [14] the null hypothesis of no correlation can be rejected if
is satisfied. Here k is the number of sequences, t (k−2) (y) is Student's t-distribution with k − 2 degrees of freedom, α is the desired significance level and r is the empirical correlation coefficient between
In general there is a large number of different secondary structure elements Ξ that can be realized simultaneously by a set of related sequences [1] . Thus it may not be feasible to find the optimal structure constraint ab initio. The test procedure above, however, allows to select or exclude a secondary structure element from a set of candidate elements.
Applying this test to the data in Tab Once the importance of the secondary structure Ξ has been verified by the above test, one can use a simple least-squares fit to determine
This results in a model for predicting apparent dissociation constants for any RNA molecule that contains the binding sequence motif. This model can be used to design RNA sequences with a predefined binding affinity. In [47] the feasibility of this approach is demonstrated by the design of four mutants of the TNFα UTR with predefined values of p * , see Figure 2b .
Modifier RNAs
The thermodynamics of an RNA molecule M changes when it hybridizes with a short oligonucleotide O. Since the nucleotides of M that bind the oligonucleotide O are no longer available for pairing in the intra-molecular secondary structure, the molecule M will typically refold. This can have drastic effects on the secondary structure of a binding sequence motif even if the oligonucleotide O binds far away from the binding site. Depending on the sequence of the oligonucleotide, the effect can be either an increase or a decrease in the fraction p * of accessible secondary structures.
The thermodynamics of RNA-RNA hybridization is well understood [17] . At the time of writing this study, no implementation was available that considers all possible structures within each strand of two hybridized RNA molecules so that we use an approximate model here. An extension of the Vienna RNA Package that implements the complete folding model for two interacting RNAs is forthcoming [25] . We thus briefly describe the complete theory here and derive an approximation that can probably be used in most cases of practical interest, including the application to the HuR/ARE model system.
The mRNA molecule M and the oligonucleotide O together can form five molecular species 1 : the monomers M and O, the homodimers M M and OO and well as the heterodimer M O that we are primarily interested in. In thermodynamic equilibrium we have (11) with equilibrium constants K M M , K OO , and K M O that can be computed from partition functions by means of an extension of McCaskill's algorithm, see [17, 25] . For each of the monomer and dimer species one can then compute, by the same approach as in the previous section, the probabilities p * (M ), p * (M M ), and p * (M O) that the binding motifs(s) are accessible in the three molecular species. We can therefore compute the effective fraction p * of mRNAs with accessible binding sites as
where 
The set of possible secondary structures of the M O duplex can be approximated by those structures of the mRNA M in which the target site T of the oligonucleotide cannot pair with other nucleotides of M . The energy of such a secondary structure is
where F (Ψ M \O ) is the energy of the secondary structure Ψ M \O in which the target site for the oligonucleotide is unpaired and F (T O) is the energy contribution for the hybridization of the oligonucleotide to its target site on M . While F (T O) can in principle be computed, we can simply treat it as a constant independent of Ψ M \O which therefore cancels in the partition function computations. Thus we obtain
directly from the constrained partition functions Z( . ) of the mRNA M using the additional constraint T that the target site T is unpaired. If a binding site B i ∈ A and T overlap, then T takes precedence, i.e., we assume that B i cannot be accessible when the oligonucleotide is bound at this position. We can now use equ. (9) to derive p * in the same way as for the mRNA alone.
Equ. (14) describes the effect of a particular oligonucleotide O. Since O modifies the RNA-ligand binding we refer to O as a modifier RNA. It has been demonstrated experimentally in the HuR-mRNA system that modifier RNAs are functional [47] . Modifier RNAs can be designed by means of the following, generally applicable procedure: We fix a length N 0 of the modifier oligonucleotide O, say N 0 = 20 inspired by siRNAs and microRNAs, and compute the effect of the oligonucleotide when it binds the mRNA M starting from sequence position k. Figure 1 shows an example of a profile p
. Such modifier-effect profiles can be computed for moderate size mRNAs (e.g. TNFα) within about a day from equ.(14) using 30 Xeon CPUs. A sampling approach based on stochastic backtracking will be much more efficient provided one is only interested in oligonucleotides leading to large values of p N eg 1 ,N eg 2 ), which were studied in more detail in [47] , are indicated by blue and red boxes, respectively. [47] . Opener Op 3 has a concentration dependent effect on the apparent affinity that is consistent with equ. (16) .
can calculate the dependence of the apparent dissociation constant , resp., of accessible structures. We obtain
which describes a hyperbolic transition from
with increasing concentration [O] of the modifier oligonucleotide . This behavior is indeed observed for some opener molecules, Figure 4 . For other openers, such as Op 1 from Table 1 , we find an increase of K app d for very large opener concentrations which might e.g. be due to binding at multiple sites.
The computation of K M O requires again a partition function calculation which could in principle be performed using the approach described in [17] , the RNAhybrid approach [59] , or RNAcofold [25] . A quantitative comparison of these approaches among each other and in correlation with experimental data for the HuR/ARE system will be reported elsewhere.
Discussion
We have presented here a model for RNA-Ligand binding that takes into account that interactions between RNAs and their ligands are often dependent on the RNA structure. Since the interaction is local in many cases it can be well described in terms of secondary structures; in this case we can use efficient dynamic programming algorithms to make quantitative predictions. Recently published data for the interaction of ARE-elements of messenger RNAs with the protein HuR are used as an example. The framework described in this contribution is much more general, however: it can handle almost arbitrary combinations of sequence and structure requirements that together form a binding motif.
From our model we predict that small RNA "modifiers" can modulate the binding affinities of RNAs and ligands by binding to their target RNA in such a way that it alters the local structure at the ligand binding site. The HuR-mRNA interaction again serves as a well-studied in vitro example. The regulation of HuR-ARE-mediated export and RNA stability in vivo, however, remains enigmatic. There is only the single ubiquitously expressed protein HuR (and a handful of tissue specific relatives such as the neuronal specific homologue HuD) that up-regulates the export and stability of potentially thousands of ARE-carrying mRNAs. It is tempting to speculate that modifying RNA "openers" could be involved in target gene specific regulation of HuR activity.
If this is the case, there is no reason to assume that the action of small modifier RNAs should be restricted to the HuR/ARE system. This scenario extends David Bartel and Chang-Zheng Chen's proposal of microRNAs as "micromanagers of gene expression" [5] and follows John Mattick's argument for a dominating layer of RNA-mediated regulation [45] .
There is indeed mounting evidence for a vast variety of regulatory active small RNAs [45, 68] : Some organisms, such as Leishmania and related kinetoplastids, have reduced transcriptional regulation of gene expression to a minimum, maybe to the point of having lost any specific polymerase II transcription initiation [13] . Instead, Leishmania uses an elaborate cleavage and trans-splicing mechanism based on the action of ∼ 40nt "spliced leader" RNA. Tetrahymena appears to use an RNA-based mechanism for directing its genomewide DNA rearrangements [50, 74] . The E. coli genome encodes more than 50 small RNA genes at least some of which (e.g. MicF, OxyS, DsrA, Spot42, RhyB) act by basepairing to activate or repress translation [66] . A large fraction of the mouse transcriptome consists of non-coding RNAs, many of them antisense to known protein-coding transcripts [67] . Similarly, about half of the transcripts from Human chromosomes 21 and 22 are non-coding [10, 40] . The possible roles of anti-sense RNAs are discussed in [52] . Ambros and coworkers [2] reported more than 30 tiny non-coding RNAs in a recent survey of C. elegans. These "tncRNAs" are slightly shorter than microRNAs, are not processed from hairpin precursors, and are poorly conserved between related species.
Riboswitches, i.e., RNAs that drastically change their structure, are important regulatory elements. For instance, the terminator and anti-terminator, two alternative RNA hairpins, regulate gene expression in E. coli and B. subtilis by attenuation [3, 23, 58] . Riboswitches can provide exact temporal control as in the hok/sok system of plasmid R1 which triggers programmed cell death [53, 51] . Riboswitches also play a role in the spliced leader of trypanosomes and nematodes [43] . Artificial RNA switches have been designed as well, see e.g. [65] . For instance, in [64] an RNA is described whose conformation change is triggered by ligand binding using a switching mechanism similar to the one proposed for the ribosomal A site. An RNA controlled allosteric hammerhead ribozyme is presented in [41] . An RNA molecule that has two different ribozyme functions depending on its spatial conformation is described in [62] . A theoretical study shows that potential riboswitches, i.e., RNAs that have very different secondary structures with near-groundstate energy, are relatively frequent and easily accessible in evolution [26] .
Riboswitches might be just the extreme cases of a regulatory mechanism that works more generally by modifying the relative concentrations of different RNA structures (or structural classes). The modifier RNA mechanism outlined in this presentation would provide a general and gene specific way to both up-and down-regulate RNA-ligand binding affinities and thus allow a fast and specific fine-tuning of the eventual expression level of a gene product. The mechanism is independent of an elaborate machinery of RNP complexes since the modifiers exert their function by directly binding to their target RNA. This reduces evolutionary constraints on the hypothetical modifier RNAs. Furthermore, mutations in modifier RNAs will often have small quantitative rather than qualitative effects on expression levels because the effect of point mutations on RNA helices is limited to a few kcal/mol. On the other hand, some mutations can lead to drastic changes in the preferred structures in the same way as for isolated RNA molecules [27] . The hypothetical modifier RNAs would therefore not be subject to strong multiple constraints, so that they would rapidly drift along neutral networks in sequence space as described in Ref. [63] . In particular, if we assume that the major source of the hypothetical modifier RNAs are antisense transcripts, they evolve without the need for compensatory mutations to maintain complementarity between the modifier and its target. In another scenario, trans-acting modifiers might avoid exact complementarity to their target in order to avoid triggering the RNAi pathways; in this case their binding patterns are essentially unconstrained so that compensatory mutations are also not necessary. It is thus entirely plausible that a regulatory level based on modifier RNAs evolves very fast and does not leave phylogenetic footprints or other easy-to-find signals in the genomic DNA.
