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We present a scheme for achieving macroscopic quantum superpositions in optomechanical systems
by using single photon postselection and detecting them with nested interferometers. This method
relieves many of the challenges associated with previous optical schemes for measuring macroscopic
superpositions, and only requires the devices to be in the weak coupling regime. It requires only small
improvements on currently achievable device parameters, and allows observation of decoherence
on a timescale unconstrained by the system’s optical decay time. Prospects for observing novel
decoherence mechanisms are discussed.
PACS numbers: 42.50.Wk, 03.67.Bg, 03.65.Ta
Optomechanical systems have been proposed as a
method of achieving quantum superposition in meso-
scopic systems [1–3]. However, such proposals impose
several demanding experimental requirements, namely:
a sideband-resolved cavity for ground state cooling [4–
9], a coupling rate faster than the mechanical frequency
in order to displace the mechanical state by more than
its zero point fluctuation [2, 4], and strong optomechani-
cal coupling to ensure photons remain in the cavity long
enough to produce quantum effects [2, 10, 11]. In prac-
tice, many of these requirements can be met individually,
but they are extremely difficult to meet simultaneously.
For instance, a recent result on diffraction-limited cavi-
ties [12] has identified restrictions on achievable optical
finesse in cavities with one micromirror end.
One approach to this challenge is to use coherent
pumping to reach strong coupling in a device that would
otherwise be weakly coupled [3, 10, 11, 13–15]. This poses
problems of its own, as it requires an elaborate readout
scheme to distinguish a single photon from a large coher-
ent background [15] and is potentially vulnerable to laser
phase noise [16, 17]. Another scheme uses levitated di-
electric spheres [18] in the pulsed optomechanics regime
[19], but has stringent experimental requirements includ-
ing extremely high vacuum (10−16 torr) and may need
to be performed in space [20]. Other quantum effects are
also possible, such as squeezing the motion of the me-
chanical resonator via active feedback [21] or quadratic
coupling [22].
In this paper, we propose using nested interferome-
ters to create and detect macroscopic quantum super-
positions. In the inner interferometer (see Fig. 1), we
use postselection to amplify the effects of a single photon
in the weak coupling regime. In the no-coupling limit
photons always exit one port, and only when there is an
optomechanical interaction can they be detected at the
dark port. Postselecting dark port events results in dis-
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FIG. 1: The photon enters the first beam splitter of the inner
interferometer, followed by an optomechanical cavity (A) and
a conventional cavity (B). The photon weakly excites the op-
tomechanical resonator. After the second beam splitter, dark
port detection postselects for the case where the resonator has
been excited by a phonon.
tinguishable mechanical states (states with little overlap
with ground state |0〉m).
Whereas “dark port detection” has already been pro-
posed in the past, for example in the context of grav-
itational wave detection [23], the main novelty of our
scheme is that the inner interferometer is nested within
a Franson [24], or time-bin [25], interferometer (Fig. 2).
A single-photon state is split into a long and short path
before entering the inner interferometer. In the dark port
detection arm a second pair of long and short paths are
present before the final detection of the photon on either
detector D1 or D2. We will explain how the time-bin in-
terferometry allows for the investigation of the coherent
properties of the mechanical resonator in cavity A.
The Hamiltonian for optomechanical systems is given
as follows [26]:
Hˆ = ~ωoaˆ†aˆ+ ~ωmcˆ†cˆ− ~gaˆ†aˆ
(
cˆ+ cˆ†
)
, (1)
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FIG. 2: Creating a macroscopic superposition via postselec-
tion and observing its decoherence. Note that though the
two delay lines are depicted separately for clarity, in a realis-
tic system the same delay line might be used twice, in each
polarization mode.
where ~ is the reduced Planck’s constant, ωo is the op-
tical angular frequency, aˆ is the optical annihilation op-
erator, ωm is the mechanical angular frequency, cˆ is the
mechanical annihilation operator, and coupling strength
g = (ωo/L)
√
~/(2mωm), with L the cavity length and m
the effective mass of the mechanical mode.
A single photon in an optomechanical cavity interacts
weakly with the mechanical mode, producing an peri-
odic coherent displacement in the mechanical state [2, 27]
of |ψ(t)〉m = exp(iφ(t)) |α(t)〉m with φ(t) = κ2(ωmt −
sinωmt), and α(t) = κ(1− e−iωmt) and κ = g/ωm. Since
the interaction is weak, α(t) ≪ 1 at all times, making
the displacement of the mechanical state hard to detect.
Now consider a Mach-Zehnder interferometer, where
one arm contains an optomechanical cavity, and the other
contains a stationary Fabry-Pe´rot cavity (with annihila-
tion operator bˆ), as in [2]. This is shown in Fig. 1. The
optomechanical device is cooled to the ground state us-
ing sideband-resolved cooling techniques [5, 6], and the
cooling beam is switched off. A single photon is input
to the interferometer, and after the first beam splitter
the state of the system is |ψi〉 = 1√2 (|1〉a |0〉b + |0〉a |1〉b).
The photon weakly interacts with the optomechanical de-
vice, resulting in an overall state of:
|ψ〉 = 1√
2
[
|1〉a |0〉b |ψ(t)〉m + |0〉a |1〉b |0〉m
]
≈ 1√
2
[
e−|α(t)|
2/2 (|1〉a |0〉b |0〉m+
α(t) |1〉a |0〉b |1〉m) + |0〉a |1〉b |0〉m
]
. (2)
The second beam splitter postselects for an optical
state |ψf 〉 tuned such that the |0〉m components can-
cel each other out. Technically, this will vary depend-
ing on how long the photon remained in the cavity, but
for α(t) ≪ 1 it will always be approximately |ψf 〉 =
1√
2
(|1〉a |0〉b − |0〉a |1〉b). When photons exit the dark
port of the interferometer, the state |ψf 〉 is postselected,
resulting in an unnormalized state of:
|ψ〉 ≈
[
e−|α(t)|
2/2 − 1
2
|0〉m +
α(t)
2
e−|α(t)|
2/2 |1〉m
]
. (3)
For α(t) ≪ 1, this is approximately |ψ〉 ≈ (α(t)/2) |1〉m,
or |1〉m with an |α(t)|2/4 chance of the postselection suc-
ceeding. We have thus probabilistically amplified the op-
tomechanical effect of the photon.
This aspect of our scheme is related to the weak mea-
surement formalism [28, 29], with the optomechanical de-
vice essentially acting as a “pointer” which weakly mea-
sures photon number. However, it operates outside the
weak measurement regime [30, 31] due to its totally or-
thogonal postselection.
We propose to use this postselection to create macro-
scopic superpositions and measure their decoherence.
Fig. 2 shows an extended optical setup, featuring an outer
interferometer with two delay lines of equal length, one
before the inner interferometer and one after it. The in-
put photon is split by a polarizing beam splitter (PBS)
into an early component and a late component which
enters delay line 1. The early component immediately
enters the inner interferometer and interacts with the
device, and only the small component associated with
mechanical state |1〉m passes through. After this com-
ponent exits the dark port of the inner interferometer it
is put into a second delay line via the polarizing beam
splitter. At this point we have an entangled state, with a
large component in delay line 1 associated with mechan-
ical state |0〉m, and a small component in delay line 2 as-
sociated with mechanical state |1〉m. The late component
then exits delay line 1 and enters the inner interferome-
ter, where again only the component associated with |1〉m
passes through. Finally, both components are interfered
with each other at the end of the outer interferometer to
check for visibility.
We sort the photons detected at the end of the outer
interferometer into bins by arrival time. If the delay lines
are of equal length τd, then a photon detected at t = τd+
tc after the initial photon entered corresponds to a photon
that remained in the cavities for time tc. However, this
conveys no information about whether it took the early
or late path. Thus, both components will have had the
same value of α(tc), and both |1〉m components will have
the same magnitude. Thus the early and late paths will
be balanced and can interfere with perfect visibility.
Conditioned on the early component leaving the dark
port of the inner interferometer, we will have an unnor-
malized state of:
|ψ〉 ≈ 1√
2
(
|1〉d1 |0〉d2 |0〉m +
α(tc)
2
|0〉d1 |1〉d2 |1〉m
)
,
(4)
3with d1 and d2 labeling the first and second delay lines,
respectively. This shows entanglement between the pho-
ton and the macroscopic mechanical state. Now, the
components can be delayed for any length, optical losses
allowing. After the late component has passed through
the inner interferometer, we apply a variable phase φ to
the early component, in order to observe fringes. Assum-
ing no decoherence the state will be:
|ψ〉 ≈ α(tc)
2
√
2
(
eiφ |1〉s |0〉d2 |1〉m + |0〉s |1〉d2 |1〉m
)
, (5)
with s representing the short path of the late photon
prior to the final beam splitter.
For increasing delay times, however, eventually the me-
chanical components will undergo decoherence of some
kind. This could be traditional environmentally-induced
decoherence due to imperfect isolation from the environ-
ment [32], or it could be a proposed novel form of deco-
herence [33–38]. This would result in decay of the off-
diagonal elements of |0〉m and |1〉m.
After the final beamsplitter, there are two quantities
that can be measured to characterize the superposition.
First, we can determine the arrival rate of photons ver-
sus time. Here we assume a single photon enters the
cavity at a specific time, valid in the short-pulse limit
[39]. The probability density of a photon in a cavity be-
ing released after time tc is Γc exp(−Γctc), where Γc is
the decay rate of the cavity. The probability of a suc-
cessful postselection of a photon being released after tc
is approximately |α(tc)|2/4 = κ2 sin2(ωmtc/2). Multiply-
ing these results in a characteristic oscillation (Fig. 3) in
arrival rate at the mechanical frequency of the optome-
chanical device. We can detect this oscillation by binning
the photons by arrival time and comparing arrival rates.
This indicates a successful postselection involving the de-
vice, ruling out counts on the dark port of an imperfectly
aligned inner interferometer or entanglement with some
other degree of freedom. Integrating, we get the overall
probability of a single photon successfully creating a |1〉m
state:
κ2Γc
∫ ∞
0
sin2
(
ωmtc
2
)
e−Γctcdtc =
1
2
κ2ω2m
Γ2c + ω
2
m
. (6)
Second, we can measure the interference visibility by
varying the phase in the outer interferometer (“Var.
phase” in Fig. 2). The visibility should not vary with
arrival time in a given experiment; both components will
have been put into the same mechanical state (Eqn. 5).
However, we can jointly vary the delay line lengths and
plot visibility versus delay time. As delay time increases,
visibility will eventually be lost due to some form of de-
coherence. Definitively determining the cause of any ob-
served decoherence is difficult, but it will be possible to
test its dependence on parameters like mass, frequency,
environmental temperature, and mechanical Q, putting
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FIG. 3: Solid: probability density of a photon count vs.
arrival time given a successful postselection for a sideband-
resolved device with ωm = Γc. Dashed: ωm = 3Γc. Dotted:
ωm = 6Γc.
bounds on proposed macroscopic decoherence mecha-
nisms.
We now discuss this scheme’s experimental require-
ments. First, the optomechanical device must be capa-
ble of cooling to the mechanical ground state. For the
low-frequency devices considered here cooling by conven-
tional means, as in [40], is impractical. This means they
must be in the sideband-resolved regime, ωm & Γc, to
allow optical ground state cooling [5, 6]. Further, they
must be a few times sideband-resolved, ωm & 3Γc, in
order to allow observation of the oscillations in arrival
rate shown in Fig. 3. Many sideband-resolved devices
[7–9, 41–43] have been demonstrated, and two have been
successfully cooled to the ground state [7, 8].
The device must also have κ high enough to make suc-
cessful postselections common, though the precise value
required will depend on the dark count rate of the detec-
tors and the stability of the setup. As shown in Eqn. 6, a
device with ωm = 3Γc will have successful postselections
with probability approximately 9κ2/20. The window in
which the detectors will need to be open for photons is
approximately 1/Γc, leading to a requirement that the
dark count rate be lower than 9κ2Γc/20. The best sil-
icon avalanche photodiodes (APDs) have a dark count
rate of ∼2 Hz, requiring κ & 0.0009 for a 300 kHz device
with ωm = 3Γc, and κ & 0.007 for a 4.5 kHz device.
However, an emerging option is superconducting tran-
sition edge sensors (TESs) [44], which have negligible
dark counts caused only by background thermal radia-
tion [45]. Dark counts this low would result in interfer-
ometer alignment being the limiting factor on κ. Though
compared to APDs they have low maximum count rates
(∼100 kHz), poor time resolution (∼0.1 µs) and require
sub-Kelvin temperatures, none of these are problematic
for the proposed experiment.
Table I shows the parameters for two trampoline res-
4Device m (ng) fm (kHz) L (cm) F Qm TEID (K) κ ωm/Γc
Trampoline resonator #1 [9] 60 158 5 38,000 43,000 0.3 0.000034 2.0
Trampoline resonator #2 [9] 110 9.71 5 29,000 940,000 0.4 0.0016 0.09
Proposed device #1 1 300 0.5 300,000 20,000 0.3 0.001 3.0
Proposed device #2 100 4.5 5 2,000,000 2,000,000 0.4 0.005 3.0
TABLE I: Effective mass, mechanical frequency, cavity length, optical finesse, mechanical quality factor, environmentally
induced decoherence temperature, and κ = g/ωm of two recent devices with κ high enough to attempt the proposed scheme.
Trampoline resonator #1 has insufficient κ while #2 has insufficient finesse to be sideband-resolved. Improved parameters
for two devices with ωm ≃ 3Γc and κ ≃ 0.001–0.005 are also presented. Proposed device #2 could be used to observe novel
decoherence mechanisms [33, 34, 37, 38].
onator devices [9] representing the current state of the
art, in terms of maximizing κ. It also shows two sets
of proposed parameters representing devices with κ ≃
0.001–0.005 and ωm ≃ 3Γc, with only slight improve-
ments over existing devices. The required finesse ranges
from 300,000–2,000,000. For comparison, the highest re-
ported finesse in an optical Fabry-Pe´rot cavity is 1.9×106
[46], and the highest reported between micromirrors is
1.5 × 105 [47]. This indicates that a sideband-resolved
device with sufficient κ for the proposed experiment is
a realistic goal. For the proposed devices presented in
Table I it should be possible to collect a usable amount
of data in times ranging from hours to days. These times
depend on the specific device as well as the timescale of
the decoherence being probed.
Further, the delay lines must be capable of storing the
photons for multiple mechanical periods without signifi-
cant losses. For delays up to ∼100 µs simple fiber optic
delay lines are sufficient; at 1550 nm fiber optic delay
lines have acceptable losses (0.2 dB/km) for this pur-
pose. For shorter wavelengths fiber optic losses are too
high but free space delay lines such as a Herriott cell may
be used [48–50], allowing ∼70 µs of delay. This could be
increased to tens of milliseconds with ultrahigh reflectiv-
ity mirrors and very long cell lengths (lengths up to 1 km
have been demonstrated). In the future, much longer de-
lay times may be possible using quantum optical memory
[51, 52].
In addition, the base temperature from which optical
cooling starts must be low enough that the ground state
can withstand environmentally induced decoherence for
multiple mechanical periods. This requirement is given
as T ≪ TEID ≡ ~ωmQm/kB [2, 4, 32]. This means that
mechanical quality factor Qm must be high enough that
it is possible to cool below TEID prior to optical cooling.
The values of TEID for the devices in Table I are easily
met by a standard dilution refrigerator.
It is important to note that the proposed scheme is
potentially useful for other types of weakly coupled op-
tomechanical devices, even in very different frequency
regimes. For instance, optomechanical crystals with
ωm = 7.4Γc = 2pi× 3.68 GHz and κ = 0.00025 have been
demonstrated [8]. Though the lower value of κ lowers the
chance of a successful postselection and places stricter re-
quirements on the alignment of the inner interferometer,
the higher frequency might allow experimental runs to
be performed in similar amounts of time.
We can explore the decoherence timescales predicted
by various novel decoherence schemes, using the proposed
devices from Table I. For quantum gravitational collapse,
following [34, 53], we find decoherence timescales of order
10 s for proposed device #1 and 1 ms for proposed de-
vice #2, possibly testable with the proposed scheme. For
continuous spontaneous localization, following [53, 54],
we find decoherence timescales of order 107 s and 105 s
respectively, out of reach for our scheme. For a test of
gravitationally induced decoherence [37, 38], the matter
is more complicated, as there is considerable theoretical
disagreement about what mass distribution to use for the
nuclei of the system [4, 53, 55, 56]. Regarding the nuclei
as having sizes equal to their zero point motion in the lat-
tice results in decoherence times on the order of 106 s and
104 s respectively, out of reach for our scheme. More op-
timistically, regarding their size as the size of the atomic
nuclei as in [4] would result in decoherence times on the
order of 10 ms and 100 µs respectively, testable with the
current scheme.
For comparison, for the proposed devices at a base
temperature of 1 mK, we would expect environmentally
induced decoherence from coupling to the bath [32] to
have decoherence times of ∼150 µs and ∼15 ms respec-
tively.
In conclusion, we have proposed a method of postse-
lected nested interferometry for the creation and inves-
tigation of macroscopic quantum superpositions. This
scheme has two notable advantages over previous optical
schemes [2]: it only requires weakly coupled optomechan-
ical systems, and the mechanical decoherence times that
can be investigated are not limited by the optical storage
time within the optomechanical system but only by the
optical storage time in external delays. As a result, it
is realizable with only slight improvements over existing
devices.
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