M-distance based recommendation system (MBR) is a nearest neighbor based recommendation method which uses the average of ratings given to an item as the attribute of that item. This attribute is used to determine similar items. Then, the average of the rating given to the similar items to an item of the active user determines the rating of that item. In this paper, to decrease the error of MBR, by combining the following ideas, eight MBR-based recommendation systems are proposed: (a) Using the variance of item ratings in addition to the average of item ratings, as two attributes of an item, for determining similar items in an item-based nearest neighbor method; (b) Using the variance of user ratings in addition to the average of user ratings, as two attributes of a user, for determining similar users in a user-based nearest neighbor method; (c) Using a weighted average method for combining the ratings of similar items or similar users; (d) Using ensemble learning. Experimental results on real datasets show that our proposed EVMBR and EWVMBR which use ensemble learning have the least error. The error of the suggested EWVMBR is at-least 20% lower than that of MBR, Slope-One, P-kNN, and C-kNN.
INTRODUCTION
In general, recommendation systems have two tasks: prediction and suggestion. In prediction task, the recommendation system, based on the available information such as the history of the comments and ratings of the active user and the other users on some items, tries to predict the rating of the active user on a new item. The recommendation system intends to generate new suggestions for an active user. User's interest in an item is indicated by the user's ratings on that item. The suggestion task involves advising a list of items that are more likely to be close to the target user's tastes. Various methods have been proposed for prediction and suggestion in various articles. The accuracy and runtime are the most important challenges of recommendation systems.
The user-based and item-based collaborative filtering is simple prediction and suggestion techniques which give an acceptable level of accuracy. Sarwar et al. [1] predicted active user ratings on a new item based on the active user's ratings for similar items (or neighboring items), and therefore, this method is called an item-based approach. The different criterion can be used to determine similar items. A new similarity criterion [2] was proposed to increase the accuracy of collaborative filtering methods for a sparse user-item table. This new similarity criterion also solves the cold start problem. The experiments show that this method is more efficient than other similarity criteria such as cosine similarity and Pearson correlation coefficient-based similarity. The reversed collaborative filtering [3] predicts unrated items of a user based on k-nearest neighbors of the rated items. The set of knearest neighbor of rated items can be determined in the training phase. This set is usually much smaller than the set of all items. Therefore, the speed of reverse collaborative filtering method is better than that of traditional collaborative filtering methods.
To increase the speed of k-nearest neighbor methods, a new criterion called M-distance was introduced to calculate the similarity of items [4] . The M-distance of two items is the absolute of the difference of the average ratings of those two items. The rating of the active user on an unrated item is set to the average rating of a number of its most similar rated items. The speed of M-distance based method is much better than that of cosine similarity and Pearson correlation based approaches because to determine the similarity of two items, M-distance compares two scalars, i.e. two averages, while in cosine similarity and Pearson correlation coefficient method, two rating vectors, i.e. the ratings of all users on those two items, are compared.
In the Slope-One [5] , a simple linear regression model is used to predict ratings. In extended Slope-One [6] , first, some similar users to the active user are determined. Then, the Slope-One algorithm, based on just these similar users and not all of the users, estimates the rating of unrated items of the active user. The incremental Slope-One [7] is suitable for the condition where the ratings of users on items are completed incrementally.
Multi-class Co-Clustering (MCoC) is a co-clustering method which groups items and users such that the users with similar interests and their interest items are in the same group [8] . Then, each time, a collaborative filtering method is implemented for a group of users and items.
Contrary to the collaborative filtering which determines the rating of an item based on other users' ratings on that item, in a content-based filtering approach, the rating of the active user on an item is estimated based on the item attributes and the user's interests in those attributes [9] . The advantage of content-based filtering approach is that to determine the rating of a user on an item, it is not necessary to collect the ratings of different users on that item. Content-based filtering can be used also to strengthen collaborative filtering [10] .
In the most of recommendation systems, the prediction of popularity or not the popularity of an item for a user, or item suggestion or not suggestion action, is considered as a twoway decision or a two-class classification problem. In the three-way decision method [11] [12] [13] , in addition to the two mentioned decisions, i.e. item suggestion and not the suggestion, a third decision may also be made. In other words, if this method is rather quite certain about the popularity of an item for a user, the item is suggested to the user. If the method is unsure, it does not offer it. Otherwise, a third decision is made. This third decision can be taking guidance from the user.
A three-way decision method which uses a random forest method to determine the popularity of an item for a user was proposed [14] . In this method, after defining a specific objective function, two thresholds are determined in such a way that this objective function is minimized. Then, if the level of popularity of an item for a user determined by the random forest is greater than the first threshold, the item is suggested to the user. If the level of popularity of an item for the user is less than the second threshold, the item is not offered to the user. Otherwise, it takes guidance from the user.
In matrix factorization method [15] , the latent features of users and items are determined in such a way that the inner product of the latent features of a user with the latent feature of an item is equal to that user's rating on that item. In reference [16] , after extracting the latent features obtained by matrix factorization, the support vector machine model [17] was used to classify items of each user into two categories of interesting and non-interesting items. To strengthen the suggestions of matrix factorization based recommendation system, a deepconvolutional neural network can be used [18] . The role of the convolutional neural network is to help to extract deep latent features of items based on the comments of experts or customers on items.
As mentioned, one of the most successful types of recommender systems is the M-distance based recommendation system (MBR) which uses the average ratings given to an item as the attribute of that item. This attribute is used to determine similar items. In this paper, to decrease the error of MBR, eight recommendation systems are proposed based on the MBR method, which combines the following ideas: (a) Using the variance of item ratings in addition to the average of item ratings, as two attributes of item, for determining similar items in an item-based nearest neighbor method; (b) Using the variance of user ratings in addition to the average of user ratings, as two attributes of user, for determining similar users in a user-based nearest neighbor method; (c) Using a weighted average method for combining the ratings of similar items or similar users; (d) Using ensemble learning. Experimental results on real datasets show that our proposed EVMBR and EWVMBR which use ensemble learning have the least error. For different datasets, the mean absolute error of the suggested EWVMBR method is at-least 20 percent lower than that of MBR, Slope-One, P-kNN, and C-kNN. The runtime of our proposed methods is competitive with the MBR runtime and much lower than Slope-One, P-kNN, and C-kNN.
The main contribution of this paper is using variance of rating as a new feature of items and users. Indeed, we defined a new distance metric called VM-distance by using the variance statistics to compare two items or two users and to find the nearest neighbors of an item or a user. We also proposed a weighted average method for combining the ratings of similar items or similar users;
In continue, in section 2, the M-distance based recommendation system (MBR) is explained in detail. In section 3, our proposed methods are presented. In section 4, the experimental results are presented, and in section 5 the conclusion is drawn.
MBR
In MBR, which is a nearest neighbor based method, the average of ratings given to each item is used as a feature of that item to determine similar items. Formally, the average rating of the -th item is given by
where is the number of users in a user-item matrix, and is the rating given to the item by the user . As you can see, in the calculation of the average using Eq. (1), the missing ratings marked with zero are not considered. The M-distance of item and item is defined as follows:
The MBR algorithm is summarized as algorithm 1. In this algorithm, for predicting the rating of user on item , first, some of the nearest neighbors of the item i which were rated by the user u are determined. Then, if there exists at least one neighbor, the predicted rating of the user on item ( ) is set to the average of ratings of the user on those nearest neighbors. Otherwise, the value of set to the average the ratings of the different users on the item i. In other words,
where { | , ≤ } is the set of those items of which Mdistances to i-th item is less than the threshold . Algorithm 1. MBR algorithm [4] .
Input:
: The neighborhood threshold : User-item matrix : The number of items : The active user : The item of the active user which its rating must be predicted Output:
: The predicted rating of user u on item i /* Step 1. Find nearest neighbor of item i */ = 0 // Number of nearest neighbors of item i = 0 // The sum of ratings of nearest neighbors = 1 /* an item cannot be the neighbor of itself*/ ( == ) ℎ Continue; /* Items with zero ratings are not considered as neighbors*/ ( == 0) ℎ continue;
Step 2. Predicting the rating of active user on item i */ ( ≥ 1) ℎ = else =
OUR PROPOSED METHODS
In this paper, eight recommendation systems are proposed based on the MBR method. The idea of these eight recommendation systems are as follows:
• Using the variance of item ratings in addition to the average of item ratings, as two item attributes, for determining similar items in an item-based nearest neighbor method.
• Using the variance of user ratings in addition to the average of user ratings, as two user attributes, for determining similar users in a user-based nearest neighbor method.
• Using a weighted average for combining the ratings of similar items or similar users.
• Using ensemble learning.
Item-based methods
The MBR method is an item-based nearest neighbor method. In this sub-section, based on this item-based method, several item-based methods are suggested.
Using the variance statistics
The variance of the ratings of item is defined as follows:
where is the rating given by the user on the item . As it can be seen, the missing ratings (marked with zero) are not considered for computing the variance.
is the average ratings of users on the item i.
Definition. The VM-distance of item and item is defined as follows:
where the parameter ≥ 0 determines the importance of the variance with respect to the average.
The weighted average of neighbors' ratings
In the MBR method, the un-weighted average of the ratings of a number of similar rated items to an unrated item of the active user is used to determine the rating of that unrated item. Using the weighted average instead of an un-weighted average may increase the accuracy of the MBR algorithm. Therefore, to predict the active user rating on the item i, the following equation is proposed:
where > 0 is the Gaussian weight of item i, namely
where > 0 is Gaussian function width. The greater the , (VM-distance between item and item ) is, the less the effect or the weight of item ( ) for predicting the rating of user on item is. The parameter determines how the weight changes when the VM-distance changes. For example, if is small, the weight tends to zero rapidly as the VMdistance increases, while if is big, the weight tends to zero slowly as the VM-distance increases.
User-based methods
The MBR method is an item-based nearest neighbor method. In continue, based on this item-based method, several userbased methods are suggested.
Using the variance statistics
The average and the variance of the ratings of user is determined as follows:
where is the number of items in the user-item table.
The VM-distance of user and user is given by
The weighted average of neighbours' ratings
Using the weighted average instead of an un-weighted average may increase the accuracy of the nearest neighbor algorithm. Therefore, to predict the active user rating on the item i, the following equation is proposed:
where ̃> 0 is the Gaussian weight of the user t, namely
Ensemble learning based recommendation system
One way to improve the accuracy of predictive machines is to use ensemble learning. In this method, several predictive machines are used to predict. Then, the results of the predictive machines are combined. In this paper, an item-based method and a user-based approach are used as two members of our proposed ensemble learning. In other words, after estimating the ratings with each of these two learning methods, the weighted average of these two estimated ratings is reported as the final value of the estimated rating. The accuracy of each learning method is the weight of that method in ensemble learning which is determined using a validation dataset.
Finally, the eight proposed recommendation systems of this paper are summarized as follows:
• VMBR-I: An item-based approach which uses our proposed VM-distance criterion to calculate the difference between two items and to determine the similar items. It then uses un-weighted average of the ratings of a number of nearest items of an unrated item of an active user as the estimated rating of that unrated item.
• VMBR-U: A user-based approach which uses our proposed VM-distance criterion to calculate the difference between two users and to determine the similar users. It then uses un-weighted average of the ratings of a number of nearest users on an active item as the rating of an active user on the active item.
• WVMBR-I or Weighted VMBR-I: An item-based approach which uses our proposed VM-distance criterion to calculate the difference between two items and to determine the similar items. It then uses the weighted average of the ratings of a number of nearest items of an unrated item of an active user as the estimated rating of that unrated item.
• WVMBR-U or Weighted VMBR-U: A user-based approach which uses our proposed VM-distance criterion to calculate the difference between two users and to determine the similar users. It then uses the weighted average of the ratings of a number of nearest users as the rating of an active user on an active item.
• WMBR-I or Weighted MBR-I: An item-based approach which uses the M-distance criterion to calculate the difference between two items and to determine the similar items. It uses the weighted average of the ratings of a number of nearest items as the rating of an unrated item of the active user.
• WMBR-U or Weighted MBR-U: A user-based approach which uses the M-distance criterion to calculate the difference between two users and to determine the similar users. It uses the weighted average of the ratings of a number of nearest users as the rating of an active user on an active item.
• EVMBR (VMBR with Ensemble Learning): A recommendation system which uses ensemble learning, and VMBR-I and VMBR-U as two members of the ensemble learning method.
• EWVMBR (WMBR with Ensemble Learning): A recommendation system which uses ensemble learning, and WVMBR-I and WVMBR-U as two members of the ensemble learning method.
EXPERIMENTAL RESULTS
In this section, our proposed methods are evaluated using a number of experiments and are compared with the MBR methods, cosine-based kNN [1] , Pearson-based kNN, and Slope-One [5] . The effectiveness of our proposed methods is evaluated by using three datasets, i.e. Movielens-100k, DouBan, and EachMovie. MovieLens-100K consists of 100,000 ratings from 943 users on 1,682 movies. DouBan consists of 912,479 ratings from 2,925 users on 39,695 movies. EachMovie consists of 913,809 ratings from 72,916 users on 1,628 movies. All experiments were performed on a computer of 3.1GHz CPU and 12GB memory.
Leave-one-out method is used to evaluate the proposed algorithms. The most common error estimation criteria, i.e. the mean absolute error (MAE) and root mean square error (RMSE), is used to report the error rate of every method. Table 1 compares the MAE of different recommendation methods for the best value of threshold δ. Bold font indicates the best algorithms. As it can be seen, our proposed EWVMBR has the least MAE for each datasets. The MAE of each of our proposed methods is less than that of MBR, P-kNN, C-kNN, and Slope-One methods. The MAE of the EWVMBR method is 20 to 30 percent lower than that of the MBR for each datasets. Bold font indicates the best algorithms. As can be seen, our proposed EWVMBR or EVMBR has the least RMSE for all three datasets. Also, the RMSE of our proposed VMBR-I is also less than that of the traditional recommendation methods, i.e. MBR, P-kNN, C-kNN, and Slope-One. The RMSE of our proposed EWVMBR and EVMBR are 10 to 20 percent lower than the MBR method for all three datasets. Table 3 shows the runtime time of different methods for the best threshold value δ. Our proposed VMBR-I or VMBR-U has the least runtime for all three datasets. The VMBR-U which is a user-based method has the least runtime for the MovieLens100K and DouBan datasets. The VMBR-I which is an item-based method has the least runtime for the EachMovie dataset. The reason is that the number of users is less than the number of items in MovieLens100K and DouBan datasets, while in the EachMovie dataset, the number of users is more than the number of items. Therefore, in the EachMovie dataset with 72916 users and 1628 items, the runtime of determining the nearest items is much less than that of the nearest users' determination. Notice that VMBR-I searches for the nearest items while VMBR-U method search for the nearest users.
The only difference between the VMBR-I method and the MBR method is the use of the variance of item ratings in addition to the mean of item ratings in the VMBR-I method. Therefore, it seems that the runtime of the VMBR-I method must be more than that of the MBR, while Table 3 does not confirm this. The reason is that the reported runtime is the runtime for the optimum threshold δ. The threshold δ directly relates with the numbers of nearest neighbors used to predict a rating. The optimum thresholds of different recommendation methods are not the same. The optimum threshold value δ of VMBR-I and MBR are 0.01 and 0.5, respectively. Therefore, the number of neighboring items used in the VMBR-I method is less than that of the MBR which leads the runtime of the VMBR-I method to be also less than that of MBR. Figure 1 shows the sensitivity of the MAE of the WVMBR-I to the threshold δ for the Movielens-100k dataset. In this experiment, the value of the parameter σ is considered to be -4 10. As it can be seen, the error decreases by increasing the threshold δ . According to the Figure 2 , the runtime is increased as the threshold δ increases. The reason is that as the threshold δ increases the number of neighbors which are used to predict the ratings increases. The threshold parameter δ in an un-weighted method, such as MBR or VMBR-I, or VMBR-U, is the only parameter for controlling the number of contributing neighbors used for predicting ratings. But, in the WVMBR-I method, which is a weighted method, the parameter of Gaussian weight, i.e. σ , can also control the effects of neighbors, and can eliminate the effect of distant neighbors. The runtime sensitivity of WVMBR -I method to the threshold value δ for Movielens-100k dataset Figure 3 shows the MAE sensitivity of the WVMBR-I method to the value of the parameter σ for the Movielens-100k dataset. In this experiment, the threshold δ is considered to be 0.1. By increasing the parameter σ from 0 to 0.0001, the MAE decreases, then the MAE increases as the parameter σ increases. The parameter σ determines how the weight of a neighbor changes when its VM-distance changes. For example, if σ is small, the weight tends to zero rapidly as the VMdistance increases, while if σ is big, the weight tends to zero slowly as the VM-distance increases. Therefore, if σ is small, for example 0.0001, only the most similar items are used for rating prediction. If σ is very small, for example 0.00001, a zero weight may be assigned to even the nearest neighbor which is a problem for predicting a rating. If σ is big, for example 1, even distant neighbor is used to predict rating. Since distant neighbor of an item are not similar to that item, using distant neighbor can increase prediction error. 
CONCLUSION
In this paper, eight recommendation systems were proposed based on the MBR method, which combines the following ideas:
(1) Using the variance of item ratings along with the average of item ratings, as two attributes of the item, for determining similar items in an item-based nearest neighbor method;
(2) Using the variance of user ratings along with the average of user ratings, as two attributes of the user, for determining similar users in a user-based nearest neighbor method; (3) Using a weighted average method for combining ratings of similar items or similar users; (4) Using ensemble learning.
Experimental results showed that our proposed EVMBR and EWVMBR methods which use ensemble learning have the least error. For different datasets, the mean absolute error of the suggested EWVMBR method is at-least 20 percent lower than that of MBR, Slope-One, P-kNN, and C-kNN. The runtime of the proposed methods is competitive with the MBR runtime and much lower than Slope-One, P-kNN, and C-kNN. Meanwhile, our proposed user-based methods have less runtime than that of our proposed item-based methods for the dataset which the number of its users are less than the number of its items.
In the future, in order to improve the accuracy of MBRbased methods, along with the mean and variance statistics, we can use other statistics such as the average of each quartet of item (or user) ratings as the other attributes of item (or user).
