Simulations of the Angular Dependence of the Dipole-Dipole Interaction Among Rydberg Atoms by Bigelow, Jacob L et al.
Ursinus College
Digital Commons @ Ursinus College
Physics and Astronomy Faculty Publications Physics and Astronomy Department
7-29-2016
Simulations of the Angular Dependence of the
Dipole-Dipole Interaction Among Rydberg Atoms
Jacob L. Bigelow
Ursinus College, jabigelow@ursinus.edu
Jacob T. Paul
Ursinus College, japaul@ursinus.edu
Matan Peleg
Ursinus College, mapeleg@ursinus.edu
Veronica L. Sanford
Ursinus College, vesanford@ursinus.edu
Thomas J. Carroll
Ursinus College, tcarroll@ursinus.edu
See next page for additional authors
Follow this and additional works at: https://digitalcommons.ursinus.edu/physics_astro_fac
Part of the Atomic, Molecular and Optical Physics Commons
Click here to let us know how access to this document benefits you.
This Article is brought to you for free and open access by the Physics and Astronomy Department at Digital Commons @ Ursinus College. It has been
accepted for inclusion in Physics and Astronomy Faculty Publications by an authorized administrator of Digital Commons @ Ursinus College. For
more information, please contact aprock@ursinus.edu.
Recommended Citation
Bigelow, Jacob L.; Paul, Jacob T.; Peleg, Matan; Sanford, Veronica L.; Carroll, Thomas J.; and Noel, Michael W., "Simulations of the
Angular Dependence of the Dipole-Dipole Interaction Among Rydberg Atoms" (2016). Physics and Astronomy Faculty Publications. 7.
https://digitalcommons.ursinus.edu/physics_astro_fac/7
Authors
Jacob L. Bigelow, Jacob T. Paul, Matan Peleg, Veronica L. Sanford, Thomas J. Carroll, and Michael W. Noel
This article is available at Digital Commons @ Ursinus College: https://digitalcommons.ursinus.edu/physics_astro_fac/7
ar
X
iv
:1
51
0.
07
91
4v
3 
 [p
hy
sic
s.a
tom
-p
h]
  2
 Ju
n 2
01
6
Simulations of the angular dependence of the dipole-dipole interaction among
Rydberg atoms
Jacob L. Bigelow,1 Jacob T. Paul,1 Matan Peleg,1 Veronica L. Sanford,1 Thomas J. Carroll,1 and Michael W. Noel2
1Department of Physics and Astronomy, Ursinus College, Collegeville, PA 19426.
2Department of Physics, Bryn Mawr College, Bryn Mawr, PA 19010.
(Dated: June 3, 2016)
The dipole-dipole interaction between two Rydberg atoms depends on the relative orientation
of the atoms and on the change in the magnetic quantum number. We simulate the effect of this
anisotropy on the energy transport in an amorphous many atom system subject to a homogeneous
applied electric field. We consider two experimentally feasible geometries and find that the effects
should be measurable in current generation imaging experiments. In both geometries atoms of
p character are localized to a small region of space which is immersed in a larger region that is
filled with atoms of s character. Energy transfer due to the dipole-dipole interaction can lead to
a spread of p character into the region initially occupied by s atoms. Over long timescales the
energy transport is confined to the volume near the border of the p region which suggests Anderson
localization. We calculate a correlation length of 6.3 µm for one particular geometry.
PACS numbers: 32.80.Ee, 32.60.+i
I. INTRODUCTION
The energy exchange among Rydberg atoms has gar-
nered great interest both as a probe of fundamental quan-
tum dynamics and as a potential way to model other
physical systems. The strong dipolar interactions among
Rydberg atoms can block all but one excitation in a group
of atoms, leading to a collective two-level system [1–3].
These “super-atoms”, which could be used as qubits,
have recently been observed and characterized [4, 5]. The
control of Rydberg atoms has also made progress at the
single atom level. Coherent coupling between a pair of
Rydberg atoms was directly measured revealing both the
1/r3 dependence of the dipole-dipole interaction and the
1/r6 dependence of the van der Waals interactions [6, 7].
Systems of Rydberg atoms have been proposed as quan-
tum simulators of frustrated magnets and “quantum spin
ices” [8, 9]. Coherent excitation hopping has been ob-
served in a chain of three Rydberg atoms, pointing to-
ward the use of Rydberg systems as quantum simulators
of spin dynamics [10]. The energy transport in such sys-
tems has been studied in simulation, for example by in-
vestigating the effect of randomness on energy transport
in a lattice [11] or exploring the importance of dissipa-
tion and correlations [12]. Understanding the dynamics
of energy transport in systems of cold Rydberg atoms
will be important when using these systems for quantum
information tasks.
The energy exchange between a pair of Rydberg atoms
is mediated by the dipole-dipole interaction,
V (r) =
µ1 · µ2 − 3(µ1 · Rˆ)(µ2 · Rˆ)
R3
, (1)
where R is the separation vector between the atoms and
µi are the electric dipole matrix elements connecting the
initial and final states for each atom. The external elec-
tric field fixes the quantization axis. The dependence of
the interaction on θ, the zenith angle between the quan-
tization axis and Rˆ, arises from the second term in the
numerator of Eq. (1) [13]. If the applied electric field is
homogeneous, the three possibilities for the θ dependence
are, for each possible combination of ∆mj1 and ∆mj2:
∆mj1 +∆mj2 = 0 :
f0(θ) = (1− 3 cos2 θ)/2, (2)
∆mj1 +∆mj2 = ±1 :
f1(θ) = (3 sin θ cos θ)/
√
2, (3)
∆mj1 +∆mj2 = ±2 :
f2(θ) = (3 sin
2 θ)/2. (4)
Experimental evidence for the angular dependence of
the dipole-dipole interaction was presented in [13] by
confining Rydberg atoms to a one dimensional sam-
ple. Recently, Ravets et al. have directly measured
the anisotropy by restricting the dipole-dipole interac-
tion to one channel and considering only two atoms; they
find good agreement with the predicted angular depen-
dence [14]. In a similar system of magnetic spins, the
angular dependence of the dipole-dipole interaction was
observed to create an anisotropic deformation in the ex-
pansion of a Bose-Einstein condensate of chromium [15]
and dysprosium [16]. An Erbium condensate exhibited
a d-wave collapse when the scattering length was tuned
below a critical value using a Feschbach resonance [17].
A number of recent experiments have studied Rydberg
systems by imaging the spatial distribution of Rydberg
atoms as a function of time. If the imaging technique
is state selective, such experiments can measure the spa-
tial and temporal dependence of the energy transport.
Imaging experiments have been used to study correla-
tions due to the dipole blockade [18, 19]. The evolution
2of a cloud of Rydberg atoms toward an ultracold plasma
has been imaged by scattering light from core ions [20].
The diffusion of energy throughout an ultracold gas of
Rydberg atoms has been observed, with sufficient spatial
and temporal resolution to extract a diffusion rate [21].
The exchange of energy between two spatially separated
groups of atoms has been imaged [22].
Motivated by recent imaging results, we simulate the
time evolution of the energy exchange among Rydberg
atoms by numerically solving the Schro¨dinger equation.
Our model includes the full angular dependence of the
dipole-dipole interaction in the many atom regime. With
relatively simple and experimentally accessible geome-
tries, we find that it should be possible to observe the
effect of the anisotropy on the energy transport.
II. MODEL
We consider an amorphous sample of Rydberg atoms
in the presence of a static electric field. For concreteness,
we focus our attention on the energy exchange
p3/2,|mj|=3/2 + s1/2 → s1/2 + p3/2,|mj|=3/2, (5)
which is often called the always resonant channel as the
interaction can proceed regardless of the value of the ex-
ternal electric field, though a field inhomogeneity can
shift this interaction away from resonance [22]. An ex-
ample is shown in the Stark map of Fig. 1 for Rb 39s1/2
and 39p3/2 states. This interaction is advantageous be-
cause it has large dipole moments (∼800 ea0) and does
not require precise tuning of the electric field.
Since the s atoms have |mj | = 1/2 then ∆mj cannot
be zero for either atom. Thus the sum ∆mj1+∆mj2 = 0
or ±2 but the ±1 case is eliminated. By choosing the di-
rection of an applied static electric field we fix the quan-
tization axis and hence the relative orientation angle of
the Rydberg atoms. Because of the anisotropy of Eq. (2)
and Eq. (4), the energy transport will be more efficient
for particular relative orientation angles. The interaction
between the atoms will be strongest when θ = π/2.
Experimentally, one could selectively excite the
p3/2,|mj|=3/2 state by applying a small electric field,
which splits the two |mj | states. One caution is that
at low applied fields the p3/2, |mj | = 1/2 state is close
in energy to the |mj | = 3/2 state. In this case the s1/2
state could couple off-resonantly by the interaction
p3/2,|mj|=3/2 + s1/2 → s1/2 + p3/2,|mj|=1/2. (6)
This would introduce the possibility of ∆mj = ±1 in-
teractions, which would diminish the visibility of the
anisotropic energy transport as there would no longer
be a preferred angle.
In order to maximize the number of s and p atoms that
we can model, we do not include the ground state or in-
teraction with the excitation lasers. Energy exchange
during the laser excitation has been shown to play a role
Figure 1. (color online) Stark map showing an example of the
dipole-dipole interaction s+p→ p+ s. This energy exchange
is “always resonant” provided that the applied static electric
field is spatially homogeneous.
in the observed state mixing in some experiments [23]. In
our model, we consider relatively short excitation pulses
that provide a well-defined starting time for the inter-
action and minimal opportunity for dipole-dipole energy
exchange during excitation.
The Hamiltonian for our system in a homogeneous
electric field is
Hˆij =
∑
i6=j
µ2
R3ij
[
f0(θ)
(
σˆip+s+σˆ
j
s+p+ + σˆ
i
p−s−σˆ
j
s−p−
)
+
f2(θ)
(
σˆip+s+σˆ
j
s−p− + σˆ
i
p−s−σˆ
j
s+p+
)
+H.c.
]
, (7)
where µ is the dipole moment connecting the s and p
states, Rij is the distance between the i
th and jth atoms,
and σˆix±y± is an operator that changes the state of the i
th
atom from |x±〉 to |y±〉. The plus and minus signs denote
the positive and negative values of mj for each state; for
example, σˆp+s+ takes an atom from |p3/2,mj = +3/2〉 to
|s1/2,mj = +1/2〉.
The Hamiltonian matrix generated by Eq. (7) will be
quite large even for relatively small numbers of atoms
because we must include all possible mj states for each
atom. The size of the matrix is
N =
(
n
ns
)
2n, (8)
where n is the total number of atoms and ns is the num-
ber of s atoms. We consider our initial state to be a
superposition of all possible mj states for our initially
excited population of s and p atoms. Since we are mod-
eling an amorphous sample and wish to average over
both space and time, we simulate thousands of instances.
With available local and NSF XSEDE [24] supercomput-
ing resources, we can achieve this for matrices N . 105.
3Given this practical limit, if we simulate 3 p atoms we
can include at most 6 additional s atoms. For one or two
p atoms we can include up to 11 or 8 s atoms, respec-
tively. In this work, we include cases the following cases:
one p atom with 6, 7, 8, and 9 s atoms and two p atoms
with 5, 6, 7, and 8 s atoms.
III. RESULTS AND DISCUSSION
We model two geometries, both of which localize a
small number of p atoms in a larger group of s atoms.
We consider a sphere of p atoms localized at the end of
a long and narrow cylinder of s atoms. This restricts the
energy transport to a roughly one dimensional geometry.
We also consider a thin disc of s atoms with a small re-
gion of p atoms in the center, which allows us to image
energy transport in two dimensions.
In each case we simulate the time evolution in steps
of < 0.1 µs. At each time step, we store the probability
for each atom to be in either the s or the p state. We
average the results of multiple runs together by binning
the probabilities by the atom’s position. This generates
a map of the energy transport as a function of position,
as shown in Fig. 2 and Fig. 5.
A. One dimensional case: cylindrical geometry
We randomly place p atoms in a spherical volume of
diameter 10 µm. The spherical volume is at one end of a
cylinder of the same diameter and length 60 µm, in which
we randomly place s atoms. Such a configuration could
be achieved with a multi-step excitation such as the one
described in [25]. The overlap of two perpendicular laser
beams used to excite p atoms would define a localized
volume represented by our spherical volume. Another
laser beam, collinear with one of the p-excitation beams
and exciting s atoms, would define a roughly cylindrical
volume.
Since ∆mj 6= 0, the angular dependence of Eq. (3) is
not possible and the only θ dependence is from Eq. (2)
or Eq. (4). If the electric field is perpendicular to our
cylinder, then θ for a given pair of atoms is likely to
be near π/2. At this angle the magnitude of Eq. (2)
is f0(π/2) = 1/2 and the magnitude of Eq. (4) is at a
maximum value f2(π/2) = 3/2.
If the electric field is parallel to our cylinder, then θ
for a given pair of atoms is likely to be near zero. At this
angle the magnitude of Eq. (2) is f0(π/2) = −1 while the
magnitude of Eq. (4) is at a minimum value f2(π/2) = 0.
The contribution of the angular dependence to the overall
coupling between the atoms is on average larger for angles
near π/2. Thus, we expect that for a perpendicular field
we should have more efficient energy transport along the
cylinder.
We run our simulation both for the case of an elec-
tric field parallel to the cylindrical excitation volume,
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Figure 2. (color online) Expansion of p character from the
initial spherical volume at left into the cylindrical volume ini-
tially populated with only s atoms. The probability of de-
tecting a p atom at a position is normalized to the number of
atoms excited at that position over all simulation runs. The
color scale is given by the legend, with redder colors indicating
more p character and bluer colors indicating less p character.
Horizontally adjacent images are generated at the same time
step for direct comparison. (a) The expansion when an elec-
tric field E0rˆ (perpendicular to the beam) is applied. (b)
The expansion when an electric field E0zˆ (along the beam) is
applied. The expansion in the axial case is evidently slower
than the expansion in the perpendicular case due to the an-
gular dependence of the energy exchange. Note that the color
scale has been chosen to enhance contrast at low probability.
~E = E0zˆ, and an electric field perpendicular to the cylin-
drical excitation volume, ~E = E0rˆ. The results are shown
in Fig. 2, where all different simulation cases are aver-
aged. Each column in Fig. 2 shows the diffusion of p
character along the cylinder at four different times. The
diffusion is clearly faster in the case of a perpendicular
field (Fig. 2(a)) as compared to the case of a parallel field
(Fig. 2(b)).
It is interesting to note that there is not much dif-
ference in the total energy exchange between these two
cases. At positions near the right end of the cylinder,
there is more p character in Fig. 2(a). For positions near
the left end of the cylinder, there is more p character in
Fig. 2(b). This is because pairs of atoms comprised of a
p atom in the initially populated sphere and a nearby s
atom will not have their relative orientation angle con-
strained by the cylindrical geometry. In both cases of
field direction, these pairs of atoms should exchange en-
ergy efficiently. However, for the case of Fig. 2(a), initial
s atoms near the left end of the cylinder that have mixed
with significant p character can more efficiently transport
their energy farther along the cylinder.
One of the striking features of Fig. 2(a) and (b) is that
the energy transport does not proceed very far down the
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Figure 3. (color online) (a) Integrated probability of detect-
ing a p atom as a function of position along the length of the
cylinder for the case which includes 2 p atoms and 8 s atoms.
Most of the expansion of p probability happens in the first
microsecond, with little subsequent change. (b) Width as a
function of time for the distribution shown in (a) and other se-
lected cases. The width is measured at 0.2 ×maximum height
so as to be sensitive to the small changes in the p probability
at large z. The rapid change at early times plateaus sharply
suggesting localization. The electric field in both (a) and (b)
is in the rˆ direction, as in Fig. 2(a).
cylinder. The color scale is chosen to enhance the con-
trast at the low probability end of the scale; considering
this there is evidently little change between t = 0.5 µs
and t = 5.0 µs.
We examine this more quantitatively in Fig. 3, where
the electric field is in the transverse (rˆ) direction for all
cases. For Fig. 3(a) we integrate the p probability across
the cylinder at each z and this integrated p probability is
shown for five different times for the simulated case of 2 p
atoms and 8 s atoms. Most of the increase in the width
of the distribution occurs for t < 1 µs. This is clearly
displayed in Fig. 3(b) for a variety of selected cases. In all
cases the width rapidly increases at early times and then
sharply plateaus. While we have explored only a small
region of parameter space for low numbers of atoms, a
trend is visible in these results. The cases in which the
ratio of s atoms to p atoms is largest display the flattest
plateaus, while those cases with a smaller ratio still have
a slight upward trend at later times.
The results of Fig. 2 and Fig. 3 suggest Anderson lo-
calization [26] of the p character. In order to characterize
the localization observed here, we numerically calculate
the intensity-intensity correlation function
〈|ψE(~r)|2|ψE(~r ′)|2〉 (9)
for each eigenfunction ψE(~r) of our system. We bin the
results by energy and position from∼ 104 simulation runs
for the 1 p and 7 s case. A portion of the resulting graph
is shown in the inset of Fig. 4, which shows the correlation
of Eq. (9) as a function of the distance |~r − ~r ′| and the
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Figure 4. (color online) The intensity-intensity correlation of
Eq. (9) for the narrow band of eigenenergies in the middle of
the inset, which show some extended correlation. The data
here are from the 1 p and 7 s atom case for the cylindrical
geometry discussed in the text. The solid red line is a fit
to an exponential decay which yields a localization length of
∼6.3 µm.
binned eigenenergies. Only a narrow band of energies
show any extended correlation; these data are graphed
as the blue points in Fig. 4. The solid red line in Fig. 4
is a fit to the function
A exp
(
−|~r − ~r
′|
ξ(E)
)
, (10)
where A is a constant and ξ(E) is the localization length.
The fit in Fig. 4 yields a localization length of ξ ∼ 6.3 µm.
Robicheaux and Gill [11] have investigated the effects
of randomness on energy transport in one, two, and
three-dimensional lattices of s atoms with one p atom.
They randomly perturbed the positions of the atoms or
the filling of the lattice and then systematically stud-
ied the effect of randomness by examining the energy
transport for a range of perturbation sizes. In the one-
dimensional case, they find that the p excitation is local-
ized for every eigenstate even for weak randomness. The
degree of localization was found to increase with the size
of the random perturbation. Our amorphous system is
a similar geometry to their maximally random case and
our results are in general agreement with Robicheaux and
Gill, though our system includes some additional ran-
domness due to the angular dependence and the variable
relative orientations of the atoms.
B. Two dimensional case: disc geometry
We randomly place s atoms in a disc of diameter 60 µm
and thickness 5 µm and p atoms only in the central re-
gion of the disc with diameter 10 µm. We examine the
energy transport when the applied electric field points
perpendicular to the disc in the z direction and when it
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Figure 5. (color online) Expansion of p character from the
initial central volume into the planar disc initially populated
with only s atoms. The color scale is given by the legend
in Fig. 2, with redder colors indicating more p character and
bluer colors indicating less p character. Horizontally adjacent
images are generated at the same time step for direct com-
parison. The orientation of the x, y, and z axes is given by
the inset at the upper left. The disc lies in the xy plane.
(a) The expansion when an electric field E0xˆ is applied. (b)
The expansion when an electric field E0yˆ is applied. (c) The
expansion when an electric field E0zˆ is applied. In (a) the dif-
fusion of p character is faster in the y direction, while in (b) it
is faster in the x direction. This is consistent with the angular
dependence of f0(θ) and f2(θ) as described in the main text.
points parallel to the plane of the disc in either the x or
y direction.
The results of the simulation are shown in Fig. 5, where
all simulation cases are averaged. Each column shows
the diffusion of p character away from the central region
for the case of a uniform electric field pointing in the
x (Fig. 5(a)), y (Fig. 5(b)), or z direction (Fig. 5(c)).
In Fig. 5(a) and (b) the diffusion of energy is asymmet-
ric. This is because when the field points in the x or y
direction, different pairs of atoms will have different rel-
ative orientation angles. When the field points in the x
(y) direction, the maximum rate of diffusion will be in
the y (x) direction. Similar to the previous discussion of
energy transport along the cylinder, this is because the
angular dependence will be a maximum when the rela-
tive orientation angle is π/2. When the field points in
the z direction, the relative orientation angle θ between
any pair of atoms is always π/2. The angular dependence
will not distinguish any direction of energy diffusion in
the plane of the disc. This isotropic diffusion is evident
in Fig. 5(c).
IV. CONCLUSION
Previous investigations have confirmed the anisotropic
nature of the dipole-dipole interaction between pairs of
atoms. We have investigated the consequence of this
anisotropic interaction by simulating the dynamics of en-
ergy transport in a cold gas of Rydberg atoms. Our
model solves the Schro¨dinger equation numerically and
includes the full many body wave function. We find that
the rate of energy transport depends both on the ge-
ometry of the atomic sample and on the angular depen-
dence of the energy exchange as determined by direc-
tion of the applied electric field and the various ∆mj
combinations possible in the interaction. In our pseudo-
one-dimensional model, we see the signature of Anderson
localization and are able to extract a localization length
for some cases. Our simulation results show that cur-
rent generation imaging experiments should be able to
measure the effects of the anisotropy in accessible atomic
geometries. This anisotropy could be used to tune the
energy transport in a cold Rydberg gas, making these
systems useful as a quantum simulators.
This work was based upon work supported by the Na-
tional Science Foundation under Grants No. 1205895 and
No. 1205897.
This work used the Extreme Science and Engineering
Discovery Environment (XSEDE), which is supported by
National Science Foundation grant number OCI-1053575.
[1] M. D. Lukin, M. Fleischhauer, R. Cote, L. M.
Duan, D. Jaksch, J. I. Cirac, and P. Zoller,
“Dipole Blockade and Quantum Information
Processing in Mesoscopic Atomic Ensembles,”
Phys. Rev. Lett. 87, 037901 (2001).
[2] Alpha Gae¨tan, Yevhen Miroshnychenko, Tatjana Wilk,
Amodsen Chotia, Matthieu Viteau, Daniel Comparat,
Pierre Pillet, Antoine Browaeys, and Philippe Grang-
ier, “Observation of collective excitation of two in-
dividual atoms in the Rydberg blockade regime,”
Nat Phys 5, 115–118 (2009).
[3] E. Urban, T. A. Johnson, T. Henage, L. Isenhower,
6D. D. Yavuz, T. G. Walker, and M. Saffman, “Ob-
servation of Rydberg blockade between two atoms,”
Nat Phys 5, 110–114 (2009).
[4] Johannes Zeiher, Peter Schauß, Sebastian Hild, Tom-
maso Macr`ı, Immanuel Bloch, and Christian Gross, “Mi-
croscopic Characterization of Scalable Coherent Rydberg
Superatoms,” Phys. Rev. X 5, 031015 (2015).
[5] T. M. Weber, M. Ho¨ning, T. Niederpru¨m, T. Man-
they, O. Thomas, V. Guarrera, M. Fleischhauer,
G. Barontini, and H. Ott, “Mesoscopic Rydberg-
blockaded ensembles in the superatom regime and be-
yond,” Nat Phys 11, 157–161 (2015).
[6] Sylvain Ravets, Henning Labuhn, Daniel Barredo, Lucas
Be´guin, Thierry Lahaye, and Antoine Browaeys, “Co-
herent dipole-dipole coupling between two single Ryd-
berg atoms at an electrically-tuned Fo¨rster resonance,”
Nat Phys 10, 914–917 (2014).
[7] L. Be´guin, A. Vernier, R. Chicireanu, T. Lahaye,
and A. Browaeys, “Direct Measurement of the van
der Waals Interaction between Two Rydberg Atoms,”
Phys. Rev. Lett. 110, 263201 (2013).
[8] A. W. Glaetzle, M. Dalmonte, R. Nath, I. Rousochatza-
kis, R. Moessner, and P. Zoller, “Quantum Spin-
Ice and Dimer Models with Rydberg Atoms,”
Phys. Rev. X 4, 041037 (2014).
[9] Alexander W. Glaetzle, Marcello Dalmonte, Re-
jish Nath, Christian Gross, Immanuel Bloch,
and Peter Zoller, “Designing Frustrated Quan-
tum Magnets with Laser-Dressed Rydberg Atoms,”
Phys. Rev. Lett. 114, 173002 (2015).
[10] Daniel Barredo, Henning Labuhn, Sylvain
Ravets, Thierry Lahaye, Antoine Browaeys, and
Charles S. Adams, “Coherent Excitation Trans-
fer in a Spin Chain of Three Rydberg Atoms,”
Phys. Rev. Lett. 114, 113002 (2015).
[11] F. Robicheaux and N. M. Gill, “Effect of ran-
dom positions for coherent dipole transport,”
Phys. Rev. A 89, 053429 (2014).
[12] H. Schempp, G. Gu¨nter, S. Wu¨ster, M. Wei-
demu¨ller, and S. Whitlock, “Correlated Exciton
Transport in Rydberg-Dressed-Atom Spin Chains,”
Phys. Rev. Lett. 115, 093002 (2015).
[13] Thomas J. Carroll, Katharine Claringbould, Anne Good-
sell, M. J. Lim, and Michael W. Noel, “Angu-
lar Dependence of the Dipole-Dipole Interaction in a
Nearly One-Dimensional Sample of Rydberg Atoms,”
Phys. Rev. Lett. 93, 153001 (2004).
[14] Sylvain Ravets, Henning Labuhn, Daniel Barredo,
Thierry Lahaye, and Antoine Browaeys, “Measurement
of the angular dependence of the dipole-dipole interac-
tion between two individual Rydberg atoms at a Fo¨rster
resonance,” Phys. Rev. A 92, 020701 (2015).
[15] J. Stuhler, A. Griesmaier, T. Koch, M. Fattori, T. Pfau,
S. Giovanazzi, P. Pedri, and L. Santos, “Observation
of Dipole-Dipole Interaction in a Degenerate Quantum
Gas,” Phys. Rev. Lett. 95, 150406 (2005).
[16] Mingwu Lu, Nathaniel Q. Burdick, Seo Ho
Youn, and Benjamin L. Lev, “Strongly Dipo-
lar Bose-Einstein Condensate of Dysprosium,”
Phys. Rev. Lett. 107, 190401 (2011).
[17] K. Aikawa, A. Frisch, M. Mark, S. Baier, A. Rietzler,
R. Grimm, and F. Ferlaino, “Bose-Einstein Condensa-
tion of Erbium,” Phys. Rev. Lett. 108, 210401 (2012).
[18] A. Schwarzkopf, R. E. Sapiro, and G. Raithel, “Imag-
ing Spatial Correlations of Rydberg Excitations in Cold
Atom Clouds,” Phys. Rev. Lett. 107, 103001 (2011).
[19] A. Schwarzkopf, D. A. Anderson, N. Thaicharoen,
and G. Raithel, “Spatial correlations between
Rydberg atoms in an optical dipole trap,”
Phys. Rev. A 88, 061406 (2013).
[20] P. McQuillen, X. Zhang, T. Strickler, F. B. Dun-
ning, and T. C. Killian, “Imaging the evo-
lution of an ultracold strontium Rydberg gas,”
Phys. Rev. A 87, 013407 (2013).
[21] G. Gu¨nter, H. Schempp, M. Robert-de Saint-Vincent,
V. Gavryusev, S. Helmrich, C. S. Hofmann, S. Whit-
lock, and M. Weidemu¨ller, “Observing the Dynamics
of Dipole-Mediated Energy Transport by Interaction-
Enhanced Imaging,” Science 342, 954–956 (2013).
[22] Donald P. Fahey, Thomas J. Carroll, and Michael W.
Noel, “Imaging the dipole-dipole energy exchange
between ultracold rubidium Rydberg atoms,”
Phys. Rev. A 91, 062702 (2015).
[23] K. C. Younge, A. Reinhard, T. Pohl, P. R.
Berman, and G. Raithel, “Mesoscopic Rydberg ensem-
bles: Beyond the pairwise-interaction approximation,”
Phys. Rev. A 79, 043420 (2009).
[24] John Towns, Timothy Cockerill, Maytal Dahan, Ian Fos-
ter, Kelly Gaither, Andrew Grimshaw, Victor Hazle-
wood, Scott Lathrop, Dave Lifka, Gregory D. Peterson,
Ralph Roskies, J. Ray Scott, and Nancy Wilkens-Diehr,
“XSEDE: Accelerating Scientific Discovery,” Computing
in Science and Engineering 16, 62–74 (2014).
[25] Donald P. Fahey and Michael W. Noel, “Excitation of
Rydberg states in rubidium with near infrared diode
lasers,” Optics Express 19, 17002 (2011).
[26] P. W. Anderson, “Absence of Diffusion in Certain Ran-
dom Lattices,” Phys. Rev. 109, 1492–1505 (1958).
