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Abstract
We present an approach for accelerating nonlinear
model predictive control. If the current optimal in-
put signal is saturated, also the optimal signals in
subsequent time steps often are. We propose to use
the open-loop optimal input signals whenever the
first and some subsequent input signals are satu-
rated. We only solve the next optimal control prob-
lem, when a non-saturated signal is encountered, or
the end of the horizon is reached. In this way, we
can save a significant number of NLPs to be solved
while on the other hand keep the performance loss
small. Furthermore, the NMPC is reactivated in
time when it comes to controlling the system safely
to its reference.
Key words: nonlinear model predictive control,
prediction, saturation.
1 Introduction
Model predictive control (MPC) is based on recur-
rently solving an optimal control problem (OCP)
and using the first resulting optimal control input
for the current system state. Research on MPC
has focused on reducing the time required to solve
the OCP or even to avoid its solution at all. The
first topic is either addressed by algorithmic ap-
proaches [4, 8, 7], or for the linear case, by ap-
proaches that exploit the structure of the OCP [11].
In contrast, there exist (again mostly for the lin-
ear case) a lot of approaches to avoiding solution of
an OCP. These approaches are based on the explicit
solution [2, 20] and variants thereof [10, 13], or on
the insights regarding the piecewise affine control
laws provided by the explicit solution [12, 3].
Nonlinear MPC (NMPC) is more challenging,
since a lot of assumptions and helpful properties
such as convexity do no longer hold, and solving
a nonlinear program (NLP) may be very expen-
sive [1, 14]. There exist some extensions of ex-
plicit methods for linear systems to the nonlinear
case [9, 19, 17, 18], but none of them are as com-
prehensive as in the linear case.
Large areas of the feasible state space, i.e., the
set of initial states for which a solution satisfying
all constraints exists, result in saturated control in-
puts. In this paper, we propose a method that
avoids the solution of some NLPs based on informa-
tion about saturated control inputs. The proposed
method is not based on any explicit solution.
It is well known that for deterministic linear
MPC, assuming that the terminal set and the
terminal cost are chosen appropriately, the pre-
dicted open-loop optimal solution and the resulting
closed-loop optimal solution are equal, if the termi-
nal constraints are inactive [6, 16]. This statement
does no longer hold for NMPC, among other rea-
sons because the unconstrained optimal feedback
law and the terminal set can typically only be ap-
proximated in the nonlinear case [5, 15]. Neverthe-
less, it can be observed that the open-loop optimal
input signals are often closed-loop optimal if the
first and some subsequent signals are saturated.
We present a simple but effective heuristic
method of avoiding the solution of NLPs: If the
OCP for the current state results in saturated con-
trol inputs, we reuse this input as long as it is
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predicted to be open-loop optimal for future time
steps. In the example section, we will see that
this simple heuristic results in skipping some NLPs,
while leading to almost the same results as a stan-
dard NMPC scheme.
2 Problem statement and
notation
Throughout the paper, we consider discrete-time,
nonlinear systems of the form
x(k + 1) = f(x(k), u(k)), k = 0, 1, . . . (1)
with f ∈ C2, f(0, 0) = 0. States and inputs are
assumed to be constrained according to
x(k) ∈ X ⊂ Rn,
u(k) ∈ U ⊂ Rm
for all time steps k, where
X = {x : x ≤ x ≤ x}, (2)
U = {u : u ≤ u ≤ u}, (3)
for some x, x ∈ Rn, u, u ∈ Rm such that 0 ∈ int(X )
and 0 ∈ int(U).
To regulate system (1) to the origin, we solve, on
a receding horizon, the optimal control problem
VN (x) = min
X,U
Vf (x(N)) +
N−1∑
k=0
ℓ(x(k), u(k)) (4a)
subject to
x(k + 1) = f(x(k), u(k)), k = 0, ..., N − 1
x(k) ∈ X , k = 0, ..., N − 1
u(k) ∈ U , k = 0, ..., N − 1
x(N) ∈ T ,
(4b)
for given initial value x(0), states X =
(xT (1), ..., xT (N))T , inputs U = (uT (0), ..., uT (N−
1))T , prediction horizon N , terminal cost Vf (x) =
xTPx, and stage cost ℓ(x, u) = xTQx+uTRu. The
weighting matrices P , Q, and R are assumed to
be positive definite matrices of the obvious dimen-
sions. The terminal set T ⊆ X with 0 ∈ int(T )
and the terminal cost function fulfill, together with
a stabilizing control law κ(x) on T , the require-
ments of a stabilizing triple as defined in [19] (see
also [5, 15] for stability properties).
For simplicity, we rewrite the optimal control
problem (4) by substituting the system dynamics
(1) into (4)
min
U
V (x(0), U) (5a)
subject to
G(x(0), U) 6 0. (5b)
Note that both problems describe the same NLP.
Notation
Let the set of all states for which problem (5) (or
equivalently (4)) has a solution be denoted F . For
any x(0) ∈ F , let V (x(0), U∗(x(0))) refer to the
optimal solution of (5) with optimizer U∗(x(0)).
A constraint i is called active for x(0) ∈ F if
Gi(x(0), U
∗(x(0))) = 0, where the index i refers
to row i of G. Let A(x(0)) refer to the set of active
constraints for x(0). If u(0) is subject to the bounds
u(0) ∈ [u0, u0], we call u(0) saturated whenever
u(0) = u
0
or u(0) = u0. We say e.g. ’uk is active’
for any constraint and any time step k if the index
i referring to the corresponding line in matrix (5b)
is in the active set, i.e., i ∈ A.
3 Saturated control laws
In model predictive control, problem (4) is recur-
rently solved on a receding horizon, and in every
time step, the first optimal input u∗(0) is applied
to the system.
The optimal input frequently is saturated close
to the boundary of the feasible set. For optimiza-
tion problems with tight input constraints U , the
saturated regions can easily make up 40% of the
whole feasible set. Figure 1 shows this for the ex-
ample from Section 4 (see also Table 1). For initial
values lying in these regions, some of the follow-
ing predicted open-loop, as well as the actual used
closed-loop control inputs, also take on saturated
values. This effect is larger for the open-loop so-
lution since, roughly speaking, the controller needs
to reach the terminal set in N time steps. Often,
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however, the open-loop and closed-loop optimal in-
puts attain the same saturated values for some time
steps.
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Figure 1: Feasible set of the system (6). For red
(blue, black) states the upper (lower, no) bound on
u(0) is active. Green states are part of the terminal
set.
3.1 Reusing predicted control laws
It is our central idea to reuse the saturated con-
trol law as long as it was predicted for the initial
value. When solving the NLP for an initial value
x0, we check (i) if the resulting input u(0) is satu-
rated and (ii) if there are subsequent time steps for
which the corresponding constraints on the input
are predicted to be active as well. If both condi-
tions hold, instead of solving the NLP, we reuse the
saturated control law as long as it was predicted.
After all predicted inputs were used, we switch back
to the NMPC in the classic fashion.
The proposed procedure is summarized in Algo-
rithm 1. As mentioned before, after solving the
Table 1: Distribution of initial values resulting in
inputs at the lower (u0) and upper (u0) bound and
other inputs in percent.
resulting control input u
0
u0 other
percentage of F 12.5 28.18 59.32
Algorithm 1 NMPC with reusing predicted
saurated control inputs
1: Input: A(x(0)).
2: if u0 is active then
3: if uk˜ is active for k˜ ≥ 1 then
4: u(1, ..., k˜) = u(0) = u.
5: end if
6: else if u
0
is active then
7: if uk˜ is active for k˜ ≥ 1 then
8: u(1, ..., k˜) = u(0) = u.
9: end if
10: else
11: solve (5) for k ≥ 1.
12: end if
problem (5), the algorithm basically checks the con-
straints regarding u(0) and, in case one of them is
active, also checks the predicted input values for
k˜ > 0. If at least one prediction is saturated as
well, instead of solving the NLP in the subsequent
time steps, the saturated values are used as long as
they were predicted for the initial state. Whenever
the end of this prediction is reached, classic NMPC
is used to steer the state closed-loop to the origin.
Note here that this procedure is only performed at
the beginning of the NMPC, i.e., only when solving
for the first time step.
While the procedure described in Algorithm 1
only applies to systems with a single input, i.e.,
m = 1, it can be easily extended to the multiple
input case. However, all inputs have to be satu-
rated in this case. The open-loop solution can then
be used until the shorter number of saturated time
steps is reached.
4 Example
We compare the proposed approach to classic
NMPC in terms of the number of solved NLPs. We
analyze both the nominal and additively disturbed
case.
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4.1 Simulation setup
We consider the nonlinear discrete-time benchmark
example from [19]
x1(k + 1) = x1(k) + 0.1x2(k) + 0.1(0.5 + 0.5x1(k))u(k),
x2(k + 1) = x2(k) + 0.1x1(k) + 0.1(0.5 − 2.0x2(k))u(k),
(6)
with state and input constraints
−2 6 x1,2(k) 6 2,
−0.5 6 u(k) 6 0.5.
The weighting matrices are chosen as
Q =
(
0.05 0
0 0.05
)
, R = 0.1.
The terminal penalty matrix
P =
(
5.9353 5.2774
5.2774 5.9353
)
and the terminal set T = {x ∈ X|xTPx ≤ α}, α =
0.0606 fulfill the requirements to form a stabilizing
triple. We used a prediction horizon of N = 12.
We simulated the regulation to the terminal
set in the classic fashion and using the proposed
method for the 5000 random feasible initial values
shown in Fig. 1. Almost 12% of the 5000 initial val-
ues resulted in an optimal control input u(0) sat-
urated at the lower bound. For the upper bound
saturation resulted for about 28% of all cases. We
counted the number of solved NLPs and measured
the cost performance V˜ in terms of
Vˆ =
kˆ∑
k=0
x(k)TQx(k) + u(k)TRu(k),
where kˆ is the number of time steps needed to reach
the terminal set. In other words, we calculated the
weighted distance of the current state and input
from the origin in every time step.
4.2 Deterministic case
Figure 2 shows the resulting state and input tra-
jectories as well as the number of solved NLPs for
one of the initial values for the deterministic case.
In this illustrative example, problem (5) resulted in
a u(0) saturated at the lower bound, u(0) = −0.5.
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Figure 2: Input and state trajectories and an indi-
cator for solved NLPs for standard NMPC (black)
and NMPC using the proposed method (red) for
one of the 5000 initial values over time steps k. A
value of 1 (respectively 0) indicates an (respectively
no) NLP was solved (bottom plot).
As u = −0.5 was predicted for the next six time
steps as well, we reuse the open-loop solution and
therefore do not have to solve the corresponding
NLPs during these time steps using the proposed
method. Note that we even reach the terminal set
one time step earlier compared to the classic ap-
proach because the open-loop solution is naturally
more aggressive.
For all among the 5000 initial values resulting in
an input at lower (upper) bound, Table 2 (Table 3)
compares the mean values of the cost performance
and the number of solved NLPs resulting for classic
and modified NMPC.
For initial values resulting in a saturated input
at the lower bound (blue states in Fig. 1) we save
on the average around 17% of NLPs. The cost per-
Table 2: Results for lower bound u
classic here percent
cost
Performance 0.377 0.386 2.3873
no. of
solved NLPs 12.8688 10.6752 17.033
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Figure 3: Trajectories of NMPC (black) and
NMPC reusing predicted saturated control inputs
(red) over the approximated feasible set F and ter-
minal set T .
formance, however, drops only by around 2.3%.
For initial values resulting in an input saturated
at the upper bound, we save almost 30% by us-
ing the proposed method, while losing a negligible
amount of 0.3% regarding the cost performance.
In conclusion, concerning the whole feasible set
(i.e., for all initial values, regardless if saturated in-
put or not), we can save on the average around
10.38% of NLPs, while the control performance
drops only very midly. Figure 3 shows illustra-
tive state trajectories resulting from classic NMPC
(black) and the proposed method (red), respec-
tively, on an approximation of the feasible set
presented in Figure 1. While all trajectories
are very similar, the trajectory starting at x0 =
(1.004,−0.6015) shows that the number of pre-
dicted saturated control inputs is higher than the
number used in the closed-loop fashion.
Table 3: Results for upper bound u
classic here percent
cost
Performance 0.4407 0.442 0.295
no. of
solved NLPs 12.1001 8.5578 29.275
4.3 Disturbed case
We also evaluated the method under the presence
of bounded disturbances. The dynamic model used
to determine the subsequent state reads
x(k + 1) = f(x(k), u(k)) + w, (7)
with disturbance vector w ∈ W . Constraints W
are chosen such that
−0.01 ≤ w ≤ 0.01.
We used the same initial values as for the deter-
ministic case for which a saturated control input
minimized (5) and applied the same random dis-
turbance vector to the trajectory resulting from
each initial value with and without the proposed
method. No robustification method was applied,
and 7 out of the 2034 initial values resulted in infea-
sible behavior. They were removed from the statis-
tics.
For the remaining initial values, Table 4 (Table 5)
compares again the number of NLPs and the cost
performance for the lower (upper) bound under the
presence of disturbances. About 16.6% of the NLPs
were skipped for initial values resulting in a satu-
rated input at the lower bound. About 29% were
skipped for initial values with inputs saturated at
the upper bound. The cost performances are again
negligibly small.
Table 4: Results for lower bound u and present
disturbances
classic here percent
cost
Performance 0.3799 0.3892 2.3895
no. of
solved NLPs 13.0516 10.8806 16.634
Table 5: Results for upper bound u and present
disturbances
classic here percent
cost
Performance 0.4425 0.4438 0.2929
no. of
solved NLPs 12.2011 8.6468 29.131
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5 Conclusion
We presented a simple but effective method for
accelerating nonlinear model predictive control
by avoiding the solution of potentially expensive
NLPs. Saturated regions can make up a large part
of the feasible set. We were able to show for both,
the deterministic and non-deterministic case, that
using a simple heuristic results in a reduction of
NLPs, with a negligible loss of control performance.
While the treated example was very simple and had
only one input, the result warrant further investi-
gations in the proposed method.
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