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Abstract 
During their operation, modern aircraft engine components are subjected to increasingly demanding operating conditions, 
especially the high pressure turbine (HPT) blades. Such conditions cause these parts to undergo different types of time-dependent 
degradation, one of which is creep. A model using the finite element method (FEM) was developed, in order to be able to predict 
the creep behaviour of HPT blades. Flight data records (FDR) for a specific aircraft, provided by a commercial aviation 
company, were used to obtain thermal and mechanical data for three different flight cycles. In order to create the 3D model 
needed for the FEM analysis, a HPT blade scrap was scanned, and its chemical composition and material properties were 
obtained. The data that was gathered was fed into the FEM model and different simulations were run, first with a simplified 3D 
rectangular block shape, in order to better establish the model, and then with the real 3D mesh obtained from the blade scrap. The 
overall expected behaviour in terms of displacement was observed, in particular at the trailing edge of the blade. Therefore such a 
model can be useful in the goal of predicting turbine blade life, given a set of FDR data. 
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Abstract 
Finite element calculations of stationary cracks were performed in the ductile to brittle transition region of the reduced activation 
tempered martensitic steel Eurofer97, for which a large fracture toughness database was already available. Two models were run 
in this work: i) compact tension specimens simulated in 3D, and ii)  small scale yielding boundary layer model in 2D plane strain 
condit ons. The analys s was focused on the u usual l w fracture toughness of Eurofer97 on the lower shelf, with respect to other 
"ferriti " steels, as well as in the lower transition. The analysis of the near tip st e s fiel  suggested tha  the mini um stress 
intensity factor on the lower shelf represents the minimum loading condition to have the local fracture stress act over a distance 
of the order of the pri r austenite grain size. The effect of loading rate on the tip stress fields were ls  inv stigated by 
considering a strain rate dependence of the flow stress explicitly in the finite element calculations. These effects were shown to 
be non-negligible and to depend on the ratio between the peak stress in the fracture process zone and the local fracture stress. 
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power systems in the worldwide fusion materials research programs, Tavassoli et al (2014). RAFM steels are 
attractive for fusion applications because of their high-level of technological maturity, their good balance of thermo-
mechanical properties and high resistance to neutron irradiation. Nonetheless, degradation of their mechanical and 
physical properties follows irradiation. 
Owing to the small available volume of the existing irradiation facilities, the irradiation-induced degradation of 
the fracture properties has to be assessed from tests carried out with small specimens, for which the size requirement 
for valid fracture toughness are usually not met. To account for specimen size effects on measured fracture 
toughness, local fracture approaches have been proposed and developed over the last decades. They differ in their 
details but are all based upon the attainment of critical configuration of the stress/strain/triaxiality state around the 
crack tip to initiate and propagate a crack, Ritchie et al. (1973), Beremin (1983), Gao et al. (1998), Odette (1994), 
Odette et al. (2003). Beremin's model is based upon a Weibull stress, which has to be regarded as the local loading 
parameter. To compute the Weibull stress, one has to calibrate two micromechanical parameters (Weibull modulus 
m and scale parameter u). A sophisticated calibration procedure of m and u was proposed by Gao et al. (1998) but 
it is not straightforward. It requires experimental fracture toughness data at different levels of constraint, 
supplemented by 3D simulations. Odette et al. approach (2003) is easier to implement as it relies only on the 
attainment of critical values stress * within a critical area A*. As a matter of fact, this model has been successfully 
applied on RPV steels by Rathbun et al., (2006), and on tempered martensitic steels in unirradiated condition, 
Bonadé et al. (2008), and irradiated condition, Yamamoto et al. (2011). However, independent of the local approach 
considered, the critical stress state to trigger fracture is rather difficult to define accurately because the near tip fields 
are very sensitive to a number of parameters. For instance, the area A encompassing a given stress , A(), scales 
with K4 (or equivalently J2), where K is the applied stress intensity factor, and J is the J-integral, Dodds et al., 
(1993). There is a non-negligible uncertainty in the determination of K by finite element (FE) calculation, which in 
turn leads to huge uncertainty in A(), the region of interest for determining a local fracture criterion. The build-up 
of the stress field at the crack tip is also sensitive to other controllable and adjustable inputs for the FE simulations: 
initial root radius, mesh refinement, type of elements, details of the material constitutive behavior. These parameters 
can play a critical role in particular at very low applied stress intensity factors. The sensitivity of the stress to the 
strain rate, which manifests itself through loading rate, has also an impact on the structure of the near tip stress 
fields, and it remains not sufficiently documented. The goal of this work was to quantify the loading rate effects of 
Eurofer97, with a series of finite element simulation realized in the lower part of the ductile-to-brittle transition at 
different temperatures. 
2. Material 
The reduced activation tempered martensitic steel Eurofer97 was investigated in this work. Eurofer97 is the 
reference material for the test blanket modules of ITER (International Thermonuclear Experimental Reactor) and 
contains (wt.%): 9% Cr, 1% W, 0.2% V, 0.14% Ta and 0.12% C. It was produced by Böhler AG as rolled plates of 
different thicknesses. The results discussed in this paper are related to a 25 mm plate, heat No. E83967. The final 
thermal treatment applied consisted of austenitization during 0.5h @ 980°C + air cooling followed by tempering 
1.5h @ 760°C + air cooling. Detailed investigations of the microstructure of the Eurofer97 were already performed 
by Fernández et al (2001), and Bonadé (2006) for example. Eurofer97 features small prior austenitic grains (PAG) 
size characterized by a mean intercept length of approximately 10 m. 
3. Finite element simulation models 
The 3D finite element simulations were implemented in the FE code Abaqus/Standard 6.14-1. Taking advantage 
of the specimen symmetry, only one quarter of the compact tensile specimen (C(T)) model was considered to 
minimize computational costs. The model was built according to the dimensions of a 0.18T C(T) specimen. For the 
computations, a stationary deep crack was modelled by a round notch with an initial root radius 0. Two meshes, 
which differed only by their initial root radius, were employed in this work. The root radius of these meshes was 
equivalent to 0.1 m and 1 m respectively. A 0.1 m initial root radius was necessary to obtain an accurate 
description of the near tip stress field at low loading (see also below) while the model with the larger initial root 
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power systems in the worldwide fusion materials research programs, Tavassoli et al (2014). RAFM steels are 
attractive for fusion applications because of their high-level of technological maturity, their good balance of thermo-
mechanical properties and high resistance to neutron irradiation. Nonetheless, degradation of their mechanical and 
physical properties follows irradiation. 
Owing to the small available volume of the existing irradiation facilities, the irradiation-induced degradation of 
the fracture properties has to be assessed from tests carried out with small specimens, for which the size requirement 
for valid fracture toughness are usually not met. To account for specimen size effects on measured fracture 
toughness, local fracture approaches have been proposed and developed over the last decades. They differ in their 
details but are all based upon the attainment of critical configuration of the stress/strain/triaxiality state around the 
crack tip to initiate and propagate a crack, Ritchie et al. (1973), Beremin (1983), Gao et al. (1998), Odette (1994), 
Odette et al. (2003). Beremin's model is based upon a Weibull stress, which has to be regarded as the local loading 
parameter. To compute the Weibull stress, one has to calibrate two micromechanical parameters (Weibull modulus 
m and scale parameter u). A sophisticated calibration procedure of m and u was proposed by Gao et al. (1998) but 
it is not straightforward. It requires experimental fracture toughness data at different levels of constraint, 
supplemented by 3D simulations. Odette et al. approach (2003) is easier to implement as it relies only on the 
attainment of critical values stress * within a critical area A*. As a matter of fact, this model has been successfully 
applied on RPV steels by Rathbun et al., (2006), and on tempered martensitic steels in unirradiated condition, 
Bonadé et al. (2008), and irradiated condition, Yamamoto et al. (2011). However, independent of the local approach 
considered, the critical stress state to trigger fracture is rather difficult to define accurately because the near tip fields 
are very sensitive to a number of parameters. For instance, the area A encompassing a given stress , A(), scales 
with K4 (or equivalently J2), where K is the applied stress intensity factor, and J is the J-integral, Dodds et al., 
(1993). There is a non-negligible uncertainty in the determination of K by finite element (FE) calculation, which in 
turn leads to huge uncertainty in A(), the region of interest for determining a local fracture criterion. The build-up 
of the stress field at the crack tip is also sensitive to other controllable and adjustable inputs for the FE simulations: 
initial root radius, mesh refinement, type of elements, details of the material constitutive behavior. These parameters 
can play a critical role in particular at very low applied stress intensity factors. The sensitivity of the stress to the 
strain rate, which manifests itself through loading rate, has also an impact on the structure of the near tip stress 
fields, and it remains not sufficiently documented. The goal of this work was to quantify the loading rate effects of 
Eurofer97, with a series of finite element simulation realized in the lower part of the ductile-to-brittle transition at 
different temperatures. 
2. Material 
The reduced activation tempered martensitic steel Eurofer97 was investigated in this work. Eurofer97 is the 
reference material for the test blanket modules of ITER (International Thermonuclear Experimental Reactor) and 
contains (wt.%): 9% Cr, 1% W, 0.2% V, 0.14% Ta and 0.12% C. It was produced by Böhler AG as rolled plates of 
different thicknesses. The results discussed in this paper are related to a 25 mm plate, heat No. E83967. The final 
thermal treatment applied consisted of austenitization during 0.5h @ 980°C + air cooling followed by tempering 
1.5h @ 760°C + air cooling. Detailed investigations of the microstructure of the Eurofer97 were already performed 
by Fernández et al (2001), and Bonadé (2006) for example. Eurofer97 features small prior austenitic grains (PAG) 
size characterized by a mean intercept length of approximately 10 m. 
3. Finite element simulation models 
The 3D finite element simulations were implemented in the FE code Abaqus/Standard 6.14-1. Taking advantage 
of the specimen symmetry, only one quarter of the compact tensile specimen (C(T)) model was considered to 
minimize computational costs. The model was built according to the dimensions of a 0.18T C(T) specimen. For the 
computations, a stationary deep crack was modelled by a round notch with an initial root radius 0. Two meshes, 
which differed only by their initial root radius, were employed in this work. The root radius of these meshes was 
equivalent to 0.1 m and 1 m respectively. A 0.1 m initial root radius was necessary to obtain an accurate 
description of the near tip stress field at low loading (see also below) while the model with the larger initial root 
1686 S. Knitel et al. / Procedia Structural Integrity 2 (2016) 1684–1691
 Author name / Structural Integrity Procedia 00 (2016) 000–000  3 
radius could be loaded to higher deformation levels without excessive deformation of the elements at the crack tip. 
The crack length to specimen width ratio was chosen as a/W=0.52. 
 
 
Fig. 1. FE C(T) mesh with details of the initial crack root. 
In order to catch the strong stress and strain gradients just ahead of the crack tip as precisely as possible, a fine 
mesh around the crack tip was used. The mesh consists of two different element types, namely 20-node quadratic 
brick elements with reduced integration (C3D20R) in the domain around the crack tip (see Fig. 1b and 1c) and 8-
node linear brick elements with reduced integration (C3D8R) at the remaining domain (see Fig. 1a)). A combination 
of these two elements is used, because the C3D20R elements showed a better resistance against mesh deformation 
then the C3D8R. In total, the model with 0 = 0.1 m contains 242165 elements and that with 0 = 1 m has 247275 
elements. Loading of the C(T) specimen was implemented by an analytical rigid pin with a node to surface 
discretization method and normal interaction properties. A reference point on the rigid pin was used to extract the 
resulting reaction force F in the model versus the displacement D. The calculated stress intensity factor K was 
deduced from the calculated P-D curve using the standard equations given in the ASTM standard E1921-15:  
 21
EK J  
           with             2 21 / pe p APJ J J f a WE BbB W
        
 (1) 
where K is the stress intensity factor,  is the Poisson’s ratio, E is the Young’s modulus, a is the crack length, W 
the specimen width, B the specimen thickness, b the ligament length, Ap is the plastic area below the P-D curve and 
 is a dimensionless factor. The FE material definition included the Young’s modulus (210'000 MPa) and the 
Poisson’s ratio (0.3) for the elastic properties, and a rate independent isotropic hardening behavior for the plastic 
ones. The true stress-strain curve deduced from uniaxial tensile tests carried out at constant displacement rates of 2.7 
x 10-5 was used. 
Crack tip small scale yielding (SSY) conditions were also reproduced with the so-called boundary layer model 
using a 2D full circular shaped plane strain FE model having a stationary crack with 0 = 0.1 m. The model 
contains 4142 quadratic quadrilateral elements with reduced integration (CPE8R). A description of the model can be 
found in Gao et al. (2001). Loading was applied by imposing displacements of the elastic Mode I singular field with 
a T-stress equal to zero at the nodes on the outer circular boundary. The x and y displacements for each node can be 
calculated by  
 1 cos 3 4 cos2 2
rx K
E
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   (3) 
4 Author name / Structural Integrity Procedia  00 (2016) 000–000 
where r is the radial distance from the crack tip and  is the angle between the crack plane and the node. The 
above relations hold for plastic regions Rp limited to a small fraction of the circular model radius R, typical Rp < 
R/20. The SSY-mesh was employed to investigate the loading rate effect on the structure of near crack tip at much 
lower computational cost than the full 3D C(T) model. For Abaqus, the strain rate dependence of the flow stress was 
introduced by providing the flow stress – plastic strain data in tabular form per strain rate in an increasing manner. 
Tensile tests were conducted at nominal strain rates of 2.7 x 10-5, 2.7 x 10-4 2.7 x 10-3 s-1 on standard round shaped 
specimen with a 5 mm diameter and a 30 mm straight segment at -196 °C, -150 °C, -100 °C and -50 °C. Abaqus 
then interpolates the flow properties at the different strain rates from this table. 
Results of the FE simulations were post processed to obtain a so-called stressed volume V(I) representing the 
volume within which the maximum principal stress is greater than I. To do so, a FORTRAN routine was written 
that checks if the maximum principal stress of every node of an element exceeds I. The sum of the nodes that 
exceed the critical stress is divided by the total number of nodes of the element and used to weight the elemental 
volume. Finally the volume is calculated by summing up the weighted volume per element for the whole model.  
4. Finite element simulation results and discussion 
The 3D FE simulation results of compact tension specimens are focused on the stress/strain fields at the crack tip, 
which exist at fracture on the lower shelf and lower part of the ductile to brittle transition region. The fracture 
toughness of Eurofer97 behavior in the transition region was characterized with a total of 186 data points obtained 
with pre-cracked (a/W0.5) compact tension specimens of three different sizes, namely 0.18T, 0.36T and 0.88T, by 
Mueller et al. (2009). The analysis of this database revealed that the shape of the median fracture toughness-
temperature curve in the transition deviates somewhat from the ASTM-E1921 master-curve, which describes the 
fracture behavior of 1T-thick specimens of "ferritic" steels in the transition. The shape adjustment that needed to be 
done for Eurofer97 steel was essentially an adjustment of the athermal coefficient A in the master-curve (Eq. 4). 
    1 0100 0 019med , TK A A exp . T T       (4) 
While A= 30 MPam1/2 is recommended in the ASTM-E1921 master-curve standard, the best description of the 
fracture toughness of Eurofer97 was obtained with a value of A equal to 12 MPam1/2. This clearly represents a 
significant decrease of the fracture toughness in the lower shelf. In order to gain insight into the critical condition of 
the stress/strain fields at fracture initiation on the lower shelf and lower transition, it is necessary to use a very fine 
mesh at the crack tip, and to use a very small initial root radius representative of the actual root radius at the end of 
the pre-cracking process. In steels, the fatigue crack tip has typically an initial opening 0 of the order of 0.1 m. 
Thus, a 3D mesh was developed with an initial root radius 0 to specimen width ratio 0/W equal to 0.1/9000. 
Again, this mesh in real units corresponds to 0.18T C(T) specimen. With such 0/W, it was found that the crack tip 
opening displacement  at failure of an 0.18T C(T) specimen even at -196 °C was such that /0 > 3. When /0 > 
3, McMeeking et al. (1977) showed that the stress field calculated by FE corresponds to the self-similarity solution, 
or in other words that the calculated stress fields are independent of 0. Only at T = -50 °C, the mesh with 0 = 1 m 
was used because the crack tip opening at failure is large enough to reach the condition /0 > 3. 
In Fig. 2, the fracture toughness data versus temperature are plotted along with the so-called lower bound 
determined for the 0.18T C(T) specimen size and defined as the 1% cumulative failure probability. We note that the 
0.18T C(T) lower bound was calculated from that of the 1T C(T) specimen derived from the equation (26) of the 
ASTM E1921-15 standard, and additionally crack front length adjusted according the equation (17) of the standard. 
The orange stars highlighted in Fig. 2 on the lower bound curve indicate the fracture toughness values at which the 
stress/strain fields were analyzed and reported below.  
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radius could be loaded to higher deformation levels without excessive deformation of the elements at the crack tip. 
The crack length to specimen width ratio was chosen as a/W=0.52. 
 
 
Fig. 1. FE C(T) mesh with details of the initial crack root. 
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discretization method and normal interaction properties. A reference point on the rigid pin was used to extract the 
resulting reaction force F in the model versus the displacement D. The calculated stress intensity factor K was 
deduced from the calculated P-D curve using the standard equations given in the ASTM standard E1921-15:  
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where K is the stress intensity factor,  is the Poisson’s ratio, E is the Young’s modulus, a is the crack length, W 
the specimen width, B the specimen thickness, b the ligament length, Ap is the plastic area below the P-D curve and 
 is a dimensionless factor. The FE material definition included the Young’s modulus (210'000 MPa) and the 
Poisson’s ratio (0.3) for the elastic properties, and a rate independent isotropic hardening behavior for the plastic 
ones. The true stress-strain curve deduced from uniaxial tensile tests carried out at constant displacement rates of 2.7 
x 10-5 was used. 
Crack tip small scale yielding (SSY) conditions were also reproduced with the so-called boundary layer model 
using a 2D full circular shaped plane strain FE model having a stationary crack with 0 = 0.1 m. The model 
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where r is the radial distance from the crack tip and  is the angle between the crack plane and the node. The 
above relations hold for plastic regions Rp limited to a small fraction of the circular model radius R, typical Rp < 
R/20. The SSY-mesh was employed to investigate the loading rate effect on the structure of near crack tip at much 
lower computational cost than the full 3D C(T) model. For Abaqus, the strain rate dependence of the flow stress was 
introduced by providing the flow stress – plastic strain data in tabular form per strain rate in an increasing manner. 
Tensile tests were conducted at nominal strain rates of 2.7 x 10-5, 2.7 x 10-4 2.7 x 10-3 s-1 on standard round shaped 
specimen with a 5 mm diameter and a 30 mm straight segment at -196 °C, -150 °C, -100 °C and -50 °C. Abaqus 
then interpolates the flow properties at the different strain rates from this table. 
Results of the FE simulations were post processed to obtain a so-called stressed volume V(I) representing the 
volume within which the maximum principal stress is greater than I. To do so, a FORTRAN routine was written 
that checks if the maximum principal stress of every node of an element exceeds I. The sum of the nodes that 
exceed the critical stress is divided by the total number of nodes of the element and used to weight the elemental 
volume. Finally the volume is calculated by summing up the weighted volume per element for the whole model.  
4. Finite element simulation results and discussion 
The 3D FE simulation results of compact tension specimens are focused on the stress/strain fields at the crack tip, 
which exist at fracture on the lower shelf and lower part of the ductile to brittle transition region. The fracture 
toughness of Eurofer97 behavior in the transition region was characterized with a total of 186 data points obtained 
with pre-cracked (a/W0.5) compact tension specimens of three different sizes, namely 0.18T, 0.36T and 0.88T, by 
Mueller et al. (2009). The analysis of this database revealed that the shape of the median fracture toughness-
temperature curve in the transition deviates somewhat from the ASTM-E1921 master-curve, which describes the 
fracture behavior of 1T-thick specimens of "ferritic" steels in the transition. The shape adjustment that needed to be 
done for Eurofer97 steel was essentially an adjustment of the athermal coefficient A in the master-curve (Eq. 4). 
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While A= 30 MPam1/2 is recommended in the ASTM-E1921 master-curve standard, the best description of the 
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the stress/strain fields at fracture initiation on the lower shelf and lower transition, it is necessary to use a very fine 
mesh at the crack tip, and to use a very small initial root radius representative of the actual root radius at the end of 
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was used because the crack tip opening at failure is large enough to reach the condition /0 > 3. 
In Fig. 2, the fracture toughness data versus temperature are plotted along with the so-called lower bound 
determined for the 0.18T C(T) specimen size and defined as the 1% cumulative failure probability. We note that the 
0.18T C(T) lower bound was calculated from that of the 1T C(T) specimen derived from the equation (26) of the 
ASTM E1921-15 standard, and additionally crack front length adjusted according the equation (17) of the standard. 
The orange stars highlighted in Fig. 2 on the lower bound curve indicate the fracture toughness values at which the 
stress/strain fields were analyzed and reported below.  
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Fig. 2. Fracture toughness data versus temperature, with calculated lower bound of the 0.18T C(T) specimens. 
 
In Fig. 3 are plotted the maximum principal stress I and the equivalent plastic strain p,eq within the so-called 
process zone ahead of the crack tip, in the middle of the specimen, as calculated by FE simulations at their 
respective lower bond value. In this case, the fields were calculated using the true stress/strain curve derived from 
the tensile tests carried out at an initial nominal strain rate of 2.7 x 10-5 s-1. This choice is justified by the following 
consideration. At the position of the peak stress, p,eq is around 0.01 drops rapidly with the distance and with typical 
loading rates for quasi-static loading are of the order of few MPam1/2 s-1. Hence, fracture initiation in quasi-static 
loading conditions is done within several minutes. Based on this, a rough but reasonable estimate of the plastic strain 
rate in the process zone yields values in the range of 10-5 to 10-4 s-1, providing the reason for our choice of the tensile 
test strain rate in this first set of simulations. It must be noted that the height of the peak decreases and the width 
increases with temperature. 
 
 
Fig. 3. Maximum principal stress and equivalent plastic strain ahead of the crack tip at T = -196 °C and T = -150 °C. 
 
Among the different fracture local approaches proposed, the so-called ‘‘critical stress–critical area” model,      
*–A*, developed by Odette et al. (1994) is based on the two following assumptions: (a) brittle fracture is triggered 
when a critical area A* of material encompasses a critical stress level, and (b) the critical values  * and A* are 
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usually assumed to be material properties independent of temperature. It naturally follows from this model that, for a 
given specimen size characterized by B, one can associate a critical volume V*=BA*. With the 3D simulations of 
the 0.18T C(T) specimens realized at four temperatures, the dependence of the stressed volume encompassed by the 
maximum principal stress is shown in Fig. 4, where it is seen that the curves cross each other at a critical maximum 
principal stress value * of 2050 MPa, corresponding to a critical volume V* of 2'500'000 m3. For *=2050 MPa, 
the critical distance on the crack plane in the direction of the crack propagation is slightly greater than 10 m in the 
simulation run at -196 °C, which as mentioned above gives the narrowest peak stress, see Fig. 3. Interestingly, we 
recall that the average prior austenite grain size is close to 10 m too. This result strongly suggests that the lower 
bound fracture toughness on the lower shelf represents the minimum loading to apply to make the stress gradient 
weak enough to propagate a micro-crack from one grain to the adjacent one. This interpretation is in agreement with 
Wallin (1993) who associated a minimum applied stress intensity factor below which fracture is impossible because 
of the steepness of the stress gradient. In other words, the critical stress must act over a critical distance of 
microstructural significance. In Eurofer97, initiated micro-cracks can degenerate into a macroscopic propagating 
crack only when the critical stress covers few prior austenite grain boundaries to allow their propagation. 
 
 
Fig. 4. Stressed volume encompassed by I at all four temperatures, at K values on the lower bound. 
Eurofer97 steel, like the other bcc metals and alloys, has relatively strong strain rate dependence at cryogenic 
temperatures. The strong plastic strain gradient that develops in the crack tip evidently results in a corresponding 
plastic strain rate gradient. To address the influence of plastic strain rate on the stressed volume, a series of 
simulations were carried out by considering the strain rate dependence of the flow stress explicitly. The constitutive 
behavior used as input for the FE simulations covers actually three orders of magnitude, namely 10-5 to 10-3 s-1. 
Since the 3D model of C(T) specimen requires a large amount of computational time, we performed the simulations 
using a SSY-mesh, without T-stress, as describe in Section 2. It was already shown that the stresses in the process 
zone calculated in SSY without a T-stress are somewhat different from those existing in a real specimen or 
component where non-zero T-stress is present. In particular, the positive T-stress of C(T) specimens, Sherry et al. 
(1995), tends to elevate the crack tip stresses. The results present in Fig. 5 are in good agreement with that as one 
can observes that the stress calculated with the SSY mess is lower than in the real C(T) specimen. To gain some 
insight into the effect of the strain rate sensitivity of the stress, SRSS, on the stress/strain field and also on its 
possible impact on the stressed volume, simulation with the SSY-mesh were run by considering explicitly the SRSS 
in the material properties. The time to load the specimen in the simulation is obviously a key point. The typical 
loading time up to failure for K values of the lower bound is few minutes. So for the simulation with SRSS, we 
selected a loading time of 60 seconds, representative of the real experimental loading time. The results reported in 
Table 1 show that the relative difference in the stressed volume V*/V*without SSRS, whether the SRSS is taken into 
account or not, is not negligible and is temperature dependent. Indeed, V*/V*without SSRS increases with temperature 
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temperatures. The strong plastic strain gradient that develops in the crack tip evidently results in a corresponding 
plastic strain rate gradient. To address the influence of plastic strain rate on the stressed volume, a series of 
simulations were carried out by considering the strain rate dependence of the flow stress explicitly. The constitutive 
behavior used as input for the FE simulations covers actually three orders of magnitude, namely 10-5 to 10-3 s-1. 
Since the 3D model of C(T) specimen requires a large amount of computational time, we performed the simulations 
using a SSY-mesh, without T-stress, as describe in Section 2. It was already shown that the stresses in the process 
zone calculated in SSY without a T-stress are somewhat different from those existing in a real specimen or 
component where non-zero T-stress is present. In particular, the positive T-stress of C(T) specimens, Sherry et al. 
(1995), tends to elevate the crack tip stresses. The results present in Fig. 5 are in good agreement with that as one 
can observes that the stress calculated with the SSY mess is lower than in the real C(T) specimen. To gain some 
insight into the effect of the strain rate sensitivity of the stress, SRSS, on the stress/strain field and also on its 
possible impact on the stressed volume, simulation with the SSY-mesh were run by considering explicitly the SRSS 
in the material properties. The time to load the specimen in the simulation is obviously a key point. The typical 
loading time up to failure for K values of the lower bound is few minutes. So for the simulation with SRSS, we 
selected a loading time of 60 seconds, representative of the real experimental loading time. The results reported in 
Table 1 show that the relative difference in the stressed volume V*/V*without SSRS, whether the SRSS is taken into 
account or not, is not negligible and is temperature dependent. Indeed, V*/V*without SSRS increases with temperature 
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T. By increasing temperature T, the peak stress p decreases (see Fig. 3), so that for a fixed value of * the ratio 
*/p increases. From Fig. 5, it is obvious that the higher *, the larger the relative difference in the critical length 
*, thus the larger V*. 
 
 
Fig. 5. Maximum principal stress ahead of the crack calculated with the 0.18 T C(T) and SSY meshes at T = -150 °C. 
 
Table 1. Comparison of the stressed volume in SSY at *=2050 MPa for the K values of the lower bounds 
Temperature K value selected,  V*(*=2050 MPa) 
SSY without SSRS 
V*(*=2050MPa) 
SSY with SSRS 
loading time = 60 s 
V*/V*without SSRS 
-196 °C 16.26 MPam1/2 m3 m3 3% 
-150 °C 23.52 MPam1/2 m3 m3 30% 
-100 °C 43.26 MPam1/2 m3 m3 74% 
4. Conclusions 
From the presented analysis of 3D FE simulations of compact tension specimens done at temperatures on the 
lower shelf and in the lower ductile-to-brittle transition region of Eurofer97 tempered martensitic steel, the local 
critical stress for fracture at the crack tip was deduced as well as the size of the process zone. To make such an 
analysis possible at very low applied stress intensity factor, a mesh containing a stationary crack with an initial root 
radius of 0.1 m was designed, which was representative of an actual crack radius at the end of the pre-cracking 
process. Thus, the FE simulations allowed investigating how the stress/strain fields build up at the crack tip during 
the very initial stage of the loading. From the stress field structure on the lower shelf, it was shown that the local 
fracture stress, which was around 2050 MPa, has to act over a critical distance on the crack plane of about 10 m. 
This distance matches the prior austenite grain size in Eurofer97. Hence, it was suggested that the PAG size controls 
the minimum K value necessary to broaden the peak stress sufficiently to make micro-crack propagation possible 
across the PAG boundaries, and to ultimately lead to macroscopic fast-fracture. The simple local criterion based 
upon the attainment of a critical maximum principal stress * within a critical volume V*, with * = 2050 MPa and 
V* = 2'500'000 m3 was shown to predict well the temperature dependence of the lower bound where quasi-plane 
strain deformation condition prevail. 
FE simulations in small scale yielding condition based on the boundary layer model were run to quantify the 
effect of the strain rate sensitivity of the stress on the stress field at the crack tip. On the one hand, it was 
8 Author name / Structural Integrity Procedia  00 (2016) 000–000 
demonstrated that the loading rate does not modify significant the structure of the strain/strain fields. On the other 
hand, it was found that the stressed volume is quite sensitive to the loading rate especially when the critical fracture 
stress is close to the peak stress. 
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8 Author name / Structural Integrity Procedia  00 (2016) 000–000 
demonstrated that the loading rate does not modify significant the structure of the strain/strain fields. On the other 
hand, it was found that the stressed volume is quite sensitive to the loading rate especially when the critical fracture 
stress is close to the peak stress. 
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