it is well known that the cutoff resolvent R^(z) admits a meromorphic continuation from C+ to the entire complex plane C (see the analysis in the next section). The poles of this continuation are known as scattering poles or resonances and in our case they all are in C-, where C-= {zeC : Imz < 0}. Note that if (iv) holds for at least one Zo, it holds for all Zo. Let {Kj} be the poles of ^(z), repeated according to multiplicity, and set N(r)= #{^.:|?i,|<r}.
When the operator G is elliptic, in [8] and [14] (see also [13] ) it is proved (without assuming (iii)) that
(1.2)
N(r) ^ <y + C.
It also follows from the analysis in [8] and [14] that for hypoelliptic operators, i.e. when we have the estimates Note that (1.3) implies (iv) at once. By (1.4) one actually concludes that the less regular the operator G is, the worse bound for N(r) one has. In this work we show that outside a conic neighbourhood of the real axis the number of the scattering poles satisfies a much better estimate than (1.4) no matter how regular the operator G is. It actually has a bound of the type (1.2). To be more precise, given any £, 0 < c « 1, set Ae == {z e C :8 ^ arg z ^ Tc-8} and N(s,r) = #{^.:|^. ^r.-^.eAJ.
Our main result is the following :
Then for any 8, 0 < 8 « 1, there exists a constant Cg > 0 so that
The estimate (1.5) shows that to study the counting function N(r) modulo terms 0^) for positively definite selfadjoint hypoelliptic operators it suffices to study the number of the scattering poles in a conic s-neighbourhood of the real axis for any small 8 > 0.
The idea for the proofs of polynomial bounds of the scattering poles originates from Melrose [4] (see also [2] , [5] , [II] , [12] , [13] , [14] , [17] ). One first needs to find an entire family of compact operators, K(z), so that (l-K(z))R^(z) is an entire operator-valued function and 1 -K(z) is invertible for at least one z e C. Thus one concludes that the poles of ^(z), with multiplicity, are among the poles of (l-K(z))~1 and hence among the zeros of an entire function h(z) = det (l-K(zY), where p ^ 1 is an integer taken so that K(zY is trace class. Thus the problem is reduced to obtaining suitable estimates for \h(z)\.
To prove (1.5) we need to find a family K{z) as above so that {\-K(z))~1 can be expressed in terms of R(z) for zeC+ (see (2.5)), and K(z) -K(-z) is trace class for any z e C. This enables us to characterize the poles of R^(z) in C-, with multiplicity, as zeros of a function h(z), defined and holomorphic in C-, such that for any y > 0 there exists a constant Cy > 0 so that
Then, we derive (1.5) from (1.6) and a classical result due to Carleman (see Lemma 2) .
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Representation of the cutoff resolvent.
Denote by Go the selfadjoint realization of -A in the Hilbert space Ho = L 2^) and let Ro(z) denote the outgoing resolvent of -A -z 2 , zeC. Then Ro(z) = (Go-z 2 )-1 e Q(Ho,Ho) for zeC+ and as is wellknown the kernel of Ro(z) is given in terms of HankeRs functions by
It is easy to see that x^o(^)x e &(Ho,Ho) for all zeC and it forms an entire family of compact pseudodifferential operators of order -2. Using this together with the assumption (iv) we shall build the meromorphic continuation of the cutoff resolvent of G. Set Q = G -Go and fix a ZoeC+. Clearly, for all zeC+ we have
Combining (2.2) and (2.3) yields
for zeC+. Multiplying the both sides of this identity by 7, since Q = X6» we get
where K, = xi^o(^o)e + x2^o)Dci^o]^o)e. 4) we obtain the desired meromorphic continuation of R^(z). Moreover, clearly the poles of this continuation coincide, with multiplicity, with the poles of (l-A'(z))~1. Thus, since 1 -K(z) is invertible for zeC+, we have that all the poles are in C-. Now, for zeC+, we have TO^l-^z))-1^) .
oreover, since R(z) is well defined in C+ , it is easy to see by (2.4) that 1 -K(z) is invertible in &(H,H) for all zeC+ and
(2.12) 1 -K{-z) = (l-^(z))(l-T(z)),
where F(z) = (\-K(z)Y\K(-z)-K(z)).
By (2.6), for any y > 0, we get On the other hand, by (2.1) and the well known properties of the Hankel functions, we have the following formula for the kernel of S(z):
15) S(z)(x,y) = (i^zWx-y^-^J^^x-y})
where S"" 1 denotes the unit sphere in IR". Denote by <S(z) the operator with kernel given by the integral above. Now it is easy to see by (2.
15) that ^S(z)^ forms an entire family of trace class operators in 2(H,H).

Hence, by (2.13), T(z) is holomorphic in C+ with values in the trace class operators in Q(H,H). Now, by (2.12) it is easy to see that 1 -T(z) is invertible in ^(H,H) for those zeC+ for which so is 1 -K(-z), and then we have (2.16) (l-K(-z))-1 = (\-T(z))-\\-K(z}Y\
Since (\-K(z))~1 is holomorphic in C+, by (2.16) we conclude that the poles of (l-K(-z))~1 lying in C+, with multiplicity, coincide with the poles of (l-T(z))~1. Introduce the function h(z)=det(l-r(z)), which is well defined and holomorphic in C+ . Now, by the above analysis we conclude that if ^, ^eC_, is a scattering pole, then -î s a zero of h(z) with the corresponding multiplicity. Thus we can characterize the scattering poles as zeros of h(-z), zeC_. Notice that the fact that T(z) is trace class does not depend on whether (iv) is When (iv) is fulfilled the number of the scattering poles in {zeC:|z ^8} is finite for any 8 > 0, and hence (1.5) is obtained as an immediate consequence of (2.17).
Proof of Theorem 2.
We start with the following : LEMMA 1. -Under the assumptions (i)-(iii), for any y > 0 there exists a constant Cy > 0 so that
Proof. -The estimate (3.1) is established in the same way as in [13] (see also [17] ). Here we shall sketch the proof. Given a compact operator A, [ij(A) will denote the characteristic values of A, i.e. the eigenvalues of (A* A) 112 , repeated according to multiplicity and ordered to form a nonincreasing sequence. First, recall some well known properties of [ij(A): Further on, we shall show that there exists a constant C > 0 so that
This is actually proved in [13] , but for the sake of completeness we shall repeat the key points. The key observation is the representation < C^-^dz 2 '"+(2m) 2 '")e clz l.
Thus, by (3.10)-(3.13),
with a new constant C>0. Now, (3.8) is an easy consequence of (3.14) (see [13] , [17] ).
Thus, by (3.5) and (3.8), we have
with new constants Cy, 00. Now, it is a straightforward calculation that (3.7) and (3.15) together with WeyFs convexity estimate imply (3.1) (see [13] , [17] . The proof of Lemma 1 is completed.
To derive (2.17) from (3.1), instead of Jensen's inequality, we shall use the following classical result (see [9] , Section 3, Carleman's theorem). Moreover, z; = z, -17, J = 1, ..., fe, are zeros of /(z). Set r; = |z;| and (p; = arg z;. It is easy to check that 2 ^ r; ^ 2r/3 and sin (p; ^
