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対処した．また B. Widrowは，1960年に提案した Adalineを基本素子とした正規化システム Madalineを提案
している [5]．このシステムは，多数の Adaline(Adaptive Linear Neuron)を用いたニューラルネットである．パ
ターンの正規化回路は複数の Adalineを並列に並べ (Slabと呼ばれる)，MAJと呼ばれる多数決素子と連結する
ことにより構成される．ここでは上下左右や斜方向の位置ずれ，および回転に対して正規化された出力パター


































































































(a) CT 原画像：正常例 (b) CT原画像：異常例


















いて，FPM(Fuzzy Patition Model)では，評価基準として Kull-backダイバージャンスを用いユニットの総出力
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対処した．また B. Widrowは，1960年に提案した Adalineを基本素子とした正規化システム Madalineを提案























































ダムなパターン 60種を 7箇所の位置にサイクリックにシフトしたもの (60× 7)を 3回繰り返したものを 1セッ
トの学習用入力パターンデータとし，これを必要回数提示した．端の値が小さいあいまい性の大きいパターン
に対しては，出力の誤差 2乗和は一定値以下にならなかった．















1セット = 60(基本パターン)× 7(シフト回数)× 3(パターン提示回数)
= 1260パターン










ターン側からの重み (しきい値 (左端 1個）＋各入力パターンユニットからの重み (7個))，“b”は位置信号層側









(a) 基本入力パターン (0.0,0.5,0.2) に対する位置ずれ学習












































をそれぞれ求めた (図 2.11(a),(b))．図 2.11において，“square error<0.1”は，この条件を満たすとき正解とみな
すことを表している，また，テスト時のノイズ 20%は各入力ユニットでの雑音エネルギー 0.0133に相当し，そ





び出力パターンはともに 7× 7である．NET1のユニット数は入力層 49，中間層 49，出力層 49である．基本









NET1は入力層 49，出力層 14である．位置信号は本来の 2次元位置信号 X,Y軸にそれぞれ投影した信号が




(b) あいまい性を含んだ例 2(ノイズ：学習時 10%，テスト時
3%)
(c) (b)において NET1 の出力を第 4 ユニットに固定した場合 (d) (b)において NET1 の出力を第 3 ユニットに固定した場合
図 2.9: あいまい性の大きなパターンの正規化実験






























square error < 0.1






























square error < 0.1









2.4.3 1次元正規化ネットの 2段縦続構成 (1次元ネット 2段縦続法)










Normalization along X-axis Normalization along Y-axis
Input pattern Output pattern
X
Y















































Position signal two-dimensionalizing method




Cascading method of two one-dimensional netwok bundles
図 2.14: 2次元ネットの正解率の比較
表 2.2: 各ネットワークの結合数
中間層 位置信号 位置信号 1次元ネット
ユニット数 2次元化法 1次元化法 2段縦続法
学習時 認識時
NET1 49 4802 3087 96 1344
30 4410 3360
NET2 40 5880 4480 147 2058
49 7203 5488
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分割，半径方向に 3分割したもので，全部で 36素子ある．形状は外径が 20mm，内径は 2mm，各素子の共振
周波数は約 9.67MHz(標準偏差:0.096MHz)，表面は共通電極で，各素子の表面積は 8mm2程度でどの素子も同
じ面積になるように分割してある．図に示すように各素子には 1 ∼ 36の番号が振られている．また各素子の
形状は異なるため，各素子の放射特性は異なっていることが予想される．本研究ではトランスデューサの小型







































































アクリル製の板を加工したもので，その形状を図 3.3(a)∼(g)に示す．最小のターゲット Aは 4mm×4mmの大
きさで，他はそれを矩形状に連結したもので，たとえば Fは 12mm×16mmの大きさである．
26
ターゲツト A · · · 4mm × 4mm
ターゲット B · · · 8mm × 8mm
ターゲツト C · · · 12mm × 12mm
ターゲツトD · · · 4mm × 16mm
ターゲット E · · · 8mm × 16mm
ターゲット F · · · 12mm × 16mm
ターゲットG · · · 16mm × 16mm
(d)   D (g)   G
(b)   B (c)   C(a)   A
(f)   F(e)   E
図 3.3: 学習に用いたターゲット
ターゲットの位置は，トランスデューサの前方 18,20,22mmのトランスデューサの中心軸に垂直な 3つの平
面 (第 1面，第 2面，第 3面)上で，図 3.3に示すように 16mm×16mmの正方形の領域内に置く．縦横の 1目













ターゲット Cをトランスデューサの正面前方 18mmに置き，ある素子 (No.1)を駆動して，別の素子 (No.2)
で受信したエコー信号の波形例を図 3.4に示す．図 3.4において，1μs付近でパルスを発射している．25μs付

























図 3.6において原点上に receiver，Y軸上の距離 d離れた位置に transmitter，Z軸方向に距離 l離れた位置に
targetを配置する．ただし送受信を行う素子は指向性 [12]をもち，伝達経路において信号は減衰しないものと






























となる．g(t)が点 aで乱反射すると仮定すると点 aから発射される信号はG(t) = g(t)となり h(t)は
h(t) = f
(
t− l cos θT + l cos θS
c
)








(1) 本質的に式 (3.1)は複数の解を持つ (不良設定問題)．






























ユニット数は 1296(36× 36)とし，エコーピーク時間図の次元数と一致させた．すなわち 1つの受信サンプリ
ング値系列データに対して，サンプリング開始点からエコー信号の最大振幅位置までの時間を 1個の入力デー
タとしている．中間層のユニット数は 10∼200ユニットとし，出力層のユニット数は 16ユニットで 4× 4の 2
次元行列表示である．学習には，ターゲット種別 (括弧内は移動ヵ所/1面)，A(16ヵ所)，B(9ヵ所)，C(4ヵ所)，
D(8ヵ所)，E(6ヵ所)，F(4ヵ所)，G(1ヵ所)の合計 48パターンとし，これらを
(1) 第 1面のみに提示した 48パターンを学習パターンとしたもの (2次元情報の学習)
(2) 第 1,2,3面の三ヵ所に提示した 48×3=144パターンを学習パターンとしたもの (3次元情報の学習)
の 2通りについて学習を行った．なお教師信号の値は第 1面，第 2面および第 3面でそれぞれ 0.95,0.65,0.35と
し，その画素に対象物体がない場合は 0.05とした．学習は出力層ユニットあたりの平均 2乗誤差が閾値 (=0.0001)
以下になれば学習終了とした．ニューラルネットワークの重みは [-0.1,0.1]の一様乱数で初期化し，シグモイド














0 Transmitter No. 36
(b) ターゲット A
























図 3.9 に学習済ネットワークに提示した未学習パターンを示す．ターゲットの最小単位は 3.2.1 と同様に
4mm× 4mmとし，穴などがない単純連結形状のターゲットを対象とした．図 3.9(a)-(h)をターゲットの最前
部が第 1面として観測空間内で平行移動させたものを 3.3.2の学習済ネットワークに提示し，画像化実験を行っ
た．ただし (e)および (f)についてはターゲットの最前部を第 1面および第 2面にセットしたものも未知ター
ゲットとして使用した．パターン数はそれぞれH(24ヶ所)，I(16ヶ所)，J(4ヶ所)，K(6ヶ所)，L(18ヶ所)，M(24ヶ
所)，N(4ヶ所)，O(4ヶ所)である．
(e)   L (h)   O
(b)   I(a)   H
(g)   N(f)   M
(c)   J (d)   K



















(a) ターゲット “K” のモデル (b) ニューラルネットワークによる画像化例
図 3.10: ターゲット “K”の画像化例
(a) ターゲット “O” のモデル (b) ニューラルネットワークによる画像化例

















(Oik − tik)2 (3.2)
ただし，N はパターン数，K は出力層ユニット数，Oik はパターン iを提示した場合の出力層ユニット kから
























number of hidden units
2-D learning with echo peak time
3-D learning with echo peak time
2-D learning with projection data
図 3.12: 未学習パターンに対する平均 2乗誤差（学習：2次元パターン，テスト：3次元パターン）




















AIC = −2l˜({ti}) + 2F (3.3)
MDL = −l˜({ti}) + F2 logN (3.4)










































echo peak time エコーピーク時間図（36×36次元入力）
3.14には中間層ユニット数を変化させた場合の未学習パターンに対するAICおよびそのうちの l(ti)を示す．
図より中間層ユニット数が 40以上では各構成方法とも同程度の値を示しており，本実験で使用したテストパ








(CPU:AthlonXP2800+, OS:Linux) を用いた．実験システムの都合上，現在は 1260組のデータを取得するのに
約 17分必要であるが，35ヶ所同時にエコーを取得することができれば撮影時間の短縮が可能である．信号が
ターゲットで反射し，観測されるまでの時間を約 40μsecと仮定すると，40μsec × 36 = 2.52msecとなる．各処
理時間は前処理:5.11sec，ニューラルネットワークによる画像化処理 (中間層ユニット数=100):1.24msecであっ
た．ただし前処理は 1260組のデータに対して独立した処理であるため，並列化することにより 4.06msecで処





(= 140[µsec]×30[fps] )となる．入力層ユニット数 833，出力層ユニット 10000とすると，入出力層のユニット数の比よ
り現在のシステムでは解像度21×21(≈ 36× 10000833 )と同等になる．本研究で使用した計測システムは一辺が4mm
の矩形を基本単位とし 16mm×16mmを計測空間としたが，同様の空間で 21×21[pixel]の解像度を必要となり，
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像に対し，以下の方法で評価を行った．使用したフィルターは 2,3,· · ·,15および R,G,Bである．ただし filter1
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図 4.1: 狭帯域干渉フィルターの分光特性 (グラフ上段の数字はフィルタ番号を示す)
4.2.2 照明条件








(a) フィルターなし (b) フィルター “2” を使用
図 4.2: 撮影条件の異なる画像例 (汚れあり)
ハー自体の信号 (W )を示し，暗い領域は信号成分が切粉（ノイズ）により低減された (W −C)を表して
いる．ただし C は切り粉汚れのある領域の平均値とした．図 4.2(b)にこれらの領域を示す．右の矩形が
ウェハー自体の信号領域，左の矩形が切り粉による汚れた領域である．
(3) 各種のフィルターを用いて撮影された画像について W−(W−C)W を計算する．得られた値 CW は最適なフィ
ルターを決定するために使用される．CW が大きいことは汚れ（ノイズ）を良く表現しており，より大き
な CW を与えるフィルターが適していると考えられる．
(4) (2),(3)の処理を矩形領域サイズ 64×64 pixelおよび 8×8 pixelについても行なった．これらの結果を図 4.3
に示す (図 4.3では R,G,B filterはそれぞれ “Optical filter No.”，16,17,18に対応する)．図 4.3より領域サ
イズ 32×32pixelを使用することとした．







図 4.3より切り粉汚れに対して filter2(450< λ <470(nm),λ : 波長)が最も効果的であった．これよりフィル
ターに関しては
(1) フィルターなし
(2) 0< λ <450(nm)
(3) 0< λ <470(nm)
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図 4.3: 狭帯域干渉フィルターの効果














ある．各濃淡画像の大きさは 512×480 pixelで各画素 256階調である．汚れなしウェハーの場合と同様に同じ
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(a) 落射照明のみ (汚れなし) (b) 斜光照明のみ (汚れなし)













ただし，m(i)は画像 iの正規化されていない平均，v(i)は同じく分散である．mn(i)は画像 i(i = 1, · · · , 32)の


















R = |rij |(i = 1, 2, · · · ,M ;j = 1, 2, · · · , N)はM×N の行列を示し，rij は入力層ユニット Iiから中間層ユニッ
トHj への結合ウェートを表している．S = |sij(i = 1, 2, · · · , N ; j = 1, 2, · · · , P )|は N × P の行列を示してお
り，sijは中間層ユニットHiから出力層ユニットOj へ結合ウエートを表している．X = (X1, X2, ..., XM ), Y =
(Y1, Y2, ..., YM )はそれぞれ入力ベクトルおよび出力ベクトルを示している．図 4.6に示される中間層および出
力層のすべてのユニットはシグモイド関数を通して出力される [19]．
認識に使用したニューラルネットワークの構成は入力層ユニット 64，中間層ユニット 3，出力層ユニット 2
とした．出力層の各ユニットはそれぞれ “汚れなし (Y1 = 1，Y2 = 0)”，“汚れあり (Y1 = 0，Y2 = 1)”に対応さ
せ学習を行った．学習には 3種のサンプル waferから得られたパターンを用い，残り 1種のサンプル waferか
ら得たパターンを未学習パターンとして評価に用いた．学習にはバックプロパゲーションアルゴリズム [23]を
使用し，いずれの場合も誤認識がない状態で終了している．正解の判定は
• Y1 − Y2 > 0.7であれば “汚れなし”





ベクトルX = (X1，X2，· · ·，XM )を仮定し，これらをN個のクラスC1, C2, · · · , CN に分類することを考える．
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Di = ||X −X(i)||(i = 1, 2, · · · , N)





P (Ci|X) = p(X |Ci)P (Ci)
p(X)
, (4.3)
ただし，X は特徴ベクトル，Ci は i番目のクラスを示し，P (Ci)は i番目のクラスの生起確率を示し，p(X)
は観察された特徴ベクトルの確率密度関数を示す．また P (Ci|X)はクラス Ci に分類されるサンプルを与える
特徴ベクトルX の事後確率を示し，p(X |Ci)は観察された特徴ベクトルを与える i番目のクラスに分類される
サンプルのための確率密度関数を示している．式 (4.3)より，X が与えられると p(X)が確定する．事前確率
p(Ci|X) [24]を最大にするために p(X |Ci)P (Ci)を最大にする必要がある．P (Ci) = 1/N (N はカテゴリ数)で
あれば p(X |Ci)が計算された確率の最大値であれば，特徴ベクトルX がカテゴリ Ciに属していることがわか
る．加えて特徴パラメータが連続した結合分布 [25]であれば，p(X |Ci)は対応する確率密度関数に置き換えら
れる．最終的に p(X |Ci)は次式で表すことができる．最終的に多変量正規密度関数p(X |Ci)は次式で示される．






(X −Mi)TΣ−1i (X −Mi)], (4.4)
ただし，i = 1, 2, · · · , N，N は分類するカテゴリ数，K は特徴ベクトルの次元数，Mi = (M1i,M2i, · · · ,MKi)
はカテゴリ iの特徴ベクトルの平均，Σiはカテゴリ iに対応する特徴要素の共分散マトリックスである．4.2.3
で示した通り，撮影条件を変えて撮影した 32枚のウェハー画像から 32個の平均値 (M1j ,M2j, · · · ,M32j)と同
数の分散値 (σ21j , σ22j , · · · , σ232j)を算出した．簡単化のために各特徴要素が相関がないと仮定し，これより共分
散行列は Σi = σ21j , σ
2
2j , · · · , σ232j によって表される．現在，トレーニング用として “汚れなし”のサンプル S1，









(a) パターン A (b) パターン B
(c) パターン C (d) パターン D
図 4.7: 実験に使用したウェハーパターン
図 4.7は実験に使用される 4つの ICウェハーのテストパターンである．これらの 4種のパターンに，“汚れ
なし’および “汚れあり”のウェハーを用意した．これらの 8枚 (4× 2)のウェハーから，白色部分のみ，黒色
部分のみおよびテクスチャを含む部分がサンプルとして選択された．図 4.8にパターン D(図 4.7(d))に対して
矩形領域を設定した例を示す．ここでは合計 24種 = 4(ウェハー種)×2(汚れの有無)×3(白色，黒色およびテク
スチャ部分)のサンプルを用いて以下の手順により分類手法の評価を行った．
実験 1 24種のサンプルにより学習を行い，学習に使用されるサンプルのみで分類に精度を評価する．
実験 2 パターン A,Bおよび Cの 18種のサンプルにより学習を行い，パターン Dの 6種のサンプルを用いて
評価を行う．
実験 3 パターン A,Bおよび Dの 18種のサンプルにより学習を行い，パターン Cの 6種のサンプルを用いて
評価を行う．
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(a) 白色部分の切り出し例 (b) 黒色部分の切り出し例 (c) テクスチャーを含む部分の切り出
し例




1 87.5 87.5 100.0
2 100.0 66.7 100.0
3 66.7 83.3 83.3
4 100.0 100.0 100.0
5 83.3 100.0 100.0
平均 87.5 87.5 95.8
実験 4 パターン A,Cおよび Dの 18種のサンプルにより学習を行い，パターン Bの 6種のサンプルを用いて
評価を行う．





される式 (4.1,4.2)．最尤法式 (4.4)では正規化前の値が使用されている．上記の 5種のデータに対してBP-ANN，










フィルターの特性を示す．表 4.2において，たとえば 29の画像を削除する場合，光学フィルターは No.1，落





像を集めて認識実験を行った．実験結果を図 4.9に示す．図 4.9(a)では落射光量が 70%で認識率が最大を示し，


















フィルター 落射 (%) 斜光 (%) 正解率 (%)
1 1 100 100 95.8
2 2 100 100 91.7
3 3 100 100 87.5
4 4 100 100 91.7
5 1 100 70 95.8
6 2 100 70 95.8
7 3 100 70 95.8
8 4 100 70 83.3
9 1 100 0 91.7
10 2 100 0 87.5
11 3 100 0 91.7
12 4 100 0 83.3
13 1 70 100 91.7
14 2 70 100 95.8
15 3 70 100 91.7
16 4 70 100 87.5
17 1 70 70 91.7
18 2 70 70 83.3
19 3 70 70 91.7
20 4 70 70 91.7
21 1 70 0 87.5
22 2 70 0 87.5
23 3 70 0 95.8
24 4 70 0 95.8
25 1 0 100 83.3
26 2 0 100 87.5
27 3 0 100 87.5
28 4 0 100 83.3
29 1 0 70 79.2
30 2 0 70 83.3
31 3 0 70 87.5
32 4 0 70 83.3
表 4.3: 図 4.9(c)の光学フィルター条件
フィルター番号 透過周波数 (λ)
1 no filter used
2 0 < λ < 450[nm]
3 0 < λ < 470[nm]
4 450 < λ < 470[nm]
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表 4.4: 図 4.9の実験に使用された画像
撮影条件 入力画像数 使用された画像番号 (表 4.2)
1 8 1,5,9,13,17,21,25,29




落射 (%) 70 12 13,14,15,16,17,18,19,20,21,22,23,24
0 8 24,25,26,27,28,29,30,31,32
100 12 1,2,3,4,13,14,15,16,25,26,27,28
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である．使用した画像はいずれも左膝屈曲角度 15◦ 状態である．画像の枚数は正常者のもの 22杖，異常者の
もの 66枚である．膝画像は，CCDカメラから日本アビオニクス製画像フレームメモリ EXCEL TVIP－ 4100
に入力され，128× 128× 8ビットデータとなる．入力された CT原画像の例を図 5.2，図 5.3に示す．
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(a) 正常例 1 (b) 正常例 2
(c) 2値化 1 (d) 2 値化 2
図 5.2: CT原画像と 2値化：正常例
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(a) 異常例 1 (b) 異常例 2
(c) 2値化 1 (d) 2 値化 2
図 5.3: CT原画像と 2値化：異常例
(a) 正常例 1 (b) 正常例 2
(c) 異常例 1 (d) 異常例 2
図 5.4: 骨領域の穴埋め・2値化処理画像例
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(a) 正常例 1 (b) 正常例 2
(c) 異常例 1 (d) 異常例 2
図 5.5: 骨領域のエッジ画像例
処理の流れを図 5.4に示す．入力原画像Aは，まず，周辺部フィルム傷の不要領域の除去を行った後，局所自
動 2値化処理により骨領域が抽出される (D0)．続いて，骨領域の穴埋めを行う (D1)．さらに，2値化された画
像に対して位置，大きさについて正規化を行った．ただし位置，大きさの正規化は重心，水平垂直方向のフェ
レ径を計測し，垂心を画像中央に，水平方向フェレ径を一定の長さに正規化するように回転，拡大，縮小のパ
ラメータを決定し，これらに基づいて affine変換を行った (D2)．図 5.4にその例を示す．
形状特徴としては今のところ正規化処理後の 2値化画像および 2値化画像から抽出した輪郭形状 (エッジ画
像 E)を用いた．それらをニューラルネットワークの入力とする．エッジ画像の例を図 5.5に示す．
5.3 神経回路モデル (ニューラルネットワーク)
本研究では NEC PC–9801パソコンと “NEURO–07”ニューロ・ボードを用いて 3層バックプロパゲーション
ネットワーク (Back Propagation Network;BPN)を構築した．このモデルでは，層内の結合はなく，層間の結合は




形状特徴を持つ画像サイズはシステムの都合上，128×128 pixelを 32×32 pixelに変換した低解像度画像とし
た．入力されるユニットの数は 32× 32である．中間層のユニットの数は 50で，出力層のユニットの数は正常
と異常に対応して 2である．
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Original gray lebel image A




















いずれも正常者 10名，異常者 15名，合せて 25人の左膝画像データを学習パターンとした．各パターンを












three layer network binary image edge image
input neuron units 1024 1024
hidden neuron units 50 50
output neuron units 2 2
sigmoid activation parameter μ0 4.5 3.0
learning rate η 0.3 0.3
momentum parameter α 1 1
number of learning pattern P 25 25
learning times of each pattern R 2 2
iterations for learning r 200 35
recognition rate for learning(%) 100 100
表 5.2: 未学習パターンに対する認識率
test pattern recognition rate(%)
binary image edge image
normal (12) 75.0(9/12) 83.3(10/12)






でいたが，外形形状のみからでは識別率が 50%程に止まった．そこで膝の CT画像より骨領域を抽出した 2値
画像およびエッジ画像からの膝蓋骨亜脱臼画像の自動診断について検討を行った．
得られた成果を以下に示す.
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クトルを (0,· · ·,0,1,0,· · ·,0)のように 0と 1のみで構成することにより，出力層の FPMユニットに現れる相互抑
制を利用する．出力以外は，お互いに抑制し合うことで収束性・認識率の向上を行う．
まず，雑誌などに記載された囲碁・印刷総棋譜をスキャナーで読み込む．囲碁総棋譜の数字桁判定の前処理を
行った後，低品質な総棋譜の数字認識を 2つの PDPモデルとして FPMおよび BP(Back-Propagation)のトレー
ニングと認識率比較を行う．開発した手法について実験例でその有効性について示している [3]．
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図 6.1: 囲碁印刷総棋譜 (雑誌:月刊碁ワールド)
(a)白石 (b)黒石 (c)なし












次に “白石”，“黒石”および “なし”のテンプレート (図 6.2)を作成し，“白石”，“黒石”および “なし”を検出
すると同時にその座標値を求める．
同じテンプレートを用いて，白石，黒石の数字部分の抽出を行う．まず，判別分析 2値化法 [4]でスキャナー




打石 (座標) テンプレート (a) テンプレート (b) テンプレート (c)
白石 (5,0) 0.386 0.122 0.072
黒石 (6,0) 0.195 0.482 0.008
なし (9,7) 0.065 0.122 1.000
図 6.3: 棋譜数字検出画像
の抽出率は 100%であった．表 6.1に各テンプレートによる相関係数の比較を示す．この例では “白石 (5,0)”は













示す．図 6.4において (a)は，認識画像例であり，(b)および (c)最大相関値を得たテンプレート 1とそれに次
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り出した数字の桁数は 1桁，2桁および 3桁の 3種類がある．棋譜は 2値であるが，実際にイメージスキャナー
(256階調：0～255)で画像として取り込むと多値になっているため，2値化を行う．この時，閾値の設定により，





が 1個に連結された原画像例であり，図 6.6(b)は，3桁数字が 2個にラベリングされた例である．
ラベリングにおける数字の連結は，次の 3ケースである．各ケースにつき対処法を示す．
2桁数字が 1桁になる場合 (約 3%) 2桁数字の各桁に対する数字幅の基準 (表 6.2)を基に桁判定・修正を
行う．2桁数字の場合，数字 “1”は結合がない．もしラベルに結合があると，その幅は，どの 1桁
数字よりも長くなることを判定基準にする．2桁数字が 1桁になったときの特徴を以下に示す．








数字 0 1 2 3 4 5 6 7 8 9
1桁　黒 * 12 * 19 * 19 * 18 * 20
　　　白 * * 20 * 22 * 21 * 22 *
2桁　黒 * 9 16 16 16 15 16 16 16 16
　　　白 18 12 17 18 18 17 17 17 19 18
3桁　黒 11 6 10 10 11 11 11 11 11 11
　　　白 14 8 12 13 13 14 13 12 14 13
(1) 結合に係る画素数は，1～2である．
(2) 結合点は，そのラベルのほぼ中央である．
3桁数字が 2桁となる場合 (約 10%) 2 つのラベル幅および面積を，それぞれ Aw,As(2 桁数字) および
Bw,Bs(1桁数字) (Aw > Bw)とした場合，Aw/Bw < 3.0であるか，またはBs/(As + Bs) < 0.375で
あれば 3桁数字と判定し，分割を行った．これにより実験では，100%正しく分離できた．
3桁数字が 1桁となる場合 殆ど生じないので省略した．




することで認識精度の向上を図った．図 6.7に 3桁数字の数字 “6”の原画と拡大・細線化処理後の画像例
を示す．この処理による入力文字例を図 6.8に示す．
6.3 FPMを用いた数字認識
加藤，丹，江島らは，英数字について Kullbackダイバージェンスで評価した FPM(Fuzzy Partion Model)が従
来の BPN(Back Propagation Neural Network) モデルに比べて，はるかに少ない学習回数で，より正確に認識す
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(a) 原画像 (8×8) (b)拡大 (16×32) (c)細線化 (16×32)
図 6.7: 拡大・細線化 (3桁)
図 6.8: 入力文字例
ることを示している [6]．
FPMの特徴は，ユニットの総出力和の正規化を行い，教師ベクトルを (0,· · ·,0,1,0,· · ·,0)のように 0と 1のみ
で構成する．これは文字認識をはじめとするパターン分類によく用いられるケースであり，入力パターンのカ





FPMの前身 SVM(Stochastic Vector Mechine)は，独自の階層型 PDP(Parallel Distributed Preocessing)モデルで
ある．SVMモデルをもとに BPNモデルとの対応関係を明確にしたものが FPMである [6]．FPMユニット (図
6.9)は逆 logit変換により (N − 1)個の uに対しN の出力 aを得る．













の関係がある．教師ベクトルを (0,· · ·,0,1,0,· · ·,0)のように 0と 1のみで構成する (教師は，探索空間の端点に配
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図 6.9: FPMユニット








D = t ln
t
a













図 6.10において，メッシュ特徴を利用した FPMの文字認識への適用を行う．出力層は 0～9までの 10種類
を出力するため，出力数は 10とした．出力層は 10入力 10出力の FPM素子を 1つ用いた．また，中間層は 1







図 6.10: 数字認識に使用した FPM
では入力層は入力画像を 4×8に 32等分し，各升目の面積中の文字要素の占める割合を入力値とした．そのた




その際に画像枚数を 10枚，20枚，30枚と変化させたときの学習回数を比較した (表 6.3)．メッシュ特徴 4×8
を用いた時の FPMの学習速度もあわせて測定した．表 6.3より，FPMは BPNに比べて学習回数がはるかに少











教師信号個数 メッシュ特徴 細線化画像 細線化画像
(4×8) (10×10) (10×10)
10 8862 15043 206735
20 25717 73557 228264





表 6.4より認識結果は FPMの方が約 4%向上している．これは，切り出しのばらつきや，文字の途切れなど
をまだ含む文字について，これまで用いていた BPNでの認識と比べて，FPMによる認識やメッシュ特徴が有
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(8) ICウェハーの切り粉汚れの自動判定に効果的な照明条件は落射照明 70%，斜光照明 100%である．





































(a) 画像番号 1(落射=100%,斜光=100%) (b) 画像番号 5(落射=100%,斜光=70%) (c) 画像番号 9(落射=100%,斜光=0%)
(d) 画像番号 13(落射=70%,斜光=100%) (e) 画像番号 17(落射=70%,斜光=70%) (f) 画像番号 21(落射=70%,斜光=0%)
(g) 画像番号 25(落射=0%,斜光=100%) (h) 画像番号 29(落射=0%,斜光=70%)
図 A.1: 図 4.7(a)に対する撮影例 (filte No.=1)
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(a) 画像番号 2(落射=100%,斜光=100%) (b) 画像番号 6(落射=100%,斜光=70%) (c) 画像番号 10(落射=100%,斜光=0%)
(d) 画像番号 14(落射=70%,斜光=100%) (e) 画像番号 18(落射=70%,斜光=70%) (f) 画像番号 22(落射=70%,斜光=0%)
(g) 画像番号 26(落射=0%,斜光=100%) (h) 画像番号 30(落射=0%,斜光=70%)
図 A.2: 図 4.7(a)に対する撮影例 (filte No.=2)
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(a) 画像番号 3(落射=100%,斜光=100%) (b) 画像番号 7(落射=100%,斜光=70%) (c) 画像番号 11(落射=100%,斜光=0%)
(d) 画像番号 15(落射=70%,斜光=100%) (e) 画像番号 19(落射=70%,斜光=70%) (f) 画像番号 23(落射=70%,斜光=0%)
(g) 画像番号 27(落射=0%,斜光=100%) (h) 画像番号 31(落射=0%,斜光=70%)
図 A.3: 図 4.7(a)に対する撮影例 (filte No.=3)
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(a) 画像番号 4(落射=100%,斜光=100%) (b) 画像番号 8(落射=100%,斜光=70%) (c) 画像番号 12(落射=100%,斜光=0%)
(d) 画像番号 16(落射=70%,斜光=100%) (e) 画像番号 20(落射=70%,斜光=70%) (f) 画像番号 24(落射=70%,斜光=0%)
(g) 画像番号 28(落射=0%,斜光=100%) (h) 画像番号 32(落射=0%,斜光=70%)
図 A.4: 図 4.7(a)に対する撮影例 (filte No.=4)
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付録B 表4.2の画像例 (汚れあり)
(a) 画像番号 1(落射=100%,斜光=100%) (b) 画像番号 5(落射=100%,斜光=70%) (c) 画像番号 9(落射=100%,斜光=0%)
(d) 画像番号 13(落射=70%,斜光=100%) (e) 画像番号 17(落射=70%,斜光=70%) (f) 画像番号 21(落射=70%,斜光=0%)
(g) 画像番号 25(落射=0%,斜光=100%) (h) 画像番号 29(落射=0%,斜光=70%)
図 B.1: 図 4.7(a)に対する撮影例 (filte No.=1)
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(a) 画像番号 2(落射=100%,斜光=100%) (b) 画像番号 6(落射=100%,斜光=70%) (c) 画像番号 10(落射=100%,斜光=0%)
(d) 画像番号 14(落射=70%,斜光=100%) (e) 画像番号 18(落射=70%,斜光=70%) (f) 画像番号 22(落射=70%,斜光=0%)
(g) 画像番号 26(落射=0%,斜光=100%) (h) 画像番号 30(落射=0%,斜光=70%)
図 B.2: 図 4.7(a)に対する撮影例 (filte No.=2)
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(a) 画像番号 3(落射=100%,斜光=100%) (b) 画像番号 7(落射=100%,斜光=70%) (c) 画像番号 11(落射=100%,斜光=0%)
(d) 画像番号 15(落射=70%,斜光=100%) (e) 画像番号 19(落射=70%,斜光=70%) (f) 画像番号 23(落射=70%,斜光=0%)
(g) 画像番号 27(落射=0%,斜光=100%) (h) 画像番号 31(落射=0%,斜光=70%)
図 B.3: 図 4.7(a)に対する撮影例 (filte No.=3)
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(a) 画像番号 4(落射=100%,斜光=100%) (b) 画像番号 8(落射=100%,斜光=70%) (c) 画像番号 12(落射=100%,斜光=0%)
(d) 画像番号 16(落射=70%,斜光=100%) (e) 画像番号 20(落射=70%,斜光=70%) (f) 画像番号 24(落射=70%,斜光=0%)
(g) 画像番号 28(落射=0%,斜光=100%) (h) 画像番号 32(落射=0%,斜光=70%)
図 B.4: 図 4.7(a)に対する撮影例 (filte No.=4)
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