In the present research, we have proposed a new approach for model selection in Tobit regression. The new technique uses Bayesian Lasso in Tobit regression (BLTR). It has many features that give optimum estimation and variable selection property. Specifically, we introduced a new hierarchal model. Then, a new Gibbs sampler is introduced. We also extend the new approach by adding the ridge parameter inside the variance covariance matrix to avoid the singularity in the case of multicollinearity or in case the number of predictors greater than the number of observations. A comparison was made with other previous techniques applying the simulation examples and real data. It is worth mentioning, that the obtained results were promising and encouraging, giving better results compared to the previous methods.
Introduction:
We are aware of that regression analysis is one of the statistical procedures that illustrate the relationship between explanatory variables and the dependent variables (outcome). If the explanatory variables values are known, then the regression analysis assistance us to predict the values of the dependent outcome variable. In addition, in order to reach accurate results from the studied event, the selected model must correspond the available data as best as possible, and the proposed regression process for the data in question will lead to results that are close to real reality. For each type of data, there is a suitable regression process. For example, if the quantitative data for the dependent outcome variable and the assumptions of the form can be dealt with using the conventional regression procedure, and if binary data is available for the dependent outcome variable, it can be dealt with using the logistic regression procedure. But, if the observations are partially constrained with the dependent variable and not constrained in the other part, these data are called censored data. The application of the conventional regression with this type of data will lead to biased parameters on the one hand, and inconsistent on the other hand. Therefore, it is necessary to determine a regression process that is proportional to this data. So, the Tobit regression process is appropriate to those data, it is elucidating the relationship among the nonnegative dependent outcome variable and the independent explanatory variables. The function of Tobit regression is a mixed function, it deals with two-part data, each part of the outcome variable data will take a given distribution. The dependent variable data that equal to zero will take the cumulative distribution function of the normal distribution, and the data is larger than zero will take probability density function distribution. The Tobit regression has been used in many studies, and the statisticians have applied this regression in many packages of different statistical language programs, such as the Tobit function in AER package and MCMCtobit function in MCMCpack package.
However, when the independent variables are too large or low ratio the number of observations to the number of variables, then it is very difficult to distinguish the independent variables that are important and influential in describing the linear regression model, which leads to the instability of the model, thus the model lacks the validity of the prediction. To get rid of these problems, statisticians resorted to the mechanism of selecting the important and influential variables, while at the same time eliminating as much as possible from the explanatory variables that are not important. This mechanism called by variable selection process (VS).
One of these VS processes is Lasso technique (Tibshriani, 1996) for parameter estimation. Specifically, Tibshriani (1996) introduced Lasso technique in order to interpretability of regression models, and get better prediction accuracy. The aim of the Lasso regression is to obtain a subset of the estimations that reduces the prediction error of the outcome variable, by imposing a constraint on model parameters that cause shrank the unimportant explanatory variables and reduced to zero. Park and Casella (2008) vector of error and distributed normal , is a number of independent variables, and is the number of observations.
As we highlighted in introduction, the Lasso model are widely used as regularization process for coefficient estimation in regression problems. The Lasso regression formulated as following
where is a positive penalty parameter. On the other hands, Bayesian inference naturally overcomes this problem by providing a valid measure of standard errors based on the Monte Carlo Markov chain ( ) outputs. Results from the Bayesian Lasso are superbly like those from the regular Lasso. Although even though a lot of computationally intensives, the Bayesian Lasso is very simple to execute and automatically provides interval estimates for all parameters, together with the variance error. 
Hierarchical form of BLTR:
Mallick and Yi (2014) presented a new Gibbs sampler by using the following representation:
In this research, we adopted the above formula as follows: 
Then, the , , and posterior distributions as following
In practice, the above Gibbs sampler perform very well. However, the above estimator of ̂ is highly unsteady in the existence of multicollinearity. In addition, the matrix is singular if the number of explanatory variables is more than the number of observations . Gupta and Ibrahim (2007) have proposed a method to deal with these situations. Specifically, they added a ridge parameter inside the variance covariance matrix. So, we'll add a ridge parameter to remedy actual challenges that may appears with multicollinearity and overfitting problems. Now, return to the previous equation (6) and add ridge parameter to the equation
where denotes an indicator function.
Computation:
In the beginning, we specify Gibbs samples for our procedure BLTR by initiate with the initial valuations for parameters , and , then we carry out the following procedures:
 Sampling : To apply equation (7), Firstly, we produce from the standard exponential distribution. After that, we must set | | by implementing the inversion process.
 Sampling :
To apply equation (10), we must generate coefficients at the beginning of the algorithm, after that, we generate coefficients from truncated normal distribution with the parameters ( ).
To apply equation (8), we sampling from the inverse gamma distribution with shape parameters and rate parameters .
At last of computation procedure, we apply equation (9) to generate from truncated gamma distribution with shape parameter and rate parameter d.
Simulation analysis:
In this chapter of the research, we test our proposed method and measure its performance compared to previous methods for estimating parameters and VS in Tobit regression. This test is carried out by applying simulation examples to the BLTR, Tobit regression process (Tr) by applying the AER package (Kleiber, Zeileis, 2017), Bayesian Tobit regression process (BTr) by applying the MCMCpack package (Martin, Quinn, Park, 2018), the Bayesian Tobit Quantile regression process (BTqr), and Bayesian Lasso Tobit quantile regression process (BLTqr) by applying the Brq package . All these packages will be implemented in R language. The standard comparison of the methods mentioned above is a median of means absolute deviations MMAD for estimated coefficients. The MMAD formula is examples. This paper, we set a=b=c=d=0.1 and =0.01.
i.i.d random errors examples:
A clarification of what we will do in this simulation, that we will create 7 independent variables from the normal distribution with parameters (0, ).
Example 1:
In this simulation example, we create 100 observations, the pair-wise correlations between each independent variable equalize to 
Example 2:
This example is same as example above except for the setting that we set the true regression coefficients as follows 
Example 3:
In this example, the data is same' s as previous example except for the setting that we set the true regression coefficients as follows 
Example 5:
In this example, we proposed the same true regression coefficients in example 4 with low correlation, the pair-wise correlations between and equal to 0.3. 
Method

Example 6:
In this example, we proposed the same true regression coefficients in example 4 with high correlation, the pair/ wise correlations between and equal to 0.8. 
Method
Heterogeneous random errors example:
The errors in this example are considered to confirm the performance of BLTR process for VS. We created 100 observations, and 8 independent variables, 5 of these variables are represented as standard normal noise variables. In addition, we set { } Table 4 lists MMADs and SDs of heterogeneous example. The results in this example prove that the effectiveness of the BLTR procedure is very good compared to all other procedures (Tr, BTr, BTqr, BLTqr).
Real Data:
The identification and detection of the causes about increasing the rate wheat production are one of the priorities of agricultural economist researchers. The identification of the real factors to increase production among several factors has no effect, can help predict the future the rate of increase in wheat production. Hence the importance of this research, which attempts to identify some variables and to show how strong their impact on the rate of increase in wheat production. We perform BLTR within the four processes in wheat production data for comparison in terms of accurate prediction and VS. The real data in this research are taken from the national wheat development program in Qadisiyah, this data has been documented in 2017. The wheat production data includes 11 variables within 584 observations, these variables are sorting as follows in tables 5. In diagram 1, which illustrates the histograms of BLTR process coefficients estimation, these coefficients are based on posterior samples of 10,000 recurrences. These histograms displayed that the conditional posteriors of BLTR coefficients are stationary for its underlying truncated normal distribution. In diagram 2, showed the BLTR coefficients trace plots, these plots show a reasonably good approximation, and the noise has been significantly deviated and the chain has reached stability and the center remains relatively constant. This means that the chain is fully mixed and convergent. At last, from diagram 3, the plot showed the BLTR coefficients estimation autocorrelations, the 10 covariates in these data are highly correlated, and these MCMC chains in BLTR process was practically well.
5.Conclusions:
This research has presented a new process for model selection of Tobit regression, we proposed the BLTR method to estimates the coefficient with VS process. We developed new Bayesian hierarchical model for BLTR. In addition, we provided the Gibbs samples for the BLTR method. We demonstrated the advantages of the new procedure in both simulations and analysis of real-data. The results showed that our procedure performed well in terms of VS and parameters estimation.
