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Introduction
Let S = C[x1, . . . , xn+1] be the set of polynomials in n+1 variables over
C (usually corresponding to the homogeneous coordinate ring of Pn). Let
≻ be the reverse lexicographical order on the monomials of S. Given a
homogeneous ideal I in S, gin(I), the generic initial ideal of I, is the
Borel-fixed monomial ideal associated to I. (For details see [B], [BM], [BS]
or [Gr].)
The generic initial ideal reflects much of the structure of the original ideal,
for example, it has the same Hilbert function and the same regularity. Also,
many geometric problems can be reduced to combinatorial ones which may
be phrased in terms of generic initial ideals. Thus, we would like to have
some rules governing the kinds of Borel-fixed monomial ideals which can
occur from geometry.
The first set of rules are supplied by a result of Gruson and Peskine ([GP]):
Theorem 1 (Gruson-Peskine) Let Γ ⊂ P2 be a set of points in general
position, with generic initial ideal gin(IΓ) = (x
s
1, x
s−1
1 x
λs−1
2 , . . . , x1x
λ1
2 , x
λ0
2 ).
Then the invariants, {λi}
s−1
i=0 , satisfy
λi+1 + 2 ≥ λi ≥ λi+1 + 1 for all i < s− 1
and we say that the invariants of Γ are connected.
Associated to a space curve there are invariants which generalize the invari-
ants of points in P2 (see below). The main result of this paper is to show
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that the invariants of a reduced, irreducible, non-degenerate curves in P3
also satisfy a connectedness property:
Let C be a reduced, irreducible, non-degenerate curve in P3, As IC is satu-
rated, the generators of gin(I) will be of the form xi11 x
i2
2 x
f(i1,i2)
3 .
Let
sk = min{i | f(i, 0) ≤ k},
µi(k) = min{j | f(i, j) ≤ k} for 0 ≤ i ≤ sk − 1.
We call {µi(k)} the invariants of C. For k >> 0, µi(k) = λi, where the
{λi} are the invariants of a generic hyperplane section, Γ = H ∩C, of C. The
main result of this paper is to prove:
Theorem 2 (The connectness of curve invariants) Let C be a reduced,
irreducible, non-degenerate curve in P3, then the invariants, {µi(j)}, of C
are such that
µi+1(k) + 2 ≥ µi(k) ≥ µi+1(k) + 1 for 0 ≤ i < sk − 1,
and we say that {µi(k)} is connected. Furthermore, if sk < s0, then
µsk−1(k) ≤ 2.
This result greatly restricts the kind of Borel-fixed monomial ideal which can
occur as the generic initial ideal of such curves and thus gives us quite a lot
of control over their Hilbert functions.
The paper is broken into parts as follows: In Section 1, we will prove the
Connectedness Theorem. The proof incorporates the ideas used in the proof
of the Gruson, Peskine result ([GP], [EP]) and a more differential approach
due to Strano ([S]). In Section 2, we will give some further restrictions on
the generic initial ideal of a reduced, irreducible, non-degenerate curve in P3.
We will generalize a result of Strano on the effect of certain generators of the
generic initial ideal of the curve on the syzygies of the hyperplane section
ideal to a larger group of ideals. We will also generalize another result of
Strano on complete intersections to curves whose hyperplane sections have
invariants of which the first few are like those of a complete intersection. I
believe this last result will lead to some interesting results on the gaps of
Halphen ([E]).
Acknowledgement. This paper is taken from my dissertation and I would like
to take this opportunity to thank my advisor Mark Green, for his insight and
patience.
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1 Proof of the Connectedness Theorem
1.1 A pictorial description of monomial ideals
We will first give an description, due to M. Green ([Gr]), of how an ideal I
whose generators are monomials in three variables may be described pictori-
ally. Hopefully, this desciption will make subsequent explanations clearer.
First, draw a triangle corresponding to the monomials xi1x
j
2, where i+ j = n,
0 ≤ n ≤ n0. Let f(i, j) = min{k | x
i
1x
j
2x
k
3 ∈ I}. For each i, j, if f(i, j) = ∞
(i.e. xi1x
j
2x
k
3 /∈ I for all k ≥ 0) put a circle in the (i, j) position, if 0 <
f(i, j) < ∞ put the number f(i, j) in the (i, j) position, and if f(i, j) = 0
put an X in the (i, j) position.
Thus the triangle
❚
❚
❚
❚
❚
❚
❚
✔
✔
✔
✔
✔
✔
✔
❦
❦❦
❦❦❦
❦1 ❦1 ❦3 ❦
X X X X ❦1
corresponds to the ideal (x31x3, x
2
1x2x3, x1x
2
2x
3
3, x
4
1, x
3
1x2, x
2
1x
2
2, x1x
3
2, x
4
2x3, x
5
2).
Note: For (i, j) not in the picture, it is assumed that xi1x
j
2 ∈ I.
Remark: It is the Borel-fixedness that ensures the step like look.
In this example the invariants are as follows:
µ0(0) = 5 µ1(0) = 3 µ2(0) = 2 µ3(0) = 1
µ0(1) = 4 µ1(1) = 3 µ2(1) = 1
µ0(2) = 4 µ1(2) = 3 µ2(2) = 1
µ0(3) = 4 µ1(3) = 2 µ2(3) = 1
and µi(k) = µi(3) for k ≥ 3.
Note: The invariants of this monomial ideal are connected.
To prove Theorem 1, we will first show in section 1.2, that if there is an
i and j, with 0 ≤ i < sj − 1, such that µi+1(j) + 2 < µi(j), then for
generic hyperplanes H,H ′, the ideal J = (I|H : (H
′ ∩ H)j) can be “split”
so that there exists a homogeneous polynomial X of degree i + 1 such that
gin(X) ∩ gin(J) = gin(X ∩ J). We will then show in section 1.3, that if I
arises as the ideal of a reduced, irreducible, non-degenerate curve C ∈ P3,
such an X cannot exist.
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1.2 Splitting a non-connected ideal
Definition. An elementary move ek for 1 ≤ k ≤ n is defined by:
ek(x
J ) = xJˆ ,
where Jˆ = (j1, . . . jk−1, jk + 1, jk+1 − 1, jk+2, . . . , jn+1) and where we adopt
the convention that xJ = 0 if jm < 0 for some m.
One can show that a monomial ideal I, is Borel-fixed if and only if for all
xJ ∈ I and for every elementary move ek, ek(x
J) ∈ I.
Theorem 3 (syzygy configuration) Let I be a Borel-fixed monomial ideal
with generators xJ1 , . . . , xJN . Then the first syzygies of I is generated by
{xi⊗x
Jj−xLij ⊗xJlij | 1 ≤ j ≤ N, 0 < i < max(Jj), min(Lij) ≥ max(Jlij )},
where max(J) = max{i | ji > 0} and min(J) = min{i|ji > 0}.
The proof of this is due to Green and may be found in [Gr].
Theorem 4 Let I be a homogeneous ideal generated in degree ≤ n, with
generators xJ1, . . . , xJN of gin(I) in degree ≤ n. Then any generator P of
gin(I) in degree n+1 is such that P ≺ xix
Jj , for some Jj such that |Jj| = n
and i < max(Jj).
Proof.
We will first use the syzygies of (xJ1, . . . , xJN ) to obtain some new generators
of gin(I)n+1 which satisfy the conditions stated above.
(xJ1 , . . . , xJN ) is a Borel fixed monomial ideal so by Theorem 3, the syzygies
among the xJj are generated by syzygies of the form
{ xk ⊗ x
Jj − xLkj ⊗ x
Jlkj | 1 ≤ j ≤ N, 1 ≤ k < max(Jj)}.
By Galligo’s Theorem ([Ga]) we may assume, after a possible change of basis,
that gin(I) = in(I). Let gi ∈ I be such that in(gi) = x
Ji and assume the gi are
monic. Given a syzygy as above, let h1 = xkgj−x
Lkjglkj , then in(h1) ≺ xkx
Jj .
Given hi, if in(hi) = x
Ki+1xJji+1 , let hi+1 = hi − ai+1x
Ki+1gji+1, where ai+1 is
the leading coefficient of hi, so that in(hi+1) ≺ in(hi) ≺ xkx
Jj .
This process must terminate, so for i sufficiently large we get either hi = 0,
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(in particular this will occur if deghi ≤ n) or x
Jj does not divide in(hi) for
all 1 ≤ j ≤ N , in which case in(hi) is a new generator of gin(I) satisfying
the conditions stated in the theorem.
Now let P = in(h) be a generator of gin(I)n+1, h =
∑
figi.
Let i0 be such that, in(fi0gi0) is maximal, and of the maximal in(fi0gi0), gi0
has maximal degree, and among those gi0 of the same maximal degree in(gi0)
is minimal.
As P 6= in(fi0gi0), there exists i1 such that in(fi1gi1) = in(fi0gi0). We have
picked i0 in such a way that either deggi0 > deggi1 , or deggi0 = deggi1 and
in(gi0) ≺ in(gi1).
We now want to show that xi|in(fi0) for some i < max(Ji0), where in(gi0) =
xJi0 .
Claim.
Let xA, xB be generating monomials of a Borel-fixed monomial ideal, I, such
that |A| > |B| and xMxA = xNxB for some monomials xM and xN . Then
there exists xi|x
M such that i < max(A).
Proof of Claim.
Let A = (a1, . . . , as, 0, . . . , 0), and B = (b1, . . . , bs, bs+1, . . . , bn+1), assume
that s = max(A). Suppose bi ≤ ai for all i ≤ s, then we may apply elemen-
tary moves to B to get Bˆ such that xBˆ ∈ I with bˆi ≤ ai for all i, and as
|Bˆ| = |B| < |A|, this would imply xA cannot be a generator. Therefore there
exists bi > ai for some i ≤ s, and if i < s we are done. If bi ≤ ai for all i < s
but bs > as we may again apply elementary moves to B and get the same
conclusion. Therefore there exists bi > ai for i < s.
If deggi0 = deggi1 and in(gi0) ≺ in(gi1), let in(gi0) = x
A, in(gi1) = x
B where
A = (a1, a2, . . . an+1) and B = (b1, b2, . . . bn+1). Then there exists s such that
ak = bk for all k > s and as > bs. As the degrees are the same, there must
exist ai < bi for some i < s and hence xi|in(fi0) for some i < s ≤ max(Ji0).
Thus, in either case we have xi|in(fi0) with i < max(Ji0). Consider the
syzygy
xi ⊗ x
Ji0 − xLii0 ⊗ x
Jlii0
and let h∗ be the element of I obtained from this syzygy, as above.
h∗ = xigi0 − x
Lii0glii0 −
∑
aix
Kigi where in(x
Kigi) ≺ in(xigi0), and by The-
orem 3 either |Ji0| > |Jlii0 | or in(glii0 ) ≻ in(gi0). Let h1 = h − ei0h
∗, where
ei0 = ai0 in(fi0)/xi and ai0 is the leading coefficient of fi0.
If degei0 = 0, in(h1)  max{in(h), in(h
∗)}. If in(h) = in(h∗), we are done
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as inh∗ ≺ xix
Ji0 . Therefore we may assume in(h) 6= in(h∗), and so either
in(h1) = in(h
∗) or in(h1) = in(h). In the first case we get P = in(h) ≺
in(h∗) ≺ xix
Ji0 , and we are done.
If degei0 ≥ 1, h
∗ = 0 and in(h1) = in(h) = P .
Therefore we are left with the case in(h1) = P , however in adding the multiple
of h∗, we only added terms which either have initial term less than the term
in(fi0gi0), or if the term has the same initial term as the gi0 term, correspond-
ing to the xLii0glii0 term, then either glii0 of lesser degree, or in(glii0 ) ≻ in(gi0).
Therefore we may proceed by induction and get the required result. ⋄
Now suppose that gin(I) is such that there exists i and j such that
µi+1(j) + 2 < µi(j), where 0 ≤ i < sj − 1.
Consider the ideal J = (I|H : (H
′ ∩ H)j) for generic hyperplanes H,H ′.
Then gin(J) = (gin(I) : xj3) and J has invariants νi(k) = µi(k + j), and in
particular
νi+1(0) + 2 < νi(0).
For example, pictorially we could be in the following situation:
gin(I) = ❚
❚
❚
❚
❚
❚
❚
✔
✔
✔
✔
✔
✔
✔
❦
❦❦
❦4 ❦❦
❦1 ❦1 ❦2 ❦
X X X X ❦3
gin(I|H : (H ∩H
′)2) = ❚
❚
❚
❚
❚
❚
❚
✔
✔
✔
✔
✔
✔
✔
❦
❦❦
❦2 ❦❦
X X X ❦
X X X X ❦1
Let K be the ideal generated by elements of degree ≤ i + νi+1(0) + 2 in
J . We want to show that there exists an ideal K ⊆ Kˆ ⊆ J such that
gin(Kˆ) = (xi+11 ) ∩ gin(J).
Corollary 5 All elements of gin(K) are divisible by xi+11 .
Proof.
Let xa1x
b
2x
c
3 ∈ gin(K)d for d ≤ i+νi+1(0)+2. If a ≤ i , then by Borel-fixedness
xi1x
νi+1(0)+2
2 ∈ gin(K) ⊂ gin(J), but x
i
1x
νi(0)
2 is a generator of gin(J) and so
νi+1(0) + 2 ≥ νi(0). But νi(0) > νi+1(0) + 2.
Suppose by induction, all elements of gin(K)d are divisible by x
i+1
1 for d ≥
i+ νi+1(0) + 2.
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Claim.
If d ≥ i+ νi+1(0) + 2, then any generator of gin(K)d has an x3 term.
Proof of claim.
If xa1x
b
2x
c
3 a generator of gin(K)d, then a ≥ i+ 1. Let a = i+ 1 + j, we have
xi+1+j1 x
νi+1+j(0)
2 ∈ gin(J), and i+1+ j+νi+1+j(0) ≤ i+1+νi+1(0) < d, hence
b < νi+1+j(0) and c > 0.
Let P = xa1x
b
2x
c
3 be a generator of gin(K)d+1. If a ≤ i, then by Borel-fixedness
xi1x
d+1−i
2 ∈ gin(K)d+1, and as x
i+1
1 divides all elements of degree ≤ d, x
i
1x
d+1−i
2
is a generator of gin(K)d+1, and hence by Theorem 4 x
i
1x
d+1−i
2 ≺ xkx
J for xJ
some generator of gin(K)d and k < max(J). However, by the claim x
J has
an x3 term and thus x
i
1x
d+1−i
2 ≻ xkx
J , which is a contradiction. ⋄
Lemma 6 Let K be an ideal in C[x1, x2, x3] such that gin(K) ⊆ (x
k
1), with
k ≥ 1 and k maximal. Then, after a possible change of basis, there exists a
homogeneous polynomial X such that in(X) = xk1 and K = XK
′.
We will need to use the following Proposition to prove Lemma 6 and later,
to prove Theorem 2
Proposition 7 Let {XH} be a family of homogeneous polynomials in the
polynomial ring S = C[x1, . . . , xn+1], (with n ≥ 2) parametrized by generic
hyperplane sections H =
∑
tixi in such a way that the coefficients of XH
are differentiable functions in the ti. Suppose that, if we differentiate with
respect to H =
∑
tixi we get
xj
∂XH
∂ti
− xi
∂XH
∂tj
∈ (XH) mod(H).
Then XH is a constant up to a multiple of H, for generic H.
Proof (Green).
Let Y = XH |H , as (xj
∂XH
∂ti
−xi
∂XH
∂tj
)|H ∈ (Y ), we may let (xj
∂XH
∂ti
−xi
∂XH
∂tj
)|H =
lijY .
xk(xj
∂XH
∂ti
− xi
∂XH
∂tj
)− xj(xk
∂XH
∂ti
− xi
∂XH
∂tk
) + xi(xk
∂XH
∂tj
− xj
∂XH
∂tk
) = 0,
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thus
(xklij − xjlik + xiljk)Y = 0.
Assuming Y 6= 0 generically (otherwise we are done), we get
xklij − xjlik + xiljk = 0,
and hence
lij = αxj + βxi, lik = αxk + γxi, ljk = −βxk + γxj ,
for some α, β and γ.
Therefore
(xj(
∂XH
∂ti
− αXH)− xi(
∂XH
∂tj
+ βXH))|H = 0,
and we have
∂XH
∂ti
− αXH = xiU mod(H),
∂XH
∂tj
+ βXH = xjU mod(H)
and similarly
∂XH
∂tk
+ γXH = xkU mod(H).
Letting α = αi, β = −αj , γ = −αk we get
∂XH
∂ti
− xiU = αiXH mod(H).
We may vary XH continuously by any multiple of H without changing the
hypothesis or claims of the Proposition, so letting X ′H = XH −HU we get
∂X ′H
∂ti
=
∂XH
∂ti
− xiU −H
∂U
∂ti
= αiXH −H
∂U
∂ti
mod(H) = αiX
′
H mod(H)
Therefore we may assume that XH is such that
∂XH
∂ti
= αiXH +HUi.
Differentiating again we get
∂2XH
∂tj∂ti
= ∂αi
∂tj
XH + αi
∂XH
∂tj
+ xjUi +H
∂Ui
∂tj
= ∂αi
∂tj
XH + αi(αjXH +HUj) + xjUi +H
∂Ui
∂tj
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and
∂2XH
∂ti∂tj
=
∂αj
∂ti
XH + αj
∂XH
∂ti
+ xiUj +H
∂Uj
∂ti
=
∂αj
∂ti
XH + αj(αiXH +HUi) + xiUj +H
∂Uj
∂ti
.
Thus
xjUi − xiUj = (
∂αj
∂ti
−
∂αi
∂tj
)XH +H(αjUi − αiUj +
∂Uj
∂ti
−
∂Ui
∂tj
)
and so
(xk(
∂αj
∂ti
−
∂αi
∂tj
)− xj(
∂αk
∂ti
−
∂αi
∂tk
) + xi(
∂αk
∂tj
−
∂αj
∂tk
))XH |H = 0.
Therefore ∂αj
∂ti
= ∂αi
∂tj
for all i, j, and hence there exists α such that αi =
∂α
∂ti
for all i.
Thus we may assume ∂XH
∂ti
= ∂α
∂ti
XH +HUi. Let X
′
H = e
−αXH , then
∂X ′H
∂ti
= e−α(
∂XH
∂ti
−
∂α
∂ti
XH) = 0 mod(H)
Therefore we may assume ∂XH
∂ti
= HUi.
Let ∂XH
∂ti
= HkUi, with k ≥ 1. Let I be such that |I| = k, then
∂k+1XH
∂tI∂ti
= k!xIUi mod(H).
If I + vi = I
′ + vj , then
∂k+1XH
∂tI∂ti
= ∂
k+1XH
∂tI
′
∂tj
and so (xI
′
Uj − x
IUi)|H = 0.
Now, xI
′
= xix
J and xI = xjx
J and so (xiUj − xjUi)|H = 0, therefore
Ui = xiV + HVi and
∂XH
∂ti
= Hk(xiV + HVi). Let X
′
H = XH −
1
k+1
Hk+1V ,
then
∂X′
H
∂ti
= ∂XH
∂ti
−HkxiV −
1
k+1
Hk+1 ∂V
∂ti
= Hk+1Vi −
1
k+1
Hk+1 ∂V
∂ti
= Hk+1Wi.
Therefore we may assume ∂XH
∂ti
= 0 and hence that XH is a constant up to a
multiple of H . ⋄
Proof of Lemma 6
K ⊆ Ksat, therefore gin(K) ⊆ gin(Ksat) and gin(Ksat) is generated by
{xa1x
b
2|x
a
1x
b
2x
c
3 ∈ gin(K) for some c ≥ 0}.
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Therefore gin(Ksat) ⊆ (xk1) so we may assume K is saturated.
Let H be a generic hyperplane section, then gin((K|H)
sat) = (xk1), and hence
(K|H)
sat = (XH).
Let l be such that (K|H : m
l) = (K|H)
sat. Then for all monomials xI ∈ ml,
there exists a polynomial AH,I , such that x
IXH+HAH,I ∈ K. Differentiating
with respect to H =
∑
tixi we get
xI
∂XH
∂ti
+ xiAH,I ∈ K|H ,
and thus
xj
∂XH
∂ti
− xi
∂XH
∂tj
∈ (K|H :m
l) = (K|H)
sat = (XH).
Thus considering the XH as elements of C[x1, x2, x3], the XH satisfy the
hypothesis of Proposition 7 and so X = XH |H is independent of H .
Let Y ∈ K, Then Y |H ∈ K|H ⊆ (K|H)
sat = (X) and Y = AHX+HBH ∈ K.
Differentiating with respect toH we get 0 = (∂AH
∂tj
X+xiBH)|H ∈ K|H ⊆ (X).
Therefore (xiBH)|H ∈ (X) and thus BH |H ∈ (X). Let BH = XCH +HB
′
H ,
then Y = XA′H +H
2B′H ∈ (X).
Let Y = AHX + H
kBH , with k ≥ 2. Differentiating with respect to H , k
times, we get
0 = (
∂kAH
∂tI
X + k!xIBH)|H ∈ K|H ⊆ (X).
Therefore (xIBH)|H ∈ (X) and thus BH |H ∈ (X). Letting BH = XCH +
HB′H , we get Y = XA
′
H + H
k+1B′H ∈ (X). Therefore we may assume
BH = O and hence Y = XAH ∈ (X). ⋄
Let K be an ideal contained in J maximal with respect to the properties
that K = XK ′ with in(X) = xi+11 , and (K)d = (J)d for d ≤ i+ νi+1(0) + 2.
K = X ∩ J .
Lemma 8 gin(X) ∩ gin(J) ⊆ gin(X ∩ J)
Proof.
By Galligo’s Theorem ([Ga]), we may assume gin(I) = in(I) for all ideals
I = (X), J or K.
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Let M = xa1x
b
2x
c
3 ∈ gin(X) ∩ gin(J), then a ≥ i + 1, and we may write
M = xa−α1 x
b−β
2 x
c−γ
3 (x
α
1x
β
2x
γ
3) where A = x
α
1x
β
2x
γ
3 is a generator of gin(J). If
degA ≤ i+νi+1(0)+2, then A ∈ gin(X∩J). Suppose degA > i+νi+1(0)+2,
and α is maximal, if α < a and β or γ ≥ 1, then either xα+11 x
β−1
2 x
γ
3 or
xα+11 x
β
2x
γ−1
3 ∈ gin(J). Then there would exist B = x
α′
1 x
β′
2 x
γ′
3 , a generator of
gin(J), dividing this element and α′ = α + 1 otherwise A would not be a
generator, and B|M which contradicts the maximality of α. If β = γ = 0,
but then xα1 is a generator of J and so α ≤ i + 1 + νi+1. Therefore we may
assume α = a ≥ i+1. If γ ≤ 1 then degA ≤ i+ νi+1(0)+2 therefore we may
assume γ ≥ 2.
Let’s assume M = xa1x
b
2x
c
3 ∈ gin(X) ∩ gin(J), is a generator of gin(J) with
degM > i + νi+1(0) + 2, c ≥ 2, and suppose M 6∈ gin(X ∩ J) = gin(K).
Pick M satisfying this of minimal degree m, and among those of minimal
degree, let M be maximal. Pick f ∈ J with in(f) = M . Let L be the ideal
generated by K and f . Then gin(L)d = gin(K)d for d < m and gin(L)m =
gin(K)m +M . Then the generators of gin(L) in degree ≤ m form a Borel-
fixed monomial ideal and every generator of degree m has an x3 term. Thus
as in the proof of Theorem 4 and Corollary 5 all elements of gin(L) must be
divisible by xi+11 . This however contradicts the maximality of K, therefore
gin(X) ∩ gin(J) ⊂ gin(X ∩ J). ⋄
1.3 Proof of the Connectedness Theorem
Suppose µi+1(j) + 2 < µi(j) for i < sj − 1. Consider J = (I|H : (H
′ ∩H)j),
for generic hyperplanes H,H ′ and let K be the ideal contained in J such
that (K)d = (J)d for d ≤ i+ 2 + µi+1(j) and K = XK
′ with in(X) = xi+11 .
Proposition 9 X is constant up to a multiple of H.
Proof.
Pick p = p(H,H ′) ∈ K ′ such that deg(pX) = m ≤ i + 1 + µi+1(j) and
(p,X) = 1. (As xi+11 x
µi+1(j)
2 ∈ gin(J)i+1+µi+1(j) = gin(K)i+1+µi+1(j), there
exists p ∈ K ′ such that in(p) = x
µi+1(j)
2 , and so p and X cannot have a
common factor.)
Then
(H ′)jpX +HA ∈ I for some A = A(H,H ′).
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Keeping H ′ fixed and letting H =
∑
tixi vary and differentiating with respect
to the ti we get
(H ′)j(
∂p
∂ti
X + p
∂X
∂ti
) + xiA ∈ IH
and so
xk(
∂p
∂ti
X + p
∂X
∂ti
)− xi(
∂p
∂tk
X + p
∂X
∂tk
) ∈ (IH : (H
′)j)m+1 = Jm+1.
m+1 ≤ i+2+µi+1(j), hence (J)m+1 = (K)m+1 ⊆ (X). Therefore p(xj
∂X
∂ti
−
xi
∂X
∂tj
) ∈ (X), (p,X) = 1 and so xj
∂X
∂ti
−xi
∂X
∂tj
∈ (X). Therefore, for genericH ,
XH = X , satisfy the hypothesis of Proposition 7 and hence we may assume
X is constant up to a multiple of H . ⋄
Proof of Theorem 2
Keeping H ′ fixed and letting Y = (H ′)jX , we have for all hyperplanes H
and all pH = p(H,H
′) ∈ K ′H,H′ there exists AH = A(H,H
′) such that
pHY +HAH ∈ I.
Let ΓH = H ∩ C, then ΓH ⊂ V (pHY ) = V (Y ) ∪ V (pH). If for a generic H ,
there exists qH a point in ΓH such that qH ∈ V (Y ), then S = {qH | qH ∈
V (Y )} will be a 1-dimensional space and S ⊂ C, C is reduced and irreducible
therefore S is dense in C and hence C ⊂ V (Y ). However V (Y ) = V ((H ′)j)∪
V (X) and as C is nondegenerate, this would imply C ⊂ V (X). However,
i < sj−1 ≤ s0−1 and so i+1 < s0. But s0 is the smallest degree of elements of
I, therefore C 6⊂ V (X). Therefore for generic H,H ′, ΓH ⊂ V (K
′). However
the invariants of (K ′)sat are λi+1 > . . . > λs−1 and as i+1 > 0, ΓH 6⊂ V (K
′).
This concludes the proof of the main part of Theorem 2.
Now suppose sk < s0, and µsk−1(k) ≥ 3. For generic hyperplane sections H
and H ′, consider (I|H : (H
′ ∩H)k), we have (I|H : (H
′ ∩H)k)sk = (XH,H′)sk ,
and (I|H : (H
′ ∩H)k)sk+1 = (XH,H′)sk+1, and so there exists a homogeneous
polynomial AH,H′ such that
(H ′)kXH,H′ +HAH,H′ ∈ I.
Keeping H ′ fixed and differentiating with respect to H =
∑
tixi, we get
(H ′)k(
∂XH,H′
∂ti
) + xiAH,H′ ∈ IH
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and so
(xj
∂XH,H′
∂ti
− xi
∂XH,H′
∂tj
) ∈ (I|H : (H
′ ∩H)k)sk+1 = (XH,H′)sk+1.
Thus by Proposition 7, XH,H′ is constant with respect to H .
Let XH,H′ = XH′, Fix H
′ and let ΓH be a generic hyperplane section of C. As
(H ′)kXH′ +HAH,H′ ∈ I, ΓH ⊂ V (H
′)∪V (XH′). But as the points of ΓH are
in general position, there must exist at least one point of ΓH ∈ V (XH′). But
varying H as above would imply that C ⊂ V (XH′), and hence that sk ≥ s0,
which is a contradiction. This completes the proof of Theorem 2. ⋄
2 Further Results on the Generic Initial Ideal
of a Curve
2.1 Generalized Strano
This result generalizes a result of Strano ([S]):
Definition. If xi1x
j
2x
f(i,j)
3 is a generator of gin(IC) with f(i, j) > 0, then
xi1x
j
2x
k
3 is a sporadic zero for all 0 ≤ k < f(i, j).
Theorem 10 (Strano) If C is a reduced irreducible curve and has a spo-
radic zero in degree m, then IΓ has a syzygy in degree ≤ m+ 2.
Theorem 11 (Generalized Strano) Let C be a reduced irreducible curve
with a sporadic zero xi1x
j
2x
k−a
3 of degree m, such that x
i
1x
j
2x
k
3 is a generator
of gin(IC). Then, for generic hyperplanes H and H
′, J = (IC |H : (H ∩H
′)a)
has a syzygy in degree ≤ m+ 2.
Proof.
xi1x
j
2x
k−a
3 ∈ gin(J)m, therefore there exists F ∈ (IC |H : (H ∩H
′)a)m = (J)m
varying differentiably with H and H ′, and hence for generic H and H ′ there
exists A, depending on H and H ′ such that
(H ′)aF +HA ∈ IC .
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If we were to keep H ′ fixed, the coefficients of F and A would be homogeneous
polynomials in the coefficients ti of H =
∑
tixi. We will choose F , which
is a bihomogeneous polynomial in ti and xi, such that the degree of F with
respect to ti is minimal. We will also assume that gin(J) = in(J) and that
in(F ) = xi1x
j
2x
k−a
3 .
Differentiating with respect to H , keeping H ′ fixed we get
(H ′)a
∂F
∂tj
+ xjA ∈ IC |H
and so
xj
∂F
∂ti
− xi
∂F
∂tj
∈ (J)m+1.
Hence
xk(xj
∂F
∂ti
− xi
∂F
∂tj
)− xj(xk
∂F
∂ti
− xi
∂F
∂tk
) + xi(xk
∂F
∂tj
− xj
∂F
∂tk
) = 0
is a syzygy of J in degree m+ 2.
Suppose J does not have a syzygy in degree ≤ m+ 2, then
xj
∂F
∂ti
− xi
∂F
∂tj
= xjUi − xiUj where Ui ∈ (J)m.
Rewriting, we get
xj(
∂F
∂ti
− Ui)− xi(
∂F
∂tj
− Uj) = 0
and so
∂F
∂ti
= Ui + xiR.
Letting F ′ = F −HR we get
∂F ′
∂ti
=
∂F
∂ti
− xiR−H
∂R
∂ti
= Ui mod(H) ∈ (J)m.
As we have assumed the degree of F is minimal with respect to ti we get
that F is constant up to a multiple of H . Hence, by an argument similar to
that of Theorem 2, F ∈ IC . This, however, is a contradiction. ⋄
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Example.
The following diagram can not correspond to a generic initial ideal of a curve,
even though it is connected.
❚
❚
❚
❚
❚
❚
❚
✔
✔
✔
✔
✔
✔
✔
❦
❦❦
❦❦❦
❦1 ❦❦❦
X X ❦1 ❦2 ❦
We have a sporadic zero in degree 3, and so by the Theorem, J = (IC |H :
(H)1) has a syzygy in degree ≤ 5. The diagram of gin(J) is as follows:
❚
❚
❚
❚
❚
❚
❚
✔
✔
✔
✔
✔
✔
✔
❦
❦❦
❦❦❦
X ❦❦❦
X X X ❦1 ❦
J has only two generators in degree ≤ 4, corresponding to x31 and x
2
1x
2
2 and
so if there were a syzygy in degree ≤ 5 this would imply that we may “split”
the ideal as in the proof of Theorem 2. But this would give a contradiction.
More generally, if sk = min{i|f(i, 0) ≤ k} and for k >> 0 s0 > sk and
µsk−1(k) = λs−1 = 2, then f(s− 2, 3) ≤ f(s, 0).
❚
❚
❚
❚
❚
❚
❚
✔
✔
✔
✔
✔
✔
✔
❦
❦❦
❦a ❦❦
b❦❦c
By connectedness b ≤ a. If c > a, then if we let J = (IC |H : (H)
a), then J
has a syzygy in degree ≤ s + 2. But again this would imply that we could
“split” the ideal.
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2.2 Complete Intersections and Almost Complete In-
tersections
The result in this section is inspired by the work of Ellia ([E]) and again
generalizes a result of Strano ([S]):
Theorem 12 (Strano) If C is a reduced irreducible curve whose generic
hyperplane section has the Hilbert function of a complete intersection of type
(m,n), where m,n > 2, then C is a complete intersection of type (m,n).
This result follows from connectedness and Theorem 10.
Note. If Γ is a set of d points in general position with invariants λ0 > . . . >
λk−1 > 0 such that λi = λ0 − 2i for all i. Then Γ is a complete intersection
of type (k, d/k). (See [Gr].)
Proposition 13 Let C be a reduced, irreducible, non-degenerate curve in
P3, let Γ = C ∩ H be a generic hyperplane section with invariants {λi}
s−1
i=0 .
If λs−i = λs−1 + 2(i− 1) for 1 ≤ i ≤ k, where k ≥ 3, then f(i, j) > 0 only if
i < s− k.
Proof.
Let J = (I|H : (H ∩ H
′)j) for j >> 0, so that gin(J) = gin(IΓ). Let f
correspond to xs1 and let g correspond to x
s−1
1 x
λs−1
2 , where f and g are in J .
If f and g have a syzygy in degree d ≤ λs−k + (s − k), then generators of
gin(J) in degree d correspond to generators of J and thus we may “split”
the ideal J as in the proof of Theorem 2. Therefore f and g have no syzygy
in degree ≤ λs−k + (s− k). By Theorem 10 or Theorem 11, this means that
there can be no sporadic zeroes in degree ≤ λs−k + (s− k)− 2.
If there is a sporadic zero in degree λs−k+(s−k)−1 = λs−(k−1)+(s−(k−1),
then µs−(k−1)(0) > λs−(k−1) and µs−(k−2)(0) = λs−(k−2) = λs−(k−1) − 2, which
contradicts the connectedness of the {µi(0)}. Similarly if f(s− k, λs−k) > 0
then µs−k(0) > λs−k = λs−(k−1)+2 = µs−(k−1)(0)+2 which again contradicts
connectedness. ⋄
Thus for the following configuration of a hyperplane section, we can only
possibly get a sporadic zero in the (0,6) position.
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❚
❚
❚
❚
❚
❚
❚
❚
❚❚
✔
✔
✔
✔
✔
✔
✔
✔
✔✔
❦
❦❦
❦❦❦
❦❦❦❦
X X ❦❦❦
X X X X ❦❦
X X X X X X X
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