Interval narrowing techniques are a key issue for handling constraints over real numbers in the logic programming framework. However, the standard xpoint algorithm used for computing an approximation of arc consistency may give rise to cyclic phenomena and hence to problems of slow convergence. Analysis of these cyclic phenomena shows: 1) that a large number of operations carried out during a cycle are unnecessary; 2) that many others could be removed from cycles and performed only once when these cycles have been processed. What is proposed here is a revised interval narrowing algorithm for identifying and simplifying such cyclic phenomena dynamically. These techniques are of particular interest for computing stronger consistencies which are often required for a substantial pruning. Experimental results show that such dynamic optimizations improve performance signi cantly.
/

Introduction
Interval narrowing techniques allow a safe approximation of the set of values that satisfy an arbitrary constraint system to be computed. Lee and van Emden 19] have shown that the logic programming framework can be extended with relational interval arithmetic in such a way that its logic semantics is preserved, i.e., answers are logical consequences of declarative logic programs, even when oating-point computations have been used. These reasons have motivated the development of numerous CLP systems based on interval arithmetic (e.g., BNR-Prolog 30], CLP(BNR) 2], Interlog 17, 6, 20] , Prolog IV 5] ). All these systems use an arc consistency like algorithm 25] adapted for numeric constraints 9, 8] . This \stan-dard" interval narrowing algorithm (named algorithm IN in the following) has two main drawbacks: the existence of \slow convergences", leading to unacceptable response times for certain constraint systems; the \early quiescence" 9], i.e., the algorithm stops before reaching a good approximation of the set of possible values. The focus of this paper is on the rst problem. It shows that there is a strong connection between the existence of cyclic phenomena and slow convergence. The main goal is to dynamically identify cyclic phenomena while executing algorithm IN and then to simplify them in order to improve performance. The second problem is due to the fact that interval narrowing algorithms only guarantee a partial consistency. Many alternative approaches 16, 20, 13, 11, 4, 7, 31] have been proposed for tackling this problem. The framework introduced in this paper also leads to signi cant gain in speed for some of these approaches that are based on higher consistencies than arc-consistency. This is due to the fact that achieving higher consistency ltering (e.g., 3B{consistency ltering 20]) requires numerous computations of an approximation of arc-consistency.
A motivating example
Algorithm IN works iteratively: constraints are used for reducing domains until a xpoint is reached. The worst case running time of algorithm IN is bounded below by (r m) and above by O(r m a) where r is the arity of constraints, m is the number of constraints and a is the number of oating points numbers in the domains ( 21] ). Experimental running times of this algorithm are generally well below the upper bound of the running time. However, slow | or asymptotic | convergence phenomena sometimes occur, and then the experimental running time approaches the theoretical upper bound (see the example described in gure 1.1).
Intuitively these phenomena are cyclic. In the example of gure 1.1, the cycle is made up of the ve constraints (a; b; c; d; e). However, the reduction of D X induced by constraint (c) is stronger than the reduction of D X induced by constraint (b), so there is no point in applying constraint (b). Only (a), (c), (d) and (e) are relevant and the cycle could be simpli ed to (a; c; d; e).
Constraints (d) and (e) only intervene in the cycle to reduce the domains of Z 1 and Z 2 . It would be better to defer applying constraints (d) and (e). Thus, the cycle would be simpli ed to (a; c) and constraints (d; e) would only be applied once, when the xpoint has been reached. The number of computations carried out by algorithm IN at each step would hence be minimized.
The presence of a cycle implies the existence of a series u k = f(u k?1 ) which converges towards a xpoint u such that u = f(u). The equation u = f(u) could be infered and be solved by a computer algebra system. In the above example, constraints (a) and (b) are linear and can be solved symbolically. However, a symbolic solution cannot be computed for arbitrary systems of constraints. The aim of this paper is to dynamically simplify the evaluation of the terms of the series u k = f(u k?1 ) in order to accelerate convergence towards the xpoint u. Two types of cycle simpli cations are proposed: removing the non-relevant narrowing functions and postponing some other ones. More precisely, given a cyclic phenomenon (a; b; c; d; e) such that:
b performs a weaker reduction than c, d and e could be processed only once at the end of the cycle, the goal is to replace n iterations of (a; b; c; d; e) by n iterations of (a; c) followed by one iteration of (d; e).
Relevance of automatic cycle simpli cation
At rst sight, one could think that slow convergence phenomena do not occur very often. It is true that early quiescence of algorithm IN is far more frequent than slow convergence. However, when algorithm IN ends prematurely, a kind of enumeration interleaved with this algorithm is generally performed (e.g. domain splitting 8] or stronger consistencies 20, 11, 4, 35, 12] ). During this interleaved process, slow convergence phenomena may occur and considerably increase the required computing time.
Slow convergence phenomena move very often into cyclic phenomena after a transient period (a kind of stabilization step). For linear systems of constraints, slow convergence always entails a cyclic phenomenon. Of course, in this case the slow convergence phenomenon can be removed by simplifying the linear system with a linear solver. Cooperation between an interval narrowing solver and a linear solver is especially worthwhile in this latter case 1, 31, 7, 26, 32] . For arbitrary non-linear systems, slow convergence very often leads to a cyclic phenomenon too. As arbitrary non-linear systems cannot be tackled with a symbolic solver, automatic cycle simpli cation is the only way to accelerate convergence in many real applications.
Layout of the paper
Section 2 reviews some basics concepts required for the rest of the paper. In section 3, the concept of propagation cycle is introduced. It is shown that algorithm IN does not allow cyclic phenomena to be satisfactorily simpli ed. Thus, a revised interval narrowing algorithm is proposed in which cyclic phenomena can be significantly simpli ed. Simpli cation of a cycle is described in section 4. In section 5, experimental results are provided. Finally, in section 6, the limitations and possible extensions of our approach are discussed.
Interval narrowing
In this section, we recall some basic concepts concerning interval narrowing techniques. More complete information on that subject can be found in 16, 20, 13, 4, 35] .
Basic notations
Let be R 1 = R f?1; +1g the set of real numbers augmented with the two in nity symbols. IF denotes a nite subset of R 1 containing f?1; +1g. Practically, IF corresponds to the set of oating-point numbers used in the implementation.
f?1; +1g represents respectively all numbers smaller (resp. greater) than the smallest (resp. the biggest) oating-point number. Let a 2 IF, a + (resp. a ? ) corresponds to the smallest (resp. largest) number of IF strictly greater (resp. smaller) than a. The term smallest (w.r.t. inclusion) subset must be understoodhere accordingto the precision which contains (C), i.e., 1. < r 1 ; : : :; r k > 2 (C) ) <r 1 ; : : :;r k > 2~ (C) 2. < I 1 ; : : :; I k > 2~ (C) ) 9 < r 1 ; : : :; r k >2< I 1 ; : : :; I k > j 8j 2 1::k;r j = I j and < r 1 ; : : :; r k > 2 (C). 2B{consistency is a weaker consistency than arc consistency. For instance, P 1 is 2B{consistent but not arc{consistent since there is no value in D x which satis es the constraint when y = 0.
Closure by 2B{consistency of a CSP P = (X; We note 2B (P) the closure by 2B{consistency of P.
3B{consistency
2B{consistency is only a partial consistency, and then it is often too weak for computing an accurate approximation of the set of solutions of a CSP. In the same way that arc-consistency has been generalized to higher consistencies (e.g., path consistency 14]), 2B{consistency can be generalized to 3B{consistency 20].
De nition 2. 1. 2B (P 1 ) 6 = P ; 2. 2B (P 2 ) 6 = P ;
A CSP is 3B{consistent i all its domains are 3B{consistent.
It results from this de nition that any CSP which is 3B{consistent is also 2B{ consistent. The generalization of the 3B{consistency to kB{consistency is straightforward and is given in 21, 22] .
Closure by kB{consistency of P is de ned in a similar way as closure by 2B{ consistency of P, and is denoted by kB (P).
Filtering algorithms for computing 2B{consistency and 3B{consistency closures use an approximation of the unary projection of the constraints to reduce the domains of the variables. Next section introduces the narrowing functions used for computing such projections. Algorithms will be introduced afterwards. 
Narrowing functions
Interval Narrowing Algorithms
Using the above notations, algorithm IN In order to nd c, we try to refute the part a; c) of the domain D x . First we try to prove that CSP P l derived from P by substituting D x in ! D by a; (a + b)=2] is inconsistent (i.e., 2B (P l ) = P ; ). If successful, this process is restarted with the midpoint of the remaining interval, otherwise we try to refute a smaller part on the left of D x (e.g., a; (a + b)=4]). The process stops when the part of D x which could be removed is smaller than a given value . The same process could be applied to nd the upper bound d. In fact, the algorithm works in a round-robin way over all the variables.
The key point is that kB{ ltering algorithms make an intensive use of algorithm IN. Thus, any cycle optimization in IN will dramatically improve kB{ ltering algorithms.
Towards a characterization of the cyclic phenomenon
When algorithm IN runs into a slow convergence phenomenon a cyclic phenomenon may occur after a transient period. In this section, we give a precise characterization of a cyclic phenomenon. Let us outline our approach in very general terms:
1. we show that information about some dynamic dependencies (in place of static ones) between narrowing functions is required; 2. we show that such information about dynamic dependencies cannot be identi ed in the framework of algorithm IN. This is due to the fact that the order in which the narrowing functions are enqueued plays a major role in IN; 3. we introduce a revised version of algorithm IN in order to get information about some dynamic dependencies. Further de nitions are now required to formalize such cyclic phenomena.
Static dependencies
A static dependency between two narrowing functions f and g means that after an evaluation of f which does modify the domain of f:y, g may reduce the domain of g:y (the narrowing functions enqueued in algorithm IN are the ones which statically depend on f). 
Dynamic dependencies
To have a dynamic dependency between function f and function g, the following conditions are required: f was applied before g f reduced some domain and g reduced some domain g statically depends on f : f s It follows that a stronger de nition of the dynamic dependency is required. The trick is to nd a de nition that not only avoids the above-mentioned problems but also allows an e cient computation of these relations. Before giving the de nition used in the paper, we introduce a revised algorithm for interval narrowing that provides support for identifying relevant narrowing functions.
Revised algorithm for interval narrowing
Since closure by 2B-consistency is a xpoint for F, it may be computed by repeatedly applying F over Using this algorithm to compute the xpoint would push the upper bound of the running time to O( r 2 m 2 a n ) instead of O(r m a) for IN where m is the number of (basic) constraints, n is the number of variables, r is the arity of constraints and a the size of the largest domain. Thus, it will only be used for computing the dynamic dependencies. 
Computing the relevant dynamic dependencies
As the non-relevant narrowing functions will be removed from the cycle, the dynamic dependencies have only to be computed for the relevant narrowing functions. Thus, we are now in position to propose a de nition of the dynamic dependencies such that: most of the cycles can be reduced signi cantly, and the set of those dynamic dependencies can be computed in an e cient way.
This dynamic dependency relation is parameterized by the domains of the variables Cycle simpli cations based on that de nition may not be optimal but in practice this de nition is strong enough to signi cantly reduce numerous cycles.
Computing the dynamic dependencies between the relevant narrowing functions can be done easily thanks to the following result. Let G i be the subgraph of G restricted to the i th step of the algorithm. G i is a bipartite graph from < R i ; i > to < R i+1 ; i + 1 >, where < R i ; i > is the set f< f; i > jf 2 R i g.
The above proposition states that the set of dynamic dependencies represented by G i is the subset of the static dependencies whose starting functions belong to R i and the ending ones belong to R i+1 .
The dynamic dependency graph G is just the union of subgraphs G i at the di erent steps. An example of a dynamic dependency graph is given in gure 3.2 (a). For instance, a propagation cycle of period 3 means that the subgraph G i is equal to the subgraph G i mod 3 ; thus the dynamic dependency graph is cyclic (see gure 3.2 (b) where0 denotes all the steps i such that i mod 3 = 0).
Simplifying a cycle 4.1. Pruning the dynamic dependency graph
Two types of simpli cations were mentioned in the introduction: 1. Removing the non-relevant narrowing functions; 2. Postponing some narrowing functions. 4 The speed of convergence is a relative notion. The revised algorithm is said to converge slowly for (X; ! D; F) when the number of iterations required to reach the xpoint is much greater than m, the number of narrowing functions of F.
The rst point is now interleaved with the cycle de nition: removing the nonrelevant narrowing functions consists in only applying the relevant ones that have been identi ed during the cycle detection step.
The second point can now be formulated easily: a vertex < f; i > which does not have any successor in the dynamic dependency graph corresponds to a narrowing function that can be postponed. Such a vertex can be removed from the dynamic dependency graph. Applying this principle recursively will remove all non-cyclic paths from the graph. For instance, in graph (b) of gure 3.2, all white arrows will be pruned.
When a vertex is removed, the corresponding narrowing function is pushed onto a stack (the removing order must be preserved).
The correctness of cycle simpli cation can trivially be established: 1. observe the dynamic behavior and try to detect a cycle; 2. simplify the detected cycle and stack the narrowing functions corresponding to vertices removed from the dynamic dependency graph; 3. iterate on the simpli ed cycle until a xpoint is reached; 4. when the xpoint has been reached, evaluate the stacked narrowing functions.
Step 1 boils down to running algorithm IN and observing that it continues to iterate after k iterations where k depends on the number of variables and the number of constraints of the problem. Henceforth, the existence of a propagation cycle is assumed. Then, Revised-IN is started for nding the period of the propagation cycle and building ArrayR. To the authors' knowledge, there exists no e cient algorithm for nding the period of the propagation cycle in the general case. However, it is always possible to nd the period of a sub-cycle. A history of the relevant narrowing functions just needs to be kept: when ArrayR k] is built, ArrayR k] and ArrayR 0] need to be compared (implementation is a little more complex since a stabilization step has to be performed). If they are equal, we have a candidate that could be a sub-cycle of period p = k. It is then possible to verify that it is repeated during the following k steps. It is di cult to be sure that this sub-cycle is the propagation cycle as it could just be a cycle within the actual propagation cycle. Be this as it may, in most cases it is acceptable to take the rst sub-cycle to be encountered.
Step 2 has been described in section 4.1. An upper bound of the running time for simplifying the cycle is O(q) where q is the number of arcs in the dynamic dependency graph. q is generally of the same order of magnitude as m, the number of narrowing functions 5 .
Step 3 Step 4 evaluates the relevant narrowing functions corresponding to the removed vertices when the xpoint has been reached. This must be done in reverse order to their removal. This procedure is in O(l) where l is the number of removed vertices.
Since it may happen that step 1 has only identi ed a sub-cycle, algorithm INC may stop before reaching the xpoint computed by algorithm IN. To make sure that the same xpoint is computed we can either restart INC until no more change occurs or restart IN after the fourth step of INC.
Implementation and experimental results
Algorithm INC has been implemented and integrated in Interlog 6, 17, 21], a CLP(Intervals) system. To evaluate the proposed framework, we have performed various experimentations. First subsection reports some experimental results on small examples which very well illustrate the bene ts one can expect. Second subsection concerns a real application for which INC has led to signi cant gain in speed. Third subsection shows the advantage of INC for computing higher consistencies.
Examples
The examples in Table 5 .1 only di er by an increasing number of narrowing functions that can be postponed. Table 5 .2 reports the improvement factor gained with dynamic cycle simpli cation. Improvement rate represents the ratio t 1 =t 2 where t 1 is the running time of algorithm IN and t 2 is the running time of algorithm INC with cycle simpli cation. Note that even for a problem without any cycle simpli cation ( rst problem, for which all enqueued narrowing functions in IN are relevant and cannot be postponed) the improvement factor is more than 3 times. This is only due to the fact that using ArrayR is more e cient than the enqueueing/dequeueing operations. 
A chemical problem
Higher order consistencies
The constraint system given in gure 5.2 cannot be solved by a 2-B-consistency algorithm (it is already 2-B-consistent). However, this constraint system can be tackled with a 3-B-consistency algorithm. A 3-B-consistency algorithm having to run a 2-B-consistency algorithm, it may be interesting to compare two 3-B-consistency algorithms: the rst one uses IN while the second one uses INC. The version with INC runs more than 6 times faster than the 3-B-consistency algorithm with IN. Other experiments on 3B-consistency have been done. Such an improvement factor in using INC in place of IN in 3B-consistency is not obtained for all the constraint systems, but no overhead was observed on any tested example.
Further work
The detection of the cycles is based on an approximation of the dynamic dependencies. The approximation used in this paper has the advantage that it can be computed e ciently. Indeed, both stronger and weaker de nitions may allow an e ective pruning of the propagation cycles for some speci c problems. A topic for future research could be to evaluate experimentally di erent approximations of the dynamic dependencies on signi cant benchmarks.
The algorithm suggested here does not detect the propagation cycle but a subcycle. Although, in the vast majority of cases, this sub-cycle corresponds to the FIGURE 5.2. Constraint system requiring 3B-consistency cycle, this is not always the case. One way of tackling this problem consists simply in interrupting the iteration in algorithm INC after a certain number of steps (but before reaching the xpoint), and then to run the algorithm again from step 1. This would also o er two further advantages:
In an over-constrained problem (which has no solution) the removed vertices may detect a contradiction. It would therefore be useful to periodically apply the narrowing functions corresponding to the removed vertices before reaching the xpoint. Secondly, so far the working hypothesis has been that there is a cyclic phenomenon. In fact, when a phenomenon of slow convergence happens in algorithm IN it is usually, but not always a lonely cyclic phenomenon. As a general rule a phenomenon of slow convergence can be decomposed into a series of cyclic steps separated by a transient, acyclic one. By periodically reinitializing the cycle detection process it should be possible to detect a new cycle and to simplify it. Using a language with meta-evaluation facilities, table ArrayR could be transformed, before iteration, into explicit code and thus the cycle would really be compiled. Algorithm Revised-IN applies the narrowing functions on the same domain vector whereas in algorithm IN This leads to another cyclic phenomenon, which could be itself optimized. The order in which the narrowing functions are evaluated can in uence this cyclic phenomenon. However, it seems di cult to nd an order that is \better" than all the others.
Dynamic cycle simpli cation is not based upon a speci c kind of narrowing functions but on the xpoint algorithm which is used in almost all interval narrowing systems. The framework introduced in this paper could be combined with some recent advances in the eld like 4, 35] and 13], which propose other narrowing functions.
A related work is 36] . Although the problems of cycle detection are quite similar, the aim is not to optimize an algorithm but to generate an abstraction of repeating cycles of processes to perform more powerful reasoning in causal simulation.
Conclusion
This paper proposes a method for greatly accelerating the convergence of the cyclic phenomena in algorithm IN which is widely used in CLP systems over intervals. The rst step requires simplifying this cyclic phenomenon by keeping just the relevant narrowing functions (i.e., the narrowing functions that actually perform the task). The second step consists in removing from the cycle those relevant narrowing functions that may be deferred.
Experimental results indicate that a dynamic cycle simpli cation can not only produce signi cant improvements in e ciency over standard interval narrowing, but that it can also boost stronger consistencies algorithms which are often required to achieve an e ective pruning of the domains of the variables.
