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Abstract: In this paper we study the asymptotic properties of Bayesian
multiple testing procedures for a large class of Gaussian scale mixture pri-
ors. We study two types of multiple testing risks: a Bayesian risk pro-
posed in Bogdan et al. (2011) where the data are assume to come from
a mixture of normal, and a frequentist risk similar to the one proposed
by Arias-Castro and Chen (2017). Following the work of van der Pas et al.
(2016), we give general conditions on the prior such that both risks can be
bounded. For the Bayesian risk, the bound is almost sharp. This result show
that under these conditions, the considered class of continuous prior can
be competitive with the usual two-group model (e.g. spike and slab priors).
We also show that if the non-zeros component of the parameter are large
enough, the minimax risk can be made asymptotically null. The separation
rates obtained are consistent with the one that could be guessed from the
existing literature (see van der Pas et al., 2017b). For both problems, we
then give conditions under which an adaptive version of the result can be
obtained.
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62C10, 62F15.
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1. Introduction
Multiple testing has become a topic of particular interest over the past decades.
High dimensional models are now quite common for instance in genomics, bio-
informatic or even finance. In all theses applications, it is now well known that
multiple testing has to be accounted for (see for instance Efron et al., 2001;
Efron and Tibshirani, 2002; Genovese and Wasserman, 2004; Mu¨ller et al., 2004;
Scott and Berger, 2006). For high dimensional models, Johnson and Rossell (2012)
and Rossell and Telesca (2015) proposed methods based on non local prior. Re-
cently, the multiple testing problem has been particularly well studied when the
number of true positive is supposed to be small with respect to the total amount
of tests. This problem is closely related to estimation under sparsity assump-
tion which is now a well known problem. Frequentists approaches such as the
LASSO Tibshirani (1996) are now well understood, and several Bayesian ap-
proaches have been developed. In particular Castillo and Van der Vaart (2012);
Castillo et al. (2015) studied in detail the spike and slab prior and obtained the
minimax posterior contraction rate for the posterior, and some desirable prop-
erties for recovering the true model. Another celebrated class of prior are the
1
J-B Salomond/Testing risks for Gaussian scale mixtures priors 2
so called one class priors (or one group priors). Among others, the Horseshoe
prior has been studied in Carvalho et al. (2010) and van der Pas et al. (2014),
Ghosh and Chakrabarti (2017) studied a generalization of the Horseshoe type
priors, Rocˇkova´ and George (2016) proposed a continuous version of the spike
and slab prior. Recently van der Pas et al. (2016) proposed some general con-
ditions on the one group prior to obtain minimax posterior concentration rate.
However these results are focused on estimation of the parameter rather than
testing.
We consider the idealistic Gaussian sequence model
Xi = θi + ǫi, i = 1, . . . , n, (1)
where the ǫi are independent and identically distributed N (0, v2). In the sequel
we should fix v2 to be 1 for simplicity. We then consider a Gaussian scale mixture
prior, where each coefficient θi receives a prior
θi|σ2i ∼ N (0, σ2i ), σ2i ∼ π(σ2i ), (2)
where π is a density on the positive reals. Here the random parameter σ2i both
accounts for the overall sparsity of the parameter, but is still flexible enough to
detect large signals. This class of prior is general enough to encompass most of
the one group priors introduced in the literature so far, and all those stated above
in particular. The theoretical properties of these priors are now well known for
estimation, and they are widely used in practice. For these priors we can easily
derive the posterior distribution on the θi and σ
2
i
π(σi|Xi) ∝ (1 + σi)−1/2e
−X
2
i
2
σ2i
1+σ2
i π(σi),
θi|σ2i , Xi ∼ N
(
Xi
σ2i
1 + σ2i
,
σ2i
1 + σ2i
)
.
The parameter κi =
σ2i
1+σ2i
is often call a shrinkage parameter and play a crucial
role in both the estimation and testing for these models.
In this paper we are interested in the problem of testing simultaneously mul-
tiple hypotheses on the parameter θ. More precisely, we consider the following
sequence of test
H0,i : θi = 0 versus H1,i : θ 6= 0, i = 1, . . . , n.
Denote by S0 the unknown support of true signals or true rejections i.e. S0 =
{i, θi 6= 0}, and Sc0 the support of the true positive Sc0 = {i, θi = 0}. Consider
a sequence of tests Ξ = (ξ1, . . . ξn). A test ξi for hypothesis H0,i versus H1,i is
a statistic of the observed data Xn = (X1, . . . , Xn) such that ξi = 0 if H0,i is
accepted and ξi = 1 otherwise. A multiple testing procedure returns a subset
of {1, . . . , n} of hypotheses that are accepted, representing the support of the
signals. This is equivalent to returning the support of the vector Ξ.
A great advantage of the spike and slab approach for sparse models is that
it provides exact 0 under the posterior, and one can thus easily derive prob-
ability of inclusion and do multiple testing. One group prior models that are
considered here, since they are continuous, do not share this property. Nonethe-
less in Polson and Scott (2010), by analogy with the Spike and Slab approach
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propose to call signals parameters θi for which E(κi|Xi) ≥ 1/2. The authors
have investigated this thresholding rule for the Horseshoe prior and observed
empirically that it behaved similarly to the Spike and Slab inclusion probability.
Theoretical properties of this approach to multiple testing were later studied in
Ghosh and Chakrabarti (2017) for some specific priors and a additive loss func-
tion derived from Bogdan et al. (2011). In the latter paper the authors derived
the optimal risk for this additive loss.
Here we will study optimality of such multiple testing rule when only a small
number pn ≪ n of the parameters are true signals for different risks. In the same
spirit of van der Pas et al. (2016) that gave conditions on the prior to bound the
posterior contraction rate and convergence rate of a Bayesian estimator, in this
paper, we give conditions on the prior distribution under which the we can con-
trol the Type I and Type II error for each individual test. This allows us to give
upper bounds on the Bayes Risk as studied in Ghosh and Chakrabarti (2017).
The additive Bayes Risk studied in Bogdan et al. (2011) and Ghosh and Chakrabarti
(2017) is a Bayesian integrated risk for a two group prior
µ : θ ∼ (1− p)δ0 + pN (0, ψ2),
which in turns give the following marginal distribution for the data
Xi ∼ (1− p)N (0, 1) + pN (0, ψ2).
For a sequence of tests Ξ = (ξ1, . . . , ξn), Bogdan et al. (2011), following ideas
that goes back to Lehmann (1957), propose an overall additive risk
Rµ(Ξ) =
n∑
i=1
(1− p)PN (0,1)(ξi = 1) + pPN (0,ψ2)(ξi = 0).
Similarly to the proposition of Carvalho et al. (2010) to take E(κi|Xi) as a proxy
of the inclusion probability, we will consider tests of the form ξi = 1{mXi > α}
where mx = E(κi|X = x) and α is some fixed threshold. Thus taking α = 1/2
will result in the same procedure as the one studied in Carvalho et al. (2010)
and Ghosh and Chakrabarti (2017).
We also consider a minimax approach to the multiple testing problem. Min-
imax theory for testing has been introduced by Ingster (1993), however, the
setting considered in this paper does not seems suited here. We focus on an-
other optimality criterion based on separation rate of the test, that is the rate
at which parameters in the alternative can approach the null hypothesis and
still be detected by the test. In single hypothesis testing, separation rates have
been studied in Baraud (2002). In a Bayesian setting Salomond (2017) pro-
posed general way of constructing tests and control their separation rate. Re-
cently Fromont et al. (2016) proposed a version of the separation rate for testing
in a multiple testing setting. In a similar spirit Arias-Castro and Chen (2017)
studied a multiple testing risk based on the False Discovery Rate and False
Nondiscovery Rates. False Discovery Rate (FDR) is a measure of the Type I
error in a multiple testing setting. Let Ξ = (ξ1, . . . , ξn) be a sequence of tests
and let S0 be the sets of true alternative hypotheses, the False Discovery Rate
is defined as
FDRn(Ξ) = E
( ∑
i∈Sc0 ξi∑n
i=1 ξi ∨ 1
)
.
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Since the seminal work Benjamini and Hochberg (1995) there has been an abun-
dant literature on how to control the FDR for different types of models. However
only a few results are concerned with the control of the power of such procedure.
Following Arias-Castro and Chen (2017) we study the False Nondiscovery Rate
(FNR) which is the expectation of the proportion of false negative test, defined
as
FNRn(Ξ) = E
(∑
i∈S0(1− ξi)
pn
)
.
We consider the same risk as in Arias-Castro and Chen (2017) or Rabinovich et al.
(2017)
Rsupn (Ξ) = {FDRn(Ξ) + FNRn(Ξ)}. (3)
In particular we will aim at bounding the supremum of this risk over a set of
parameters
sup
θ,θ∈T cn
Rsupn (Ξ),
where Tn is some neighborhood of 0. Intuitively Tn is the set of parameters that
cannot be detected by the test. We chose Tn of the form Tn := {θ, dn(θ, 0) ≤ ρn}
and thus ρn is the detection boundary. The smallest the ρn is, the sharper the
test. In this paper, we will show that under some conditions on the prior, the
considered test will have asymptotically null risk if ρn &
√
2 log(n/pn) for dn the
l∞ distance. It is well known that for our model, parameters bellow
√
2 log(n)
will be shrunk toward 0, implying a consequent bias for estimation. However it
seems that parameter between
√
2 log(n/pn) and
√
2 log(n) can still be detected
by the test.
We also study empirical Bayes approaches to the testing problem to adapt
to the more realistic case where the number of signals pn is unknown, and give
some conditions on the estimator pˆ of pn such that both risks can be bounded.
Other types of adaptive procedures have been proposed in the literature, such
as empirical Bayes based on the Marginal Maximum likelihood estimator or
fully Bayes procedure for the Horseshoe prior (see van der Pas et al., 2017a).
However, these procedures are difficult to adapt to the more general set up we
consider here, and will thus not be treated.
The paper is organized as follows, in section 2 we state the main results
providing conditions on the prior such that we can bound the type I and type II
error for each individual test. We then give upper bounds for the Bayes Risk and
give an upper bound on the posterior separation rate for the multiple testing
risk. We then give the adaptive version of the main results in section 4. Section
5 is devoted to the proofs.
Notations Throughout the rest of the paper we will denote by a∧ b and a∨ b
respectively the minimum and the maximum between to real numbers a and b.
The probability density function of a standard normal will be denoted φ and
its cumulative distribution function Φ. We will denote a . b if there exist an
absolute constant C such that a ≤ Cb and a ≍ b if a . b and b . a. We will
denote by τn(p) = p/n and νn(p) =
√
log(n/p).
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2. Prior conditions
Because scale mixture priors are continuous, we do not have access to inclu-
sion probability to perform multiple testing. Because the θi are a posteriori
independent, we can use the coordinatewise posterior. In particular, we get that
E(κi|Xi = x) =
∫ 1
0 z(1− z)−3/2e
x2
2 zπ
(
z
1−z
)
dz∫ 1
0 (1 − z)−3/2e
x2
2 zπ
(
z
1−z
)
dz
=
∫∞
0
u(1 + u)−3/2e
x2
2
u
1+uπ(u)du∫∞
0
(1 + u)−1/2e
x2
2
u
1+uπ(u)du
. (4)
From Tweedie’s formula (Robbins, 1956), we have that the posterior mean of
θi given an observation xi is equal to xi +
d
dxp(xi) where p(xi) is the marginal
distribution of xi. This in turns gives that the posterior mean of θi given Xi is
θ̂i = E(κi|Xi)Xi. An advantage of scale mixtures over spike-and-slab types of
priors is that the integrals in (4) can be computed via integral approximation
methods see (see van der Pas et al., 2014; Carvalho et al., 2010, in the context
of the horseshoe prior). This is also a great advantage for multiple testing as
E(κi|Xi) plays a central role in the approach proposed in Carvalho et al. (2010).
In particular, because the parameters are a posteriori independent, we will be
able to bound each individual type I and type II error.
Our main results are conditions on the prior under which we can guaranty
upper bounds on multiple testing risks. The conditions are similar to the ones
proposed in van der Pas et al. (2016) under which the authors prove some upper
bounds on the contraction rates of the order of the minimax rate. We first
state the conditions. Condition 1 is required to bound the type II error of each
individual tests. The remaining two are used to bound each individual type I
error.
The first condition involves a class of uniformly regularly varying function at
infinity. defined as follows.
Definition 2.1. A function L is said to be uniformly regularly varying at in-
finity if there exists R, u0 > 0 such that
∀a ∈ [1, 2], ∀u ≥ u0, 1
R
≤ L(au)
L(u)
≤ R.
In particular, polynomial functions L(u) = ub and powers of logarithm
L(u) = logb(u) with b ∈ R are uniformly regular varying at infinity. For more
details on uniformly regular varying function, see van der Pas et al. (2016). The
only difference with their definition is that here we allow u0 to be less than 1.
We now present the first condition.
Condition 1. For some b ≥ 0, we can write u 7→ π(u) = Ln(u)e−bu, where Ln
is a uniformly regularly varying function at infinity for some R, u0 > 0 which
do not depend on n. Suppose further that there are constants C′, b′ > 0, K ≥ 0,
and u∗ ≥ 1, such that
C′π(u) ≥ τn(p)Ke−b′u for all u ≥ u∗. (5)
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Condition 1 is a sufficient condition on the tails of the prior to bound the
type II error of each individual test. This condition states that the tails of
π should decay at most exponentially fast, up to a uniformly regularly vary-
ing function. This is consistent with the conditions on the slab distribution in
Castillo and Van der Vaart (2012). The following two conditions unsure that
the prior penalizes enough small signals, which will be necessary to bound the
individual type I errors. Condition 2 requires that π puts enough mass on a
neighborhood of 0 while Condition 3 describes the decay of π away from 0.
Condition 2. Suppose that there is a constant c > 0 such that
∫ 1
0 π(u)du ≥ c.
Define sn as
sn := τn(p)νn(p)
2, (6)
then to get bound on the different risks, we ask that π satisfies the following
condition.
Condition 3 (C). Assume that there is a constant C, such that∫ ∞
sn
(
u ∧ νn(p)
3
√
u
)
π(u)du + νn(p)
∫ νn(p)2
1
π(u)√
u
du ≤ Csn.
We let Condition 3 depend on the constant C has it will appears in the
bound on the different risks. In particular, it will appears that by tuning C
appropriately or by taking C = Cn → 0 with n, we can obtain almost sharp
bounds especially for the Bayes risk.
3. Deterministic p
In this section we will assume that pn is known. Following the results of Bogdan et al.
(2011), we assume that the prior µ considered for the Bayes risk Rµ satisfies the
following assumption.
Assumption 1. The distribution µ is of the form
µ = (1− pn
n
)N (0, 1) + pn
n
N (0, ψn),
with pn/n = o(1) and ψn = C
−1
ψ log(n/pn)(1 + o(1)).
Under this assumption, Bogdan et al. (2011) showed that the Bayes Oracle
Ξ∗ as the asymptotic risk
Rµ(Ξ∗) = pn(2Φ(
√
Cψ)− 1)(1 + o(1)). (7)
In their work Ghosh and Chakrabarti (2017) proved that for certain class of
priors, the optimal risk (7) could be obtained. The following theorem gives an
upper bound on the risk that depends on the constants in Conditions 1-3.
Theorem 3.1. Work under model (1) and assume that the prior is of the
form (2) and satisfies Conditions 1-3(C) with p = pn. Assume that the dis-
tribution µ satisfies the Assumption 1. Consider for the sequence of test ξi =
1 {E(κi|Xi) > α} for any fixed α ∈ (0, 1), then
Rµ(ξ1, . . . ξn) ≤ pn
(
8
√
πC
cα
+ 2Φ
(√
2K(u0 + 1)Cψ
)
− 1
)
(1 + o(1)). (8)
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The proof of Theorem 3.1 is postpone to section 5. This theorem thus gives
bounds on the Bayes Risk for a wide class of priors, but is slightly less sharp than
the ones obtained in Ghosh and Chakrabarti (2017) for instance. In particular,
when considering the horseshoe type priors as in Ghosh and Chakrabarti (2017)
with αn = 1/2, the bound (8) becomes
Rµ(Ξ) ≤ pn
(
2Φ
(√
2Cψ
)
− 1
)
(1 + o(1)),
to be compared with the oracle bound from (7). The suboptimal constant is
an artifact of the proof of the general case. More precisely, because we do not
impose any particular form for the prior π on the near 0, one cannot control
precisely the Type II error.
We now go on and study the minimax Risk. Under the same conditions,
the following theorem gives an upper bound on the separation such that the
minimax risk (3) can be bounded.
Theorem 3.2. Work under model (1) and assume that the prior is of the
form (2) and satisfies Conditions 1-3(C) with p = pn. For all vn → ∞, let
ρn = C1 +
√
2K(u0 + 1) log(n/pn) + vn then we have, for all λ ∈ (0, 1)
sup
θ,mini∈S0 |θi|≥ρn
Rsupn (Ξ) ≤
(
1
1 + λαc
8C
√
pi
+Φ(−vn)
)
(1 + o(1))
The proof of theorem 3.2 is postpone to section 5. We see that with a careful
choice of the prior hyper-parameters, Rsupn can be made asymptotically small.
The separation rate of the test ρn is of the order of
√
log(n/pn). This is surpris-
ing as in estimation problems, the universal threshold under which the parameter
are shrunk toward 0 is known to be
√
2 log(n). However here it seems that this
shrinkage is not too important for parameters between
√
2 log(n) and ρn, which
is essentially of the order of
√
2K(u0 + 1) log(n/pn), so that the proportion of
false negative is not too high.
4. Adaptive results
In this section we give an adaptive counterpart to the results presented in section
2. The conditions 1-3 depend on the number pn of true signals in the parameter
θ. We give general conditions on an estimator p̂ of p under which we can bound
each risk. The assumptions are similar to the one used in van der Pas et al.
(2017a) for instance. We then show that this conditions are satisfied for a stan-
dard estimator of p.
4.1. Assumptions and main results
We first give an assumption on p̂ in order to bound the Bayes risk Rµn. Similarly
to van der Pas et al. (2017a,b), we require that the estimator do not overesti-
mate nor underestimate the number of true positive pn.
Condition 4. Let µ be some probability mesure satisfying assumption 1. For
some absolute constants Cu > 0, cd > 0 and Cd ≥ 0 the estimator pˆ of pn
satisfies
J-B Salomond/Testing risks for Gaussian scale mixtures priors 8
• There exists Cu such that Pnµ(pˆ ≤ Cupn) = 1 + o(pnn )• There exists absolute constants Cd ≥ 0, cd > 0 and ζ ≥ 0 such that
P
n
µ
(
p̂ ≥ cdpn
(
n
pn
)−ζ
e−Cd
√
K log(n/pn)
)
= 1 + o(1)
The conditions is stronger here compare to the ones proposed in van der Pas et al.
(2017a,b), as we require that the probability of overestimating pn is o(pn/n).
This is due to the fact that when over estimating the number of true signals, the
risk is of the order of n. Note that although this conditions is stronger than the
one proposed in the literature, however the simple estimator of pn proposed in
van der Pas et al. (2014) for instance will satisfy conditions 4 under some addi-
tional assumptions on the number of true signals similar to the ones considered
in Ghosh and Chakrabarti (2017). The second part of the condition requires
that the estimator p̂ does not under estimate the number of true signal. Note
that this condition is quite flexible and could me made trivial with a proper
choice of ζ when pn is a of the polynomial order of n. However a larger ζ will
deteriorate the bound on the risk. The following theorem gives a upper bound
on the Bayes risk for the empirical Bayes method.
Theorem 4.1. Work under model (1) and assume that the prior is of the form
(2) and satisfies Conditions 1-3(C) with p = pˆ and let pˆ be an estimator of pn
satisfying Assumtion 4. Assume that the distribution µ satisfies the Condition 1.
Consider for the sequence of test ξi = 1 {E(κi|Xi) > α} for any fixed α ∈ (0, 1),
then
Rµ(ξpˆ1 , . . . ξ
pˆ
n) ≤ pn
(
8
√
πCCu
cα
+ 2Φ
(√
2K(u0 + 1)(1 + ζ)Cψ
)
− 1
)
(1+o(1)).
(9)
The proof of theorem 4.1 is postpone to appendix C. We see that if the
Condition 4 is satisfied with ζ = 0, we get a bound similar to the one obtained
in the non-adaptive case. When pn is of a polynomial order of n, Ghosh et al.
(2016) have shown that the simple estimator considered in van der Pas et al.
(2014), satisfies condition 4 with ζ = 0 (see their remark 4) . We also propose
an adaptive version of Theorem 3.2 with however less strong conditions on the
estimator of pn.
Condition 5. For some sequence ρn, let θ be such that ∀i ∈ S0, |θi| ≥ ρ0n. For
some absolute constants Cu > 0, cd > 0 and Cd ≥ 0 the estimator pˆ of pn
satisfies
P
n
θ (γn ≤ p̂ ≤ Cupn)) = 1 + o(1) (10)
This condition is fairly similar to Condition 4, however we only require that
the probability of over estimating the number of signals goes to 0. Here again
by choosing ν large enough, the assumption on the lower bound on p̂ in (10)
will be satisfied, however this will impact the separation rate of the test.
Theorem 4.2. Work under model (1) and assume that the prior is of the
form (2) and satisfies Conditions 1-3(C) with p = pˆ and let pˆ be an estima-
tor of pn satisfying Condition 5 with ρ
0
n. For all vn → ∞, let ρn = C1 +√
2K(u0 + 1) log(n/γn) + vn then we have, for all 0 < λ < Φ(vn)
sup
θ,mini∈S0 |θi|≥ρn∨ρ0n
Rsupn (Ξ) ≤
(
1
1 + λαc
8CuC
√
pi
+Φ(−vn)
)
(1 + o(1))
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The proof of this theorem is postponed to appendix C. The bounds are
comparable with the non adaptive one. The separation rate is of the order
of
√
log(n/γn) where γn is a lower bound on the estimated number of true
signals. Thus for the simple estimator, given the results of van der Pas et al.
(2017a,b) Condition 5 holds true for γn = 1 and the separation rate is of the
same order as the contraction rate. Moreover this rate is consistent with the ones
that could be obtained using tests base on the confidence intervals obtained by
van der Pas et al. (2017b).
5. Proofs
5.1. Proof of Theorem 3.1
5.1.1. Control of the type I Error
We first control the Type one error P0(E(κi|Xi) ≥ α), where P0 is the probability
distribution of a N (0, 1). Following the proof of van der Pas et al. (2016) we
have denote by mx = E(κi|Xi = x), and we have
mx =
∫ 1
0
z(1− z)−3/2e x22 zπ
(
z
1−z
)
dz∫ 1
0
z(1− z)−3/2e x22 zπ
(
z
1−z
)
dz
=
∫∞
0 u(1 + u)
−3/2e
x2u
2(1+u) π (u) dz∫∞
0
u(1 + u)−1/2e
x2u
2(1+u) π (u) dz
(11)
Following the proof of lemma A.6. of van der Pas et al. (2016), we have that
working under Conditions 1 and 2,
mx =
∫∞
0 u(1 + u)
−3/2e
x2u
2(1+u) π (u)dz∫∞
0 u(1 + u)
−1/2e
x2u
2(1+u) π (u)dz
≤ sn +
√
2
c
∫ ∞
sn
u
(1 + u)3/2
e
x2
2
u
1+uπ(u)du
≤ sn
(
1 +
√
2
c
Cex
2/4
)
+
√
2
c
∫ ∞
1
u
(1 + u)3/2
e
x2
2
u
1+u π(u)du
≤ sn
(
1 +
√
2
c
Cex
2/4
)
+ e
x2
2
√
2
c
∫ ∞
1
π(u)√
u
du
≤ sn
(
1 +
√
2
c
Cex
2/4
)
+ e
x2
2
√
2
c
2Csn
1√
log(n/pn)
,
where the last line is obtained by splitting the integral
∫∞
1
in
∫ log(n/pn)
1
and∫∞
log(n/pn)
and using condition 3 on both. Using this inequality, we can thus
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control the type I error of the testing procedure. We have
P0(mX ≥ α) ≤P0
(
sn
(
1 +
√
2
c
CeX
2/4
)
+ e
X2
2
√
2
c
2Csn
1√
log(n/pn)
≥ α
)
≤P0
(
sn
(
1 +
√
2
c
CeX
2/4
)
≥ α
)
+
P0
(
e
X2
2
√
2
c
2Csn
1√
log(n/pn)
≥ α
)
=P1 + P2
We will control each term separately. The first term can be bounded by
P1 = P0
(
X2 ≥ 4 log
(
c
Csn
√
2
(α− sn)
))
= 4
√
2π
(
log
(
c
Csn
√
2
(α− sn)
))−1/2
e
−2 log
(
c
Csn
√
2
(α−sn)
)
(1 + o(1))
. C
p2n
n2
log(n/pn)
2(1 + o(1)),
where we have used the fact that
∫∞
z x
s−1e−x/adx = azs−1e−z/a(1 + o(1)) as
z →∞. We now bound the second term using the same arguments
P2 = P0
(
X2 ≥ 2 log
(
αc
2
√
2C
√
log(n/pn)
sn
))
= 2
√
2π log
(
αc
2
√
2C
√
log(n/pn)
sn
)−1/2
e
− log
(
αc
2
√
2C
√
log(n/pn)
sn
)
(1 + o(1))
= 8
√
π
C
αc
pn
n
(1 + o(1)).
We thus have that
P0(mX ≥ α) ≤ 8
√
π
C
αc
pn
n
(1 + o(1)) (12)
5.1.2. Control of the Type II Error
We now control the type II error for both risks i.e. either PN (0,ψ)(ξ = 0) or
PN (θ,1)(ξ = 0) depending on the considered risk, when the prior satisfies con-
dition 1. The following Lemma gives a lower bound on mx for x large enough,
which will prove useful to bound the type two error of each individual tests.
Lemma 5.1. Let mx be defined as (11). If π satisfies condition 1, there exists
a constant C1 depending only on α, u∗ and u0 such that for all |x| ≥ C1 +√
2K(1 + u0) log(n/p) we have mx ≥ α.
The proof of this lemma is postponed to appendix B. Given this Lemma,
we bound the individual type two error, let t2,i = P1+ψ(ξi = 0) and define
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Tn := C1 +
√
2K(1 + u0) log(n/pn) we have, given the preceding lemma
t2,i = P1+ψn(mX ≤ α ∩X ≤ Tn)
≤ P1+ψn(X ≤ Tn)
= 2Φ
(
Tn√
1 + ψ2n
)
− 1
=
(
2Φ
(√
2K(u0 + 1)Cψ
)
− 1
)
(1 + o(1)).
This conclude the proof of Theorem 3.1.
5.2. Proof of Theorem 3.2
5.2.1. False discovery rate
Recall that for a collection of test ξ1, . . . ξn, and a true parameter θ with support
S0 the False Discovery Rate is defined by
FDRn(θ) = Eθ
( ∑
i∈Sc0 ξi
max(
∑n
i=1 ξi, 1)
)
.
First note that using Lemma 5.1, under the assumption that mini∈S0 |θi| >
Tn + vn we have
t2,i ≤ Φ(Tn − θi)− Φ(−Tn − θi) ≤ Φ
(
Tn −min
i∈S0
(|θi|)
)
= o(1)
We now show that the number of true discoveries
∑
i∈S0 ξi is at least a fraction
of pn with probability that goes to 1. Let an = Φ(Tn − mini∈S0 |θi|), and let
tn = log(1/an), then using Chernoff inequality we have
Pθ(
∑
i∈S0
ξi ≤ λpn) = eλtnpnE(e−tn
∑
i∈S0 ξi)
≤ e−(1−λ)tnpn+
∑
i∈S0 log(1+t2,i(e
tn−1))
≤ e−pn((1−λ)tn−log(2−an)) = o(1)
We thus have the following upper bound for the false discovery rate provided
that mini∈S0(|θi|) > Tn + vn
FDRn(θ) = Eθ
( ∑
i∈Sc0 ξi
max(
∑n
i=1 ξi, 1)
1∑n
i=1 ξi>λpn
)
+ o(1)
≤ (n− pn)t1
(n− pn)t1 + λpn + o(1) (13)
≤ 8
√
π Cαc (1 + o(1))
(8
√
π Cαc + λ)(1 + o(1))
+ o(1)
=
1
1 + λαc
8
√
piC
(1 + o(1))
+ o(1)
where (13) is obtained using Jensen inequality given that the function x 7→ xx+a
is concave. Thus by choosing C small enough, a bound on the FDR.
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5.2.2. False Nondiscovery rate
Using the same method, we also bound the False Nondiscovery Rate (FNR)
defined as
FNRn(θ) =
Eθ
(∑
i∈S0(1 − ξi)
)
pn
Using the preceding results we have
FNRn(θ) =
1
pn
∑
i∈S0
t2,i
≤ Φ(Tn −min
i∈S0
|θi|) + o(1)
which ends the proof.
6. Discussion
We expanded the class of Gaussian scale mixture priors with theoretical guar-
anties for the multiple testing problems for two different types of risks. The
conditions are similar to the ones considered in van der Pas et al. (2016) which
indicates that theses priors are well suited both for estimation and testing.
What seems to be key in the bounds obtained is the tails of the prior distribu-
tion. More precisely, the tails of the local variance should be at least heavy as
an exponential to allow for the detection of signals.
In regards of the results in Ghosh and Chakrabarti (2017) it seems that the
bounds obtained for the Bayes Risk could be sharpen. However, this will re-
quire some more restrictive conditions on the prior distribution. To our best
knowledge, there were no existing bounds on the minimax risk for any Bayesian
multiple testing procedure. The bounds proposed here are competitive with
the one found in Arias-Castro and Chen (2017) or Rabinovich et al. (2017). Al-
though not aiming at the same problem van der Pas et al. (2017b) showed that
honest uncertainty quantification cannot be attained for true signals bellow a
similar threshold, we thus believe that theses bounds are of the correct order.
We only considered here the simplistic Gaussian sequence model, but the
results obtained for the Gaussian Scale mixture priors are encouraging and we
could thus hope to extend it to more complex high dimensional models. This
would be of great interest since these priors are computationally attractive (see
Bhattacharya et al., 2016), contrariwise to the Spike and Slab priors.
Appendix A: Technical Lemmas
Lemma A.1. Let L be a uniformly regularly varying function at infinity with
constants u0 and R. For all u > u0 and a > 1 we have
L(u)
L(au)
≤ (2a)log2(R)
Lemma A.2. Let L be a uniformly regularly varying function at infinity with
constants u0 and R. Then L˜(·) = L(· − 1) is also uniformly regularly varying at
infinity with constants u0 + 1 and R
3.
J-B Salomond/Testing risks for Gaussian scale mixtures priors 13
Appendix B: Proof of Lemma 5.1
Proof. The proof is adapted from the the proof of Theorem 2.1 in van der Pas et al.
(2016). Given the definition of mx we have
1−mx =
∫∞
1
e−
x2
2v v−3/2π(v − 1)dv∫∞
1
e−
x2
2v v−1/2π(v − 1)dv
=
Nn
Dn
.
Denote by I(a, b) =
∫ b
a e
− x22v v−3/2π(v − 1)dv/Dn, we immediately have
I
(
1 + u0
1− α ,+∞
)
≤ 1− α
1 + u0
.
We now control the remaining term I
(
1, 1+u01−α
)
. Given that π satisfies condition
1 and taking C1 > 2u0, we have the following lower bound on Dn
Dn ≥
∫ |x|
|x|/2
e−
x2
2v v−1/2π(v − 1)dv
≥ eb−|x|(1+b)|x|1/2
∫ 1
1/2
Ln(|x|z − 1)dz
≥ 1
2R3
eb−|x|(1+b)|x|1/2Ln(|x|/2 − 1), (14)
where the last inequality follows from Lemma A.2. Now consider I
(
u0 + 1,
1+u0
1−α
)
,
we have taking C1 large enough
I
(
u0 + 1,
1 + u0
1− α
)
=
∫ u0+1
1−α
u0+1
e−
x2
2v v−3/2π(v − 1)dv
Dn
. e
−x2(1−α)
2(u0+1)
+|x|(b+1)|x|−1/2
∫ u0+1
1−α
u0+1
Ln(v − 1)
Ln(
|x|
2 − 1)
dv
. e
−x2(1−α)
2(u0+1)
+|x|(b+1)|x|3 log2(R)−1/2 (15)
≤ 1− α
2
u0
u0 + 1
,
where the inequality (15) follows from Lemmas A.1 and A.2 and |x| > C1 for
C1 a sufficiently large constant that only depends on R, b, u0 and α. We now
consider the last term I(1, u0 + 1). From equation (14) we get and condition 1
we have
Dn ≥ 1
2R3
eb+b
′−|x|(1+b+b′/2)|x|1/2
(pn
n
)K
.
For the numerator we have, given that π is a density∫ u0+1
1
e−
x2
2v v−1/2π(v − 1)dv ≤ e− x
2
2(u0+1) ,
and thus
I(1, u0 + 1) ≤ 2R3e−
x2
2(u0+1)
+|x|(1+b+b′/2)−b−b′ |x|−1/2
(
n
pn
)K
≤ 1− α
2
u0
1 + u0
,
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given that |x| ≥ u∗+C1+
√
2K(1 + u0) log(n/pn), where C1 is a constant large
enough that only depends on R, b, b′, and u0. This complete the proof .
Appendix C: Proofs for the adaptive results
C.1. Bayes Risk
C.1.1. False Positive
The number of false positives is given by
∑n
i=1 1ξi=1∩vi=0.
E
(
n∑
i=1
1ξpˆi=1∩vi=0
)
= E
(
1pˆ≤Cupn
n∑
i=1
1ξpˆi=1∩vi=0
)
+ o(pn)
≤
n∑
i=1
E
(
1pˆ≤Cupn1ξpi =11vi=0
)
+ o(pn)
Given that {ξpi = 1} = {mpx > α} we have that for all p ≤ Cupn using
Conditions 1 and 2
1 {ξpi } = 1 {mpx > α}
≤ 1
{
p
n
log
( p
n
)(
1 +
C
√
2
c
ex
2/4
)
+
p
n
log
( p
n
)1/2 2C√2
c
ex
2/2 > α
}
≤ 1
{
Cupn
n
log
(
Cupn
n
)(
1 +
C
√
2
c
ex
2/4
)
+
Cupn
n
log
(
Cupn
n
)1/2
2C
√
2
c
ex
2/2 > α
}
We can thus conclude that
E
(
n∑
i=1
1ξpˆi=1∩vi=0
)
≤ 8√π C
αc
Cupn(1 + o(1)),
using the same arguments as before.
C.1.2. False negative
E
(
n∑
i=1
1ξpˆi=0∩vi=1
)
= E
(
1
pˆ≥pn( pnn )
−ζ
e−Cd
√
log(n/pn)
n∑
i=1
1ξpˆi=0∩vi=1
)
+ o(pn)
≤
n∑
i=1
E
(
1
pˆ≥cdpn( pnn )
−ζ
e−Cd
√
log(n/pn)
1ξpˆi=0
1vi=1
)
+ o(pn)
Let Tn = C +
√
2K(u0 + 1)(1 + ζ) log(n/pn) for some ζ ≥ 0. Given the
preceding results we have if |x| > Tn we have for C1, C2 and C3 some absolute
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constants
1−mpx ≤
C1
|x|
(
C2 + e
(1+ b+b
′
2 )|x|− x
2
2u0
+K log(n/p)+ 12 log(|x|)
)
≤ C1|x|
(
C2 + C3
(
pn
p
)K (pn
n
)Kζ
e−KCd
√
log(n/pn)
)
.
For all |x| > Tn
1{ξpi = 0} = 1{1−mpx ≥ 1− α}
≤ 1
{
C1
|x|
(
C2 + C3
(
pn
p
)K (pn
n
)Kζ
e−KCd
√
log(n/pn)
)
> 1− α
}
Thus
E
(
1
pˆ≥cdpn( pnn )
−ζ
e−Cd
√
log(n/pn)
1ξpˆi=0
1vi=1
)
≤E(1|x|≤Tn1vi=1)+
E(1|x|>Tn1C1C3cd|x| ≥1−α
1vi=1)
Using the same approach as we did for the deterministic p we get
E
(
n∑
i=1
1ξpˆi=0∩vi=1
)
≤ pn
(
2Φ
(√
2u0K(1 + ζ)Cψ
)
− 1
)
(1 + o(1)).
C.2. Minimax risk
One can easily adapt the proof of Lemma 5.1 and show that if the prior dis-
tribution satisfies condition 1 with p = p̂ and if p̂ satisfies Condition 5, then
there exists a constant C1 depending only on u∗, u0 and α such that for all
|x| ≥ C1 +
√
2K(u0 + 1) log(n/γn) we have mx ≤ α. We prove Theorem 4.2
following the same lines as for the proof of Theorem 3.2.
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