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DERIVED CATEGORY OF MODULI OF POINTED CURVES - II
ANA-MARIA CASTRAVET AND JENIA TEVELEV
ABSTRACT. We show that themoduli space of stable rational curves with
n marked points has a full exceptional collection equivariant under the
action of the symmetric group Sn permuting the marked points. In par-
ticular, its K-group with integer coefficients is a permutation Sn-lattice.
1. INTRODUCTION
This is the second paper in the sequence devoted to derived category of
moduli spaces of stable rational curves with marked points. We will prove
the following theorem conjectured by Manin and Orlov:
Theorem 1.1. The Grothendieck-Knudsen moduli spaceM0,n, of stable rational
curves with n marked points, has a full exceptional collection invariant under the
action of the symmetric group Sn permuting the marked points. In particular, the
K-group ofM0,n with integer coefficients is a permutation Sn-lattice.
An ordered collection of objects E1, . . . , Er in the bounded derived cate-
goryDb(X) of a smooth projective variety X over C is exceptional if
RHom(Ei, Ei) = C, for all i
RHom(Ei, Ej) = 0, for all i > j.
An exceptional collection in Db(X) is called full if the smallest full triangu-
lated subcategory containing allEi isD
b(X). If a full, exceptional collection
exists, then the K-group of X with integer coefficients is freely generated
by the classes of the objects in the collection.
The lines bundles O,O(1), . . . ,O(n) form a full exceptional collection in
Db(Pn) by a classical theorem of Beilinson [Beı˘78]. In general, there are
many examples of full exceptional collections (see for ex. [BO02], [Huy06],
[Kuz14]). The existence of full exceptional collections onM0,n is a straight-
forward consequence of Kapranov’s blow-up description [Kap93] ofM0,n
as an iterated blow-up of Pn, Orlov’s theorem on semi-orthogonal decom-
positions on blow-ups [Orl92] and Beilinson’s theorem [Beı˘78]. However,
these collections are not Sn-invariant.
Understanding the derived category of M0,n was initiated in the work
of Manin and Smirnov [MS13] (see also [Smi13, MS14]) and the work of
Ballard, Favero and Katzarkov [BFK19]. Part of the motivation in [MS13]
was to understand the relationship between derived categories and quan-
tum cohomology, by analogy with Dubrovin’s conjecture for Fano varieties
[Dub98,KS20] (itself motivated by homological mirror symmetry).
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Cohomology of M0,n, and in particular its Sn-character, make an ap-
pearance in the theory of modular operads [KSV95, GK98, Get95], as var-
ious theories from physics provide a representation of these operads in
the category of differential graded vector spaces. In [Get95] Getzler gives
recursive formulas for the character of the Sn-module H
∗(M0,n,Q), us-
ing mixed Hodge theory. More recently, Bergstrom and Minabe [BM13]
gave another recursive algorithm, using Hassett’s construction of mod-
uli spaces of weighted stable curves [Has03]. In addition, Bergstrom and
Minabe computed the length of the Sn-module H
∗(M0,n,Q), improving,
for genus 0, results of Faber and Pandharipande on the length of the Sn-
module H∗(Mg,n,Q) [FP13]. New restrictions on the irreducible represen-
tations that appear in the decomposition of the Sn-module H
∗(Mg,n,Q) ap-
pear in [Tos18], using work of Sam and Snowden on FSop-modules [SS17].
Recent work on the Sn-module given by the top weight cohomology of
Mg,n appears in [CFGP19]. All mentioned recursive formulas computing
the equivariant Poincare´-Serre polynomials ofM0,n are, however, not “ef-
fective” in the sense that the sums involve ± signs. To the authors knowl-
edge, the fact that the Sn-module H
∗(M0,n,Q) is a permutation representa-
tion (i.e., it has a basis that is permuted, as a set, by the action of Sn) is a new
result. In addition, this allows for a straightforward decomposition into a
sum of irreducible Sn-representations. Other work on Sn-representations
given by (pieces of) the cohomology of special cases of Hassett spaces, such
as symmetric GIT quotients of (P1)n, appear in [HK98]. The current work
is a K-theoretic and categorical enhancement of all these results.
We remark that, even ignoring the Sn action, there has been a lot of work
on the Chow ring and the Poincare´ polynomial ofM0,n. For example, Keel
gave a presentation of the Chow ring and recursive formulas for the Betti
numbers in [Kee92], with some further work by Fulton and MacPherson
[FM94] andManin [Man95]. The Chow rings of Hassett spaces of weighted
stable rational curves has been calculated in [Cey09].
Example 1.2. Let us give a simple example of a variety with an involution
such that the corresponding action of S2 in cohomology and K-theory is
not a permutation representation. Consider a del Pezzo surface S of de-
gree 2, the double cover of P2 ramified along a smooth quartic curve, with
the usual involution, call it σ. For a generic S, Aut(S) = 〈σ〉 ≃ S2. Then
S has 56 (−1)-curves that come in pairs interchanged by σ (and mapped to
28 bitangents). As σ preserves −K , it acts by −1 on the orthogonal com-
plement (−K)⊥ in Pic(S), the root lattice of type E7. Therefore the action
of S2 on both the total cohomology H
∗(S,Z) and the K-group K0(S) is di-
agonalizable with 3 eigenvalues 1 and 7 eigenvalues −1 (signature (3, 7)).
It is not a permutation representation because the diagonalizable S2 action
on a lattice with signature (a, b) is a permutation representation if and only
if a ≥ b. Philosophically, one can argue that the difference between S and
M0,5, the del Pezzo surface of degree 5, is that S has 6 moduli whileM0,5
(andM0,n) is rigid and in some sense is characteristic-independent. So it is
perhaps more reasonable to expect that the action of Sn in K0(M0,n) is the
simplest possible, i.e. a permutation representation.
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To prove Thm. 1.1 we follow a strategy outlined in [CT17] and inspired
by the work in [BM13]. We quickly reduce the theorem to an analogous
statement about special Hassett spacesMp,q introduced below. The bulk of
the paper is devoted to derived category ofMp,q’s.
Notation 1.3. Fix a vector of positive rational weights a = (a1, . . . , an)with
each ai ≤ 1 and
∑
ai > 2. Let Ma denote the Hassett space of weighted
pointed stable rational curves, i.e., pairs (C,
∑
aipi) with slc singularities,
such that C is a nodal genus 0 curve and the Q-line bundle ωC(
∑
aipi) is
ample. Note thatM0,n = M1,...,1. The polytope of weights has a chamber
structure with walls∑
i∈I
ai = 1 for every subset I ⊂ {1, . . . , n}. (1.1)
Note that points {pi : i ∈ I} can become equal onC if and only if
∑
i∈I
ai ≤ 1.
Moduli spaces within the interior of each chamber are isomorphic and
carry the same universal family. There exist birational reductionmorphisms
Ma → Ma′ every time the weight vectors are such that ai ≥ a
′
i for every i.
Notation 1.4. Fix a vector of positive rational weights a = (a1, . . . , an)with
each ai ≤ 1 and
∑
ai = 2. Let
Xa = (P
1)n / PGL2
be the GIT quotient of (P1)n by the diagonal action of PGL2 with respect to
the fractional polarization O(a1, . . . , an). The polytope of GIT weights can
be identified with the face of the polytope of Hassett weights and inherits
its chamber structure with the walls (1.1), which encodes variation of GIT
(see [DH98]). Polarizations within the interior of each chamber have no
strictly semistable points and carry a universal P1-bundle with n sections.
More generally, there always exists a morphism
Ma := Ma1+ǫ,...,an+ǫ → Xa, 0 < ǫ≪ 1,
which is an isomorphism if there are no strictly semistable points [Has03].
In the presence of strictly semistable points, Xa can acquire isolated sin-
gularities (cones over Pr × Ps) andMa is the blow-up of these singularities
(“Kirwan resolution”). In any case, the universal family over these varieties
Ma “near the GIT face” has fibers with at most two irreducible components.
In §2 we will reduce the proof of Theorem 1.1 to the analysis of the fol-
lowing special Hassett spaces:
Notation 1.5. For p ≥ 3, q ≥ 0, we let Xp,q, respectively Mp,q, denote the
spaces Xa, respectivelyMa, above with weights
a = a1 = . . . = ap, b = ap+1 = . . . = ap+q ≪ 1 pa+ qb = 2.
We call the points with the weight a heavy and the remaining points light.
We denote by P (resp., Q) a subset of heavy (resp., light) points. When
q = 0, we denote
Mn := Mn,0.
Concretely, when p = 2r + 1, the spaceMp,q is given by:
4 ANA-MARIA CASTRAVET AND JENIA TEVELEV
• If q = 0 then 2p < a ≤
1
r (at most r of the points may coincide);
• If q > 0 then a = 2p−ǫ, b =
pǫ
q , with 0 < ǫ <
1
(2r+1)(r+1) , i.e., at most r
heavy points may coincide, and moreover, they may coincide with
all the light points. This space is an iterated P1-bundle overMp.
When p = 2r, the spaceMp,q is given by:
• If q = 0 then 1r < a ≤
1
r−1 (at most (r−1) of the pointsmay coincide);
• If q > 0 then a = 2p − ǫ, b =
pǫ
q , with 0 < ǫ <
1
r(r+1) , i.e., r heavy
points may coincide, and they may further coincide with at most
⌊ q−12 ⌋ light points; moreover, at most (r − 1) of the heavy points
may coincide with each other and with all the light points.
Note that Xp,q ∼= Mp,q if and only if p or q is odd (as no partial sum of the
weights equals 1 when either p or q is odd). If p and q are both even, say
p = 2r, q = 2s, thenMp,q is a divisorial “Kirwan resolution” of singularities
of Xp,q. It has exceptional divisors Pr+s−2 × Pr+s−2 with normal bundle
O(−1,−1) over each of the 12
(p
r
)(q
s
)
singular points of Xp,q.
We emphasize that all spaces Mp,q are needed to prove Theorem 1.1 for
n≫ 0. The same argument also proves the following more general result.
Theorem 1.6. Let a be a Hassett weight such that a1 ≥ . . . ≥ an and
∑
ai > 2.
Suppose further that either a1 = 1 or aj > 2/j for some j. Then Ma has a full
Γa-invariant exceptional collection, where Γa ⊆ Sn is the stabilizer of the vector a.
We note that full, exceptional (not Γa-invariant) collections on some of
the Hassett spaces Ma have been constructed in [BFK19]. More generally,
full, exceptional collections on many GIT quotients (without any require-
ment of invariance) have been constructed in [HL15,BFK19].
The vector bundles Fl,E in the exceptional collections on Mp,q are intro-
duced in later sections. They are indexed by an integer l ≥ 0 and a subset
E ⊆ {1, . . . , n} such that l+|E| is even. They have the following properties:
• At a point [C] of Mp,q which corresponds to an irreducible curve
C ≃ P1 with n = p+ q marked points, the fiber of Fl,E is equal to
Fl,E |[C] = H
0
(
C,ω
⊗ e−l
2
C (E)
)
,
where we identify E with a subset of sections. Here e = |E|.
• Fl,E has rank l + 1. For example, F0,∅ = O.
• The group Sp×Sq, which acts naturally onMp,q by permuting heavy
and light points separately, acts on {Fl,E} via its action on E.
Notation 1.7. For every subset E ⊆ {1, . . . , n}, we denote by Ep (resp., Eq)
its intersection with P (resp.,Q) and their cardinalities by ep and eq.
The result for Mp,q is a combination of Theorems 1.8, 4.8, 1.11 and 1.16.
We start with the following basic case:
Theorem 1.8. Let n = 2r + 1. The vector bundles {Fl,E} form a full strong
Sn-equivariant exceptional collection in D
b(Mn) under the following condition:
l +min(e, n − e) ≤ r − 1, where e = |E|, l + e even.
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The vector bundles are ordered by increasing e, and for a given e, arbitrarily.
We prove exceptionality of this collection using the theory of windows
into derived categories of GIT quotients [Tel00,HL15,BFK19].
Example 1.9. Here we list these exceptional collections for small n:
• M3 is a point. The collection contains 1 object, F0,0 ≃ O.
• The reduction map M0,5 → M5 is an isomorphism (although the
universal families are different). The collection contains 7 objects:
– F0,0 ≃ O. Line bundles F0,4 can be identified with π
∗
i (O(1)) for
every forgetful map πi : M0,5 →M0,4 ≃ P1 (conic bundle).
– A rank 2 vector bundle F1,5 can be identified with the log tan-
gent bundle of M0,5. The map given by its global sections
H0(M0,5, F1,5) = C5 gives a well-known embedding of M0,5
(the del Pezzo surface of degree 5) into theGrassmannianG(2, 5).
• The exceptional collection onM7 contains 38 objects:
F0,0 F2,0 F1,1 F0,2 F0,6 F1,7.
The reduction morphism M0,7 → M7 is the blow-up of 35 planes
P2 ⊂ M7 intersecting transversally in 70 points.
• The exceptional collection onM9 contains 187 objects:
F0,0 F2,0 F1,1 F0,2 F0,6 F1,7 F0,8 F2,8 F1,9 F3,9.
As n grows, the reduction morphismM0,n → Mn factors into more
and more steps. This process is analyzed in detail in Section 2.
As it turns out, the theory of windows is not directly applicable for other
Mp,q’s and we connect these cases to the basic case through various ad hoc
methods. For example, if p is odd then we have a morphismMp,q → Mp, an
iterated (q times) universal P1-bundle ofMp. By applying Orlov’s theorem
on the derived category of a projective bundle, we immediately construct
an equivariant exceptional collection in this case (see Theorem 4.8.)
The case of even p is muchmore complicated. We introduce a new object:
Notation 1.10. For p = 2r ≥ 4, q ≥ 1, R ⊆ P , |R| = r, denote by ZR the
locus inMp,q where the points from R come together. Let πR : UR → ZR be
the universal family over of Mp,q restricted to ZR and let σu be the section
of πR that corresponds to the combined points of R.
For l ≥ 0, E ⊆ P ∪ Q with e = |E| such that e + l is even and Ep = R,
consider the following torsion sheaf onMp,q:
Tl,E = iR∗σ
∗
u
(
ω
e−l
2
πR (E)
)
,
where iR : ZR →֒ Mp,q is the inclusion map.
Theorem 1.11. Let p = 2r ≥ 4, q = 2s + 1 ≥ 1. For subsets Ep ⊆ P , Eq ⊆ Q
such that l + e is even, l ≥ 0 consider the following collections:
• The vector bundles Fl,E onMp,q for
l +min(ep, p+ 1− ep) ≤ r − 1 (group 1A),
l +min(ep + 1, p − ep) ≤ r − 1 (group 1B),
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• The torsion sheaves Tl,E onMp,q for
ep = r, l +min(eq, q − eq) ≤ s− 1 (group 2).
There are 2 full Sp×Sq invariant exceptional collections onMp,q obtained by com-
bining the bundles from the group 1A (resp., 1B) with the sheaves from group 2.
These objects are arranged in blocks indexed by a subsetEq. The order is as follows:
• blocks are ordered by increasing eq,
• arbitrarily if eq is the same (but the set Eq is different).
Within each block with the same Eq we put the sheaves {Tl,E} first
• in arbitrary order if Ep 6= E
′
p,
• in order of decreasing l when Ep = E
′
p,
followed by the bundles {Fl,E}
• in order of increasing ep,
• and for a given ep, arbitrarily.
Remark 1.12. Note that we have an isomorphism of spaceMp,1 ∼= Mp+1 but
the collections from Thm. 1.11 and Thm. 1.8 are not the same.
Remark 1.13. Theorem 1.11 (and the next Theorem 1.16) remains true even
if r = 1, i.e., if there are only p = 2 heavy points. In this case the col-
lection contains no vector bundles Fl,E and since ZR is the whole moduli
space, the objects Tl,E are line bundles. This collection is the same as the
one constructed in [CT17, §6] (“GIT version” of the Losev–Manin space).
For the case of p, q even we need yet another type of object.
Notation 1.14. For more convenient bookkeeping, we retain q = 2s+1 odd
and work withMp,q+1 instead. In particular, |Q| = q + 1 in the even case.
The map Mp,q+1 → Xp,q+1 is a Kirwan resolution of singularities with
exceptional divisors Pr+s−1×Pr+s−1. LetA ⊂ Db(Mp,q+1) be a triangulated
subcategory generated by torsion sheaves
OPr+s−1×Pr+s−1(−a,−b)
where we have the following possibilities:
• either 1 ≤ a, b ≤ r + s− 1 or
• a = 0 and 1 ≤ b ≤ r+s−12 or
• b = 0 and 1 ≤ a ≤ r+s−12 .
Let B = ⊥A = {T ∈ Db(Mp,q+1 | Hom(T,A) = 0 for every A ∈ A}.
We prove in Section 11 thatA is an admissible (Sp×Sq+1) invariant sub-
category and thus B is an (Sp×Sq+1) equivariant non-commutative resolu-
tion of singularities of the GIT quotient Xp,q+1 in the sense of [KL14]. Note
that Xp,q+1 has many small resolutions related by flops obtained by con-
tracting boundary divisors Pr+s−1 × Pr+s−1 onto one of the factors. How-
ever, none of them is of course (Sp × Sq+1) equivariant unlike the category
B, which in some sense is the “minimal” equivariant resolution. Perhaps the
biggest technical issue contributing to the complexity of this case is that B
is a non-commutative strongly crepant resolution only if r + s is odd.
We prove in Prop. 6.1 that the vector bundles Fl,E belong to B. The tor-
sion objects have to be projected onto B:
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Definition 1.15. We define the objects in B ⊂ Db(Mp,q+1) by
T˜l,E = (Tl,E)B,
where T → TB is a canonical functorial projection and the torsion sheaf Tl,E
is defined as in Notation 1.10 for E ⊆ P ∪Q, l ≥ 0, e+ l even.
Theorem 1.16. Let p = 2r ≥ 4, q = 2s+ 1 ≥ 1. Consider the following objects:
• The vector bundles Fl,E onMp,q+1 (with l + e even) for
l +min(ep, p+ 1− ep) ≤ r − 1 (group 1A),
l +min(ep + 1, p − ep) ≤ r − 1 (group 1B),
• The complexes T˜l,E onMp,q+1 (with l + e even) for
ep = r, l +min(eq, q + 2− eq) ≤ s (group 2B).
ThenMp,q+1 has two Sp × Sq+1 invariant full exceptional collections of
• torsion sheaves O(−a,−b) in subcategory A;
• The bundles Fl,E for pairs (l, E) in group 1A (alternatively 1B),
• The complexes T˜l,E for pairs (l, E) in group 2B.
When combining group 2B with any of the groups 1A or 1B, the order is the same
as in Theorem 1.11.
Remark 1.17. The groups 1B and 1A are related by taking the complement
E 7→ Ec. From this point of view, it is natural to consider also {T˜l,E} for
ep = r, l +min(eq + 1, q + 1− eq) ≤ s (group 2A),
and combine it with groups 1A or 1B. The same proof as in Thm. 1.16
shows that this collection is exceptional and of the expected length, but we
did not attempt to prove fullness.
The same collection as in Thm. 1.16 works for the case of s = −1:
Theorem 1.18. Let p = 2r ≥ 4. We introduce the following collections of vector
bundles Fl,E (with l + e even) onMp:
l +min(e, p + 1− e) ≤ r − 1 (group 1A),
l +min(e+ 1, p − e) ≤ r − 1 (group 1B).
ThenMp has two Sp invariant full exceptional collections of
• torsion sheaves OPr−2×Pr−2(−a,−b), where either 1 ≤ a, b ≤ r − 2 or
a = 0 and 1 ≤ b ≤ r/2− 1 or b = 0 and 1 ≤ a ≤ r/2− 1, followed by
• vector bundles Fl,E from collection 1A (alternatively, 1B).
The order is first by increasing e, and for a given e, arbitrarily. The category B is
a strongly (resp. weakly) crepant non-commutative resolution of Xp if and only if
p ≡ 0 mod 4 (resp. p ≡ 2 mod 4.)
Example 1.19. We list exceptional collections for small p (using group 1A):
• M4 ≃ M0,4 ≃ P1. In this case A is empty. The collection contains 2
objects, F0,0 ≃ O and F0,4 ≃ O(1). In fact F0,P is always the pull-
back of the GIT polarization from the symmetric GIT quotient Xp
(see Corollary 6.2).
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• The spaceX6 is the Segre cubic threefold in P4 with 10 singularities.
M6 ≃ M0,6 is the blow-up of singularities of X6 with exceptional
divisors P1 × P1 (this is the last case when Mp ≃ M0,p). The cate-
goryA contains torsion sheavesOP1×P1(−1,−1). The categoryB is a
weakly crepant resolution of X6 with the following full exceptional
collection of 24 vector bundles:
F0,0 F2,0 F1,1 F0,2 F0,6.
Remark 1.20. An interesting consequence of the main Theorem 1.6 is the
existence of a simple semi-orthogonal decomposition in the derived cate-
gory of the Deligne–Mumford stack M0,n/Sn and more generally, Ma/Γ,
see Lemma 2.2. M0,n/Sn is known as “symmetricM0,n” and naturally ap-
pears in moduli theory, for example in the study of ample line bundles on
Mg, see [GKM02]. Likewise, the coarse moduli space of Xn/Sn was exten-
sively studied in the 19th century by Silvester and others in the framework
of invariant theory of binary forms [Dol03].
Connection with [CT17]. In the first paper of this project [CT17] we prove
the existence of a full S2×Sn-invariant collection on the Losev-Manin space
LMn, i.e., the Hassett spaceMa with weights
a1 = a2 = 1, a3 = . . . = an+2 = ǫ≪ 1.
The Losev-Manin spaces, together with the the spacesMp,q (the core of the
present work) are the main cases on which the main theorem Thm. 1.6
relies. The approach we take is different for the two types of spaces.
In [CT17] we proved that for both LMn andM0,n it suffices to find full in-
variant exceptional collections in the cuspidal block of the derived category
(i.e., objects that push forward to 0 by all the forgetful maps). In [CT17]
we achieved this for the Losev-Manin spaces. For M0,n, we ran into dif-
ficulties with the cuspidal block for n large and took a different approach.
Equivariant description of Dbcusp(M0,n) is an interesting open problem.
Structure of paper/Comments. In Section 2 we explain how to reduce the
main theorem to the case of the Losev-Manin spaces LMn and the spaces
Mp,q using Hassett’s reduction maps and an invariant version of Orlov’s
blow-up theorem. In Section 3 we introduce the vector bundles Fl,E on the
stack of n points on P1 and give some of their main properties.
In Section 4 we recall Halpern-Leistner’s theory of windows and apply
it to prove the exceptionality of the collections in Thm. 1.8 (the case ofMp,
p odd) and Thm. 4.8 (the case of Mp,q, p odd, q > 0). In Section 5 we
extend the definition of the vector bundles Fl,E to more general Hassett
spaces (with non-empty boundary), while in Section 6 we give sufficient
conditions for the vector bundles Fl,E to be orthogonal to torsion sheaves
supported on the boundary. In Section 7 we exhibit various inequalities
involving the pairs (l, E) in Thm. 1.11 and Thm. 1.16. These will be crucial
for all of the remaining sections.
The exceptionality of the “Fl,E-part” of the collections in Thm. 1.11 (Mp,q,
p even, q odd) and Thm. 1.16 (Mp,q, p, q both even) is proven in Section 8
and Section 9 by induction on q. Note that the case q odd and q even require
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different arguments (hence, the two sections). This is where we introduce
what we call the alpha game (to go from Mp,q−1 toMp,q when q is odd) and
the beta game (to go from Mp,q to Mp,q+1 when q is odd). Both “games”
compare exceptionality between Fl,E’s on different Hassett spaces related
by reduction maps.
We finish the proof of the exceptionality of the collection onMp,q (p even,
q odd) of Thm. 1.11 (i.e., considering its “Tl,E part”) in Section 10 by reduc-
ing it to a windows calculation on subvarieties ZR ⊆ Mp,q (the supports of
the torsion sheaves Tl,E in the collection) and their intersections. Note that a
direct windows argument onMp,q will not give exceptionality of most pairs
in the collection, as the condition on weights is not satisfied. The exception-
ality of the collection on Mp,q+1 (p even, q odd) in Thm. 1.16 is finished in
Section 11 and requires yet new reduction maps in order to compare excep-
tionality of different pairs, by reducing again to a window calculation on
subvarieties ZR ⊆ Mp,q+1 and their intersections. It is here that we compare
commutative (not equivariant) and non-commutative (equivariant) small
resolutions of the singular GIT quotient Xp,q+1.
Fullness of the exceptional collections on all the spacesMp,q is proved in
the remaining sections: Section 12 for the collections in Thm. 1.8 and Thm.
4.8, Section 13 for the collections in Thm. 1.11 and in Section 14 for the col-
lections in Thm. 1.16. Even in the most basic case of Thm. 1.8, where the
exceptional collection is contained in theHalpern-Leistner’s ”window”, we
were unable to use directly his main theorem (see Thm. 4.4) to prove full-
ness. However, we were inspired by its proof utilizing Koszul resolutions
of the unstable strata, although in our case we had to work on the universal
family rather than on the moduli stack as in [HL15]. We use several con-
structions based on the Koszul complex (Koszul games) in order to prove
fullness. One of them “replaces” the torsion sheaves Tl,E (resp., complexes
T˜l,E) with the bundle Fl,E for the the same pair (l, E). We emphasize that
the collections obtained by replacing Tl,E (resp., T˜l,E) with the correspond-
ing Fl,E ’s are not exceptional in general (although we prove that they are
full). We find this phenomenon very interesting and worthy of further ex-
ploration even on toric varieties or whenever one has natural full but not
exceptional collections of line or vector bundles. We remark that proving
fullness in Section 14 for the collection onMp,q+1 (q odd) involves yet again
both the alpha game and the beta game and relies on having proved already
fullness for the collection onMp,q andMp,q+2 (Section 13).
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2. INVARIANT EXCEPTIONAL COLLECTIONS. THE PROOF OF THEOREM 1.6
Let Γ be a finite group acting on a smooth projective variety X and let
{E•α}α∈I be an exceptional collection in D
b(X). There are two natural no-
tions how a collection can be “permuted” by the action of Γ:
Definition 2.1. An exceptional collection is called Γ-invariant if, for every
γ ∈ Γ and α ∈ I , there exists β ∈ I such that γ∗E•α ≃ E
•
β . An invariant
collection is called equivariant if every complex E•α is quasi-isomorphic to
a complex in Db(X/Γα) = D
b
Γα
(X), a bounded derived category of the
category of Γα-equivariant coherent sheaves, where Γα ⊂ Γ is the stabilizer
of the isomorphism class of E•α.
Existence of a full Γ-invariant collection has two consequences:
Lemma 2.2. If Db(X) admits a full Γ-invariant exceptional collection then
(1)K0(X) is a permutation Γ-lattice and
(2) the bounded derived category of the quotient stack (orbifold) X/Γ admits a
natural semi-orthogonal decomposition with blocks isomorphic to representation
categories (if the collection is equivariant) and twisted representation categories (if
it is only invariant) of subgroups Γα.
Proof. Since K0(X) is isomorphic to the Grothendieck K-group of D
b(X),
the first statement is clear from the definitions (a semi-orthogonal decom-
position ofDb(X) induces a direct sum decomposition of itsK-group). We
refer to [Ela09, Theorem 2.3] for the precise formulation and proof of the
second statement. 
Our collections will be not only Γ-invariant but in fact Γ-equivariant.
For this we need a strengthened version of the equivariant Orlov blow-up
lemma [CT17, Lemma 7.2].
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Let X be a smooth projective variety and let Y1, . . . , Yn ⊂ X be smooth
transversal subvarieties of codimensions l1, . . . , ln. Let Γ be a finite group
acting on X permuting Y1, . . . , Yn. For every subset I ⊂ {1, . . . , n}, we de-
note by YI the intersection ∩i∈IYi. In particular, Y∅ = X. Let q : X˜ → X
be an iterated blow-up of (proper transforms of) Y1, . . . , Yn. Since the in-
tersection is transversal, blow-ups can be done in any order. More canon-
ically, the iterated blow-up is isomorphic to the blow-up of the ideal sheaf
IY1 · . . . ·IYn . LetEi be the exceptional divisor over Yi for every i = 1, . . . , n.
For any subset I ⊂ {1, . . . , n}, let
EI = q
−1(YI) = ∩i∈IEi.
In particular, E∅ = X˜ . Let iI : EI →֒ X˜ be the inclusion. The group Γ acts
on X˜ and the morphism q is Γ-equivariant. Let ΓI ⊂ Γ be the normalizer of
YI for each subset I ⊂ {1, . . . , n} (in particular, Γ∅ = Γ).
Lemma 2.3. Let {F βI } be a (full) ΓI -invariant (resp. equivariant) exceptional col-
lection in Db(YI) for every subset I ⊂ {1, . . . , n}. Choosing representative of
Γ-orbits on the set {YI}, we can assume that if YI = gYI′ for some g ∈ Γ then
{F βI } = g{F
β
I′}. Then there exists a (full) Γ-invariant (resp. equivariant) excep-
tional collection in Db(X˜) with blocks
BI,J = (iI)∗
[
(Lq|EI )
∗(F βI )
(
n∑
i=1
JiEi
)]
for every subset I ⊂ {1, . . . , n} (including the empty set) and for every n-tuple of
integers J such that Ji = 0 if i 6∈ I and 1 ≤ Ji ≤ li − 1 for i ∈ I .
The blocks are ordered in any linear order which respects the following partial
order: BI1,J1 precedes BI2,J2 if
n∑
i=1
J1i Ei ≥
n∑
i=1
J2i Ei (as effective divisors).
Proof. Exceptionality, fullness and invariance of the collection was proved
in [CT17, Lemma 7.2]. For equivariance, we use equivariant pull-back and
push-forward and endow line bundles O (J1E1 + . . . + JnEn) with canon-
ical linearizations with respect to the stabilizer of the divisor J1E1 + . . . +
JnEn. Here we use a canonical equivariant structure of the ideal sheaf of
any invariant subscheme. 
In the remainder of this section we discuss the proof of Theorem 1.6.
All along we assume that the spaces Mp,q have a full Sp × Sq-equivariant
exceptional collection, which is proved in the subsequent sections.
Proof of Theorem 1.6. LetMa be a Hassett space as in Theorem 1.6. Let Γa be
the stabilizer of the vector a in the symmetric group Sn. Choose p ≤ n such
that a1 = . . . = ap > ap+1. We consider cases:
(i) a1 = 1, p ≥ 2,
(ii) a1 < 1, pa1 ≥ 2.
(iii) a1 = 1, p = 1,
(iv) aj > 2/j for some j,
as well as the following general statement:
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(v) Consider Hassett weight vectors a = (a1, . . . , an), a
′ = (a′1, . . . , a
′
n)
such that ai ≥ a
′
i for every i. Suppose Γa ⊂ Γa′ . Then if Ma′ admits
a Γa-equivariant exceptional collection then so doesMa.
We prove (i)–(v) simultaneously by induction on dimension ofMa using
existence of full Sp × Sq-equivariant exceptional collections onMp,q.
Case (iv). We can assume without loss of generaility that j is the largest
index with the property aj ≥ 2/j. The statement follows from (i) if aj = 1.
If aj < 1, we reduce to (ii) using (v) by taking the second weight vector
a′1 = . . . = a
′
j = aj , a
′
i = ai for i > j.
Case (iii). Let A = a2 + . . . + an > 1. Consider a
′
1 = 1, a
′
i =
ai
A−ǫ for
i ≥ 2 for some fixed 0 < ǫ < min(an, A− 1). By (v), it suffices to show that
Ma′ admits a Γa-invariant exceptional collection. Note thatMa′ ∼= Pn−3 by
[Has03, Section 6.2] since
∑
i≥2,i 6=j
a′i ≤
n−1∑
i=2
a′i =
A− an
A− ǫ
< 1 for all j ≥ 2.
Note that Pn−3 has an invariant full exceptional collection (the standard
collection O,O(1), . . . ,O(n − 3) is invariant under any group). For equiv-
ariance, we need a bit more. All appearing groups are contained in the
symmetric group Sn−1 which acts on Pn−3 by permuting n− 1 fixed points
in general linear position. The homomorphism Sn−1 → PGLn−2 can be fac-
tored through GLn−2, and therefore O(1) is a Sn−1-linearized line bundle.
The corresponding action on kn−2 is the action on the irreducible (n − 2)-
dimensional representation of Sn−1 (cf. [KT09, Lemma 2.3]).
Cases (i) and (ii). If p = 2 (case (i)), we apply (v) to the weight vector
a
′ = (1, 1, ǫ, . . . , ǫ) of the Losev–Manin space and use the main result of
[CT17]. Let p > 2. In both (i) and (ii) we apply (v) to the weight vector
a
′ = (a, . . . , a, b . . . , b) ofMp,q (see Remark 1.5) with q = n− p. Concretely,
• If q = 0 then a = 2p + ǫ and we choose a < a1.
• If q > 0 then a = 2p − ǫ, b =
pǫ
q . Then a < a1 and we choose b < an.
Case (v). We connect the weights by a Γa-invariant homotopy
a(t) = ta′ + (1− t)a.
The Hassett chamber structure is semi-constant in the following sense: the
reduction map Mb1,...,bn → Mb1−ǫ,...,bn−ǫ is an isomorphism for 0 < ǫ ≪ 1.
It follows that our reduction map M
a(0) = Ma → Ma′ = Ma(1) factors
into the sequence of Γa-equivariant reduction maps of the following form:
ft : Ma(t−ǫ) → Ma(t) for 0 < ǫ ≪ 1 whenever there is a subset of indices
J ⊂ {1, . . . , n} such that ∑
j∈J
aj(0) > 1 =
∑
j∈J
aj(t). (2.1)
Arguing by induction on the number of wall crossings, it suffices to analyze
a single reduction map ft. The following description of ft is from [Has03],
see also [BM13]. Let J1, . . . , Js be a full list of subsets satisfying (2.1). The
group Γa permutes Ji’s. The reduction map ft blows up the loci Ma(t)(Ji)
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in M
a(t) where the points in Ji come together. Since
∑
j∈Ji
aj(t) = 1, the
lociM
a(t)(Ji) intersect transversely: Ma(t)(Ji) ∩Ma(t)(Jj) 6= ∅ if and only if
Ji ∩ Jj = ∅, in which case, the intersection is the locus where points in Ji,
respectively Jj , coincide. Clearly, the loci Ma(t)(Ji) and their intersections
are themselvesHassett spaces of the formMa′′ , with the vector a
′′ having at
least one weight 1 (for marked points that correspond to combined points
indexed by subsets J1, . . . , Js). These spaces have invariant exceptional
collections by cases (i), (iii) in smaller dimension. The theorem follows by
Lemma 2.3. 
3. DERIVED CATEGORY OF THE MODULI STACK Mn OF n POINTS ON P1
LetMn be the moduli stack of n points on P1, i.e. the quotient stack
Mn = [(P
1)n/PGL2].
Equivalently, it is the stack of e´tale locally trivial P1-bundles with n sec-
tions. Concretely, an associated P1-bundle of a PGL2-torsor is the “univer-
sal P1-bundle”, i.e. a representable morphism
π = πn+1 : Mn+1 →Mn,
induced by the first projection (P1)n+1 = (P1)n × P1 → (P1)n. The “univer-
sal sections” are representable morphisms
σ1, . . . , σn : Mn →Mn+1,
induced by big diagonals (P1)n ≃ ∆i,n+1 →֒ (P1)n+1 for i = 1, . . . , n. Let
Σn (or Σ if n is clear from the context) be the sum of these sections.
We identify the category of coherent sheaves onMn with the category of
PGL2-equivariant coherent sheaves on (P1)n and likewise for their bounded
derived categories.
Definition 3.1. For a vector i = (i1, . . . , in)with
∑
ik even, the line bundle
O(P1)n(i) = O(P1)n(i1, . . . , in)
has a unique PGL2- linearization and thus descends toMn. We call itO(i).
Remark 3.2. It is clear from the definition that the ψ-class
ψi := σ
∗
i ωπ = O(2ei).
Definition 3.3. Fix a subset E ⊂ Σn with e = |E| and an integer l ≥ 0 such
that e + l is even. Let (i1, . . . , in) be a sequence such that ij is 1 if j ∈ E
and 0 otherwise. Consider the line bundle
Nl,E = O(i1, . . . , in, l) = ω
⊗( e−l
2
)
π (E)
onMn+1. Let
Fl,E = π∗Nl,E.
Lemma 3.4. Fl,E is a rank l+1 vector bundle onMn. As an SL2-bundle on (P1)n,
Fl,E ≃SL2 O(i1, . . . , in)⊗ Vl, (3.1)
where Vl is an irreducible SL2-module of dimension l + 1.
This has various immediate consequences:
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Corollary 3.5.
F0,E ≃ O(i1, . . . , in).
Corollary 3.6.
F∨l,E ≃ π∗O(−i1, . . . ,−in, l) ≃SL2 O(−i1, . . . ,−in)⊗ Vl.
If n is even then
Fl,E ≃ F
∨
l,Ec ⊗ F0,Σ.
Note that the formula Rπ∗
(
ω
⊗( e−l
2
)
π (E)
)
allows to define Fl,E’s, at least
as 2-step complexes, on arbitrary families of pointed curves. The following
theorem is our template for properties of Fl,E’s in the stable rational case.
Theorem 3.7. Db(Mn) has a Sn-invariant semi-orthogonal decomposition with
2n blocks DbE(Mn) indexed by subsets E ⊆ {1, . . . , n} ordered by increasing
e = |E| (different blocks with the same e are mutually perpendicular, i.e., RHom
between blocks is 0). Each block has a full exceptional collection
DbE(Mn) = 〈Fl,E : l + e even〉
of infinitely many mutually perpendicular vector bundles. The combined infinite
exceptional collection {Fl,E} inD
b(Mn) is strong and Sn-equivariant.
The forgetful map πi : Mn+1 →Mn has the following properties:
(Rπi)∗F
∨
l,E =
{
0 i ∈ E
F∨l,E i 6∈ E
(Lπi)
∗Fl,E = Fl,E .
Proof. The line bundles Lk = O(i1, . . . , in), k = 1, . . . , 2
n, form a strong
Sn-equivariant exceptional collection in D
b((P1)n), where each jj = 0 or 1.
Schur’s lemma and the fact that RΓ(P1,O(−1)) = 0 imply that 〈Fl,E〉 with
l + e even is an exceptional collection in Db(Mn)with required properties.
It remains to prove fullness, i.e. that any complex F ∈ Db(Mn) can be ob-
tained by finitely many extensions starting with objects in the exceptional
collection. This is a special case of [Ela09, Theorem 2.10]. Let’s give a simple
ad hoc argument. Viewing F as a bounded complex of coherent sheaves on
(P1)n, let k be the maximum index such that RHom(Lk, F ) 6= 0 or k = 0 if
RHom(Lk, F ) = 0 for every k. We argue by induction on k. If k = 0 then
we are done: F ≃ 0 because O(i1, . . . , in) form a full exceptional collection
in Db((P1)n). Otherwise, consider the left mutation in Db((P1)n):
F ′ → RHom(Lk, F ) ⊗ Lk → F → .
Then RHom(Lk, F
′) = 0. Moreover, viewing F as an SL2-equivariant com-
plex and using the unique SL2-linearization ofLk, we see thatRHom(Lk, F )
is isomorphic to a direct sum of irreducible SL2-representations Vl (up to
shifts). Moreover −Id ∈ SL2 acts trivially on RHom(Lk, F ) ⊗ Lk, i.e. the
latter is a direct sum of vector bundles Fl,E . Thus the above triangle is a
triangle in Db(Mn) and we are done by induction. 
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Proposition 3.8. OnMn, we have exact sequences
0→ Fl−1,E\k → Fl,E → Q
k
l,E → 0 for k ∈ E,
where Qkl,E = O(i1, . . . , ik + l, . . . , in), and
0→ F∨l−1,E∪{k} → F
∨
l,E → S
k
l,E → 0 for k 6∈ E,
where Skl,E = O(−i1, . . . ,−ik + l, . . . ,−in).
Proof. Push-forward by π gives an exact sequence
0→ O(−βk − βn+1)→ O → ∆k,n+1 → 0
onMn+1 tensored with O(i1, . . . , in, l) (resp. O(−i1, . . . ,−in, l)). 
Proposition 3.9. If E and E′ are disjoint sets then
Fl,E ⊗ Fl′,E′ = Fl+l′,E∪E′ ⊕ Fl+l′−2,E∪E′ ⊕ . . . ⊕ F|l−l′|,E∪E′.
In particular,
Fl,E ⊗ F0,E′ = Fl,E∪E′.
(Here we assume that all these bundles are defined, i.e., all parity conditions are
satisfied).
Proof. Clebsch–Gordan formula. 
Proposition 3.10. More generally, define Nl,E ≃ ω
e−l
2
π (E) for any l, positive or
negative, and define
Fl,E = Rπ∗Nl,E .
When l = −1, we have Fl,E = 0. When l ≤ −2, we have
Fl,E ≃ F−l−2,E [−1].
Proof. ByGrothendieck–Verdier dualitywe have thatRα∗(O(−E,−l−2)) ≃
F∨l,E[−1]. But by Cor. 3.6 when −l − 2 ≥ 0we have that
F∨−l−2,E ≃ Rα∗(O(−E,−l − 2)).

4. WINDOWS INTO DERIVED CATEGORIES OF SUBSTACKS Mp,q ⊂Mn
Proposition 4.1. Let U ⊆ Mn be an open substack. We define vector bundles
Fl,E on U as restrictions of the corresponding vector bundles onMn. ThenD
b(U)
is generated by the Fl,E ’s (equivalently, by F
∨
l,E ’s ). All results of §3 except Theo-
rem 3.7 are valid on U .
Proof. We have U = [U/PGL2] for some open equivariant subsetU ⊂ (P1)n.
It is enough to show that any equivariant coherent sheaf F on U can be
obtained by a finite number of extensions startingwith restrictions of vector
bundles Fl,E . It is well-known (e.g. [Tho87]) that F is a restriction of an
equivariant coherent sheaf on (P1)n and we are done by Theorem 3.7. For
the rest of the proposition, restrict isomorphisms of §3 to U . 
16 ANA-MARIA CASTRAVET AND JENIA TEVELEV
These open substacks U include all Hassett spaces when the universal
family is a P1-bundle. More precisely, fix weights a = (a1, . . . , an) with∑
ai = 2. The GIT quotient Xa is a quotient of the semi-stable locus (P1)nss
for the fractional PGL2-polarization given by a. The stack quotient
Ma = [(P
1)nss/PGL2],
is an open substack of Mn. If there are no strictly semistable points then
PGL2 acts on (P1)nss freely andMa = Ma = Xa.
The most important case for us throughout the paper will be this:
Definition 4.2. For every partition P
∐
Q = {1, . . . , n} with p = |P | ≥ 2,
q = |Q|, we define an open substackMp,q ⊂Mn of P1 bundles such that at
most p/2 sections indexed by P (heavy points) are allowed to coincide and
if p = 2r then r heavy points are allowed to coincide with at most q/2 points
indexed by Q (light points). The corresponding Hassett space is Mp,q and
the GIT quotient is Xp,q (see Notation 1.5). We have Mp,q = Mp,q = Xp,q
unless both p and q are even. We use notationMn,Mn and Xn if q = 0. We
also use the following notation: for every subsetE ⊂ {1, . . . , n}, we denote
by Ep (resp. Eq) its intersection with P (resp.Q).
We would like to show the following:
Theorem 4.3. Consider a collection {Fl,E} of PGL2-equivariant vector bundles
on (P1)n. Order them by increasing e = |E| (and arbitrarily when e is the same).
Choose an integer wK for every subset K such that
∑
i∈K
ai > 1. Suppose
wK ≤ −l + (e0 − e∞) and l + (e0 − e∞) < wk + 2|K| − 2
for all bundles in the collection and all subsets as above, where
e∞ = |E ∩K| and e0 = |E ∩K
c|.
Then {Fl,E} is a strong exceptional collection in D
b(Ma).
Wewill use the following theorem of Halpern–Leistner:
Theorem 4.4. [HL15] Let [X/G] be the stack quotient of a smooth projective
variety by a reductive groupG and let [Xss/G] the open substack corresponding to
the semistable locus Xss with respect to a choice of polarization and linearization.
For a choice of a Kempf–Ness (KN) stratification of the unstable locus Xus with
data Zi, Si, λi, σi : Zi →֒ Si, define the integers
ηi = weightλi det
(
N∗Si|X
)
> 0.
For each KN stratum Si, choose an integer wi ∈ Z. Define the full subcate-
gory Gw consisting of objects F ∈ D
b[X/G] with the property that H∗(σ∗i F ) has
weights in [wi, wi + ηi) for all i. Then the restriction functor
i∗ : Gw → D
b[Xss/G]
is an equivalence of categories.
Remark 4.5. There are two sign conventions for weights used in the liter-
ature. Above we follow [HL15] where the ample polarization of the GIT
quotient has negative weights on the unstable locus, see (4.1) However,
starting with §10 we take the opposite weight as in [Tel00].
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In our caseX = (P1)n and G = PGL2. Up to conjugation, a one parame-
ter subgroup λ : Gm → PGL2 has the form
λ(t) =
[
t 0
0 t−1
]
.
For every subsetK ⊆ {1, . . . , n}, consider the λ-invariant point
zK = (p1, . . . , pn), with pi =
{
0 if i /∈ K
∞ if ∈ K
}
,
where 0 = [0 : 1] and∞ = [1 : 0]. We have
weightλO(1)|p =
{
1 if p = 0
−1 if p =∞
Let k = |K|. If L = O(a1, . . . , an), it follows that
weightλL|zK =
∑
i∈Kc
ai −
∑
i∈K
ai. (4.1)
Here we follow the convention of [HL15], where the ample polarization of
the GIT quotient has negative weights on the unstable locus.
Let ∆K be a diagonal in (P1)n consisting of points (p1, . . . , pn) such that
for all i ∈ K the points pi are equal. Let SK ⊂ ∆K be a locally closed diago-
nal (the complement to the union of other diagonals). The KN stratification
of Xus is given by the diagonals SK such that
∑
i∈K
ai > 1 and by inclusions
σK : ZK = {zK} →֒ SK .
The destabilizing 1-PS is λ.
Next we compute det
(
N∗∆K |(P1)n
)
. We may assume without loss of gen-
erality that n ∈ K . As ∆K is a complete intersection in X of big diagonals
∆jn, for all j ∈ K \ {n}, it follows that
N∗∆K |(P1)n
∼=
⊕
j∈K\{n}
O(−∆jn)|∆K ,
det
(
N∗∆K |(P1)n
)
∼= O
(
−
∑
j∈K\{n}
∆jn
)
|∆K
∼= O(0, . . . , 0,−2(|K| − 1)),
via the identification ∆K = (P1)n−k × P1 given by the n-th marking. It
follows that the weights of det
(
N∗∆K |(P1)n
)
|zK
depend only on |K| and
ηK := weightλdet
(
N∗∆K |(P1)n
)
|zK
= 2(|K| − 1).
Lemma 4.6. For subsets E,K ⊆ {1, . . . , n} with e = |E|, k = |K|, we denote
e∞ = |E ∩K|, e0 = |E ∩K
c|.
Note that e∞ + e0 = e. The weights of Fl,E |zK are
l + (e0 − e∞), (l − 2) + (e0 − e∞), (l − 4) + (e0 − e∞), . . . ,−l + (e0 − e∞).
Proof. For this calculation we can view Fl,E as an SL2- (rather than a PGL2-)
equivariant bundle. Then
Fl,E = O(E)⊗ Vl, Vl = Sym
lV1,
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where V1 is a trivial rank 2 vector bundle with the standard SL2-action. The
weights of the rank l + 1 vector bundle Vl (at any λ-fixed point) are
l, l − 2, l − 4, . . . , −l
and the formula follows. 
Proof of Theorem 4.3. Follows from discussion above. 
Proof of Theorem 1.8 (exceptionality). We show that the vector bundles Fl,E
satisfy the conditions in Theorem 4.3. It follows from Lemma 4.6 that the
maximum weight of Fl,E over all subsetsK with |K| = k is l+e if e ≤ n−k
and l+ 2n− 2k − e if e > n− k. Equivalently, the maximum weight of Fl,E
is
min{l + e, l + 2n− 2k − e}.
Similarly, the minimum weight of Fl,E is −(l+ e) if e ≤ k and −(l+2k− e)
if e > k, or equivalently, the minimum weight of Fl,E is
−min{l + e, l + 2k − e}.
The conditions in Theorem 4.3 for existence of a window are equivalent to
requiring that for any pairs (l, E), (l′, E′), if we let e = |E| and e′ = |E′|
min{l + e, l + 2k − e}+min{l′ + e′, l′ + 2(n− k)− e′} < ηk = 2(k − 1),
for all k ≥ r+1. We now prove that this is the case for the list of pairs (l, E)
in Theorem 1.8. We consider three cases.
Case I: e, e′ ≤ r. By assumption l + e, l′ + e′ ≤ r − 1. Then
min{l + e, l + 2k − e}+min{l′ + e′, l′ + 2(n− k)− e′} ≤
≤ (l + e) + (l′ + e′) ≤ 2r − 2 < 2(k − 1), for all k ≥ r + 1.
Case II: e, e′ ≥ r + 1. By assumption, l + n− e, l′ + n− e′ ≤ r − 1. Then
similarly to Case I, we have:
min{l + e, l + 2k − e}+min{l′ + e′, l′ + 2(n− k)− e′} ≤
≤ (l + 2k − e) + (l′ + 2(n− k)− e′) ≤ 2(r − 1) < 2(k − 1) for all k ≥ r + 1.
Case III: e ≤ r and e′ ≥ r + 1 (or the opposite). By assumption
l + e ≤ r − 1, l′ + n− e′ ≤ r − 1.
It follows that
min{l + e, l + 2k − e}+min{l′ + e′, l′ + 2(n− k)− e′} ≤
≤ (l + e) + (l′ + 2(n − k)− e′) ≤ 2(r − 1) < 2(k − 1) for all k ≥ r + 1.
We finish by applying Theorem 3.7. 
Corollary 4.7. Let p = 2r. A collection {Fl,E} from Theorem 1.8 for n = 2r + 1
is a strong Sp-equivariant exceptional collection in D
b(Mp,1).
Proof. We haveMp,1 ≃ M0,{ 1
r
,..., 1
r
,ǫ} ≃ Mp+1. Indeed, the stability condition
is the same: no r + 1 points are allowed to collide. 
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Theorem 4.8. Let p = 2r + 1, q > 0. The vector bundles Fl,E form a full strong
(Sp×Sq)-equivariant exceptional collection onMp,q for subsets Ep ⊆ P , Eq ⊆ Q
such that l + e is even and
l +min(ep, p − ep) ≤ r − 1.
The order is first by increasing eq , arbitrarily if eq is the same, but the set Eq is
different. If Eq = E
′
q, the order is by increasing ep, and for a given ep, arbitrarily.
Proof. We have a morphism
f : Mp,q → Mp,
an iterated (q times) universal P1-bundle of Mp. It is induced by the pro-
jection (P1)p+q → (P1)p which maps (P1)p+qss to (P1)
p
ss. In particular, we
can identify the pull-back f∗{Fl,Ep} of the collection of Theorem 1.8 with a
collection {Fl,Ep} onMp,q when Ep is a subset of P .
For every j ∈ Q, let Lj = F0,{1,...,p,j} be a choice of an Sp-equivariant rel-
ative Oπj (1) for the j-th copy of the universal P
1-bundle. For every subset
J ⊂ Q, let LJ =
⊗
j∈J Lj . From Orlov’s theorem on the derived category
of a projective bundle [Orl92], we have a semi-orthogonal decomposition
of Db(Mp,q) into 2
q blocks equivalent toDb(Mp) via functors
Db(Mp)→ D
b(Mp,q), E 7→ Lf
∗(E)⊗ LJ
for every subset J ⊂ Q. In blocks with |J | = 2s even, we introduce an
exceptional collection
{Fl,Ep} ⊗ F
⊗−2s
0,{1,...,p} ⊗ LJ = {Fl,Ep∪J}.
In blocks with |J | = 2s+ 1 odd, we use an exceptional collection
{Fl,Ecp} ⊗ F
⊗−2s
0,{1,...,p} ⊗ LJ ≃ {Fl,Ep∪J},
where Ecp = P \ Ep. 
5. EXTENDING VECTOR BUNDLES Fl,E TO SOME HASSETT SPACES
The goal of this section is to construct an analogue of Fl,E for certain
Hassett spaces. Let M := MA such that all A-stable curves have at most
two components. We assume in addition that no partial sum
∑
i∈I ai with
|I| ≥ 2 equals 1. This includes all spacesMp,q when p and q are both even.
Definition 5.1. Let α : W → M be the universal family with sections
σ1, . . . , σn : M→W .
We will construct vector bundles Fl,E on both M and W starting with
Definition 5.7 after we discuss geometry of these spaces.
We recall several facts which will be used extensively in what follows.
Recall that we have tautological line bundles ψi = σ
∗
i ωα, δij = σ
∗
i (σj).
(1) AssumeM is a Hassett space whose universal family is a P1-bundle.
Then in Pic(M)we have ψi + ψj = −2δij [CT17][Lemma 5.1].
(2) If A = (a1, . . . , an) is such that a1 = 1,
∑
k 6=1 ak > 2 and for all j ≥ 2
we have
∑
k 6=j,1 ak ≤ 1, thenM
∼= Pn−3 [Has03, Section 6.2]. Furthermore,
δij = O(1) (i 6= j), ψ1 = O(1), ψj = O(−1) (j 6= 1).
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(3) IfM = MA,M
′
= MB, A = (ai), B = (bi) are Hasett spaces related by
a reduction map p : M → M
′
(i.e., ai ≥ bi for all i) then by [CT17][Lemma
5.6] we have:
p∗ψi = ψi −
∑
i∈I,|I|≥2,
∑
i∈I ai>1,
∑
i∈I bi≤1
δI , (5.1)
p∗δij = δij +
∑
i,j∈I,|I|≥3,
∑
i∈I ai>1,
∑
i∈I bi≤1
δI . (5.2)
Lemma 5.2. W is a Hassett space with markings 1, . . . , n and an extra point x.
Every boundary divisor δT := δT,T c ⊆ M is isomorphic to Pm−2 × Pn−m−2 for
somem and its preimage inW is the union of δT∪{x} and δT c∪{x}, where
δT∪{x} = BlpP
m−2 × Pn−m−2,
and the restriction map
α|δT∪{x} : δT∪{x} = Bl1P
m−1 × Pn−m−2 → δT = P
m−2 × Pn−m−2
is the product map π × Id, where π : BlpPm−2 → Pm−3 is the canonical P1-
bundle. The description for δT c∪{x} is similar.
Proof. Since no partial sum
∑
i∈I ai with |I| ≥ 2 equals 1, the space W
∼=
M{1,...,n,x} with weights (a1, . . . , an, ǫ). In particular,W is smooth.
The boundary divisor δT := δT,T c ⊆ M corresponds to A- stable curves
with two components and markings from T , T c, respectively. Since δT =
M
′
× M
′′
, where M
′
and M
′′
are Hassett spaces parametrizing only irre-
ducible curves, we have for all j ∈ T that∑
i∈T\{j}
ai ≤ 1 <
∑
i∈T
ai.
By Lemma 5.4, M
′
= Pm−2 and similarly, M
′′
= Pn−m−2, with m = |T |.
Consider now
δT∪{x} = δT c = δT∪{x},T c ⊆W, T
c = N \ T, N = {1, . . . , n}.
the corresponding boundary component inW . We have
δT∪{x} = U
′ ×M
′′
,
where π : U ′ → M
′
is the universal family overM
′
and U ′ can be identified
with the Hassett space with weights {ai}i∈T ∪ {ǫ, 1}, with the weight ǫ,
resp. 1, corresponding to the marking x, resp., the attaching point, call it u.
It follows from Lemma 5.4 that
δT∪{x} = BlpP
m−2 × Pn−m−2,
and the restriction map α|δT∪{x} is as claimed. 
Lemma 5.3. Using the identification δT∪{x} = BlpP
m−1×Pn−m−2, and denoting
H = OPr−1(1), and by∆ the exceptional divisor on BlpP
m−1, we have
(i)
(ωα)|δT∪{x} = (−H)⊠O.
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(ii)
O(σi)|δT∪{x} =
{
O if i /∈ T
H ⊠O if i ∈ T.
(iii)
(δT ′∪{x})|δT∪{x} =


∆⊠O if T ′ = T c
−H ⊠O(−1) if T ′ = T
O if T ′ 6= T, T c.
Furthermore,
(π × Id)∗O(−a,−b) = π∗O(−a)⊠O(−b) = (−aH + a∆)⊠O(−b).
Proof. Denote for simplicity δ = δT∪{x} ⊆ W , δ = δT ⊆ M. Since ωα =
KU − α
∗KM, we have by Lemma 5.4 and adjunction that
KU |δ = Kδ − δ|δ = ((−m+ 1)H + (m− 2)∆)⊠O(−n+m+ 2),
KM|δ = Kδ − δ|δ = ((−m+ 2)H ⊠O(−n+m+ 2),
and therefore ωα|δ = (−H)⊠O.
Part (ii) follows from σi = δix and Lemma 5.4(iii).
To prove (iii), note that two boundary divisors δT∪{x}, δT ′∪{x} intersect
if and only if T = T ′ or T ′ = T c. Furthermore, δT∩{x} ∩ δT ′∪{x} has class
∆⊠O. For any boundary divisor δ on any Hassett space, we have:
δ|δ = (−ψu)⊠ (−ψu).
The last statement follows immediately from Lemma 5.4(iv). 
Lemma 5.4. Let N = {1, . . . , n}. Assume a1 = 1 and assume that the universal
family α :W → M is a P1-bundle, i.e., all A-stable curves are irreducible, Then:
(i) M ∼= Pn−3 and W ∼= BlpPn−2. If H := α∗O(1) and ∆ denotes the
exceptional divisor onW , then we have in Pic(W ):
ψ1 = H, δN\{1},{1,x} = ∆,
(here we identifyW with the Hassett space with markings from N ∪{x}).
(ii) The map α :W = BlpPn−2 → M = Pn−3 is induced by the linear system
|H −∆|. In particular, if F be a fiber of α, then ψ1 · F = 1.
(iii) In Pic(W ) we have that δjx = H , for all j in N \ {1}.
Proof. Since there are no reducible A-curves, it follows that for all j 6= 1,
we have
∑
k 6=1,j ak ≤ 1 and therefore by [Has03, Section 6.2], we haveM
∼=
Pn−3. The only reducible curves parametrized byW are those given by the
boundary component δ := δ1x. Let M˜ be theHassett space with theweights
(1, η, . . . , η, ǫ), with η = 1n−1 (i.e., such that all but one of the markings
(N \{1})∪{x}may coincide). Then M˜ ∼= Pn−2 and the canonical reduction
map φ : W → M˜ contracts δ to a point p ∈ M˜ . Hence,W = BlpP˜n−2 with
exceptional divisor ∆ = δ. By (5.1, we haave φ∗ψ1 = ψ1. This proves (i).
Clearly, the map α restricted to ∆ = δ is an isomorphism. The only
morphism π : BlpPn−2 → Pn−3which is an isomorphism on the exceptional
divisor∆ is the one given by the linear system |H −∆|. We have then from
(i) thatH · F = 1 for any fiber F of π. This proves (ii).
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The curve F is obtained by moving the marking x along a P1 with fixed
markings from N . Hence, δjx · F = 1. Furthermore, δjx ·∆ = 0. It follows
that δjx = H in Pic(W ). This proves (iii). 
Lemma 5.5. Let π : BlpPm−1 → Pm−2. If a ≥ 0 we have
Rπ∗
(
O(a∆)
)
= O(−a)⊕ . . . ⊕O(−1)⊕O,
while when a < 0 we have
Rπ∗
(
O(−∆)
)
= 0,
and when a ≥ 2 we have Rπ∗
(
O(−a∆)
)
is generated by O(1), . . . ,O(a − 1).
More generally, Rπ∗
(
O(aH − b∆)) is either 0 if a = b− 1, or it is generated by:
(i) O(b),O(b+ 1), . . . ,O(a) if a ≥ b;
(ii) O(a+ 1),O(a + 2), . . . ,O(b− 1) if a ≤ b− 2;
In particular, we have that Rπ∗
(
O(aH − b∆)) is generated by O(u) with
min{b, a+ 1} ≤ u ≤ max{a, b− 1}.
Proof. The lemma follows by applying Rπ∗(−) to the exact sequences
0→ O((i− 1)∆)→ O(i∆)→ O∆(−i)→ 0,
along with the projection formula and π∗O(1) = O(H −∆). 
Lemma 5.6. On BlpPm−1, the divisor −uH + v∆ is acyclic if
0 < u ≤ (m− 1), 0 ≤ v ≤ (m− 2).
Proof. This is clear. 
Definition 5.7 (The vector bundles Fl,E onM). For every subsetE ⊆ N :=
{1, . . . , n} with e = |E| and integers l ≥ 0 such that e+ l is even, we let
Fl,E = Rα∗
(
Nl,E
)
,
where
Nl,E = ω
e−l
2
α (E)⊗O(−
∑
T
αT,E,lδT∪{x}),
and the sum is over all T ⊆ N such that δT ⊆ M is a boundary component,
and where
αT,E,l =
{
0 if |E ∩ T | ≥ e−l2
e−l
2 − |E ∩ T | if |E ∩ T | <
e−l
2 .
(5.3)
Lemma 5.8. Assume M is Hassett space such that all A-stable curves have at
most two components. Let a, {αT } be integers. The complex
Rα∗
(
ωaα(E)⊗O(−
∑
T
αT δT∪{x})
)
is a vector bundle of rank e− 2a+ 1 if
|E ∩ T c| − a ≥ αT − αT c ≥ a− |E ∩ T | (5.4)
(in which case, note that we have actually Rα∗ = α∗). In particular, the complex
Fl,E in Def. 5.7 is a vector bundle of rank l + 1.
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Proof. Note that (5.4) implies that e ≥ 2a. For simplicity, we denote
L := ωaα(E)⊗O(−
∑
T
αT δT∪{x}).
If C is a generic (i.e., irreducible) fiber of α :W → M, then we have
deg
(
L|C
)
= deg
(
ωaα(E)
)
|C
= −2a+ e ≥ 0.
Let now C be a reducible fiber of α. By our assumption, the curve C is
the fiber above a point of δT ⊆ M, for a partition T ⊔ T
c of N . The curve C
has componentsC1 and C2, with C1 (resp., C2) having fixed markings from
T (resp., T c). The curve Ci ⊆ W is given by the point x moving along Ci.
Therefore, we have
C1 ⊆ δT∪{x} = δT c , C2 ⊆ δT c∪{x} = δT ,
C1 · δT = 1, C2 · δT c = 1,
andCi intersects all boundary other than δT , δT c trivially. Furthermore, one
has δT c · C1 = −1 from
(δT + δT c) · C1 = α
−1(δT ) · C1 = 0.
Similarly δT ·C2 = −1. We have that
(
ωα
)
|Ci
= O(−1) and deg(O(σj))|Ci =
1 if j ∈ T and 0 otherwise. It follows that
deg(L|C1) = −a+ |E ∩ T |+ αT − αT c ,
deg(L|C2) = −a+ |E ∩ T
c|+ αT c − αT .
There is an exact sequence
0→ L→ L|C1 ⊕ L|C2 → Ok(u) → 0.
If deg(L|Ci) ≥ 0 for i = 1, 2, then it follows that H
1(L|Ci) = 0 for i = 1, 2
and the induced map H0(L|C1 ⊕ L|C2)→ k(u) is surjective. Therefore,
H1(L) = 0, h0(L) = e− 2a+ 1
and Rα∗L = α∗L is a vector bundle of rank e− 2a+ 1.
Assume now that a = e−l2 and αT is as in Def. 5.7.
Case |E ∩ T | ≥ e−l2 , |E ∩ T
c| ≥ e−l2 . In this case αT = αT c = 0 and
deg(L|C1) = |E ∩ T | −
e− l
2
≥ 0, deg(L|C2) = |E ∩ T
c| −
e− l
2
≥ 0.
Case |E ∩ T | ≥ e−l2 , |E ∩ T
c| < e−l2 . In this case
αT = 0, αT c =
e− l
2
− |E ∩ T c|,
deg(L|C1) = l ≥ 0, deg(L|C2) = 0.
The case when |E ∩ T c| ≥ e−l2 , |E ∩ T | <
e−l
2 is similar. Note that since
l ≥ 0, we cannot have |E ∩ T c| < e−l2 , |E ∩ T | <
e−l
2 . 
Lemma 5.9. Let p = 2r ≥ 4, q = 2s + 1 ≥ −1 and consider the Hassett spaces
Mp,q+1. Let Σ be the set of all indices (|Σ| = p+ q+1). When l is even, the vector
bundles Fl,Σ satisfy the property
Fl,Σ = Fl,∅ ⊗ F0,Σ
24 ANA-MARIA CASTRAVET AND JENIA TEVELEV
Proof. Denote for simplicity M := Mp,q+1. By definition, Fl,Σ = Rα∗(Nl,Σ),
where Nl,E = ω
e−l
2
α (Σ) is a line bundle on the universal family α : W → M.
We claim that the line bundle ωr+s+1α (Σ) on W is a pull-back from M. In-
deed, this line bundle has degree 0 on the generic fiber and restricts trivially
on each component of the reducible fibers of α. Therefore, it follows that
ωr+s+1α (Σ) = α
∗
(
α∗(ω
r+s+1
α (Σ))
)
= α∗
(
F0,Σ
)
.
It follows that
Fl,Σ = Rα∗
(
ω
− l
2
α ⊗ α
∗F0,Σ
)
= Rα∗
(
ω
− l
2
α
)
⊗ F0,Σ = Fl,∅ ⊗ F0,Σ.

The vector bundles Fl,E onW .
Assume p = 2r ≥ 4 and q = 2s + 1 ≥ 1. Consider the Hassett spaceMp,q
with markings P ⊔ Q, with |P | = p, |Q| = q. Let y ∈ Q and let Mp,q−1 be
the Hassett space with markings from P ⊔ (Q \ {y}). Let α : W → Mp,q−1
be the universal family. ThenW is a Hassett space with boundary
δT∪{y} = δT∪{y},T c = BlpP
r+s−1 × Pr+s−2,
T ⊔ T c = P ⊔ (Q \ {y}), |T ∩ P | = r, |T ∩Q| = s.
Notation 5.10. There is a birational morphism f : W → Mp,q that contracts
each boundary δT∪{y} using first projection
f|δT∪{y},Tc : BlpP
r+s−1 × Pr+s−2 → Pr+s−1.
This is because if ∆ denotes that the boundary divisor on BlpPr+s−1, then
∆× Pr+s−2 = δT∪{y} ∩ δT c∪{y}
is contracted to a point inMp,q.
Let π : U → W be the universal family, with x the new marking on U .
The boundary in U has two types:
δT∪{y},T c∪{x} = BlpP
r+s−1 × BlpP
r+s−1,
with the restriction map of the form
π|δT∪{y},Tc∪{x} = (Id, q) : BlpP
r+s−1×BlpP
r+s−1 → BlpP
r+s−1×Pr+s−2 = δT∪{y},T c ,
(see Lemma 5.12). The second type is
δT∪{y,x},T c = MT∪{y,x,u} ×MT c∪{u} = Bl1,2,12P
r+s × Pr+s−2,
where u is the attaching point (weight 1) and Bl1,2,12P
r+s denotes the blow-
up of Pr+s at two distinct points p1, p2 and the proper transform of the line
through them. The restriction map has the form
π|δT∪{y,x} = (q˜, Id) : Bl1,2,12P
r+s × Pr+s−2 → BlpP
r+s−1 × Pr+s−2,
(see Lemma 5.12).
Notation 5.11. (i) On BlpPr+s−1 we denote by H the hyperplane class
and by ∆ the exceptional divisor.
(ii) On Bl1,2,12P
r+s we denote by H the hyperplane class, and by E1,
E2, E12 the corresponding exceptional divisors.
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Lemma 5.12. Let π : U →W be the universal family. Then:
(1) Let δ := δT∪{x},T c∪{y} = BlpP
r+s−1 × BlpPr+s−1. The restriction π|δ is
given by the pair (q, Id), where
q : BlpP
r+s−1 → Pr+s−2, q∗O(1) = H −∆, ∆ = δux.
Moreover,
ωπ|δ = (−H)⊠O, δyx|δ = 0,
δjx|δ =
{
H ⊠O, if j ∈ T,
O if otherwise.
(2) On Bl1,2,12P
r+s = MT∪{y,x,u}, we have:
E1 = δT∪{x}, E2 = δT∪{y}, E12 = δT . Let
δ := δT∪{y,x} = Bl1,2,12P
r+s × Pr+s−2.
The restriction π|δ is given by the pair (q˜, Id), where
q˜ : Bl1,2,12P
r+s → BlpP
r+s−1, q˜∗H = H −E2, q˜
∗∆ = E1 + E12, and
ωπ|δ = (−H + E1)⊠O,
δjx|δ = (H − E1)⊠O, j ∈ T,
δjy |δ = (H − E2)⊠O, j ∈ T,
δyx|δ = H ⊠O.
Proof. For (1), the statements about the map q and δjx|δ follow from Lemma
5.4. Denoting δ = π(δ), we have by adjunction that
KW |δ = O(−(r + s− 2))⊠ (−(r + s− 1)H + (r + s− 2)∆) ,
KU |δ = (−(r + s− 1)H + (r + s− 2)∆)⊠ (−(r + s− 1)H + (r + s− 2)∆) .
Using ωπ = KU − π
∗KW , we have that ωπ |δ = (−H)⊠O.
We now prove (2). Denote for simplicity
M := MT∪{y,x,u}, MW := MT∪{y,u},
and let N
′
, resp., N
′′
be the Hassett space with markings T ∪ {y, x, u} such
that the weights in T (resp., T , T ∪ {x}, T ∪ {y}) are allowed to coincide.
Note that N
′′ ∼= Pr+s, since all but one of the markings T ∪ {y, x} may
coincide. There are reduction maps
π′ : M→ N
′
, π′′ : N
′
→ N
′′
.
The map π′′ contracts δT∪{x} and δT∪{y} to points, which we denote
p1 := π
′′(δT∪{x}), p2 := π
′′(δT∪{y}),
while the composition π′′ ◦ π′ contracts δT to the line through p1 and p2.
Hence,M is isomorphic to the blow-up Bl1,2,12P
r+s and we have
E1 = δT∪{x}, E2 = δT∪{y}, E12 = δT .
The map q˜ : M = Bl1,2,12P
r+s → MW = BlpPr+s−1 forgets the x mark-
ing; hence, q˜ is an isomorphism on E2 = ∆T,y. Since the only fibrations
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Bl1,2,12P
r+s → BlpPr+s−1 are given by the linear systems |H−E1|, |H−E2|,
it follows that q˜∗H = H − E2. As∆ = δT ⊆ MW , it follows that
q˜∗∆ = δT + δT∪{x} = E12 + E1.
The restriction δjx|δ is δjx ⊠O if j ∈ T and trivial otherwise. If j ∈ T , the
pull-backs of δjx via the reduction maps π
′, π′′ are given by
π′′
∗
δjx = δjx + δT∪{x}, (π
′ ◦ π′′)∗δjx = δjx + δT∪{x},
As δjx = O(1) onN
′′
= Pr+s, it follows that onMwe have δjx = H−E1. By
symmetry, when j ∈ T c we also have δjy = H − E2 on M. Similarly, since
(π′ ◦ π′′)∗δyx = δyx and δyx = O(1) on N
′′
= Pr+s, we have δyx|δ = H ⊠O.
Denoting δ = π(δ), by adjunction, we have
KW |δ = (−(r + s− 1)H + (r + s− 2)∆)⊠O(−(r + s− 2)),
KU |δ = (−(r + s)H + (r + s− 1)(E1 + E2) + (r + s− 2)E12)⊠O(−(r+s−2)).
Using ωπ = KU − π
∗KW , it follows that ωπ |δ = (−H + E1)⊠O. 
Remark 5.13. The same proof in Lemma 5.5 shows that if a ≥ 0 we have
Rq˜∗
(
O(aE2)
)
= O(−aH)⊕ . . .⊕O(−H)⊕O.
Definition 5.14. For each E ⊆ P ∪Q and l ≥ 0we define onW
Fl,E = Rπ∗
(
Nl,E
)
,
Nl,E = ω
e−l
2
π (E) ⊗O(−
∑
T
αT δT∪{x} −
∑
T
αT∪{y}δT∪{y,x}),
where for S = T or S = T ∪ {y}, we define
αS =
{
0 if |E ∩ S| ≥ e−l2
e−l
2 − |E ∩ S| if |E ∩ S| <
e−l
2 ,
(5.5)
(hence, either αT = αT∪{y} = 0 or αT∪{y} = αT − |E ∩ {y}| ≥ 0).
Lemma 5.15. Fl,E is a vector bundle of rank l + 1 onW .
Proof. Denote N := Nl,E for simplicity. If C is an irreducible fiber of π, we
have deg(N|C) = l. Consider now a reducible fiber C with two components
C1 and C2, with markings from T ∪ {y} (resp., T
c) on C1 (resp. C2). Then
C1 · δT∪{y,x} = −1, C1 · δT∪{y} = 1,
C2 · δT∪{y,x} = 1, C2 · δT∪{y} = −1,
while all other intersections with boundary are 0. We have:
deg
(
N|C1
)
= |E ∩ {y}|+ |E ∩ T | −
e− l
2
+ αT∪{y} − αT c ,
deg
(
N|C2
)
= |E ∩ T c| −
e− l
2
− αT∪{y} + αT c .
Case 1) |E ∩ T | ≥ e−l2 , |E ∩ T
c| ≥ e−l2 . Then αT∪{y} = αT c = 0 and
deg
(
N|C1
)
= |E∩{y}|+|E∩T |−
e− l
2
≥ 0, deg
(
N|C2
)
= |E∩T c|−
e− l
2
≥ 0.
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Case 2) |E ∩ T | ≥ e−l2 , |E ∩ T
c| < e−l2 . Then
αT∪{y} = 0, αT c =
e− l
2
− |E ∩ T c|,
deg
(
N|C1
)
= l ≥ 0, deg
(
N|C2
)
= 0.
Case 3) |E ∩ T | < e−l2 , |E ∩ T
c| ≥ e−l2 . Then
αT∪{y} =
e− l
2
− |E ∩ T | − |E ∩ {y}|, αT c = 0,
deg
(
N|C1
)
= 0, deg
(
N|C2
)
= l.
It follows in all cases that h1(N|C) = 0, h
0(N|C) = l + 1.
Consider now a reducible fiberC with three componentsC1,C2,C3, with
markings from T , {y}, T c respectively. Then
C1 · δT∪{x} = −1, C1 · δT c∪{y,x} = 1,
C2 · δT∪{y,x} = C2 · δT c∪{y,x} = −1, C2 · δT∪{x} = C2 · δT c∪{x} = 1,
C3 · δT c∪{x} = −1, C3 · δT∪{y,x} = 1,
while intersections with other boundary are 0. We have:
deg
(
N|C1
)
= |E ∩ T | −
e− l
2
+ αT − αT c∪{y},
deg
(
N|C2
)
= αT∪{y} + αT c∪{y} − αT − αT c + |E ∩ {y}|,
deg
(
N|C3
)
= |E ∩ T c| −
e− l
2
+ αT c − αT∪{y}.
Case 1) |E ∩ T | ≥ e−l2 , |E ∩ T
c| ≥ e−l2 . Then
αT = αT∪{y} = αT c = αT c∪{y} = 0,
deg
(
N|C1
)
= |E ∩ T | −
e− l
2
≥ 0, deg
(
N|C3
)
= |E ∩ T c| −
e− l
2
≥ 0,
deg
(
N|C2
)
= |E ∩ {y}| ≥ 0.
Case 2) |E ∩ T | ≥ e−l2 , |E ∩ T
c| < e−l2 . Then
αT = αT∪{y} = 0, αT c =
e− l
2
− |E ∩ T c|, αT c∪{y} = αT c − |E ∩ {y}|,
deg
(
N|C1
)
= l ≥ 0, deg
(
N|C3
)
= 0, deg
(
N|C2
)
= 0.
Case 3) |E ∩ T | < e−l2 , |E ∩ T
c| ≥ e−l2 . Then
αT c = αT c∪{y} = 0, αT =
e− l
2
− |E ∩ T |, αT∪{y} = αT − |E ∩ {y}|,
deg
(
N|C1
)
= 0, deg
(
N|C3
)
= l, deg
(
N|C2
)
= 0.
It follows in all cases that h1(N|C) = 0, h
0(N|C) = l + 1.
Note that if e + l is even and l ≥ 0, we cannot have |E ∩ T | < e−l2 ,
|E ∩ T c| < e−l2 , as otherwise we would have
e− |E ∩ {y}| = |E ∩ T |+ |E ∩ T c| ≤ (
e− l
2
− 1) + (
e− l
2
− 1) = e− l − 2,
which is a contradiction. 
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Lemma 5.16. Let α : W → Mp,q−1 be the universal family, with y the new
marking onW . Let l ≥ 0, E ⊆ P ∪Q, with e+ l even.
(i) If y /∈ E, then Fl,E = α
∗Fl,E .
(ii) Assume y ∈ E. For all l ≥ 0, e+ l even, there is an exact sequence
0→ Fl−1,E\{y} → Fl,E → Q
y
l,E → 0,
of vector bundles on W , with Qyl,E := σ
∗
yNl,E , where σy is the section of
π : U →W corresponding to the y marking. Furthermore,
Rα∗(F
∨
l,E) = 0.
Proof of Lemma 5.16. There is a commutative diagram
U
v
−−−−→ V
φ
−−−−→ W
π
y ρy α=αxy
W
Id
−−−−→ W
α=αy
−−−−→ Mp,q−1
where α : W → Mp,q−1 is the universal family and α = αx, resp., α = αy in-
dicates that the marking x (resp., y) is the marking that is getting dropped.
The right square is Cartesian. Let g = φ ◦ v. Note that v is a small map that
contracts the codimension 2 loci
π−1(δT ∩ δT c) = P
r+s−2 × P1 × Pr+s−2 → Pr+s−2 × pt× Pr+s−2.
Claim 5.17. We have
(i) Rv∗v
∗OV ∼= Rv∗OU ∼= OV .
(ii) In Pic(U) we have v∗ωρ = ωπ, while onW we have ψy = ωαy .
(iii) g∗δT∪{x} = δT∪{x} + δT∪{y,x}.
Proof. We note that v is birational and its image has rational singularities,
which are in fact locally isomorphic to the product of the affine cone xy = zt
and a smooth variety (see e.g. [Kee92, page 548]). Part (i) follows. Parts (iii)
is immediate since g is the map that forgets the marking y.
By definition ψy = σ
∗
yωπ. Since v
∗ωρ = ωπ, it follows that if sy = v ◦ σy,
then ψy = s
∗
yωρ = s
∗
yφ
∗ωα = ωα, since φ ◦ sy = IdW . This proves (ii). 
We have Fl,E = Rπ∗L1, where
L1 := Nl,E =
e− l
2
ωπ +O(E)−
∑
|E∩T |< e−l
2
(
e− l
2
− |E ∩ T |
)
δT∪{x}−
−
∑
|E∩T |< e−l
2
(
e− l
2
− |E ∩ T | − |E ∩ {y}|
)
δT∪{y,x}.
We now compute α∗Fl′,E′, for y /∈ E
′. Using (i), we have
α∗Fl′,E′ = α
∗
yRαx∗Nl′,E′ = Rρ∗φ
∗Nl′,E′ = Rπ∗L2, where
L2 := v
∗φ∗Nl′,E′ = g
∗Nl′,E′,
with Nl′,E′ is the usual line bundle onW :
Nl′,E′ =
e′ − l′
2
ωπ +O(E
′)−
∑
|E′∩T |< e
′−l′
2
(
e′ − l′
2
− |E′ ∩ T |
)
δT∪{x}.
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Since v has no exceptional divisors, it follows that
L2 =
e′ − l′
2
ωπ+O(E
′)−
∑
|E′∩T |< e
′−l′
2
(
e′ − l′
2
− |E′ ∩ T |
)(
δT∪{x}+δT∪{y,x}
)
.
Case y /∈ E, l′ = l, E′ = E. We clearly have L1 = L2, and this proves that
when y /∈ E, we have Fl,E = α
∗Fl,E .
Case y ∈ E, l′ = l − 1, E′ = E \ {y}. As e
′−l′
2 =
e−l
2 , |E ∩ {y}| = 1, we
have
L1 = L2 +O(y) +
∑
|E∩T |< e−l
2
δT∪{y,x},
0→ L2 → L1(−y)→
⊕
|E∩T |< e−l
2
(
L1(−y)
)
|δT∪{y,x}
→ 0,
0→ L1(−y)→ L1 →
(
L1
)
|σy
→ 0.
Assume T is such that |E ∩ T | < e−l2 . Then by Lemma 5.12 we have(
L1(−y)
)
|δT∪{y,x}
= (−H)⊠O
(
e− l
2
− |E ∩ T | − 1
)
,
on δT∪{y,x} = Bl1,2,12P
r+s×Pr+s−2. Since onBl1,2,12P
r+swe haveRq˜∗(−E2) =
0 and q˜∗(H) = H − E2 (Lemma 5.12), it follows that Rq˜∗(−H) = 0. Hence,
Rπ∗
(
L1(−y)
)
|δT∪{y,x}
= 0, Rπ∗L2 ∼= Rπ∗L1(−y) = Fl−1,E\{y},
(and here Rπ∗(−) = π∗(−)). Applying Rπ∗(−) to the above two exact se-
quences, it follows that there is an exact sequence onW
0→ Fl−1,E\{y} → Fl,E → Q
y
l,E → 0, where Q
y
l,E = σ
∗
yNl,E .
Finally, we have
Rα∗
(
F∨l,E
)
= Rαy∗ ◦Rπ∗
(
ωπ − L1
)
= Rαx∗ ◦Rg∗
(
ωπ − L1
)
.
Hence, it suffices to prove that Rg∗
(
ωπ − L1
)
= 0. Since ωπ = g
∗ωα, L2 is a
pull-back by g, and L1 = L2 + σy +Σ, where
Σ =
∑
|E∩T |< e−l
2
δT∪{y,x},
it suffices to prove that Rg∗O(−σy − Σ) = 0. Consider the exact sequence
0→ O(−σy − Σ)→ O(−Σ)→ O(−Σ)|σy → 0.
It suffices to prove that g∗(−) induces an isomorphism when applied to
the restriction map O(−Σ) → O(−Σ)|σy and all higher push forwards by
g of O(−Σ) and O(−Σ)|σy are 0. Since g ◦ σy = Id and σy = δyx, we have
Rig∗O(−Σ)|σy = 0 for all i > 0 and g∗O(−Σ)|σy = OW (−Σ
′), where
Σ′ = g(Σ) =
∑
|E∩T |< e−l
2
δT∪{x}.
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Because of the condition |E ∩ T | < e−l2 , the divisors in Σ are disjoint. Simi-
larly, the divisors in Σ′ are disjoint. Using the exact sequence
0→ O(−δT∪{y,x})→ OU → OδT∪{y,x} → 0
it suffices to prove that Rg∗OU = OW and Rg∗OδT∪{y,x}
∼= OδT∪{x} . Since
g = φ ◦ v, the first statement follows from Rv∗OU ∼= OV (part (i)) and
Rφ∗OV ∼= OW , as φ is the pull-back of αy : W → Mp,q−1, the universal
family over Mp,q−1. The second statement follows as the map g restricted
to δT∪{y,x} is the map π|δ = (q˜, Id) from Lemma 5.12, where
q˜ : MT∪{y,x,u} = Bl1,2,12 → MT∪{y,u} = BlpP
r+s−1
with is the universal family, in this case a flat family of rational, at worst
nodal curves over a smooth base. 
6. THE BUNDLES Fl,E VERSUS THE SHEAVES Oδ(−a,−b)
Proposition 6.1. Assume P (resp., Q) is the set of heavy (resp., light) indices and
|P | = p = 2r ≥ 4, |Q| = q + 1 = 2s+ 2 ≥ 0, 1
Assume l ≥ 0, E ⊆ P ∪ Q with e = |E| such that e + l is even. Let δT =
δT,T c ⊆ Mp,q+1 be a boundary divisor such that∣∣∣∣|E ∩ T | − e− l2
∣∣∣∣ ,
∣∣∣∣|E ∩ T c| − e− l2
∣∣∣∣ ≤ µ ≤ r + s2 .
Using the identification δT = P1 × Pr+s−1, then
RHomMp,q+1(F
∨
l,E ,OδT (−a,−b)) = 0
(with a on the T -component) whenever one of the following happens:
• 1 ≤ a, b ≤ r + s− 1
• a = r + s, µ < b < r + s
• b = r + s, µ < a < r + s.
Similarly,
RHomMp,q+1(Fl,E ,OδT (−a,−b)) = 0
whenever one of the following happens:
• 1 ≤ a, b ≤ r + s− 1
• a = 0, 0 < b < r + s− µ
• b = 0, 0 < a < r + s− µ.
Proof. By Serre duality, if E is a vector bundle onMp,q+1, then
RHomMp,q+1(E
∨,OδT (−a,−b)) = RHomMp,q+1(E,KδT ⊗OδT (a, b))
∨.
So the second statement is equivalent to the first.
We now prove the first statement. If α : W → Mp,q+1 is the universal
family, let β be the restriction
β := α|α−1(δT ) : α
−1(δT ) = δT ∪ δT c → δT ,
where we denote δT := δT,T c∪{y} (y the new marking onW ). Then
RHomMp,q+1
(
F∨l,E,OδT (−a,−b)
)
= RΓMp,q+1
(
Fl,E |δT ⊗OδT (−a,−b)
)
.
1We emphasize that we allow here q + 1 = 0 (i.e., s = −1).
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Since Fl,E = Rα∗(Nl,E), it follows by cohomology and base change that
Fl,E |δT =
(
Rα∗(Nl,E)
)
δT
= Rβ∗
(
Nl,E |δT∪δTc
)
,
and therefore by the projection formula
RΓMp,q+1
(
Fl,E |δT⊗OδT (−a,−b)
)
= RΓMp,q+1
(
Rβ∗
(
Nl,E |δT∪δTc⊗β
∗O(−a,−b)
))
.
Clearly, we have to show that the following line bundle on δT ∪ δT c
N˜ :=
(
Nl,E |δT∪δTc ⊗ β
∗O(−a,−b)
))
has no cohomology. Consider the following exact sequence:
0→ OδTc (−δT )→ OδT∪δTc → OδT → 0.
Tensoring with N˜ , we obtain an exact sequence:
0→ N˜ ′′ → N˜ → N˜ ′ → 0,
where
N˜ ′ :=
(
Nl,E ⊗ β
∗O(−a,−b)
)
|δT
,
N˜ ′′ :=
(
Nl,E ⊗ β
∗O(−a,−b)⊗O(−δT )
)
|δTc
,
Nl,E = ω
e−l
2
π (E)(−
∑
αT,E,lδT∪{y},T c).
We now use Lemma 5.3 to compute N˜ ′ and N˜ ′′. For simplicity, denote
αT = αT,E,l and αT c = αT c,E,l.
Using the identification δT = δT,T c∪{y} = P
r+s−1 × Bl1Pr+s, we have
N˜ ′ := O(−a+ αT c)⊠
(
(|E ∩ T c| −
e− l
2
+ αT c − b)H + (b− αT )∆
)
.
Similarly, using the identification δT c = δT c,T∪{y} = P
r+s−1 × Bl1Pr+s, we
have
N˜ ′′ := O(−b+ αT )⊠
(
(|E ∩ T | −
e− l
2
+ αT − a)H + (a− αT c − 1)∆
)
.
HereH , resp. ∆, denotesOPr+s(1), resp., the exceptional divisor onBl1P
r+s.
We prove that both N˜ ′, N˜ ′′ are acyclic. To further simplify notations, let
α := αT , β := αT c
u := |E ∩ T | −
e− l
2
, v := |E ∩ T c| −
e− l
2
.
Note that either u ≥ 0, α = 0 or u < 0, u + α = 0. Similarly, either v ≥ 0,
β = 0 or v < 0, v+ β = 0. Furthermore, u+ v = l ≥ 0, hence, we must have
u ≥ 0 or v ≥ 0. Note that by assumption we have
|u|, |v| ≤ µ. (6.1)
Case u, v ≥ 0: then α = β = 0 and we have
N˜ ′ := O(−a)⊠
(
(v − b)H + b∆
)
.
N˜ ′′ := O(−b)⊠
(
(u− a)H + (a− 1)∆
)
.
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Clearly, if 0 < a ≤ (r+ s− 1), 0 < b ≤ (r + s− 1) thenO(−a), O(−b) are
acyclic, hence so are N˜ ′, N˜ ′′. Assume that a = r+ s, µ < b ≤ r+ s−1. Then
O(−b) and therefore N˜ ′′ is acyclic. By (6.1), we have
−(r + s− 1) ≤ −b ≤ v − b < 0 ≤ µ− b < 0.
It follows that N˜ ′ is acyclic by Lemma 5.6. Similarly, if b = r + s, µ < a ≤
r + s− 1, then O(−a) and (u− a)H + (a− 1)∆ are acyclic, as we have
−(r + s− 1) ≤ −a ≤ u− a < µ− a < 0.
Case u ≥ 0, v < 0: then α = 0, β + v = 0 and we have
N˜ ′ := O(−a− v)⊠
(
− bH + b∆
)
.
N˜ ′′ := O(−b)⊠
(
(u− a)H + (a+ v − 1)∆
)
.
If 0 < b ≤ r+s−1 thenO(−b),−bH+b∆ are acyclic, and the result follows.
Assume now b = r + s, µ < a ≤ r + s− 1. By (6.1)
0 ≤ µ+ v < a+ v < a ≤ r + s− 1
−(r + s− 1) ≤ −a ≤ u− a ≤ µ− a < 0,
hence, O(−a− v) and (u− a)H + (a+ v − 1)∆ are acyclic.
Case v ≥ 0, u < 0: then β = 0, α+ u = 0 and we have
N˜ ′ := O(−a)⊠
(
(v − b)H + (b+ u)∆
)
.
N˜ ′′ := O(−b− u)⊠
(
− aH + (a− 1)∆
)
.
If 0 < a ≤ r+ s− 1 then O(−a), −aH + (a− 1)∆ are acyclic, and the result
follows. Assume now a = r + s, note that −aH + (a − 1)∆ is still acyclic.
Furthermore,O(−b− u) and (v − b)H + (b+ u)∆ are acyclic, as by (6.1)
0 ≤ µ+ u < b+ u < b ≤ r + s− 1,
−(r + s− 1) ≤ −b ≤ v − b ≤ µ− b < 0.

Corollary 6.2. The line bundle F0,Σ on Mp for p ≥ 6 even is the pull-back of the
GIT polarization via the morphism φ : Mp → Xp. When p = 4, F0,Σ ≃ OP1(1).
Proof. The line bundle O(1, . . . , 1) on (P1)p descends to Xp by the Kempf
descent criterion giving a polarization L of Xp. Note that, away from the
singularities, this agrees with our definition of F0,Σ. It follows that
F0,Σ ≃ φ
∗L(
∑
aT,T cδT,T c).
When p ≥ 6, it remains to show that aT,T c = 0 for every partition of P into
two subsets with r elements each. For every a = 1, . . . r − 2, by Prop. 6.1,
we have
0 = RHomMp(Fl,E,OδT,Tc (−a,−a)) =
=
⊕
T,T c
RΓ(Pr−2 × Pr−2,OδT (aT,T c − a, aT,T c − a))
It follows that all aT,T c = 0.
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By definition, F0,Σ = Rπ∗(ω
⊗2
π (Σ)), which equals
F0,Σ = ψ
∗
1
(
ω⊗2π (Σ)
)
= −2ψ1 +
p∑
i=2
δ1i.
If p = 4, thenM0,4 andM4 are isomorphic, with the same universal family.
Therefore, ψ classes and boundary classes are the same. It follows that
ψi = O(1) = δij , and therefore F0,Σ = O(1). 
An analogue of Prop. 6.1 on the Hassett spacesW . Assume now
|P | = p = 2r ≥ 4, |Q| = q = 2s+ 1 ≥ 1.
Let y ∈ Q and consider the universal family
α :W → Mp,q−1 = MP∪Q\{y}.
Proposition 6.3. Let E ⊆ P ∪Q with e = |E|, l ≥ 0 such that e+ l is even. Let
δT∪{y},T c ⊆W be a boundary divisor (T ⊔T
c = P ∪ (Q\{y})) with the property
that there exist
m1(T
c) := max{0, |E ∩ T c| −
e− l
2
} ≤ µ′, (6.2)
m1(T ) := max{0, |E ∩ T | −
e− l
2
} ≤ µ− |E ∩ {y}|, (6.3)
µ′, µ ≤
r + s
2
.
Using the identification δT∪{y} = δT∪{y},T c = BlpP
r+s−1 × Pr+s−2, we have
RHomW (Fl,E , (−aH)⊠O(−b)) = 0
whenever one of the following happens:
• 1 ≤ a ≤ r + s− 1, 1 ≤ b ≤ r + s− 2
• a = 0, 0 < b < r + s− 1− µ′
• b = 0, 0 < a < r + s− µ.
Proof. Denote
m2(T
c) := max{0,
e− l
2
− |E ∩ T c|},
m2(T ) := max{0,
e− l
2
− |E ∩ T |}
An immediate consequence of (6.2) is that when e−l2 − |E ∩ T
c| ≥ 0 then
m2(T
c) =
e− l
2
− |E ∩ T c| = |E ∩ T |+ |E ∩ {y}| −
e+ l
2
=
= |E ∩ {y}|+ |E ∩ T | −
e− l
2
− l
(use that |E ∩ T c|+ |E ∩ T |+ |E ∩ {y}| = e). In particular,
m2(T
c) ≤ µ− l. (6.4)
Similarly, because of (6.3), when e−l2 − |E ∩ T | ≥ 0 then we have
m2(T ) =
e− l
2
− |E ∩ T | ≤ µ′ + |E ∩ {y}| − l. (6.5)
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The proof is similar to that of Lemma 6.1. Let π : U →W be the universal
family (with x the new index on U )). Denote for simplicity
δ := δT∪{y} ⊆W, δ1 = δT∪{y,x} ⊆ U , δ2 = δT∪{y} ⊆ U ,
β := π|π−1(δ) : π
−1(δ) = δ1 ∪ δ2 → δ,
N := Nl,E, F := Fl,E = Rπ∗Nl,E.
Using Groothendieck-Verdier duality, it suffices to prove that letting
j : π−1(δ) →֒ U the inclusion map, then
N˜ := j∗(N∨ ⊗ ωπ)⊗ β
∗ (−aH ⊠O(−b))
(as a line bundle on π−1(δ)) is acyclic. We consider the exact sequence:
0→ Oδ2(−δ1)→ Oδ1∪δ2 → Oδ1 → 0.
Tensoring with N˜ , we obtain an exact sequence:
0→ N˜ ′′ → N˜ → N˜ ′ → 0, where
N˜ ′ :=
(
N∨ ⊗ ωπ
)
|δ1
⊗ β∗ (−aH ⊠O(−b)) ,
N˜ ′′ :=
(
N∨ ⊗ ωπ(−δ1)
)
|δ2
⊗ β∗ (−aH ⊠O(−b)) .
We prove that both N˜ ′ and N˜ ′′ are acyclic. Using the identification
δ2 = δT∪{y},T c∪{x} = Bl1P
r+s−1 × Bl1P
r+s−1,
(the first copy of Bl1Pr+s−1 corresponds to T ∪{y}) by Lemma 5.12 we have
N˜ ′′ =M ′′1 ⊠M
′′
2 ,
M ′′1 =
(
− αT c − a
)
H + αT c∪{y}∆.
M ′′2 =
(e− l
2
− |E ∩ T c| − αT c − b− 1
)
H +
(
αT∪{y} + b− 1
)
∆.
Similarly, using the identification
δ1 = δT∪{y,x},T c = Bl1,2,12P
r+s × Pr+s−2,
by Lemma 5.12 we have N˜ ′ =M ′1 ⊠M
′
2, where
M ′1 =
(e− l
2
− |E ∩ T | − |E ∩ {y}| − αT∪{y} − a− 1
)
H+
+
(
|E ∩ T | −
e− l
2
+ αT + 1
)
E1 +
(
αT c + a
)
E2 + αT c∪{y}E12,
M ′2 = O(−αT∪{y} − b).
Case 1) |E ∩ T | ≥ e−l2 , |E ∩ T
c| ≥ e−l2 . Then
αT = αT∪{y} = αT c = αT c∪{y} = 0,
M ′′1 = −aH,
M ′′2 = −d
′′H + (b− 1)∆, where d′′ = |E ∩ T c| −
e− l
2
+ b+ 1,
M ′1 = −d
′H + β1E1 + β2E2, where
d′ = |E ∩T |+ |E ∩{y}|−
e− l
2
+ a+1, β1 = |E ∩T | −
e− l
2
+1, β2 = a
M ′2 = O(−b).
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If a > 0 thenM ′′1 is acyclic. If b > 0, thenM
′
2 is acyclic. Furthermore, if
0 < b ≤ r + s− 1− µ′, thenM ′′2 is acyclic since
d′′ = m1(T
c) + b+ 1 ≤ µ′ + b+ 1 < r + s.
If 0 < a < r + s− µ thenM ′1 is acyclic since (6.3) implies that
d′ = m1(T ) + |E ∩ {y}|+ a+ 1 ≤ µ+ a+ 1 < r + s+ 1,
and β2 = a ≤ r + s− 1, β1 = m1(T ) + 1 ≤ µ+ 1 < r + s.
Case 2) |E ∩ T | ≥ e−l2 , |E ∩ T
c| < e−l2 . Then
αT = αT∪{y} = 0, αT c = m2(T
c) =
e− l
2
− |E ∩ T c| > 0,
αT c∪{y} = αT c − |E ∩ {y}| = m2(T
c)− |E ∩ {y}| ≥ 0,
M ′′1 = (−αT c − a)H + (αT c − |E ∩ {y}|)∆,
M ′′2 = (−b− 1)H + (b− 1)∆,
M ′1 = −d
′H + β1E1 + β2E2 + β12E12, where
d′ = |E ∩ T |+ |E ∩ {y}| −
e− l
2
+ a+ 1, β1 = |E ∩ T | −
e− l
2
+ 1,
β2 = αT c + a, β12 = αT c − |E ∩ {y}|.
M ′2 = O(−b).
If b > 0 thenM ′′2 andM
′
2 are both acyclic. Assume b = 0, 0 < a < r+s−µ.
ThenM ′′1 is acyclic since by (6.4) we have
0 ≤ αT c − |E ∩ {y}| = m2(T
c)− |E ∩ {y}| ≤ µ− l ≤ µ ≤ r + s− 2,
0 < αT c + a = m2(T
c) + a ≤ µ+ a < r + s.
Furthermore,M ′1 is acyclic since (6.3) implies that
d′ = m1(T ) + |E ∩ {y}|+ a+ 1 ≤ µ+ a+ 1 ≤ r + s+ 1.
Furthermore,
β1 = m1(T ) + 1 ≤ µ+ 1 ≤ µ+ a < r + s, β12 ≤ µ ≤ r + s− 2,
and by (6.4) we have β2 = m2(T
c) + a ≤ µ+ a < r + s.
Case 3) |E ∩ T | < e−l2 , |E ∩ T
c| ≥ e−l2 . Then
αT c = αT c∪{y} = 0, αT = m2(T ) =
e− l
2
− |E ∩ T | > 0,
αT∪{y} = αT − |E ∩ {y}| = m2(T )− |E ∩ {y}| ≥ 0,
M ′′1 = (−a)H,
M ′′2 = −d
′′H + β∆, where
d′′ = |E ∩ T c| −
e− l
2
+ b+ 1, β = αT + b− |E ∩ {y}| − 1,
M ′1 = (−a− 1)H + E1 + aE2, M
′
2 = O(−αT − b+ |E ∩ {y}|).
If a > 0 thenM ′′1 andM
′
1 are acyclic. Assume a = 0, 0 < b < r + s− 1− µ
′.
Note thatM ′1 is still acyclic. ThenM
′′
2 is acyclic since by (6.5)
0 < β = m2(T )− |E ∩{y}|− 1+ b ≤ (µ
′− l)+ b− 1 ≤ µ′+ b− 1 < r+ s− 2,
d′′ = m1(T
c) + b+ 1 ≤ µ′ + b+ 1 < r + s.
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This finishes the proof. 
7. INEQUALITIES FOR PAIRS (l, E) IN GROUPS 1 AND 2
Let Q˜ = Q ∪ {z}, i.e., we single out a light index z. LetMp,q+1 = MP∪Q˜
with |P | = p = 2r ≥ 4 heavy points and |Q˜| = q + 1 = 2s + 2 ≥ 0 light
points.
Notation 7.1. For l ∈ Z, E ⊆ P ∪ Q˜we define the score of a pair (l, E) as
S′(l, E) = l +min{ep, p− ep}+min{eq, q + 1− eq}.
(We reserve the notation S(l, E) for the score of a pair (l, E)withE ⊆ P ∪Q,
see Section 14.)
Lemma 7.2. Let l ≥ 0, E ⊆ P ∪ Q˜. Then
max
P∪Q˜=T⊔T c
{
|E ∩ T | −
e− l
2
}
=
S′(l, E)
2
, (7.1)
max
P∪Q˜=T⊔T c
{
e− l
2
− |E ∩ T |
}
=
S′(l, E)
2
− l. (7.2)
Here we assume that T = Tp
∐
Tq is a subset of markings split into heavy and
light markings such that |Tp| = r and |Tq| = s. Equality in (7.1) is attained iff
(Tp ⊆ Ep or Ep ⊆ Tp) or (Tq ⊆ Eq or Eq ⊆ Tq)
while equality in (7.2) is attained iff
Proof. Indeed, |E ∩ T | is maximized when
2|E ∩ T | = 2 (min(r, ep) + min(s+ 1, eq)) = min(p, 2ep) + min(q + 1, 2eq)
and so
2|E ∩ T | − (e− l) = min(p− ep, ep) + min(q + 1− eq, eq) + l = S
′(l, E).
Similarly, −|E ∩ T | is maximized when
2|E ∩ T c| − (e− l) = S′(l, E)
and so
(e− l)− 2|E ∩ T | = (e− l) + 2|E ∩ T c| − 2e = S′(l, E) − 2l,
which proves the lemma. 
Lemma 7.3. Let p = 2r, q = 2s+1 ≥ 1. Let (l, E) be a pair from the groups 1A,
1B, 2A or 2B of Theorem 1.16 forMp,q+1. Then
S′(l, E) ≤ r + s, i.e., (7.3)
max
P∪Q˜=T⊔T c
{
|E ∩ T | −
e− l
2
}
≤
r + s
2
,
where T = Tp
∐
Tq is a subset of markings split into heavy and light markings
such that |Tp| = r, |Tq| = s. We call T critical for (l, E) if equality holds in (7.3)
The inequality (7.3) is strict unless r+s is even and we have one of the following
cases, where we also list critical subsets:
• l + ep = r − 1, eq = s+ 1, Ep ⊆ Tp, Eq = Tq (group 1A);
• ep = r, l + q + 1− eq = s, Ep = Tp, Tq ⊆ Eq (group 2A);
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• l + (p− ep) = r − 1, eq = s+ 1, Tp ⊆ Ep, Eq = Tq (group 1B);
• ep = r, l + eq = s, Ep = Tp, Eq ⊆ Tq (group 2B).
In addition, we have:
|E ∩ T c| −
e− l
2
≥ −
r + s
2
. (7.4)
The inequality is strict unless r+ s is even and we have one of the following cases:
• ep = r − 1, eq = s+ 1, l = 0, E ⊆ T (group 1A);
• ep = r, eq = s+ 2, l = 0, T ⊆ E (group 2A);
• ep = r + 1, eq = s+ 1, l = 0, T ⊆ E (group 1B);
• ep = r, eq = s, l = 0, E ⊆ T (group 2B).
This is the same list as for (7.3) but with l = 0. In particular, T is critical.
Proof of Lemma 7.3. If (l, E) is in group A then (l, Ec) is in group B and
S′(l, E) = S′(l, Ec).
Since the conclusion of the lemma is symmetric under this operation, we
can assume without loss of generality that (l, E) is in group 1A or 2A.
We first prove (7.3) and classify critical sets using Lemma 7.2.
If ep ≤ r and eq ≤ s+ 1 then
S′(l, E) = l + ep + eq = l + e
and l+ e ≤ r + s for both groups 1A and 2A. The inequality is strict unless
we have the first exception on the list.
If ep > r and eq ≤ s+ 1 (possible only in case 1A)) then
S′(l, E) = l + (p− ep) + eq.
Since l + (p+ 1− ep) ≤ r − 1 for group 1A, we have S
′(l, E) < r + s.
If ep ≤ r and eq > s+ 1 then
S′(l, E) = l + ep + (q + 1− eq).
which is ≤ r + s for both groups 1A and 2A. The inequality is strict unless
we have the second exception on the list.
Finally, if ep > r and eq > s+ 1 (possible only in case 1A)) then
S′(l, E) = l + (p− ep) + (q + 1− eq).
which is < r + s for 1A.
The second statement from the first, since
|E ∩ T c| −
e− l
2
≥
e− l
2
− |E ∩ T | ≥ −
r + s
2
with the first inequality becoming an equality if and only if l = 0. 
Corollary 7.4. If (l, E) is in group 2A or 2B on Mp,q+1, then for I ⊆ Q˜, |I| =
s+ 1, we have
|Eq ∩ I| −
eq − l
2
≤
s
2
,
with equality if and only if either eq = l+ s+2, I ⊆ Eq (group 2A) or l+ eq = s,
Eq ⊆ I (group 2B). In addition, we have
|Eq ∩ I
c| −
eq − l
2
≥ −
s
2
.
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Proof. Since |Ep| = r, both inequalities follow from Lemma 7.3 for a set T
with heavy indices Tp = Ep and light indices Tq = I . 
Lemma 7.5. Let p = 2r, q = 2s + 1 ≥ 1. Let (l, E) be a pair from groups 1A,
1B or 2 of Theorem 1.11 for Mp,q. Let y ∈ Q and T = Tp
∐
Tq ⊆ P ∪ (Q \ {y})
be a subset of markings split into heavy and light markings such that |Tp| = r and
|Tq| = s. Then
|E ∩ T | −
e− l
2
≤
r + s− 1
2
. (7.5)
We call T critical if equality holds in (7.5). The inequality is strict if y ∈ E or if
r + s is even. When r + s is odd equality holds precisely when y /∈ E and we are
in one of the following cases:
• l + ep = r − 1, eq = s, Ep ⊆ Tp, Eq = Tq (group 1A);
• l + (p− ep) = r − 1, eq = s, Tp ⊆ Ep, Eq = Tq (group 1B);
• ep = r, l + eq = s− 1, Ep = Tp, Eq ⊆ Tq (group 2);
In addition, we have
|E ∩ T c| −
e− l
2
≥ −
r + s
2
. (7.6)
The inequality is strict, unless r + s is even, l = 0, y ∈ E, and we have one the
following cases:
• l = 0, ep = r − 1, eq = s+ 1, Ep ⊆ Tp, Eq = Tq ∪ {y} (group 1A);
• l = 0, ep = r + 1, eq = s+ 1, Tp ⊆ Ep, Eq = Tq ∪ {y} (group 1B).
• l = 0, ep = r, eq = s+ 2, Ep = Tp, Tq ⊆ Eq, y ∈ Eq (group 2).
Furthermore, all the conditions on (E, l) in Lemma 6.3 hold for all T if we take
µ′ =
r + s− 1
2
, µ =
r + s
2
.
Proof. We need to show that
2max |E ∩ T | ≤ r + s− 1 + e− l,
2min |E ∩ T | ≥ −r − s+ e− l.
Letting e′q = |E ∩ (Q \ {y})|, we have
e = ep + eq = ep + e
′
q + |E ∩ {y}|,
2max |E ∩ T | = 2min(ep, r) + 2min(e
′
q, s),
2min |E ∩ T c| = 2max(0, ep − r) + 2max(0, e
′
q − s).
Group 1A, ep < r. Assume (l, E) is in group 1A with l + ep ≤ (r − 1).
Then
2max |E ∩ T | = 2ep + 2min(e
′
q, s) ≤ 2ep + e
′
q + s ≤
≤ (ep + l) + (ep + e
′
q − l) + s ≤ (r − 1) + (e− l) + s,
with equality if and only if
l + ep = r − 1, e
′
q = s, y /∈ E, Ep ⊆ Tp, Eq = Tq.
Furthermore, in this case we have
2min |E ∩ T c| = 2max(0, e′q − s) ≥ e
′
q − s ≥ (e
′
q − s)− (r − 1− ep − l) =
= −r − s+ ep + e
′
q + 1 + l ≥ −r − s+ e+ l ≥ −r − s+ e− l,
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with equality if and only if
ep = r − 1, l = 0, e
′
q = s, y ∈ E, Ep ⊆ Tp, Eq = Tq ∪ {y}.
Group 1A, ep > r. Assume (l, E) is in group 1A with l + (p + 1 − ep) ≤
(r − 1), i.e., r ≤ ep − l − 2. By exchanging Ep with P \ Ep will reduce this
case to the Case 1A), ep < r. Since l + (p − ep) ≤ r − 2, this corresponds to
the l + ep ≤ r − 2 in that case; hence, all inequalities are in fact strict. We
also verify this directly as follows:
2max |E∩T c| = 2r+2min(e′q, s) ≤ 2r+(e
′
q+s) ≤ r+(ep− l−2)+(e
′
q+s) =
= r + s+ (ep + e
′
q)− l − 2 ≤ r + s+ e− l − 2.
In particular, strict inequality holds in (7.5).
Furthermore, since ep − r ≥ l + 2, we have
2min |E ∩T c| = 2(ep − r)+ 2max(0, e
′
q − s) ≥ (ep − r)+ (l+2)+ (e
′
q − s) =
= −r − s+ (ep + e
′
q) + l + 2 ≥ −r − s+ e+ l + 1 ≥ −r − s+ 1 + e− l.
In particular, strict inequality holds in (7.6).
Group 1B, ep > r. Assume (l, E) is in group 1B with l+(p−ep) ≤ (r−1).
As in Case 1A, ep > r, we have r ≤ ep − l − 1 and
2max |E ∩ T | = 2r + 2min(e′q, s) ≤ 2r + (e
′
q + s) ≤
≤ r + (ep − l − 1) + (e
′
q + s) ≤ r + s− 1 + (ep + e
′
q)− l ≤ r + s− 1 + e− l,
with equality if and only if
l + (p− ep) = r − 1, e
′
q = s, y /∈ E, Tp ⊆ Ep, Tq = Eq.
Furthermore, since ep − r ≥ l + 1, we have
2min |E ∩T c| = 2(ep − r)+ 2max(0, e
′
q − s) ≥ (ep − r)+ (l+1)+ (e
′
q − s) =
= −r − s+ (1 + ep + e
′
q) + l ≥ −r − s+ e+ l ≥ −r − s+ e− l,
with equality if and only if
l = 0, ep = r + 1, e
′
q = s, y ∈ E, Tp ⊆ Ep, Eq = Tq ∪ {y}.
Group 1B, ep < r. Assume (l, E) is in group 1B with l+ ep +1 ≤ (r− 1).
Using that ep ≤ r − 2− l, we have
2max |E∩T | = 2ep+2min(e
′
q, s) ≤ ep+(r−2−l)+(e
′
q+s) ≤ r+s+e−l−2.
In particular, strict inequality holds in (7.5). Furthermore, we have
2min |E ∩ T c| = 2max(0, e′q − s) ≥ (ep − r + l + 2) + (e
′
q − s) =
= (ep + e
′
q + 1)− r − s+ l + 1 ≥ −r − s+ e− l + 1.
In particular, strict inequality holds in (7.6).
Group 2. When (l, E) is in group 2we have ep = r and
2max |E ∩ T | = 2r + 2min(e′q, s), 2min |E ∩ T | = 2max(0, e
′
q − s).
Group 2, eq < s. Assume (l, E) is in group 2 with l + eq ≤ (s − 1). It
follows that e′q = eq − |E ∩ {y}| < s and
2max |E ∩ T | = 2r + 2e′q ≤ 2r + e
′
q + (s− 1− l − |E ∩ {y}|) =
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= r+s−1+(r+e′q−|E∩{y}|)−l ≤ r+s−1+e−2|E∩{y}|−l ≤ r+s−1+e−l,
with equality if and only if
y /∈ E, l + eq = s− 1, Ep = Tp, Eq ⊆ Tq.
Furthermore, since e′q < s, we have
2min |E ∩ T c| = 0 ≥ −(s− 1− eq − l) = −r − s+ 1 + ep + eq + l =
= −r − s+ 1 + e− l.
In particular, strict inequality holds in (7.5).
Group 2, eq > s. Assume (l, E) is in group 2 with l + (q − eq) ≤ (s − 1).
In particular, e′q ≥ s and eq − l ≥ s+ 2 implies that
2max |E ∩ T | = 2r + 2s ≤ 2r + s+ (eq − l − 2) = r + s+ e− l − 2
In particular, strict inequality holds in (7.5). Furthermore, we have
2min |E ∩ T c| = 2(e′q − s) = 2eq − 2|E ∩ {y}| − 2s
which is ≥ −r − s + e + l = −s + eq + l since eq ≥ l + s + 2 and ep = r. It
follows that equality holds in (7.6) if and only if
y ∈ E, l = 0, eq = s+ 2, Ep = Tp, Tq ⊆ Eq.

Corollary 7.6. Assume p = 2r, q = 2s + 1. For (l, E) in group 1A or 1B on
Mp,q+1 or Mp,q, with P = R ⊔ R
′ a partition of P with |R| = |R′| = r, then
|Ep ∩R| −
ep−l
2 ≤
r−1
2 , or equivalently,
l + |Ep ∩R| − |Ep ∩R
′| ≤ r − 1. (7.7)
Proof. Note that if (l, E) is in group 1A (resp., 1B) onMp,q+1, then (l, Ep) is
in group 1A (resp., 1B) onMp. Similarly if (l, E) is in group 1A (resp., 1B)
on Mp,q, then (l, Ep) is in group 1A (resp., 1B) on Mp,1. The result follows
by applying Lemma 7.3 in the case when p = 2r, s = −1, and Lemma 7.5 in
the case when p = 2r, s = 0 for the partition T = R, T c = R′. 
Wewill also need the following:
Lemma 7.7. Let q = |Q| = 2s + 1, l ≥ 0, E ⊆ Q a set with e = |E| satisfying
l +min{e, q − e} ≤ s− 1. Let I ⊆ Q be any subset. Then
l + |E ∩ Ic| − |E ∩ I| ≤
{
s− 1 if e ≤ s
2|Ic| − s− 2 if e ≥ s+ 1.
(7.8)
Proof. If e ≤ s then the inequality follows from l + e ≤ s − 1. If e ≥ s + 1,
then the inequality follows from l − e ≤ −s− 2. 
The same way we obtain the following:
Lemma 7.8. Let q = |Q| = 2s + 2, l ≥ 0, E ⊆ Q a set with e = |E|, and let
I ⊆ Q be any subset.
If l +min{e+ 1, q + 1− e} ≤ s, then
l + |E ∩ Ic| − |E ∩ I| ≤
{
s− 1 if e ≤ s
2|Ic| − s− 2 if e ≥ s+ 1.
(7.9)
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If l +min{e, q + 2− e} ≤ s, then
l + |E ∩ Ic| − |E ∩ I| ≤
{
s if e ≤ s+ 1
2|Ic| − s− 3 if e ≥ s+ 2.
(7.10)
8. {Fl,E} ON Mp,q−1 EXCEPTIONAL ⇒ {Fl,E} ON Mp,q EXCEPTIONAL
We will compare exceptional collections on various Hassett spaces re-
lated by morphisms. We start with an abstract lemma, which encapsulates
our typical situation. If C = 〈A,B〉 is a semi-orthogonal decomposition,
then any object T ∈ C can be included in an exact triangle
TB → T → TA, TA ∈ A, TB ∈ B.
Furthermore, TB and TA are unique and functorial, called projection func-
tors of T onto B and A. They are adjoint to inclusion functors.
Lemma 8.1. Assume S is a triangulated category endowed with a contravariant
equivalence ∨ : S → S (“duality”) and two semi-orthogonal decompositions S =
〈A,B〉 = 〈C,D〉 such that D∨ = D. Then functors
D → B, T 7→ TB, and B → D, T 7→
(
(T∨)D
)∨
,
are adjoint, i.e. for all T ′ ∈ B, T ∈ D, we have
RHomB
(
T ′, TB
)
= RHomD
((
(T ′
∨
)D
)∨
, T
)
.
Proof. Indeed,
RHomB
(
T ′, TB
)
= RHomS
(
T ′, T ) = RHomS
(
T∨, T ′∨) =
RHomD
(
T∨,
(
(T ′
∨
)D
))
= RHomD
((
(T ′
∨
)D
)∨
, T
)
,
which proves the lemma. 
Wewill use this lemma in the following situation:
Corollary 8.2. Suppose we have objects T ′, T ∈ B and T˜ ′, T˜ ∈ D. Suppose
(T ′∨)D = (T˜
′)∨ and that T and (T˜ )B are related by quotients Q1, . . . , Qs such
that RHomB(T
′, Qi) = 0 for every i. Then RHomB(T
′, T ) = RHomD(T˜
′, T˜ ).
Here we use the following definition:
Definition 8.3. Let Q be a set of objects in a triangulated category T . We
say that objectsG andG′ in T are related by quotients inQ if there are objects
Qi in Q for 0 ≤ i ≤ k and a sequence of triangles for some pi, qi ∈ Z:
Gi−1 → Gi[pi]→ Qi[qi]→ Gi−1[1],
G0 = G
′, Gk = G
′.
Throughout this section we assume p = 2r ≥ 4, q = 2s + 1 ≥ 1 (in
particular, we have dim Mp,q−1 ≥ 1). Let y ∈ Q and consider the universal
family
α :W → Mp,q−1 = MP∪Q\{y},
and the birational morphism from Notation 5.10,
f : W → Mp,q.
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Proposition 8.4. Let l ≥ 0, and let E ⊆ P ∪Q be such that e+ l even. For any
T ⊆ P ∪ (Q \ {y}) with |T ∩ P | = r, |T ∩Q| = s, we let
m1(T ) := max
{
0, |E ∩ T | −
e− l
2
}
,
(i) The vector bundles Fl,E and f
∗Fl,E onW are related by exact sequences
0→ Gi−1 → Gi → Qi → 0, 1 ≤ i ≤ k
G0 = Fl,E , Gk = f
∗Fl,E,
with Qi direct sums of sheaves supported on boundary divisors
δT∪{y},T c = Bl1P
r+s−1 × Pr+s−2
and having the form
−jH ⊠O(u), 0 < j ≤ m1(T
c), 0 ≤ u < m1(T
c).
(ii) The dual bundles F∨l,E and f
∗F∨l,E onW are related by triangles
Q∨i → G
∨
i → G
∨
i−1 → Q
∨
i [1]
G∨0 = F
∨
l,E, G
∨
k = f
∗F∨l,E ,
with Q∨i direct sums of sheaves (placed in cohomological degree 1) sup-
ported on boundary divisors δT∪{y},T c as above, having the form
(j − 1)H ⊠O(−u− 1), 0 < j ≤ m1(T
c), 0 ≤ u < m1(T
c).
Proof. We claim there are two types of quotients (−jH)⊠O(u) that appear:
(Type I) 0 < j ≤ m1(T
c), 0 ≤ u < m1(T
c), if |E ∩ T | > e−l2 ;
(Type II) 0 < j ≤ m1(T
c), 0 ≤ u < m˜2(T ), if |E ∩ T |+ |E ∩ {y}| <
e−l
2 , where
m˜2(T ) :=
e− l
2
− |E ∩ T | − |E ∩ {y}| ≤ m1(T
c).
To prove the claim, recall that Fl,E = Rπ∗(Nl,E) (see Definition 5.14). Let
N1 := Nl,E = ω
e−l
2
π (E)
(
−
∑
T
αT δT∪{x} −
∑
T
αT∪{y}δT∪{y,x}
)
,
where x is the new marking on the universal family π : U → W and either
αT = αT∪{y} = 0 or
αT =
e− l
2
− |E ∩ T |, αT∪{y} = αT − |E ∩ {y}| ≥ 0.
If π′ : U ′ → Mp,q is the universal family, there is a commutative diagram
with a cartesian second square:
U
v
−−−−→ V
q
−−−−→ U ′
π
y ρy π′y
W
Id
−−−−→ W
f
−−−−→ Mp,q
and we have f∗Fl,E = Rπ∗(N2), where we denote
N2 = v
∗ω
e−l
2
ρ (E) = ω
e−l
2
π (E) +
∑
T
(
|E ∩ T | −
e− l
2
)
δT∪{x},
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Note that among the two types of boundary divisors δT∪{x}, δT∪{y,x} of U ,
only the divisors δT∪{x} are v-exceptional, and the restriction v|δT∪{x} is the
second projection
δT∪{x},T c∪{y} = Bl1P
r+s−1 × Bl1P
r+s−1 → Bl1P
r+s−1
(the markings from T ∪ {x} coincide in the image). We have:
N2 = N1+
∑
T
(
|E∩T |−
e− l
2
+αT
)
δT∪{x}+
∑
T
αT∪{y}δT∪{y,x} = N1+Σ1+Σ2,
Σ1 =
∑
|E∩T |> e−l
2
(
|E ∩ T | −
e− l
2
)
δT∪{x},
Σ2 =
∑
|E∩T |< e−l
2
(e− l
2
− |E ∩ T | − |E ∩ {y}|
)
δT∪{y,x}.
Any two distinct boundary divisors appearing in Σ1 do not intersect. Sim-
ilarly, any two distinct boundary divisors appearing in Σ2 do not intersect,
but each δT∪{y,x} that appears in Σ2 intersects exactly one term from Σ1,
namely, δT c∪{x}. We add successively to N1 first terms from Σ1, then Σ2,
and get two types of quotients.
Type I. The first type of quotient has direct summands of the form:
Q′1 =
(
N1 + iδT∪{x}
)
|δT∪{x}
=
(
ω
e−l
2
π (E) + iδT∪{x}
)
|δT∪{x}
=
=
(
αH
)
⊠
(
− iH
)
, α := |E ∩ T | −
e− l
2
− i, supported on
δT∪{x},T c∪{y} = Bl1P
r+s−1 ×Bl1P
r+s−1, 0 < i ≤ |E ∩ T | −
e− l
2
= m1(T ),
(for various T with this property). Clearly, 0 ≤ α < m1(T ), 0 < i ≤ m1(T ).
Hence, by Lemma 5.5, Rq∗(αH)) = O⊕O(1)⊕ . . .⊕O(α); hence, Rπ∗Q
′
1 is
a direct sum of sheaves of the form
O(u)⊠ (−iH) on δT,T c∪{y} = P
r+s−2 × Bl1P
r+s−1, where
0 ≤ u ≤ α < m1(T ), 0 < i ≤ m1(T ).
Type II. The second type of quotientQ′2 has direct summands supported on
δT∪{y,x} = Bl1,2,12P
r+s×Pr+s−2, 0 < i ≤
e− l
2
−|E∩T |−|E∩{y}| = m˜2(T ),
(for various T with this property) and having the form
Q′2 =
(
N1 + (|E ∩ T
c| −
e− l
2
)δT c∪{x} + iδT∪{y,x}
)
|δT∪{y,x}
=
=
(
ω
e−l
2
π (E) + (|E ∩ T | −
e− l
2
)δT∪{x}+
+(|E∩T |+|E∩{y}|−
e− l
2
+i)δT∪{y,x}+(|E∩T
c|−
e− l
2
)δT c∪{x}
)
|δT∪{y,x}
=(
− iH + βE2
)
⊠O(u), where
β := m1(T
c) = |E ∩ T c| −
e− l
2
=
e+ l
2
− |E ∩ T | ≥ m˜2(T ),
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u =
e− l
2
− |E ∩ T | − |E ∩ {y}| − i = m˜2(T )− i < m˜2(T )
In particular, β ≥ i and m˜2(T ) > u ≥ 0. By Lemma 5.12 and Rmk. 5.13,
Rπ∗
(
− iH + βE2
)
= Rπ∗
(
π∗(−iH)⊗ (β − i)E2
)
=
= O(−iH)⊕O(−(i+ 1)H) ⊕ . . .⊕O(−βH).
The result follows. Part (ii) follows by dualizing the exact triangles in (i).

Corollary 8.5. OnMp,q we have F
∨
l,E
∼= Rf∗F
∨
l,E as long as
m1(E, l) := max
(
0, max
P∪(Q\{y})=T⊔T c
{
|E ∩ T | −
e− l
2
})
≤ r + s− 2,
for example ifm1(E, l) ≤
r+s
2 and r + s ≥ 3.
If r+ s ≥ 4, then r+s2 ≤ r+ s− 2. When r+ s = 3, ifm1(E, l) ≤
r+s
2 =
3
2 ,
then we still havem1(E, l) ≤ 1 = r + s− 2.
Proof. Since Rf∗((j − 1)H ⊠O(−u− 1)) = 0 if 0 ≤ u < r + s− 2, the result
follows from Prop. 8.4. 
Remark 8.6. Prop. 8.4 shows that when l = 0 and E = P ∪ (Q \ {y}), on
W we have f∗Fl,E = Fl,E (m1(T ) = m1(T
c) = 0). Note that the same is
trivially true when l = 0, E = ∅. In particular, Cor. 8.5 (i.e., F∨l,E
∼= Rf∗F
∨
l,E)
is still true in these cases. This is particularly relevant when Mp,q−1 = M4
(i.e., r = 2, s = 0), when {F0,∅, F0,Σ} form an exceptional collection on
M4 = P1 (here Σ = P , |P | = 4). This is because F0,∅ = O, F0,Σ = O(1)
(Corollary 6.2).
Corollary 8.7. In the notation of Prop. 8.4, suppose that Fl,E is one of the bundles
onMp,q from group 1A (resp., 1B). Then the sheaves Qi belong to the full triangu-
lated subcategory ofDb(W ) generated by the sheaves (−aH)⊠O(−b) with either
1 ≤ a ≤ r + s− 1, 1 ≤ b ≤ r + s− 2, or b = 0, 1 ≤ a < r+s2 .
Proof. By Lemma 7.5, we have
m1(T
c) ≤
r + s− 1
2
<
r + s
2
.
The result follows by Prop. 8.4. 
Corollary 8.8. (Alpha game) Assume p = 2r ≥ 4, q = 2s+ 1 ≥ 1. Let Fl,E and
Fl′,E′ be bundles onMp,q from group 1A (resp., 1B). Then
RHomW (Fl′,E′ , Fl,E) = RHomMp,q (Fl′,E′, Fl,E).
Proof. By Cor. 8.7 and Prop. 6.3 (with µ′ = µ = r+s2 ),
RHomW (Fl′,E′ , Fl,E) = RHomW (Fl′,E′ , f
∗Fl,E).
On the other hand,
RHomW (Fl′,E′ , f
∗Fl,E) = RHomW (f
∗F∨l,E, F
∨
l′,E′) =
= RHomMp,q(F
∨
l,E , Rf∗F
∨
l′,E′) = RHomMp,q (F
∨
l,E , F
∨
l′,E′)
by Corollary 8.5. The latter group is equal to RHomMp,q(Fl′,E′ , Fl,E). 
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Corollary 8.9. Assume p = 2r ≥ 4, q = 2s + 1 ≥ 1. The bundles {Fl,E} on
Mp,q from group 1A (resp., 1B) of Theorem 1.11 form an exceptional collection.
Proof. Let Fl,E , Fl′,E′ be bundles from one of the two collections (group 1A
or 1B) onMp,q. By Cor. 8.8, for any y ∈ Q, we have
RHomMp,q(Fl′,E′ , Fl,E) = RHomW (Fl′,E′, Fl,E).
Case 1: E′q \ Eq 6= ∅. Choose y ∈ E
′
q \ Eq. By Lemma 5.16, we have
F∨l,E = α
∗F∨l,E , Rα∗F
∨
l′,E′ = 0,
and therefore,
RHomW (Fl′,E′, Fl,E) = RHomW (F
∨
l,E, F
∨
l′,E′) =
RHomW (α
∗F∨l,E, F
∨
l′,E′) = RHomMp,q−1(F
∨
l,E , Rα∗F
∨
l′,E′) = 0.
Case 2: Eq = E
′
q 6= Q. Choose y ∈ Q \ Eq. Since the range in group 1A
(resp., 1B) onMp,q is precisely the range in group 1A (resp., 1B) onMp,q−1,
we are done by Lemma 5.16, since Fl,E = α
∗Fl,E , Fl′,E′ = α
∗Fl′,E′ and
RHomW (α
∗Fl′,E′ , α
∗Fl,E) = RHomMp,q−1(Fl′,E′, Fl,E).
The latter is equal to 0 or C (if (l, E) = (l′, E′)) by Thm. 1.16 forMp,q−1. The
case ofM4 (p = 4, q = 1) is covered by Remark. 8.6.
Case 3: Eq = E
′
q = Q, q > 1. Let z ∈ Q. By Prop. 3.9,
Fl,E = Fl,Ep∪{z} ⊗ F0,Eq\{z},
RHomMp,q (Fl′,E′, Fl,E) = RHomMp,q(Fl′,E′p∪{z}, Fl,Ep∪{z}).
Note that Fl,Ep∪{z} is still in group 1A (resp., group 1B) onMp,q, and since
by assumption Q 6= {z} we are in Case 2.
Case 4: Eq = E
′
q = Q, q = 1. Note thatMp,1 = Mp+1 and since e
′
p ≥ ep, we
have e′ ≥ e. If bundles are in group 1B onMp,1, they are in the exceptional
collection of Theorem 1.8, and we are done.
Finally, suppose the bundles are in group 1A onMp,1 and Eq = E
′
q = Q,
q = 1. Consider the line bundle L = O(−P − 2z) onMp+1 (i.e. we take -1 in
the position of every heavy point and −2 in the position of z. Then using
the projection formula and Cor. 3.6 we have
L⊗Fl,E = O(−P−2z)⊗Rπ∗O(E, l) = Rπ∗(−(P \Ep)−z, l) = F
∨
l,(P\Ep)∪{z}
.
Therefore,
RHomMp,1(Fl′,E′, Fl,E) = RHomMp,1(Fl′,E′ ⊗ L,Fl,E ⊗ L) =
= RHomMp,1(F
∨
l′,(P\E′p)∪{z}
, F∨l,(P\Ep)∪{z}) =
RHomMp,1(Fl,(P\Ep)∪{z}, Fl′,(P\E′p)∪{z}).
These bundles are in group 1B onMp,1 and are in the correct order:
p− ep ≥ p− e
′
p.

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9. {Fl,E} ON Mp,q EXCEPTIONAL ⇒ {Fl,E} ON Mp,q+1 EXCEPTIONAL
Throughout this section we will assume P (resp., Q˜) is the set of heavy
(resp., light) indices and, unless otherwise noted, we have
|P | = p = 2r ≥ 4, |Q˜| = q + 1 = 2s+ 2 ≥ 0,
r + s ≥ 2 (i.e., dim Mp,q+1 ≥ 3).
We emphasize that we allow here q+1 = 0 (i.e., s = −1). In this case wewill
prove unconditionally that vector bundles {Fl,E} on Mp are exceptional.
The main result of this section is Corollary 9.9.
Notation 9.1. For every boundary divisor δT,T c ofMp,q+1, wemake a choice
of either T or T c and call it T . The other subset will be called T c. We will
specialize to concrete recipes later. For example, one way to make a choice,
is to fix an index z, and take T such that z ∈ T .
Notation 9.2. Wehave a commutative diagram, where birational morphisms
β and g depend on the choices of T ’s:
W
g
−−−−→ U =Mp+q+2
α
y πy
Mp,q+1
β
−−−−→ Mp+q+1
The morphism g contracts W , the universal family over Mp,q+1 to a P1-
bundle over β(Mp,q+1). Specifically, reducible fibers over δT,T c are unions
of two P1, with one component marked by T and another by T c. The mor-
phism g collapses the first component: sections marked by T become iden-
tified. Note that β(Mp,q+1) (resp. g(W )) is an open substack of Mp+q+1
(resp.Mp+q+2). They are proper algebraic spaces but not necessarily schemes.
Themorphism β contracts the boundary divisors δT,T c ≃ Pr+s−1×Pr+s−1
of Mp,q+1 (with markings from T , resp., T
c, on the first component, resp.,
the second component) to Pr+s−1 via the second projection. The boundary
divisors inW have the form δT∪{y} and δT c∪{y}, where y is the extra mark-
ing on W . The morphism g contracts the boundary divisor δT c∪{y} via the
second projection
δT c∪{y} = P
r+s−1 × Bl1P
r+s → Bl1P
r+s
and the boundary divisor δT∪{y} via the morphism
δT∪{y} = Bl1P
r+s × Pr+s−1 → Pr+s−1 →֒ Bl1P
r+s,
given by the second projection followed by embedding into Bl1Pr+s as the
exceptional divisor (the locus where the marking corresponding to T and y
coincide).
Proposition 9.3. Let l ≥ 0, and let E ⊆ Σ := P ∪ Q˜ be such that e− l even. Let
m1 := max
(
0, max
T⊔T c=Σ
{
|E ∩ T | −
e− l
2
})
.
Then
max
(
0, max
T⊔T c=Σ
{
−|E ∩ T c|+
e− l
2
})
≤ m1.
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(i) The bundles Fl,E and β
∗Fl,E onMp,q+1 are related by exact sequences
0→ Gi−1 → Gi → Qi → 0, 1 ≤ i ≤ k
G0 = Fl,E , Gk = β
∗Fl,E,
with Qi direct sums of sheaves supported on boundary divisors
δT,T c = P
r+s−1 × Pr+s−1 ⊆ Mp,q+1
having the form
O(u,−j), 0 < j ≤ m1, 0 ≤ u < m1,
(where the component O(u) is the one corresponding to T ).
(ii) The dual vector bundles F∨l,E and β
∗F∨l,E onMp,q+1 are related by triangles
Q∨i → G
∨
i → G
∨
i−1 → Q
∨
i [1],
G∨0 = F
∨
l,E, G
∨
k = β
∗F∨l,E ,
with Q∨i direct sums of sheaves (placed in cohomological degree 1) sup-
ported on boundary divisors δT,T c as above and having the form
O(−u− 1, j − 1), 0 < j ≤ m1, 0 ≤ u < m1.
Proof. We prove that there are three types of quotients that appear:
(Type I) if |E ∩ T |, |E ∩ T c| > e−l2 ;
(Type II) if |E ∩ T | > e−l2 , |E ∩ T
c| ≤ e−l2 ;
(Type III) if |E ∩ T c| < e−l2 .
Recall that Fl,E = Rα∗(Nl,E) and denote for simplicity:
N1 := Nl,E = ω
e−l
2
α (E)−
∑
|E∩T |< e−l
2
(
e− l
2
− |E ∩ T |
)
δT∪{y}
−
∑
|E∩T c|< e−l
2
(
e− l
2
− |E ∩ T c|
)
δT c∪{y}.
Furthermore, β∗Fl,E = Rα∗(N2), where we denote
N2 = g
∗ω
e−l
2
π (E) = ω
e−l
2
α (E) +
∑
T
(
|E ∩ T | −
e− l
2
)
δT∪{y}.
We have
N2 = N1 + S1 + S2, where
S1 =
∑
|E∩T |> e−l
2
(
|E ∩ T | −
e− l
2
)
δT∪{y},
S2 =
∑
|E∩T c|< e−l
2
(
e− l
2
− |E ∩ T c|
)
δT c∪{y}.
We break S1 into S
′
1 + S
′′
1 , where S
′
1, resp. S
′′
1 , contains the terms with
|E ∩ T c| > e−l2 , resp., |E ∩ T
c| ≤ e−l2 . We add successively to N1 first terms
from S′1, then S
′′
1 , followed by S2, to get three types of quotients onW .
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Type I. The first type of quotient has direct summands of the form:
Q′1 =
(
N1 + iδT∪{y}
)
|δT∪{y}
=
(
ω
e−l
2
α (E) + iδT∪{y}
)
|δT∪{y}
=
=
(
uH)⊠O(−i), where u := |E ∩ T | −
e− l
2
− i,
where δT∪{y} is of the type appearing in S
′
1:
δT∪{y} = Bl1P
r+s × Pr+s−1, 0 < i ≤ |E ∩ T | −
e− l
2
, |E ∩ T c| >
e− l
2
(for various T with this property). Clearly, 0 ≤ u < m1 and 0 < i ≤ m1.
Since Rα∗(uH) = O ⊕O(1)⊕ . . .⊕O(u), the result follows.
Type II. The next type of quotient has direct summands of the form:
Q′′1 =
(
N1 + iδT∪{y}
)
|δT∪{y}
=
=
(
ω
e−l
2
α (E) +
(
|E ∩ T c| −
e− l
2
)
δT c∪{y} + iδT∪{y}
)
|δT∪{y}
=
=
(
uH−v∆)⊠O(−i), where u := |E∩T |−
e− l
2
−i, v =
e− l
2
−|E∩T c|
supported on δT∪{y} of the type appearing in S
′′
1 :
δT∪{y} = Bl1P
r+s × Pr+s−1, 0 < i ≤ |E ∩ T | −
e− l
2
, |E ∩ T c| <
e− l
2
,
(for various T with this property). Clearly, we have
0 ≤ u < m1, 0 < v ≤ m1, 0 < i ≤ m1.
By Lemma 5.5, if u ≥ v,Rπ∗(uH−v∆) = O(v)⊕O(v+1)⊕ . . .⊕O(u), while
if u < v, we have nevertheless that Rπ∗(uH − v∆) is either 0 or generated
by O(u+ 1), . . . ,O(v − 1) and the result follows.
Type III. The last type of quotient Q2 has direct summands of the form
Q2 =
(
N1 + S1 + iδT c∪{y}
)
|δTc∪{y}
=
=
(
ω
e−l
2
α (E) +
(
|E ∩ T c| −
e− l
2
+ i
)
δT c∪{y} +
(
|E ∩ T | −
e− l
2
)
δT∪{y}
)
|δTc∪{y}
=
= O(u)⊠
(
− iH + β∆
)
, where
β = |E ∩ T | −
e− l
2
, u =
e− l
2
− |E ∩ T c| − i,
supported on δT c∪{y} (of the type appearing in S2):
δT c∪{y} = P
r+s−1 × Bl1P
r+s, 0 < i ≤
e− l
2
− |E ∩ T c| ≤ β
(for various T with this property). Clearly,
0 < i ≤ m1, 0 < β ≤ m1, 0 ≤ u < m1.
Since β ≥ i, it follows by Lemma 5.5 that
Rα∗(−iH + β∆) = O(−i)⊕O(−i− 1)⊕ . . .⊕O(−β),
and (i) follows. Part (ii) follows from (i) by dualizing the triangles. 
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Corollary 9.4. Suppose Fl,E is one of the bundles from groups 1A or 1B on
Mp,q+1. Then sheaves Qi belong to subcategory A (see Notation 1.14) with the
following possible exceptions when r + s is even and for the following subsets T :
• l + ep = r − 1, eq = s+ 1, Ep ⊆ Tp, Tq = Eq (group 1A);
• ep = r + 1 + l, eq = s+ 1, Tp ⊆ Ep, Tq = Eq (group 1B);
Proof. See Lemma 7.3. 
Corollary 9.5. In the notations of Prop. 9.3, if m1 ≤ r + s − 1 (for example, if
m1 ≤
r+s
2 ), then on β(Mp,q+1) we have:
F∨l,E ≃ Rβ∗F
∨
l,E.
Proof. Since Rβ∗O(−u− 1, j − 1) = 0 for 0 ≤ u < r + s− 1, we have
Rβ∗F
∨
l,E ≃ Rβ∗β
∗F∨l,E ≃ F
∨
l,E ,
which proves the corollary. 
Corollary 9.6. (Beta game) Let Fl,E and Fl′,E′ be bundles from group 1A (resp.,
group 1B) onMp,q+1. Suppose |Eq| ≤ |E
′
q|. Then
RHomMp,q+1(Fl′,E′, Fl,E) = RHomβ(Mp,q+1)(Fl′,E′ , Fl,E)
unless r + s is even and we have one of the following exceptions. We also list
critical subsets T that violate the conditions.
(1A) l+ep = l
′+e′p = r−1, eq = e
′
q = s+1, Ep ⊆ Tp, Eq = Tq and
either E′p ⊆ Tp, E
′
q = Tq or E
′
p ⊆ T
c
p , E
′
q = T
c
q ;
(1B) ep = r + 1 + l, e
′
p = r + 1 + l
′, eq = e
′
q = s+ 1, Tp ⊆ Ep, Tq = Eq
and either Tp ⊆ E
′
p, Tq = E
′
q or T
c
p ⊆ E
′
p, T
c
q = E
′
q.
Here T = Tp
∐
Tq is a subset of markings split into heavy and light markings
such that Tp = r and Tq = s+ 1.
Proof. Indeed,
RHomMp,q+1(Fl′,E′ , β
∗Fl,E) = RHomMp,q+1(β
∗F∨l,E , F
∨
l′,E′) =
= RHomβ(Mp,q+1)(F
∨
l,E, Rβ∗F
∨
l′,E′) = RHomβ(Mp,q+1)(F
∨
l,E , F
∨
l′,E′)
by Corollary 9.5 (since by Lemma 7.3, we havem1 ≤
r+s
2 ). The latter group
is equal to RHomβ(Mp,q+1)(Fl′,E′, Fl,E). It remains to show that
RHomMp,q+1(Fl′,E′ , Fl,E) = RHomMp,q+1(Fl′,E′, β
∗Fl,E),
which is true by Corollary 9.4 and Proposition 6.1, unless Fl,E is listed in
Corollary 9.4 with some T = T0, in which case we also need that
RHomMp,q+1(Fl′,E′,OδT (−a,−b)) = 0,
where a = 0, b = r+s2 . By Prop. 6.1 (with µ =
r+s
2 − 1), this holds unless∣∣∣|E′ ∩ T | − e′−l′2 ∣∣∣ or ∣∣∣|E′ ∩ T c| − e′−l′2 ∣∣∣ equals r+s2 . This means that (l′, E′)
should be listed in Lemma 7.3, with a critical subset either T or T c. 
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Notation 9.7. Let p = 2r ≥ 4, q = 2s+ 1 ≥ −1. Consider the Hassett space
Mp,q+1 with markings from P ∪ Q˜ with P the set of p heavy points and
Q˜ = Q∪{z} the set of q+1 light points. We will distinguish between T and
T c using the following recipe: for every boundary divisor δT,T c of Mp,q+1,
choose T to be a subset containing index z and let T c be its complement.
If s ≥ 0, then
β(Mp,q+1) = Up,q,
where
π : Up,q → Mp,q
is the universal P1-bundle and the composition
f = π ◦ β : Mp,q+1 → Mp,q
is the forgetful morphism that forgets the marking z.
If s = −1, then
β(Mp,q+1) = MP\{z},{z} = Mp−1,1,
and if π : Mp−1,1 → Mp−1 is the universal family, then f = π ◦β is again the
forgetful morphism that forgets the marking z. Therefore, we let
Up,−1 := Mp−1,1, Mp,−1 := Mp−1.
Note that Up,q is a GIT quotient.
Lemma 9.8. Assume s ≥ 0. Consider the following collections of vector bundles
Fl,E on Up,q (see Definition 3.3), where we assume that l + e is even:
l +min(ep, p+ 1− ep) ≤ r − 1 (group 1A),
l +min(ep + 1, p − ep) ≤ r − 1 (group 1B),
The vector bundles from group 1A (resp., 1B) form an exceptional collection
on Up,q. The order is as follows: we put all subsets E containing z last and before
them all subsets not containing z. Within each of these two blocks, we order first
by increasing eq , arbitrarily if eq is the same but Eq’s are different, if Eq’s are the
same, in order of increasing ep, and for a given ep, arbitrarily.
Proof. It follows from Corollary 3.6 that we have
(i) If z /∈ E, then Fl,E ≃ π
∗Fl,E ;
(ii) If z ∈ E, letting Ec = Σ \ E, we have that
Fl,E ≃ F
∨
l,Ec ⊗ F0,Σ ≃ π
∗F∨l,Ec ⊗ F0,Σ.
In other words, the part of the collection with z /∈ E is identical to the one
in Theorem 1.11, while the part with z ∈ E corresponds to vector bundles
Fl,E = F
∨
l,Ec ⊗ F0,Σ with the collection {F
∨
l,Ec} being the dual collection to
the one in Theorem 1.11.
By Orlov’s theorem on the derived category of a projective bundle,
Db(Up,q) = 〈D
b(Mp,q), D
b(Mp,q)⊗ F0,Σ〉.
Now use the collection Fl,E of Theorem 1.11 for the blockD
b(Mp,q) and the
dual collection F∨l,E (tensored with F0,Σ) for the block D
b(Mp,q)⊗ F0,Σ. 
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We now compare the vector bundles Fl,E on Up,q andMp,q. Note that the
range for the pairs (l, E) for collections 1A and 1B on Mp,q+1 in Thm. 1.16
is precisely the range for these collections on Up,q in Lemma 9.8.
Corollary 9.9. The bundles Fl,E from Thm. 1.16 form an exceptional collection.
Proof. Consider first the case s ≥ 0. Let Fl,E , Fl′,E′ be bundles from one
of the two collections (either 1A or 1B) on Mp,q+1. If Eq 6= E
′
q, choose
z ∈ E′q \Eq. By Cor. 9.6, we have
RHomMp,q+1(Fl′,E′ , Fl,E) = RHomUp,q (Fl′,E′, Fl,E),
since the only exceptions happen when Eq = E
′
q or Eq and E
′
q are disjoint
and have s + 1 elements, but then z must be in both Eq and E
′
q (use that
z ∈ T ). By Lemma 9.8, we have RHomUp,q (Fl′,E′, Fl,E) = 0.
Suppose now that Eq = E
′
q. If eq < q + 1, let z be any light index not
in Eq, while if eq = q + 1, let z be any light index. Then Cor. 9.6 applies:
RHomMp,q+1(Fl′,E′ , Fl,E) = RHomUp,q (Fl′,E′, Fl,E),
since the only exception for Eq = E
′
q is when eq = s+ 1 and Eq contains z.
The latter group is equal to 0 or Cwhen (l, E) = (l′, E′), by Lemma 9.8.
Consider now the case s = −1. In this case E = Ep, E
′ = E′p are
subsets of P . We first prove the statement for group 1A. Note that if
(l, E) is in group 1A on Mp, it is also in the collection on Mp+1. Consider
the set-up in Section 8: let α : W → Mp be the universal family and let
f : W → Mp,1 = Mp+1 be the birational morphism that contracts the
boundary divisors δT∪{x},T c by identifying the points in T
c. Using that
Fl,E = α
∗Fl,E (Lemma 5.16),
RHomMp(Fl′,E′ , Fl,E) = RHomW (α
∗Fl′,E′, α
∗Fl,E) = RHomW (Fl′,E′, Fl,E),
which by Cor. 8.8, equals RHomMp,1(Fl′,E′, Fl,E). AsMp+1 = Mp,1, by Thm.
1.8, we have that RHomMp,1(Fl′,E′ , Fl,E) is 0 if e
′ ≥ e, (l, E) 6= (l′, E′), and C
when (l, E) = (l′, E′).
We now prove the statement for group 1B. Note, the previous proof
works only if none of (l, E), (l′, E′) satisfy l+ (p− e) = r − 1. We therefore
proceed with a different proof for group 1B..
As in the case q > 0, by Cor. 9.6, if z /∈ E we have
RHomMp(Fl′,E′ , Fl,E) = RHomMp−1,1(Fl′,E′ , Fl,E),
since the only exceptions for group 1B happen when z ∈ E. If E′ \ E 6= ∅,
we pick z ∈ E′ \ E. Since Fl,E = π
∗Fl,E and Rπ∗(F
∨
l′,E′) = 0 onMp−1,1,
RHomMp−1,1(F
∨
l,E, F
∨
l′,E′) = RHomMp−1,1(π
∗F∨l,E , F
∨
l′,E′) =
= RHomMp−1(F
∨
l,E , Rπ∗(F
∨
l′,E′)) = 0.
If E′ ⊆ E, since e′p ≥ ep, we must have E
′ = E. If E 6= Σ = P , let
z ∈ Σ \ E. Since Fl,E = π
∗Fl,E , Fl′,E′ = π
∗Fl′,E′ on π : Mp−1,1 → Mp−1,
RHomMp−1,1(F
∨
l,E , F
∨
l′,E′) = RHomMp−1(F
∨
l,E , F
∨
l′,E′).
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As (l, E) is in group 1B, we have
l +min{e+ 1, p − e} ≤ r − 1,
i.e., l+min{e, (p− 1)− e} ≤ r− 2, which is the range of pairs (l, E) in Thm.
1.8 with E ⊆ P \ {z}. The result follows in this case from Thm. 1.8.
If E = E′ = Σ, by Cor. 9.6, we still have
RHomMp(Fl′,E′ , Fl,E) = RHomMp−1,1(Fl′,E′ , Fl,E),
unless l = l′ = r − 1 (and r is odd since l + e is even). Assume this is not
the case. We have
RHomMp−1,1(Fl′,E′ , Fl,E) = RHomMp−1,1(F
∨
l′,∅, F
∨
l,∅) = RHomMp−1(Fl,∅, Fl′,∅)
(use Fl,E = F
∨
l,Ec ⊗ F0,Σ) and we are done by Thm. 1.8. It remains to prove
that the vector bundle Fr−1,Σ (r odd) is exceptional on Mp. By Lemma 5.9,
we have that Fr−1,Σ = Fr−1,∅ ⊗ F0,Σ. Hence, it suffices to prove that Fr−1,∅
is exceptional onMp. As in the case of group 1A, we have
RHomMp(Fr−1,∅, Fr−1,∅) = RHomMp,1(Fr−1,∅, Fr−1,∅),
which equals C by Thm. 1.8. 
10. PROOF OF THM. 1.11 (EXCEPTIONALITY: P EVEN, Q ODD)
Notation 10.1. Throughout this section we assume p = 2r, q = 2s+ 1. Let
P = {1, . . . , p}, R = {1, . . . , r}, R′ = P \R.
Recall that ZR denotes the locus inMp,q where points in R come together:
ZR = δ1r ∩ δ2r ∩ . . . ∩ δr−1,r ∼= M{u}∪R′∪Q,
where u is the marking corresponding to the points in R. Note that u can
only coincide with at most s light points and with none of the points in R′.
Let Y = ZR ∩ ZR′ . We identify Y = M{u,v}∪Q, where u (resp., v) is the
marking corresponding to R (resp., R′).
Theorem 1.11 follows from Corollary 8.9 and the following theorem,
which takes care of torsion objects:
Theorem 10.2. Assume p = 2r, q = 2s+ 1. In the notations of Thm. 1.11:
(1) If (l, E) is in group 1A (resp., 1B) and (l′, E′) is in group 2, we have
RHomMp,q(Fl,E ,Tl′,E′) = 0 if eq ≥ e
′
q.
(2) If (l, E) is in group 2 and (l′, E′) is in group 1A (resp., 1B), we have
RHomMp,q(Tl,E, Fl′,E′) = 0 if eq > e
′
q.
(3) If (l, E), (l′, E′) are both in group 2 and Ep = E
′
p = R, we have
RHomMp,q (Tl,E,Tl′,E′) = 0,
if eq ≥ e
′
q, Eq 6= E
′
q, or if Eq = E
′
q, l < l
′,
and RHomMp,q (Tl,E,Tl,E) = C.
(4) If (l, E), (l′, E′) are both in group 2 and Ep = R, E
′
p = R
′, we have
RHomMp,q (Tl,E,Tl′,E′) = 0 if eq ≥ e
′
q.
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Lemma 10.3. We have the following:
ψj |ZR ≃


ψu if j ∈ R
−ψu if j ∈ R
′
−ψu − 2δju if j ∈ Q
,
δij |ZR ≃


−ψu if i, j ∈ R
ψu if i, j ∈ R
′
0 if i ∈ R, j ∈ R′
δij if {i, j} ∩Q 6= ∅
,
(where if j ∈ R, i ∈ Q, we identify δij = δiu). Furthermore,
K|ZR ≃ KZR + (r − 1)ψu,
where K = KMp,q (resp., KZR) is the canonical class ofMp,q (resp., ZR).
Proof. It follows from the definition that the restriction of ψj to ZR is the
class ψj on the corresponding Hassett space for all j. Note that the univer-
sal family over ZR is still a P1-bundle. It follows from [CT17, Lemma 5.1]
that ψi + ψj = −2δij . Since δuj = ∅ if j ∈ R
′, the result follows. The last
equality follows from adjunction since
c1(NZR|Mp,q) =
r∑
j=2
(δ1j)|ZR = −(r − 1)ψu,
which is also a useful formula. 
We reduce Theorem 10.2 to a calculation of RΓ on ZR or Y :
Lemma 10.4. In order to prove Theorem 10.2, it suffices to prove the following:
(1) If (l, E) is in group 1A (resp., 1B) and (l′, E′) is in group 2, we have
RΓ
(
ZR, (Fl,E |ZR)
∨ ⊗ Tl′,E′) = 0 if eq ≥ e
′
q, R := E
′
p
(2) If (l, E) is in group 2 and (l′, E′) is in group 1A (resp., 1B), we have
RΓ
(
ZR,T
∨
l,E ⊗ Fl′,E′ |ZR ⊗ c1(NZR|Mp,q )
)
= 0 if eq > e
′
q, R := Ep
(3) If (l, E), (l′, E′) are both in group 2 and Ep = E
′
p = R, we have
RΓ
(
ZR,T
∨
l,E ⊗ Tl′,E′ ⊗ (
∑
j∈J
δ1j
)
) = 0,
for all J ⊆ R \ {1} if eq ≥ e
′
q, Eq 6= E
′
q, or if Eq = E
′
q, l < l
′, and
RΓ
(
ZR,T
∨
l,E ⊗ Tl,E ⊗ (
∑
j∈J
δ1j
)
) = 0,
for all ∅ 6= J ⊆ R \ {1}.
(4) If (l, E), (l′, E′) are both in group 2 and Ep = R, E
′
p = R
′, we have
RΓ

Y,( l + l′
2
+ 1
)
ψu +
1
2
∑
j∈Eq
ψj −
1
2
∑
j∈E′q
ψj

 = 0 if eq ≥ e′q.
Proof.
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(1) RHomMp,q (Fl,E ,Tl′,E′) = RHomZR(Fl,E |ZR ,Tl
′,E′) =
= RΓ
(
ZR, (Fl,E |ZR)
∨ ⊗ Tl′,E′).
(2) Using that i!Fl′,E′ = i
∗Fl′,E′ ⊗ c1(NZR|Mp,q), where i : ZR →֒ Mp,q is
the canonical embedding, we have (up to a shift) that
RHomMp,q(Tl,E, Fl′,E′) = RHomZR(Tl,E, Fl′,E′ |ZR ⊗ c1(NZR|Mp,q)) =
= RΓ
(
ZR,T
∨
l,E ⊗ Fl′,E′ |ZR ⊗ c1(NZR|Mp,q)
)
.
([Huy06, Cor. 3.38]).
(3) Follows from tensoring the Koszul resolution of ZR with a line bun-
dle L such that iR∗(L|ZR) = Tl,E and applying RHom(−,Tl′,E′).
(4) Consider the canonical embeddings
i : ZR →֒ Mp,q, i
′ : ZR′ →֒ Mp,q, j : Y →֒ ZR, j
′ : Y →֒ ZR′ .
Since for any line bundles L on ZR and L
′ on ZR′ we have
RHom(i∗L, i
′
∗L
′) = RHom(i′
∗
i∗L,L
′) =
= RHom(j∗j
′∗L,L′) = RHom(j′
∗
L, j!L′)
it follows that
RHomMp,q (Tl,E,Tl′,E′) = RHomY (Tl,E |Y ,Tl′,E′ |Y ⊗ c1(NY |ZR′ )) =
= RΓ
(
Y, (Tl,E |Y )
∨ ⊗ Tl′,E′ |Y ⊗ (
∑
j∈R\{1}
δ1j)|Y
)
=
= RΓ
(
Y, (
l + l′
2
+ 1)ψu +
1
2
∑
j∈Eq
ψj −
1
2
∑
j∈E′q
ψj)
using Lemma 10.3. 
We prove this vanishing by a windows calculation on ZR and Y .
Notation 10.5. Let X = (P1)r+q+1 = P1u × (P
1)r × (P1)q , corresponding to
the partition {u} ⊔R′ ⊔Q of the markings on ZR = M{u}∪R′∪Q. Then ZR is
a GIT quotient ofX by PGL2.
For a ∈ Z, A ⊆ R′, B ⊆ Q, consider onX the line bundle
O(a,A,B) = pr∗1O(a)⊗ pr
∗
R′O(A)⊗ pr
∗
QO(B)
where as usual O(A) = O(i1, . . . , ir) with ij = 1 if j ∈ A and 0 otherwise,
and similarly, O(B) = O(i1, . . . , iq) with ij = 1 if j ∈ B and 0 otherwise.
We also denoteO(−A) the dual of O(A).
We have the following correspondence between vector bundles on ZR
and PGL2-linearized vector bundles onX = (P1)r+q+1:
Fl,E |ZR = O(|Ep ∩R|, Ep ∩R
′, Eq)⊗ Vl,
Tl,E = O(r + l, 0, Eq), if Ep = R,
KZR = O(−2,−2, . . . ,−2).
Likewise, let
X ′ = (P1)q+2 = P1u × P
1
v × (P
1)q,
corresponding to the partition {u} ⊔ {v} ⊔Q of the markings onM{u,v}∪Q.
Then Y is the GIT quotient ofX ′ by PGL2.
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Instead of Thm. 4.4 we are going to use the following related result
proved for vector bundles by Teleman [Tel00].
Theorem 10.6. [HL15, Th. 3.29] In the notations of Thm. 4.4, for any object
F ∈ Db[X/G] such that H∗(σ∗i F ) has weights < ηi, we have
RΓ[X/G](F ) = RΓ[Xss/G](F ).
The calculation of the Kempf-Ness stratification and the corresponding
weights is similar to the one in Section 4. However, starting from this point
on, we will follow a convention of [Tel00] and take an opposite weight to
(4.1):
weightλOX(a1, . . . , ak)|zK =
∑
i∈K
ai −
∑
i∈Kc
ai. (10.1)
We find this convention more natural since the ample polarization of the
GIT quotient has positive weights on the unstable locus. The condition of
Theorem 10.6 becomes
H∗(σ∗i F ) has weights > −ηi.
Remark 10.7. (The devil’s trick) The line bundle
D := O(r,R′, 0) on X = (P1)r+q+1
is trivial on ZR, since for any j ∈ R
′, we have δuj = ∅ and therefore,
ψu + ψj = 0 in ZR = M{u}∪R′∪Q.
Likewise, the line bundle D := O(1, 1, 0) on X ′ descends to the trivial line
bundle on Y . Instead of proving vanishing in Lemma 10.4 directly, we will
prove vanishing on X (resp., X ′) after tensoring with a high multiple of D
since it’s this tensor product that will satisfy conditions of Theorem 10.6.
This is a useful observation for any GIT quotientX/G such that the unsta-
ble locus contains a divisorial component.
Proof of Thm.10.2. We prove the vanishings in Lemma 10.4. First we check
that the PGL2-invariant vanishing holds on X = (P1)1+r+q (cases (1), (2)
and (3)) and onX ′ = (P1)2+q (case (4)) after tensoring a vector bundle with
the devil line bundle DN , N ≫ 0. Later on we check the weight condition
in Thm. 10.6.
For (1), assuming theweight condition,RΓ
(
ZR, (Fl,E |ZR)
∨⊗Tl′,E′⊗DN) =
= RΓ
(
X,O(r + l′ − |Ep ∩R|+Nr,−Ep ∩R
′ +NR′, E′q − Eq)⊗ Vl
)PGL2 ,
which is clearly 0 if Eq * E′q. Since here we assume eq ≥ e
′
q , we have that
Eq ⊆ E
′
q if and only if Eq = E
′
q. Assume Eq = E
′
q. In this case, we need to
consider
Vr+l′−|Ep∩R|+Nr ⊗ VN−y1 ⊗ . . . ⊗ VN−yr ⊗ Vl,
where yi = 1 if the corresponding index in Ep ∩ R
′ and 0 otherwise. We
claim that the PGL2-invariant part is 0 by the Clebsch-Gordan formula. It
suffices to check that
r + l′ − |Ep ∩R|+Nr > Nr − |Ep ∩R
′|+ l.
This follows if
l + |Ep ∩R| − |Ep ∩R
′| < r.
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Since (l, E) is in group 1A or 1B, this follows by Cor. 7.6.
For (2), assuming the weight condition,
RΓ
(
ZR,T
∨
l,E ⊗ Fl′,E′ |ZR ⊗ c1(NZR|Mp,q )⊗ D
N
)
=
= RΓ
(
X,O(r − l + |E′p ∩R| − 2 +Nr,E
′
p ∩R
′ +NR′, E′q −Eq)⊗ Vl′
)PGL2 .
(use c1(NZR|Mp,q ) = O(2r − 2, 0, 0)). This is 0 since Eq * E
′
q.
For (3), assuming the weight condition,
RΓ
(
ZR,T
∨
l,E⊗Tl′,E′⊗
∑
j∈J
δ1j⊗D
N
)
= RΓX
(
O(2|J |−l+l′+Nr,+NR′, E′q−Eq)
)PGL2
for all J ⊆ R \ {1}. This is 0 if eq ≥ e
′
q, Eq * E
′
q, while if Eq = E
′
q the PGL2-
invariant part is 0when l < l′ or when l = l′, |J | > 0 by the Clebsch-Gordan
formula since in these cases we have
2|J | − l + l′ +Nr > Nr.
Assume now we are in situation (4). The question is equivalent to the van-
ishing for N ≫ 0 of the PGL2-invariant part of
RΓ
(
O(−l − l′ − 2 +N,N,E′q − Eq)
)
.
This is clear if eq ≥ e
′
q, Eq * E
′
q. If Eq = E
′
q then this follows from the
Clebsch-Gordan formula since
N > N − l − l′ − 2.
We now check that for each stratum, each of the cases (1)-(4) fall under
the assumption on weights of Thm. 10.6. Up to symmetry, the unstable loci
in X have the following form:
(1) The locus KI , for I ⊆ Q, |I| ≥ s + 1, where u and the indices in I
come together. In this case,
η = 2|I|,
(2) The locus KJ,I , for J ⊆ R
′, I ⊆ Q, J 6= ∅, |I| ≥ 0, where u and the
indices in J and I come together. In this case,
η = 2|I|+ 2|J |,
(3) The locus LI , for I ⊆ Q, |I| ≥ s + 1, where the indices in R
′ and I
come together. In this case,
η = 2|I|+ 2r − 2.
The devil line bundle has the property that
weightλO(r,R
′, 0)|z{u}∪J∪I = r + |J | − |R
′ \ J | = 2|J | > 0
while its weight for the other strata is 0. Therefore, the condition in Thm.
10.6 for the stratumKJ,I can be achieved by tensoring with a high enough
multiple of this line bundle. We only need to consider the remaining strata.
Strata KI . Assume |I| ≥ s + 1. In Case (1) we need to verify that the
weights of
O(r + l′ − |Ep ∩R|,−Ep ∩R
′, E′q −Eq)⊗ Vl
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are > −2|I|. Since the weights of Vl are between −l and l, it suffices to
prove that
r+ l′−|Ep∩R|+ |Ep∩R
′|+ |E′q∩I|−|Eq∩I|−|E
′
q∩I
c|+ |Eq∩I
c|− l > −2|I|.
By (7.7) for the pair (l, Ep), it suffices to prove that
l′ + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| ≥ −2|I|.
Since the left hand side equals
l′ + (eq − e
′
q)− 2|Eq ∩ I|+ 2|E
′
q ∩ I|
and we assume eq ≥ e
′
q , the result follows from −2|Eq ∩ I| ≥ −2|I|.
In Case (2), we need to verify that the weights of
O(r − l + |E′p ∩R| − 2, E
′
p ∩R
′, E′q − Eq)⊗ Vl′
are > −2|I|. Again, it suffices to prove that
r−l+|E′p∩R|−2−|E
′
p∩R
′|+|E′q∩I|−|Eq∩I|−|E
′
q∩I
c|+|Eq∩I
c|−l′ > −2|I|.
Using (7.7) for the pair (l′, E′p), it suffices to prove that
−l+ |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| ≥ −2|I|+ 2.
The left hand side is greater than
−l − |Eq ∩ I|+ |Eq ∩ I
c| − |Ic|,
and this is ≥ −2|I|+ 2 by Lemma 7.7 applied to the pair (l, Eq).
In Case (3) we need to verify that the weight of
O(2|J | − l + l′, 0, E′q − Eq)
is > −2|I| for all 0 ≤ |J | ≤ r − 1. Equivalently, we need to prove that
−l + l′ + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| > −2|I|.
The left hand side is greater or equal than
−l− |Eq ∩ I|+ |Eq ∩ I
c| − |Ic|
and this is > −2|I| by Lemma 7.7 applied to the pair (l, Eq).
Strata LI . In Case (1), we need to verify that
−r−l′+|Ep∩R|−|Ep∩R
′|+|E′q∩I|−|Eq∩I|−|E
′
q∩I
c|+|Eq∩I
c|−l > −2|I|−2r+2.
Using (7.7) for the pair (l, Ep), it suffices to prove that
−l′ + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| ≥ −2|I|+ 2.
The left hand side is greater than
−l′ + |E′q ∩ I| − |E
′
q ∩ I
c| − |I|,
hence, it suffices to show that
−l′ + |E′q ∩ I| − |E
′
q ∩ I
c| ≥ −|I|+ 2,
but this follows from Lemma 7.7 applied to the pair (l′, E′q).
In Case (2), we need to verify that
−(r−l+|E′p∩R|−2)+|E
′
p∩R
′|+|E′q∩I|−|Eq∩I|−|E
′
q∩I
c|+|Eq∩I
c|−l′ > −2|I|−2r+2.
Using (7.7) for the pair (l′, E′p), it suffices to prove that
l + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| ≥ −2|I|.
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The left hand side is clearly greater than
−|Eq ∩ I| − |E
′
q ∩ I
c| ≥ −|I| − |Ic| = −2s− 1,
and the inequality follows since |I| ≥ s+ 1.
In Case (3), we need to verify that for all 0 ≤ |J | ≤ r − 1 we have
−2|J |+ l − l′ + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| > −2|I| − 2r + 2,
or equivalently,
l − l′ + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| > −2|I|.
The left hand side is clearly greater than
−l′ + |E′q ∩ I| − |E
′
q ∩ I
c| − |I|,
which is > −2|I| by Lemma 7.7 applied to the pair (l′, E′q) and |I| ≥ s+ 1.
We now consider Case (4). Up to symmetry, the unstable loci in
X ′ = (P1)q+2 = P1u × P
1
v × (P
1)q
have the following form:
(1) The locus K ′I , for I ⊆ Q, |I| ≥ s + 1, where u and the indices in I
come together. In this case, η = 2|I|.
(2) The locus K ′′I , for I ⊆ Q, |I| ≥ s + 1, where v and the indices in I
come together. In this case, η = 2|I|.
(3) The locus K ′′′I , for I ⊆ Q, |I| ≥ 0, where u, v and the indices in I
come together. In this case, η = 2|I|+ 2.
The devil line bundle O(1, 1, 0) has the property that
weightλO(1, 1, 0)|z{u,v}∪I = 2 > 0
but its weight on other strata is 0. Therefore we only have to consider the
strataK ′I , K
′′
I .
Consider the stratumK ′I . We need to verify that the weight of
O(0, l + l′ + 2, E′q − Eq)
is > −2|I|. Equivalently, we need to prove that
−l − l′ − 2 + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| > −2|I|.
This follows from Lemma 7.7 applied to the pairs (l, Eq) and (l
′, E′q). For
the stratumK ′′I , one needs to verify that
l + l′ + 2 + |E′q ∩ I| − |Eq ∩ I| − |E
′
q ∩ I
c|+ |Eq ∩ I
c| > −2|I|,
which is clearly satisfied as the left hand side is greater than
−|Eq ∩ I| − |E
′
q ∩ I
c| ≥ −|I| − |Ic| > −2|I|.
This completes the proof. 
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11. PROOF OF THM. 1.16 (EXCEPTIONALITY: P EVEN, Q EVEN)
We are going to apply Lemma 8.1 for S = Db(Mp,q+1), the usual duality
functor ∨ and the s.o.d. 〈A,B〉 of Notation 1.14.
Lemma 11.1. The subcategory A is admissible and (Sp×Sq+1) equivariant. The
subcategory B is an (Sp × Sq+1) equivariant non-commutative resolution of sin-
gularities of the GIT quotient Xp,q+1 in the sense of [KL14].
Proof. Easily follows from [Kuz08] where arbitrary cones over Segre vari-
eties are considered. Alternatively, it is easy to check that sheaves that gen-
erate A form an exceptional collection (or see [CT17][Lemma 6.19]), which
implies admissibility. 
Notation 11.2. Let p = 2r ≥ 4, q = 2s+ 1 ≥ 1, |P | = p, |Q| = q + 1,
R = {1, . . . , r} ⊆ P, R′ = P \R.
LetMR′ be the Hassett space obtained by contracting all the boundary divi-
sors δT,T c ≃ Pr+s−1×Pr+s−1 ⊆ Mp,q+1 with Tp = R′ onto the second factor.
We let
βR′ : Mp,q+1 → MR′
be the corresponding contraction. For E ⊆ P ∪Q, l ≥ 0, ep = r, let T l,E be
the torsion sheaf Tl,E onMR′ defined as in (1.10).
The second s.o.d. we consider is given by
D = Lβ∗R′D
b(MR′), C = D
⊥.
i.e., C is the subcategory generated by the torsion sheaves OδT,Tc (−a,−b),
with Tp = R
′ and 0 < a ≤ r + s− 1, 0 ≤ b ≤ r + s− 1.
Theorem 1.16 follows from Prop. 11.3, which reduces analysis of torsion
objects to the calculations on the Hassett space MR, which in turn is done
in Thm. 11.10. The fact that vector bundles {Fl,E} in group 1A (resp., 1B)
form an exceptional collection was proved in Sections 9 and 8.
Throughout this section we assume p = 2r ≥ 4, q = 2s + 1, s ≥ 0. Note
that in the case of Mp,q+1 = Mp (s = −1) the collection of Theorem 1.16
consists only of the bundles {Fl,E}, hence, we are done in that case.
Proposition 11.3. We have
RHomMp,q+1(G
′, G) = RHomMR′
(G
′
, G),
for any of the following cases:
(1) G = T˜l,E , G
′ = Fl′,E′, G = T l,E , G
′
= Fl′,E′ if Ep = R;
(2) G = Fl,E , G
′ = T˜l′,E′, G = Fl,E , G
′
= T l′,E′ if E
′
p = R
′;
(3) G = T˜l,E , G
′ = T˜l′,E′, G = T l,E , G
′
= T l′,E′ if Ep = E
′
p = R;
(4) G = T˜l,E , G
′ = T˜l′,E′, G = T l,E , G
′
= T l′,E′ if Ep = R, E
′
p = R
′.
where all Fl,E are for pairs (l, E) in group 1A or 1B, and all T˜l,E , T l,E are for
pairs (l, E) in group 2A or 2B.
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Proof. To see (1), (3) and (4), we apply Lemma 8.1 with G = T˜l,E . Since in
these cases Ep = R, by Prop. 11.8(iii),
(
Lβ∗R′T l,E
)
B
= T˜l,E , and therefore
RHomMp,q+1(G
′, T˜l,E) = RHomMR′
(((G′
∨
)D)
∨,T l,E),
wherewe identify objects inDwith the corresponding elements inDb(MR′).
For simplicity, denote β = βR′ . The identity ((G
′∨)D)
∨ = Lβ∗G
′
is im-
plied by Rβ∗
(
G′∨
)
= G
′∨
, since for any object T , TD = Lβ
∗Rβ∗T . For each
G′ in cases (1), (3) and (4), we have that Rβ∗
(
G′∨
)
= G
′∨
by Lemma 11.9(2)
(for G′ = Fl′,E′ ) and Prop. 11.8((ii) and (iv)) (for G
′ = T l′,E′).
In case (2), we distinguish two cases. Assume first that (l, E) is not one
of the exceptions in Lemma 11.9(1), i.e., none of the following hold:
• Ep ⊆ R
′, ep + l = r − 1, eq = s+ 1 (case 1A),
• R′ ⊆ Ep, ep = r + 1 + l, eq = s+ 1 (case 1B).
In this case Lemma 11.9(1) gives
RHomMp,q+1(G
′, Fl,E) = RHomMR′
(((G′
∨
)D)
∨, Fl,E).
As by Prop. 11.8(ii), RβR′ ∗
(
G′∨
)
= G
′∨
for G′ = T l′,E′ , the result follows.
Assume now that (l, E) is one of the exceptions in Lemma 11.9(1). Using
again Prop. 11.8(ii) and Lemma 11.9(1), we have
RHomMp,q+1(T˜l′,E′ , Fl,E) = RHomMR′
(T l′,E′, Fl,E)
provided that for 0 ≤ u < r+s2 we can prove the following claim:
Claim 11.4. If (l′, E′) is in group 2A or 2B and E′p = R
′, then for all 0 ≤ u <
r+s
2 and boundary δT,T c with Tp = R
′, we have:
RHomMp,q+1
(
T˜l′,E′ ,OδT,Tc (u,−
r + s
2
)
)
= 0.
Wewill prove the claim after writing an explicit resolution of T˜l′,E′ . 
Notation 11.5. Let R = {1, . . . , r}. A sheaf Tl,E with Ep = R is isomorphic
in Db(Mp,q+1) to the Koszul resolution of the stratum ZR =
⋂
j∈R\{1} δ1j
tensored with the line bundle L′:
0→ LR\{1} → . . .→
⊕
J⊆R\{1},|J |=r−2
LJ → . . .→
⊕
j∈R\{1}
Lj → L∅ → 0,
where for every subset J ⊆ R \ {1}, with 0 ≤ |J | ≤ r − 1, we let
LJ = L
′
(
−
∑
j∈J
δ1j
)
, L′ =
eq − r − l
2
ψ1 +
∑
k∈Eq
δ1k.
Likewise, we are going to show that (Tl,E)B is isomorphic to the follow-
ing complex, which from now on we will call T˜l,E :
0→ L˜R\{1} → . . .→
⊕
J⊆R\{1},|J |=r−2
L˜J → . . .→
⊕
j∈R\{1}
L˜j → L˜∅ → 0,
where for every subset J ⊆ R \ {1}, with 0 ≤ |J | ≤ r − 1, we let
L˜J = LJ ⊗O
(
−
∑
Tp=R
αJ,T,E,lδT,T c
)
, with
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αJ,T,l,E =
{
eq−r−l
2 − |Eq ∩ Tq|+ |J | if
eq−r−l
2 − |Eq ∩ Tq|+ |J | > 0
0 otherwise
.
Lemma 11.6. Let (l, E) be in group 2A or 2B. Then T˜l,E = (L˜J) as in Notation
11.5 has a structure of a complex in Db(Mp.,q+1) isomorphic to (Tl,E)B (see the
proof for description of differentials). In particular, we have an exact triangle
T˜l,E → Tl,E → Q,
with Q generated by sheaves in A supported on δT,T c , Tp = R.
Proof. LetAR ⊂ D
b(Mp,q) be an admissible subcategory generated by sheaves
in A supported on δT,T c with Tp = R. Let BR =
⊥AR. Since
LJ = L˜J +
∑
Tp=R
αJ,T,l,EδT,T c ,
the canonical morphisms L˜J → LJ have the cokernels generated by sheaves
supported on boundary δT,T c , with Tp = R. We claim that these cokernels
are in AR. Indeed, quotients relating L˜J and LJ have the form
Q =
(
L˜J + iδ
)
|δ
= O(−i)⊠O(αJ,T,E,l − i), 0 < i ≤ αJ,T,E,l,
where
αJ,T,E,l =
eq − r − l
2
− |Eq ∩ T |+ |J | ≤
eq − l
2
− |Eq ∩ T |+
r
2
− 1,
and this is < r+s2 by Cor. 7.4. It follows that
(L˜J)BR = (LJ)BR .
Next we claim that L˜J ∈ BR, in other words that
RHom
(
L˜J ,Oδ(−a,−b)
)
= 0
for any Oδ(−a,−b) as in Thm. 1.16 with Tp = R. We have
(L˜J)
∨ ⊗O(−a,−b) =
= O
(
eq − r − l
2
− |Eq ∩ T |+ |J | − αJ,T,l,E − a
)
⊠O(−αJ,T,l,E − b),
Consider the case when αJ,T,l,E = 0. Clearly, the sheaf is acyclic when
b 6= 0. Assume b = 0, 0 < a < r+s2 . It suffices to prove that
0 < |Eq ∩ T | −
eq − r − l
2
− |J |+ a ≤ r + s− 1.
Since αJ,T,l,E = 0, we have that |Eq ∩ T | −
eq−r−l
2 − |J | ≥ 0. To prove the
second inequality, as a < r+s2 , it suffices to prove that
|Eq ∩ T | −
eq − r − l
2
≤
r + s
2
.
This follows from Cor. 7.4.
Consider now the case when αJ,T,l,E > 0. In this case
(L˜J)
∨ ⊗O(−a,−b) = O(−a)⊠O(−αJ,T,l,E − b).
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Clearly, this is acyclic when a > 0. Assume a = 0, 0 < b < r+s2 . Therefore it
suffices to prove that for all J ⊆ R \ {1} we have
αJ,T,l,E =
eq − r − l
2
− |Eq ∩ T |+ |J | ≤
r + s
2
.
or equivalently that
eq − l
2
− |Eq ∩ T | ≤
s
2
+ 1.
This holds by Cor. 7.4 and this finishes the proof.
Now we use the following simple lemma applied to the functor
Db(Mp,q+1)→ BR →֒ D
b(Mp,q+1) :
Lemma 11.7. Let F : Db(A) → Db(B) be an exact functor. Let L• ∈ Db(A)
be a complex L1 → . . . → Lr. Suppose F (L1), . . . , F (Lr) ∈ B. Then F (L
•) is
isomorphic to a complex F (L1)→ . . .→ F (Lr) obtained by applying the functor
F to differentials of L•.
Proof. Induction on r using naive truncations. 
It follows from the lemma that T˜l,E = (L˜J) is a complex isomorphic to
(Tl,E)BR and its differentials are obtained by applying the functor T → TBR
to differentials in Tl,E = (LJ). More concretely, for j ∈ J , we have
LJ\{j} = LJ + δ1j
and the differentials in Tl,E are built from the maps σ : LJ → LJ\{j} given
by multiplication with a canonical section of O(δ1j). Likewise,
L˜J\{j} = L˜J + δ1j +
∑
Tp=R,
αJ,T,l,E>0
δT,T c ,
since
αJ\{j0},T,l,E =
{
αJ,T,l,E − 1 if αJ,T,l,E > 0
αJ,T,l,E = 0 otherwise
We claim that differentials in T˜l,E are built from the maps σ˜ : L˜J → L˜J\{j}
given bymultiplication with a canonical section ofO(δ1j+
∑
Tp=R,
αJ,T,l,E>0
δT,T c)
(note that these maps are in BR since it is a full subcategory). Indeed, con-
sider the diagram
L˜J
σ˜
−−−−→ L˜J\{j}y y
LJ
σ
−−−−→ LJ\{j}
where the left, resp., right, vertical maps are the canonical inclusions, given
by multiplication with a non-zero section of∑
αJ,T,l,E>0
αJ,T,l,EδT,T c (resp.,
∑
αJ,T,l,E>0
(αJ,T,l,E − 1)δT,T c).
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Clearly, this is a commutative diagram. Applying the functor T → TBR to
it gives a diagram
L˜J
σ˜
−−−−→ L˜J\{j}
=
y y=
L˜J
σBR−−−−→ L˜J\{j}
Which proves the claim. In particular, we have an exact triangle of a s.o.d.
T˜l,E → Tl,E → (Tl,E)AR . (11.1)
We claim that T˜l,E ∈ B. Since Tl,E is supported on ZR and ZR does not
intersect any of the boundary δ = δT,T c inMp,q+1 with Tp 6= R,R
′, we have
RHom
(
Tl,E,Oδ(−a,−b)
)
= 0,
for all a, b. Hence, RHom
(
T˜l,E,Oδ(−a,−b)
)
= 0 by (11.1) since supports of
objects in AR are also disjoint from δ. 
Proof of Claim 11.4. Let R′ = {1, . . . , r}. By Lemma 11.6, it suffices to prove
that for all subsets J ⊆ R′ \ {1} we have RΓ
(
L˜∨J ⊗ O(u,−
r+s
2 )
)
= 0. For
δ = δT,T c , with Tp = R
′, letting α := αJ,T,E′,l′ , we have
(L˜J)|δ = O
(
−
e′q − r − l
′
2
+ |E′q ∩ Tq| − |J |+ α,α
)
=
=
{
O(0, α) if α > 0
O(−
e′q−r−l
′
2 + |E
′
q ∩ Tq| − |J |, 0) if α = 0
.
If α = 0, the second component of L˜∨J ⊗ O(u,−
r+s
2 ) is O(−
r+s
2 ), which is
acyclic on Pr+s−1, and the result follows. Assume now α > 0. We have to
prove that
L˜∨J ⊗O(u,−
r + s
2
) = O(u,−α−
r + s
2
)
is acyclic, or equivalently, that α+ r+s2 ≤ r + s− 1, i.e., that
α =
e′q − r − l
′
2
− |E′q ∩ Tq|+ |J | ≤
r + s
2
− 1.
As |J | ≤ r − 1, it suffices to prove that
e′q − l
′
2
− |E′q ∩ Tq| ≤
s
2
.
This follows from Cor. 7.4 applied to the pair (E′, l′). 
Proposition 11.8. Let (l, E) be in group 2A or 2B on Mp,q+1, with Ep = R.
Then
(i) (
Lβ∗RT l,E
)
B
= T˜l,E,
except when r + s is even and one of the following holds:
– eq = l + s+ 2 and Tq ⊆ Eq (case 2A),
– eq + l = s, Eq ⊆ Tq (case 2B),
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in which case there is an exact triangle
T˜l,E →
(
Lβ∗RT l,E
)
B
→ QB,
where Q is generated by the sheaves OδT,Tc (0,−
r+s
2 ) with Tq ⊆ Eq.
(ii) RβR∗
(
T˜ ∨l,E
)
= T
∨
l,E,
(iii)
(
Lβ∗R′T l,E
)
B
= T˜l,E ,
(iv) RβR′∗
(
T˜ ∨l,E
)
= T
∨
l,E .
Proof. We note that T l,E isomorphic in D
b(MR) to the Koszul resolution of
the stratum ZR =
⋂
j∈R\{1} δ1j tensored with the line bundle L
′
:
0→ LR\{1} → . . .→
⊕
J⊆R\{1},|J |=r−2
LJ → . . .→
⊕
j∈R\{1}
Lj → L∅ → 0,
where for every subset J ⊆ R \ {1}, with 0 ≤ |J | ≤ r − 1, we let
LJ = L
′(
−
∑
j∈J
δ1j
)
, L
′
=
eq − r − l
2
ψ1 +
∑
k∈Eq
δ1k,
where all tautological classes are onMR.
Let T˜l,E = (L˜J ) as in Notn. 11.5. To show (i), we prove that there is an
exact triangle
T˜l,E →
(
Lβ∗RT l,E
)
B
→ QB (11.2)
with Q ∈ A (and so in fact Q = 0), except when r + s is even and either
eq = l+ s+2 (case 2A) or eq + l = s (case 2B), in which caseQ is generated
by the sheaves OδT,Tc (0,−
r+s
2 ).
For J ⊆ R \ {1}, 0 ≤ |J | ≤ r − 1, we have when Ep = R that
βR
∗LJ = LJ +
∑
Tp=R
α′J,T,E,lδT,T c = L˜J +
∑
Tp=R,
α′
J,T,l,E
>0
α′J,T,l,EδT,T c .
where we denote for simplicity
α′J,T,E,l = |Eq ∩ Tq| −
eq − r − l
2
− |J |.
(Using Notn. 1.14, if αJ,T,E,l > 0we have αJ,T,E,l = −α
′
J,T,E,l.)
Let QJ = Coker(L˜J → β
∗
RLJ). Then QJ is generated by the (push-
forwards from δT,T c toMp,q+1 of the) successive quotients
QiJ :=
(
L˜J + iδT,T c
)
|δT,Tc
= OT (α
′
J,T,l,E − i)⊠OT c(−i), (11.3)
for all 0 < i ≤ α′J,T,l,E. Then Q
i
J ∈ A if and only if i <
r+s
2 . We have
i ≤ α′J,T,l,E = |Eq ∩ Tq| −
eq − r − l
2
− |J | ≤ |Eq ∩ Tq| −
eq − l
2
+
r
2
≤
r + s
2
.
(11.4)
from Cor. 7.4, with equality exactly when J = ∅, and either eq = l + s + 2,
Tq ⊆ Eq (case 2A), or eq + l = s, Eq ⊆ Tq (case 2B), in which case
QiJ = O(0,−
r + s
2
),
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with 0 the component corresponding to markings from T . We conclude
arguing as in the proof of Lemma 11.6.
We now prove (ii). It suffices to prove that RβR∗(Q
i
J)
∨ = 0 for all quo-
tients (11.3). Up to shift,
(QiJ)
∨ =
(
L˜J + iδT,T c
)∨
⊗O(δT,T c)|δT,Tc = OT (−α
′
J,T,l,E+ i−1)⊠OT c(i−1)
As βR contracts the T -component, it suffices to prove that
0 < α′J,T,l,E − i+ 1 ≤ r + s− 1,
for all 0 < i ≤ |αJ,T,l,E|. The inequality follows if α
′
J,T,l,E ≤ r+ s− 1, which
follows from (11.4) as r+s2 ≤ r + s− 1 as r + s ≥ 2.
We now consider the case of the map βR′ . We have
β∗R′LJ =
eq − r − l
2
ψ1+
∑
k∈Eq
δ1k−
∑
j∈J
δ1j = L˜J +
∑
Tp=R,αJ,T,l,E>0
αJ,T,l,EδT,T c .
As before, let QJ = Coker(L˜J → β
∗
R′LJ). Then QJ is generated by the
(push-forwards of the) successive quotients
QiJ :=
(
L˜J + iδT,T c
)
|δT,Tc
= OT (−i)⊠OT c(αJ,T,l,E − i),
for all 0 < i ≤ αJ,T,l,E =
eq − r − l
2
− |Eq ∩ Tq|+ |J |.
Then QiJ ∈ A if and only if i <
r+s
2 . As |J | ≤ r − 1, we have
αJ,T,l,E =
eq − r − l
2
−|Eq∩Tq|+ |J | ≤
eq + r − l
2
−|Eq∩Tq|−1 ≤
r + s
2
−1,
(11.5)
by Cor. 7.4. Therefore, Q ∈ A and this proves (iii). To prove (iv), it suffices
to prove that
(QiJ)
∨ = (L˜J+iδT,T c)
∨⊗O(δT,T c)|δT,Tc = OT (i−1)⊠OT c(−(αJ,T,l,E−i)−1),
pushes forward to 0 by βR′ . As βR′ contracts the T
c-component, it suffices
to prove that
0 < αJ,T,l,E − i+ 1 ≤ r + s− 1,
for all 0 < i ≤ αJ,T,l,E, or equivalently that αJ,T,l,E ≤ r + s − 1, which
follows from (11.5) as r+s2 − 1 ≤ r + s− 1. 
There is a similar result for the bundles Fl,E :
Lemma 11.9. For any (l, E) in group 1A or 1B, we have
(1) (
Lβ∗R′Fl,E
)
B
= Fl,E ,
except when
– Ep ⊆ R
′, ep + l = r − 1, eq = s+ 1 (case 1A);
– R′ ⊆ Ep, ep = r + 1 + l, eq = s+ 1 (case 1B),
in which case there is an exact triangle
Fl,E →
(
Lβ∗R′Fl,E
)
B
→ QB,
where Q is generated by the sheaves
OδT,Tc (u,−
r + s
2
), Tp = R
′, Tq = Eq, 0 ≤ u <
r + s
2
.
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(2) RβR′∗F
∨
l,E = F
∨
l,E .
Proof. Part (1) follows from Prop. 9.3 and Cor. 9.4. Part (2) is a particular
case of Cor. 9.5. 
Theorem 11.10. Assume p = 2r ≥ 4, q = 2s+ 1 ≥ 1. In the notations of 11.2:
(1) If Ep = R, we have
RHomMR′
(Fl′,E′ ,T l,E) = 0 if e
′
q ≥ eq.
(2) If E′p = R
′, we have
RHomMR′
(T l′,E′, Fl,E) = 0 if e
′
q > eq.
(3) If Ep = E
′
p = R, we have
RHomMR′
(T l′,E′,T l,E) = 0,
if e′q ≥ eq , Eq 6= E
′
q or if Eq = E
′
q and l > l
′, and
RHomMR′
(T l,E,T l,E) = C.
(4) If Ep = R, E
′
p = R
′, we have
RHomMR′
(T l′,E′,T l,E) = 0 if e
′
q ≥ eq.
where all Fl,E for pairs (l, E) in group 1A or 1B, and T l,E are for (l, E) in group
2A or 2B.
For the remaining of this section we use the following:
Notation 11.11. SetR = {1, . . . , r},R′ = {r+1, . . . , p} and consider the loci
ZR →֒ MR′ , ZR′ →֒ MR′ , Y = ZR ∩ ZR′ .
We reduce Theorem 11.10 to a calculation of RΓ on loci ZR, ZR′ and Y :
Lemma 11.12. In order to prove Theorem 11.10, it suffices to prove the following:
(1) If (l′, E′) is in group 1A or 1B, and (l, E) is in group 2A or 2B, we have
RΓ
(
ZR, (Fl′,E′ |ZR)
∨ ⊗ T l,E) = 0 if e
′
q ≥ eq, R := Ep
(2) If (l, E) is in group 1A or 1B and (l′, E′) is in group 2A or 2B, we have
RΓ
(
ZR′ ,T
∨
l′,E′ ⊗ Fl,E |ZR′
⊗ c1(NZR′ |MR′
)
)
= 0 if e′q > eq, R
′ := E′p
(3) If (l, E), (l′, E′) are both in group 2A or 2B, then for
R := Ep = E
′
p,
RΓ
(
ZR,T
∨
l′,E′ ⊗ T l,E ⊗ (
∑
j∈J
δ1j
)
) = 0,
for all J ⊆ R \ {1} if e′q ≥ eq, Eq 6= E
′
q, or if Eq = E
′
q, l > l
′, and
RΓ
(
ZR,T
∨
l,E ⊗ T l,E ⊗ (
∑
j∈J
δ1j
)
) = 0,
for all ∅ 6= J ⊆ R \ {1}.
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(4) If (l, E), (l′, E′) are both in group 2A or 2B, then for
R := Ep, R
′ := E′p,
RΓ

Y,−( l + l′
2
+ 1
)
ψu +
1
2
∑
j∈E′q
ψj −
1
2
∑
j∈Eq
ψj

 = 0 if e′q ≥ eq.
Proof. This is very similar to the proof of Lemma 10.4:
(1) RHomMR′
(Fl′,E′ ,T l,E) = RΓ
(
ZR, (Fl′,E′ |ZR)
∨ ⊗ T l,E).
(2) As i!Fl,E = i
∗Fl,E⊗ c1(NZR′ |MR′
), where i : ZR′ →֒ MR′ is the canon-
ical embedding, we have by [Huy06, Cor. 3.38] (up to a shift) that
RHomMR′
(T l′,E′, Fl,E) = RΓ
(
ZR′ ,T
∨
l′,E′ ⊗ Fl,E |ZR′
⊗ c1(NZR′ |MR′
)
)
.
(3) Follows from tensoring the Koszul resolution of ZR with a line bun-
dle L such that iR∗(L|ZR) = Tl′,E′ and applying RHom(−,Tl,E).
(4) As in the proof of Lemma 10.4, we have
RHomMR′
(T l′,E′,T l,E) = RΓ
(
Y, (T l′,E′ |Y )
∨ ⊗ T l,E |Y ⊗ c1(NY |ZR)
)
= RΓ
(
Y, (Tl′,E′ |Y )
∨ ⊗ Tl,E |Y ⊗ (
∑
j∈R′\{p}
δjp)|Y
)
=
= RΓ
(
Y,−(
l + l′
2
+ 1)ψu +
1
2
∑
j∈E′q
ψj −
1
2
∑
j∈Eq
ψj)
using an analogue of Lemma 10.3. 
We prove this vanishing by a windows calculation on ZR, ZR′ and Y .
Notation 11.13. Since ZR and ZR′ intersect only boundary δT,T c with Tp =
R or R′, which get contracted in MR′ , they are smooth GIT quotients by
PGL2 of (P1)r+q+1. More precisely, let
X = (P1)r+q+1 = P1u × (P
1)r × (P1)q,
corresponding to the partition {u} ⊔ R′ ⊔ Q of the markings on ZR =
M{u}∪R′∪Q. Then ZR is a GIT quotient of X by PGL2. Likewise, let
X ′ = (P1)r+q+1 = (P1)r × P1v × (P
1)q,
corresponding to the partition R ⊔ {v} ⊔ Q of the markings on ZR′ =
MR∪{v}∪Q. Then ZR′ is a GIT quotient of X
′ by PGL2. In addition, let
X ′′ = (P1)q+2 = P1u × P
1
v × (P
1)q,
corresponding to the partition {u} ⊔ {v} ⊔Q of the markings onM{u,v}∪Q.
Then Y is the GIT quotient ofX ′′ by PGL2.
Vector bundles on ZR (resp., ZR′) correspond to PGL2-linearized vector
bundles onX = (P1)r+q+1 (resp.,X ′) as follows:
Fl,E |ZR = OX(|Ep ∩R|, Ep ∩R
′, Eq)⊗ Vl,
T l,E = OX(r + l, 0, Eq), if Ep = R,
KZR = O(−2,−2, . . . ,−2).
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Fl,E |ZR′
= OX′(Ep ∩R, |Ep ∩R
′|, Eq)⊗ Vl,
δ1j |ZR = O(2, 0, 0) (j ∈ R \ {1}), δpj |ZR′
= O(0, 2, 0) (j ∈ R′ \ {p}).
Remark 11.14. (The devil’s trick reloaded.) Since for any j ∈ R′ (resp.,
j ∈ R), we have ψu + ψj = 0 in ZR (ψv + ψj = 0 in ZR′ ) as δuj = ∅ (resp.,
δvj = ∅). Therefore, as in Rmk. 10.7, the line bundles
D := O(r,R′, 0) on X = (P1)r+q+1,
D := O(R, r, 0) on X ′ = (P1)r+q+1,
descend to trivial line bundles on ZR and ZR′ . Likewise, the line bundle
D := O(1, 1, 0) onX ′′ descends to the trivial line bundle on Y .
Proof of Theorem 11.10. We prove the vanishings in Lemma 10.4. As before,
we will first prove the PGL2-invariant vanishing holds on on X (cases (1)
and (3)), on X ′ (case (2)) and on X ′′ (case (4)) (resp., X ′ or X ′′) after ten-
soring with the devil line bundle DN , N ≫ 0, since it’s this tensor product
that will satisfy conditions of Theorem 10.6. Later on we check the weight
condition in Thm. 10.6.
For (1), assuming the weight condition,
RΓ
(
ZR, (Fl′,E′ |ZR)
∨ ⊗ T l,E ⊗ D
N ) =
RΓ
(
X,O(r + l − |E′p ∩R|+Nr,−E
′
p ∩R
′ +NR′,−E′q + Eq)⊗ Vl′
)PGL2 .
which is clearly 0 if E′q * Eq. Since here we assume e
′
q ≥ eq , we have that
E′q ⊆ Eq if and only if Eq = E
′
q. Assume Eq = E
′
q. In this case, we need to
consider
Vr+l−|E′p∩R|+Nr ⊗ VN−y1 ⊗ . . .⊗ VN−yr ⊗ Vl′ ,
where yi = 1 if the corresponding index in E
′
p ∩ R
′ and 0 otherwise. We
claim that the PGL2-invariant part is 0 by the Clebsch-Gordan formula. It
suffices to check that
r + l − |E′p ∩R|+Nr > Nr − |E
′
p ∩R
′|+ l′.
This follows if
l′ + |E′p ∩R| − |E
′
p ∩R
′| < r.
Since (l′, E′) is in group 1A or 1B, this follows by Cor. 7.6.
For (2), assuming the weight condition,
RΓ
(
ZR′ ,T
∨
l′,E′ ⊗ Fl,E |ZR′
⊗ c1(NZR′ |MR′
)⊗ DN
)
=
= RΓ
(
X ′,O(Ep∩R+NR, |Ep∩R
′|−r−l′+2(r−1)+Nr,Eq−E
′
q)⊗Vl
)PGL2 .
This is 0 if E′q * Eq, which follows from e
′
q > eq.
For (3), assuming the weight condition,
RΓ
(
ZR,T
∨
l′,E′ ⊗ T l,E ⊗ (
∑
j∈J
δ1j
)
⊗ DN ) =
= RΓ
(
X,O(2|J | + l − l′ +Nr,NR′, Eq − E
′
q)
)PGL2 ,
for all J ⊆ R \ {1}. This is 0 if E′q * Eq. Assume now Eq = E
′
q . In this case,
we need to consider
V2|J |+l−l′+Nr ⊗ V
⊗r
N ,
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whose PGL2-invariant part is 0 when l > l
′ or when l = l′, |J | > 0 by the
Clebsch-Gordan formula since in these cases we have
2|J | + l − l′ +Nr > Nr.
For (4), assuming the weight condition,
RΓ
(
Y, (T l′,E′ |Y )
∨ ⊗ T l,E |Y ⊗ c1(NY |ZR)⊗ D
N
)
=
RΓ
(
X ′′,O(l + l′ + 2 +N,N,Eq − E
′
q)
)PGL2 .
This is 0 if E′q * Eq. If Eq = E
′
q we have to consider
Vl+l′+2+N ⊗ VN ,
whose PGL2-invariant part is 0 by the Clebsch-Gordan formula as l + l
′ +
2 +N > N .
We now check that for each stratum, each of the cases (1)-(4) fall under
the assumption on weights of Thm. 10.6. The unstable loci in X (resp., X ′)
corresponding to the loci ZR (resp., ZR′) inMR′ have the following form:
– The locus KI , for I ⊆ Q, |I| ≥ s + 1 (resp., |I| ≥ s + 2), where u (resp., v)
and the indices in I come together. In this case,
η = 2|I|.
– The locus KJ,I , for J ⊆ R
′ (resp., J ⊆ R), I ⊆ Q, J 6= ∅, |I| ≥ 0, where u
(resp., v) and the indices in J and I come together. In this case,
η = 2|I|+ 2|J |.
– The locus LI , for I ⊆ Q, |I| ≥ s + 2 (resp., |I| ≥ s + 1), where the indices
in R′ and I (resp., R and I) come together. In this case,
η = 2|I|+ 2r − 2.
The devil line bundle O(r,R′, 0) onX has the property that
weightλO(r,R
′, 0)|z{u}∪J∪I = r + |J | − |R
′ \ J | = 2|J | > 0
while its weight for the other strata is 0 (similarly for O(R, r, 0) on X ′).
Therefore, the condition in Thm. 10.6 for the stratumKJ,I can be achieved
by tensoring with a high enoughmultiple of this line bundle. We only need
to consider the remaining strata.
Consider first cases (1) and (3) involving ZR ⊆ MR′ . For case (1) we need
to verify that the weights of the following vector bundle onX are > −η:
O(r + l − |E′p ∩R|,−E
′
p ∩R
′, Eq − E
′
q)⊗ Vl′ .
For the stratumKI (|I| ≥ s+ 1), we need to prove that
r+ l− l′−|E′p∩R|+ |E
′
p∩R
′|+ |Eq∩I|−|E
′
q∩I|−|Eq∩I
c|+ |E′q∩I
c| > −2|I|.
By (7.7) for the pair (l′, E′p), it suffices to prove that
l + |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| ≥ −2|I|.
Since the left hand side is greater than −|Ic| − |I| = −q − 1 = −2s − 2 and
|I| ≥ s + 1, the result follows. For the stratum LI (|I| ≥ s + 2), we need to
prove that
−r−l−l′+|E′p∩R|−|E
′
p∩R
′|+|Eq∩I|−|E
′
q∩I|−|Eq∩I
c|+|E′q∩I
c| > −2|I|−2r+2.
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By (7.7) for the pair (l′, E′p), it suffices to prove that
−l+ |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| ≥ −2|I|+ 2.
As −|E′q ∩ I|+ |E
′
q ∩ I
c| ≥ −|I|, it suffices to prove that
−l+ |Eq ∩ I| − |Eq ∩ I
c| ≥ −|I|+ 2.
This follows from Lemma 7.8 since |I| ≥ s+ 2.
For case (3) we need to verify that the weights of the following line bun-
dle onX are > −η:
O(2|J |+ l − l′, 0, Eq − E
′
q),
for all 0 ≤ |J | ≤ r − 1. For the stratumKI , we need to prove that
l − l′ + 2|J |+ |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| > −2|I|.
Note that it suffices to prove that
−l′ − |E′q ∩ I|+ |E
′
q ∩ I
c| − |Ic| > −2|I|.
This follows from Lemma 7.8 since |I| ≥ s + 1 for the locus KI in X. For
the stratum LI (|I| ≥ s+ 2), we need to prove that
−l + l′ − 2|J |+ |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| > −2|I| − 2r + 2,
or equivalently,
−l + l′ + |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| > −2|I|.
As the left hand side is greater or equal than −l+ |Eq ∩ I| − |Eq ∩ I
c| − |I|,
it suffices to prove
−l + |Eq ∩ I| − |Eq ∩ I
c| > −|I|.
This follows from Lemma 7.8 since |I| ≥ s+ 2.
For case (2), involving ZR′ ⊆ MR′ , the relevant vector bundle onX
′ is
O(Ep ∩R, |Ep ∩R
′|+ r − l′ − 2, Eq − E
′
q)⊗ Vl.
For the stratumKI (|I| ≥ s+ 2), we need to prove that
r−l−l′−2+|Ep∩R
′|−|Ep∩R|+|Eq∩I|−|E
′
q∩I|−|Eq∩I
c|+|E′q∩I
c| > −2|I|.
By (7.7) for the pair (l, Ep), it suffices to prove that
−l′ − 1 + |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| > −2|I|.
As the left hand side is greater or equal than−l′−1−|E′q∩I|+|E
′
q∩I
c|−|Ic|,
it suffices to prove that
−l′ − |E′q ∩ I|+ |E
′
q ∩ I
c| ≥ |Ic| − 2|I|+ 2.
This follows from Lemma 7.8 since |I| ≥ s+ 2.
For the stratum LI (|I| ≥ s+ 1), we need to prove that
−r+l′−l+2+|Ep∩R|−|Ep∩R
′|+|Eq∩I|−|E
′
q∩I|−|Eq∩I
c|+|E′q∩I
c| > −2|I|−2r+2.
By (7.7) for the pair (l, Ep), it suffices to prove that
l′ + |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| ≥ −2|I|.
As the left hand side is greater or equal than −|I| − |Ic| = −q − 1, the
inequality follows since |I| ≥ s+ 1.
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We now consider Case (4). Up to symmetry, the unstable loci in
X ′ = (P1)q+3 = P1u × P
1
v × (P
1)q+1
corresponding to Y = ZR ∩ ZR′ ⊆ MR′ have the following form:
(1) The locus K ′I , for I ⊆ Q, |I| ≥ s + 1, where u and the indices in I
come together. In this case, η = 2|I|.
(2) The locus K ′′I , for I ⊆ Q, |I| ≥ s + 2, where v and the indices in I
come together. In this case, η = 2|I|.
(3) The locus K ′′′I , for I ⊆ Q, |I| ≥ 0, where u, v and the indices in I
come together. In this case, η = 2|I|+ 2.
As before, the devil line bundle O(1, 1, 0) on X ′′ has the property that
weightλO(1, 1, 0)|z{u,v}∪I = 2 > 0.
while its weight for the other strata is 0. Hence, as before, we only have to
consider the strataK ′I ,K
′′
I .
We verify that the weights ofO(l+ l′+2, 0, Eq −E
′
q) are > −2|I|. For the
stratumK ′I (|I| ≥ s+ 1), we need to prove that
l + l′ + 2 + |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| > −2|I|.
This is clear, as the left hand side is greater or equal than 2 − |I| − |Ic| =
2− (q + 1) = −2s and |I| ≥ s+ 1.
For the stratumK ′′I (|I| ≥ s+ 2), we need to prove that
−l − l′ + |Eq ∩ I| − |E
′
q ∩ I| − |Eq ∩ I
c|+ |E′q ∩ I
c| > −2|I|+ 2.
We apply Lemma 7.8 to the pairs (l, Eq) (for the set I
c) and (l′, E′q) (for the
set I). Recall that e′q ≥ eq . If in case 2A and e
′
q ≤ s (resp., case 2B and
e′q ≤ s+ 1 ), then Lemma 7.8 implies that
−l + |Eq ∩ I| − |Eq ∩ I
c| ≥ −s+ 1, (resp., ≥ −s),
−l′ − |E′q ∩ I|+ |E
′
q ∩ I
c| ≥ −s+ 1, (resp., ≥ −s),
and the inequality follows by summing up, as −2s > −2|I|+ 2.
If in case 2A and e′q > s ≥ eq (resp., case 2B and e
′
q > s + 1 ≥ eq), then
Lemma 7.8 implies that
−l + |Eq ∩ I| − |Eq ∩ I
c| ≥ −s+ 1, (resp., ≥ −s),
−l′ − |E′q ∩ I|+ |E
′
q ∩ I
c| ≥ −2|I|+ s+ 2, (resp., ≥ −2|I|+ s+ 3),
and the inequality follows again by summing up.
If in case 2A and eq > s (resp., case 2B and eq > s + 1), then Lemma 7.8
implies that
−l+ |Eq ∩ I| − |Eq ∩ I
c| ≥ −2|Ic|+ s+ 2 (resp., ≥ 2|Ic|+ s+ 3),
−l′ − |E′q ∩ I|+ |E
′
q ∩ I
c| ≥ −2|I|+ s+ 2 (resp., ≥ 2|Ic|+ s+ 3),
and the inequality follows again by summing up, since
−2|I| − 2|Ic|+ 2s + 4 > −2|I|+ 2,
(as |Ic| < s+ 1, since |I| ≥ s+ 2). 
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12. PROOF OF THM. 1.8 (FULLNESS: P ODD)
Recall that Cor. 4.7 and Thm. 4.8 follow from Thm. 1.8, as proved in
Section 4. In this section we prove that exceptional collection of Thm. 1.8,
call it C, is full. By Prop. 4.1, it suffices to prove the following lemma:
Lemma 12.1. Let p = 2r + 1. Every vector bundle Fl,E (with l + e is even) on
Mp is generated by vector bundles in the collection C.
Proof. We consider the following function, which we call the score:
S(l, E) = l +min(e, p − e).
We will prove an equivalent dual statement that every vector bundle F∨l,E
onMp is generated by bundles F
∨
l,E in the range S(l, E) ≤ r − 1. We argue
by induction on the score and for fixed score, by induction on l. Clearly, the
statement holds when S(l, E) ≤ r − 1 by definition of the collection C∨.
Let a ≥ r and assume that all the bundles F∨l,E with S(l, E) < a are
generated by C∨. Let F∨l,E be a bundle such that S(l, E) = a. We consider
two cases: e = |E| ≤ r and e = |E| ≥ r + 1.
Assume e ≤ r. Let I ⊆ {1, . . . , p} with I ∩ E = ∅ and |I| = r + 1. We
consider the Koszul complex for the diagonal
U = ∆I∪{x} ⊆ (P
1)p × P1x,
0← OU ← O ←
⊕
i∈I
O(−ei − ex)←
⊕
i,k∈I
O(−ei − ek − 2ex)← . . .
← O(−
∑
i∈I
ei − (r + 1)ex)← 0
We tensor this resolution with
O(−
∑
j∈E
ej + lex)
and take derived push-forwards of its terms via the projection map π :
(P1)p+1 → (P1)p, which we then restrict to the semistable locus in (P1)p.
Since π(U) is in the unstable locus, we obtain the following objects:
0 F∨l,E
⊕
i∈I
F∨l−1,E∪{i} . . .
⊕
J⊆I,|J |=j
F∨l−j,E∪J . . .
⊕
J⊆I,|J |=l
F∨0,E∪J 0
⊕
J⊆I,|J |=l+2
F∨0,E∪J [−1] . . .
⊕
F∨j−l−2,E∪J [−1] . . . F
∨
r−l−1,E∪I [−1],
where the terms F∨l−j,E∪J appear as R
0π∗ as long as 0 ≤ j ≤ l, the 0 term
appears when j = l + 1 (which happens if l ≤ r; if l > r then the last term
that appears is F∨l−r−1,E∪I), while the terms F
∨
j−l−2,E∪J appear as R
1π∗ in
the range l + 2 ≤ j ≤ r + 1 by applying the Grothendieck duality.
We claim that the first object (F∨l,E) is generated by the remaining objects,
which are all generated by C∨ by induction. It will follow that F∨l,E is gener-
ated by C∨. For the first claim, we can apply the standard spectral sequence
[Huy06, 2.66] to get an exact sequence:
0← F∨l,E ←
⊕
i∈I
F∨l−1,E∪{i} ← . . .←
⊕
J⊆I,|J |=j
F∨l−j,E∪J ← . . .←
⊕
J⊆I,|J |=l
F∨0,E∪J
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←
⊕
J⊆I,|J |=l+2
F∨0,E∪J ← . . .←
⊕
J⊆I,|J |=j
F∨j−l−2,E∪J ← . . .←
⊕
F∨r−l−1,E∪I ← 0.
The 0 term in the middle disappears as it is bypassed by the differential d2.
But in fact we do not need to be so specific and can just use the following
simple lemma which we are going to use repeatedly in the remainder of
the paper:
Lemma 12.2. Let F : D(A) → T be an exact functor of triangulated categories
and let 0 → A1 → . . . → An → 0 be an exact sequence in A. Then any of the
objects F (A1), . . . , F (An) belong to the triangulated subcategory of T generated
by the remaining objects.
Proof. It suffices to prove that each Ai is generated by the remaining ones
inD(A). This is clear by considering the short exact sequences arising from
0→ A1 → . . .→ An → 0. 
We now prove that the remaining terms are generated by C∨ by induc-
tion. Consider the two types of terms:
(a) The terms F∨
l˜,E˜
= F∨l−j,E∪J have scores
S(l˜, E˜) = (l−j)+min{e+j, p−e−j} ≤ (l−j)+(e+j) = l+e = S(l, E) = a,
and we are done by induction, since l˜ ≤ l, with equality if and only if
(l˜, E˜) = (l, E).
(b) The terms F∨
l˜,E˜
= F∨j−l−2,E∪J (l + 2 ≤ j ≤ r + 1) have scores
S(l˜, E˜) = (j − l − 2) + min{e+ j, p − e− j} ≤ (j − l − 2) + (p− e− j) =
= p− e− l − 2 = p− a− 2
since S(l, E) = l+ e = a. But p− a− 2 < a since since a ≥ r. It follows that
these terms are generated by C∨ by induction.
Assume e ≥ r + 1. Let I ⊆ E, |I| = r + 1 and let E′ = E \ I . As before,
we tensor the above Koszul resolution of ∆I∪{x} ⊆ (P
1)p × P1 with
O
(
−
∑
k∈E′
ek + (r − 1− l)ex
)
,
take derived push-forwards via the projectionmap π and apply Lemma 12.2:
0 F∨r−1−l,E′
⊕
i∈I
F∨r−2−l,E′∪{i} . . .
⊕
J⊆I,|J |=j
F∨r−1−l−j,E′∪J . . .
. . .
⊕
J⊆I,|J |=r−1−l
F∨0,E′∪J 0
⊕
J⊆I,|J |=r+1−l
F∨0,E′∪J . . .
. . .
⊕
J⊆I,|J |=j
F∨l+j−r−1,E′∪J . . . F
∨
l,E ,
where the terms F∨r−1−l−j,E′∪J appear as R
0π∗ for 0 ≤ j < r − l, the 0 term
appears when j = r − l, and the terms F∨l+j−r−1,E′∪J appear as R
1π∗ for
r + 1− l ≤ j < r + 1.
Consider the two types of terms and we compare theirs scores with
a = S(l, E) = l + p− e.
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(a) The terms F∨
l˜,E˜
= F∨r−1−l−j,E′∪J have scores
S(l˜, E˜) = (r−1−l−j)+min{e′+j, p−e′−j} ≤ (r−1−l−j)+(e′+j) = e−l−2,
(where e′ = |E′| = e − r − 1). But since we assume a = l + p − e ≥ r, we
have
l + p− e > e− l − 2
and we are done by induction.
(b) The terms F∨
l˜,E˜
= F∨l+j−r−1,E′∪J have scores
S(l˜, E˜) = (l+ j− r−1)+min{e′+ j, p−e′− j} ≤ (l+ j− r−1)+p−e′− j =
= l + p− e = S(l, E),
and we are done by induction, since l˜ = l+ j − r− 1 ≤ l (as j ≤ r+1) with
equality if and only if j = r + 1, i.e., J = I (that is (l˜, E˜) = (l, E)). 
13. PROOF OF THM. 1.11 (FULLNESS: P EVEN, Q ODD)
Theorem 13.1. Assume p = 2r ≥ 4, q = 2s+ 1 ≥ 1. The vector bundles {Fl,E}
for all l ≥ 0, E ⊆ P ∪ Q, e = |E|, with l + e even, are generated by any of the
two exceptional collections in Db(Mp,q) given by Thm. 1.11. In particular, these
exceptional collections are full.
Proof. We prove equivalently that the dual of the collection in Thm. 1.11
(groups 1A and 2, resp. 1B and 2), call it C, generates all the duals F∨l,E . We
will do an induction based on the “score” of a pair (l, E), defined as:
S(l, E) = l +min{ep, p − ep}+min{eq, q − eq}.
For equal scores, we do an induction on l.
If S(l, E) ≤ r − 2, then l + min{ep + 1, p + 1 − ep} ≤ r − 1, i.e., the pair
(l, E) belongs to both groups 1A and 1B. This ensures the base case of the
induction.
We now assume that we have a pair (l, E) (not in group 1A, resp. 1B)
such that for any (l′, E′) with S(l′, E′) < S(l, E), or if S(l, E) = S(l′, E′)
and l′ < l, then the bundle F∨l′,E′ is generated by C
∨.
We will use three constructions based on the Koszul complex. We will
call a set I ⊆ P ∪ Q stable if ip ≤ r − 1 or if ip = r, iq ≤ s. Otherwise, I
is called unstable (the usual notions of GIT stability giving Mp,q). Given a
subset I ⊆ P ∪Q, we consider the Koszul complex for
U = ∆I∪{x} ⊆ (P
1)p+q × P1x
0← OU ← O ←
⊕
k∈I
O(−ek − ex)←
⊕
k,j∈I
O(−ek − ej − 2ex)
← . . .← O(−
∑
k∈I
ek − iex), i = |I|.
Koszul Game 1: Assume I is an unstable set and E ⊆ P ∪ Q is such that
E ∩ I = ∅. Assume e + l even. Tensoring the Koszul complex above with
O(−
∑
k∈E ek + lex) and pushing forward gives objects:
0 F∨l,E . . .
⊕
J⊆I,|J |=j
F∨l−j,E∪J . . .
⊕
J⊆I,|J |=l
F∨0,E∪J 0
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J⊆I,|J |=l+2
F∨0,E∪J [−1] . . .
⊕
J⊆I,|J |=j
F∨j−l−2,E∪J [−1] . . . F
∨
i−l−2,E∪I [−1],
where the second part of the sequence appears only when i ≥ l + 2, and if
i ≤ l, the first part stops at F∨l−i,E∪I .
Koszul Game 2: Assume I is an unstable set and E′ ⊆ P ∪ Q is such that
E′ ∩ I = ∅. We will apply this for E = E′ ∪ I . In particular, we assume e+ l
even. Tensoring the Koszul complex above with O(−E′, i− 2− l), pushing
forward gives objects:
0 F∨i−2−l,E′ . . .
⊕
J⊆I,|J |=j
F∨i−2−l−j,E′∪J . . .
⊕
J⊆I,|J |=i−2−l
F∨0,E′∪J
0
⊕
J⊆I,|J |=i−l
F∨0,E′∪J [−1] . . .
⊕
J⊆I,|J |=j
F∨j−i+l,E′∪J [−1] . . . F
∨
l,E′∪I [−1],
where the first group of objects appears only when i ≥ l + 2, while if i ≤ l,
the second part starts at F∨l−i,E′.
Koszul Game 3: Assume I = Ep = R, E ⊆ P ∪ Q, where R ⊆ P , |R| = r,
e+ l even. We tensor the Koszul complex above with
O

−∑
j∈Eq
ej + (r − 2− l)ex


and push forward. Unlike in the previous games, the torsion object is in the
semistable locus. Note that identifying U ∼= ∆R = (P)1u × (P
1)r+q+1, where
u is the marking corresponding to indices in R, we have
O

−∑
j∈Eq
ej + (r − 2− l)ex


|U
= O
(
−
∑
j∈Eq
ej + (r − 2− l)eu
)
,
which descends to ZR ⊆ Mp,q as the line bundle
−
r − 2− l
2
ψu +
1
2
∑
j∈Eq
ψj = −
r − 2− l + eq
2
ψu −
∑
j∈Eq
δju.
Using Lemma 13.2, terms have the following derived push-forwards:
0 T ∨l,E[r−1] F
∨
r−l−2,Eq . . .
⊕
J⊆R,|J |=j
F∨r−2−l−j,Eq∪J . . .
⊕
J⊆R,|J |=r−2−l
F∨0,Eq∪J
0
⊕
J⊆R,|J |=r−l
F∨0,Eq∪J [−1] . . .
⊕
J⊆R,|J |=j
F∨l−r+j,Eq∪J [−1] . . .
. . . F∨l,Eq∪R[−1] = F
∨
l,E[−1],
where the first part of the sequence of bundles F∨r−2−l−j,Eq∪J appears only
when r ≥ l+2, while if r ≤ l, then the second part of the sequence starts at
F∨l−r,Eq . Note that the score of every F
∨
l˜,E˜
with (l˜, E˜) 6= (l, E) in the Koszul
game 3 is strictly lower than the score of F∨l,E :
(a) For (l˜, E˜) = (r − 2− l − j, Eq ∪ J) (0 ≤ j ≤ r − 2− l), the score S˜ is
S˜ = (r − 2− l − j) + j +min{eq, q − eq} = r − 2− l +min{eq, q − eq},
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and clearly, we have S˜ < S := S(l, E) = l + r +min{eq, q − eq}.
(b) For (l˜, E˜) = (l − r + j, Eq ∪ J) (0 ≤ j ≤ r), the score S˜ is
S˜ = (l − r + j) + j +min{eq, q − eq} = l − r + 2j +min{eq, q − eq},
and clearly, we have again S˜ < S if J 6= R, i.e., E˜ 6= E.
In particular, if our starting pair (l, E) is in group 2, since Tl,E is in C,
the bundle F∨l,E is generated by C
∨ by induction, since all other terms in
the above Koszul resolution have lower score. There are four cases in the
induction argument.
Case 1: ep < r. Since we assume that (l, E) is not in group 1A (resp. 1B),
we have l + ep ≥ r (resp. l + ep ≥ r − 1). We play the Koszul game 1 with
a set I = Ip, ip = r + 1 (“minimal” unstable I disjoint from E). We verify
that the score of every F∨
l˜,E˜
in the complex is less or equal than
S := S(l, E) = l + ep +min{eq, q − eq}.
(a) Let (l˜, E˜) = (l− j, E ∪ J) (0 < j ≤ l). Note that l = 0 cannot occur for
this type of F∨
l˜,E˜
. The score S˜ is
S˜ = (l − j) + min{ep + j, p − ep − j}+min{eq, q − eq} =
= l+min{ep, p− ep − 2j}+min{eq, q − eq} ≤ l+ ep +min{eq, q − eq} = S.
As j > 0, we are done by induction on l.
(b) For (l˜, E˜) = (j − l − 2, E ∪ J) (l + 2 ≤ j ≤ i), the score S˜ is
S˜ = (j − l − 2) +min{ep + j, p− ep − j} +min{eq, q − eq}.
Since ep+j ≥ ep+ l+2 ≥ r+1, we havemin{ep+j, p−ep−j} = p−(ep+j)
and therefore, in case 1A, using l + ep ≥ r, we have
S˜ = p− ep − l − 2 + min{eq, q − eq} < S.
In case 1B, we still have to consider the situation l + ep = r − 1. But then
l˜ + (p − e˜p) = (j − l − 2) + (p − ep − j) = r − 1,
and therefore Fl˜,E˜ is in 1B.
Case 2: ep = r, eq ≤ s. If (E, l) is in group 2, as remarked above, we can
play the Koszul game 3 to reduce the score. Hence, we may assume (E, l)
is not in group 2, i.e., l + eq ≥ s.
We now play the Koszul game 1 with a set I with ip = r, iq = s + 1
(“minimal” unstable I). We verify that the the score of every F∨
l˜,E˜
in the
complex is less or equal than
S := S(l, E) = l + r + eq.
a) Let (l˜, E˜) = (l − j, E ∪ J) (0 < j ≤ l). Note again that l = 0 cannot
occur for this type of F∨
l˜,E˜
. The score S˜ is
S˜ = (l − j) + (r − jp) + min{eq + jq, q − eq − jq} ≤
≤ (l − j) + (r − jp) + (eq + jq) = l + r + eq − 2jp ≤ S,
As j > 0, we are done by induction on l.
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(b) For (l˜, E˜) = (j − l − 2, E ∪ J) (l + 2 ≤ j ≤ i), the score S˜ is
S˜ = (j − l − 2) + (r − jp) + min{eq + jq, q − eq − jq} ≤
≤ (j − l − 2) + (r − jp) + (q − eq − jq) < l + r + eq = S
since we assume l + eq ≥ s.
Case 3: ep ≥ r + 1. We may assume (E, l) is not in group 1A (resp., 1B).
Then l+(p+1−ep) ≥ r (resp., l+(p−ep) ≥ r), or equivalently, ep ≤ l+r+1
(resp., ep ≤ l+r). We now play the Koszul game 2 with the set I = Ip ⊆ Ep,
ip = r+1 (iq = 0) and with E
′
p = Ep \ Ip, E
′
q = Eq (e
′
p = ep− (r+1), e
′
q = eq
– so “minimal” unstable I).
We verify that the score of every F∨
l˜,E˜
in the complex is less than or equal
to
S := S(l, E) = l + (p− ep) + min{eq, q − eq}.
a) For (l˜, E˜) = (i− l − 2− j, E′ ∪ J) (0 ≤ j ≤ i− l − 2), the score S˜ is
S˜ = (i− l − 2− j) + min{e′p + j, p − e
′
p − j} +min{eq, q − eq} ≤
≤ (i− l− 2− j) + (e′p + j) + min{eq, q − eq} = ep − l− 2 +min{eq, q − eq}.
In case 1B, since ep ≤ l+ r, we have S˜ < S. In case 1A, since ep ≤ l+ r+1,
we have S˜ < S, unless ep = l+r+1, when S˜ = S. However, if ep = l+r+1,
we can move on as F∨
l˜,E˜
is in group 1A:
l˜ +min{e′p + j, p + 1− e
′
p − j} ≤ (i− l − 2− j) + (e
′
p + j) = r − 1.
b) (l˜, E˜) = (j − i+ l, E′ ∪ J) (max{i− l, 0} ≤ j < i), the score S˜ is
S˜ = (j − i+ l) + min{e′p + j, p − e
′
p − j}+min{eq, q − eq} ≤
≤ (j− i+ l)+(p−e′p− j)+min{eq, q−eq} = l+p−ep+min{eq, q−eq} = S
(since e′p = ep− i). If S˜ = S, we are done by induction on l since j− i+ l < l.
Note again that in this case l > 0.
Case 4: ep = r, eq ≥ s+ 1. If (E, l) is in group 2, as remarked above, we can
play the Koszul game 3 to reduce the score. Hence, we may assume (E, l)
is not in group 2, i.e., l + (q − eq) ≥ s, or equivalently, eq ≤ l + s+ 1.
We now play the Koszul game 2 with the set I with Ip = Ep, Iq = Eq, i.e.,
E′ = ∅ (“maximal” unstable I with I ⊆ E). In particular, we have i = e.
We verify that the score of every F∨
l˜,E˜
in the complex is less or equal than
S := S(l, E) = l + r + q − eq.
a) For (l˜, E˜) = (i− l − 2− j, J) (0 ≤ j ≤ i− l − 2), the score S˜ is
S˜ = (i− l − 2− j) + jp +min{jq, q − jq} ≤ (i− l − 2− jq) + jq = .
= i− l − 2 = r + eq − l − 2 < l + r + q − eq = S,
since by assumption eq ≤ l + s+ 1.
b) (l˜, E˜) = (j − i+ l, J) (max{i− l, 0} ≤ j < i = e), the score S˜ is
S˜ = (j − i+ l) + jp +min{jq, q − jq} ≤ jq − i+ l + 2jp + (q − jq) =
= q − i+ l + 2jp = q − eq − r + l + 2jp ≤ l + r + q − eq,
with equality if and only if jq ≥ s + 1, jp = r. Since j < i, we are done by
induction on l since j − i+ l < l. Note again that in this case l > 0. 
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Lemma 13.2. Let M be one of Mp,q or Mp,q+1. Let R ⊆ P , |R| = r and let
i : ZR → M denotes the inclusion map. If (l, E) is a pair with Ep = R, the
derived dual of Tl,E = i∗
(eq−r−l
2 ψu +
∑
j∈Eq
δju
)
is given by
T ∨l,E = i∗

2− eq − r + l
2
ψu −
∑
j∈Eq
δju

 [1− r].
Proof. If L is a line bundle such that L|ZR = Tl,E then
T ∨l,E = L
∨ ⊗O∨ZR = L
∨ ⊗ detNZR ⊗OZR [−c]
[Huy06, 3.40], where c = r − 1 is the codimension of ZR and
(detNZR)|ZR =
∑
j∈R\{1}
(δ1j)|ZR = −(r − 1)ψu
is the determinant of the normal bundle. 
Corollary 13.3. Db(Mp,q) is generated by the bundles Fl,E with (l, E) in group
1A (resp., 1B) and group 2.
Proof. This follows immediately from the proof of Thm. 13.1. 
We finish this section by analyzing fullness on Up,q, the universal family
overMp,q. Note that this is also a Hassett space as well as a GIT quotient.
Notation 13.4. We let Q˜ = Q ∪ {z}, where z is an extra index.
On Up,q we have bundles Fl,E by Def. 3.3. We use the same groups 1A,
1B, 2A and 2B as in Thm. 1.16.
Theorem 13.5. Db(Up,q) is generated by the bundles Fl,E with (l, E) in one of
the following groups: (i) 1A (resp., 1B), (ii) 2A with z /∈ E, (iii) 2B with z ∈ E.
Proof. This is a consequence of Orlov’s Theorem for Up,q → Mp,q (a P1 bun-
dle) and is similar to the proof of Lemma 9.8. If z /∈ E, the range 2A on
Up,q is exactly the range of group 2 onMp,q and the range 1A (resp., 1B) on
Up,q corresponds to 1A (resp., 1B) on Mp,q. Hence, by Cor. 13.3 the objects
with z /∈ E generateDb(Mp,q). If z ∈ E, the range 2B on Up,q is exactly the
range of group 2 onMp,q and the range 1A (resp., 1B) on Up,q corresponds
to 1B (resp., 1A) onMp,q. Hence, the corresponding duals {F
∨
l,Ec} generate
Db(Mp,q). As Fl,E = F
∨
l,Ec ⊗F0,Σ, it follows that the objects with z ∈ E gen-
erateDb(Mp,q)⊗F0,Σ. As in the proof of Lemma 9.8, the result now follows
by Orlov’s theorem. 
14. PROOF OF THM. 1.16 (FULLNESS: P EVEN, Q˜ EVEN)
Notation 14.1. Throughout this section p = 2r, q = 2s+1, Q˜ = Q∪{z}. As
in Notn. 9.7, let β = βz : Mp,q+1 → Up,q be the morphism that contracts the
T component of any boundary δT,T c if z ∈ T . Recall, when q + 1 = 0, this
is the map Mp → Mp−1,1 which lowers the weight of a heavy index (which
we call z). Let S′ be the score of Notation 7.1.
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Notation 14.2. We let A to be the subcategory in Db(Mp,q+1) generated by
the torsion sheaves OδT,Tc (−a,−b) of Notn. 1.14. Let C be the collection of
Theorem 1.16 (exceptional by § 11) which consists of sheaves in A, vector
bundles Fl,E in group 1A (resp., 1B) combined with the complexes T˜l,E
in group 2B. We let C′, resp., C′F , be the collection obtained from C by
replacing complexes T˜l,E in C with the torsion sheaves Tl,E, resp., the vector
bundles Fl,E . Note that these collections are not, in general, exceptional.
Theorem 14.3. Let l ≥ 0, E ⊆ P ∪ Q˜, S′(l, E) ≤ r+ s. Then the bundle Fl,E is
generated by C′F . More precisely, Fl,E can be generated byA together with {Fl′,E′}
with (l′, E′) in group 1A (resp., 1B) or 2B and such that S′(l′, E′) ≤ S′(l, E).
To prove Thm. 14.3, recall the notations of Section 8: let α : W → Mp,q+1
be the universal family and f : W → Mp,q+2 = MP,Q˜∪{y} the birational
map that contracts the T c component of boundary divisors δT∪{y},T c onW
(where y is the newmarking onW ). When q+1 = 0, we haveMp,q+2 = Mp,1
and f : W → Mp−1,1 is the map considered in Section 12.
Remark 14.4. For l ≥ 0, E ⊆ Q˜, the pair (l, E) can be considered on both of
Mp,q+1 andMp,q+2. Such a pair (l, E) is in group 1A (resp., 1B) onMp,q+1 if
and only if (l, E) is in group 1A (resp., 1B) on Mp,q+2. Furthermore, (l, E)
is in group 2B on Mp,q+1 if and only if (l, E) is in group 2 on Mp,q+2. The
score S′(l, E) onMp,q+1 relates to
S(l, E) = l +min{ep, p− ep}+min{eq, q + 2− eq},
(the score onMp,q+2 as introduced in the previous section) by
S′(l, E) =
{
S(l, E) if eq ≤ s+ 1
S(l, E) − 1 if eq ≥ s+ 2.
Lemma 14.5. For all (l, E) onMp,q+2 in groups 1A, 1B, 2, we have
S(l, E) ≤ r + s,
with equality if and only if we are in one of the following cases:
(1A) ep = r − 1− l, eq = s+ 1 or s+ 2;
(1B) ep = r + 1 + l, eq = s+ 1 or s+ 2;
(2) ep = r, eq = s− l or l + s+ 3.
Lemma 14.6. Let l ≥ 0 and E ⊆ P ∪ Q˜. Then on Mp,q+1 the bundle Fl,E and
the complex Rα∗f
∗Fl,E are related by quotients of the form
Q = OδT,Tc (−v, u), 0 ≤ u ≤ m1(T
c)− 1, 0 < v ≤ m1(T
c)− 1, (14.1)
m1(T
c) := max
(
0, |E ∩ T c| −
e− l
2
)
≤
S′(l, E)
2
.
In particular, Fl,E and Rα∗f
∗Fl,E are related by quotients in A if the score
S′(l, E) ≤ r + s.
Proof. By Prop. 8.4, the bundles Fl,E and f
∗Fl,E on W are related by quo-
tients
−jH ⊠O(u), 0 < j ≤ m1(T
c), 0 ≤ u ≤ m1(T
c)− 1,
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supported on δT∪{y},T c = Bl1P
r+s × Pr+s−1. By Lemma 5.5, Rπ∗(−jH) = 0
if j = 1, while if j ≥ 2, it is generated by O(−v) with 1 ≤ v ≤ j − 1.
It follows that Rα∗
(
− jH ⊠O(u)
)
is generated by quotients (14.1). The rest
follows from Lemma 7.2. 
Lemma 14.7. Let l ≥ 0, E ⊆ P ∪ Q˜. Assume S′(l, E) ≤ r + s. On Mp,q+2,
the bundle Fl,E can be generated by {Fl′,E′} for (l
′, E′) belonging to group 1A
(resp., 1B) and 2 onMp,q+2 such that y /∈ E
′, and such that S′(l′, E′) ≤ S′(l, E).
Proof. We follow in the footsteps of the proof of Thm. 13.1 and do an in-
duction on the score S(l, E) onMp,q+2 and for equal scores induction on l.
(Recall, S(l, E) = S′(l, E) if eq ≤ s+1 and S(l, E) = S
′(l, E)+1 if eq ≥ s+2).
We only point out the main arguments for each case.
Case 1: ep < r. As in Case 1 of Thm. 13.1, we may assume (E, l) is not
in group 1A (resp., 1B). Using the Koszul game 1, we generate Fl,E with
Fl˜,E˜ with E˜ of the form E ∪ J , with J a set of heavy indices (in particular,
y /∈ E˜) and such that either S(l˜, E˜) < S(l, E) or S(l˜, E˜) = S(l, E), l˜ < l (to
which one has to add, when working with group 1B, the possibility that
S(l˜, E˜) = S(l, E) and (l˜, E˜) is in group 1B). Since E˜q = Eq, we have that
either that S′(l˜, E˜) = S(l˜, E˜), S′(l, E) = S(l, E), or S′(l˜, E˜) = S(l˜, E˜) − 1,
S′(l, E) = S(l, E) − 1. In particular, S′(l˜, E˜) ≤ S′(l, E) ≤ r + s, i.e., the
hypotheses in the Lemma are satisfied for (l˜, E˜).
Case 2: ep = r, eq ≤ s+ 1. By our assumption that S
′(l, E) ≤ r + s, we can-
not have that eq = s+ 1. Hence, eq ≤ s. As in Case 2 of Thm. 13.1, we may
assume (E, l) is not in group 2 onMp,q+2. Using the Koszul game 1 for a set
I disjoint from E with |Ip| = r and |Iq| = s+ 2, and in addition with y /∈ Iq
(possible since eq ≤ s), we generate Fl,E with Fl˜,E˜ with E˜ of the form E∪J ,
with J ⊆ I (in particular, y /∈ E˜) and such that either S(l˜, E˜) < S(l, E) or
S(l˜, E˜) = S(l, E), l˜ < l. Furthermore, we have
S′(l˜, E˜) ≤ S(l˜, E˜) ≤ S(l, E) = S′(l, E) ≤ r + s,
(as S′(l, E) = S(l, E) because eq ≤ s).
Case 3: ep ≥ r + 1. As in Case 3 of Thm. 13.1, we may assume (E, l) is not
in group 1A (resp., 1B). Using the Koszul game 2, we generate Fl,E with
Fl˜,E˜ with E˜ of the form E \ J
′, with J ′ a set of heavy indices (in particular,
y /∈ E˜) and such that either S(l˜, E˜) < S(l, E), or S(l˜, E˜) = S(l, E), l˜ < l, or,
when working with group 1A, S(l˜, E˜) = S(l, E) and (l˜, E˜) is in group 1A.
Since E˜q = Eq, we have again (as in Case 1) that S
′(l˜, E˜) ≤ S′(l, E) ≤ r+ s,
i.e., the hypotheses in the Lemma are satisfied for (l˜, E˜).
Case 4: ep = r, eq ≥ s+ 2. As in Case 4 of Thm. 13.1, we may assume (E, l)
is not in group 2 on Mp,q+2. Using the Koszul game 2, we generate Fl,E
with Fl˜,E˜ with E˜ of the form J ⊆ E, (in particular, y /∈ E˜) and such that
either S(l˜, E˜) < S(l, E) or S(l˜, E˜) = S(l, E), l˜ < l. Note, if S(l˜, E˜) < S(l, E)
then
S′(l˜, E˜) ≤ S(l˜, E˜) < S(l, E) = S′(l, E) + 1,
(since eq ≥ s+ 2). In particular, it follows that S
′(l˜, E˜) ≤ S′(l, E) ≤ r + s.
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Assume now S(l˜, E˜) = S(l, E), l˜ < l. We still need to prove that in this
case S′(l˜, E˜) ≤ S′(l, E) ≤ r + s. As in Case 4 of Thm. 13.1, the only way to
have S(l˜, E˜) = S(l, E) is when we are in case b) (l˜, E˜) = (j−e+ l, J) (j < e,
so l˜ < l) and jq ≥ s+2. Since |E˜q| = jq ≥ s+2, we have S
′(l˜, E˜) = S(l˜, E˜)−1.
Hence, S′(l˜, E˜) = S(l˜, E˜)− 1 = S(l, E) − 1 = S′(l, E) ≤ r + s. 
Proof of Thm. 14.3. Let l ≥ 0, E ⊆ P ∪ Q˜. Assume S′(l, E) ≤ r + s. By
Lemma 14.7 and Rmk. 14.4, the bundle Fl,E onMp,q+2 can be generated by
{Fl′,E′} for (l
′, E′) belonging to group 1A (resp., 1B) and 2, with y /∈ E′,
and such that S′(l′, E′) ≤ S′(l, E). It follows that the object Rα∗f
∗Fl,E on
Mp,q+1 can be generated by Rα∗f
∗{Fl′,E′}. It follows from Lemma 14.6 that
Fl,E can be generated by C
′
F . 
Definition 14.8. Let l ∈ Z (positive or negative). Recall that Fl,E on the
stackMn, and therefore also on all GIT quotientswithout strictly semistable
points, including Up,q, were defined in Proposition 3.10. It was proved there
that Fl,E = 0 for l = −1 and Fl,E ≃ F−l−2,E[−1] for l ≤ −2. We would like
to define analogous objects onMp,q+1. Let α :W → Mp,q+1 be the universal
family. For any l ∈ Z (positive or negative) and E ⊆ P ∪ Q˜, let
N ′l,E = ω
e−l
2
α (E), F
′
l,E = Rα∗(N
′
l,E).
Proposition 14.9. Let l ≥ −1, E ⊆ P ∪Q˜. The bundle Fl,E as defined in Def. 5.7
and the object F ′l,E are related by quotients of the form
Oδ(−v, u), v > 0, u ≥ 0, u, v ≤
S′(l, E)
2
− l − 1.
In particular, if l ≥ 0, S′(l, E) ≤ r + s, F ′l,E , Fl,E are related by quotients in A.
Proof. By Def. 5.7, Fl,E = Rα∗(Nl,E). We compare F
′
l,E with Fl,E by com-
paring onW the line bundles N ′l,E and Nl,E :
N ′l,E = Nl,E +
∑
T⊔T c=P∪Q˜,|E∩T |< e−l
2
(
e− l
2
− |E ∩ T |
)
δT∪{y}.
Since for l ≥ −1 and e − l is even, we cannot have both |E ∩ T | < e−l2 ,
|E ∩ T c| < e−l2 . Hence, for every partition T ⊔ T
c = P ∪ Q˜ at most one
of δT∪{y},T c , δT c∪{y},T appears on the right hand side of the equality The
quotients onW relating N ′l,E and Nl,E have the form
Q =
(
N ′l,E + (−αT + i)δ
)
|δ
=
(
− iH
)
⊠O(αT − i),
δ = δT∪{y},T c , 0 < i ≤ αT :=
e− l
2
− |E ∩ T |.
Since by Lemma 5.5, Rπ∗(−iH) is 0 if i = 1 and generated by O(−v), with
v = 1, . . . , i − 1 if i ≥ 2, it follows that the quotients relating F ′l,E and Fl,E ,
if non-zero, have the form
OT (−v)⊠OT c(u), 0 ≤ u ≤ αT − 1, 0 < v ≤ αT − 1,
and the result follows by Lemma 7.2. 
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Corollary 14.10. Consider a fixed boundary δ = δT0,T c0 and let J ⊆ T0, j = |J |
(0 ≤ j ≤ r + s). Then Fj−1,T c
0
∪J and F
′
j−1,T c
0
∪J are related by objects in A if
j > 0, while for j = 0, F ′−1,T c
0
and Oδ(−
r+s
2 , 0) are related by objects in A.
Proof. When (l, E) = (j − 1, T c0 ∪ J), |J | = j, we have
e−l
2 =
r+s
2 + 1 and in
the notations of the proof of Prop. 14.9, if T ⊔ T c = P ∪ Q˜ then
αT − 1 =
r + s
2
− |E ∩ T | ≤
r + s
2
with equality if and only if E = T c0 ∪ J ⊆ T
c, which happens if and only if
j = 0, i.e., J = ∅, and T = T0, i.e., one copy of Oδ(−
r+s
2 , 0) appears. 
Corollary 14.11. Consider a partition T ⊔ T c = P ∪ Q˜. The sheaf
Oδ
(
−
r + s
2
, 0
)
, δ = δT,T c ⊆ Mp,q+1
is generated by C′F .
Proof. We prove that Oδ(−
r+s
2 , 0) is generated by the bundles {Fl,E} on
Mp,q+1 with score S
′(l, E) = r + s and objects in A. In particular, by Thm.
14.3, it is generated by the collection C′F .
Consider the Koszul resolution of
⋂
j∈T δiy = ∅ inW :
0← O ← ⊕i∈TO(−δiy)← . . .← O(−
∑
i∈T
δiy)← 0.
Dualizing and tensoring with ω
r+s
2
+1
α
(∑
i∈T c δiy
)
and using the notation
N ′l,E := ω
e−l
2
α (E) (see Def. 14.8,), we have the following long exact sequence
of line bundles onW :
0→ N ′−1,T c → ⊕i∈TN
′
0,T c∪{i} → . . .→ ⊕J⊆T,|J |=jN
′
j−1,T c∪J → . . .
. . .→ N ′r+s,T c∪T → 0.
By applying Rα∗
(
−
)
, we obtain the following objects onMp,q+1:
F ′−1,T c ⊕i∈T F
′
0,T c∪{i} . . . ⊕J⊆T,|J |=j F
′
j−1,T c∪J . . . F
′
r+s,T c∪T .
All the vector bundles Fj−1,T c∪J have score r+ s and the statement follows
by Thm. 14.3 and Cor. 14.10. 
Proposition 14.12. Let l ∈ Z (positive or negative), E ⊆ P ∪ Q˜, z ∈ Q˜. Then
F ′l,E and β
∗
zFl,E are related by quotients of the form
Oδ(−v, u), u ≥ 0, 0 < v ≤ max
{
S′(l, E)
2
− l − 1,
S′(l, E)
2
}
.
Proof. Let N1 = N
′
l,E . Recall that F
′
l,E = Rα∗(N1). We have that β
∗
zFl,E =
Rα∗(N2), where
N2 = N1 +
∑
z∈T
(
|E ∩ T | −
e− l
2
)
δT∪{x}.
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We let onW
N3 := N1 +
∑
z∈T,|E∩T |− e−l
2
>0
(
|E ∩ T | −
e− l
2
)
δT∪{y} =
= N2 +
∑
z∈T, e−l
2
−|E∩T |>0
(e− l
2
− |E ∩ T |
)
δT∪{y}.
The line bundles N1 and N3 are related by quotients(
N1 + iδ
)
|δ
=
(
|E ∩ T | −
e− l
2
− i
)
H ⊠OT c(−i),
δ = δT∪{y},T c (z ∈ T ), 0 < i ≤ |E ∩ T | −
e− l
2
.
It follows by Lemma 5.5 that F ′l,E = Rα∗(N1) and Rα∗(N3) are related by
quotients of the form
Q1 = OT (u)⊠OT c(−i), u ≥ 0, 0 < i ≤ |E ∩ T | −
e− l
2
.
Recall that |E ∩ T | − e−l2 ≤
S′(l,E)
2 .
The line bundlesN2 and N3 are related by quotients(
N2 + iδ
)
|δ
=
(
N1 −
(
e− l
2
− |E ∩ T |
)
δ + iδ
)
|δ
=
= (−iH)⊠OT c
(
e− l
2
− |E ∩ T | − i
)
,
δ = δT∪{y},T c (z ∈ T ), 0 < i ≤
e− l
2
− |E ∩ T |.
Since by Lemma 5.5 that Rπ∗(−iH) is either 0 or generated by O(−v) with
v = 1, . . . , i − 1, it follows that F ′l,E = Rα∗(N2) and Rα∗(N3) are related by
quotients of the form
OT (−v)⊠OT c(u), u ≥ 0, 0 < v ≤
e− l
2
− |E ∩ T | − 1.
Since e−l2 − |E ∩ T | ≤
S′(l,E)
2 − l, the result follows. 
We will also need the following immediate corollary of Prop. 9.3(i) and
Lemma 7.2:
Corollary 14.13. Let l ≥ 0, E ⊆ P ∪ Q˜, Q˜ = Q ∪ {z}. Assume
S′(l, E) ≤ r + s.
ThenFl,E and β
∗
zFl,E are related by quotients inA and sheaves of typeOδ
(
0,− r+s2
)
.
Furthermore, they are related by quotients in A if any of the following holds:
(i) r + s is odd, or more generally, if S′(l, E) < r + s;
(ii) r + s is even, S′(l, E) = r + s, eq ≥ s+ 1 and z /∈ E;
Cor. 14.13, Thm. 14.3 and Corollary 14.11 imply the following:
Corollary 14.14. Let l ≥ 0, E ⊆ P ∪ Q˜, S′(l, E) ≤ r + s. For any z ∈ Q˜, the
bundle β∗zFl,E onMp,q+1 is generated by C
′
F .
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Lemma 14.15. Assume G ∈ Db(Mp,q+1) is such that RHom(C,G) = 0, for any
C ∈ C′F . Then G = 0.
Proof. By Cor. 14.14, for any z ∈ Q˜, we have RHom(β∗zFl,E , G) = 0 if
S′(l, E) ≤ r + s. It follows that
RHom(Fl,E , Rβz∗G) = 0 whenever S
′(l, E) ≤ r + s.
Since by Thm. 13.5 the collection {Fl,E} with S
′(l, E) ≤ r + s contains
as a subcollection a full collection of Db(Up,q), it follows that Rβz∗G = 0
for every z ∈ Q˜. In particular, G has support on the boundary. Since the
boundary is a disconnected union of components, G is isomorphic to a di-
rect sum of complexes supported on irreducible boundary divisors. The
result follows from Lemma 14.16. 
Lemma 14.16. Let X be a smooth variety and let X → X0 be a contraction of a
divisor E ≃ Pl × Pl with normal bundle O(−1,−1). Let f± : X → X± be two
small resolutions of X0 (contracting E to Pl in two directions). Let G ∈ Db(X)
and suppose
Rf−∗ (G) = Rf
+
∗ (G) = RHom(OE(−a,−b), G) = 0
for every a, b = 1, . . . , l. Then G = 0.
Proof. Applying Orlov’s blow-up theorem to f+, we see that G belongs
to a subcategory generated by exceptional collection OE(−a,−b) with for
every a = 1, . . . , l + 1 and b = 1, . . . , l, which has a s.o.d. 〈B,A〉 with A
generated by sheaves with a = 1, . . . , l and B by sheaves with a = l + 1.
Since RHom(A, G) = 0, we conclude thatG ∈ B. Nowwe prove thatG = 0
by proving, by induction on i, thatG belongs to a subcategory Bi generated
by exceptional collection {OE(−(l+1),−l), . . . ,OE(−(l+1),−i)} for every
i > 1 (and therefore G = 0). Applying Rf−∗ to the triangle X → Y → G →
X[1] with Y ≃ OE(−(l + 1),−i) ⊗K
• and X ∈ Bi+1 (and K
• a complex of
vector spaces with trivial differentials) gives
Rf−∗ X ≃ Rf
−
∗ OE(−(l + 1),−i) ⊗K
• = OPl(−i)[−l]⊗K
•.
On the other hand, Rf−∗ X belongs to a triangulated subcategory gener-
ated byOPl(−l)[−l], . . . ,OPl(−(i+1))[−l]. By shrinkingX0 we can assume
that the restriction map PicX− → PicPl is surjective. Tensoring with an
appropriate line bundle shows thatOPl⊗K
• belongs to a triangulated sub-
category generated byOPl(−l+ i), . . . ,OPl(−1). ComputingRΓ shows that
K• = 0. It follows that Rf−∗ X = 0 and therefore G ≃ X ∈ Bi+1. 
In the remaining part of this section we prove the following Theorem
(whose consequence is then the fullness part of Thm. 1.16).
Theorem 14.17. The collection C′F is generated by the exceptional collection C of
Thm. 1.16.
Proof. By Lemma 11.6, Tl,E and T˜l,E differ by quotients in A. Hence, it
suffices to prove that C′F is generated by C
′, i.e., that we can “replace” Tl,E
with Fl,E when (l, E) is in group 2B.
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Claim 14.18. Let l ≥ 0, E ⊆ P ∪ Q˜, Q˜ = Q ∪ {z}. Assume that
S′(l, E) ≤ r + s.
Then the bundle Fl,E is generated by the collection C
′.
We prove the statement by induction on the score S′(l, E) and for equal
score, by induction on l. If (l, E) is in group 1A (resp. 1B), there is noth-
ing to prove, so we assume this is not the case. Assume we are in the case
when (l, E) is not in group 2B. By Thm. 14.3, the bundle Fl,E is generated
by {Fl′,E′}with pairs (l
′, E′) either in group 1A (resp. 1B) or 2B and in ad-
dition with S′(l′, E′) ≤ S′(l, E), i.e., we are reduced to prove the statement
for (l, E) in group 2B. Assume (l, E) is in group 2B. By Prop. 14.9, it’s
suffices to prove that F ′l,E is generated by C
′.
Claim 14.19. F ′l,E and Tl,E (Ep = R), are related by the following objects:
{F ′
l˜,E˜
} for (l˜, E˜) = (j + l − r,Eq ∪ J), J ⊆ R, j = |J |, 0 ≤ j < r.
Proof. Let W → Mp,q+1 be as usual the universal family (y new marking
onW ). Consider the Koszul complex for U = ∆R∪{y} ⊆W :
0← OU ← O ←
⊕
k∈R
O(−δky)← . . .←
⊕
J⊆R,j=|J |
O(−
∑
k∈J
δky)← . . .←
← O(−
∑
k∈R
δky)← 0
We claim that after tensoring with ω
1−
eq+r−l
2
α (−Eq) and applying Rα∗
(
−
)
,
we obtain objects
(Tl,E)
∨ (F ′l−r,Eq )
∨
⊕
k∈R
(F ′l−r,Eq∪{k})
∨ . . .
. . .
⊕
J⊆R,j=|J |
(F ′l+j−r,Eq∪J)
∨ . . . (F ′l,E)
∨,
i.e., that we have
Rα∗
(
ω
1−
eq+r−l
2
α (−Eq)|U
)
= (Tl,E)
∨, (14.2)
Rα∗
(
ω
1−
eq+r−l
2
α (−Eq − J)
)
= (F ′j+l−r,Eq∪J)
∨ for all J ⊆ R, (14.3)
(where the last equality is up to a shift).
To see (14.2), consider the universal family WR → ZR over ZR with the
section σu corresponding to the indices in R. Then
Rα∗
(
ω
1−
eq+r−l
2
α (−Eq)|U
)
= σ∗u
(
ω
1−
eq+r−l
2
α (−Eq)
)
=
=
(
1−
eq + r − l
2
)
ψu −
∑
k∈Eq
δku,
and this equals (Tl,E)
∨ by Claim 13.2 (up to a shift).
To see (14.3), note that for any (l′, E′), Grothendieck-Verdier duality gives(
F ′l′,E′
)∨
= Rα∗
(
ω
1− e
′−l′
2
α (−E
′)
)
,
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(up to a shift). This is because for a morphism α : X → Y of relative
dimension 1, withX, Y smooth varieties, if N is a line bundle onX, then
Rα∗
(
N∨ ⊗ ωα[1]
)
=
(
Rα∗N
)∨
.
It follows that (F ′l,E)
∨ and (Tl,E)
∨ are related by {(F ′
l˜,E˜
)∨}. By dualizing,
the Claim follows. 
Claim 14.20. The objects F ′
l˜,E˜
for
(l˜, E˜) = (j + l − r,Eq ∪ J), J ⊆ R, j = |J |, 0 ≤ j < r,
(where note that l˜ = j + l − r could be negative) are generated by C′.
Proof. The score
S′(l˜, E˜) = (j + l − r) + j +min{eq, q + 1− eq} =
< l + r +min{eq, q + 1− eq} = S
′(l, E).
If l˜ ≥ 0, then by Prop. 14.9 we have that F ′
l˜,E˜
and Fl˜,E˜ are related by
quotients in A, since S′(l˜, E˜) < S′(l, E) ≤ r + s.
If l˜ ≤ −1, then we claim that F ′
l˜,E˜
and β∗zFl˜,E˜ are related by quotients
in A. When l˜ ≤ −1, we have
max
{
S′(l˜, E˜)
2
− l˜ − 1,
S′(l˜, E˜)
2
}
=
S′(l˜, E˜)
2
− l˜ − 1
=
−l− 2 + r +min{eq, q + 1− eq}
2
≤
r + s− 1
2
,
(since l ≥ 0) and the result follows from Prop. 14.12.
It follows that it suffices to prove that the following are generated by C′:
(a) Fl˜,E˜ , when l˜ ≥ 0 and (l˜, E˜) 6= (l, E);
(b) β∗zFl˜,E˜ , when l˜ ≤ −1.
In case (a), we proved that S′(l˜, E˜) < S′(l, E). Hence, we are done by
induction. In case (b), since F−1,E = 0 on Up,q for any E, we may assume
l˜ ≤ −2. By Prop. 3.10, on Up,q we have Fl˜,E˜
∼= F−l˜−2,E˜[−1]. We have
S′(−l˜ − 2, E˜) = (−l˜ − 2) + j +min{eq, q + 1− eq} =
= −l− 2 + r +min{eq, q + 1− eq} = S
′(l, E) − 2l − 2 ≤ r + s− 1,
since l ≥ 0. Therefore, by Cor. 14.13(i), β∗zF−l˜−2,E˜ and F−l˜−2,E˜ are related
by quotients in A. Since S′(−l˜ − 2, E˜) = S′(l, E) − 2l − 2 ≤ r + s − 1, by
induction, F−l˜−2,E˜ (and hence, β
∗
zF−l˜−2,E˜) are generated by C
′. 
This finishes the proof of the Theorem. 
Proof of fullness in Thm. 1.16. It suffices to prove that if G ∈ Db(Mp,q+1)
is such that RHom(C,G) = 0 for every C in the exceptional collection of
Thm. 1.16 then G = 0. By Thm. 14.17, we have RHom(C,G) = 0 for every
C ∈ C′F . The result follows from Lem. 14.15. 
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