Computing not the local, but the global optimum of a cluster assignment is one of the important aspects in clustering. Convex clustering is an approach to acquire the global optimum, assuming some fixed centers and bandwidths of the clusters. The essence of the convex clustering is a convex optimization of the mixture weights whose optimum becomes sparse. One of the limitations in the convex clustering was the computational inefficiency of the Expectation-Maximization algorithm, where an extremely large number of iterations is required for the convergence. This paper proposes a more efficient optimization algorithm for convex clustering to significantly reduce the required number of iterations. The key ideas in the proposed algorithm are accurate pruning while choosing a pair of kernels and an element-wise Newton-Raphson method for fast convergence of the non-zero mixture weights. The proposed algorithm is further accelerated when incorporating locally adaptive bandwidths of the clusters, which are primarily introduced to improve the predictive capability.
Introduction
Clustering and mixture-learning are two important data mining and machine learning tasks but they suffer from local optimality. Many of the datasets used in data mining are expressed as sets of multidimensional vectors. For such vector data, the k-means method [16, 2, 11] is one of the basic techniques to assign each exemplar to one of the k compact groups called clusters. Each cluster center can be used as a representative point to summarize the characteristics of the dataset. The kmeans clustering is a special case that adopts hard assignments in fitting the Gaussian mixture models with Expectation-Maximization (EM) algorithms [8] . Despite their importance, clustering with the k-means or EM algorithms usually involves a local optimality issue, as shown in Fig. 1 . To avoid this issue, practitioners often try the k-means algorithms with many different random initializations, or use deterministic annealing * IBM Research -Tokyo, Yamato-shi, 242-8502, Japan, rikiya@jp.ibm.com [20, 25] . The approach with many random initializations does not provide any information about the qualitative differences between the acquired local optima and the true global optimum.
In some applications, we need a clustering method whose partitioning results do not depend on the random initializations. For example, in marketing applications, clustering is often used to segment customers and marketers consider targeting strategies depending on these segmentation results. When several trials give different partitioning results, marketers cannot execute the targeting robustly, and they often feel difficulties to adopt such unstable clustering algorithms. Hence reproducible clustering results are important for some of practitioners.
To solve the local optimality issue, Lashkari and Golland proposed a convex clustering algorithm [15] where the global optimality of the solution is guaranteed. Generally, an EM algorithm to fit a Gaussian mixture model iterates an E-step and an M-step. Each exemplar is probabilistically assigned to a cluster in the E-step, while the mixture weight, the center, and the bandwidth of each cluster are updated in the Mstep. The key idea in the convex clustering algorithm is a constrained-parameter optimization in the M-step. Only the mixture weights are updated while the centers and the bandwidths remain unchanged during the iterations. With these constraints, the negative loglikelihood to be minimized is convex with respect to the mixture weights, and many of the optimal mixture weights become zero (sparse). For n data points, with some specified bandwidths, we can introduce n kernel distributions whose centers are the n data points themselves. In optimizing the mixture weights, because a subset of the n kernel distributions is automatically chosen, the convex clustering achieves an automatic determination of the number of clusters. The specified bandwidths essentially determine the number of clusters, where narrow bandwidths yield lots of small clusters while wide bandwidths result in a limited number of large clusters.
Though the global optimality in the convex clustering is quite appealing, we experimentally confirmed that the original EM algorithm provided in [15] requires thousands of iterations to converge. We think the EM algorithm is especially inefficient when applied to the convex clustering, mainly because of the sparsity of the solution. In the EM algorithm, the computational complexity varies in each iteration and is proportional to the number of non-zero elements in the mixture weights. Also, the EM algorithm has a first-order convergence and the updates are small near the sparse optimum. Thus, early pruning of the non-relevant kernels, which is a key to acceleration, conflicts with the nature of the EM algorithm. The actual computational times are sensitive to the specified threshold of the mixture weight.
As the main contribution of this paper, we introduce fast pruning and an element-wise second-order optimization for convex clustering. Instead of using a small threshold, we use a derivative-based conditional expression to accurately judge whether or not a kernel can be trimmed off. Borrowing an idea from the sequential minimal optimization [18] , the judgment is done by choosing a pair of kernels, and the choice of the pairs is based on the nearest-neighbor method. In optimizing the non-zero elements of the mixture weights, we use an element-wise Newton-Raphson method, instead of the first-order EM algorithm. While our algorithm's computational complexity per iteration is the same as that of the EM algorithm, the combination of the fast pruning and the second-order Newton-Raphson method drastically reduces the required number of iterations.
While it is already well known that NewtonRaphson methods yield fast convergence, the elementwise optimization instead of the standard multidimensional optimization is essential in the convex clustering. In multidimensional Newton-Raphson method, inversions of Hessian matrices, which increase the computational complexity per iteration, are required. In addition, the results of linear equations might give negative mixture weights for some components while they must be non-negative and have unit L 1 -norm. In such situation, we need to assess whether these components can truly be pruned and to recalculate the correct solution. The combination of the pruning and element-wise optimization successfully eliminates the matrix inversions and guarantees the stability in updates. We believe that our acceleration technique makes the convex clustering more practical for a wide variety of applications.
Our convex clustering algorithm is also accelerated by incorporating locally-adaptive bandwidths, which are mainly introduced for the predictive capabilities. In many datasets, the variances of the clusters are inhomogeneous, where both sparse and dense regions exist in the same dataset. For such heteroscedastic data, when all of the kernels share a single bandwidth based on the global scale, the clusters are over-partitioned in the sparse regions and under-partitioned in the dense regions. While the original paper [15] addresses the case in which every cluster has a globally-common bandwidth, we assign a locally-adaptive bandwidth for each cluster, based on either k-nearest neighbor method or pilot kernel density estimation. An interesting observation in our experiments is that the local bandwidths also accelerate the convergence, as well as improving the predictive capability. Many non-relevant kernels, which are located at the tails and assigned large bandwidths, are efficiently pruned when we see their likelihood functions.
The remainder of this paper is organized as follows. To make the paper self-contained, Section 2 shows the objective function of the convex clustering and discusses the slow convergence issue in the simple EM algorithm. Our fast pruning and use of the NewtonRaphson method are introduced in Section 3. Section 4 introduces our approach for determining the adaptive bandwidths. The work related to convex clustering is addressed in Section 5. Section 6 shows the experimental performances with comparing the convergence rates. Section 7 concludes the paper.
The Slow Convergence in Convex Clustering
This section introduces the basics of the convex clustering algorithm. Section 2.1 addresses the convex negative log-likelihood and the EM algorithm first introduced in [15] . Section 2.2 provides an experimental evaluation of the learning speed with the EM algorithm, and discusses the reasons for the slow convergence.
The Convex Negative Log-Likelihood
To do the clustering, we minimize the negative log-likelihood of the mixture models. For a d-dimensional vector x, let p (x|θ) be a probability distribution whose parameter is θ. While this paper only deals with the case in which p (x|θ) is a Gaussian distribution, broader classes of distributions, such as an exponential family whose natural parameter is θ, can be used for p (x|θ). Let m be the number of clusters and ∆ m−1 be the simplex in R m . Given a set of n data points D = {x 1 , x 2 , · · · , x n }, mixture modeling aims to minimize the negative loglikelihood (2.1)
T ∈ ∆ m−1 is a vector of mixture weights, and θ i is a distribution parameter assigned for the cluster i.
Though fitting all of the parameters {λ, θ 1 , · · · , θ m } requires a non-convex optimization, the optimization only for λ on some fixed values of {θ 1 , · · · , θ m } is convex [6, 15] 1 . Hence the value of λ computed with a gradient-based method is the global optimum. Based on Jensen's inequality, an iterative update rule is derived as
is the estimated value of λ i at the t-th iteration and κ ij p (x j |θ i ). By introducing the auxiliary variables z
m , the iterative update rules can be decomposed as (2.2)
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is needed in the first computation, the computational complexity per iteration decreases as the iterations proceed.
Inefficiency of the EM algorithm
Though the simple EM algorithm using (2.2) converges to the global optimum, we experimentally confirmed that lots of iterations are required until the mixture weights become sparse. To reach the sparse solution, component i that satisfies λ (t)
−3 /n is pruned in [15] . Fig. 2 shows an experimental evaluation of the learning rate with this thresholding rule, using an artificial 2D dataset. Even the same number of iterations as the number of data points is not sufficient for pruning all of the non-relevant kernels.
The slow pruning of the non-relevant kernels is caused by the nature of the EM algorithm. Because EM algorithms to learn mixture models have firstorder convergence [19, 28] , they become slow near the optimum. Hence the update amounts become small when the mixture weights are near zero, and pruning of the non-relevant kernels is prevented.
We think a naïve acceleration with a loose threshold is inappropriate. In Fig. 2 , the updates of the mixture weights are not monotonic for the number of iterations. The weight of a component grows in some iterations and shrinks in other iterations. Hence pruning with a loose threshold involves a risk of trimming off the relevant kernels and might make the optimizations unstable.
The Accelerations
Instead of the first-order EM algorithm with heuristic thresholding, we introduce a second-order NewtonRaphson method with an exact pruning rule. When we focus on the mixture weights of a pair of kernels, we can exactly determine whether or not the selected kernels can be pruned. The idea of focusing on a pair of kernels is similar to sequential minimal optimization [18] , which is basically a fast optimization technique to train Support Vector Machines [26] . While the derived pruning T . The mixture weight is 1/6 and the standard deviation is 0.2 in every cluster. We specified a bandwidth σ = 0.3 in the learning. The leftmost figure shows the numbers of active components as the iterations proceed, where even 1,000 or 10,000 iterations are not sufficient for the convergence. The slow convergence can also be confirmed in the center three figures, where the resulting partitions at 10, 100, or 1,000 iterations are shown. The rightmost figure shows the dynamics in updating the mixture weights λ
for the several components {i}. The updates are not monotonic, because many of the mixture weights first increase and later decrease.
conditions are used to determine the zero elements of the mixture weights, the non-zero elements are optimized with Newton-Raphson updates. Since we use elementwise updating and do not evaluate the Hessian matrix, our algorithm's computational complexity per iteration is the same as that of the EM algorithm. The choice of the pairs is based on the nearest-neighbor method. By focusing on a pair of kernels, Section 3.1 clarifies a direction to accelerate the convex clustering. Section 3.2 derives the fast and exact pruning conditions and Section 3.3 addresses the element-wise Newton-Raphson updating.
Analysis with a Pair of Kernels
Referring to (2.1), we have the negative log-likelihood for the convex clustering. Let (i, i ) be a pair of components and assume that the mixture weight for each of the other components u = i, i is fixed. Then the values
can be regarded as constants. Because the mixture weights λ i and
Depending on the choice of (i, i ) as shown in Fig. 3(a) , Fig. 3(b) shows three typical shapes of the function f ii (λ i ). An important thing is that we can immediately set λ i = 0 or λ i = 0 when f ii (·) is monotonically decreasing or increasing, respectively. Generally, when two kernels p (x|θ i ) and p (x|θ i ) are similar probability distributions, then only one of (i, i ) should be an active kernel and the other should be eliminated.
Fast and Accurate Pruning
By assessing the monotonicity of f ii (·), we can perform a fast pruning of the non-relevant kernels. Let us take the gradient of The three types of the shapes of the constrained negative log-likelihood with respect to the mixture weight λ i , where ∀u = i, i , λ u ≡ 1/n. For the selected points {1,· · ·, 4} in Fig. 3(a) , we show the cases
which the optimum is non-sparse, is magnified in the bottom right.
1−λ \i\i . In the same way, we can evaluate (3.4)
The optimization for such non-zero values is discussed later in Section 3.3. Note that there is no case such that
For each iteration, we update the mixture weights for all of the active components. At the t-th iteration, since the number of active components is |A t |, the computational cost to evaluate Eqs. (3.3) and (3.4) is O (n|A t |), which is the same as in the EM algorithm.
To make the optimization efficient, we set i to be one of the neighbors of i. Note that the optimum of λ i or λ i tends to be zero when p (x|θ i ) and p (x|θ i ) are similar. Hence taking pairs {(i, i )}, such that i is a neighbor of i, can increase the chances to prune the nonrelevant kernels. In a pre-processing step, we calculate a sequence of indexes (i, 1), (i, 2), · · · , (i, m−1) such that (i, k) is the k-nearest neighbor of i based on the parameter θ i . For each iteration, we set i = (i, k) with minimum possible k such that (i, k) is an active component. Also, because i is eliminated with high probability when the weight λ i is small, the pruning judgment based on Eqs. (3.3) and (3.4) is performed on the ascending order of λ i .
Element-Wise Newton-Raphson Updating
As another essential technique to accelerate the convex clustering, we derive the update rule for the non-zero elements of the mixture weights. For the unidimensional function f ii (·) introduced in Section 3.2, the firstorder and second-order derivatives h
respectively. An element-wise Newton-Raphson update
can be done stably, because f ii is convex. The computational complexity per iteration to evaluate for i ∈ S (ascending order of λ i ) do 10 :
12:
Remove i from S
16:
else 17: v ← z+λ
18:
if f ii 0 < 0 then 20:
22:
else 23 :
end if 29: end if 30: end for 31: t ← t+1 32: until λ (t) converges output The converged mixture weight λ (t) .
ii } for all i ∈ A t is also O(n|A t |). Our accelerated algorithm for the convex clustering is summarized in Algorithm 1 using matrix notation. To efficiently compute the values c j\i\i for each j ∈ {1, · · ·, n}, we cache the values of n-dimensional auxiliary vectors v and z.
Incorporating Adaptive Bandwidths
This section discusses an extension of the convex clustering when the assumption of the single-bandwidth Gaussian kernels is violated. Real data are often heteroscedastic, with both sparse and dense regions existing in the same dataset. For such data, using a globally-common bandwidth for every kernel causes over-partitioning in the sparse regions and underpartitioning in the dense regions, as in Fig. 4 . A natural improvement is to incorporate adaptive bandwidths, where each cluster has its own local bandwidth. Because all of the kernel parameters remain unchanged during the iterations, we need a pre-processing step to determine the local bandwidths. We use either a k-nearest neighbor method or a two-stage estimator that determines the relative bandwidths with a pilot kernel density estimation. We specify the number of clusters in the k-nearest neighbor method, while specify the absolute scale in the two-stage estimator. Section 4.1 introduces the k-nearest neighbor estimator while Section 4.2 addresses the way to exploit a pre-fitted kernel density estimation. Section 4.3 discusses the relationship between our bandwidth fitting and kernel density estimation research. Note that studying the best method to determine the adaptive bandwidths is not the main focus of this paper. Rather, we care the experimental behavior of the proposed learning algorithm, when adaptive bandwidths are used.
k-Nearest-Neighbor Estimator Let σ 2
i be an isotropic variance assigned for the exemplar x i . The sparse mixture model with adaptive isotropic variances is given as
where I d is the d-dimensional identity matrix and N (·; µ, Σ) be the probability density function of the multivariate Gaussian distribution whose mean is µ and whose variance-covariance matrix is Σ.
Assume that the values of the non-zero mixture weights are similar to one another, as in the basic k-means algorithm. Let ξ be a rough value of the number of clusters. Then each of the cluster has about (n/ξ) members around its center. Because each local bandwidth should be determined with these (n/ξ) members, a local maximum-likelihood estimate of σ 2 i is given as
where k is a rounded integer of (n/ξ) and (i, ) is the -nearest neighbor of i. While this paper only addresses the mixture models with isotropic variances, one can assume a full variance-covariance matrix kernel p (x|θ i ) = N (x; x i , Σ i ) instead of the isotropic kernel. An estimate of Σ i is given as
where δ and σ 2 0 are regularization hyperparameters.
Two-Stage Estimator with Pilot Densities
Assume we have a pilot (initial) estimate of the density p (x). When i is the exemplar of a relevant kernel and the mixture weights of the non-relevant kernels are zero, we can approximate the probability density around x i by λ i p (x|θ i ). Hence a density matching scheme is given as
As in Section 4.1, we assume that the values of {λ i ; λ i > 0} are similar. Then we acquire a rule (4.6)
where g = max { p (x 1 ) , · · · , p (x n )} and σ 0 determines the minimum scale assigned to the most dense cluster. In fitting the pilot density p (x), we use a k-nearestneighbor kernel density estimator
where the bandwidth τ
is determined with the rule (4.5). The value of k in the pilot density can be optimized with least-square cross-validation, which is a standard method to fit kernel density estimators [23, 21] . Let p * (x) be the true density of the underlying distribution. In the least-square cross-validation, the bandwidths are selected to minimize the integrated square error ∫
For the k-nearest neighbor kernel density estimator, the optimal value k * = k is given as
otherwise. The leaving-one-out bandwidth τ (k) ij is used because the k-nearest neighbor of i should be chosen from the set {i; j = i}.
Relationship to the Kernel Density Estimation
Both the k-nearest neighbor estimator and the two-stage estimator assign large bandwidths to the kernels located in the sparse (low-density) regions. The idea to assign large bandwidths for the sparse regions is common in nonparametric kernel density estimation. For an adaptive kernel density estimator
, how to set the adaptive bandwidths σ
n is an important topic and is well summarized in [23, 21, 22] . For example, Abramson proposed a scheme σ i ∝ p (x i ) −1/2 [1] , which is similar to the density matching rule (4.6) but has a different exponent. While every kernel has the same mixture weight 1/n in kernel density estimators, each exemplar i has its own mixture weight λ i in the convex clustering. Hence the optimal adaptive bandwidths in the kernel density estimator and those in the sparse mixture model become different.
While we can choose the rough number of clusters ξ or the absolute scale σ 0 with likelihood cross-validation, we simply specify several values of the hyperparameters ξ or σ 0 in experiments. In the preliminary experiments, the hyperparameters chosen with likelihood cross-validation gave small bandwidths and yielded lots of small Gaussian distributions. In other words, the hyperparameters chosen with cross-validation are appropriate in density estimation tasks, but inappropriate for detecting the limited number of the representative points.
Related Work
We start with prior work to acquire the global optimum in clustering. Representative algorithms to acquire the globally optimal clustering are spanning-tree cutting [30, 12] and the mean-shift [29] . Cutting the k-heaviest edges of the Euclidean minimum spanning tree for vector data can yield the global minimum of some loss function and can handle non-elliptic clusters. Yet, spanning-tree cutting is known to be sensitive to the noises, where existence of a few tail samples between the clusters strongly affects the resulting partitions. The mean-shift algorithm mainly finds the local modes of a kernel density estimator and can also detect non-elliptic clusters while automatically determining the number of clusters. Yet, it is essentially an EM algorithm [5] that has the first-order convergence and the relationship between the parametric k-means and the mean-shift is unclear.
The standard approach to automatically determine the number of clusters is fitting Dirichlet Process Mixtures [3, 10] . We can use variational approximations [4, 14] or Markov Chain Monte Carlo methods [13, 27, 17] for the inferences of Dirichlet Process Mixtures, where the variational methods are Bayesian extensions of the EM algorithms. There is also work to combine the Dirichlet process priors and exemplarbased clustering [24] . However, placing the Dirichlet process prior generally results in non-convex optimizations.
The k-means and EM algorithms are also the basics of clustering for similarity data. Some types of datasets used in data mining are solely expressed as similarity matrices among exemplars. Kernel k-means and spectral clustering [9, 31] are effective techniques to group exemplars, without explicit vectorial representations. These similarity-based algorithms are also effective for handling vector data, if the shapes of the clusters are non-elliptic. Since both kernel k-means and spectral clustering consequently perform the k-means algorithm, the k-means, EM algorithms, and their Bayesian extensions are essential in the clustering of both vector and similarity data.
Experiments
In our experiments, we mainly aim to compare the computational costs between the proposed algorithm and the original EM algorithm with the same kernel parameters. Also, we evaluated the predictive capability when adaptive bandwidth was used in the convex clustering. Section 6.1 presents the convergence rates using R 2 datasets. Section 6.2 shows the predictive capability by evaluating the detectability of the hidden clusters. In all of the experiments, our computing platform was a Debian GNU/Linux x86 64 PC with an Intel R Core TM 2 Duo P8600 2.40-GHz CPU and 4-GB main memory. In implementing both the EM algorithm and the proposed algorithm, we used GNU Octave 3.2.4 with [15] , in the single-bandwidth setting. The numbers of active components as the iterations proceed, and the final partitions with the proposed method are shown. The horizontal lines to confirm the convergence rates are the number of iterations (top), or CPU time (middle). We generated 1,000 or 4,000 samples in which the cluster distributions are the same as those in Fig. 2 . While the thresholding rule gradually prunes each component, our method achieves significant reductions of the components in the first 10 steps. Since the cluster center is constrained to one of the observed data points and is slightly apart from the true center of the underlying density, a marginally larger bandwidth than the true bandwidth yields a compact grouping. the sparse matrix library. Both algorithms were written with matrix notation as possible, to avoid the costly loop commands in GNU Octave.
Convergence Rate and Computational
Time We compared the convergence rate and the actual CPU time with the proposed algorithm and the original EM algorithm. 1,000 or 4,000 data points in R 2 were generated from Gaussian mixture models as shown in Figs. 5 and 6. Fig. 5 shows the behaviors of the learning algorithms in the single-bandwidth setting, while Fig. 6 shows the results in the adaptive-bandwidth setting, respectively. In the adaptive-bandwidth setting, we attached the results of the two-stage estimator but the convergence behavior with the k-nearest neighbor method was similar. Because the pruning in the adaptive-bandwidth setting was extremely fast, the results in the first 10 iterations are magnified in Fig. 6 .
In both the single-and adaptive-bandwidth settings, the combination of the fast pruning and the Newton-Raphson method drastically reduced the required number of iterations. In practice, 10 iterations were sufficient in the single-bandwidth setting while hundreds or thousands of iterations were required in the EM algorithm. As the notable difference between the two settings, the first iteration already made the number of active components near to the optimum in the adaptive-bandwidth setting. Because the likelihood function in the convex clustering is very flat as shown in Fig. 3(b) , small differences of the kernel values, caused by the marginal differences of the bandwidths, strongly affected the efficiency of the pruning.
Unsupervised Classification with Adaptive
Bandwidths In this experiment, we evaluated the detectability of the hidden clusters by comparing the true cluster labels and the cluster assignments yielded by the algorithms. 1,000 data points in R 20 were generated from heteroscedastic Gaussian mixture models. For c-cluster data, the mixture weights were 1/c. The c T is 0.5. Because the pruning with the proposed algorithm was very fast, we magnified the results in the first 10 iterations. The first iteration reduced the number of components more efficiently than in the single-bandwidth setting, and we acquired the actual number of clusters in the second or third iterations. Note that the costly actual CPU time in 4,000-sample data is caused by the limitation in GNU Octave and not by the nature of the proposed algorithm. In the first iteration, lots of pruning commands, which are written not by matrix calculation but by if and loop commands, are executed. Hence this costly evaluation does not occur when we implement the same algorithm in more primitive languages including C or C++.
cluster-centers were distributed from N (0, 5I 20 ), and c isotropic variances were the inverses of the values sampled from chi-square distribution whose degrees of freedom was ν and whose mean was 1. We generated multiple datasets of c ∈ {5, 10, 15, 20, 25, 30} and ν ∈ {3, 5, 10, 20, 50}. Lower values of ν make the datasets more heteroscedastic. 20 independent datasets were randomly generated for each same-parameter setting, and we evaluated the average performances among the 20 sets.
For measuring the detectability of the hidden clusters, we calibrated the normalized mutual information (NMI) between partitioning results and correct labeling. For two disjoint sets Ψ = {
Higher NMI indicates a superior predictive performance.
In the convex clustering algorithm, we used the k-nearest neighbor method introduced in Section 4.1 with setting ξ = c.
One of the reference methods was adaptive-bandwidth soft c-means algorithm that fits c
} were optimized with regularizing the variances as σ
We prepared two types of the results where either 10 random initializations were performed, or deterministic annealing was applied.
In deterministic annealing, we maximized a relaxed log-likelihood
inverse temperature. We adopted an annealing schedule where the optimizations were performed first with β = 0.1, second with β = 0.5, and finally with β = 1.
To separate the influences of local optimality from the overfitting issues, we also implemented Dirichlet Process Mixtures (DPM) with variational methods [4] . For the Gaussian mixture model
, we estimated the posterior mean of the parameters
, where the posterior mean values are regularized to avoid overfitting but still involve local optimality issues.
In DPM sampling scheme G|α, G 0 ∼ DP (α, G 0 ), we placed a hyperprior α ∼ Gamma (1, 1) .
For the mean µ and the covariance matrix σ 2 I d of each cluster, a product measure
0.1, 0.1) was used as the base distribution G 0 . While we limited the maximum number of mixtures by 150, the number of clusters was automatically chosen in DPM.
While [15] compared the performances between the convex clustering and non-covnex soft c-means through the same bandwidth settings, such same-parameter comparisons are not easy in the adaptive-bandwidth setting, because of the highly flexible parameters. Here we intended a comparison on the approximately same number of clusters. Because ξ is just a rough number of clusters, the resulting number of clusters is different from c. Yet, comparisons based on NMI can absorb the differences of the number of clusters. When the resulting number of clusters is lower or higher than c, the score of NMI is naturally degraded. Fig. 7 shows the comparison results, where the superiority of the convex clustering is prominent as the number of clusters increases, or the degrees of heterogeneity increase. The result for the varying number of clusters was consistent with that of [15] , where the convex clustering outperformed the soft c-means if there are many hidden clusters. As our additional result, the convex clustering was more promising than the soft cmeans especially when the data are more heteroscedastic. Basically, there are many local optima in optimizing local bandwidths and non-convex EM algorithm is easily trapped in the poor local optima. The constrained optimization, with the simple k-nearest neighbor, is effective to avoid such local optima. DPM outperformed the soft c-means but was inferior to the convex clustering especially when the number of clusters is large or the data are heteroscedastic. Hence the superior performances of the convex clustering were given not by avoiding overfitting, but by the global optimality.
In some settings of the parameters, we also applied the EM algorithm to evaluate the computational costs. The comparisons of convergence rates are summarized in Fig. 8 . In the R 20 datasets, we needed about 20 iterations until convergences. While the algorithm works slower in high-dimensional data than in lowdimensional data, its computational advantage over the EM algorithm still holds and is satisfiable.
Conclusion
This paper introduced an accelerated algorithm for the exemplar-based convex clustering. The proposed algorithm consists of the accurate pruning of the non-relevant kernels and the element-wise NewtonRaphson method for optimizing the positive mixture weights. The algorithm is further accelerated when the locally-adaptive bandwidths are incorporated, which are mainly introduced for the predictive capabilities.
In future work, we study more effective ways to set the locally-adaptive bandwidths and how to detect nonspherical clusters, within the convex clustering framework. This time we assumed that the mixture weights for the relevant kernels are similar. This assumption would be violated in more complicated data, in which the sizes of the clusters are different and skewed. While there are many approaches to perform non-convex optimization, designing a convex relaxation to set the adaptive bandwidths for such skewed mixture models is an open problem. For non-spherical or non-elliptic clusters, we should combine the convex clustering with the spectral methods. Yet, in the spectral clustering, we need to specify the number of clusters for choosing the top-k eigenvectors. Since convex clustering automatically determines the number of clusters, how to keep the consistency about the number of clusters between the automatic convex clustering and spectral methods is unclear.
Another important direction is the reduction of the fundamental computational complexity O ( n 2 ) , which is prohibitive in the huge datasets. Since the number of active components is drastically reduced after the first iteration, fast and cheap computations in the first iteration would be the keys to the further accelerations. Incorporating approximated nearest neighbor methods such as locality-sensitive hashing [7] or fast Gauss transform [29] would be promising.
