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Abstract
The construction of new second-kind Fredholm integral equations for the numerical solution of problems of high-frequency
electromagnetic scattering by a perfect conductor is proposed. These formulations are characterized by some eigenvalue clusterings.
They are especially well adapted to Krylov subspace iterative solvers. Their derivation is based on the incorporation of a sufficiently
accurate approximation of the exact operator linking the Cauchy data of the scattering boundary-value problem to the classical
integral relations. This operator is related to the concept of the On-Surface Radiation Condition (OSRC). These formulations can
be considered as a natural generalization of the well-known Brakhage–Werner and combined field integral equations. The efficiency
of the approach is established through an analytical and numerical study in the spherical case.
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1. Introduction
A challenging issue in modern computational electromagnetism is the conception of efficient solvers for
investigating high-frequency scattering problems. A usual approach consists in coupling a Krylov subspace iterative
solver [12] to a matrix–vector product accelerator (as in the Fast Multipole Method [5]). In practice, the convergence
rate of the iterative solver can be affected by two parameters: the mesh refinement and the high frequency [5]. Of
course, being able to construct second-kind integral equations with a condition number independent of these two
phenomena would be of great help. This is the goal of this work.
We propose two families of integral equations which can be viewed as a generalization of the Brakhage–Werner
approach [3] and of the well-known Combined Field Integral Equation (CFIE) introduced by Harrington and
Mautz [8]. The essential ingredient used here is based on the incorporation of a suitable On-Surface Radiation
Condition (OSRC) into the usual formulations. An analytical study of the spectrum of these new integral operators by
means of decomposition in vector spherical harmonics is given in the particular case of the spherical scatterer. As a
conclusion, we observe that the integral operators are characterized by an excellent eigenvalue clustering. This spectral
configuration explains their adaptation to iterative solving. The present method represents an extension to the system
of full Maxwell equations of the approach developed with success in acoustics [1]. Here, we propose the construction
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of integral equations and do not deal with their numerical solution. For the sake of completeness, let us note that other
CFIEs based on different ideas have also been recently derived by different authors (see for example [4,10]).
2. Integral representations of electromagnetic fields
We consider the scattering of an incident time-harmonic electromagnetic field (Einc, Hinc) by a perfectly
conducting obstacle represented by a bounded domain Ω−. Let us denote by Ω+ = R3 \Ω− the exterior propagation
domain. The interface between Ω− and Ω+ is referred to as Γ . Vector n is the unit normal to Γ inwardly directed to
Ω+. The total electromagnetic wave (E, H) is the solution to the Maxwell equations [6]{∇ × E − ik Z0H = 0 and ∇ × H − ik Z0E = 0 in Ω+,
Et = n × (E × n) = 0 on Γ , (1)
and the usual Silver–Mu¨ller radiation condition
lim
r→+∞ r
∣∣∣(E − Einc) − Z0(H − Hinc) × r/ |r |∣∣∣ = 0. (2)
The constant Z0 is the impedance of the vacuum.
The first step of the derivation of an integral equation representation for solving (1) and (2) is based on the
Stratton–Chu formulae [6]{
E = Einc + ik Z0T J +KM, in Ω+,
H = Hinc −KJ + ik Z−10 T M, in Ω+.
(3)
The potentials T and K are expressed as
T J(x) =
∫
Γ
G(x, y)J(y) dΓ (y) + 1
k2
∇Γ
∫
Γ
G(x, y)∇Γ · J(y) dΓ (y), x ∈ Γ ,
KM(x) =
∫
Γ
∇y G(x, y) × M(y) dΓ (y), x ∈ Γ ,
(4)
where G is the free-space Green’s function. The electric and magnetic surface currents J and M are defined by
J = n × H and M = E × n on Γ and become the new unknowns of the diffraction problem. The next step is to obtain
a boundary integral equation on Γ . The exterior tangential traces of the potentials T and K are given respectively by
(T J)t (x) = T J(x) and (KM)t (x) = n × M(x)/2 + K M(x), x ∈ Γ , setting
T J(x) =
∫
Γ
G(x, y)J(y) dΓ (y) + 1
k2
∇Γ
∫
Γ
G(x, y)∇Γ · J(y) dΓ (y), x ∈ Γ ,
K M(x) =
∫
Γ
∇y G(x, y) × M(y) dΓ (y), x ∈ Γ .
(5)
As a consequence, they lead to the following integral representations:{
E × n = Einc + M/2 + K M × n + ik Z0T J × n, on Γ ,
H × n = Hinc − J/2 − K J × n + ik Z−10 T M × n, on Γ .
(6)
3. Generalized Brakhage–Werner integral equations
Various integral equations can be constructed from system (6). However, most of them are generally not well-posed
and/or well-conditioned. To overcome the interior resonances problem, Brakhage and Werner [3] have proposed to
express the exterior field as{
E(x) − Einc(x) = Ka(x) − ik Z0ηT (n × a)(x), x ∈ Ω+,
H(x) − Hinc(x) = ∇ × E(x)/(ik Z0), x ∈ Ω+, (7)
using a real coupling parameter η > 0 and a fictitious density a. Then, representation (7) solves the exterior Maxwell
boundary-value problem provided that the density a is a solution to the integral equation
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Ba = 1
2
a + K a × n − ik Z0ηT (n × a) × n = −Einc × n, on Γ . (8)
The above integral equation is uniquely solvable for any k > 0 and η > 0 [6]. In [9], Kress has shown that η = 1 is an
“optimal” real coupling parameter since it yields the lowest condition number for (8). Despite this “optimal” choice,
the usual Brakhage–Werner (BW) formulation remains of the first kind because the pseudodifferential operator T is
of order 1. Therefore, this formulation is not satisfactory for an iterative solver. The essential reason for this “lack”
of the usual formulation is that taking a real coupling parameter is not enough for getting a zeroth-order operator by
composition with T .
To solve this problem, the idea consists in regularizing the operator T . The principle is the following. Let us assume
that the exact transparent operator Λ
Λ(n × M) = −J, on Γ , (9)
is explicitly known, taking Einc = Hinc = 0. Replacing the surface current J by its value (9) in the integral
representation of the electric field (6) yields the following integral identity:
1
2
M + K M × n − ik Z0TΛ(n × M) × n = M, on Γ . (10)
From an iterative point of view, this is an “ideal” situation. Indeed, the solution of this equation is reduced to just the
evaluation of an operator. The operatorΛ can be seen as a pseudo-inverse operator of the integral operator T . However
Λ is not explicitly known. We propose rather to introduce an approximate operator Λ˜ of Λ such that Λ˜(n × a) = −b
on Γ ; the fictitious densities a and b are some approximations of the Cauchy data (M, J) of the scattering problem.
Then, we get the following integral equation:
BΛ˜a =
1
2
a + K a × n − ik Z0T Λ˜(n × a) × n = −Einc × n, on Γ , (11)
and the exterior field is expressed as{
E(x) − Einc(x) = Ka(x) − ik Z0T Λ˜(n × a)(x), x ∈ Ω+,
H(x) − Hinc(x) = ∇ × E(x)/(ik Z0), x ∈ Ω+. (12)
We remark that the choice of the Silver–Mu¨ller condition (taking Λ˜ = I) leads to the usual BW integral equation
with the coupling parameter of Kress [9]. Hence, this approach gives a justification for the usual BW formulation and
the various numerical studies devoted to the derivation of the optimal parameter η. The integral equation (11) can be
interpreted as a generalization of (8).
4. Generalized combined field integral equation
In engineering applications, people rather prefer to consider formulations where the currents are the unknowns.
Since the end of the 1970s, the Combined Field Integral Equation (CFIE) introduced by Harrington and Mautz [8]
appear to have been the most widely used representation in this context. This formulation is built as a convex
combination between the Electric and the Magnetic Field Integral Equations (EFIE and MFIE)
CFIE = αEFIE + (1 − α)MFIE, (13)
defined respectively as −ik Z0T J = Einct and J/2 + n × K J = n × Hinc, on Γ , where α is a coupling parameter. The
CFIE is well-posed for any k > 0 and 0 < α < 1. The value α = 0.2 is numerically known to be the most suited
choice for an iterative solution. The generalized CFIE that we propose is given by
CΛ˜J =
1
2
J + n × K J − ik Z0Λ˜T J = n × Hinc + Λ˜Einct , on Γ . (14)
Here, we do not consider a coupling parameter. Indeed, some numerical experiments in the spherical case (as below)
show that α = 0.5 would be the best choice. The last step is now to construct an accurate approximation Λ˜ of the exact
operator Λ. Roughly speaking, the role of the operator Λ˜ is to yield some generalized integral equations (11) and (14)
defined by an operator close to the identity. Moreover, this approximation should be obtained at a low numerical cost.
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To this end, we consider the On-Surface Radiation Condition (OSRC) method using the following operator:
Λ˜ =
(
I+ ΔΓ
k2ε
)−1/2 (
I− 1
k2ε
curlΓ curlΓ
)
(15)
where ΔΓ is the vectorial Laplace–Beltrami operator [7]. We add an imaginary part to the wavenumber k setting
kε = k + iε. The coefficient ε > 0 corresponds to a small damping parameter which allows a satisfactory modelling
of the tangential part of the surface field. The square-root operator is efficiently evaluated using rational complex Pade´
approximants with rotating branch-cut [2]. Consequently, the action of the operator Λ˜ on a given density is reduced to
the solution to a few elliptic problems on Γ [2,11].
5. Spectral study for the spherical geometry
Let SR be the sphere of radius R centered at the origin and Y nm (m ≥ 1, |n| ≤ m) be the spherical harmonics of
order m. We denote by T L2(SR) the space of L2-tangential fields. The tangential fields (∇SR Y nm , n × ∇SR Y nm) form
a complete orthogonal set of the space T L2(SR) and a basis of eigenvectors for the integral operators T and K [9].
The eigenvalues of ΔSR are given by μm = −m(m + 1)/R2 and those associated with the usual and generalized BW
operators are expressed by{B∇SR Y nm = (1/2 + km − ik Z0t−m )∇SR Y nm
B(n × ∇SR Y nm) = (1/2 − km − ik Z0t+m )(n × ∇SR Y nm){BΛ˜∇SR Y nm = (1/2 + km − ik Z0t−m (1 + μm/k2ε )1/2)∇SR Y nm = b+ε,m∇SR Y nm
BΛ˜(n × ∇SR Y nm) = (1/2 − km − ik Z0t+m (1 + μm/k2ε )−1/2)(n × ∇SR Y nm) = b−ε,m(n × ∇SR Y nm),
with km = i(ξ (1)′m (k R)ψm(k R) + ξ(1)m (k R)ψ ′m(k R))/2, t−m = iξ(1)m (k R)ψm(k R)/k and t+m = iξ(1)
′
m (k R)ψ ′m(k R)/k.
The functions ξ(1)m and ψm are respectively the Ricatti–Hankel and the Ricatti–Bessel functions of order m. For the
usual (α = 0.2) and generalized CFIE operators, we obtain{C∇SR Y nm = ((1 − α)(1/2 − km) − ikαZ0t+m )∇SR Y nm = c+m∇SR Y nm
C(n × ∇SR Y nm) = ((1 − α)(1/2 + km) − ikαZ0t−m )(n × ∇SR Y nm) = c−m (n × ∇SR Y nm){CΛ˜∇SR Y nm = b−ε,m∇SR Y nm
CΛ˜(n × ∇SR Y nm) = b+ε,m(n × ∇SR Y nm).
Let us fix R = 1, Z0 = 1, k = 50 and ε = 0.4k1/3 R−2/3 [1,2]. We consider mmax = 3(k R + 5 log(k R + π))
spherical harmonics. This choice allows us to analyze the part of the integral operator spectrum corresponding to
the propagative, tangential and evanescent modes. We plot on Fig. 1 the distribution of the eigenvalues of both the
usual and the generalized BW operators associated with the eigenvectors ∇S1Y nm (left) and n × ∇S1Y nm (right). In the
case of the usual operators, the dispersion of the eigenvalues corresponding to the high-order harmonics (evanescent
rays) should penalize the convergence rate of the GMRES solver. This is not the case for the generalized operators
which are characterized by an excellent eigenvalue clustering around point 1 for any harmonics. This predicts a fast
convergence of an iterative solver. The choice of the damping parameter ε > 0 is essential for clustering eigenvalues
corresponding to the surface modes. We observe now the behavior of the usual and generalized CFIE when they are
solved by the GMRES solver. Each series is truncated at mmax terms:
n × Hinc ≈
mmax∑
m=1
((hinc)+m∇SR Y 1m + (hinc)−m(n × ∇SR Y 1m))
≈
mmax∑
m=1
1
k
(−i)m√2π(2m + 1)(ψm(k R)∇SR Y 1m − iψ ′m(k R)(n × ∇SR Y 1m))
Einct ≈
mmax∑
m=1
((einc)+m∇SR Y 1m + (einc)−m(n × ∇SR Y 1m))
≈
mmax∑
m=1
1
k
(−i)m√2π(2m + 1)(iψ ′m(k R)∇SR Y 1m − ψm(k R)(n × ∇SR Y 1m)).
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Fig. 1. Eigenvalues of the usual and generalized BW operators associated with the eigenvectors ∇S1Y nm (left) and n × ∇S1Y nm (right) for k = 50
and mmax = 3(k R + 5 log(k R + π)).
Fig. 2. Number of matrix–vector products for the usual and generalized CFIE with respect to the wavenumber k for the unit sphere and
mmax = 3(k R + 5 log(k R + π)).
Using the set of eigenfunctions (∇SR Y 1m , n × ∇SR Y 1m) to diagonalize the operators involved in the CFIE (13), we get
the related diagonal system{
((1 − α)(1/2 − km) − ikαZ0t+m ) j+m = (1 − α)(hinc)+m + α(einc)+m
((1 − α)(1/2 + km) − ikαZ0t−m ) j−m = (1 − α)(hinc)−m + α(einc)−m
1 ≤ m ≤ mmax.
An approximation of the exact current J is then given by J ≈ ∑mmaxm=1 ( j+m ∇SR Y 1m + j−m (n × ∇SR Y 1m)). We find the
following diagonal system associated with the generalized CFIE (14):{
(1/2 − km − ik Z0(1 + μm/k2ε )−1/2t+m ) j+m,ε = (hinc)+m + (1 + μm/k2ε )−1/2(einc)+m
(1/2 + km − ik Z0(1 + μm/k2ε )1/2t−m ) j−m,ε = (hinc)−m + (1 + μm/k2ε )1/2(einc)−m
1 ≤ m ≤ mmax.
The above diagonal systems of size 2mmax are solved using the GMRES solver with no restart and a tolerance
tol = 10−5. As an example, we plot on Fig. 2 the number of matrix–vector products involved in the GMRES relatively
to the wavenumber k. As expected from the spectral study, the best convergence is observed for the generalized CFIE
and, unlike in the usual CFIE, the number of matrix–vector products is small and independent of the wavenumber.
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Remark. The development of efficient numerical schemes for solving the proposed formulations constitutes an
important issue for industrial applications and is currently under study. We can expect the usual and generalized
integral equations to give rise to an accuracy on the scattering cross section similar to that seen in the three-dimensional
acoustic case [7]. Generally, the CFIE has the same accuracy as the MFIE.
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