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A Novel Warehouse Multi-Robot Automation System with
Semi-Complete and Computationally Efficient Path Planning and
Adaptive Genetic Task Allocation Algorithms
Kam Fai Elvis Tsang, Yuqing Ni, Cheuk Fung Raphael Wong and Ling Shi
Abstract—We consider the problem of warehouse multi-
robot automation system in discrete-time and discrete-space
configuration with focus on the task allocation and conflict-free
path planning. We present a system design where a centralized
server handles the task allocation and each robot performs local
path planning distributively. A genetic-based task allocation
algorithm is firstly presented, with modification to enable
heuristic learning. A semi-complete potential field based local
path planning algorithm is then proposed, named the recur-
sive excitation/relaxation artificial potential field (RERAPF).
A mathematical proof is also presented to show the semi-
completeness of the RERAPF algorithm. The main contribution
of this paper is the modification of conventional artificial
potential field (APF) to be semi-complete while computationally
efficient, resolving the traditional issue of incompleteness. Sim-
ulation results are also presented for performance evaluation of
the proposed path planning algorithm and the overall system.
I. INTRODUCTION
In the recent decades, the rapid advancement of multi-
robot systems has been attractive to both academia and
industries because of the wide range of potential applications.
Some of the promising applications include transportation,
industrial plant inspection [1] and logistic management [2].
In particular, conflict-free path planning algorithm [3] and
task allocation policy [2] are the main challenges in multi-
robot automation system such as warehouse management
which will be the focus of this paper. Unfortunately, both
of these problems are in general NP-hard [4], thus of great
incentives to investigate.
Multi-robot task allocation refers to the process of al-
locating tasks and the execution orders for each robot in
the system. Although it can normally be considered as a
combinatorial optimization problem [5], it is difficult to
solve efficiently due to the large search space. Yuan et al.
[5] introduced a neural network based solution for effective
bidding in auction at the expense that a large training set is
necessary. Liu and Kroll [1] implemented genetic algorithm
(GA) to generate task allocations but the performance greatly
depends on the quality of heuristics for the fitness function.
Whilst each of these approaches have their merits, their
respective flaws have limited their performances to a large
extent.
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Path planning algorithms can be categorized into global
and local planning [6]. Global planning assumes all infor-
mation are available and plan the robot path accordingly.
Despite the promising solutions contributed by global in-
formation, it is computationally expensive thus typically
infeasible for large scale system to operate at real time. Local
planning, on the other hand, mainly considers the immediate
or recent ambience of the robot for online planning with low
computation load. A widely used computationally efficient
path planning algorithm is the artificial potential field (APF)
algorithm [7], albeit being incomplete due to local minima
which has been a challenging problem [8], the details of
which will be discussed in depth in section IV. Numerous
attempts have been made to overcome this issue. For ex-
ample, Tuazon et al. [9] proposed the integration of fuzzy
logic into the APF algorithm to identify and escape from
local minimum. Kova´cs et al. [10] implemented the BUG
algorithm in additional to APF method as a complement.
While these approaches showed effectiveness in simulation,
seldom did they prove the completeness of the algorithms.
This paper presents a semi-complete and computation-
ally efficient potential-based local path planning algorithm,
named the recursive excitation/relaxation artificial potential
field algorithm, hereinafter referred to as the RERAPF al-
gorithm. It has completely eradicated the incompleteness
flaw of APF algorithm, and the proof of completeness
will be presented in later sections. In addition, we also
present a genetic-based task allocation algorithm and an
adaptive integrated system with learning ability for the fitness
function of the genetic algorithm to improve the overall
system performance. We show in simulation the significant
improvement in computation speed of RERAPF compared
with A* algorithm, and the overall performance of the
integrated system.
The remaining of the paper is organized as follows. Some
preliminaries and notations are defined in section II, then
the problem setup is introduced in section III. The main
results, including the proposed algorithms and proof of
completeness, are presented in section IV and the simulation
results in section V.
II. PRELIMINARIES AND NOTATIONS
In this paper, a warehouse is defined as a grid world
W , an example layout of which is shown in Figure 1,
with N homogenous autonomous robots, M static obstacles
(including storage shelves and walls), P reachable positions
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Fig. 1: Warehouse layout
and K tasks. Denote R = {r1, . . . , rN} as the set of robots,
O = {o1, . . . , oM} the set of obstacles, T = {t1, . . . , tK}
the set of tasks and S = {s1, . . . sP } ⊂ Z2 the set of all
reachable positions. Note that W = S ∪ O. A position s is
represented by a positional vector [x, y]′ ∈ S. Each robot
ri ∈ R has a position sri(k) at time k, a goal position s
i
g
and an ordered set of Ki tasks Ti = {ti,1, . . . ti,Ki} ⊂ T .
Also each obstacle oi ∈ O and task ti ∈ T has a position
soi and sti respectively. When Ti 6= ∅, the goal position for
ri is simply the position of first task, i.e., s
i
g = sti,1 .
Consider the metric space Mp = (S, dp) with metric
dp(si, sj) = ||si−sj ||p, i.e., the p-norm.We define the neigh-
borhood of s, denoted by N (s), as the closed unit ball inM1
centered at s, i.e., N (s) = B1(s) = {s′ ∈ S : d1(s, s′) ≤ 1},
and the adjacent neighborhood of s as Na(s) = N (s)\{s}.
Also, the adjacent neighborhood of a space U is defined
as Na(U) = {s′ ∈ S : mins∈U d1(s, s′) = 1}. The set of
successors for the robot ri at time k is N (sri(k)).
III. PROBLEM SETUP
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Fig. 2: Architecture of proposed warehouse automation system
We consider a warehouse multi-robot automation system
shown in Figure 2 on a discrete time horizon k = 0, 1, . . . ∈
N0. The overall system is divided into three subsystems,
namely the centralized server, observer and autonomous
robots.
The central server handles incoming tasks, and perform
task allocation algorithm to allocate tasks Ti from T to
each robot ri in a centralized manner. The central server
communicates with the robots via a wireless channel, which
is assumed to have no bit error or packet drop for simplicity.
Each robot is equipped with proximity sensors to retrieve
local information at each time k, with a sensing range
P(sri(k)) ⊂ S. We further extend the notation to P(s)
representing the sensing range for any robot at s. When
ri receives the task assignment from the server, they will
distributively perform path planning to reach sig based on the
ambient information retrieved by proximity sensors. When
the robot ri has reached its goal, it will feedback the
distance travelled Di to the central server to improve the
task allocation performance.
The observer consists of position sensor and estimator for
estimation of robot positions sri , denoted by sˆri . In this
paper, we assume a perfect estimator such that sˆri = sri .
This subsystem can be an on-board system of the robot such
as odometer, or a separate subsystem such as visual camera.
We aim to design the task scheduler and path planner,
which are handled in centralized and distributive manners
respectively. To evaluate the system performance, we first
define a path cost J1 for the proposed path planning al-
gorithm, to be the ratio of the total travel distance Di to
optimal distance D∗i (determined by A* search) of each ri.
This quantifies the optimality of the path planning algorithm.
J1 =
∑N
i=1Di∑N
i=1D
∗
i
(1)
As for the task allocation policy, the paramount concern
is the travel distance for each robot ri with tasks Ti. We
define an average distance cost function J2 as the average
travel distance per robot per task. This is directly correlated
to the energy consumption. In addition, the bottleneck for
completion time is the longest distance travelled amongst
the robots since the system has to wait for the slowest robot
to finish its tasks. We further define a J3 as the bottleneck
distance per task, as follows:
J2 =
1
KN
N∑
i=1
Di (2)
J3 =
1
K
max
i∈[1,N ]
Di (3)
Finally, we also hope to evaluate the entire system from the
perspective of task completion efficiency. Define J4 as the
task completion rate, given in
J4 =
K
ktotal
(4)
where ktotal is the total time needed to finish allK tasks. The
design problem is to individually minimize J1, J2, J3 and
maximize J4 to ensure an effective and efficient warehouse
automation system.
IV. MAIN RESULTS
We present our main results, i.e., the proposed genetic
multi-robot task allocation algorithm and RERAPF algorithm
in this section. The generic GA and conventional APF algo-
rithm are first described in each subsection. The proposed
solutions are then built upon each of these algorithms.
A. Genetic Multi-Robot Task Allocation Algorithm
In order to allocate the tasks effectively and efficiently,
a meta-heuristic approach is adopted. In this subsection,
genetic algorithm is used along with a proposed learning rule
to adapt for the warehouse and multi-robot setup. It should
be noted that other meta-heuristic algorithm could also be
used with the same learning rule.
1) Generic Genetic Algorithm: In the generic GA, a chro-
mosome is used to represent the potential solution, which,
in this case, is the task allocation policy. A fitness function
F is defined to evaluate the quality of the chromosomes
where higher fitness means better quality. An outline of the
standard and generic GA is presented in Algorithm 1 [11].
A more detailed description of the GA can be found in [12].
The detailed design of chromosome representation, fitness
function, crossover and mutation operations are described in
the following subsections.
Algorithm 1: Generic Genetic Algorithm
1 n← 0
2 initialize population P (n)
3 evaluate the fitnesses of P (n)
4 while n < nmax do
5 choose the best candidates of P (n) to form Pp(n)
6 crossover Pp(n) to reproduce Pc(n)
7 mutate Pc(n) probabilistically
8 evaluate the fitnesses of Pc(n)
9 choose the best candidates as next generation with
same population size
10 n← n+ 1
2) Chromosome Representation: The chromosome repre-
sentation is used to encode tasks allocation policy for the
robots. For a set of N robots and K tasks, the length
of chromosome is N + K − 1 and each element of the
chromosome is called a genome. In each chromosome, K
genomes represents the tasks index, and N − 1 genomes
represent the delimiters of chromosome which are arbitrary
negative integers, hereinafter represented by −1 to −(N−1).
The set of all possible chromosomes C is all permutations
of {1, 2, . . . ,K,−1,−2, . . . ,−(N − 1)} and each set of
tasks are encoded as consecutive genomes, separated by
a delimiter. In general, any C ∈ C has the form C =
{c1, . . . cN+K−1} = {T1, n1, T2, n2, . . . , nN−1, TN}, where
ni is a negative integer as delimiter, represents the task
allocation policy for robot ri to rN . For example, the sets of
tasks T1 = {t3, t5, t1}, T2 = {t4, t6}, T3 = {t2, t7}, T4 = ∅
can be encoded as {3, 5, 1,−1, 4, 6,−2, 2, 7,−3}.
3) Fitness Function: The fitness function, based on the
cost function in section III, directly reflects the quality of
the chromosome, hence task allocation. A higher value of
fitness function means higher quality. The fitness function
F : C → R is shown in (5).
F (C) =
(
1
KN
N∑
i=1
Dˆi(Ti) +
1
K
max
i
Dˆi(Ti)
)−1
(5)
where Dˆi(Ti) is the heuristic of the travelled distance for
robot ri with Ti, and is given by
Dˆi(Ti) = dˆ
(
sri(k0), sti,1
)
+
Ki−1∑
j=1
dˆ(sti,j , sti,j+1) (6)
and dˆ(si, sj) = d1(si, sj) is the initial heuristic of distance
between si and sj . This fitness function is in similar form as
(J2 + J3)
−1 as it aims to reduce the average and bottleneck
distance cost simultaneously. If (J2 + J3)
−1 is at global
maximum, then J2, J3 are both at their global minimum.
4) Crossover and Mutation: The crossover operation is
used to reproduce offsprings Cc1 and Cc2 from two parents
Cp1 and Cp2. Figure 3 shows an example of this operation.
Two crossover points i, j are randomly chosen. Then the i-th
to j-th genomes of Cp1, labeled in blue, are preserved to the
child, and the unused genomes Cp2, labeled in red, will fill
the remaining genomes of Cc1. The second offspring Cc2 is
reproduced with the same procedure with reversed roles of
Cp1 and Cp2.
Parent 1 3 -2 1 2 5 6 4 -1 7 -3
Parent 2 6 2 -1 4 3 -3 7 -2 5 1
Child 1 -1 4 1 2 5 6 3 -3 7 -2
Fig. 3: Example of chromosome crossover operation
The mutation operation is relatively simpler. Two random
points m,n are first chosen. Then one randomly permute
the m-th to n-th genomes. This is also called the scramble
mutation.
5) Learning Rule: After the robots have finished the paths
from any si to sj , the actual travelled distance Di(si, sj)
will be used to update the heuristic dˆ(si, sj). To generalize
the learning rule, let Dˆ = [dˆij ] where dˆij = dˆ(si, sj) and
A = [aij ] where aij = λDi(si, sj) + (1− λ)dˆij . The λ is a
binary indicator of whether or not an update is received. We
consider a quadratic error cost function J , given by
J =
1
2
Tr(A− Dˆ)′(A− Dˆ) (7)
and apply gradient descent to update the heuristics:
∆dˆij = −η
∂J
∂dˆij
= η(aij − dˆij) (8)
dˆij ← dˆij +∆dˆij (9)
where η is the learning rate.
B. Recursive Excitation/Relaxation APF Algorithm
In this section, we will present a novel recursive excita-
tion/relaxation APF algorithm that completely eliminates the
well-known problem of local minima with proof, which will
be discussed in more details.
1) Conventional Artificial Potential Field Algorithm:
The conventional APF algorithm is based on the potential
function in the form of (10) [7].
Ui(k, s) = U
att
i (s) + U
rep
i (s) (10)
where Ui(k, s) is the potential at position s and time k for
robot ri, U
att
i (s) and U
rep
i (s) are the attractive and repulsive
potentials. Typically, the attractive potential is contributed by
the goal position while the repulsive potential by obstacles
and other robots to avoid collision [10]. Also, the potential
from other robots is a function of time as robots are dynamic
objects. Equation (10) can therefore be rewritten as (11).
Ui(k, s) = U
g
i (s) + U
o
i (s) + U
r
i (k, s) (11)
where Ugi (s), U
o
i (s), U
r
i (k, s) are the potential components
from goal, obstacle and other robots. The potential compo-
nent at a point s under influence of s′, denoted by φ(s, s′),
regardless of types, is generally expressed as a function of
dp(s, s
′) [13].
φ(s, s′) = g
(
dp(s, s
′)
)
(12)
where g(x) is monotonically increasing for attraction and
non-increasing for repulsion. At each k, the robot selects a
neighbor s′ ∈ N (sri(k)) as the next step based on discrete
gradient descent [14], a modified version is shown in (13).
sri(k + 1) = argmin
s′∈N (sri (k))
Ui(k, s
′) (13)
2) Proposed Artificial Potential Field Algorithm: While
the conventional APF algorithm is highly efficient for path
finding in various applications, it has a fatal limitation, the
existence of local minima [7].
Definition 1. A position sm is a local minimum for robot ri
at time k iff ∀s′ ∈ Na(sm), Ui(k, sm) ≤ Ui(k, s′).
When a robot is at a local minimum sm, it will be
trapped indefinitely according to (13). This is considered a
key disadvantage of the APF algorithm [15]. The proposed
RERAPF algorithm is an extension of the conventional APF
algorithm designed to overcome the local minima problem.
In this algorithm, two operations are introduced, namely the
Excitation fe and Relaxation fr defined in (14) and (15).
fe(x(k)) = γx(k − 1) (14)
fr(x(k)) = (1− α)x(k − 1) + αx(k0) (15)
where k0 is an arbitrary starting time, also γ ∈ (1,∞) and
α ∈ [0, 1) are called the excitation factor and relaxation
factor. Rewriting (10) to (16):
Ui(k, s) = U
s
i (s) + U
d
i (k, s) (16)
where Usi (s) = U
g
i (s)+U
o
i (s) is the potential contributed by
static objects and Udi (k, s) = U
r
i (k, s) by dynamic objects,
hereinafter referred to as the static potential and dynamic
potential respectively. Instead of being a time-independent
function, the static potential is modified into a time-recursive
function. The potential update is shown in (17).
Usi (k, s) =
{
fe(U
s
i (k − 1, s)), sri(k) = s
fr(U
s
i (k − 1, s)), otherwise
(17)
∀s ∈ N (sri(k)) with initial condition U
s
i (k0, s) = U
s
i (s).
The purpose of excitation is to increase the potential at the
position of the robot ri, i.e., Ui(k, sri(k)), hence attempting
to remove any local minimum in case the robot ri is trapped.
For each position s, we only calculate the static potential
once until the current task is finished. The explored positions
are stored in a set Ei for each robot ri. We now formally
present the RERAPF algorithm in Algorithm 2.
Algorithm 2: Proposed RERAPF Algorithm
1 k ← 0
2 for i ∈ [1, N ] do
3 Ei ← ∅
4 while not all robots reached goals do
5 for each ri ∈ R with Ti 6= ∅ do
6 if sri(k) 6= s
i
g then
7 for s′ ∈ N (sri(k)) do
8 if s′ 6∈ Ei then
9 Usi (k, s
′)← Ugi (s
′) + Uoi (s
′)
10 Ei ← Ei ∪ {s′}
11 else if s′ = sri(k) then
12 Usi (k, s
′)← fe(Usi (k − 1, s))
13 else
14 Usi (k, s
′)← fr(Usi (k − 1, s))
15 Ui(k, s
′)← Usi (k, s
′) + Udi (k, s
′)
16 sri(k + 1)← argmins′∈N (sri (k)) Ui(k, s
′)
17 else
18 Ti ← Ti\{ti,1}
19 k ← k + 1
Definition 2. A local minima sm is temporary to ri if ∀k0
∃k′ ∈ (k0,∞) ∃s′ ∈ Na(sm) s.t. Ui(k′, s′) < Ui(k′, sm).
Assumption 1. The static potential function satisfies
Usi (k, s) ≥ 0 ∀i, k, s with unique global minimum at s = s
i
g.
Assumption 2. The dynamic potential function satisfies
Udi (k, s) ∈ [0,∞) ∀i, k, s, i.e., always non-negative and
finite, and Udi (k, s) ≫ U
s
i (s
′) if ∃r 6= ri sr(k) = s
∀i, k, s, s′.
Before we introduce the main theorem in this paper, we
first introduce the following lemma about local minimum:
Lemma 1. Any local minimum reached by robot ri is
temporary to ri in the proposed RERAPF algorithm.
Proof. Under assumption 1 and 2, consider an arbitrary local
minimum sm in which robot ri is trapped at time kt, i.e.,
sri(kt) = sm. Also assume there exists an unoccupied
neighbor for sm. Then by the definition 1, ∀s′ ∈ Na(sm),
Ui(kt, sm) ≤ Ui(kt, s′) and sri(kt + 1) = sm. It is also
possible that sri(kt + 1) = s
′ if Ui(kt, s
′) = Ui(kt, sm)
which immediately implies that the robot has escaped from
the local minimum sm. Therefore we will focus on the case
where sri(kt + 1) = sm.
Ui(kt + 1, sm) = fe(Ui(kt, sm)) + U
d
i (kt + 1, sm) (18)
Ui(kt + 1, s
′) = fr(Ui(kt, s
′)) + Udi (kt + 1, s
′) (19)
If ∀s′ ∈ Na(sm), Ui(kt + 1, sm) ≤ Ui(kt + 1, s′)
then the above update rules will be repeated until ∃k′ >
kt, s
′ ∈ Na(sm), Ui(k′, sm) > Ui(k′, s′). The dynamic
potential Udi (k, s) is bounded with supU
d
i (k, s) = m and
inf Udi (k, s) = n where m and n are two non-negative
finite numbers that m− n ≥ 0. Consider the extreme worst
case scenario where Udi (k, sm) = n and U
d
i (k, s
′) = m
∀s′ ∈ Na(sm). For some k′ > kt,
Ui(k
′, sm) = γ
k′−ktUsi (kt, sm) + n (20)
Ui(k
′, s′) = (1− α)k
′−ktUsi (kt, s
′)
+ [1− (1− α)k
′−kt ]Usi (s
′) +m (21)
Let s∗ = argmins′∈Na(sm) Ui(k
′, s′). If ri is to escape from
sm, the inequality (22) must be satisfied.
Ui(k
′, sm) > Ui(k
′, s∗) (22)
γ∆kUsi (kt, sm) > (1 − α)
∆k(Usi (kt, s
∗)− Usi (s
∗))
+ Usi (s
∗) +m− n (23)
where ∆k = k′ − kt. It can be easily verified that
Usi (kt, s
∗) ≥ (1 − α)∆k(Usi (kt, s
∗) − Usi (s
∗)) + Usi (s
∗).
Then consider the following inequality,
γ∆k
′
Usi (kt, sm) > U
s
i (kt, s
∗) +m− n (24)
where∆k′ ≥ ∆k. The inequality (24) has a simple analytical
solution for the critical point of ∆k′ where ∆k′ > (∆k′)crit
is the region of solutions.
(∆k′)crit = logγ
Usi (kt, s
∗) +m− n
Usi (kt, sm)
≥ (∆k)crit (25)
Similarly, ∆k > (∆k)crit is the region of solutions for (23).
Note that is an overestimation of the solution of (22) for
general case (where the dynamic potentials are not at extreme
values), thus an upper bound. In other words, the time
required to eliminate local minimum sm does not exceed
(∆k′)crit+1 regardlessly. Since ∃∆k ≤ (∆k′)crit+1 <∞
such that Ui(k
′, sm) > Ui(k
′, s∗), the local minimum sm is
temporary to ri.
Lemma 1 shows that the introduction of excitation can
remove local minimum in case a robot is trapped. From (25)
of [12], it is observed that the upper bound of ∆k decreases
with increasing γ, meaning that a larger excitation factor
shortens entrapment time. In addition, the introduction of
relaxation factor also facilitates the escape of local minimum
as it reduces the potentials of the neighbors to the original
values over time.
3) Semi-Completeness for Proposed RERAPF Algorithm:
The proposed RERAPF algorithm is capable of eliminating
local minimum as proven in Lemma 1, which results in semi-
completeness shown in the following.
Definition 3. An algorithm is semi-complete if and only if
it is guaranteed to find a solution when there exists one but
may not return false when there is none.
Theorem 1. For every α ∈ [0, 1), ∃γ ∈ (1,∞) such that the
proposed RERAPF algorithm is semi-complete.
Proof. Assume robot ri is contained in a fixed region V ⊂ S
indefinitely where sig 6∈ V and sri(k) ∈ V ∀k. Also, we
apply an additional constraint on V such that all positions in
V must be reached by ri at some k, i.e., ∀s ∈ V ∃k sri(k) =
s with finite maximum time intervals. Lemma 1 implies that
the additional constraint is always achievable for small region
V and |V | > 1. For each s ∈ V , the corresponding potential
can be modeled as a recursive Bernoulli random process with
P [sri(k) = s] = p. Because of the constraint on V , p is not
the true probability but rather a relative frequency, due to the
assumption that all states will be reached by ri with finite
interval, and therefore p ∈ (0, 1).
E[Usi (k, s)] = pE[fe(U
s
i (k − 1, s))]
+(1− p)E[fr(U
s
i (k − 1, s))] (26)
=
[
βk−k0 + (1− p)α
k−k0−1∑
i=0
βi
]
Usi (s)(27)
where β = pγ + (1 − p)(1 − α). It can be verified that
limk→∞ E[U
s
i (k, s)] → ∞ when β > 1, and therefore
γ > 1 − α + α/p. This implies that Usi (k, s) will tend
to increase, albeit not necessarily monotone, with large k.
Since p ∈ (0, 1), there must exist a finite γ satisfying
this inequity. Assume the condition γ > 1 − α + α/p is
satisfied. If there exists a solution, then ∃k′′ ∈ (k0,∞) such
that ∃s′′ ∈ Na(V ) with finite non-increasing potential. For
some finite k∗ > k′′ when sri(k
∗) ∈ Na(s′′) ∩ V , then
s′′ ∈ Na(sri(k
∗)) with Ui(k
∗, s′′) < Ui(k
∗, sri(k
∗)), which
implies that sri(k
∗ + 1) 6∈ V as at least one neighbor of
sri(k
∗) has lower potential. By contradiction, it is impossible
for ri to be contained in a fixed region V indefinitely. In other
words, if ri is contained in a region V indefinitely, V must
be expanding until sig ∈ V . By definition of V , the robot ri
will reach sig in finite time. However, if there is no possible
path to the goal, it will continue move inside V indefinitely
without reaching sig, thus only semi-complete.
Remark 1. Although a closed-form inequality was derived in
Theorem 1, it is impractical to design α and γ directly based
on the condition because p is unknown. The parameters still
need to be chosen by trial and error. However, it is clear that
p decreases as |V | increases. In other words, a larger layout
should lead to smaller p, hence larger γ and/or smaller α
required.
4) Implementation: The main implementation challenge
is the design of potential functions. In the following context,
we introduce an implementation based on proximity sensors
information. We firstly rewrite the general potential function
(12) as the weighted sum of the pj-norms, addition to a
constant εj , to the power of ej . The superscript j denotes
the source of the potential (g for goals, o for obstacles, r for
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Fig. 4: Simulation Results
robots), as different object may produce a different potential
function.
φj(s, s′) =
∞∑
i=0
cji
(
d
p
j
i
(s, s′) + εji
)ej
i
(28)
where pji , c
j
i , e
j
i , ε
j
i are design parameters. More specifically,
εri > 0 ∀i ∈ {x : c
r
x 6= 0} in order to bound the dynamic
potential function to be finite. To utilize the local sensors
information, we introduce an alternative form of the potential
function as follows.
ϕj(s, s′) =
{
φj(s, s′), s′ ∈ Q(s)
0, otherwise
(29)
where Q(s) =
⋂
s∗∈N (s) P(s
∗) to ensure a consistent static
potential calculated at different location. This can prevent
duplicate computation of potential at the same position, and
ensure that the excitation/relaxation operations are correctly
performed. The potential function is highly dependent on the
sensor information for robot ri at time k.
Usi (s) = φ
g(s, sig) +
∑
o∈O
ϕo(s, so) (30)
Udi (k, s) =
∑
r∈R\{ri}
ϕr(s, sr(k)) (31)
It is clear that this implementation can satisfy all as-
sumptions made previously on the potential functions with
proper pji , c
j
i , e
j
i , ε
j
i . The advantage of this approach is the
adaptivity to change of the warehouse environment, for
example, change of layout or unexpected obstacles.
V. SIMULATION RESULTS
In this section, we present some simulation results for the
proposed warehouse automation system based on the cost
functions introduced in section III. The simulation param-
eters are listed in Table I, whilst the layout used in the
simulation is in the same pattern as Figure 1. For each set of
parameters, 500 runs of simulation were conducted to obtain
the corresponding results.
Layout Size 81 × 80
Number of Robots 1− 100
Number of Tasks 1− 100
Excitation Factor γ 15
Relaxation Factor α 0.05
TABLE I: Simulation parameters
For the sake of simplicity, the following potential functions
are adopted in the simulation.
Usi (s) = φ
g(s, sig) +
∑
o∈O
ϕo(s, so)
Udi (k, s) = 0.01
∑
r∈R\{ri}
ϕo(s, sr(k))
φg(s, sig) = d∞(s, s
i
g)
ϕo(s, so) =
{
0.1(d2(s, s
o) + ε)−2, so ∈ Q(s)
0, otherwise
where ε = 10−9 is an arbitrarily chosen small number, and
Q(s) =
⋂
s∗∈N (s) P(s
∗).
In addition to the cost functions mentioned previously,
we also evaluate the computational time of the proposed
RERAPF algorithm compared with traditional A* algorithm.
The simulation results are shown in Figure 4. It is shown that
the computation time of A* algorithm is approximately 13
times higher than the RERAPF algorithm on average. Also,
since the proposed algorithm can be executed distributively
on each robot, the actual computational load could be much
lower for each robot. As for the path cost J1, it is below
1.2 within the simulation environment, i.e., the difference
between the actual path length and the optimal length is less
than 20%, with a maximum slope of 0.09% per additional
robot. This is the tradeoff between the computation time and
optimality for the path planning algorithm.
The results for the cost functions J2, J3 and task comple-
tion rate J4 with N = 10, 20, 40, 100 are shown in Figure 4c
to Figure 4e. It is seen that all of J2, J3 and J4 gradually
converges as K increases albeit with a slower converging
rate for larger K , with diminishing marginal improvement
with respect to increase in N . It is interesting to notice
that J3 and J4 can be improved with larger K , and J2
was slightly worsen as K increases. The intuition behind
this is that when the number of tasks is sufficiently large, it
is more likely for the workload of robots distributed more
uniformly, hence a lower bottleneck cost J3. Also, multiple
tasks can be completed by a single robot at once, hence
the tasks done more efficiently, which leads to a lower J3
and higher task completion rate J4. On the other hand, when
there are significantly more robots than tasks, the probability
that there exist a robot close to the tasks is relatively high,
therefore resulting in a lower average travel distance J2.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented a computationally effi-
cient local path planning algorithm, namely the RERAPF al-
gorithm, and a genetic task allocation algorithm with heuris-
tic learning rule. The semi-completeness of the RERAPF
algorithm was proven by showing that it is impossible for any
robot to be trapped in any fixed region that does not contain
the goal position. The performances of each subsystem, and
the overall system were shown in simulation. Future work
may include consideration of additional practical constraints,
such as battery and robot capacities. Also, an equivalent
RERAPF algorithm of the continuous time or continuous
space configuration may also be considered to derive a more
general algorithm.
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