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a b s t r a c t
Many methods to compute the winding number of plane curves
have been proposed, often with the aim of counting the number
of roots of polynomials (or, more generally, zeros of analytic
functions) inside some region by using the principle of argument.
In this paper we propose another method, which are not based
on numerical integration, but on discrete geometry. We give
conditions that ensure its correct behavior, and a complexity bound
based on the distance of the curve to singular cases. Besides, we
provide a modification of the algorithm that detects the proximity
to a singular case of the curve. If this proximity is such that the
number of operations required grows over certain threshold, set by
the user, the modified algorithm returns without winding number
computation, but with information about the distance to singular
case. When the method is applied to polynomials, this information
refers to the localization of the roots placed near the curve.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction: winding number and root finding
The winding number, or index, of a plane closed curve ∆ is the number of twists that it makes
around the origin. Its value can be computed using Cauchy integral formula of Complex Analysis as:
Ind(∆) = 1
2π i

∆
dz
z
.
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The main motivation for the study of winding number computation has been its use in several
root-finding algorithms. They are based on the fact that the number of roots of a polynomial f inside
the curve Γ matches with the winding number of ∆ = f (Γ ). We can divide the plane region inside
Γ (if it contains some root) in smaller regions. The winding number of its borders is computed and,
recursively, these regions are divided in sub regions again if they contain some root, until the desired
precision is reached. A similar procedure can be used to find the zeros of analytic functions [13].
The most used methods of root finding have been traditionally the iterative ones, like Newton,
Jenkins–Traub or eigenvalue based, for example. The methods of this type converge rapidly, for
most polynomials of moderate degree (less than about 50 [15]). Even for these degrees, the iterative
methods are inadequate for certain classes of polynomials (as those with clusters or multiple roots,
depending on the method), or for specific polynomials that show ill-conditioning (like Wilkinson
example). To cope with these issues, it is necessary to apply heuristic rules in case of difficulties
(to choose another initial approximations, or change the method applied, or use high precision
arithmetic).
The methods based on geometrical relations (like winding number and others) are instead valid
for all polynomials equally. Besides, this uniformity allows an analysis of the complexity for such
methods. The theoretical studies of complexity have been a driving force in the development of
geometric methods. In addition, practical applications need methods that allow to focus the root
finding on a specified complex plane region [17]. This restriction produces a computational saving
with respect to iterative methods, which do not allow it. Geometric methods different from the
winding number are for example the inclusion test of Weyl [9,21], or the process of Graeffe [2].
Several root-finding algorithms that compute the winding number using numerical computation
of the Cauchy integral have been proposed [13,19]. A different approach can be found in [20] or [5],
using Sturm successions to find the crossings of the curve∆ by positive abscissa axis. These methods
are valid for specific shapes of contour Γ (circular in Suzuki, rectangular in Wilf and Collins), and
show several troubles (the need of arbitrary-precision arithmetic [10] in the numerical integration
methods, and a symbolic algebra package in themethods using Sturm successions).We follow another
approach, which can be traced to Henrici [9], using geometrical facts about a sample of the points
of ∆. Our method is applicable to generic curves using standard IEEE 754 double precision. It has
been implemented and compared against several root finders, with good results [8]. We applied it to
polynomials of high degree arising in signal processing. Others applications demanding high degree
root finding are computer-algebra systems [15], robotics (the inverse cinematic problem) [17] or
antenna theory [14].
Methods derived from Henrici have been used in recursive root-finding algorithms, either for
practical applications [18,8] or for theoretical studies of root-finding complexity [16,15]. In [22]
or [12] we can find precise statements about the conditions in which we can use winding number
in root-finding algorithms, and suggestions to manage near-to-singular cases. But the study of their
complexity, essential to compare these algorithms against traditional root finders, is unattended. This
paper aims to fill this gap.
For this purpose, we will show that the distance of the curve ∆ from the origin is a measure of
the cost of its winding number computation. We call this distance the value of singularity of ∆. In
particular, in the use of the winding number to find roots of a polynomial f , the value of singularity
of ∆ = f (Γ ) is equivalent to the distance from the roots of f to Γ . The mentioned works were
aware of the influence of this distance in the computational cost of the root finding, but they lack
a precise expression of this dependence. Besides, we give cost bounds for the treatment of near-to-
singular cases, which arisewhen using thewinding number algorithm recursively inside a root finding
algorithm.
The value of singularity of ∆ is the main factor in the cost of the algorithm. The reciprocal of this
value can be compared with the condition number of a matrix in linear numerical analysis. Both are
a measure of the ill-conditioning of the input data: the cost of a matrix inversion with a predefined
precision, for example, grows proportionally to the condition number of thematrix. Similarly, the cost
of a winding number computation grows with the reciprocal of the value of singularity.
Beyond its theoretical interest, it is necessary a study of the value of singularity for the use
of winding number in root-finding applications, because singular contours arise in the recursive
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subdivision of the plane region. In the treatment of these cases, we replace the singular contour by
another curve, closely situated, with higher value of singularity. This detour technique is similar to
one proposed in [22], but armed with our results about the value of singularity we can apply it within
a recursive procedure, hence we can handle curves with arbitrary singularity, as appears in [8].
About the structure of the paper, Section 2 below exposes the winding number algorithm, called
insertionprocedure (IP). Section 3 studies its computational cost, depending on the value of singularity
of the curve, if it is uniformly parameterized, and Section 4 develops an analogous study for the more
general Lipschitzian curves. Section 5 states a condition for the accuracy of the algorithm to count the
twists of any size around the origin (insertion procedure valid for any array, IPA). Section 6 introduces
a control, intended for the application of the algorithm to curves of arbitrary value of singularity
(insertion procedurewith control of singularity, IPS). The summarizing Section 7 includes suggestions
of future work.
2. Definitions and insertion procedure
Let us consider closed curves defined parametrically, that is, as mappings from a real interval to
the complex plane∆ : [a, b] → Cwith∆(a) = ∆(b). As usual in the study of parameterized curves,
two curves ∆1 : [a, b] → C and ∆2 : [c, d] → C with the same image Im(∆1) = Im(∆2) can
be viewed as two parameterizations of a subset of C. Remember that a curve ∆ : [a, b] → C is
uniformly parameterized if the arc length equals the length of the interval of the parameter values,
that is, for each x, y ∈ [a, b], |y − x| =  yx d∆(t). Every piecewise differentiable curve can be
parameterized in a uniform way [11]. That is, for any curve ∆ : [a, b] → C there is another curve
∆u : [0, arclength(∆)] → Cwith Im(∆) = Im(∆u) and∆u uniformly parameterized.
We also consider Lipschitzian curves (that is, verifying that there exist a constant L with |∆(y) −
∆(x)| ≤ L|y − x| for each x, y ∈ [a, b], see [11]). The uniform parameterized curves are a particular
case of Lipschitzian ones, with L = 1.
The winding number, or index, Ind(∆) of a curve∆ : [a, b] → C, is an integer number that counts
the complete rotations of the curve around the point (0, 0) in counterclockwise sense. See Fig. 1.
As a particular case of the Cauchy formula of Complex Analysis, the winding number is equal to
this line integral:
Ind(∆) = 1
2π i

∆
1
w
dw.
The winding number is applied in the principle of argument [9]. It states that the number of zeros
(counted with multiplicity) of an analytic function f : C→ C, w = f (z), inside a region with border
defined by the curve Γ , is equal to the winding number of the curve ∆ = f (Γ ) (see Fig. 2). The
principle of argument can be viewed as a bi-dimensional analogy of Bolzano’s theorem, and it is in the
base of the recursive methods to find the zeros of holomorphic functions and, in particular, roots of
polynomials.
It should be noted that the winding number of the curve ∆ is not defined if ∆ crosses over the
origin (0, 0) because the integral

∆
1
w
dw does not exist. In that case, ∆ is called a singular curve. If
∆ = f (Γ ), this is equivalent to that Γ crosses over a zero of f . For a value ε ≥ 0, we say that a curve
is ε-singular if its minimum distance to the origin is ε. The 0-singular curves are the curves previously
called singular for the index integral. The Cauchy formula is not applicable to 0-singular curves.
As commented in the introduction, we take the approach of Henrici [9] as an alternative to
numerical integration of the above formula. Hence, we work with polygonal approximations of the
curve ∆, that is, discrete sets of complex points disposed in certain order: for an array of parameter
values si ∈ [a, b], (a = s0, . . . , sn = b) with s0 < s1 < · · · < sn, the polygonal approximation is∆n = (∆(s0), . . . ,∆(sn)). Fig. 3 shows a curve with a polygonal approximation.
For an array S = (s0, . . . , sn) of increasing values, si < si+1, i = 0, . . . , n − 1, we call its maxstep
|S| to the maximum difference between consecutive values, that is: |S| = max0≤i≤n−1(si+1 − si).
The complex plane is divided in angular sectors, of angle π4 . There are eight such sectors, called
C0, C1, C2, . . . , C7, each one the half of a quadrant. To be precise, each border between adjacent sectors,
Cx and Cx+1, is included in Cx+1 for x = 0, . . . , 6, and the border between C7 and C0 is included in C0.
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Fig. 1. The winding numbers of the curves∆1 and∆2 are Ind(∆1) = 1 and Ind(∆2) = 2.
Fig. 2. The number of roots of the polynomial f (z) = z3 + 1 inside Γ1 and Γ2 equals the winding numbers of∆1 = f (Γ1) and
∆2 = f (Γ2), respectively.
Fig. 3. The curve∆ is approximated by polygonal ∆18 with a resolution of 18 points.
We say that two points p, q of the curve∆ are connected if they are placed in two adjacent sectors
or the same one, that is, if p, q ∈ Cx ∪ Cx+1 for some x. Equivalently, if p ∈ Cx and q ∈ Cy implies that
y = x ± 1 (or y = x). As the sectors C7 and C0 are adjacent, the equalities must be understood as an
arithmetic congruence modulo 8.
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Fig. 4. Curve segments with number N of crossed borders.
Let us consider the borders delimiting sectors C0, . . . , C7. For each curve segment∆([si, si+1])we
say that it crosses N borders if the parameter interval contains at most N values fj, j = 1, . . . ,N , with
si ≤ f1 < f2 < · · · < fN ≤ si+1, whose image points∆(fj) belong to some border. For example in Fig. 4
there are several segments with the number of borders that they cross.
Let us suppose that the curve ∆ has a defined index, that is, it does not cross the origin. Then it is
sure that there is an array (t0, t1, . . . , tm) of values of the parameter t ∈ [a, b], a = t0 < t1 < · · · <
tm = bwhose images by the mapping∆ are connected, as shown in Fig. 5.
We say that a polygon of vertices ∆(ti), i = 0, 1, . . . ,m verifies the property of connection if every
pair of consecutive points ∆(ti) and ∆(ti+1) are connected. If we get for any method an array of
points (∆(t0),∆(t1), . . . ,∆(tm)) defining a polygon ∆m that verifies the property of connection, its
index Ind(∆m) can be calculated as the number of points ∆(ti) in C7 followed by a point ∆(ti+1) in
C0. The occurrence of a sector C0 followed by C7 must be counted negatively. That is, Ind(∆m) =
#(crossings C7 to C0)− #(crossings C0 to C7).
The method to find the parameter values (t0, t1, . . . , tm) was left unspecified by Henrici, as well
as the conditions under which the index of the approximating polygon ∆m coincides with that of the
original curve∆. Ying and Katz [22] proposed such amethod, at a reasonable computational cost. They
construct such array starting from some initial array of parameter values (a = s0, . . . , sn = b) of the
curve ∆, whose images not necessarily verify the property of connection, i.e., that perhaps, for some
i, the images of si and si+1 are not connected. The array of images∆(si) is scanned from the beginning
s0, until a pair (si, si+1) is found such that its images∆(si) ∈ Cx and∆(si+1) ∈ Cy are not connected. In
this situation an interpolation value si+si+12 is inserted in parameter array (s0, . . . , sn) between si and
si+1. Then the resulting array (s′0, . . . , s
′
n+1) is scanned again for another pair (s
′
j, s
′
j+1) whose images
are not connected and a middle point is inserted as described. Iterating this process, finally an array
T = (t0, . . . , tm), m ≥ n, is obtained whose images verify the property of connection. This procedure
is defined in Fig. 6.
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Fig. 5. The images of the successive values ti , ti+1 are connected.
Fig. 6. Insertion procedure (Ying and Katz).
The insertion process scans the array from left to right, in such a way that the points needed to
connect si and si+1 are inserted before those between si+1 and si+2.
This procedure of interpolation-point insertion has two details that make difficult its effective
application in index calculation. In first place, it does not end in a finite number of steps in certain
cases. We discuss this in the Sections 3 and 4. In second place, Ind(∆m) coincides with the index of∆
only under certain assumptions. The Section 5 deals with this issue of the coincidence of Ind(∆m)
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and Ind(∆). The analysis of the insertion procedure, and its modification bringing to a finite and
demonstrable algorithm for winding number calculation, is the main contribution of this work.
3. Complexity of the insertion procedure for uniformly parameterized curves
If the curve∆ crosses over the origin (that is,∆ is a singular curve) the insertion procedure cannot
reach an end, because there is not any array of points with the property of connection. Besides, if the
curve is placed very close to the origin, the number of insertions can grow to a high value. The purpose
of this section is to give a precise statement of this fact, in Theorem 1 below.
Suppose that we apply the insertion procedure with initial array S(0) = (s0, . . . , sn). Let us focus
on an interval [si, si+1]whose image, the curve segment∆([si, si+1]), has its end points not connected
(see Fig. 7). We call Cx the sector containing∆(si), and pk the k-th point resulting from an insertion of
the procedure between∆(si) and∆(si+1), k = 1, 2, . . .. Also we call uk the parameter value such that
pk = ∆(uk), so S(k) = (s0, . . . , si, . . . , uk, . . . , si+1, . . . , sn).
Note that the insertions uk in the parameter array are not necessarily performed in increasing
order, that is, not necessarily uk < uk+1. To manage this unpredictability of the insertion point, let
us call the point array ∆(S(k)) = (. . . ,∆(si), . . . , pk, . . . ,∆(si+1), . . .), and let us call q1 and q2 the
first not connected points found in this array in the left-to-right scanning of the insertion procedure:
∆(S(k)) = (. . . ,∆(si), . . . , q1, q2, . . . ,∆(si+1), . . .). Despite this expression, note that it is possible
that q1 = ∆(si) or q2 = ∆(si+1), or that q1 or q2 equals to pk. Suppose that no point of the array
∆(S(k)) between ∆(si) and ∆(si+1) belongs to Cx−1 neither to Cx+1, the adjacent sectors to the one
containing∆(si). Then we have that q1 ∈ Cx and q2 ∈ (Cx−1∪Cx∪Cx+1)c . This is because the insertion
process scans the array in increasing order of the parameter value, and then the points of the segment
(∆(si), . . . , q1) of ∆(S(k)) must all belong to Cx (as they are connected, ∆(si) ∈ Cx, and there are no
points in Cx−1 neither in Cx+1). And hence the non adjacent point q2 must belong to a non adjacent
sector, that is, q2 ∈ (Cx−1 ∪ Cx ∪ Cx+1)c .
The following proposition formalizes this reasoning, calling Ik the curve segment joining pk with
the previous point in array, and I ′k the curve segment joining pk with the subsequent point. We
define I0 = I ′0 = ∆([si, si+1]). For example, as p1 = ∆(u1), we have that I1 = ∆([si, u1]) and
I ′1 = ∆([u1, si+1]) (see Fig. 8).
As notation issue, in the following propositions the set of points {p1, p2, . . . , pk−1} should be
viewed as {p1, p2}when k = 3, {p1}when k = 2 and the void set when k = 1.
Proposition 1. Suppose that ∆(si) and ∆(si+1) are not connected. For k = 1, 2, . . . , if the sectors Cx−1
and Cx+1 do not contain any point from p1, p2, . . . , pk−1, then it is verified:
(a) If pk belongs to Ck, then I ′k has one endpoint in Cx and the other one in (Cx−1 ∪ Cx ∪ Cx+1)c .
(b) If pk belongs to (Cx−1∪Cx∪Cx+1)c , then Ik has one endpoint in Cx and the other one in (Cx−1∪Cx∪Cx+1)c .
Proof. As the insertion points p1, p2, . . . , pk−1 are not contained in Cx−1 neither in Cx+1, by the above
reasoning the points q1 = ∆(v1) and q2 = ∆(v2) first found by the left–right scanning of the insertion
proceduremust verify q1 ∈ Cx and q2 ∈ (Cx−1∪Cx∪Cx+1)c . Therefore, if pk ∈ Cx, then I ′k = ∆([uk, v2])
verifies the claim of (a). Likewise if pk ∈ (Cx−1 ∪ Cx ∪ Cx+1)c , Ik = ∆([v1, uk]) verifies the claim
of (b). 
To proceed with the argumentation, we need a further hypothesis about ∆. In this section we
suppose that ∆ : [a, b] → C is uniformly parameterized (that is, for each x, y ∈ [a, b], |y − x| = y
x d∆(t)).
We callM the arc length of the segment∆([si, si+1]). If∆ is uniformly parameterized, we have [11]
thatM = (si+1 − si).
Proposition 2. If k is such that the sectors Cx−1 and Cx+1 do not contain any point from
p1, p2, . . . , pk−1, pk, then pk+1 is the midpoint of either Ik or I ′K , the one with its endpoints not connected.
Besides, if ∆ is uniformly parameterized, then for j = 1, 2, . . . , k+1, arclength(Ij) = arclength(I ′j ) = M2j .
In particular, arclength(Ik) = arclength(I ′k) = M2k .
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Fig. 7. The parameter array produced by insertion procedure in this curve is S(4) = (. . . , si, u2, u4, u3, u1, si+1, . . .). The next
insertion point p5 goes between p2 and p4 .
Fig. 8. The points∆(si) and∆(si+1) and the intervals Ik and I ′k are outlined.
Proof. By induction: for k = 0, p1 is the midpoint of I0 = I ′0 = ∆([si, si+1]) because of the uniform
parameterization. For general k, the induction hypothesis is that pk is the midpoint of Ik−1 or I ′k−1. The
array after this k-th insertion outcomes (. . . ,∆(si), . . . , e1, pk, e2, . . . ,∆(si+1), . . .), being e1, e2 the
not connected endpoints of one of the two segments Ik−1 or I ′k−1. Note that as pk is not in Cx−1 neither
in Cx+1, then must be pk ∈ Cx or pk ∈ (Cx−1 ∪ Cx ∪ Cx+1)c , and by Proposition 1 the endpoints of either
Ik (that are e1, pk) or I ′k (that are pk, e2) are not connected. The next insertion point pk+1 is produced
by the procedure after finding two points q1 and q2 not connected. By the left–right scanning of the
array, we must conclude that these points are either q1 = e1 and q2 = pk, or q1 = pk and q2 = e2.
That is, pk+1 is the midpoint of Ik or I ′k.
For the claim about the lengths, note that arclength(I0) = arclength(I ′0) = M , and that, for
j = 1, 2, . . . , k + 1, pj divides either Ij or I ′j in two halves, Ij+1 and I ′j+1. Therefore arclength(Ij+1) =
arclength(I ′j+1), and arclength(Ij+1) = arclength(Ij)2 , and by induction we derive the expression for the
arc length. 
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Remember that a curve is ε-singular if its minimum distance to the origin is ε. We have that:
Proposition 3. The arc length of a segment of an ε-singular curve with its endpoints not connected is
strictly greater than π4 ε.
Proof. This can be viewed considering a circumference of radius ε, for instance the one depicted with
a dash line in Fig. 8. It is the curvewithminimal arc length between the ε-singular ones. And its points
in different non adjacent sectors has an angle difference with a lower bound of π4 , corresponding to
an arc length of π4 ε. 
With the decrement of the arclength of the intervals in the conditions of Proposition 2, and the
concept of ε-singularity, we advance in the proof of the finiteness of the insertion process between
si and si+1. We can foresee that the number of insertions should be bound by a formula involving
logarithms, because each insertion divides by two the difference between two consecutive parameters
of the array. Proposition 4 gives us the concrete bound of ⌈lg2( 4Mπε )⌉ for the number of iterations until
an insertion point is connected to∆(si).
Proposition 4. Suppose that ∆ is uniformly parameterized and ε-singular. If ∆(si) and ∆(si+1) are
not connected, being Cx the sector containing ∆(si), then there is an insertion point pK verifying pK ∈
Cx−1 ∪ Cx+1 with K ≤ ⌈lg2( 4Mπε )⌉.
Proof. Webuild a bound of the number of iterations of the insertion procedure until an insertion point
pertains to Cx−1 ∪ Cx+1. Let us define k0 as the integer verifying M2k0 ≤ π4 ε < M2k0−1 . This is equivalent
to 4M
πε
≤ 2k0 < 2 4M
πε
, that is lg2(
4M
πε
) ≤ k0 < lg2( 4Mπε ) + 1, therefore k0 = ⌈lg2( 4Mπε )⌉. Note that by
Proposition 3 the arc length of ∆([si, si+1]), M , verifies M > πε4 , that is 4Mπε > 1, hence lg2( 4Mπε ) > 0
and ⌈lg2( 4Mπε )⌉ ≥ 1. Then k0 ≥ 1.
If for some K with K < k0 the insertion point pK verifies pK ∈ Cx−1 ∪ Cx+1, then the conclusion of
the proposition is verified, because K < k0 = ⌈lg2( 4Mπε )⌉. If, on the contrary, all the insertion points
pK with K < k0 verify pK ∉ Cx−1 ∪ Cx+1 (or equivalently, the sectors Cx−1 and Cx+1 do not contain any
point from p1, p2, . . . , pk0−1) we are in the hypothesis of Proposition 1 (with k = k0). If we suppose,
seeking a contradiction, that pk0 ∉ Cx−1∪Cx+1 (that is, pk0 ∈ Cx or pk0 ∈ (Cx−1∪Cx∪Cx+1)c), then either
Ik0 or I
′
k0
has its endpoints not connected. Besides, we have that arclength(Ik0) = M2k0 by Proposition 2,
and M
2k0
≤ π4 ε by definition of k0. And it is not possible that arclength(Ik0) = arclength(I ′k0) ≤ π4 ε
with its endpoints not connected, because this contradicts Proposition 3. We must conclude that
pk0 ∈ Cx−1 ∪ Cx+1. 
Note that being pK the first insertion point with pK ∈ Cx−1 ∪ Cx+1, the points in the segment
(∆(si), . . . , q1) of the array S = (. . . ,∆(si), . . . , q1, pK , q2, . . . ,∆(si+1), . . .) belong to Cx. This is
because the insertion procedure scans the array from left to right, and then it is not possible that one
of these points (∆(si), . . . , q1) belongs to (Cx−1∪Cx∪Cx+1)c , since in such case theK -th insertion point
should be inserted in a place preceding q1. Also it is not possible that some of these points belong to
Cx−1∪Cx+1, because pK is the first inserted point with this property. Then the points of (∆(si), . . . , q1)
must belong to Cx.
Using Proposition 4 we can find a bound to the number of insertion points required to connect
∆(si) and ∆(si+1). Remember that ∆([si, si+1]) crosses N borders between sectors if the parameter
interval contains at most N values fj, j = 1, . . . ,N , with si ≤ f1 < f2 < · · · < fN ≤ si+1, whose image
points∆(fj) belong to some border.
Note that if ∆([si, si+1]) crosses N = 0 borders, the number of insertion points required in this
segment is zero because ∆(si) and ∆(si+1) are in the same sector. Likewise, if N = 1, then ∆(si) and
∆(si+1) are connected, and no insertion point is required. In case of greater number of crosses N , the
following claim is verified:
Lemma 1. Suppose that ∆ is uniformly parameterized and ε-singular, that ∆(si) and ∆(si+1) are not
connected, and that ∆([si, si+1]) crosses N borders. For N ≥ 2, the number of insertion points between
∆(si) and∆(si+1) is bounded by (N − 1)⌈lg2( 4Mπε )⌉.
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Fig. 9. The curve segment between∆(si) and∆(si+1) has an arc length ofM , and∆([si, si+1]) crosses 4 borders.
Proof. We prove that assert by induction on N .
Suppose firstly that N = 2; as ∆(si) and ∆(si+1) are not connected, the points of ∆([si, si+1]) are
contained in three sectors. Cx is the sector containing∆(si), then there are two possible cases: either
∆(si) ∈ Cx, ∆(si+1) ∈ Cx+2 and ∆([si, si+1]) ⊂ Cx ∪ Cx+1 ∪ Cx+2 (counterclockwise), or ∆(si) ∈ Cx,
∆(si+1) ∈ Cx−2 and ∆([si, si+1]) ⊂ Cx ∪ Cx−1 ∪ Cx−2 (clockwise). Fig. 8 depicts the first case. By
Proposition 4, in less than ⌈lg2( 4Mπε )⌉ iterations the insertion procedure puts a point pK in Cx−1 ∪ Cx+1.
With this insertion the array (∆(si), . . . , pK , . . . ,∆(si+1)) verifies the property of connection and the
procedure ends (between∆(si) and∆(si+1)).
This reasoning on N = 2 is the base case of the induction proving the lemma. For the inductive
step, suppose now that the curve segment ∆([si, si+1]), of length M , crosses N borders, N > 2.
The hypothesis of induction, that we suppose proved, is that any curve segment crossing N − 1
borders requires at most (N − 2)⌈lg2( 4M ′πε )⌉ insertions points, being M ′ its length. We shall prove
that∆([si, si+1]) requires at most (N − 1)⌈lg2( 4Mπε )⌉ insertion points, by dividing this segment in two
sections, a first one that goes from ∆(si) to a point in Cx−1 or Cx+1, and a second one that goes from
this point to∆(si+1).
By Proposition 4, we have that for certain K ≤ ⌈lg2( 4Mπε )⌉, the point pK = ∆(uK ) is in a sectorwhich
is adjacent to∆(si), either Cx−1 or Cx+1. Besides, by the note following the proof of Proposition 4, the
points in the segment (∆(si), . . . , q1) of the array (. . . ,∆(si), . . . , q1, pK , q2, . . . ,∆(si+1), . . .) belong
to Cx. Fig. 9 shows an example where K = 3 and pK ∈ Cx+1.
We divide the segment ∆([si, si+1]) in two subsegments, ∆([si, uK ]) and ∆([uK , si+1]). Note that
∆([si, uK ]) crosses at least one border (that one between Cx and Cx−1 or Cx+1), but not necessarily
only one, as we can see for example in the positions of Fig. 10. Besides, after the K -th iteration the
insertion process does not insert points in ∆([si, uK ]), because all the points of the array in this
segment (∆(si), . . . , q1, pK ) belong to Cx except pK that belong to Cx−1 or Cx+1.
Let us call α the number of borders crossed by ∆([si, uK ]). The rest of the original curve segment,
∆([uK , si+1]), crosses N − α borders, with α ≥ 1. Let us consider∆([uK , si+1]) as a curve that crosses
N − 1 borders or less. Remember that the hypothesis of induction is that any curve segment crossing
N − 1 borders requires at most (N − 2)⌈lg2( 4M ′πε )⌉ insertions points, being M ′ its length. Therefore
∆([uK , si+1]) requires at most (N − 2)⌈lg2( 4M ′πε )⌉ insertions, being the arc lengthM ′ = (si+1− uK ). To
conclude, we have that with K insertions (being K ≤ ⌈lg2( 4Mπε )⌉), the segment ∆([si, si+1]) gives rise
to a subsegment∆([uK , si+1]), that requires atmost (N−2)⌈lg2( 4M ′πε )⌉ insertions. In total less or equal
than ⌈lg2( 4Mπε )⌉+(N−2)⌈lg2( 4M
′
πε
)⌉ insertions. AsM ′ < M , this is lesser or equal than (N−1)⌈lg2( 4Mπε )⌉,
that is the asserted claim. 
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Fig. 10. The segment∆([si, uK ]) crosses as least one border. q1 is the point previous to pK along the array.
Weobtain the theorem avoiding the dependence ofN in the above lemma, bounding themaximum
number N of borders crossed by a segment of arc lengthM of an ε-singular curve.
Remember that for an array S = (s0, . . . , sn), its maxstep is |S| = max0≤i≤n−1(si+1 − si).
Theorem 1. If ∆ : [a, b] → C is ε-singularwith ε > 0, uniformly parameterized, the insertion procedure
for the curve∆with an initial array S(0) = (s0, . . . , sn) of increasing values, with s0 = a, sn = b concludes
in less than 4(b−a)
πε
⌈lg2( 4|S(0)|πε )⌉ insertions.
Proof. Let us consider a circular curve placed at constant distance ε from the origin. It has a distance
along the curve between points in different borders of πε4 . Any other curve ε-singular has a distance
between points in different borders greater or equal than that value. Hence, among the curves of arc
length M , the circular curve has the maximum number of borders crossed. To compute this number,
Nmax, let we call fj, j = 1, . . . ,Nmax, the parameter values corresponding to points∆(fj) on a border, in
increasing order, fj < fj+1. Two consecutive points ∆(fj), ∆(fj+1) are at a distance along the curve of
πε
4 , and by uniform parameterization, (fj+1 − fj) = πε4 . In general, to calculate the number x of points
at a distance d inside an interval of lengthm, consider that with x points equally spaced at distance d
we cover a length of (x− 1)d. Then we have that (x− 1)d ≤ m < xd, that is x = ⌊md ⌋+ 1. In our case,
the number Nmax of parameter values fj at a distance of πε4 is ⌊ Mπε4 ⌋+ 1 = ⌊
4M
πε
⌋+ 1. Then the number
of borders crossed by any curve should be lesser or equal than this value. In particular, being N the
number of borders crossed by ∆([si, si+1]), N ≤ Nmax = ⌊ 4Mπε ⌋ + 1, hence N − 1 ≤ 4Mπε . Applying the
previous lemma, the maximum number of insertion points in∆([si, si+1]) is bound by 4Mπε ⌈lg2( 4Mπε )⌉.
We have derived a bound 4M
πε
⌈lg2( 4Mπε )⌉ for the number of insertion points required in∆([si, si+1]).
This is valid for each i, 0 ≤ i ≤ n − 1, being S(0) = (s0, . . . , sn) the initial array,
but the distance M between ∆(si) and ∆(si+1) can vary with i. In any case, this distance is
equal to (si+1 − si) by the uniform parameterization. Summing up these maximums leads us ton−1
i=0
4(si+1−si)
πε
⌈lg2( 4(si+1−si)πε )⌉. Besides, (si+1 − si) are lesser or equal than |S(0)| by the definition of
maxstep. Then lg2(
4(si+1−si)
πε
) ≤ lg2( 4|S(0)|πε ) for i = 0, 1, 2, . . . , n−1, and the above summatory is lesser
or equal than (
n−1
i=0
4(si+1−si)
πε
)⌈lg2( 4|S(0)|πε )⌉. This can be simplified because
n−1
i=0 (si+1− si) = (b− a),
and then the total of insertions is lesser or equal than 4(b−a)
πε
⌈lg2( 4|S(0)|πε )⌉. 
4. Complexity of the insertion procedure for Lipschitzian curves
We can generalize this theorem to handle ε-singular curves not necessarily uniformly parameter-
ized. Note that the array resulting from the insertion procedure depends on the parameterization:
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i.e. two parameters∆ and∆′ with the same image curve in C can produce different insertion points.
The above analysis of the complexity of the insertion procedure for uniformly parameterized curves
can be carried to themore general Lipschitzian parameterized curves (that is, verifying that there exist
a constant Lwith |∆(y)−∆(x)| ≤ L|y− x| for each x, y ∈ [a, b]).
This relaxation of hypothesis is needed for our intended application [7], the computation of
the index of curves ∆ = f (Γ ) with Γ surrounding an area of interest. The curve Γ is usually
defined collating uniform parameterized segments, and this makes Γ uniformly parameterized.
But its transformation ∆ is not uniformly parameterized for general polynomial f , although it is
Lipschitzian [11].
The number of insertion points in any Lipschitzian curve has the bound determined in the
Theorem 2. The path followed to prove it is very similar to that of the Theorem 1.
For an initial array S(0) = (s0, . . . , sn) let us consider a curve segment ∆([si, si+1]). In this case
M = (si+1−si) is not the arc length of the segment. However, in a Lipschitzian curvewith constant L, it
is verified that arclength(∆[s, t]) ≤ L(t−s) (see [11]). In particular arclength(∆[si, si+1]) ≤ (si+1−si).
With this bound of the arc length we can prove Theorem 2 similarly to Theorem 1.
Let us call pk the k-th insertion point between∆(si) and∆(si+1), anduk its parameter, k = 1, 2, . . . ,
like in the above demonstration. Also, for k = 1, 2, . . . ,we call Ik the segment of the curve∆ joining
pk with the previous point in the array, and I ′k the curve segment joining pk with the subsequent point.
See Fig. 8.
The Proposition 1 of the previous section applies to curves of any kind of parameter. The next
proposition is specific to Lipschitzian curves, and is analogous to Proposition 2 of the previous section.
Proposition 5. Suppose that ∆ is Lipschitzian with constant L. If k is such that the sectors Cx−1 and
Cx+1 do not contain any point from p1, p2, . . . , pk−1, pk, then pk+1 has, as parameter, the mean of the
parameters of the endpoints of either Ik or I ′k, that one with its endpoints not connected. Besides, for
j = 1, 2, . . . , k+ 1, arclength(Ij) ≤ LM2j and arclength(I ′j ) ≤ LM2j .
Proof. By induction: for k = 0, I0 = I ′0 = ∆([si, si+1]) and p1 has parameter u1 = si+si+12 , that
is the claim. For general k, the induction hypothesis is that pk = ∆(uk) with uk the mean of the
parameters of the endpoints of Ik−1 or I ′k−1, that implies that the array after this insertion outcomes
(. . . ,∆(si), . . . , e1, pk, e2, . . . ,∆(si+1), . . .), being e1, e2 the not connected endpoints of one of the
two segments. The next insertion point pk+1 is produced by the procedure after finding two points q1
and q2 not connected, and pk+1 has as parameter the mean of the parameters of these points. Note
that as pk is not in Cx−1 neither in Cx+1, then must be pk ∈ Cx or pk ∈ (Cx−1 ∪ Cx ∪ Cx+1)c , and by
Proposition 1 the endpoints of either Ik (that are e1, pk) or I ′k (that are pk, e2) are not connected. As the
procedure scans the array from left to right, then the not connected points found are either q1 = e1
and q2 = pk, or q1 = pk and q2 = e2. That is, pk+1 has as parameter the mean of the parameters of the
endpoints of Ik or of I ′k.
Note that this reasoning is similar to that of Proposition 2 in the previous section, but now the
insertion point pk is not necessarily the midpoint of the curve segment between the not connected
points.
For the lengths, we have by induction that the difference between the parameters of the endpoints
of Ij is M2j , for j = 1, 2, . . . , k + 1. The same with I ′j . As commented above, in a Lipschitzian curve
with constant L, the arc length of a curve segment verifies arclength(∆[s, t]) ≤ L(t − s). Hence
arclength(Ij) ≤ LM2j and arclength(I ′j ) ≤ LM2j . 
Finally, we prove:
Proposition 6. Suppose that ∆ is Lipschitzian of constant L and ε-singular. If ∆(si) and∆(si+1) are not
connected, being Cx the sector containing ∆(si), then the first inserted point verifying pK ∈ Cx−1 ∪ Cx+1 is
such that K ≤ ⌈lg2( 4LMπε )⌉.
Proof. Let us define k0 as the integer verifying LM2k0 ≤ π4 ε < LM2k0−1 . We have that k0 = ⌈lg2( 4LMπε )⌉ ≥ 1.
If the first insertion point pertaining to Cx−1∪Cx+1 is pK withK < k0, then the claimK ≤ ⌈lg2( 4LMπε )⌉
of the proposition is obvious. In contrary case, all the points p1, p2, . . . , pk0−1 are outside Cx−1 ∪ Cx+1,
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hence the insertion process reaches the k0-th iteration. We are in the hypothesis of Proposition 1
(with k = k0), and if we suppose that pk0 ∉ Cx−1 ∪ Cx+1, hence either Ik0 or I ′k0 has its endpoints
not connected. Besides by Proposition 5, arclength(Ik0) = arclength(I ′k0) ≤ LM2k0 . By definition of k0 we
have that LM
2k0
≤ π4 ε, so arclength(Ik0) = arclength(I ′k0) ≤ π4 ε. This however contradicts Proposition 3.
We must conclude that pk0 ∈ Cx−1 ∪ Cx+1. 
With this proposition, we can follow an argument similar to those of the previous section to show
that, if the curve segment ∆([si, si+1]) crosses N borders, the number of insertion points required
cannot be higher than (N − 1)⌈lg2( 4LMπε )⌉.
Lemma 2. Suppose that ∆ is Lipschitzian with constant L and ε-singular. For N ≥ 2, if ∆(si) and∆(si+1)
are not connected, the number of insertion points is bounded by (N − 1)⌈lg2( 4LMπε )⌉.
Proof. The proof of the lemma of the previous section can be repeated with the bound ⌈lg2( 4LMπε )⌉ of
Proposition 6, instead of ⌈lg2( 4Mπε )⌉, leading to the desired claim. 
Theorem 2. If ∆ : [a, b] → C is ε-singular with ε ≥ 0, and a Lipschitzian parameterization of constant
L, then the insertion procedure for the curve ∆ with initial array S(0) = (s0, . . . , sn), s0 = a, sn = b,
concludes in less than 4L(b−a)
πε
⌈lg2( 4L|S(0)|πε )⌉ insertions.
Proof. We bound the number N of borders crossed by a segment ∆([si, si+1]) of a ε-singular
Lipschitzian curve. Let us consider the parameter values fj, j = 1, . . . ,N , corresponding to points∆(fj)
on a border. Two consecutive such points∆(fj) and∆(fj+1) are separated by a curve segment with an
arc length greater or equal than πε4 . That is, arclength(∆(fj+1 − fj)) ≥ πε4 . Besides, by Lipschitzianity,
arclength(∆(fj+1 − fj)) ≤ L(fj+1 − fj), and chaining the inequalities we deduce πε4 ≤ L(fj+1 − fj) for
j = 1, . . . ,N . The maximum number of values fj at a distance of πε4L , inside an interval of lengthM is
⌊ Mπε
4L
⌋ + 1 = ⌊ 4LM
πε
⌋ + 1. Therefore N ≤ ⌊ 4LM
πε
⌋ + 1.
Applying the previous lemma, as N − 1 ≤ 4LM
πε
, the maximum number of insertion points in
∆([si, si+1]) is bound by 4LMπε ⌈lg2( 4LMπε )⌉.
In general, as M = (si+1 − si), the number of insertion points in each ∆([si, si+1]), i =
0, 1, 2, . . . , n − 1, of the initial array S(0) = (s0, . . . , sn) is bound by 4L(si+1−si)πε ⌈lg2( 4L(si+1−si)πε )⌉. To
sum these bounds,wehave that
n−1
i=0
4L(si+1−si)
πε
⌈lg2( 4L(si+1−si)πε )⌉ is lesser or equal than
n−1
i=0
4L(si+1−si)
πε
⌈lg2( 4L|S(0)|πε )⌉ because (si+1− si) ≤ |S(0)|. Besides, as
n−1
i=0 (si+1− si) = (b− a), we have that the total
of insertions is lesser than 4L(b−a)
πε
⌈lg2( 4L|S(0)|πε )⌉. 
5. Avoiding lost turns
We have to avoid situations like the one depicted in Fig. 11 to assure the right computation of the
index using the insertion procedure. The points of the array S = (s0, . . . , sn) verify the property of
connection, but the index of the polygonal ∆ does not equal the index of ∆, since Ind(∆) = 1 and
Ind(∆) = 2.
Each pair of consecutive points in an array S = (s0, . . . , sn) define a curve segment∆i : [si, si+1] →
C, for i = 0, 1, 2, . . . , n − 1. If any of these segments covers an angle greater than 3π2 , passing over
seven different borders, the points ∆i(si) and ∆i(si+1) are in adjacent sectors. Then the insertion
process does not insert any point between them. For instance, in the case of Fig. 11, there is a C0-to-C7
crossing in ∆ (straight from ∆i(si) to ∆i(si+1)) that does not exist in ∆ (whose segment ∆i follows a
path C0-C1-C2-· · ·-C6-C7). Therefore, in the array, the counter of C0-to-C7 crossings is incremented
from si to si+1, when the segment ∆i actually does not have a cross C0-to-C7. This gives rise to
Ind(∆) ≠ Ind(∆). A curve segment covering a negative angle (that is, going clockwise) lesser than
− 3π2 can produce an analogous situation.
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Fig. 11. The curve∆ and its polygonal approximation ∆ have different winding number, 2 and 1 respectively.
To avoid such problems we use a known fact from Complex Analysis: the angle covered by a
curve, not necessarily closed, γ : [x, y] → C is the line integral 1i

γ
1
w
dw. A lost turn for the array
S = (s0, . . . , sn) is a curve segment∆i : [si, si+1] → C, verifying that | 1i

γ
1
w
dw| > 3π2 . The following
theorem provides us with a sufficient condition to avoid lost turns.
Theorem 3. If ∆ : [a, b] → C is ε-singular with ε ≠ 0 and Lipschitzian with constant L, and the
insertion procedure is applied with initial array S(0) = (s0, . . . , sn) verifying maxstep |S(0)| ≤ 3πε2L , then
there are no lost turns.
Proof. To assure that there are no lost turns (that is, | 1i

γ
1
w
dw| ≤ 3π2 for each ∆i) we consider two
geometrical facts: first, that a segment∆i = ∆([si, si+1]) of an ε-singular curve subtends a maximum
angle of arclength(∆i)
ε
(equivalently, that | 1i

γ
1
w
dw| ≤ arclength(∆i)
ε
). This is because the ε-singular curve
with a given arclength that subtends themaximumangle is a segment of the circumference of radius ε.
Second, that in a Lipschitzian curve with constant L, arclength(∆i) ≤ L(si+1 − si). Then, if |S(0)| ≤
3πε
2L , and remembering that (si+1 − si) ≤ |S(0)|:1i

γ
1
w
dw
 ≤ arclength(∆i)ε ≤ L(si+1 − si)ε ≤ L|S(0)|ε ≤ L3πεε2L = 3π2 . 
If there are not lost turns, the index of ∆ coincides with that of ∆, and then, at the end of the
insertion procedure, Ind(∆) is accurately computed.
We summarize the Theorems 2 and 3 about the insertion procedure: for a Lipschitzian curve with
constant L, ε-singular, ∆ : [a, b] → C, the Ying–Katz insertion procedure depicted in Fig. 5, with
initial array S(0), verifies:
(a) If S(0) verifies |S(0)| ≤ 3πε2L , the returning array gives us Ind(∆).
(b) It ends in less than 4L(b−a)
πε
⌈lg2( 4L|S(0)|πε )⌉ iterations.
So, the application of the insertion procedure requires, in first step, the computation of an initial
array S(0) with |S(0)| ≤ 3πε2L . The array S = (a = s0, . . . , sn = b) of n + 1 uniformly spaced
values in the interval [a, b], verifies |S| = (b−a)n . Then taking n such that (b−a)n ≤ 3πε2L , we have an
array S that verifies |S| ≤ 3πε2L . The minimal such n is ⌊ 2L(b−a)3πε ⌋. As a second step, we need as most
4L(b−a)
πε
⌈lg2( 4L|S(0)|πε )⌉ ≤ 4L(b−a)πε ⌈lg2(
4L 3πε2L
πε
)⌉ = 4L(b−a)
πε
⌈lg2(6)⌉ = 12L(b−a)πε iterations of the loop. Each
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Fig. 12. If the curve ∆ between ∆(si) and ∆(si+1) covers more than 3π2 radians, it must have arc length greater than|∆(si)| + |∆(si+1)|.
iteration requires the insertion of a point, which implies one evaluation of∆ in a parameter value (to
know to which sector it belongs). Consequently, we have a simplified expression for the number of
∆ evaluations required for the winding number computation: ⌊ 2L(b−a)3πε ⌋ to obtain an initial array S(0)
verifying the bound of Theorem 3, plus at most 12L(b−a)
πε
evaluations by Theorem 2.
Anyway, the value of ε is unknown in general, hencewe cannot build a priori the array S(0) verifying
the hypothesis of Theorem 3. We now develop a modification of the insertion procedure, that does
not require previous knowledge of ε. The modification is such that it avoids lost turns with any initial
array. It is based in the following lemma.
Lemma 3. If (s0, . . . , sm) is an array of parameter values of the curve ∆, Lipschitzian with constant L,
and i is such that ∆i is a lost turn, then (si+1 − si) ≥ |∆(si)|+|∆(si+1)|L .
Proof. Remember that a lost turn is a curve segment∆i : [si, si+1] → C in an array S = (s0, . . . , sm)
verifying | 1i

γ
1
w
dw| > 3π2 . If the angle subtended by ∆i, | 1i

γ
1
w
dw|, is greater than 3π2 , then its arc
length must verify |∆(si)| + |∆(si+1)| ≤ arclength(∆i). Actually, to verify this inequality it is enough
that the angle subtended by∆i be greater than π . Fig. 12 can replace a rigorous proof based in convex
hulls [1].
Besides, by Lipchitzianity, arclength(∆i) ≤ L(si+1−si). Chaining the inequalities we have |∆(si)|+
|∆(si+1)| ≤ L(si+1 − si), that is (si+1 − si) ≤ |∆(si)|+|∆(si+1)|L . 
Now, to be precise, we change lightly the notations from the above proofs: S(k) remains being the
value of the array at the end of the k-th iteration of the loop, but we rename the array entries, in
such a way that the i-th entry is denoted s(k)i . The initial array is S
(0) = (s(0)0 , s(0)1 , . . . , s(0)n ) and, after
k insertion points, the array is denoted S(k) = (s(k)0 , s(k)1 , . . . , s(k)n+k). We also call p(s(k)i ) the assertion
‘‘the values s(k)i and s
(k)
i+1 in array S(k) have their images∆(s
(k)
i ) and∆(s
(k)
i+1) not connected’’, and q(s
(k)
i )
the assertion ‘‘the values s(k)i and s
(k)
i+1 in array S(k) verify (s
(k)
i+1 − s(k)i ) ≤ |∆(s
(k)
i )|+|∆(s(k)i+1)|
L ’’. With this
notation, let us consider the following procedure (Fig. 13).
We call IPA this Insertion Procedure valid for any initial Array. Suppose that IPA ends after K
insertions, with returned array S(K) = (s(K)0 , s(K)1 , . . . , s(K)n+K ). This array is valid to compute Ind(∆),
because it verifies for each i = 0, . . . , n + K + 1, ‘‘not p(s(K)i ) and not q(s(K)i )’’, that is the negation
of the loop condition. This implies that the array S(K) verifies the property of connection (that is, ‘‘not
p(s(K)i )’’) and that it does not have lost turns (because the contrareciprocal of Lemma 3 applied to S
(K)
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Fig. 13. Insertion procedure valid for any initial array (IPA). Note that the ‘‘Insert’’ line produces S(k) from S(k−1) in the k-th
iteration (k > 0), and s(k)i = s(k−1)i , s(k)i+1 = s
(k−1)
i +s(k−1)i+1
2 , s
(k)
i+2 = s(k−1)i+1 .
Fig. 14. The points p1–p5 have been inserted in consecutive iterations. The points p1 , p2 , p3 and p5 are decreasing but p4 is not
decreasing.
is ‘‘if not q(s(K)i ) (that is, if (s
(K)
i+1 − s(K)i ) < |∆(s
(K)
i )|+|∆(s(K)i+1)|
L ), then [s(K)i , s(K)i+1] is not a lost turn’’). Hence
S(K) is valid to compute Ind(∆).
The IPA computes the winding number with any initial array, while the insertion procedure
requires one verifying a restriction depending on the unknown ε. However, the number of iterations
of IPA remains unknownbecause the Theorem2only applies to the insertion procedure.Wewill prove
Theorem 4 below, that gives us the bound to the number of IPA iterations. This proof is involved by
the interplay between properties p and q.
With the change of notations, at the end of the k-th iteration, the array produced is S(k), and the last
inserted point is∆(s(k)i+1). We call Ik the curve segment joining the insertion point of the k-th iteration
with the previous point of the array S(k), and I ′k with the following one. That is, Ik = ∆([s(k)i , s(k)i+1]) and
I ′k = ∆([s(k)i+1, s(k)i+2]). We say that the k-th insertion point is decreasing if it pertains to Ik−1 or to I ′k−1.
This is equivalent to say that its parameter value s(k)i+1 goes, in array S(k), immediately before or after
the parameter of the (k−1)-th insertion (see Fig. 14). The name ‘‘decreasing’’ comes from that in such
insertions, the difference of the parameters of the endpoints of Ik is the half of this difference in Ik−1.
We will use the fact that, if the parameter value of the (k + 1)-th insertion is lesser than
that of the k-th, then the (k + 1)-th insertion is decreasing. To see this, note that the point
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Fig. 15. The insertion points∆(s(k+K)j ) for K = 1, 2, 3, 4 are respectively∆(s(k+1)i+1 ),∆(s(k+2)i+1 ),∆(s(k+3)i+1 ) and∆(s(k+4)i+2 ).
inserted in the k-th iteration, ∆(s(k)i+1), requires that p(s
(k−1)
i ) or q(s
(k−1)
i ) (the entry conditions of
the loop). By the left–right scanning of the IPA, it is also verified that any value in the initial
segment of the array, (s(k−1)0 , s
(k−1)
1 , . . . , s
(k−1)
i−1 ), verifies neither p nor q. Then (s
(k)
0 , s
(k)
1 , . . . , s
(k)
i−1) =
(s(k−1)0 , s
(k−1)
1 , . . . , s
(k−1)
i−1 ). Besides s
(k)
i = s(k−1)i by IPA. Therefore in the (k+ 1)-th insertion the initial
segment (s(k)0 , s
(k)
1 , . . . , s
(k)
i−1) remains not verifying neither p nor q, and the first parameter value that
can verify p or q is s(k)i . Hence if the parameter value of the (k + 1)-th insertion is lesser than s(k)i+1, it
only can fall between s(k)i and s
(k)
i+1, the endpoints of Ik, and then the insertion is decreasing.
We say that an iteration is a p-insertion if it is performed because the property p(s(k−1)i ) is verified,
and that it produces a q-insertion if it is performed because the property ‘‘not p(s(k−1)i ) and q(s
(k−1)
i )’’
is verified. So any iteration can be classed as a p-insertion or a q-insertion, but not both. The following
fact is verified:
Lemma 4. Suppose that ∆ is Lipschitzian of constant L, ε-singular, and S(k) is the parameter array at the
end of the k-th iteration of IPA applied to∆, which inserted the point ∆(s(k)i+1). If arclength(Ik) ≤ πε4 and
arclength(I ′k) ≤ πε4 , then the (k+ 1)-th iteration cannot produce a decreasing p-insertion.
Proof. The Proposition 3 of Section 3 says that theminimal arc length betweennot connected points is
greater than πε4 . Contrareciprocally, if arclength(Ik) = arclength(∆([s(k)i , s(k)i+1])) is lesser or equal that
this quantity, the points s(k)i and s
(k)
i+1 should be connected. In a similar way, s
(k)
i+1 and s
(k)
i+2 are connected
too because I ′k = ∆([s(k)i+1, s(k)i+2]). Then the next iteration, if it is decreasing, cannot be a p-insertion,
because the endpoints of Ik and I ′k are connected. 
The purpose of the above lemma is that, if several conditions (arclength(Ik) ≤ πε4 , arclength(I ′k) ≤
πε
4 and (s
(k)
i+1− s(k)i ) < |∆(s
(k)
i )|+|∆(s(k)i+1)|
L ) are verified, then the iteration (k+ 1)-th cannot be decreasing
of type p neither decreasing of type q, hence cannot be decreasing.
The next propositions are steps in the proof of the subsequent Proposition 9. Note that if we call
∆(s(k+K)j ) the (k+ K)-th insertion point, then j depends on K . See Fig. 15.
Proposition 7. Suppose that ∆ is Lipschitzian of constant L, S(k) is the parameter array at the end of
the k-th iteration of IPA applied to ∆, and that ∆(s(k)i ) ∈ Cx and ∆(s(k)i+1) ∈ (Cx−1 ∪ Cx ∪ Cx+1)c . For
K = 1, 2, . . . , let us denote with pK = ∆(s(k+K)j ) the (k + K)-th insertion point. If the sectors Cx−1 and
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Cx+1 do not contain any point from p1, p2, . . . , pK , then there are a (k+K+1)-th insertion pK+1 between
∆(s(k)i ) and∆(s
(k)
i+1). Besides if pK is of type p then pK+1 is of type p and decreasing.
Proof. If Cx−1 and Cx+1 do not contain any point from p1, p2, . . . , pK , we have that, in the array S(k+K),
the images of the values in the segment (s(k+K)i , s
(k+K)
i+1 , . . . , s
(k+K)
i+K+1) does not belong to Cx−1 ∪ Cx+1,
and that the extreme points of this segment ∆(s(k+K)i ) = ∆(s(k)i ) ∈ Cx and ∆(s(k+K)i+K+1) = ∆(s(k)i+1) ∈
(Cx−1∪Cx∪Cx+1)c are not connected. Then at least one∆(s(k+K)h )with i ≤ h < i+K +1 should verify
p(s(k+K)h ), hence it is verified at least one condition inducing a (k+ K + 1)-th insertion.
To see that the insertion pK+1 is decreasing if pK is of type p, let us consider the points q1 =
∆(s(k+K−1)j−1 ) and q2 = ∆(s(k+K−1)j ) that caused the insertion of pK = ∆(s(k+K)j ). They are the first
found points that verify either ‘‘q1 and q2 are in not connected sectors’’ (that is p(s
(k+K−1)
j−1 )), or
‘‘(s(k+K−1)j − s(k+K−1)j−1 ) ≥
|∆(s(k+K−1)j−1 )|+|∆(s(k+K−1)j )|
L ’’ (that is q(s
(k+K−1)
j−1 )). Besides, from the left–right
scanning of the IPA, it is verified that the previous points (s(k+K−1)i , s
(k+K−1)
i+1 , . . . , s
(k+K−1)
j−3 , s
(k+K−1)
j−2 ) in
the array S(k+K−1) should verify ‘‘not p and not q’’, because in contrary case the (k + K)-th insertion
point will have an index lesser then j, in contradiction with pK = ∆(s(k+K)j ). As the points of the
segment (∆(s(k+K−1)i+1 ),∆(s
(k+K−1)
i+2 ), . . . ,∆(s
(k+K−1)
j−1 ) = q1) are all from the set {p1, p2, . . . , pK } (that
is out of Cx−1 ∪ Cx+1), and ∆(s(k+K−1)i ) = ∆(s(k)i ) ∈ Cx, and ‘‘not p(s(k+K−1)h )’’, i ≤ h < j − 1, we
deduce that all these points pertain to Cx, in particular q1 ∈ Cx. Hence, as pK is of type p (that is,
p(s(k+K−1)j−1 )), then q2 ∈ (Cx−1 ∪ Cx ∪ Cx+1)c . Finally, the point pK pertains to Cx or to (Cx−1 ∪ Cx ∪ Cx+1)c
(by hypothesis), then the (k + K + 1)-th insertion is performed in S(k+K) = (. . . , q1, pK , q2, . . .)
between pK , q2 (if pK ∈ Cx) or between q1, pK (if pK ∈ (Cx−1 ∪ Cx ∪ Cx+1)c). In any case it is of type p
and decreasing. 
Note that, by the above proposition, the successive insertion points between s(k)i and s
(k)
i+1 are of
type p until one of them belongs to Cx−1 ∪ Cx+1, after which can come one or several of type q.
Proposition 8. Suppose that ∆ is Lipschitzian of constant L, ε-singular, and S(k) is the parameter array at
the end of the k-th iteration of IPA applied to∆. Calling M = (s(k)i+1− s(k)i ), if the interval [s(k)i , s(k)i+1] verifies
∆(s(k)i ) ∈ Cx and∆(s(k)i+1) ∈ (Cx−1 ∪ Cx ∪ Cx+1)c , then for some K ≤ ⌈lg2( 4LMπε )⌉ the (k+ K)-th insertion
point pK verifies pK ∈ Cx−1 ∪ Cx+1.
Proof. Let us define k0 as the integer verifying LM2k0 ≤ π4 ε ≤ LM2k0−1 , that is k0 = ⌈lg2( 4LMπε )⌉. In
general, it is not possible to have k0 + 1 consecutive decreasing p-insertions. This is because we
start with a segment Ik = ∆([s(k)i , s(k)i+1]), whose arclength is lesser than LM with M = (s(k)i+1 − s(k)i ),
and after k0 decreasing insertions, calling s
(k+k0)
j the parameter of the (k + k0)-th insertion point
pk0 = ∆(s(k+k0)j ), we have that the endpoints parameter difference of Ik+k0 = ∆([s(k+k0)j−1 , s(k+k0)j ])
is (s(k+k0)j − s(k+k0)j−1 ) = M2k0 , and arclength(Ik+k0) ≤ LM2k0 , that is lesser or equal than πε4 by definition of
k0. Hence by Lemma 4 the (k+ k0 + 1)-th iteration, if it is of type p, cannot be a decreasing insertion:
it should be not decreasing.
Note that if for some K , lesser or equal than k0, we have that pK ∈ Cx−1 ∪ Cx+1, we conclude
because it is the claim of the proposition. In contrary case we reach a contradiction, because then for
each K from 1 to k0, pK ∉ Cx−1 ∪ Cx+1. Then we can apply Proposition 7 for K = 1 (that is, using
the hypothesis that p1 ∉ Cx−1 ∪ Cx+1), because p1 is of type p by the hypothesis ‘‘∆(s(k)i ) ∈ Cx and
∆(s(k)i+1) ∈ (Cx−1 ∪ Cx ∪ Cx+1)c ’’, to conclude that p2 is decreasing and of type p; also for K = 2
(knowing p2 ∉ Cx−1 ∪ Cx+1 and of type p) to conclude that p3 is decreasing and of type p, and so on for
K = 1, 2, . . . , k0, concluding that the (k+ K)-th insertion pK (for K = 2, 3, . . . , k0 + 1) is decreasing
and of type p. This is in contradiction with the above observation, that the (k + k0 + 1)-th iteration
cannot be decreasing and of type p. 
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The following proposition plays a role similar to Proposition 6 (Section 4). While that one gave
us a bound for the number of insertions than can be performed until a point is inserted in a sector
connected to that of ∆(si), Proposition 9 give us a bound for the number of insertions until a point
verifies not p and not q. Both propositions serve as basis to subsequent lemmas that bound the
number of insertions that the processes IP and IPA perform between two parameter values. The
number of insertions required by IPA is greater than by IP because an insertion of type q, even in
the hypothesis of Proposition 7, can be not decreasing. Notwithstanding, the number of q-insertions
verifies the following: if ∆ is ε-singular then
|∆(s(k)i )|+|∆(s(k)i+1)|
L ≥ 2εL because |∆(t)| ≥ ε for any
parameter t . Therefore, if it is verified q(s(k)i ) (that is, (s
(k)
i+1 − s(k)i ) ≥ |∆(s
(k)
i )|+|∆(s(k)i+1)|
L , that is greater
or equal than 2εL ), then the inserted point has a parameter value s
(k+1)
i+1 = s
(k)
i +s(k)i+1
2 that verifies
(s(k+1)i+1 − s(k)i ) = s
(k)
i+1−s(k)i
2 ≥
|∆(s(k)i )|+|∆(s(k)i+1)|
2L ≥ εL and (s(k)i+1 − s(k+1)i+1 ) =
s(k)i+1−s(k)i
2 ≥ εL . That is, s(k+1)i+1
is located at a distance greater than εL from s
(k)
i and from s
(k)
i+1. Hence, x insertions of type q extends
over a length greater or equal than (x− 1) εL . Inside a parameter segment of lengthM (and at distance
greater than εL of its end points) the number of q-insertionsmust verify (x−1) εL+2 εL = (x+1) εL ≤ M .
That is, it cannot be more than ⌊ LM
ε
− 1⌋q-insertions, if this expression is greater or equal than 0, or
no q-insertion at all in other case.
We will denote ⌊ LM
ε
− 1⌋0 = max(0, ⌊ LMε − 1⌋).
Proposition 9. Suppose that ∆ is Lipschitzian of constant L, ε-singular, and S(k) is the parameter array
at the end of the k-th iteration of IPA applied to ∆. Calling M = (s(k)i+1 − s(k)i ), if ∆(s(k)i ) ∈ Cx,
∆(s(k)i+1) ∈ (Cx−1 ∪ Cx ∪ Cx+1)c , and there are x insertions of type q in the interval [s(k)i , s(k)i+1], then for
some K ′ ≤ (x+ 1)⌈lg2( 4LMπε )⌉ + x there is a point s(k+K
′)
g of the array S(k+K
′) verifying that ∆(s(k+K
′)
g ) ∈
Cx−1 ∪ Cx+1 and that for each h with i ≤ h < g there is not verified neither p(s(k+K ′)h ) nor q(s(k+K
′)
h ).
Proof. The formulation is more involved than Proposition 6 because the point s(k+K
′)
g of interest is not
necessarily the point pK ′ inserted in the iteration (k + K ′)-th. We will prove the claim by complete
induction on x.
With x = 0, the base case, we have, by Proposition 8, that for some K ≤ ⌈lg2( 4LMπε )⌉ the (k+ K)-th
insertion point pK = ∆(s(k+K)j ) verifies pK ∈ Cx−1∪Cx+1. We can suppose that this is the first inserted
point belonging to Cx−1 ∪ Cx+1, because a previous insertion point belonging to this region will too
verify the bound. It is not verified p(s(k+K−1)h ) for i ≤ h < j−1, because in contrary case the (k+K)-th
insertion will not have a parameter with index j. Note that, for i ≤ h < j − 1, are equivalent ‘‘not
p(s(k+K−1)h )’’ and ‘‘not p(s
(k+K)
h )’’, because the points involved by these asserts in S
(k+K−1) and S(k+K)
are the same. Then the image points of the initial segment (s(k+K)i , s
(k+K)
i+1 , . . . , s
(k+K)
j−2 , s
(k+K)
j−1 ) of the
array S(k+K) should pertain to Cx, because they are connected (‘‘not p(s(k+K)h )’’), and p(s
(k+K)
j ) is the
first insertion point pertaining to Cx−1 ∪ Cx+1. Besides, as pK belongs to Cx−1 ∪ Cx+1, it is not verified
p(s(k+K)h ) for h = j−1. Also it is not verified q(s(k+K)j ) for i ≤ h < j because in that casewewill have a q-
insertion, and this is not possible with x = 0. Hence we conclude the claimwith K ′ = K ≤ ⌈lg2( 4LMπε )⌉
and g = j.
For x > 0, the general case, suppose that the first q-insertion is the (k + T )-th, and that y is the
number of consecutive q-insertions that appear after this one. Thatmean that pT is the first q-insertion,
and also that pT+1, pT+2, . . . until pT+y−1 are of type q, but pT+y (if it exists) is a p-insertion. By
Proposition 8, we know that in nomore than K ≤ ⌈lg2( 4LMπε )⌉ insertions, pK = ∆(s(k+K)j ) ∈ Cx−1∪Cx+1.
We have that T = K + 1, by the following reasoning: as this insertion, the (k+ K)-th one, take place
in the j-th entry of the array, then it is verified neither p(s(k+K−1)h ) nor q(s
(k+K−1)
h ) for i ≤ h < j − 1
(this is equivalent to neither p(s(k+K)h ) nor q(s
(k+K)
h ) for i ≤ h < j−1). Also, as∆(s(k+K)j ) ∈ Cx−1∪Cx+1,
it is not verified p(s(k+K)j−1 ). If besides it is not verified q(s
(k+K)
j−1 ), we conclude with the desired claim:
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‘‘∆(s(k+K
′)
g ) ∈ Cx−1 ∪ Cx+1 and for each h with i ≤ h < g there is not verified neither p(s(k+K ′)h ) nor
q(s(k+K
′)
h )’’ with K
′ = K ≤ ⌈lg2( 4LMπε )⌉ and g = j, as in the base case. It left to consider that q(s(k+K)j−1 ) is
verified, but then the (k+ K + 1)-th insertion is of type q, and T = K + 1.
Hence there are y consecutive insertions of type q, pK+1 to pK+y, but pK+y+1 (if it exists) is of type p.
Letwe call K1 = K+y, and s(k+K1)f the parameter value of the last of this initial sequence of consecutive
q-insertions: pK1 = ∆(s(k+K1)f ). As this last insertion, the (k+ K1)-th one, take place in the f -th entry
of the array, then it is verified neither p(s(k+K1−1)h ) nor q(s
(k+K1−1)
h ) for i ≤ h < f − 1 (equivalently,
neither p(s(k+K1)h ) nor q(s
(k+K1)
h ) for i ≤ h < f −1). In addition, as the next insertion pK1+1 = pK+y+1 is
not of type q (or it not exists), it cannot be verified q(s(k+K1)f−1 ). Summarizing, we have ‘‘not p(s
(k+K1)
h )’’
for i ≤ h < f − 1, and ‘‘not q(s(k+K1)h )’’ for i ≤ h ≤ f − 1. This fact will be used several times below.
Now we discuss two separate cases. We consider first that some point of the initial segment
(s(k+K1)i , s
(k+K1)
i+1 , . . . , s
(k+K1)
f−2 , s
(k+K1)
f−1 ) of the array S(k+K1) has it image not pertaining to Cx. Let us call
g the lesser of this values, that is, the first index g with i ≤ g ≤ f − 1 and the image ∆(s(k+K1)g )
not pertaining to Cx. It should verify ∆(s
(k+K1)
g ) ∈ Cx−1 ∪ Cx+1, because we have ‘‘not p(s(k+K1)h )’’ for
i ≤ h < f − 1, hence the images of (s(k+K1)i , s(k+K1)i+1 , . . . , s(k+K1)g−2 , s(k+K1)g−1 ) should be on connected
sectors, and ∆(s(k+K1)g ) is the first not in Cx. And for each h with i ≤ h < g there is not verified
neither p(s(k+K1)h ) nor p(s
(k+K1)
h ) (by the fact shown above ‘‘not p(s
(k+K1)
h )’’ and ‘‘not q(s
(k+K1)
h )’’ for
i ≤ h < f − 1, and g ≤ f − 1). As y ≤ x, we have a point ∆(s(k+K1)g ) that satisfies the desired
claim with K ′ = K1 = K + y ≤ ⌈lg2( 4LMπε )⌉ + x ≤ (x+ 1)⌈lg2( 4LMπε )⌉ + x.
Now we consider the alternative case, that all image points of the initial segment (s(k+K1)i , s
(k+K1)
i+1
, . . . , s(k+K1)f−2 , s
(k+K1)
f−1 ) of the array S(k+K1) pertain to Cx. In particular ∆(s
(k+K1)
f−1 ) ∈ Cx. For pK1 =
∆(s(k+K1)f ) there are the three possible options: pK1 ∈ Cx, pK1 ∈ Cx−1∪Cx+1, or pK1 ∈ (Cx−1∪Cx∪Cx+1)c .
In the first option, as pK1 = ∆(s(k+K1)f ) ∈ Cx and ∆(s(k+K1)i+K1+1) = ∆(s(k)i+1) ∈ (Cx−1 ∪ Cx ∪ Cx+1)c , calling
M2 = (s(k)i+1 − s(k+K1)f ), we can apply the induction hypothesis to the interval [s(k+K1)f , s(k)i+1], that only
can have x − y insertions of type q, and deduce that in K2 ≤ (x − y + 1)⌈lg2( 4LM2πε )⌉ + (x − y)
insertions, we have some point ∆(s(k+K1+K2)g2 ) ∈ Cx−1 ∪ Cx+1 such that for each h with f ≤ h < g2
there is not verified neither p(s(k+K1+K2)h ) nor q(s
(k+K1+K2)
h ). Hence we conclude with the desired claim
taking K ′ = K1 + K2 and g = g2, because as M2 ≤ M and x − y + 1 ≤ x, we have that
K1+K2 = K+y+K2 ≤ ⌈lg2( 4LMπε )⌉+y+(x−y+1)⌈lg2( 4LM2πε )⌉+(x−y) ≤ (x+1)⌈lg2( 4LMπε )⌉+x. Also
we have that ‘‘not p(s(k+K1+K2−1)h ) and not q(s
(k+K1+K2−1)
h )’’ for i ≤ h ≤ f − 1 (because in contrary case
we do not reach the insertion∆(s(k+K1+K2)g2 ) of index g2 with f < g2), and s
(k+K1+K2−1)
h = s(k+K1+K2)h for
i ≤ h ≤ f − 1. Joining i ≤ h ≤ f − 1 with f ≤ h < g2, we have neither p(s(k+K1+K2)h ) nor q(s(k+K1+K2)h )
for each hwith i ≤ h < g2.
In the second option pK1 ∈ Cx−1 ∪ Cx+1 we also obtain that we wanted taking g = f and
K ′ = K1 = K + y ≤ (x + 1)⌈lg2( 4LMπε )⌉ + x, because ∆(s(k+K1)f ) pertains to Cx−1 ∪ Cx+1, and by
the fact shown above ‘‘not p(s(k+K1)h ) and not q(s
(k+K1)
h )’’ for i ≤ h < f .
Finally, in the third option, pK1 ∈ (Cx−1 ∪ Cx ∪ Cx+1)c , as ∆(s(k+K1)f−1 ) ∈ Cx and ∆(s(k+K1)f ) ∈
(Cx−1 ∪ Cx ∪ Cx+1)c , calling M2 = (s(k+K1)f − s(k+K1)f−1 ), we can apply the induction hypothesis to the
interval [s(k+K1)f−1 , s(k)f ], that only can have (x− y) insertions of type q, and deduce that in K2 ≤ (x− y+
1)⌈lg2( 4LM2πε )⌉+ (x− y) insertions, we have some point∆(s(k+K1+K2)g2 ) ∈ Cx−1∪Cx+1 such that for each
hwith f − 1 ≤ h < g2 there is not verified neither p(s(k+K1+K2)h ) nor q(s(k+K1+K2)h ). Similarly as before,
we conclude taking K ′ = K1+K2 = K +y+K2 ≤ ⌈lg2( 4LMπε )⌉+y+ (x−y+1)⌈lg2( 4LM2πε )⌉+ (x−y) ≤
(x+ 1)⌈lg2( 4LMπε )⌉ + x and we have that ‘‘not p(s(k+K1+K2)h ) and not q(s(k+K1+K2)h )’’ for i ≤ h < g2. 
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This proposition allows us to prove the following:
Lemma 5. Suppose that ∆ is Lipschitzian of constant L, ε-singular, and S(k) is the parameter array at the
end of the k-th iteration of IPA applied to∆, and M = (s(k)i+1 − s(k)i ) being ∆(s(k)i ) the k-th insertion point.
If N is the number of borders crossed by∆([s(k)i , s(k)i+1]), for N ≥ 2 the number of insertion points between
∆(s(k)i ) and∆(s
(k)
i+1) is bounded by (N − 1)(⌊ LMε − 1⌋0 + 1)⌈lg2( 4LMπε )⌉ + N⌊ LMε − 1⌋0.
Proof. We prove that assert by induction on N . If N = 2, by Proposition 9, in K ′ insertions, with
K ′ ≤ (x + 1)⌈lg2( 4LMπε )⌉ + x, being x the number of q-insertions, we have an insertion point
∆(s(k+K
′)
g ) ∈ Cx−1 ∪ Cx+1 such that for each h with i ≤ h < g there is not verified neither
p(s(k+K
′)
h ) nor q(s
(k+K ′)
h ). Remember that the number of q-insertions is bounded by ⌊ LMε − 1⌋0, so K ′ ≤
(⌊ LM
ε
− 1⌋0+1)⌈lg2( 4LMπε )⌉+⌊ LMε − 1⌋0. As it is verified ‘‘neither p nor q’’, the IPAwill not produce any
additional insertion in the curve segment∆([s(k)i , s(k+K
′)
g ]). Besides it will not produce any p-insertion
in ∆([s(k+K ′)g , s(k)i+1]) (because the end points are connected as N = 2). The number of q-insertions
in ∆([s(k+K)g , s(k)i+1]) is bound by ⌊ L(s
(k)
i+1−s(k+K)g )
ε
− 1⌋0 ≤ ⌊ LMε − 1⌋0, hence the total of insertions in
∆([s(k)i , s(k)i+1]) is lesser or equal than K ′ + ⌊ LMε − 1⌋0 ≤ (⌊ LMε − 1⌋0 + 1)⌈lg2( 4LMπε )⌉ + 2⌊ LMε − 1⌋0,
that is our claim.
For the general case N > 2, the hypothesis of induction is that any curve segment, with endpoints
parameter difference of M ′, crossing (N − 1) borders requires at most (N − 2)(⌊ LM ′
ε
− 1⌋0 +
1)⌈lg2( 4LM ′πε )⌉ + (N − 1)⌊ LM
′
ε
− 1⌋0. By Proposition 9, for a K ′ lesser or equal than K ′ ≤ (x +
1)⌈lg2( 4LMπε )⌉ + x ≤ (⌊ LMε − 1⌋0 + 1)⌈lg2( 4LMπε )⌉ + ⌊ LMε − 1⌋0, we have that an insertion point
∆(s(k+K
′)
g ) ∈ Cx−1 ∪ Cx+1 such that for each h with i ≤ h < g there is not verified neither p(s(k+K ′)h )
nor q(s(k+K
′)
h ). Then the segment∆([s(k)i , s(k+K
′)
g ])will not have more insertions, and∆([s(k+K ′)g , s(k)i+1]),
with endpoints parameter difference ofM ′ = (s(k)i+1−s(k+K
′)
g ) < M by induction hypothesis, requires at
most (N−2)(⌊ LM ′
ε
− 1⌋0+1)⌈lg2( 4LM
′
πε
)⌉+(N−1)⌊ LM ′
ε
− 1⌋0 ≤ (N−2)(⌊ LMε − 1⌋0+1)⌈lg2( 4LMπε )⌉+
(N − 1)⌊ LM
ε
− 1⌋0 insertions. Adding the bounds of both segments, we have that the total is lesser or
equal than (N − 1)(⌊ LM
ε
− 1⌋0 + 1)⌈lg2( 4LMπε )⌉ + N⌊ LMε − 1⌋0. 
Finally we have:
Theorem 4. If ∆ : [a, b] → C is ε-singular with ε ≠ 0, with a Lipschitzian parameterization of constant
L, then the IPA for the curve∆ concludes in less than 4L(b−a)
πε
(⌊ L|S(0)|
ε
− 1⌋0+ 1)⌈lg2( 4L|S
(0)|
πε
)⌉+ ( 4L|S(0)|
πε
+
1)⌊ L(b−a)
ε
− 1⌋0 insertions.
Proof. The number N of borders crossed by each segment ∆([s(0)i , s(0)i+1]) of the initial array are such
that N − 1 ≤ 4L(s
(0)
i+1−s(0)i )
πε
, as viewed in the proof of Theorem 2. Applying the previous lemma we
have that the maximum number of insertions in each segment is
4L(s(0)i+1−s(0)i )
πε
(⌊ L(s
(0)
i+1−s(0)i )
ε
− 1⌋0 + 1)
⌈lg2( 4L(s
(0)
i+1−s(0)i )
πε
)⌉ + ( 4L(s
(0)
i+1−s(0)i )
πε
+ 1)⌊ L(s
(0)
i+1−s(0)i )
ε
− 1⌋0. Adding these values, as lg2(
4L(s(0)i+1−s(0)i )
πε
) ≤
lg2(
4L|S(0)|
πε
), ⌊ L(s
(0)
i+1−s(0)i )
ε
− 1⌋0 ≤ ⌊ L|S
(0)|
ε
− 1⌋0 and
n−1
i=0 ⌊ L(s
(0)
i+1−s(0)i )
ε
⌋ ≤ ⌊n−1i=0 L(s(0)i+1−s(0)i )ε ⌋ =
⌊ L(b−a)
ε
⌋, we have that the total of insertions are lesser or equal than 4L(b−a)
πε
(⌊ L|S(0)|
ε
− 1⌋0 + 1)
⌈lg2( 4L|S(0)|πε )⌉ +( 4L|S
(0)|
πε
+ 1)⌊ L(b−a)
ε
− 1⌋0. 
Note that this bound of the number of insertions required by IPA for an winding number
computation is of order O( 1
ε2
lg2(
1
ε
)+ 1
ε
lg2(
1
ε
)) = O( 1
ε2
lg2(
1
ε
)).
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Fig. 16. The point D is at the same distance from the origin as∆(si+2).
6. Bound of cost regardless of the ε-singularity
Using IPA procedure, an index computation requires 4L(b−a)
πε
(⌊ L|S(0)|
ε
− 1⌋0 + 1) ⌈lg2( 4L|S
(0)|
πε
)⌉ +
(
4L|S(0)|
πε
+ 1)⌊ L(b−a)
ε
− 1⌋0 insertions. However, if ε is not known, this formula cannot be applied to
foresee the number of insertions required. It can be arbitrarily high if the distance from the curve∆ to
the origin is near to 0. The IPA, applied to a curve with unknown value of singularity ε, is confronted
to an unpredictable cost. To control this, we modify the IPA, in such a way that we can bound the cost
of the index computation, returning with error if this bound is exceeded. The tool used is Theorem 5
below. It is based on the fact that two insertion points with near parameter values imply a low value
of singularity. We first proof this for p-insertions, in Lemma 3, and then for q-insertions in Lemma 4.
Lemma 6. If si, si+1, si+2 are three parameter values of the curve ∆, Lipschitzian with constant L,
ε-singular, and si+1 verifies that si+1 = si+si+22 with ∆(si) and ∆(si+2) in non-connected sectors, and
besides si+1 − si ≤ δ for a positive δ, then either |∆(si)| or |∆(si+2)| are lesser or equal than Lδsin( π8 ) .
Consequently ε ≤ Lδsin( π8 ) .
Proof. As si+1 = si+si+22 then si+2−si+1 = si+1−si and by hypothesis si+2−si = si+2−si+1+si+1−si =
2(si+1 − si) ≤ 2δ. Besides by the Lipschitz property, |∆(si+2)−∆(si)| ≤ L(si+2 − si) ≤ L2δ. Then we
have that the points∆(si) and∆(si+2) are in non-connected sectors, but at a distance lesser than L2δ.
Let us consider the triangle formed by these points and the origin O. It has an angle α at O greater than
π
4 , but lesser or equal than π because is the internal angle of a triangle. The opposite side to α is the
segment∆(si)∆(si+2), of length lesser or equal than L2δ (see Fig. 16). We will show that either∆(si)
or∆(si+2) are at a distance lesser or equal than Lδsin( π8 ) from the origin. Suppose that |∆(si+2)| ≤ |∆(si)|
(in case that |∆(si+2)| > |∆(si)|, the reasoning is similar). Let D be the point of the segment O∆(si) at
the same distance from O that∆(si+2).
It is verified that length(∆(si+2)D) ≤ L2δ, because the isosceles triangle of vertices O, ∆(si+2), D
has the minimum side between those triangles having an angle of α and whose lesser adjacent side
has length |∆(si+2)|. Besides, considering the right triangle that arises from the α angle bisector, we
have that sin( α2 ) =
length(∆(si+2)D)
2
|∆(si+2)| . Finally note that as
π
4 ≤ α ≤ π , then π8 ≤ α2 ≤ π2 and therefore
π
8 and
α
2 are in an increasing interval of the sine function, and verify sin(
π
8 ) ≤ sin( α2 ). Chaining these
inequalities we have:
sin
π
8

≤ sin
α
2

=
length(∆(si+2)D)
2
|∆(si+2)| ≤
Lδ
|∆(si+2)| .
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And then |∆(si+2)| ≤ Lδsin( π8 ) . As ε is theminimum |∆(s)| for s ∈ [a, b], we have that ε ≤ |∆(si+2)| ≤
Lδ
sin( π8 )
. 
Lemma 7. If S = (s0, . . . , sm) is an array of parameter values of the curve∆, Lipschitzian with constant
L, with value of singularity ε, and si+1 verifies that si+1 = si+si+22 with (si+2 − si) ≥ |∆(si)|+|∆(si+2)|L ,
and besides si+1 − si ≤ δ for a positive δ, then either |∆(si)| or |∆(si+2)| are lesser or equal than Lδ. As
consequence ε ≤ Lδ.
Proof. As si+1 = si+si+22 then si+2 − si+1 = si+1 − si and by hypothesis, as in Lemma 6, si+2 − si =
si+2 − si+1 + si+1 − si = 2(si+1 − si) ≤ 2δ. Chaining this with (si+2 − si) ≥ |∆(si)|+|∆(si+2)|L ,
we have 2δ ≥ |∆(si)|+|∆(si+2)|L , that is 2Lδ ≥ |∆(si)| + |∆(si+2)| ≥ 2min(|∆(si)|, |∆(si+2)|). Then
min(|∆(si)|, |∆(si+2)|) ≤ Lδ, that implies the conclusion. 
Note that the lemmas are valid for any three parameter values. In particular, if s(k)i+1 is the value
inserted in a iteration of the IPA in the array S(k) = (s(k)0 , s(k)1 , . . . , s(k)n+k), then s(k)i+1 = s
(k−1)
i +s(k−1)i+1
2 =
s(k)i +s(k)i+2
2 . Then we have that:
Corollary. If S(k) = (s(k)0 , s(k)1 , . . . , s(k)n+k) is the state of the array at the end of any iteration of the IPA, and
if ∆(s(k)i+1) is the last insertion point, with s
(k)
i+1 − s(k)i ≤ δ for a positive δ, then ε ≤ Lδsin( π8 ) .
Proof. Note that, in the k-th iteration of the while loop, the conditions p and q are evaluated on
the array S(k−1) resulting from the previous iteration. Then it is verified than ‘‘p(s(k−1)i ) or q(s
(k−1)
i )’’,
and the point inserted has as parameter s(k)i+1 = s
(k−1)
i +s(k−1)i+1
2 =
s(k)i +s(k)i+2
2 . On one hand, if p(s
(k−1)
i ),
then ∆(s(k−1)i ) = ∆(s(k)i ) and ∆(s(k−1)i+1 ) = ∆(s(k)i+2) are not connected, and the values s(k)i , s(k)i+1 and
s(k)i+2 are in the hypothesis of Lemma 6. Therefore ε ≤ Lδsin( π8 ) . On the other hand, if q(s
(k−1)
i ), then
(s(k−1)i+1 − s(k−1)i ) ≥ |∆(s
(k−1)
i )|+|∆(s(k−1)i+1 )|
L , i.e. (s
(k)
i+2 − s(k)i ) ≥ |∆(s
(k)
i )|+|∆(s(k)i+2)|
L , and we can apply Lemma 7
to conclude that ε ≤ Lδ, that is lesser than Lδsin( π8 ) . In any case, if p(s
(k−1)
i ) or q(s
(k−1)
i ), and s
(k)
i+1−s(k)i ≤ δ,
then we have that ε ≤ Lδsin( π8 ) . 
With this bound of the value of singularity ε (that ε ≤ Lδsin( π8 ) if s
(k)
i+1 − s(k)i ≤ δ at the insertion of
s(k)i+1), we modify the IPA in such a way that we can bound the number of iterations performed. The
insertion procedure with control of singularity (IPS) (showed in Fig. 17) has as inputs an analytically
defined curve ∆, an array S(0) = (s(0)0 , s(0)1 , . . . , s(0)n ) and a real parameter Q . Remember that S(k) =
(s(k)0 , s
(k)
1 , . . . , s
(k)
n+k) is the value of the parameter array after k-th insertion. The assertions p(s
(k)
i ) and
q(s(k)i ) are like in the previous section, and r(s
(k)
i ,Q ) is ‘‘the values s
(k)
i and s
(k)
i+1 in array S(k) verify
s(k)i+1 − s(k)i ≤ Q ’’.
Informally, we can say that the insertion procedure with control of singularity involves a while
loop that is repeated until a connected array (i.e., verifying the condition ‘‘no p’’) and without lost
turns (‘‘no q’’) is obtained, checking (with r) that it does not run forever.
Note that the assertion r(s(k)i , δ) is equivalent to s
(k)
i+1 − s(k)i ≤ δ, the hypothesis of the above
corollary, and in case of return on error we can apply it to deduce an upper bound on the value of
singularity.
The usage of the output array to compute Ind(∆), and the cost of the IPS, is described by the
following:
Theorem 5. If ∆ : [a, b] → C is Lipschitzian with constant L, S(0) an array sampling of [a, b], and Q a
positive real, the insertion procedure with control of singularity applied to∆, S(0) and Q verifies:
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Fig. 17. Insertion procedure with control of singularity (IPS). Note that the ‘‘Insert’’ line produces S(k) from S(k−1) in the k-th
iteration.
(a) Returns in less than ⌊ b−aQ − 1⌋0 iterations.
(b) If it exits normally then the returning array gives us Ind(∆).
(c) If it exits on error, the parameter value t verifies |∆(t)| ≤ LQsin( π8 ) .
Proof. We will bound the number of parameter values inserted between a and b beginning from
the minimal starting array (a = s(0)0 , s(0)1 = b). At the end of each iteration, the values (a =
s(k)0 , s
(k)
1 , . . . , s
(k)
k+1 = b) should verify s(k)i+1 − s(k)i ≤ Q , because in contrary case the error condition
causes an exit. To count the maximum number of values s(k)i that we can have with that condition,
let us consider that in an interval of length b− a, we can insertm values with a difference greater or
equal than Q if (m+ 1)Q ≤ b− a, without count the endpoints. Hence the number k of inner points
s(k)1 , . . . , s
(k)
k should verifies (k + 1)Q ≤ b − a, and the maximum value for k is ⌊ b−aQ − 1⌋0. Then at
most ⌊ b−aQ − 1⌋0 iterations are performed until the error condition r(s
(k)
i ,Q ) is reached, if there is not
a normal exit before.
For (b), the case of normal ending, the trace of execution of IPS coincides with that of IVA, and then
the returned array is valid to compute Ind(∆) by Theorem 4.
Regarding the parameter value t returned on error, note that in such case it is verified that ‘‘p(s(k−1)i )
or q(s(k−1)i ), and r(s
(k)
i ,Q )’’, that are the conditions required to enter the loop and to exit with error.
In case that it is verified ‘‘p(s(k−1)i ) and r(s
(k)
i ,Q )’’, this last iteration has been a p-iteration (that
is, s(k)i+1 = s
(k)
i +s(k)i+2
2 with ∆(s
(k)
i ) and ∆(s
(k)
i+2) in non-connected sectors) and s
(k)
i+1 − s(k)i ≤ Q . By
Lemma 6, we have that either |∆(s(k)i )| or |∆(s(k)i+2)| is lesser or equal than LQsin( π8 ) . In case that it is
verified ‘‘q(s(k−1)i ) and r(s
(k)
i ,Q )’’, the last iteration has been a q-iteration (that is, s
(k)
i+1 = s
(k)
i +s(k)i+2
2 with
(s(k)i+2 − s(k)i ) ≥ |∆(s
(k)
i )|+|∆(s(k)i+2)|
L ) and s
(k)
i+1 − s(k)i ≤ Q . Hence by Lemma 7 either |∆(s(k)i )| or |∆(s(k)i+2)|
is lesser than LQ . As t is just t = s(k)i or t = s(k)i+1 depending on min(|∆(s(k)i )|, |∆(s(k)i+1)|), in any of the
two cases the return value t verifies |∆(t)| ≤ LQsin( π8 ) . 
The insertion procedure with control of singularity prevents an excessive number of iterations,
controlled by input parameter Q . The IPS effectively computes the index of curves∆with ε > LQsin( π8 )
,
but if the value of singularity is under this level, the procedure can return with error, signaling this
fact, or can return normally with an array whose crossing number is valid to compute the index of the
curve, always in less than ⌊ b−aQ − 1⌋0 iterations.
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7. Conclusions
We have developed an algorithm for winding number computation, using discretization of the
curve to obtain an array to which the method of twist counting of Henrici can be reliably applied.
We also provide a bound of its computational cost in non singular cases, in Theorem 4. This bound
is of order O( 1
ε2
log( 1
ε
)) evaluations of the curve, being ε its minimum distance from origin. We also
provide another algorithm for winding number computation that can be applied to curves whose
this minimum distance is unknown, but assuring that, before expending a predefined amount of
computation, it will return either with the winding number or with an indication that the curve is
near to singular.
About connections with other works, and suggestions for future development, we can say that the
cost O( 1
ε2
log( 1
ε
)) is coherent with the procedures analyzed in [4], that depend on a parameter n to
compute the winding number for curves with value of singularity greater than 2−n.
For a class of problems, the condition number of a specific problem measures its difficulty of
resolution. The reciprocal of value of singularity, 1
ε
, can be viewed as a ‘‘condition number’’ similar
to that used in Matrix Numerical Analysis. This analogy of 1
ε
with a condition number is remarked by
the fact that it is the distance from∆ to the nearest ill-posed input data, for a suitablemetric defined in
the space of plane curves. Intuitively, it is the proximity of the specific problem to an ill-posed problem
of the class (see [6,3]). In our case, an ill-posed problem is a curve that crosses over the origin, without
a defined winding number.
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