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TA4-7 
OPTIMAL AND SUBOPTIMAL  ESTIMATION I N  DIFFERENTIAL P a  AND ADAPTIVE  PREDICTIVE CODING SYS- 
Jerry D. Gibson 
Department of Electrical Engineering 
University of Nebraska 
Lincoln,  Nebraska  68508 
Both d i f f e r e n t i a l  p u l s e  code modulation 
(DPCM) and adaptive predictive coding ( A P C )  
system have been used somewhat success fu l ly  fo r  
low d a t a  rate d ig i ta l  vo ice  t ransmiss ion .  A DPCn 
system has as its goal  the  removal of s i g n a l  re- 
dmdancy pr ior  to  t ransmiss ion  by a l inea r  p re -  
d i c t ion  o f  t he  incoming s i g n a l  w i t h  a weighted 
combination  of  past signal est imates .  The e r r o r  
i n  the  p red ic t ion  p rocess  is then quantized and 
t r ansmi t t ed  to  the  r ece ive r .  An iden t i ca l  p re -  
d ic t ion  loop  is used at the r e c e i v e r  t o  reinsert 
the redundancy, and hence, t o  r econs t ruc t  t he  
speech s ignal .  Both the  quan t i ze r  and p r e d i c t o r  
may o r  may not  be  adapt ive .  
The DPCM system described above does not take 
advantage of  the fact  that  the incoming s ignal  is 
a speech waveform. The APC system at tempts  to  
u t i l i ze  th i s  i n fo rma t ion  by subt rac t ing  out  the  
long term redmdancy pr ior  to  operat ing on t h e  
s i g n a l  t o  remove the  sho r t  term redundancy via a 
DPCM sys  tem. 
The primary goal of both systems is t o  re- 
duce the dynamic range of the input so t h a t  t h e  
t r ansmi t t ed  s igna l  can be accurately quantized and 
encoded with the fewest nunber of bits .  Both  of 
these systems attempt to accomplish this by pre- 
d i c t ing  the  inpu t  speech  s igna l  by a l i n e a r  com- 
bination of past  speech estimates.  The key  phrase 
in  the  preceding  sen tence  i s  ' I . .  . past speech 
estimates". That is, both  systems  derive their 
predic ted  va lue  from es t ima tes  o f  pas t  s igna l  
v a l u e s ,  n o t  t h e  s i g n a l  i t s e l f .  These s i g n a l  esti- 
mates, which are used in  the  p red ic t ion  p rocess  at  
both  the  t ransmi t te r  and receiver ,  contain m- 
wanted quant izat ion noise .  This  quant izat ion noise  
has been established as t h e  l i m i t i n g  f a c t o r  on 
DPCM and A P C  systems performance, which are con- 
s ide red  to  be  the  most promising techniques pres- 
en t ly  ava i l ab le  fo r  d ig i t a l  vo ice  t r ansmiss ion  at 
6 to  16  Kb i t s l s ec .  
The continuing research described here is 
concerned with the reduct ion or  e l iminat ion of  
quan t i za t ion  no i se  e f f ec t s  in the  pred ic t ion  loops  
of DPCM and A P C  systems by the  app l i ca t ion  o f  
o p t i m a l   f i l t e r i n g  methods. Two dist inct   approaches 
are being taken on  each  system. One approach con- 
sists o f  i n se r t ing  a K a l m a n  f i l t e r  t y p e  a l g o r i t h m  
i n  t h e  f e e d b a c k  l o o p  t o  o p t i m a l l y  f i l t e r  t h e  quan- 
t i za t ion  no i se  ou t  o f  t he  s igna l  e s t ima tes  p r io r  
t o  us ing  these  va lues  fo r  p red ic t ion .  The f i l t e r -  
ing  is optimal in t h e  s e n s e  t h a t  t h e  mean squareer -  
r o r  i n  t h e  p r e d i c t i o n  o f  t h e  i n p u t  is minimized. The 
above approach assumes t h a t  some other procedure 
is being used to determine the feedback tap gains 
(predictor  coeff ic ients)  independent  of  the noise  
f i l t e r i n g .   T h i s  i s ,  of  course,   possible,  and i t  
may be  des i rab le  for  var ious  reasons .  However, 
such an approach is suboptimal since the  p red ic to r  
coe f f i c i en t  ca l cu la t ion  and f i l ter  problems can- 
not be decoupled. 
T h e  second approach, then, is t o  augment the  
state vec to r  w i th  the  p red ic to r  coe f f i c i en t s  and 
then use an extended K a b  f i l t e r  type algorithm 
t o  accomplish the predictor  coeff ic ient  calcula-  
t i o n  and n o i s e  f i l t e r i n g  s i m u l t a n e o u s l y  t o  mini- 
mize the  mean square  predict ion error. Although 
this  approach is optimal, it does result in in- 
creased system cozplexity, s i n c e  the dimneion of  
t he  a lgo r i thm has  now been doubled. 
The f i l te r  a lgor i thm parameters  such  as t h e  
message and observa t ion  noise  var iances  and 
initial condi t ions must be  se lec ted  us ing  phys ica l  
arguments and system  s i rnulat iam.  Previous ex- 
per ience indicates tha t  gene ra l ly  the  message and 
observation noise variances can be assumed t o  b e  
independent,  with constant variances.  However , i n  
cases where these assuuptione are n o t  met, algo- 
r i t hms  ex i s t  fo r  adap t ive ly  iden t i fy ing  the  re- 
quired var iances  and for  tak ing  in to  account  the  
e f f e c t s  o f ' s e q u e n t i a l l y  c o r r e l a t e d  o b s e r v a t i o n  
noise .  If only  the  obsemat ion  noise  is a func- 
t i on  o f  time and i f  on ly  s ingle  stage noise cor- 
r e l a t i o n  is present ,  (as i n i t i a l  ana lyses  ind ica t e )  
a negl igible  increase in  system complexi ty  is re- 
quired. 
Preliminary performance studies have revealed 
t h a t  i n  an adapt ive DPCM system operating at  12 t o  
18 Kbits lsec.  an increase in  s igna l - to -no i se  r a t io  
(SNR) of 4 t o  5 dB is available,  which would r e s u l t  
i n  a s u b s t a n t i a l  increase in voice  qua l i ty  from 
the  equ iva len t  qua l i t y  of 4 t o  5 b i t  PCM t o   t h e  
qua l i t y  o f  5 t o  6 b i t  PCM. For the  A P C  systems, 
p re l imina ry  s tud ie s  ind ica t e  tha t  e l imina t ion  o f  
the  quant iza t ion  noise  in the  pred ic t ion  loop  will 
produce an i n c r e a s e  i n  SNR of 4 t o  6 dB. This  
would put  the speech qual i ty  of a 6 t o  8 Kbi t s / sec .  
APC sys tem in  the  "good" to  "excel lent"  range.  
Analy t ica l ly ,  it can  be  shorn  tha t  the  f i l t e r ing  
of  the  quant iza t ion  noise  increases  the  improve- 
ment i n  SNR provided by the predict ion loop.  
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