We measured the rate of washout of 150_ labeled water generated from labeled oxygen accumu lated in brain after bolus [150]02 inhalation, and com pared the washout with that of labeled water measured with H2150. Contrary to the original expectation, the ra dioactive water generated from labeled oxygen failed to leave the brain tissue at the rate predicted by exogenous water. Therefore, the use of a separately measured value for exogenous water clearance led to an error in the cal culation of oxygen consumption. A new method pre sented in this paper eliminated the error by yielding ox ygen consumption in a single oxygen study. We used Measurements of the oxygen consumption of in dividual brain regions have been possible only after the advent of positron emission tomography (PET). Two methods have been reported, both intended to yield the unidirectional clearance of the very short lived oxygen isotope, oxygen-15. The equilibrium method (Frackowiak et aI., 1980) yielded the oxy gen clearance from the steady-state balance be tween oxygen influx, radioactive oxygen decay, and radioactive water efflux. The autoradiographic method (Mintun et aI., 1984) yielded the clearance from a transient (non-steady-state) analysis of the uptake. Both methods required separately obtained information about blood flow and blood volume and assumed, therefore, that the physiological state of the subject, and its position in the scanner, re mained unchanged for 30-60 min, the time required Abbreviation used: CBV, cerebral blood volume; CMROz, ce rebral metabolic rate for oxygen; FWHM, full width at half max imum; OEF, oxygen extraction fraction; PET, positron emission tomography; RMS, root mean squared.
Measurements of the oxygen consumption of in dividual brain regions have been possible only after the advent of positron emission tomography (PET). Two methods have been reported, both intended to yield the unidirectional clearance of the very short lived oxygen isotope, oxygen-15. The equilibrium method (Frackowiak et aI., 1980) yielded the oxy gen clearance from the steady-state balance be tween oxygen influx, radioactive oxygen decay, and radioactive water efflux. The autoradiographic method (Mintun et aI., 1984) yielded the clearance from a transient (non-steady-state) analysis of the uptake. Both methods required separately obtained information about blood flow and blood volume and assumed, therefore, that the physiological state of the subject, and its position in the scanner, re mained unchanged for 30-60 min, the time required time-weighted integration to estimate three parameters, including the unidirectional clearance from blood to brain (K? 2 ), the fractional clearance of the distribution volume in brain (k�2), and the vascular volume correction (yo) ' We showed that the clearance of oxygen from blood to brain can be estimated with acceptable precision by this new approach, and that the new method yields a reliable measure of oxygen consumption. Key Words: Positron emission tomography-Oxygen consumption-U nidirec tional clearance of oxygen-Single oxygen study-Time weighted integration method.
to perform three separate studies by positron emis sion tomography. In addition, both methods de pended on several simplifying assumptions which may cast doubt on the results. However, the uncer tainty is not easy to resolve because of the absence of independently obtained regional values that might serve as the ultimate standard.
To examine the consequences of the specific an alytic method for the calculated oxygen consump tion values, we modified the experimental approach to yield values of oxygen consumption from a single short (3 min) bolus e50]02 inhalation study, elimi nating some assumptions but introducing others.
THEORY Model configurations
Model 1. The current methods for the measure ment of oxygen metabolism with e50]-labeled ox ygen and positron emission tomography (Frackow iak et aI., 1980; Mintun et aI., 1984; Fig. la) assume that e50]02 activity in the brain extravascular space [Me(t) ] is negligible and that [150] 02 is con verted immediately to Hi50 by cytochrome oxi dase. Therefore, the net clearance of labeled oxy gen from blood to brain in the steady-state equals the initial clearance (K?') of oxygen, which is equal to the product of the oxygen extraction fraction (OEF) (E o ) and CBF (F) . In addition, circulating [,50] water, resulting from the conversion of labeled oxygen to H�50 in all tissues, enters the brain at a rate close to that of blood flow. The rate of egress of labeled water from brain is proportional to K�,o/Ve where K�'o is the unidirectional clearance of water from blood to brain, and Ve is the partition volume of water in the tissue (see Table 1 for symbols and definitions). The differential equation is based on the assumption that the net gain of radioactivity in the tissue is nil in the absence of tracer transport across the blood-brain barrier (i.e., dMe ldt = dMI dt). (1) (2) where VoCa(t) is an integration constant. Upon in tegration and appropriate substitution, where C�'( t) and C�,o(t) represent the arterial con centrations of hemoglobin-bound [150] 02 and H2150, Ca(t) the total 150 activity in whole blood [C a (t) = C�, (t) + C�,o(t)], Vo the correction for vascular volume, and M( t) the total radioactivity in brain. The alternative solution to Eqs. (1) and (2) is (Mintun et al.,1984) . b (Model 2): Comprehen sive model, accounting for recirculating water (one-step method, five parameters). c (Model 3): simplified model, ig noring recirculating water (one-step method, three parame ters). (See Table 1 for explanation of symbols.) abIes have been listed by their acronyms to indicate that they bear an uncertain relation to the underly ing physiological variables. For example, the value of CB F obtained by Mintun et al. (1984) in a one compartment analysis of labeled water uptake is an exact estimate neither of K�'o nor F. Because water is subject to diffusion limitation in the blood brain barrier, K�'o must be obtained by two compartment analysis to account for the transmit ted (i.e., nonextracted) fraction. Likewise, the estimate of CB V obtained with carbon monoxide is not an accurate estimate of Vo because the tracer
Based on this formulation, Mintun et al. (1984) de rived an estimate of Eo, (called by these authors OEF), using estimates of CB F (replacing both F and K�'o), cerebral blood volume (CB V) (replacing Vo), and A. (replacing Ve) from separate studies. The variconcentration declines in the capillary portion of the blood volume. For these reasons, it is probable that OEF is an inaccurate estimate of Eo, when cal culated according to the integrated form of Eq. (4) , used by Mintun et al. (1984) , Concentration of arterial oxygen Cerebral blood flow ml g-l min-1 Extraction fraction of oxygen Unidirectional clearance of oxygen from blood to brain ( = E o ,
Wash-out rate of metabolized water from brain to blood Unidirectional clearance of water from blood to brain ml g-I min-1 min-1 ml g-l min-1 ml g-I ml g-1 Partition volume of extravascular water pool Equilibrium partition coefficient for water Vascular volume
The asterisk ( * ) denotes the convolution operation, the factor 0.85 is the small-to-Iarge vessel hemato crit ratio, and the factor 0.71 is the product of the blood volume fraction pertaining to capillary and postcapillary vessels and the small to large vessel hematocrit ratio (Grubb et aI., 1978; Lammertsma et aI., 1984 is the total extravascular \SO radioactivity in brain and Ca(t) the total\SO radioactivity in arterial blood. This model is described by the following equations:
Upon integration and substitution, we get Alpert et al. (1984) and refined by Carson et al. (1986) . This method was origi nally used to estimate simultaneously the regional blood flow and partition coefficient for water in brain from 8-10 min radioactivity records obtained by positron emission tomography. The observed and theoretically expected time-activity records were weighted with separate weights, W I (t), w2(t) , and integrated, using an equation from which k2' and eventually K I by back substitution, were estimated by means of look-up tables,
We call this the two-weighted method. As pointed out by Koeppe et al. (1987) , this two-weighted method may cause a significant parameter overestimation because it does not include a correction term for radioactivity re maining in the circulation. Therefore, we modified the two-weighted method to include a correction term for the vascular volume (which need not be equal to the vascular volume itselt). We call this new approach, which includes three weighting functions, the three-weighted method. Its application is illustrated for Model 3. Using the analytical (autoradiographic) solution of Eq. (11) with the initial
Successive mUltiplication of the left-and right-hand sides with the same weighting functions, wl(t) to w3(t) , and integration over time leads to the following three equa tions:
METHODS

Computational strategy
We used multiple-linear least-squares regression to es timate model parameters in Eqs. (3), (10), and (13). For By elimination of Vo from Eqs. (16) to (18), the com putational form for the estimation of k�2 by the three weighted method, equivalent to Eq. (14) of the two weighted method, is obtained erate increase of recirculating water activity over time, observed in nine normal subjects who underwent [150]02 bolus positron emission tomographic (PET) studies, and one to represent an extreme case (never actually ob served) in which C� '°( t) might rapidly increase and ex ceed C�'(t) at a time close to 90 s (Fig. 2) . The coefficients used in Eq. (23) were Al = 100.0, A2 = 0.5, BI = 0.3, and B2 = 3.0. In Eq. (24), Al = 0.5 and BI = 3.0 were used to simulate the moderate increase of recirculating water, and Al = 1.5 and BI = 3.0 for the rapid increase.
The simulated tissue time-activity curves were based on the comprehensive model (Model 2). A frame length of 3 s and a data collection interval of 3 min were chosen. These figures correspond to the acquisition parameters of
Vo may then be calculated by solving equation (16):
In the present study, we used wl(t) = 1, w2(t) = t, and w3(t) = Vi as weighting functions (Alpert et aI ., 1984; Koeppe et aI., 1985) . We call Model 3 together with the three-weighted method the one-step method.
Simulation
Simulation of Data with No Variability . The input func tions C� ' (t) (arterial 150 activity of hemoglobin-bound ox ygen) and C�20(t) (arterial 150 activity of recirculating water) were simulated by means of time-weighted expo nentials (Herscovitch et ai. 1983 (24) with (25) Here, Ca(t) is the total 150 activity in arterial blood. Two shapes were chosen for C�,o(t), one to simulate the modour e50]02 studies, following suggestions by Huang et aI. (1982) . The following simulation studies were then per formed in order to evaluate various characteristics of the one-step method (i.e., Model 3, evaluated with the three weighted method).
The error in the calculated oxygen consumption caused by not separately assessing the 150 activity due to recir culating water (Model 3), was estimated by generating time-activity curves based on Model 2 and then compar ing the true (assumed) value of cerebral metabolic rate for oxygen (CMR02) with that calculated by the one-step method (i.e., Model 3 and the three-weighted method) using 3-min data. The error was expressed as percentages of over-and underestimation of calculated CMR02 by the one-step method compared with the true value (Fig. 3) .
To assess the independence of the calculated oxygen consumption values on the length of the data collection interval (scan duration), time-activity curves were gener ated for oxygen consumption values between 100 and 200 !Lmol 100 g -I min -I and analyzed by means of the one step method, using scan durations from 0.5 to 3.0 min (Fig. 4A ).
The sensitivity of the oxygen consumption calculated by the one-step method to dispersion of the arterial input, i.e., the sensitivity to errors arising from the difference between the shape of the observed arterial 150 concen tration curve at the sampling site (usually the radial ar tery) and the shape predicted for cerebral arteries, was tested as follows. A dispersed input function Cad(t) was generated by convolving the true input function Ca(t) with the dispersion function d(t) as proposed by Iida et ai. (1986) and Kanno et ai. (1987) : 
FIG. 2.
Arterial input functions used in simulations. One typ ical shape for C�2(t) and two shapes for C�20(t) were used. The shape of C�20(t) corresponding to a moderate increase of recirculating water activity is consistent with our own ob servations. The shape illustrating a greater increase of recir culating water activity was selected as an extreme case.
'l" such that
A dispersion time constant of T = 4 s was chosen (Meyer, 1989) . Time-activity curves were generated using the un dispersed input function Ca(t) . Oxygen consumption was then calculated by the one-step method, using the dis persed input function Cad(t), and compared to the as sumed value (Fig. 4A) . The combined effect of dispersion and scan duration was assessed by determining the oxy gen consumption as just described, using variable scan durations instead of the usual 3-min interval (Fig. 4B) . The effect on calculated oxygen consumption values of a time shift between the peripherally observed input func tion and true input to brain, in addition to dispersion, was assessed in the following way. Time-activity curves were generated with the true input and oxygen consumption was calculated by the one-step method with the input shifted by ±5 s from the origin (Fig. 4C) .
Tissue heterogeneity was studied by generating time activity curves for various mixtures of gray and white matter and assumed values of oxygen consumption, blood flow, and blood volume, of 200 (100) I-Lmol 100 g-I min-I, 60 (20) ml 100 g-I min-I and 7 (1) mll00 g-I, respectively (Hatazawa et aI., 1988) . These values were adopted to evaluate possibly extreme cases. The oxygen consumption was again analyzed by the one-step method using the standard 3-min scan duration (Fig. 4D) .
Simulation of Data with Random Variability . In order to investigate the effect of specific random variation on the results of the one-step method, we simulated studies with random variability. For that purpose, a uniform 5% Poisson-distributed variation was overlaid each point of the simulated arterial concentrations. This variation com bines the observed error of blood-sampling, including random variation, and errors due to sample timing and weighing. A 5% Poisson-distributed variability (P N) ' cor responding approximately to that observed for 4 cm 2 re gions and 106 total counts/plane in 3 min, was also added to the simulated tissue activity according to the fo rmula,
where (J" ; is the standard deviation of the Poisson variabil ity of the radioactivity of the ith scan, N; the individual activity in the ith scan, and Nm the mean frame activity (Evans et aI., 1986; Iovkar et aI., 1989) . The accuracy of the parameter estimates was expressed as the mean root squared error (E) for N = 100 variable patterns of each simulation,
where p; is the estimated value of a given parameter and p its true (input value). In order to assess the accuracy and precision of the one-step method, we simulated variable tissue time activity curves by Model 2 and determined K I by the three-weighted method of Model 3 for a scan duration of 3 min . The time-activity curves were simulated for three sets of assumed values for blood flow and blood volume, corresponding to different physiological states (normal, activated, and ischemic) ( Table 2) , and for two sets of arterial input concentrations (Fig. 2 ) for a total of six different patterns (Fig. 5) . For all simulations, the arterial oxygen content was assumed to be 9 mM (corresponding to 20 ml 100 ml-I).
PET Studies
Fifteen cerebral oxygen consumption determinations were made in nine normal volunteers according to the sequential bolus method consisting of an H2150, e50j02' and C I50 study (Mintun et aI., 1984) . Six subjects were studied twice. After completion of a questionnaire that served to rule out any apparent neurological deficits, in fo rmed consent was obtained from each participant ac- (Thompson et aI., 1986) . A continuous wobbling motion allowed dynamic scanning at a maximum rate of one frame per 3 s and peak total coincidence count rates of 30,000 cps/plane. The true count rate efficiency of the tomograph was 75 . 103 counts ml /-LCi -I s -I for the di rect slices and 61 . 103 counts ml /-LCi -1 s -1 for the cross slice. Reconstruction software included corrections for detector efficiency variations, random events, and dead time as well as a deconvolution procedure to eliminate scattered events (Cooke et aI., 1984) . Attenuation correc tion was performed using a projection thresholding method similar to that of Bergstrom et aI . (1982) . Subject preparation. The subjects were positioned in the tomograph with the three image planes centered at approximately 36, 54, and 72 mm above the inferior or bitomeatal reference line. Their heads were immobilized by means of a customized self-inflating foam headrest. A short indwelling catheter was placed into the left radial artery for blood sampling. The loss of the freely flowing blood was 10 to 15 ml min -I which caused negligible external dispersion (Meyer, 1989) . CBF measurement. For the measurement of cerebral blood flow, about 20 mCi of H2150 were injected as a bolus into the brachial vein of the right arm. Arterial blood sampling and dynamic imaging were started at in jection time. A series of 30 sequential scans of 3-s dura tion each were obtained over a period of 3 min. Blood samples were collected manually at approximately 5-s in tervals during the data collection period and assayed in a calibrated well-counter. The difference in the arrival times of the tracer in the brain and at the peripheral sam pling site was corrected for by shifting the blood curve along the time axis until its up-slope matched the fast rising portion of the whole brain tissue curve represented by the total number of coincidence counts of the upper detector ring, recorded at 0.5-s intervals. The measured data were corrected for decay according to the method outlined by Raichle et aI . (1983) .
CBV measurement. e50]CO was used to measure blood volume. After inhalation of the tracer gas, two min utes were allowed for equilibration followed by a 3-min scan during which three arterial blood samples were with drawn. The blood volume was calculated by the method of Grubb et aI. (1978) , using a small-to-large vessel he matocrit ratio of 0.85. Table 2 ) and two arterial input functions (Fig. 2) . Poisson random variation (5%) was im posed on blood and tissue data. Mean RMS error for 100 noisy patterns [Eq. (30)] is shown. Scan duration was 3 min. the tracer was supplied from the cyclotron into a lead shielded rubber bag at the subject ' s side, where it was mixed with medical air. After a sufficient level of activity had accumulated, the subject, wearing a nose clamp, in haled the gas (-30-40 mCi) via a mouthpiece and a short connecting ventilator hose by taking a single deep breath and holding it fo r about 10 s. Assuming a constant oxygen consumption, changes of blood flow induced by changes of CO2 tension in arterial blood during the breathholding do not affect the results of this method since blood flow is not a variable in the determination. Scanning and blood sampling were initiated at the start of inhalation. In six subjects, 60 frames of 3-s duration were collected in 3 min. In three subjects, 30 frames of 6-s duration were acquired. Arterial samples were withdrawn at 5-s inter vals. Typical maximum count rates in a single slice were tO,OOO CPS with a total of 1 million counts in 3 min . Starting at 90 s after inhalation, additional larger samples (-2 ml) were withdrawn every 30 s. Of these, 0.5 ml were used to assay whole blood activity as before. The remain ing 1.5 ml were centrifuged and the plasma pipetted off and placed into another tube which was assayed in the well counter. The measured plasma radioactivity concen tration was considered to reflect pure H2 ISO activity. The H2 ISO concentration in whole blood was calculated [input J Cereb Blood Flow Metab, Vol. 12, No.2, 1992 function C�20 (t)], as suggested by Mintun et a1. (1984) , by multiplying the plasma activity by the ratio of the frac tional water content of blood and plasma for which a value of 0.87 was used. C�20(t) was assumed to increase linearly during the first 90 s of the study (Mintun et a1., 1984) . The hemoglobin-bound ISO fraction C02(t) was ob tained by interpolating and subtracting C�2 a (t) from the whole blood radioactivity curve. The tracer arrival time difference and radioactivity decay were accounted for as described above. Blood gases were monitored during the entire study sequence which took 60 to 90 min for com pletion .
From To demonstrate that the model underlying the new one step method correctly describes the measured data over the entire scanning period, we compared the time activity curve predicted by Eq. (15) with real data from an eSO]02 bolus study (Fig. 9) . The three-step method was evaluated in the same manner, using Eq. (5) (Fig. 9 ) . CMRo , (I-step, Model 2) (f.Lmol 100 g -1 min -1 )
Comparison of oxygen consumption estimates ob tained by three-step method (Model 1) (ordinate) and by one step method using Model 2 (abscissa). There is a significant relationship between two values (n = 325, P < 0.001).
Finally, using the same [150]02 data, we generated and compared pixel-by-pixel images of oxygen consumption calculated by the three-step method [Eq. (5)] and the one step method [Eqs. (19) and (22)]. Figure 3 shows the error in calculated oxygen consumption by the one-step method using Model 3, which does not separate recirculating [150]_ labeled water. The error did not exceed ± 10% for oxygen consumption values between 40 and 300 fLmol 100 g-I min -I and a typical 3-min scan dura tion. However, it depended on the scanning interval demonstrated in Fig. 4A . Figure 4B illustrates the sensitivity of calculated
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FIG. 8.
Comparison of oxygen consumption estimates ob tained by one-step method using Model 3 (ordinate) and the comprehensive Model 2 (abscissa). There is a significant re lationship between two values (n = 325, P < 0.001).
oxygen consumption values, again using Model 3 and 3 min of data, to dispersion of the input func tion. For a typically observed dispersion time con stant of T = 4 s, neglecting this effect led to an underestimation of 6 to 14% for oxygen consump tion values between 100 and 200 J..L mol 100 g-I min -I. For scan durations shorter than about 90 s, the error increased rapidly. The effect of the time shift between the peripher ally measured arterial input and its value at the level of the brain on the oxygen consumption calculated by the one-step method is shown in Fig. 4C . A pos itive time shift indicates a delay of the measured arterial activity with respect to that in the brain. If the measured input function was not properly cor rected for this effect, the error in calculated oxygen consumption rate ranged from -19% to + 7% for time shifts between -5 s and + 5 s, and a CMRo2 value of 200 J..L mol 100 g -1 min -I. For lower values of oxygen consumption, the error became smaller.
Heterogeneity of the tissue under study resulted in a fairly uniform, but small, underestimation in the calculated oxygen consumption value, as demon strated in Fig. 4D . This error did not exceed 7.0%.
Simulation of data with random variability
The root mean squared (RMS) error of oxygen consumption, calculated according to the one-step method, is shown in Fig. 5 . It included two compo nents, one due to a 5% random variability imposed on the brain tissue activity and the arterial input, and one due to the absent attention to recirculating e50]water. For a moderate increase of recirculating labeled water (Fig. 2) , RMS errors were smaller than 10% (top) for three different metabolic states (Table 2) in the normal range of 50 to 250 fLmol 100 g-I min -I. In the case of a large increase of recir culating radioactive water (Fig. 2) , these errors in creased but did not exceed approximately 15% for the normal range of oxygen consumption (bottom).
PET studies Figure 6 shows the relationship between the rate of egress of e50]water from brain tissue as mea sured by the intravenous H2150 method and the wash-out of e50]water generated in the tissue after inhalation of indicating that the wash-out of e50]water of metabo-lism bore no simple relation to the wash-out of ra dioactive water having entered from the circulation. Figure 7 compares the oxygen consumption de termined by the three-step method (Model l) with that calculated according to the Model 2. Although there was a significant correlation between the two values (r = 0.7584, P < 0.001), the points were scattered widely, and oxygen consumption calcu lated by the three-step method tended to overesti mate that calculated on the basis of the comprehen sive model (Model 2).
The relationship between oxygen consumption calculated by the one-step method according to ei ther Model 2 or Model 3 is shown in Fig. 8 . There was a significant linear relationship between these two sets of data (r = 0.9844, P < 0.001). The slight trend towards underestimation of oxygen consump tion with the simplified Model 3 was predicted by simulation (Fig. 3) . Figure 9 depicts an actual tissue time-activity record (dots) together with curves predicted by Model l and the three-step approach [Eq. (5)], and Model 3 and the new one-step method [Eq. (15)]. It is evident that the new model (Model 3) provided a good fit to the measured data over the entire scan period, quite in contrast to the old model (Model 1) which did not describe the observed data appropri ately. Figure 10 shows oxygen consumption images generated according to the three-step (top) and the one-step method (bottom). The image on the top (three-step method) is based on data from three sep arate studies (CB F, CB V, and OEF) that took about 45 min to complete. On the other hand, the image derived by the new one-step method was generated from 3 min of dynamic data acquired during a single eSO]02 inhalation. The similarity of the two images is easily appreciated.
DISCUSSION
The method of Mintun et ai. (1984) for the mea surement of cerebral metabolic rate of oxygen makes several assumptions. It assumes that the amount of dissolved oxygen in tissue is negligible, i.e., that upon its entry into brain, molecular oxy gen is immediately reduced to water. This is a con sequence of Krogh's hypothesis that oxygen trans fer to mammalian tissue must be diffusion-limited (Krogh, 1918) . Actual measurements of oxygen ten sion in brain tissue gave values of 5 mm Hg or less (Fennema et aI., 1989) . The solubility of oxygen in water is only about 2.2 x 10 -S ml ml-1 atm -1 (Thews, 1960) , and the reaction that converts oxy gen to water, catalyzed by cytochrome oxidase, is irreversible and immeasurably rapid. The amount of oxygen subject to other reactions such as oxygen ase or free radical generation is so small under nor mal circumstances (Friedman et aI., 1972; Chance et aI., 1979) , that it may safely be assumed that all labeled oxygen entering the brain tissue will be me tabolized to labeled water. For these reasons, the initial clearance of labeled oxygen from blood to brain (K?2) is assumed to equal the net oxygen clearance in the steady-state. However, this might not be true in cases where tissue oxygen tension is increased (e.g., in some tumors), or when free rad ical reactions occur more frequently than usual (e.g., in ischemia).
In this study, we challenge an additional aspect of the current model (Model 1), i.e., the assumption that the labeled water generated from labeled oxy gen is freely exchangeable with the intra-and ex travascular water and that it therefore leaves the brain tissue at a rate equal to the ratio of water clearance and its equilibrium tissue-blood partition volume, K�2 0 /Ve' To examine this assumption, we compared the wash-out of metabolic water in eSO]02 studies (i.e., K�2 0 /Ve in Model 1) with K�2 0 /Ve values determined after bolus injection of H21S0 in the same subjects and using the same re gions of interest for analysis. This comparison showed that the wash-out of metabolic water was not very well correlated with the wash-out of exog enous water (Fig. 6) . While the average estimates may not be significantly different, the scatter sug gests that the estimate of one is not a very safe estimate of the other. Several explanations are pos- FIG. 10 . Images of oxygen consumption generated from the same data, using the three-step method (top) and the one-step method (bottom). The scanning procedure for the image on the top took approximately 45 min (three separate studies), whereas the image at the bottom was generated from a single oxygen study of 3-min duration. The images are qualitatively similar but quantitatively somewhat different, as discussed in the text, in that the CMR02 values of the one-step method are systematically lower.
sible for this observation. The poor correlation may be the result of experimental errors. A more spe cific reason may be the existence of an additional, slowly exchanging tissue water pool, as previously proposed (Huang et al., 1982; Raichle et al., 1983; Gambhir et al., 1987) . Also, water generated inside the mitochondria may behave in a manner different from that of cytosolic water, each of these pools having different volumes of distribution, or some fraction of tissue water might be sequestrated and bound to proteins by hydrogen bonds. Considering the above observations, the use of a separately measured value of H2150 clearance (or CBF) may introduce an error into the calculation of oxygen consumption by the three-step method. In addition, the separately measured clearance may not remain representative during the 30 to 40 minutes required to measure oxygen consumption (Meyer et al., 1987; Correia et al., 1985; Holden et al., 1988; Lam mertsma et al., 1986) .
Furthermore, since oxygen consumption by the three-step method is essentially derived as the prod uct of the calculated CBF and oxygen extraction fraction, the result is affected by the known diffu sion limitation of water Hers covitch et al., 1987 ) which tends to render CBF an overestimation of Kr20. The new method which measures oxygen consumption (K?2) directly (one step) is not subject to this limitation. Another source of error with the three-step method is the assumption of fixed fractions for precapillary, cap illary, and postcapillary blood volumes throughout the entire brain. Huang et al. (1986) have shown that oxygen consumption estimates are fairly sensi tive to the assumed model configuration for the vas cular volume.
From the above discussion, the need for an im proved method for the measurement of oxygen con sumption is evident. A number of new approaches have therefore been explored. On the basis of a simulation study, Huang et al. (1986) concluded that simultaneous determination of blood flow, blood volume, and oxygen consumption from a single ['50]02 should be possible. Meyer et al. (1987) ob tained reliable estimates of oxygen consumption from a single oxygen bolus inhalation study but, on the basis of the current model, showed that simul taneous estimates of blood flow and blood volume were unreliable. Holden et al. (1988) stressed that accurate knowledge of the partition volume of wa ter is essential for the estimation of oxygen con sumption from a single oxygen study with the cur rent model. Lammertsma et al. (1986) The new model solution overcomes some of the shortcomings mentioned above and yields oxygen consumption in a single dynamic [,50 ]OZ inhalation study of only 3-min duration. Upon reexamination of the assumptions underlying the current model by Mintun et al. (1984) , a comprehensive model (Model 2) was first formulated, assigning different compartments to the metabolic and recirculating components of water. By simulation (Fig. 3) , we showed that the recirculating water did not have to be separately known, i.e., could be ignored without affecting the estimation of the unidirectional clear ance of oxygen from blood to brain (K?2), the vari able directly proportional to oxygen consumption. The simulation results were confirmed by analysis of actual data (see Fig. 8 ). At low values of CMROz (less than 20 f.l.mol 100 g-I min -I), the error in curred by ignoring the effect of recirculating water exceeds 20%. However, the error was never more than that of the three-step method.
The simplified model (Model 3) underlying the proposed one-step method, contains only three pa rameters, K?2, k�2, and Vo' This simplification has the further advantage that it allows easy generation of pixel-by-pixel images of oxygen consumption. For this purpose, we used the time-weighted inte gration method, which is computationally efficient and yields statistically optimal parameter estimates. We extended the original two-weighted method (Alpert et aI., 1984) by including an initial distribu tion volume term. Neglecting such a correction may result in an overestimation of K?2 as pointed out by Koeppe et al. (1987) . The inclusion of the initial volume term required the introduction of a third weighting function (three-weighted method). To gether with a look-up table, this approach allowed us to efficiently generate images of the three param eters, K?2, k�2, and Vo (i.e., generation of a 128 x 128 pixel image of K?2 lasted -1.5 min on a mi croV AX system). We termed the calculation of ox ygen consumption based on Model 3, and using the three-weighted approach, the one-step method.
The selection of a 3-min data accumulation inter val was based on a number of considerations. On the one hand, a sufficiently long data segment was required to obtain statistically satisfactory parame ter estimates. On the other hand, the study was to be kept as short as possible for practical purposes and also in order to minimize errors caused by ig noring the gradually accumulating recirculating wa ter component. Our simulations (Figs. 4 and 5) in dicated that 3 min was a reasonable interval. Also, for this scan duration, errors due to dispersion of the arterial input are stable and easy to correct (Fig.  4B ). As expected, oxygen consumption estimates by the one-step method were sensitive to the differ ence in tracer arrival time between brain and the peripheral samling site (radial artery), particularly for negative time shifts (Fig. 4C) , and a proper cor rection for this time shift is therefore necessary (lida et al., 1986; Iida et al., 1988) . For positive time shifts that are the most likely values, the effect is small, however. Tissue heterogeneity, on the other hand, produced a relatively small ( � 7. 0%) and uni form underestimation in oxygen consumption cal culated by the one-step method (Fig. 4D) . The noise characteristics of the one-step method also com pared favorably with those of the three-step method, the RMS error (Fig. 5) of the former being smaller throughout the normal range of oxygen con sumption (50 to � 250 jJ-mol 100 g-I min -I) , even with inclusion of errors caused by not separating the recirculating water.
Another point in favor of the simplified model (Model 3) is the observation that it faithfully de scribes the observed dynamic data over the entire scan interval (Fig. 9) , in contrast to the current model (Model 1).
An important aspect of positron emission tomog raphy is the visualization and mapping of brain function and metabolism. We present here the first successful approach to the generation of a reliable image of oxygen consumption during a single brief oxygen inhalation. This represents a gain in time by a factor of 10 to 15 with respect to the conventional three-step method, with no apparent loss of image quality (Fig. 10) . The reduction of the number of studies from three to one with the new approach translates into a reduced amount (approximately one third) of radioactivity administered to patients. Conversely, for equal amounts of administered ra dioactivity with the two methods, the one-step ap proach yields a statistically superior image.
CONCLUSION
We conclude that the new one-step method de scribed in this article, which requires a single brief [150] 02 inhalation, gives a more reliable estimate of cerebral oxygen consumption than the current three-step method. The short duration provides for improved patient comfort and a more efficient time utilization. This, together with the excellent func tional image generation, is a significant advantage.
