We used voxel-based lesion-symptom mapping (VLSM) to determine which brain areas are necessary for discriminating time intervals above and below 1 s.VLSM compares behavioral scores of patients that have damage to a given voxel to those that do not on a voxel-by-voxel basis to determine which voxels are critical for the given behavior. Forty-seven subjects with unilateral hemispheric lesions performed a temporal discrimination task in which a standard stimulus was compared on each trial to a test stimulus. In different blocks of trials, standard stimuli were either 600 or 2000 ms. Behavioral measures included the point of subjective equality, a measure of accuracy, and the coefficient of variation, a measure of variability. Lesions of the right middle and inferior frontal gyri were associated with decrements in performance on both durations. In addition, lesions of the left temporal lobe and right precentral gyrus were associated exclusively with impaired performance for subsecond stimuli. In line with results from other studies, these data suggest that different circuits are necessary for timing intervals in these ranges, and that right frontal areas are particularly important to timing.
INTRODUCTION
There has been a surge of interest in the cognitive neuroscience of time perception over the past decade. Whereas potential contributions of the basal ganglia and cerebellum to the perception of short time intervals have been explored by a number of investigators, the cortical basis of interval processing has more recently come to the forefront. For example, models of timing such as striatal beat frequency (SBF; Matell and Meck, 2004) suggest that cortex may be crucial to interval timing. On this account, input from cortical neurons is integrated by spiny neurons in the striatum to encode a remembered duration. Additionally, electrophysiologic investigations of cortical neurons have demonstrated that cells in parietal (Leon and Shadlen, 2003) and frontal (Niki and Watanabe, 1979; Genovesio et al., 2006) cortex, including supplementary motor area (SMA; Macar et al., 2004; Mita et al., 2009 ) exhibit ramping and other behaviors that are consistent with the hypothesis that these cells mark the passage of time.
Many (Gibbon et al., 1997; Rammsayer, 1999 Rammsayer, , 2001 ; Lewis and Miall, 2003) investigators have argued for a fundamental distinction between timing of short (usually less than 1 s) and long (usually more than 1 s) intervals. Although different structures (Lewis and Miall, 2003; Wiener et al., 2010b) and neurotransmitters (Rammsayer, 1999 (Rammsayer, , 2001 Wiener et al., 2011) have been proposed to support these two functions, the degree to which routines involved in sub-and suprasecond timing are distinct remains unclear (e.g., Macar et al., 2002) . One reason for the persistent controversy is that few studies of timing have assessed both sub-and suprasecond intervals (e.g., Harrington et al., 1998; Hinton and Meck, 2004; Shih et al., 2009 ).
There have been exceptions to this generalization, however. For example Lewis and Miall (2003) reported an imaging study in which a temporal discrimination task at 600 and 3000 ms was employed. They found bilateral DLPFC, and right inferior parietal cortex (angular gyrus), among other areas, to be commonly activated during timing of both intervals. Subsecond intervals also activated the cerebellum, right superior temporal gyrus, and prefrontal operculum, among other areas, while suprasecond intervals additionally activated left inferior parietal cortex and the posterior cingulate. More recently, we (Wiener et al., 2010b) performed a meta-analysis using the activation likelihood estimation (ALE) technique in which both sub-and suprasecond timing were included. This analysis showed two brain regions common to timing sub-and suprasecond durations: SMA and right inferior frontal gyrus (IFG). Additionally, when studies were sorted according to stimulus duration, we found that timing of subsecond durations were more likely to activate the cerebellum and basal ganglia, while suprasecond durations were more likely to activate cortical structures.
Transcranial magnetic stimulation (TMS), a technique for producing temporary, virtual lesions in a circumscribed cortical region, has also produced data comparing cortical contributions to timing of durations above and below 1 s. Jones et al. (2004) showed that TMS over right DLPFC disrupts temporal reproduction in the seconds range, but not in the subsecond range. An additional study by Koch et al. (2007) replicated the exclusive effect of right DLPFC stimulation on suprasecond timing and extended the results by demonstrating that stimulation of the cerebellum disrupted performance for subsecond stimuli only.
There have been two studies involving subjects with focal brain lesions in which both sub-and suprasecond intervals have been tested (Nichelli et al., 1995; Mangels et al., 1998) . Both studies suggested that lesions of the prefrontal cortex disrupt discrimination of both sub-and suprasecond intervals. Another study examined frontal lesion patients' performance on a tapping task with a response period of 1.5 s (Picton et al., 2006) . They found that participants with damage to right lateral BA 45 had the most difficulty with this task. Patients with damage to right lateral BA 6 also showed a trend toward disruption in performance.
Another cortical lesion study of timing behavior bears noting. Harrington et al. (1998) administered a temporal discrimination task using subsecond stimuli (300 and 600 ms standards) in 37 subjects with cortical lesions. Grouping subjects on the basis of involvement in specified brain regions, they found both frontal and parietal areas in the right hemisphere to be important to timing these intervals. Finally, Coslett et al. (2009) reported data from 31 subjects with focal cortical lesions on temporal production, estimation, and reproduction tasks using stimuli from 2 to 12 s; they found that these patients underproduced and overestimated all but the shortest interval.
We report an additional study of the hemispheric basis of temporal processing. Our study differs from previous investigations in several important respects. First, subjects were not selected on the basis of lesion locus. Using a convenience sample rather than subjects selected on the basis of lesion locus permits us to investigate a wider range of brain structures; whereas selecting subjects on the basis of frontal lobe damage, for example, will permit one to draw conclusions about the role of frontal regions in timing, such an approach offers no information regarding the role of other brain regions. Second, with 47 subjects with focal lesions, our study is the largest to date to explore the hemispheric basis of temporal processing. Third, rather than just group subjects on the basis of a common region of interest (e.g., "predominantly frontal"), we also employ voxel-based lesion-symptom mapping, or VLSM (Bates et al., 2003) , a technique derived from work in functional imaging. In this technique, at each voxel the performance of subjects with a lesion at that voxel is compared to the performance of subjects without a lesion at that voxel using a ttest. Voxels at which lesioned subjects perform significantly less well than subjects without lesions are assumed to be important for the behavioral measure. VLSM has a number of advantages over traditional methods of studying behavioral deficits in brainlesioned patients. It allows us to examine all areas of the brain without a priori assumptions, thereby offering the possibility of finding areas not previously known to be involved in the behavior studied. It also gives a more precise picture of which areas are important to the given behavior than traditional region of interest or overlap studies of brain-lesioned patients.
MATERIALS AND METHODS

SUBJECTS
Forty-seven subjects (22 female) with a single hemispheric vascular lesion documented by brain imaging participated in this study. Patients were recruited through the University of Pennsylvania Center for Cognitive Neuroscience patient database (Fellows et al., 2008) . Sixteen healthy control subjects also participated. The mean age of the patients was 59 ± 11 years, and the mean age of controls was 57 ± 9 years. Patients had suffered their stroke an average of 6.3 ± 5.3 years previously. No subject had a history of substance abuse or psychiatric illness. See Table 1 for details on each patient. The research was approved the Institutional Review Board of the University of Pennsylvania.
BEHAVIORAL TASK
Subjects were asked to indicate if a test interval was longer or shorter than the standard interval. At the onset of each trial, a central fixation point was presented for 1 s and immediately succeeded by a red square that persisted for either 600 or, in a different block of trials, 2000 ms (standard duration). After a blank screen lasting 1 s, a second red square was presented for a variable duration (comparison duration) as determined by a maximum-likelihood procedure, the Parameter Estimation by Sequential Testing (PEST) algorithm (Pentland, 1980) . The current upper or lower threshold value is presented as the comparison duration for each trial. Furthermore, the range and frequency of comparison stimuli is different for each subject, allowing task difficulty to be scaled to individual performance. We set the initial lower and upper thresholds to equal 50 and 150% of the standard interval duration, respectively. The initial stepsize for adjustments in the comparison duration was set to 15% of the standard duration for the first 20 trials, then to 5% for the remaining 40 trials. If the comparison stimulus was judged to be longer, subjects depressed the "L" key whereas if the comparison stimulus was judged to be shorter, subjects depressed the "S" key. Subjects were not told the range of stimulus durations and were not given feedback regarding accuracy. Each interval (600, 2000 ms) was assessed in a separate block of 60 trials. The order of blocks was counterbalanced across subjects.
DATA ANALYSIS
Curve fitting
The probability of the subject making a "longer" response choice was plotted as a function of the comparison interval. These data were then fit with a sigmoidal, psychometric curve using the psignifit version 2.5.6 software package (see bootstrap-software.org/psignifit/) for Matlab, which implements the maximum-likelihood method described by Wichmann and Hill (2001a) . Upper and lower thresholds, the approximate points at which the subject is 25 and 75% likely to judge the comparison stimulus as longer, were calculated using the bias-corrected bootstrap method implemented by psignifit based on 4999 simulations (Wichmann and Hill, 2001b) . For each block of trials for each subject two measures of performance were calculated. First, the point of subjective equality (PSE), or the duration at which participants responded "longer" 50% of the time was determined; this is considered a measure of accuracy. Second, the difference limen (DL), or the interval between the durations at which participants responded "longer" 25 and 75% of the time, was calculated; for example, if subjects indicated that the test interval of 450 ms was longer on 25% of trials and a test interval of 800 ms was longer on 75% of trials, the DL would be 350 ms.
In order to facilitate comparison of performance across different intervals, PSE was transformed into an absolute proportional Frontiers in Integrative Neuroscience www.frontiersin.org error (|[PSE-standard]/standard|) value; similarly, the DL was divided by the PSE to generate the coefficient of variation (CV); CV, therefore, is a measure of variability that is independent of stimulus duration.
In order to minimize erroneous results driven by extremely poor participants, the data were winsorized, so that values that were greater than 3 SD from the mean were recoded to be the value at 3 SD from the mean. Although they understood the task Frontiers in Integrative Neuroscience www.frontiersin.org and performed adequately in other domains, six subjects performed extremely poorly with the result that a psychometric curve could not be generated; for these individuals, absolute PSE proportional error and CV were coded to be 3 SD from the mean of the patient data on these measures. These patients were not excluded from analysis based on their poor performance because to do so would eliminate those patients whose performance was most aberrant and therefore potentially most informative regarding temporal processing. Absolute proportional error was used as we were unable to determine if the poor performance of the six subjects reflected under-or over-estimation of the intervals. Further, we had no a priori assumptions regarding whether lesions to certain cortical areas would result in an increase or decrease perceived duration, and, it is possible that two patients with a similar lesion could display inaccuracies in time perception in opposite directions. For this reason, using an absolute error measure makes the VLSM process more sensitive to perturbations in time perception that may occur in either direction (speeding up or slowing down), as any disturbance in timing accuracy will contribute to a significant result. It is understood that this gain in sensitivity comes at the cost of making claims regarding lengthening or shortening effects of brain lesions.
Imaging methods
Structural images were acquired using MRI (n = 14) or CT (n = 33). All scans were obtained at least 2 months after the infarct and were judged to be of good quality by an experienced neurologist.
VLSM methods
For patients with high-resolution MRI scans (n = 14), lesions were identified in native space (that is, on the subject's MRI scan) manually by a neurologist (HBC) who was naïve with respect to the behavioral data. The marked structural scans were then registered to a common template using a symmetric diffeomorphic registration algorithm (Avants et al., 2006 ; see also http://www.picsl.upenn.edu/ANTS/). This same mapping was then applied to the lesion maps. To optimize the automated registration, volumes were first registered to an intermediate template constructed from images acquired on the same scanner. A single mapping from this intermediate template to the Montreal Neurological Institute (MNI) space "Colin27" volume (Holmes et al., 1998) was used to complete the mapping from subject space to MNI space. For patients with CT scans the lesions were rendered on the Colin27 template using MRICro by the same neurologist. Resolution for the Colin27 template was 1 voxel = 1 mm 3 .
Behavioral analysis
Separate mixed-model ANOVAs were performed for absolute PSE proportional error and CV. Duration (600 or 2000 ms) was a within-subjects factor and group (patient or control) was a between-subjects factor. In subsequent analyses exploring the hemispheric basis of temporal processing deficits, separate ANOVAs were performed for patients with left and right hemisphere lesions, comparing each to controls. Although VLSM was the primary technique by which issues of the anatomic bases of performance was analyzed, in an effort to address previously reported findings (e.g., Harrington et al., 1998) , we also divided subjects on the basis of the lesion locus as defined by involvement of specific brain regions. In the current study patients were subdivided into those with and without lesions that were predominantly frontal (at least 10% damage to BAs 5, 6, 8, 9, 10, 11, 44, 45, 46, and 47; 13 patients) . Also, patients with and without predominantly posterior parietal lesions (at least 10% damage to BAs 39, 40, 5, and 7; seven patients) were compared to controls. In keeping with previous studies, those patients whose lesions involved both frontal and parietal structures were assigned to the frontal or parietal groups on the basis of the relative size of the frontal or parietal involvement. Four patients with very extensive involvement in both regions were omitted from these analyses. For both analyses, percent damage was determined using the Brodmann area map in MRICron. Post hoc t -tests were administered where appropriate. Correlations were also performed between size of lesion (in cc) and performance on the timing tasks, as measured by CV or absolute proportional error of PSE at each interval.
VLSM analysis
Voxels in which fewer than two patients were lesioned were excluded from the VLSM analyses. At each voxel, a t -test comparing the scores between patients with and without lesions was performed with the MRICron (http://www.sph.sc.edu/comd/rorden/ mricron/) brain imaging package. The resulting t-map was thresholded to control the false discovery rate (FDR; Genovese et al., 2002) at q = 0.05, where q is the expected proportion of false positives among supra-threshold voxels.
RESULTS
BEHAVIORAL ANALYSIS
Patients versus controls
Data for the CV and absolute proportional error for both controls and patients is presented in Table 2 
VLSM ANALYSIS
ms interval
In the analysis for the CV measure significant voxels were found in the right precentral gyrus (lateral BA 6, 3231 voxels) and IFG (BA 44, 925 voxels). On the left side, significant areas were the basal ganglia (caudate, putamen, and pallidum, 8802 voxels), the superior and middle temporal lobe (35523 voxels), and hippocampus (2303 voxels, see Figure 1 ). No significant voxels were found in the absolute PSE proportional error analysis.
The CV measure analysis yielded significant voxels in the right hemisphere in the same areas as the 600 ms interval: lateral BA 6 (3444 voxels) and BA 44 (1571 voxels), and also in the right middle frontal gyrus (MFG; BA 9, 73 voxels). No significant voxels were found on the left side for this measure, or for the PSE measure (see Figure 2) . No significant voxels were found in the absolute PSE proportional error analysis.
Power
In VLSM analyses, power to detect behavioral differences is due in part to differences in the number of patients with lesions at each voxel. Figure 3 shows a color map of the number of patients with lesions in each voxel and thus provides a measure of the relative (not absolute) power to observe an effect at each voxel, as power is maximized where voxels are lesioned in about half the population for 0/1 lesion scores (Kimberg et al., 2007) As is typical in studies involving VLSM (e.g., Schwartz et al., 2009) , the relative power is greatest in the peri-sylvian regions irrigated by the Middle Cerebral Artery. Table 3 compares control data to patients with left hemisphere and right hemisphere lesions. ANOVA on CV between patients with right hemisphere lesions and controls showed a significant effect of group [F (1,39) = 5.1, p < 0.05], but no effect of duration 
FURTHER BREAKDOWN OF BEHAVIORAL ANALYSIS
Hemispheric differences
FIGURE 3 | Lesion overlap showing the number of patients with lesions at each voxel.
In VLSM analyses, power to detect behavioral differences is due in part to differences in the number of patients with lesions at each voxel.
The scale runs from dark red to bright yellow, with brighter yellow indicating a greater number of patients with a lesion at that voxel. Lower right is a legend with number of lesions at each voxel.
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or the interaction between duration and group. Left-hemisphere patients differed from controls overall [F (1,36) = 5.5, p < 0.05], but no significant effects of duration or the interaction of duration and group were found. When comparing patients with right-sided lesions to controls, ANOVA on absolute proportional error demonstrated a main effect of group [F (1,39) = 13.7, ns] but there was no significant main effect of duration [F (1,39) = 0.3, ns] or duration by group interaction [F (1,39) = 2.3, ns]. Left-sided lesion patients were significantly different from controls also [F (1,36) = 9.6, p < 0.05], but no effect of duration or the interaction between duration and group was found. No significant differences were found between left-and rightsided lesion patients for either the CV measure, or the absolute error of PSE measure. Table 4 compares control data to patients with lesions that are predominantly frontal and those with lesions that are primarily posterior parietal. Overlap images of patient lesions contributing to the predominantly frontal group are presented in Figure 4 . The overall ANOVA for the CV measure showed a significant difference between controls and patients with predominantly frontal damage [F (1,29) = 7.0, p < 0.05]. The duration factor, and the interaction between group and duration were not significant in this analysis. For the absolute proportional error of PSE measure, the main effect of group was significant between controls and patients who had frontal damage [F (1,29) = 10.4, p < 0.05]. No effect of duration or the interaction between duration and group was found.
Frontal damage
Posterior parietal damage
Figure 5 depicts an overlap image of lesions in patients comprising the posterior parietal damage group. The overall ANOVA for the CV measure showed no significant difference between controls and patients who had damage predominantly to posterior parietal regions [F (1,21) = 4.0, ns], The interaction between group and duration was not significant in this analysis.
For absolute proportional error, a significant main effect of group emerged between patients with significant posterior parietal damage and controls [F (1,21) = 15.1, p < 0.05].
Predominantly frontal versus predominantly posterior parietal damage
There were no significant differences found between patients who had damage that was primarily frontal and those that had damage that was primarily posterior parietal in nature for either the CV or absolute error of PSE measure.
CORRELATIONS
Size of lesion correlated with CV at both the 600 ms (Pearson's r = 0.34, p < 0.05) and the 2000 ms (Pearson's r = 0.32, p < 0.05) intervals. Size of lesion did not correlate with absolute proportional error of PSE at either interval. Partial correlations with inferior frontal volume as a controlling factor removed the significant correlations of volume with CV at 600 ms (r = 0.26, ns) and 2000 ms (r = 0.15, ns). In contrast, partial correlations between CV and lesion volume with posterior parietal volume as a controlling factor did not remove the significant correlations (600 ms: r = 0.38, p < 0.05; 2000 ms: r = 0.33, p < 0.05). This suggests that, while IFG volume is a significant factor influencing the CV measures, PPC is not.
DISCUSSION
Comparisons of all patients with brain lesions and controls demonstrated significant differences in performance for sub-and suprasecond intervals. Subsequent analyses in which subjects were partitioned on the basis of lesion location further demonstrated significant behavioral differences. Patients with significant frontal damage were less accurate and more variable than controls.
Patients with damage to posterior parietal regions were less accurate than controls. These data are in line with previous suggestions that there may be specific cortical regions that are influential in the computation of time. To further examine this possibility, we turned to VLSM as a method to localize lesioned areas important to timing making no a priori assumptions regarding location of interest. Voxel-based lesion-symptom mapping analysis revealed several areas important to perceptual timing for both 600 and 2000 ms intervals. These were the right precentral gyrus (lateral BA 6), the right MFG (BA 9), and the right IFG (BA 44).
These data are consistent with a number of other demonstrations from functional imaging and brain lesion subjects implicating regions of the right frontal lobe in timing. The IFG, for example, has been found to be active in numerous functional imaging studies of timing. Coull et al. (2004) reported activation of the IFG when subjects directed attention to time. The IFG has also been found to be active during a rhythm monitoring task (Schubotz et al., 2000) , a task using tapping procedures in temporal reproduction (Bueti et al., 2008) , and many others (e.g., Smith et al., 2003; Lewis and Miall, 2006) .
A variety of different roles have been assigned to the IFG in timing. One hypothesis emphasized by Lewis and Miall (2006) is that the IFG and other regions of the DLPFC underlie working memory for time. Several lines of evidence are consistent with this. First, neurons in this region exhibit patterns of discharge that suggest that they monitor interval duration. Pouthas et al. (2005) , for example, demonstrated in an fMRI investigation that activation in this area correlates with the length of the duration to be timed. Additionally, it is noteworthy that regions of the IFG, including those implicated in our study, are commonly activated in working memory tasks (Rissman et al., 2008; Lemus et al., 2009) . For example, BA 6 has been shown to be related to working memory load (Cohen et al., 1997) and right premotor cortex is involved in spatial working memory storage (Smith and Jonides, 1999) .
Other accounts of the role of the frontal lobe have also been proposed. Penhune et al. (1998) suggested that the IFG is responsible for short-term memory retrieval of standard time intervals. Rao et al. (1997) suggest that right IFG is involved, along with STG, in retrieval and rehearsal of representations of time intervals. Still other evidence suggests the IFG is active during recovery from attention lapses (Weissman et al., 2006) . Further, right IFG was implicated in temporal decision-making processes by an fMRI study that measured decision-making activity as that activity that correlated with task difficulty (Wencil et al., 2010) .
Our data implicate right but not left frontal regions in temporal processing. This finding is consistent with some (e.g., Rao et al., 1997; Brunia et al., 2000) but not all functional imaging studies (Schubotz et al., 2000; Shih et al., 2009) . We note, however, that our recent voxel-wise meta-analysis of the functional imaging literature also demonstrated a substantial asymmetry in frontal activation; we found that the right but not left IFG was implicated in both sub-and suprasecond timing (Wiener et al., 2010b) . Taken together, the data reported here from brain lesion subjects as well as the functional imaging meta-analysis strongly suggest that the right frontal lobe is a core element of the neural circuitry involved in temporal processing.
ADDITIONAL SUBSECOND FINDINGS
We also found that the basal ganglia, hippocampus, and left temporal lobe are important to discriminating time intervals of around Frontiers in Integrative Neuroscience www.frontiersin.org 600 ms. The basal ganglia have long been implicated in timing behavior (for review, see Meck et al., 2008) . Although we find a significant effect of basal ganglia damage for the subsecond duration only, the thrust of the literature depicts these structures as necessary for timing longer time intervals as well (e.g., Malapani et al., 1998; Matell et al., 2003) . We note, however, that the association of lesions of the left basal ganglia with deficits in timing at 600 ms is inconsistent with a recent report from our lab that two subjects with extensive bilateral striatal lesions performed well on a variety of tasks, including the temporal discrimination task with 600 ms stimuli employed here, assessing timing of both sub-and suprasecond intervals . One possible account for this discrepancy is that subjects with damaged voxels in the basal ganglia also had damage in other neural regions; as such, it is possible that damage to the basal ganglia only provided a timing impairment in the context of disruptions in other regions. Currently, VLSM does not allow one to distinguish between these alternatives. However, in light of our earlier findings, we suggest that the basal ganglia, when lesioned in isolation, are not necessary for many timing procedures in which they are nevertheless activated.
The left temporal lobe has been implicated in temporal discrimination by numerous imaging studies (Rao et al., 1997) . Left temporal activation has been demonstrated not only in temporal discrimination with auditory stimuli (Rao et al., 2001 ) but also with visual stimuli as well (Coull et al., 2004 (Coull et al., , 2008 . These findings support the auditory dominance hypothesis, which posits that auditory cortex, by virtue of the temporal acuity developed for language processing, is better tuned for temporal processing and thus is called upon to process time, regardless of the modality presented. Further evidence for this hypothesis comes from a study demonstrating that TMS to auditory cortex during somatosensory timing interferes with precision in a temporal discrimination task (Bolognini et al., 2009 ). Additionally, a recent study by Kanai et al. (2011) demonstrated that TMS to the auditory cortex disrupted performance on visual and auditory temporal discrimination tasks to the same degree, whereas visual cortex stimulation only disrupted performance for visually timed intervals.
Hippocampal involvement in memory for time has been shown in lesion work in rats (Olton et al., 1987) and humans (Noulhiane et al., 2007) , although in humans medial temporal lesions only affected estimations of time intervals of greater than 3 min. The current results suggest a broader contribution of the hippocampus to timing.
Our VLSM analyses yielded no significant effects of parietal lesions on temporal discrimination, failing to replicate the results of numerous imaging (Coull et al., 2004; Shih et al., 2009) , as well as TMS (Wiener et al., 2010a) studies. Perhaps of even greater relevance, our findings are inconsistent with several previous studies demonstrating abnormalities in temporal processing in subjects with parietal lesions (Harrington et al., 1998; Oliveri et al., 2009) . One possible explanation for this discrepancy appeals to differences between VLSM and alternative methods for grouping subjects according to lesion location that are used to identify the site of pathology associated with a behavioral deficit. As previously described, the level of analysis in VLSM is the single voxel; traditional methods have employed analyses at a much coarser anatomic level (e.g., lobe or hemisphere). One consequence of the fact that the analysis is performed over single voxels is that VLSM is well suited to interrogate cognitive operations that are tightly linked to a specific brain structure. Techniques in which subjects are grouped on the basis of "frontal" or "parietal" involvement, in contrast, may be useful in the identification of brain-behavior relationships that have a more variable brain basis or which depend on neural systems distributed across larger brain regions. For example, if timing is disrupted by lesions anywhere in the posterior parietal cortex, subjects with lesions involving the supramarginal or angular gyri would be expected to exhibit deficits in temporal processing. Such lesions may not involve overlapping voxels, however, and therefore would not be identified with VLSM.
If multiple regions or large areas of abnormality in the posterior parietal lobe are necessary to generate abnormalities in timing, then, one might expect subjects grouped on the basis of damage in the posterior parietal cortex to be impaired on timing tasks in the absence of a discrete locus of abnormality on a VLSM analysis. Consistent with this speculation, we, like Harrington et al. (1998) observe deficits in subjects with lesions involving the posterior parietal cortex. Thus, although our VLSM analysis does not identify specific voxels in the parietal lobe that are associated with impaired performance on our timing task, these data do not permit one to infer that the parietal lobe is not relevant to timing.
Finally, we note that the failure to identify voxels in the parietal lobe that are associated with poor performance on the timing tasks is unlikely to be attributable solely to a lack of power. As demonstrated in the overlap map (Figure 4) , there were as many subjects with lesions in this region as in the frontal regions in which significant effects were observed.
Several weaknesses of the study should be acknowledged. First, although we report the largest series of brain lesion subjects tested on a timing task to date, we are unable to offer any information about a number of brain regions that may be relevant to temporal processing. As we only included patients with hemispheric lesions, we are unable to assess the potential contributions of the cerebellum to timing. Furthermore, because most vascular lesions involve the peri-sylvian regions irrigated by the Middle Cerebral Artery, we lack power to detect effects of lesions involving the SMA, a structure that has been implicated in timing in a number of studies (Macar et al., 1999 Ferrandez et al., 2003; Wiener et al., 2010b) .
Second, the temporal discrimination task utilized in the current study requires participants to compare two time intervals presented in close succession. Because the same "clock" is used to measure both intervals, this task is unlikely to be sensitive to differences in clock speed (cf, Wiener and Coslett, 2008) .
In summary, VLSM analysis showed regions in the right frontal lobe to be common to timing intervals above and below 1 s. Lesions involving the left superior temporal cortex, hippocampus, and basal ganglia were found to be correlated with the ability to time the 600 ms interval only. The demonstration that subjects with posterior parietal lesions do not exhibit an abnormality on the VLSM analysis but perform abnormally relative to controls is consistent with the hypothesis that the posterior parietal lobe is important for interval timing but that the procedure(s) supported by the parietal lobe are not tightly localized.
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