Abstract-We consider a linear Gaussian noise channel used with delayed feedback. The channel noise is assumed to be an ARMA (autoregressive and/or moving average) process. We reformulate the Gaussian noise channel into an intersymbol interference channel with white noise, and show that the delayed-feedback of the original channel is equivalent to the instantaneous-feedback of the derived channel. By generalizing previous results developed for Gaussian channels with instantaneous feedback and applying them to the derived intersymbol interference channel, we show that conditioned on the delayed feedback, a conditional Gauss-Markov source achieves the feedback capacity and its Markov memory length is determined by the noise spectral order and the feedback delay. A Kalman-Bucy filter is shown to be optimal for processing the feedback. The maximal information rate for stationary sources is derived in terms of average channel input power constraint and the steady state solution of the Riccati equation of the Kalman-Bucy filter used in the feedback loop.
I. INTRODUCTION
For Gaussian noise channels used with feedback, the channel capacity has been characterized in various aspects. For memoryless channels, Shannon [1] showed that feedback does not increase the capacity, and Schalkwijk and Kalaith [2] proposed a capacity achieving feedback code. For channels with memory, bounds have been developed for the feedback capacity [3] , [4] , [5] , [6] , [7] . In [8] , the optimal feedback source distribution is derived in terms of a state-space channel representation and Kalman filtering. The maximal information rate for stationary sources is derived in an analytically explicit form in [9] . For first order moving-average (MA) Gaussian noise channels, the feedback capacity is achieved by stationary sources as shown in [10] .
Here we consider a Gaussian noise channel used with delayed feedback under an average-input-power constraint. Compared to the instantaneous feedback case, fewer results have been obtained on channels with delayed feedback. Yanagi [11] derived an upper bound on the finite block length delayed feedback capacity. In [12] , it was shown that delayed feedback capacity for finite-state machine channels can be determined based on a method developed for instantaneous feedback by augmenting the channel state to account for feedback delay.
We first re-formulate the Gaussian noise channel with delayed feedback into an equivalent state-space channel model with instantaneous feedback and white noise. The delayedfeedback information rate of the original Gaussian noise channel equals the instantaneous-feedback information rate of the derived state-space channel. By generalizing the methodology and results derived in [9] , [8] , we show that 1) a feedback-dependent Gauss-Markov source is optimal for achieving the delayed-feedback capacity, and the necessary source Markov memory length equals the larger of a) the moving average (MA) noise spectral order, and b) the sum of the feedback delay and the autoregressive (AR) noise spectral order; 2) a state estimator (Kalman-Bucy filter) for the derived state-space channel model is optimal for processing the (delayed) feedback information, and the solution of its steady-state Riccati equation delivers the maximal information rate for stationary sources. 
The coefficients am and ck are the spectral poles and zeros, and M and K indicate the orders of the the moving-average (MA) and autoregressive (AR) noise power spectral components, respectively. Since the poles and zeros of (2) appear in pairs symmetric with respect to the unit circle [13] , without loss of generality, we may assume that am. < 1 and ckk 1.
Hence, the filter defined by
and its inverse are both causal, stable and invertible. We make the following assumptions on the channel usage:
1) The power of the channel input process is constrained 
The original channel outputs Rt L can be determined from Ut _, using filter H(z). 
The ISI channel (5) 
0L
From channel assumptions 1)-3), we have the following:
I) Since Xt = 0 for t < 0, the initial channel state so =°i s known to both the transmitter and the receiver.
II) The sequences S and Xlt determine each other uniquely according to equation (7). (10) Since the variance of the process Wt is ow , the conditional differential entropy of the channel output equals h(Yt 0tyt ) h(Yt iSt-,) = log(27eorw) (11) IV) The 
The channel depicted in Figure 1 has a state-space representation. Let In the following analysis, we note that since the initial channel state so is known according to the channel assumption in Section II, for notational simplicity, we will not explicitly write the dependence on so when obvious.
We consider all feedback-dependent Gaussian sources defined in (12) or (13) P{Pt(St St1-,y ),t= 1,2, ...} (20) and the channel input is subject to the input power constraint lim E L(Xt) 2 p.
(21)
The following two theorems can be conveniently generalized from [8] where they were originally derived for Gaussian channels used with instantaneous feedback.
Theorem 1 (Gauss-Markov Source are Optimal): For the power-constrained linear Gaussian channel, a feedbackdependent Gauss-Markov source Theorem 2 suggests that, for the task of constructing the next signal to be transmitted, all the "knowledge" contained in the vector of prior channel outputs is captured by the posterior distribution at-1 (.) of the channel state.
By Theorem 1 and Theorem 2, we only need to consider a feedback-dependent Gauss-Markov source TPGM as defined in (27).
IV. FEEDBACK CAPACITY COMPUTATION
The delayed feedback capacity thus can be derived in a similar way as in [8] (34) minimizes the average input power for given dt and et.
We note that this essentially follows the center of gravity necessary condition for optimal sources as derived in [15] C. Capacity Curves As depicted in Fig. 2 , for a first-order Gaussian noise channel a = 0.5, c = 0.95, the 1-time delayed feedback capacity numerically approaches the feedforward capacity as SNR -> -oc and the feedback capacity [8] as SNR -*> oc.
V. CONCLUSION
In this paper, we derived the maximal delayed feedback information rate (delayed feedback capacity) of powerconstrained stationary sources over linear Gaussian channels with ARMA Gaussian noise by generalizing and applying a method that was originally developed for computing the instantaneous feedback capacity. We showed that a feedback-dependent Gauss-Markov source achieves the delayed-feedback channel capacity and that the Kalman-Bucy filter is optimal for processing the feedback. (57)
Therefore, the optimal source distribution for time T > t when yt-is the feedback vector, must also be optimal when f -1 is the feedback vector, and vice versa. Since time t is arbitrary, we conclude that, for any t > 0, the function at-1 (1) 
