Abstract-Due to exponentially growing wireless applications and services, traffic demand is rapidly increasing. To cope with such growth, wireless network operators seek radio resource cooperation strategies for their users with the highest grade of service possible. In this paper, we propose a set of analytical models for dynamic spectrum access (DSA) to attain intranetwork resource sharing agreements and adopt such strategies by sharing radio resources. The proposed models focus on reducing blocking probability for a secondary network to attain wireless services as a tradeoff with a marginal increase in the blocking probability of a primary network in return for monetary rewards. We derived the global balance equation and an explicit expression of the blocking probability for each resource sharing model. The robustness of the proposed analytical models is evaluated under different scenarios by considering varying traffic intensities and different network sizes and adding reserved resources. The results show that the blocking probabilities can be significantly reduced with the proposed DSA framework in comparison to the existing local spectrum access schemes.
I. INTRODUCTION
A S a result of increasing demand for wireless services and applications in recent years, there has been a significant interest in qualitative and quantitative measurements of licensed and unlicensed spectrum use. Researchers, telecommunication companies, and regulatory bodies have conducted studies to capture the overall spectrum utilization within time and space. These studies have given a notable amount of insight on spectrum use, as found in the literature [1] , [2] . Most of these studies have shown that a large amount of allocated spectrum is underutilized, resulting in a waste of valuable spectrum bandwidths, which are called spectrum holes [3] - [6] . On the other hand, the deterioration of the grade of service (GoS) is inevitable for some network operators due to the shortage of bandwidths. Most of the current radio spectrum resource distributions are based on the static spectrum allocation principles, which has been identified as a major concern of spectrum scarcity within the future generations of cellular networks [7] . Efficient spectrum sharing is considered as one of the promising approaches to enhance the networks' GoS. To cope with the increasing demand of wireless services and applications and to improve spectrum utilization, dynamic spectrum access (DSA) and other technologies, such as spectrum aggregations, are proposed in the literature to solve these current spectrum inefficiency problems [3] , [8] - [12] .
Resource allocation in DSA systems is broadly categorized by the roles of primary networks, which are known as the passive and active primary network models. The passive model assumes that a primary network is unaware of the operations of secondary networks (secondary networks perform spectrum sensing to determine the idle spectrum for opportunistic use), and it requires no modification for the primary-network systems. However, the passive model is considered to have high complexity levels due to added tasks such as spectrum sensing and control overhead. In contrast, spectrum sensing in the active model is not required by secondary networks because it is assumed that cooperation between network operators exists. Under such cooperation, information on the allocation, occupancy, and characteristics of channels and other parameters are exchanged. As a result, primary networks are economically benefited by leasing their unused spectrum resources to secondary networks at the expense of marginal performance degradation, whereas the secondary network increases the GoS to a desired level. However, the marginal performance degradation of a primary network depends on its current GoS. The current GoS of primary networks and the required GoS of secondary networks along with the overall GoS requirement define the basis of DSA agreements between concerned networks.
To legalize spectrum sharing, a number of spectrum regulators such as the Federal Communications Commission approved the use of unlicensed devices in a number of licensed bands under restricted conditions [5] . Consequently, innovative techniques are needed that can offer exploiting the available spectrum. However, the legalizing process remains limited in certain geographical areas and certain frequency bands.
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In this paper, we propose three different DSA models to analyze spectrum sharing specific mechanisms by embedding overflow modeling, where operators are able to acquire portions of spectrum bandwidths from coexisting network operators. We focus on the analytical generalization and robustness of the models during the interaction between network operators and investigate the potential benefits of such interactions. Our findings can be summarized as follows.
• Preagreed spectrum sharing with overflow modeling can be beneficial to the network operators even if it comes with certain regulatory and operational limits.
• A network with dynamic and real-time overflow capabilities can improve the system performance even for limited overflow traffic such as in the unidirectional overflow model. • An overflow mechanism in DSA is effective for reducing the overall blocking probability of the network, and maximal reduction of blocking probability can be attained with reserved resources. • Dynamic overflow modeling provides an intranetwork agreement platform to gain access to the underutilized frequency bands by using an additional spectrum from coexisting operators.
The remainder of this paper is organized as follows. Related work is presented in Section II. The detailed description of the system model is given in Section III. The proposed dynamic resource sharing algorithm is presented in Section IV, whereas the scenario-specific DSA mechanism with overflow models is studied in Section IV-A-D. Analytical results are provided in Section V, followed by concluding remarks in Section VI.
II. RELATED WORK
Resource sharing mechanisms in multioperator networks have been extensively studied in the context of DSA and cognitive radio networks (CRNs) [13] - [18] . In [13] , the benefits of authorized spectrum access are shown by considering different methods to optimize the network's resources and simulating a Long-Term Evolution network where a mobile network operator is allowed to use the 2300-MHz band as an ASA licensee. Etkin et al. in [14] studied a spectrum sharing problem in an unlicensed band, where multiple networks coexist and interfere with each other. A cognitive radio system based on scheduling technology has been modeled in [19] . The more recent study [15] proposed a control-free DSA algorithm for CRNs.
Although intensive research has been done on resource sharing mechanisms, only a few studies addressed the blocking probability reduction when considering dynamic preagreed overflow traffic in coexisting networks [19] - [22] . A continuoustime Markov chain model to analyze the performance of three colocated cognitive systems with various priority classes and bandwidth requirements was presented in [21] . In [22] , call arrivals (demand) from primary users and secondary users in the opportunistic spectrum sharing system are modeled by a Markovian arrival process that captures correlation in the aggregate arrival process consisting of the two types of call arrivals.
A Markov chain analysis for spectrum access in licensed bands for cognitive radios is presented, and forced termination probability, blocking probability, and traffic throughput are derived in [23] .
In [24] , Huang et al. focused on performance modeling for heterogeneous wireless networks based on a hierarchical overlay infrastructure. In particular, the new traffic blocked in a network due to the capacity limit can be overflowed to the networks with available capacity at the higher tiers. Such traffic overflow is considered to be a unidirectional overflow. Meanwhile, in [25] , Huang et al. considered a speed-sensitive call admission control scheme to assign overflowed calls to appropriate tiers. If the new calls of fast-speed users in a lowtier network are blocked due to capacity limits, the blocked new calls are overflowed to a high-tier network for possible service. If the blocked new calls are from slow-speed users in a high-tier network, they are overflowed to a low-tier network. Blocked calls from fast-speed users are overflowed to the higher-tier networks with larger coverage, and blocked calls from slowspeed users are overflowed to the lower-tier networks with smaller coverage. Such multitier traffic mechanism is called bidirectional overflow that can support hierarchical heterogeneous overlay systems. In [26] , a load-sharing scheme was considered, and an incoming voice call is preferably distributed to the cell and overflows to the wireless local area network (WLAN) only if there is no sufficient free bandwidth for a voice call in the cell. There is a dynamic transfer of ongoing voice calls in the WLAN to the cell via vertical handoff whenever the cell has free bandwidth to accommodate more voice calls. Metainformation of data calls that can be passed to the network layer is exploited. This scheme is also considered a bidirectional overflow model.
Five overflow policies were discussed in [27] , where the approach taken is to allow the new calls and handovers to compete on a first-come, first-served basis. Fitzpatrick et al. developed an analytical method that treats overflow in a unified manner to allow the approximate performance of overflow strategies.
The models discussed in the aforementioned literature are specific to hierarchal admission, type of service, and mobility of users. We, on the other hand, present detailed comparisons between various possible models for DSA; in particular, we show that for an operator, the blocking probability is a nonlinear function of the degree of interaction within multiservice multioperator scenarios, which can be a more reliable framework to be used for attaining an intraoperator agreement for DSA.
Moreover, our analytical models have been specifically derived to allow for a more general analysis, which is crucial for the new emerging DSA applications (e.g., cognitive radio technology) and the future generation of wireless telecommunications. Our investigation was conducted to gain a better understanding of the behavior of the DSA networks with regard to GoS.
III. SYSTEM MODEL AND ASSUMPTIONS
In the context of this investigation, we have considered an infrastructure-based wireless network architecture where the system that owns the spectrum property rights (called the primary system) willingly and actively attempts to share its spectrum with secondary systems to enhance the global spectrum utilization within a given geographical area. We assume that the network operators own spectrum property rights of bandwidths (contiguous and/or noncontiguous) to supply different kinds of services. In this context, we further assume that network operators can act both as primary or secondary systems, depending on whether they lease or borrow spectrum bandwidths, respectively. Network operators are expected to interact with each other by acquiring or leasing spectrum bandwidths owned by coexisting network operators in the same region. Secondary systems are not expected to use the infrastructure of primary systems but only acquire the right to use the incumbent spectrum of primary networks on a temporal and spatial basis.
In this system model, the operators are expected to interact with each other by adjusting their actions to enhance mutual benefits. This is carried out by employing the best possible strategy for secondary and primary systems with a given set of constraints to control their blocking probabilities. As shown in Fig. 1 , a given geographical area is covered with radio signals by a set of network operators. The operators are working in an overlapped manner to provide their respective users with a preset number of services.
We assume that each network operator supports a number of services. We denote the services as
where n j i corresponds to the type of services of the ith operator, in which i = 1, 2, . . . , N, and j = 1, 2, . . . , M i . The key symbols used for analytical modeling of the paper are listed in Table I .
Each service supported by the network is realized by a particular data rate, which is only supportive of particular operating bands such as 791-821, 880-915, and 1920-1980 MHz. Each n j i value has capacity c j i , where i = 1, 2, . . . , N, and j = 1, 2, . . . , M i . Hence, the capacity matrix can be written as follows:
We assume that the network operators consider a loss model, where there are no waiting places in the system, and it blocks the arriving channel requests when all servers are busy [28] . Unlike the queueing-type models, loss models are stable, and the closed-form analytical solution of blocking probability exists, irrespective of traffic intensity. However, no closed-form solution exists for infinite-buffer queueing models if traffic intensity is greater than 1, that is, if the arrival rate is greater than the departure rate.
Although multiple network operators are serving in the same geographical area, due to the variation of the service provision options among networks, there may exist a variation of services that feature specific peak time slots. Subsequently, the overall spectrum utilization may vary from one operator to another at certain intervals. This may lead the network operators into a situation where one operator experience high demand while the resources of other coexisting operators in the region are underutilized. This means that overloaded operators may utilize the underloaded spectrum resources of adjacent operators. In this paper, we present an analytical framework to enhance the overall GoS among the network operators. Such GoS enhancement is achieved by cooperative resource sharing between network operators in the form of dynamic traffic overflow modeling.
In the proposed overflow traffic modeling, a set of classifications of operators is introduced on the basis of their cooperation agreements and traffic handling scenarios. Let us assume there are two types of network operators: The first network operator is willing to share resources when they are underutilized, and the second network operator is unwilling to cooperate with other operators. The first type can be further divided into primary and secondary operators. Overflow traffic from the secondary operator to the primary operator formulates a unidirectional overflow model. In the case where the same network operator can act both as primary and secondary, then such traffic handling scenarios formulate a bidirectional overflow model. Moreover, in this paper, we also consider a bidirectional overflow model with reserved capacity where additional capacity is accessible for operators. For analytical tractability, only one operator in the network is considered to have access to the reserved capacity.
The overflow mechanisms and the interactions between network operators come at the expense of more communication overhead. Information on the extent of the spatial region for spectrum use and maximum power need to be exchanged between involved operators to avoid interference, and as a consequence, higher exchange of information will introduce more overhead. Moreover, the realization of the models presented in this paper may require new technologies in the form of coordination, signaling protocols, network elements, and client devices, which will entail additional computational power. Measurements and analysis of such communication and computation overheads would be of great value but are beyond the scope of this paper.
A. Formulation of Agreements
One assumption in this paper is that the network operators involved in the cooperation are in some form of agreement to share their resources as predicted in the future generations of cellular networks [29] , [30] . The nature of such resource sharing agreements depends on several factors such as service quality and resource availability. The agreements facilitate more control over tradeoffs between GoS provision and pricing. Examples of such spectrum sharing agreements, which may be motivated by monetary compensation, are found in [31] - [34] .
The level of cooperation and terms of agreements can have many forms depending on the policy of the operators. In this context, overflow traffic can be initiated from an Operator i to Operator j when the blocking probability at Operator i is
where i is a very small blocking probability threshold of Operator i. Under an agreement, Operator j receives some monetary compensation for leasing resources to Operator i. The amount of reward that Operator j will receive from Operator i can be written in the mathematical form given by
subject to
where r 0j ≥ 0 is a fixed reward received by Operator j due to the agreement, P (b j )(t) is the blocking probability of Operator j due to its own arrivals at time t, P (b * j )(t) is the new blocking probability of Operator j as a result of its own arrivals as well as the overflow traffic from Operator i at time t, r * ij (t) is the reward received from Operator i due to the admission of a unit arrival to Operator j at time t, q ij (t) is the amount of traffic overflowing from Operator i to Operator j during time period t, j is the blocking probability threshold for Operator j, and
The second part of the reward function f (d(b j )(t), r * ij (t), q ij (t)) may take any form (for instance, linear, exponential, etc.) agreed by both Operator i and Operator j during the contractual period. In the simplest case, the function may be a linear function that can be defined as
In the event where P (b * j ) = j , Operator j could decide to block any further overflow traffic from Operator i. Clearly, in this case, Operator j will not suffer any further performance degradation. The monetary compensation r ij (t) is proportional to the performance degradation incurred by overflow traffic form Operator i to Operator j. In this form of agreement, both operators may have incentives to participate in spectrum sharing: either to improve the performance, represented in reducing the blocking probability, or increase in revenues at the expense of marginal performance degradation. In this agreement, Operator j charges higher rate r ij (t) as P (b * j ) → j . Note that a more realistic approach is when Operator i considers modifying the reward according to the benefit gained by overflow traffic, such that (2) can be written as
where α i (t) is the revenue due to overflow traffic from Operator i to Operator j at time t, and P (b * i )(t) is the blocking probability of Operator i at time t. Such agreements are dynamic in nature, and they change at each time slot t as a function of the demands and rewards paid to Operator j. The best sharing agreement cannot be determined without analyzing the blocking probabilities for each network individually. In the following section, we present four possible scenarios with different overflow mechanisms to focus on the impact of spectrum sharing on the blocking probabilities.
IV. PROPOSED DYNAMIC RESOURCE SHARING ALGORITHM
A predefined level of GoS is essential for network operators when designing or upgrading a cellular network. It constitutes one of the incentives for network operators to participate in spectrum sharing. As the number of users increases, the network operators are required to provide the users with fixed radio resources. Cooperation among network operators in the form of dynamic resource sharing is a solution to maintain such a predefined GoS. There are two fundamental aims of such dynamic resource sharing:
• enhanced network-wide GoS with efficient spectrum utilization; • additional revenue generation by negotiated dynamic subcontraction of underutilized spectrum within each network operator.
Algorithm 1 describes a generic service selection that is used by Operator i to select the accessible service, where A is the total number of accessible services in the network, known to every operator in advance. In this service selection algorithm, an operator continues to use its allocated resources for as long as the arrival rate is lower than the capacity of the operator (e.g., λ i < c i ). We will show in this section that Algorithm 1 ensures that if Operator i experiences high traffic demand, the blocking probability increases, and thus, Operator i can overflow to the available spectrum of adjacent operator(s), subject to accessibility and availability.
Algorithm 1
where A i is the set of accessible services for operator i 6:
Apply overflow Models 1 and 2. 7:
% If reserved capacity is available. 8: else if ith operator and jth operator are blocked then 9:
Where R denotes to a reserved capacity 11:
Apply overflow (Model 3) with reserved capacity 12: else 13:
Apply Nonsharing formula 14: end if 15: end for 16: return To study the proposed algorithm, we have developed four different models based on a loss system with overflow and evaluated and compared each of these models through numerical analysis.
A. Nonsharing Model
Consider a network consisting of two operators for a cellular communication network. We assume that the two operators are in an agreement to share the spectrum if they can both support the same services. However, in this model, there are no services in common for the operators to deploy resource sharing. Hence, we name this model a Nonsharing Model. A state of this network is a vector n = (n 1 , n 2 ), where n i is the number of channel requests in progress in the ith operator. The topology of the network is shown in Fig. 2 .
Let λ 1 and λ 2 be the arrival rates to Operators 1 and 2, respectively, the service rates be μ 1 and μ 2 , and the capacity be c 1 and c 2 , where both interarrival and service times are exponentially distributed random variables (r.v.'s). The blocking probability at the ith operator (i = 1, 2) for such an Erlang loss network can be calculated by The blocking probability P (b i ) is defined as the probability that an arrival of a user at Operator i is blocked because the capacity is saturated.
B. Sharing Model 1 (Unidirectional Overflow)
We now consider a network with two operators with capacity c 1 and c 2 for Operator 1 and Operator 2, respectively. As assumed for the Nonsharing Model (discussed in Section IV-A), here, we assume that the two operators are in an agreement to share the spectrum if they can both support the same service. However, in this model, we consider a case where only Operator 1 can have access to the resources of Operator 2, whereas Operator 2 is not allowed to overflow to Operator 1's resources. Channel requests for Operators 1 and 2 follow Poisson processes with rate λ 1 and λ 2 for Operators 1 and 2, respectively, i.e., interarrival times are exponentially distributed r.v.'s. The service rate at Operator 1 (Operator 2) is exponentially distributed with mean μ
2 ). If all c 1 capacity values are occupied at Operator 1, a channel request arriving at Operator 1 is overflowed to Operator 2 if capacity is available and is blocked otherwise. Our goal is to minimize the proportion of blocked channel requests for each operator. Fig. 3 shows a detailed flow of channel requests for such a network.
Let X 1 (t) be the number of channels required in Operator 1 and X 2 (t) be the number of channels required in Operator 2 at time t. Moreover, X 12 (t) denotes the number of channels required in Operator 2 overflowed from Operator 1 at time t. The assumption of exponential distribution enables us to model the network as a continuous-time Markov chain X = (X 1 (t), X 12 (t), X 2 (t), t ≥ 0) with state space given by
where n i , i = 1, 2, is the number of channels required at the ith operator, and n 12 is the number of channels required at Operator 2 overflowing from Operator 1. The transition rates Q = (q(n, n ), n, n ∈ Ω) are given by
where I i and I 12 denote the ith unit vectors. We are interested in deriving the blocking probability, i.e., the probability that a new channel request finds that all capacity levels are occupied in both Operators 1 and 2. Let π(n) = lim t→∞ P (X(t) = n) denote the equilibrium distribution that there are n channel requests in progress in both operators. This equilibrium distribution of X is the unique distribution π(n), n ∈ Ω that satisfies the global balance equation in (12) , shown at the bottom of the page, where 1 {·} denotes the indicator function of the event or set of {·}. We now derive the detailed balance equations from the global balance equation (12) , i.e.,
Equation (13) has an explicit solution given by
This equilibrium distribution is a truncated multidimensional Poisson distribution from where blocking probability can be derived. The blocking probability for operator i, i = 1, 2 is then given by where
C. Sharing Model 2 (Bidirectional Overflow)
We shall now extend Sharing Model 1 by adding an overflow strategy from Operator 2 to Operator 1 (see Fig. 4 ). We assume that the two operators are in an agreement to share the spectrum and that both operators can support the same services. In this model, we consider a case where Operator 1 can have access to the resources of Operator 2, and likewise, Operator 2 can have access to Operator 1's resources. Therefore, this model is called a bidirectional overflow model. If all c 1 capacity values are occupied at Operator 1, a channel request arriving at Operator 1 is overflowed to Operator 2 if capacity is available, and blocked otherwise. Similarly, a channel request arriving at Operator 2 is overflowed to Operator 1 if capacity c 2 is occupied, and there is free capacity at Operator 1.
The state space for such a process can be given by
Deriving the global balance equation and detailed balance equations, we obtain the following solution of the steadystate distribution and the expression for blocking probability calculation for each operator:
The blocking probability can be derived from the steadystate distribution (20) . The blocking probability for Operator i, i = 1, 2 is then given by (22) where
D. Sharing Model 3 (Bidirectional Overflow With Reserved Capacity)
We now consider a network consisting of two operators with bidirectional overflow from Operator 1 to Operator 2 and from Operator 2 to Operator 1 (Sharing Model 2). However, in the sharing model discussed here, we assume that there is a common spectrum pool for network operators (see Fig. 5 ). Each network operator is considered to possess a dedicated portion of this pooled spectrum. For analytical purposes, we consider a case where only Operator 2 has such a dedicated spectrum portion with defined capacity. This is to enable a certain predictable level of GoS for Operator 2. In this paper, we denote this spectrum portion as reserved capacity. The reserved capacity can be used to reduce the blocking probability at Operator 2.
Let X 1 (t) be the number of channel requests in Operator 1 and X 2 (t) be the number of channel requests in Operator 2 at time t. Moreover, X 12 (t) denotes the number of channel requests in Operator 2 overflowing from Operator 1, and X 21 (t) denotes the number of channel requests in Operator 1 overflowed from Operator 2 at time t. The capacity levels at Operators 1 and 2 are denoted by c 1 and c 2 , respectively. If there are no available channels to admit the new traffic in Operator 2 and Operator 1, then the request will be transferred to the reserved resource with capacity c 3 . A state of the network can be written as X = (X 1 (t), X 12 (t), X 2 (t), X 21 (t), X 23 (t), t ≥ 0) with state space given by
where n i , i = 1, 2, is the number of channel requests at the ith operator, and n ij is the number of requests overflowed to Operator j from Operator i, i, j ∈ {1, 2, 3}. The transition rates Q = (q(n, n ), n, n ∈ Ω) are given by
The global balance equation of the system can be derived as (27) , shown at the bottom of the page. The detailed balance equations obtained from the global balance equation (27) are given by With the explicit solution of the detailed balance equations after normalization ( π(n) = 1), we get
The blocking probability can be derived from the steadystate distribution (29) . The blocking probability for Operator i, i = 1, 2 is then given by
where
The models discussed in this paper can be summarized in Fig. 6 . Although the models discussed in this paper only consider the interactions between two operators, it can be extended to include more operators with added complexity, for instance, if there are more than two operators in the network, there can be a number of different interactions between operators.
V. ANALYSIS AND RESULTS
Here, we investigate the robustness of the analytical models discussed in Section IV, with different offered load values (0-30), assuming that the service rate is always 1, number of servers (0-25), and reserved capacity (0,1) across the network. The performance of the proposed resource sharing framework is examined. For the analytical results, it is reasonable that we compare the four scenario-specific model configurations: Nonsharing Model, Sharing Model 1, Sharing Model 2, and Sharing Model 3.
A. Performance Comparison Between Nonsharing Model and Model 1
The comparison for the Nonsharing Model and the proposed unidirectional overflow model at Operator 1 and Operator 2 are presented in Fig. 7(a) and (b) . The offered load at Operator 1 varies from 0 to 30, whereas the offered load at Operator 2 is kept fixed at 10. Fig. 7(a) shows the blocking probabilities for the Nonsharing Model and the proposed unidirectional overflow model. According to the analytical results in Fig. 7(a) , it is clear that the blocking probability for the proposed overflow model for Operator 1 is reduced, in comparison to the Nonsharing Model. However, for the overflow model, the blocking probability for both Operators 1 and 2 converges as λ 1 → 30. This is due to the fact that the unidirectional sharing model only allows overflow from Operator 1 to Operator 2. Thus, the capacity for both operators reaches saturation gradually as the offered load increases. In addition, for the same offered load in the Nonsharing Model and the unidirectional overflow model, it is seen that at Operator 1 with our proposed overflow model when λ 1 > 10, the blocking probability is lower than those for the Nonsharing Model. This shows the superiority of our proposed model over the Nonsharing Model.
To realize the impact of our overflow model on Operator 2 with different offered load values, we have experimented with fixed offered load at Operator 1 as 10 and varied it for Operator 2 from 0 to 30 [see Fig. 7(b) ]. It is evident that the blocking probability of Operator 2 is higher for Model 1, except for when λ 2 < 10, because of the additional overflow load from Operator 1. Meanwhile, the blocking probability for Operator 1 has decreased as compared with when employing the Nonsharing Model. It is evident in Fig. 7(b) that the blocking probability for the unidirectional model at Operator 1 is lower than those for the Nonsharing Model. However, in the proposed model, the blocking probability increases with the increase in offered load. This is due to the reason that as λ 2 → 30, the capacity gain obtained from sharing decreases with the decrease in the capacity of Operator 2.
To demonstrate the tradeoff agreements between operators, Fig. 8 shows a zoomed-in region from the boxed area in Fig. 7(a) . We show in the figure that Operator 1 improves its blocking probability by 0.174 with a degraded performance of blocking probability reduction by 0.098 for Operator 2 with offered load values 15 and 10 for Operators 1 and 2, respectively, and capacity 10 for both operators. In this case, Operator 2 is expected to gain a monetary reward, which may be calculated by using either (2) or (6) according to the agreements made during a contractual period.
In terms of performance under different numbers of servers, we have compared the blocking probability for the Nonsharing Model with that for the unidirectional overflow model where the number of servers at Operator 1 varies from five to 25. The number of servers is fixed at 10 for Operator 2. For simplicity, in this configuration, we set λ 1 = λ 2 = 10 and μ 1 = μ 2 = 1. According to the analytical results [see Fig. 9(a) ], the blocking probability at Operator 1 for our proposed model is lower than that for the Nonsharing Model. However, as c 1 → 25, the advantage over the Nonsharing Model becomes less visible due to the fact that Operator 1 increases its own capacity by overflow to Operator 2. Thus, it becomes less dependent on Operator 2, which results in lower overflow levels. In addition, it is also noticed that the blocking probability for Operator 2 with both models is almost the same when the number of servers exceeds 10.
To test the impact of varying the number of servers at Operator 2, we have kept the number of servers at Operator 1 fixed at 10. For this configuration, we have fixed the offered load for Operators 1 and 2 at 10. The comparison is intended to be representative of the performance in terms of blocking probability at Operator 2 [see Fig. 9(a) ]. It can be seen that as c 1 → 25, the blocking probability of Operators 1 and 2 decreases. The overflow model performs slightly better than the Nonsharing Model, whereas the overflow model at Operator 1 achieves the lowest blocking probability. This analysis is used to show that a nonsharing approach where the operators do not share resources, although, in certain cases, might perform better than the overflow model, does not perform well when the offered load is high. 
B. Performance Comparison Between Nonsharing Model, Model 1, and Model 2
The results obtained in Figs. 10(a) and (b) and 11(a) and (b) represent a comparison of the bidirectional model with the unidirectional model and the Nonsharing Model. Fig. 10(a) shows the blocking probability for the case where the offered load is varied from 0 to 30, assuming μ 1 = μ 2 = 1 and c 1 = 10. We see that the blocking probability for Operator 1, when considering Model 1, is lower than that when considering Model 2, particularly in the region where the offered load is between 5 and 15. The performance of Operator 2 in Fig. 10(b) is identical to the performance in Fig. 10(a) for Model 2 since the traffic load is always uniformly distributed over the two operators.
The other results in Fig. 11(a) and (b) represent a comparison of the bidirectional model with the unidirectional model and the Nonsharing Model for varying numbers of server. When considering individual operators, it is evident from the results that Model 1 presents better GoS as compared with the other two models. These results show comparisons in achieving a lower blocking probability for an operator using baseline assumptions for several parameters. Fig. 12(a) and (b) shows the comparison of blocking probabilities for the Nonsharing Model and Model 3. Fig. 12 (a) shows the effect of increasing traffic intensity at Operator 1, where we demonstrate that the blocking probability is lower when considering the Nonsharing Model as compared with when considering Model 3. The reason for this is that in Model 3, when the traffic at Operator 2 requires more capacity, the setup allows for overflow to Operator 1 first, rather than to the reserved capacity that is set to 5. This creates more traffic intensity at Operator 1, which explains the observed blocking probabilities at Operator 1 in Model 3.
C. Performance Comparison Between Nonsharing Model and Model 3
In Fig. 12(b) , we have fixed the traffic intensity at Operator 1, whereas at Operator 2, the traffic is varied from 0 to 30. In this example, with high traffic intensity (e.g., λ 2 > 5) at Operator 2, Model 3 shows significant blocking probability reduction in comparison to the Nonsharing Model due to available capacity from Operator 1 as well as the reserved capacity. At low traffic intensity (e.g., λ 2 < 5) at Operator 1, Model 3 performs better compared with the Nonsharing Model. The number-ofserver setup, which is used in Fig. 12(a) and (b) , is illustrated in Table II. The effect of the number of servers on blocking probability at Operator 1 and Operator 2 for the Nonsharing Model and Model 3 is presented in Fig. 13(a) and (b) . The traffic intensity is kept fixed for both operators. The results in Fig. 13(a) show that the blocking probability for the Nonsharing Model at Operator 1 is lower than that for Model 3. The reason is related to the traffic overflow from Operator 2, which adds extra traffic at Operator 1. On the other hand, the blocking probability in Model 3 presents higher gain from the overflow flexibility, which benefits from the extra capacity provided by both Operator 1 and the reserved capacity. In Figs. 12 and 13 , we notice that for a particular operator, Model 3 does not always guarantee the enhancement of the GoS; instead, the Nonsharing Model can serve a higher GoS. The number-ofserver setup, which is used in Fig. 13(a) and (b), is illustrated in Table III .
D. Evaluation of Models Under Homogeneous Traffic Intensity
We compare the blocking probability for the Nonsharing Model and Sharing Models 1, 2, and 3 in Table IV. The  table shows the overall network blocking probability for each TABLE V  COMPARISON OF BLOCKING PROBABILITY FOR THE NONSHARING MODEL, MODEL 1,  MODEL 2, AND MODEL 3 WITH HETEROGENEOUS TRAFFIC INTENSITY model configuration. Note that we defined the overall blocking probability of the networks as
where P (b i ) is the blocking probability at Operator i, and g(λ i , μ i ) is a function of arrival rate and service rate for the ith operator, which give the weight for the ith operator. In our case, we assumed that
With three different offered load values (0.25, 0.5, and 1) at Operators 1 and 2, we calculate the blocking probability for individual operators and the overall network. To evaluate the models under homogeneous traffic intensity, in Table IV , we present a case where the four models have equal total capacity. In Model 3, c 1 = 2 and c 2 = 1; however, Operator 2 can overflow to the reserved capacity (c 3 = 1) in the case where no capacity is available at Operator 2 and Operator 1. Table IV shows that Model 3 has a clear advantage over the Nonsharing Model and Model 1 in terms of overall blocking probability. On the other hand, Model 3 has a higher blocking probability in comparison to Model 2; this is because the overflow capacity available to Operator 1 is less in Model 3 than in Model 2, which provokes lower resource sharing efficiency.
E. Evaluation of Models Under Heterogeneous Traffic Intensity
To better understand the models' behavior, Table V shows the comparison of blocking probabilities among the Nonsharing Model and Sharing Models 1, 2, and 3 for heterogeneous traffic intensity. Table V also includes the overall network blocking probability for each model configuration. It can be concluded from the table that Sharing Model 2 and Sharing Model 3 have superiority over the Nonsharing Model and Model 1. However, if we compare Models 2 and 3, we see that Model 2 provides the lowest overall blocking probability. This indicates that even for heterogeneous traffic intensity, Model 2 provides better GoS with respect to overall network performance. Since the available capacity for both operators in Model 2 is higher, the network ensures better resource utilization compared with Sharing Model 3. Although the total capacity at Model 3 is equal to the total capacity available to Model 2, the latter performs better due to the restriction imposed on the reserved capacity, which is accessible only by Operator 1. However, the results for the blocking probability with respect to Operator 2 are best in Model 3 due to the reserved capacity, which is available only for Operator 2.
In summary, we have analyzed and compared the performance of three different overflow models with the Nonsharing Model. As a result, the performance achievable by the operators varies according to the operator parameters (e.g., capacity and traffic intensity) and the overflow interactions between operators. It implies that operators have the incentive to participate in the proposed sharing models since they can achieve reduced blocking probability, as compared with the Nonsharing Model.
VI. CONCLUSION
Cooperative resource sharing is considered to be one of the key challenges for future-generation wireless communication networks. The problem of resource allocation under a sharing environment increases as the number of cooperating network operators increases with their complex sharing agreements. Consequently, network operators have to deal with spectrum allocation for a number of service types and operators. To the best of our knowledge, no work has yet studied the resource allocation problem under different resource sharing schemes that depend on many factors such as agreements between network operators and spectrum availability between coexistent network operators.
Considering a number of overflow mechanisms, we have addressed the resource sharing problem and presented a robust analytical framework for DSA. We have proposed four different models: Nonsharing Model, sharing model with unidirectional overflow (Model 1), sharing model with bidirectional overflow (Model 2), and sharing model with reserved capacity for one of the operators in the network (Operator 2) and bidirectional overflow between both operators (Model 3). We have derived the global balance equation and found an explicit expression of the blocking probability for each resource sharing model. Blacking probabilities are calculated for each model under various traffic scenarios. The results show that the operators can achieve a notable reduction in blocking probability under the proposed models compared with the Nonsharing Model.
Our analytical results provide a basis for further study on this type of overflow with different configurations. In addition, our proposed models can handle any type and number of services provided by the operators. The results in our paper highlight the importance of resource sharing for communication networks. The analysis provided in this paper can be used to equip network operators with information on determining agreement terms for any future spectrum sharing cooperation with coexisting network operators. He is a member of the Sensing, Processing, and Communication Research Group, Staffordshire University. His current research interests include spectrum sharing and management, resource allocation, and cognitive radio networks.
