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Abstract: Here we consider free time optimal control prob-
lems involving mixed state-control constraints. For such
problems we derive necessary conditions of optimality in the
form of a Maximum Principle appealing to recent results on
mixed constraints where necessary conditions in the form of
a nonsmooth maximum principles are derived under mini-
mal regularity assumptions. Applications to optimal control
problems involving differential algebraic equations are also
considered.
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1. INTRODUCTION
We derive necessary conditions for free end time prob-
lems involving mixed state-control constraints. In contrast
to previous results the regularity assumptions on the mixed
constraints imposed are in some sense minimal.




Minimize l(a, x(a), b, x(b))
subject to
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [a, b]
0 = b(t, x(t), u(t)) a.e. t ∈ [a, b]
0  g(t, x(t), u(t)) a.e. t ∈ [a, b]
u(t) ∈ U a.e. t ∈ [a, b]
(a, x(a), b, x(b)) ∈ E.
Here the function f : R×Rn×Rk → Rn describe the system
dynamics, b : R×Rn×Rk → Rmb and g : R×Rn×Rk →
Rmg describe the equality and inequality mixed constraints,
the set U ⊂ Rk is the pointwise control set while the given
closed set E ⊂ R×Rn×R×Rn and function l : R×Rn×
R× Rn → R specify the endpoint constraints and costs.
A special feature of the problem above is the fact that the
endpoints of the time interval [a, b] are now choice variables:
an admissible process for (P ) is now a triple ([a, b], x, u) in
which [a, b] is an interval, x, the state function, is an abso-
lutely continuous function (x ∈ W 1,1([a, b];Rn)) and u, the
control function, is a measurable function u : [a, b] → Rk,
satisfying the constraints of the problem.
Necessary conditions of optimality for free time prob-
lems have been the focus of attention since the work of Pon-
tryagin and his associates [25] and their applicability has
been extended by a number of authors (see, for example,
[1, 3, 18, 24, 30]). On earlier work on such problems some
continuity of the data with respect to the time variable is re-
quired. Necessary conditions for free time problems with
data merely measurable in the time variable were first de-
rived in [5].
A simple and common technique used to derive neces-
sary conditions when smoothness of the data with respect to
the time variable is assumed is a well known transformation
of the independent variable t. This transformation permits
the association of the problem under study with a fixed time
problem (P ′). If necessary conditions are known for (P ′),
the required conditions for (P ) are then obtained.
The aim of this paper is the derivation of necessary con-
ditions for (P ) with mixed constraints via the time transfor-
mation and under hypotheses that can be considered in some
sense minimal. For reasons that will discussed later on we
assume that the control set U does not depend on t. Under
suitable hypotheses of the data we will show that derivation
of necessary conditions is possible via application of neces-
sary conditions of optimality recently developed in [12].
A note of caution is called for. Here we will assume that
the data of (P ) with respect to t is smooth instead of merely
Lipschitz continuous as customary in some literature (see, for
example, [29]). This may come as a surprise for some famil-
iar with the main and most general result in [12], where only
local Lipschtiz continuity with respect to the state variable is
assumed. We choose to assume smooth time dependence in
this paper since, for mixed constraints of the form
(x(t), u(t)) ∈ S(t),
necessary conditions in [12] are given in terms of nor-
mal cone to the set S(t). Even when S is defined via in-
equalities or/and equalities (when, as in our case, S(t) :=
{(x, u) : b(t, x, u) = 0, g(t, x, u)  0, u ∈ U}) necessary
conditions are expressed in terms of multipliers related to the
functions defining S only when some differentiability of the
data is assumed (see [12][Theorem 7.1]; also see section 3
below).
We point out that necessary conditions for (P ) are ob-
tained in [22] under full rank conditions on the mixed con-
straints. We improve on [22] since we assume merely
Mangasarian- Fromowitz type conditions.
This paper is organized in the following way. In the next
section we introduce some preliminaries. We then give a
brief review of the main techniques associated with the above
mentioned t transformation.
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Before reporting in section 5 on some of the main results
of [12] , amply used in our analysis in section 6, we present a
short discussion on regularity assumption on the mixed con-
straints under which previous results have been proved.
Necessary conditions for (P ) are stated in section 6 as
Theorem 6.1 together with our main assumptions on the data.
Also in this section we point out that Theorem 6.1 directly
provides a maximum principle for standard optimal prob-
lem with pointwise control constraints of the form u ∈ V (t)
where the set V is defined via equalities, inequalities and
autonomous set control constraints. A discussion on future
research to extend our results to problems with nonsmooth
data comes in the end of this section.
In section 7 we show that application of Theorem 6.1 per-
mits the derivation for free time optimal control problems
involving semi-explicit differential and algebraic equations
(DAE). Notably, when the interval [a, b] is fixed, we get a
general and simple smooth maximum principle for optimal
control problems with DAE’s.
The proof of the Theorem 6.1 is presented in the follow-
ing section. Conclusions and future directions of research are
in the last section.
2. PRELIMINARIES
For g in Rm, inequalities like g  0 are interpreted com-
ponentwise. We set
Rm+ := {x ∈ Rm : xi  0, i = 1, . . . ,m} .
Here and throughout, | · | represents the Euclidean norm or
the induced matrix norm on Rp×q. The Euclidean distance
function with respect to a given set A ⊂ Rm is
dA : Rk → R, y → dA(y) = inf {|y − x| : x ∈ A} .
A function h : [a, b] → Rp lies in W 1,1([a, b];Rp) if and
only if it is absolutely continuous; in L1([a, b];Rp) iff it is
integrable; and in L∞([a, b];Rp) iff it is essentially bounded.
The norm of L∞([a, b];Rp) is ‖·‖∞.
We make use of standard concepts from nonsmooth anal-
ysis. Let A ⊂ Rk be a closed set with x¯ ∈ A. The proximal
normal cone to A at x¯ is denoted by NPA (x¯), while N
L
A(x¯)
denotes the limiting normal cone and NCA (x¯) is the Clarke
normal cone.
Given a lower semicontinuous function f : Rk → R ∪
{+∞} and a point x¯ ∈ Rk where f(x¯) < +∞, ∂Lf(x¯) de-
notes the limiting subdifferential of f at x¯. When the function
f is Lipschitz continuous near x, the convex hull of the lim-
iting subdifferential, co ∂Lf(x), coincides with the (Clarke)
subdifferential ∂Cf(x¯). For details on such nonsmooth anal-
ysis concepts, see [3, 6, 23, 26, 29].
3. THE TIME TRANSFORMATION
Here we briefly review the well known time transforma-
tion. To keep the exposition simple we focus attention to a
special case of problem (P ), denoted here as (S), where the




Minimize l(a), x(a)), b, x(b))
subject to
x˙(t) = α(s)f(t, x(t), u(t)) a.e.
u(t) ∈ U a.e.
(τ(a), x(a)), b, x(b)) ∈ E.
Suppose that ([a¯, b¯], x¯, u¯) is a local minimum for (S) (de-
fined in some sense). Assume for the time being that U(t) =
U and consider the fixed time problem:
(S′)

Minimize l(τ(a¯), y(a¯)), b¯, y(b¯))
subject to
τ˙(s) = α(s) a.e.
y˙(s) = α(s)f(τ(s), y(s), v(s)) a.e.
(α(s), v(s)) ∈ [1/2, 3/2]× U a.e.
(τ(a¯), y(a¯)), b¯, y(b¯)) ∈ E.
Problem (S′) is a fixed time problem where the state variable
is now (τ, y) while the control is (α, v). It is not difficult to
relate the admissible processes of (S′) with those of (P ).
Take (τ, y, α, v) to be any admissible process for (S′). Set
a = τ(a¯) and b = τ(b¯). Since α > 0, we have a < b.
Consider the transformation ψ : [a¯, b¯] → [a, b] defined as




One can easily see that ([a, b], x, u), with x : [a, b] → Rn
and u : [a, b] → Rk defined as
x(t) := y ◦ ψ−1(t), u(t) := v ◦ ψ−1(t),
is an admissible process for (S).
The association between (S) and (S′) plays an impor-
tant role in optimal control. Under certain hypotheses on (S)
the data of (S′)′ may satisfy conditions allowing the appli-
cation of known necessary conditions, which in turn can be
rewritten in terms of data of (S). This association can only
work when the data of (S) satisfy some generalized differen-
tiability properties and, moreover, necessary conditions are
available for (S′).
The last issue is of foremost importance when the control
set U is time dependent, i.e., is U(t). The change of the
independent variable t into a state variable leads the point
wise control constraint
u(t) ∈ U(t)
into the mixed state-control constraint of the form
v(s) ∈ V (τ(s)).
It is then clear that necessary conditions for problems involv-
ing mixed constraints play a crucial role in the derivation of
necessary conditions for free time optimal control problems
in the form of (S). Our interest in free time problem was
aroused by the role that mixed constrained problems play in
this respect.
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4. ON REGULAR MIXED CONSTRAINED PROB-
LEMS
Before engaging on the latest necessary conditions for
mixed constrained problem we give an brief overview of
some regularity assumptions under which necessary condi-
tions have previously been derived for fixed time problems.
For the sake of simplicity we choose to dwell on two types
of regularity assumptions. Obviously we leave out some as-
sumptions of great interest in the literature; in this respect we
refer the reader to the bibliography.
In what follows in this section, and when referring to
problem (P ), we assume U = Rk, i.e., problems with mixed
constraints and without pointwise set control constraints.
In most of the literature derivation of necessary condi-
tions for fixed time optimal control problems with mixed
constraints has been done under regular conditions, usually





Loosely speaking those are conditions that allow the the as-
sociation of (P ) (seen as a fixed time problem) with smooth
data, with an auxiliary problem, (Paux1) where the inequal-






+2(t) = 0, (1)
 being a new control (this transformation is known as
Valentine’s transform). Implicit function theorems could
then be used so that problem (Paux1) would be further asso-





x˙(t) = f˜(t, x(t), w(t)) a.e.
(x(0), x(1)) ∈ E
where w comprises now the control u and the new control
variable. This approach can be applied, for example, when,
for some K > 0 and for all admissible processes (x, u) , we
have
det Γ(t)ΓT (t) > K where
Γ(t) =[
Dub(t, x, u) 0














Usually such conditions apply when weak local minimums
are considered and produce “weak forms” of the maximum
principle.
Observe that the problem we consider above has no point-
wise set control constraints. In fact, and as mentioned before,
we assume that U(t) = Rk. In the literature, the approaches
we describe can also be adapted to deal with situations when
the original control u has two components, i.e., u = (u1, u2),
where u1 ∈ Rm and u2 ∈ U2 ⊂ Rk−m. Besides, one
can find necessary conditions for mixed constrained prob-
lems under assumptions weaker than the full rank conditions
where the use of implicit function theorem may not be so
clearly stated (see for example [17]).
Another alternative condition involves the linear positive
independence of the vectors∇ugi(t, x, u), i = 1, . . . ,m (see
[17]). A generalization of the linear positive independence
assumption on g in [17] is extended to nonsmooth problems
with only inequalities in [16] where the following assump-
tion is assumed:
(R2) There exist a constant K1 > 0, a function h ∈
L∞([0, 1];Rk), with |h(t)| = 1 a.e., such that for al-
most every t ∈ [0, 1], all (x, u) ∈ Tδ′(t) (for some δ′ >
0) and all (γi, ψi) ∈ co ∂x,ugi(t, x, u), i = 1, . . . ,m
we have
ψi · h(t) > K1, i = 1, . . . ,m.
Under this hypothesis a weak form of the nonsmooth maxi-
mum principle (which applies to weak local minimums) for
(P ) is obtained under some convexity assumptions.
This small digression into the world of regular mixed con-
strained optimal control problems would not be complete
without a reference to the latest developments in the area ob-
tained in [12], which although not yet published, have been
announced. We do that in the following section.
5. AUXILIARY RESULTS
In this section we present simplified versions of two of
the main results in [12]. We concentrate on those that will
be of importance in the forthcoming developments. Those
are necessary conditions of optimality for mixed constrained
optimal control problems under minimal regularity assump-
tions.
One of the most innovative aspect of the work in [12] is
the fact that local minimum of radius R is considered. Here,
and for the sake of simplicity we focus instead on the well
known notion of on strong local minimum. We also do some
simplifications pertained to the main hypotheses; while here
some parameters, including the Lipschitz parameters, are
constants, in [12] they are assumed to be measurable func-
tions.
Take a fixed interval [a, b] and a set S of [a, b]×Rn×Rk.
Define
S(t) := {(x, u) : (t, x, u) ∈ S} .
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Assume for the time being that E ⊂ Rn × Rn and l : Rn ×





x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [a, b]
(x(t), u(t)) ∈ S(t) a.e. t ∈ [a, b]
(x(a), x(b)) ∈ E.
This problem involves measurable control functions u and
absolutely continuous function x. The pair (x, u) is called an
admissible process for (C) if it satisfies the constraints of the
problem with finite cost.
We say that the process (x¯, u¯) is a strong local minimum
if it minimizes the cost over admissible processes (x, u) such
that
|x(t)− x¯(t)|  , for all t ∈ [a, b].
Define
S∗(t) = {(x, u) ∈ S(t) : |x− x¯(t)|  } .
We consider the basic hypotheses on the problem data
throughout. They are the following: f is L × Bn+k, S is
L × B, E is closed and l is locally Lipschitz.
In generic terms we assume that a function φ(t, x, u) sat-
isfies [L∗] if:




uφ such that for almost
every t ∈ [a, b] and every (xi, ui) ∈ S∗(t) (i = 1, 2) we have
|φ(t, x1, u1)− φ(t, x2, u2)|  kφx |x1 − x2|+ kφu |u1 − u2|.
If this assumption is imposed on f , then the Lipschitz
constants are denoted by kfx and k
f
u .
As for S(t) we consider the following bounded slope
condition:
[BS∗] There exists a constant kS such that for almost every
t ∈ [a, b] the following condition holds
(x, u) ∈ S∗(t), (α, β) ∈ NPS(t)(x, u) =⇒ |α|  Ks|β|.
Necessary conditions of optimality for (C) are given by
the following theorem:
Theorem 5.1 (see Theorem 7.1 in [12]) Let (x¯, u¯) be a
strong local minimum for problem (C). Assume that the set
S∗(t) is closed, the basic hypotheses and that f satisfies [L

∗]
and that [BS∗] holds.
Then there exist an absolutely continuous function
p : [a, b] → Rn, and a scalar λ0  0 such that
(p(t), λ0) = 0 ∀t ∈ [a, b], (2)
(−p˙(t), 0) ∈ (3)
∂Cx,u {〈p, f〉} (t, x¯(t), u¯(t))−NCS(t)(x¯(t), u¯(t)) a.e.
(x¯(t), u) ∈ S(t) =⇒ (4)
〈p(t), f(t, x¯(t), u)〉  〈p(t), f(t, x¯(t), u¯(t))〉 a.e.
(p(a),−p(b)) ∈ NLE (x¯(a), x¯(b)) + λ0∂l(x¯(a), x¯(b)). (5)
The main features of the above theorem are (3), the Eu-
ler adjoint inclusion, and (4), the Weierstrass condition. A
particular and of important feature of (3) is that it involves
the joint Clarke subdifferential with respect to (x, u). This
inclusion is in the vein of that of the earlier work [13] where
a “weak” form of a nonsmooth maximum principle (without
the Weierstrass condition) is obtained for standard optimal
control problems (see problem (S) in section 3). Notably, and
as proved in [13], nonsmooth maximum principle involving
the Euler adjoint inclusion provide sufficient condition for
convex linear problems. We observe that (3) can only hold
when the data with respect to the control variable u is as-
sumed to be locally lipschitz. For discussions on the Euler
adjoint inclusion we refer the reader to [11, 13, 15].
Let us now specify the above theorem for the special case
in which
S := {(t, x, u) : t ∈ [a, b], u ∈ U, (6)
g(t, x, u)  0, b(t, x, u) = 0} .
Here g and b take values in Rmg and Rmb and U ⊂ Rk.
Mixed constraints in this form have dominated the literature
on mixed constraints. 1
In this context we take U to be compact and we assume
the basic hypotheses and that the functions f , g and h satisfy
[L∗].
We also consider the nonsmooth extension of the classical
Mangasarian-Fromowitz condition on the mixed constraints:
[M∗] There exists a constant M such that for almost every
t ∈ [a, b] the following condition holds
(x, u) ∈ S∗(t), λ ∈ Rmb , µ ∈ NLU (u),
γ ∈ Rmg+ : 〈γ, g(t, x, u)〉 = 0
(α, β − µ) ∈ ∂L〈(λ, γ), (b(t, x, u), g(t, x, u))〉
=⇒ |(λ, γ)| M |β|.
As shown in [12], if [M ∗] holds, then [BS

∗] holds for S as
defined in (6). Under these assumptions Theorem 5.1 holds.
We now turn to the case when smooth assumptions on the
data of our problem are imposed. As we will see in this case
the Euler adjoint inclusion (3) can be expressed in terms of
multipliers associated with the equality and inequality con-
straints. This case will play a crucial role in the forthcoming
analysis.
Corollary 5.2 Let (x¯, u¯) be a strong local minimum for
problem (C). Assume that the set S∗(t) is closed, all the
functions are C1 and u¯ is bounded. Suppose also that for ev-
ery t, at each (x, u) ∈ S∗(t) the following condition, denoted
by [MF∗], holds
λ ∈ Rmb , γ ∈ Rmg+ , 〈γ, g(t, x, u)〉 = 0,
Du {〈(λ, γ), (b, g)〉} (t, x, u) ∈ NLU (u) =⇒
γ = 0, λ = 0,
1In [12] the case where the control set U depends on t is considered.
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Then there exist an absolutely continuous function
p : [a, b] → Rn, a scalar λ0  0 and measurable
functions
λ : [a, b] → Rmb , γ : [a, b] → Rmg+ , µ : [a, b] → Rk
with
〈γ(t), g(t, x¯(t), u¯(t))〉 = 0, µ ∈ NCU (u¯(t)) a.e.
and
|(λ(t), γ(t))| M |p(t)|kfu a.e.
such that (2), (4), (5) hold and
(−p˙(t), µ(t)) = (7)
Dx,u {〈(p, λ, γ), (f,−b,−g)〉} (t, x¯(t), u¯(t)) a.e.
A novel feature of this corollary is the weak regularity
hypothesis [MF ∗ ] imposed on the mixed constraints. Indeed
[MF ∗ ] is weaker than well known positive linear indepen-
dent conditions on the gradients of the mixed constraints,
a condition, in turn, weaker than customary full rank condi-
tions (see [19]).
6. PROBLEMSWITH MIXED CONSTRAINTS
Recall that the problem under consideration is
(P )

Minimize l(a, x(a), b, x(b))
subject to
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [a, b]
b(t, x(t), u(t)) = 0 a.e. t ∈ [a, b]
g(t, x(t), u(t))  0 a.e. t ∈ [a, b]
u(t) ∈ U a.e. t ∈ [a, b]
(a, x(a), b, x(b)) ∈ E.
If the interval [a, b] were fixed, this problem could be
viewed as the special case of (C) of the previous section in
which
S := {(t, x, u) : t ∈ [a, b],
u ∈ U, b(t, x, u) = 0, g(t, x, u)  0} .
However, since the interval [a, b] is a variable of the problem
we define the set S instead as
S := {(t, x, u) : t ∈ R,
u ∈ U, b(t, x, u) = 0, g(t, x, u)  0}
Now the variable t is free to take any value in the real line.
Next we clarify first what we mean by a strong local min-
imum for such problem when the underlying time interval
[a, b] is a choice variable.
We identify a function x : [a, b] → Rn with its extension
xe to all ]−∞,+∞[ by constant extrapolation of end values
to the left and right: if, for example, x˜ ∈ Rn and t < a, then
|x˜− xe(t)| := |x˜− x(a)|.
Accordingly, given two absolutely continuous functions
x : [a, b] → Rn and x′ : [a′, b′] → Rn we define
‖ x− x′ ‖L∞ :=‖ xe − x′e ‖L∞ ,
where xe and x′e are the extensions.
An admissible process for (P ) is taken to be a
triple ([a, b], x, u) in which [a, b] is an interval, x ∈
W 1,1([a, b];Rn) and u : [a, b] → Rk is a measurable func-
tion satisfying the constraints of the problem. An admissible
process ([a¯, b¯], x¯, u¯) is a strong local minimum of (P ) if
there exists a ε > 0 such that
l(a, x(a), b, x(b))  l(a¯, x¯(a¯), b¯, x¯(b¯))
over all admissible processes ([a, b], x, u) of (P ) satisfying
|a− a¯|  ε, |b− b¯|  ε, ‖ x− x′ ‖L∞ ε.
Assume the following assumptions that make reference to
a process ([a¯, b¯], x¯, u¯) and a parameter ε > 0:
(H1) The function l is locally Lipschitz.
(H2) The set E is closed and U ⊂ Rk is a compact set.
(H3) The functions f , b and g are C1 functions.
(H4) For all (τ, y) ∈ R × Rn such that |τ − t|  ε and
|y − x¯(t)|  ε for all t ∈ [a¯, b¯] and all v ∈ U the
following condition hold
λ ∈ Rmb , γ ∈ Rmg+ , 〈γ, g(τ, y, v)〉 = 0
Dv {〈(λ, γ), (b, g)〉} (τ, y, v) ∈ NLU (v)
=⇒ γ = 0, λ = 0
We are now in position to state our main results.
Theorem 6.1 Let ([a¯, b¯], x¯, u¯) be a strong local minimum for
problem (P ). Assume that hypotheses (H1)–(H4) hold to-
gether with our basic assumptions. Then there exist abso-
lutely continuous functions p : [a¯, b¯] → Rn, r : [a¯, b¯] → R, a
scalar λ0  0 and measurable functions
λ : [a¯, b¯] → Rmb , γ : [a¯, b¯] → Rmg+ , µ : [a¯, b¯] → Rk
with
〈γ(t), g(t, u¯(t))〉 = 0, µ ∈ NCU (u¯(t)) a.e. t ∈ [a¯, b¯],
and
|(λ(t), γ(t))| M |(p(t), r(t))|kfu a.e. t ∈ [a¯, b¯]
such that
(i) (p(t), λ0) = 0 ∀t ∈ [a¯, b¯],
(ii) (r˙(t),−p˙(t), µ(t)) =
Dt,x,u {〈(p, λ, γ), (f,−b,−g)〉} (t, x¯(t), u¯(t)),
Proceedings of the 9th Brazilian Conference on Dynamics Control and their Applications 
Serra Negra, SP - ISSN 2178-3667 45
(iii) 〈p(t), f(t, x¯(t), u)〉  〈p(t), f(t, x¯(t), u¯(t))〉
for all u ∈ U, g(t, x¯(t), u)  0, b(t, x¯(t), u) = 0,
(iv) r(t) = 〈p(t), f(t, x¯(t), u¯(t))〉,
(v) (−r(a¯), p(a¯), r(b¯),−p(b¯)) ∈
NLE (a¯, x¯(a¯), b¯, x¯(b¯)) + λ0∂
Ll(a¯, x¯(a¯), b¯, x¯(b¯)).
where the inclusions and equalities in (ii)–(iv) hold for al-
most every t ∈ [a¯, b¯].
The proof of this theorem is presented in the next section.
It relies on Corollary 5.2 and on the time transformation men-
tioned in the Introduction.
As mentioned before necessary conditions for (P ) in the
same vein are obtained in [22]. The novel aspect of our result
is that Theorem 6.1 holds under (H4), a weaker condition
than full rank conditions imposed in [22].
6.1. Problems with Pointwise Control Constraints
When both functions b and g are independent of x, The-
orem 6.1 provides necessary conditions for problems with
pointwise control constraints. This is a particular situation
of of nonautonomous control constraints u(t) ∈ V (t) where
the set V is
V (t) =
{
u ∈ Rk : u ∈ U, b(t, u) = 0, g(t, u)  0} .
We summarize our findings in the for of the following corol-
lary:




Minimize l(a, x(a), b, x(b))
subject to
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [a, b]
b(t, u(t)) = 0 a.e. t ∈ [a, b]
g(t, u(t))  0 a.e. t ∈ [a, b]
u(t) ∈ U a.e. t ∈ [a, b]
(a, x(a), b, x(b)) ∈ E.
Assume that hypotheses (H1)–(H4) hold. Then there exist
absolutely continuous functions p : [a¯, b¯] → Rn, r : [a¯, b¯] →
R, a scalar λ0  0 and measurable functions
λ : [a¯, b¯] → Rmb , γ : [a¯, b¯] → Rmg+ , µ : [a¯, b¯] → Rk
with
〈γ(t), g(t, u¯(t))〉 = 0, µ ∈ NCU (u¯(t)) a.e. t ∈ [a¯, b¯],
and
|(λ(t), γ(t))| M |(p(t), r(t))|kfu a.e. t ∈ [a¯, b¯]
such that (i), (iv), (v) of Theorem 6.1 hold together with
(ii) (r˙(t),−p˙(t), µ(t)) =
Dt,x,u〈p(t), f(t, x¯(t), u¯(t))〉 −Dt,x,u〈λ, b(t, u¯(t))〉
−Dt,x,u〈γ), g(t, u¯(t))〉,
(iii) 〈p(t), f(t, x¯(t), u)〉  〈p(t), f(t, x¯(t), u¯(t))〉
for all u ∈ U, g(t, u)  0, b(t, u) = 0,
where the inclusions and equalities in (ii)–(iv) hold for al-
most every t ∈ [a¯, b¯].
6.2. On nonsmooth Problems
It is a simple matter to see that a maximum principle in
the same vain of Theorem 6.1 can be obtained for nonsmooth
problem (P ) when H3 above is replaced by [L∗] and H4 is
replaced by its nonsmooth counter part [BS∗]. However, and
taking into account Theorem 5.1, the Euler adjoint inclusion
will be stated in terms of the normal cone to the set S and not
in terms of multipliers directly associated with the functions
describing the equality and inequality mixed constraints.
7. PROBLEMS WITH DIFFERENTIAL ALGEBRAIC
EQUATIONS
Dynamic models which take the form of a coupled set of
differential and algebraic equations “DAEs” are widespread
in many areas of engineering, in particular in process systems
engineering. Although in theoretic terms one can expect to
reduce such models to standard differential equation models
by elimination of variables, in which case separate treatment
of DAE systems would be superfluous, this is often not an
option for a number of reasons; the lack of differentiability
properties to do , it may be numerically inefficient to do so,
etc. It is then important to look for costate equations which
themselves come in the form of a DAE system, with a view
to employing DAE solvers.
Free time optimal control problems involving differential
algebraic equations are now the focus of our attention. We
concentrate our analysis on problems in the form:
(D)

Minimize l(a, x(a), b, x(b))
subject to
x˙(t) = f(t, x(t), z(t), u(t)) a.e. t ∈ [a, b]
b(t, x(t), z(t), u(t)) = 0 a.e. t ∈ [a, b]
u(t) ∈ U a.e. t ∈ [a, b]
(a, x(a), b, x(b)) ∈ E.
Here we have f : R×Rn ×Rm ×Rk → Rn and b : R×
Rn × Rm × Rk → Rm. We call attention to the fact that
b takes values in Rm while z ∈ Rm. This is an important
characteristic of the type of problems we will consider here.
For applications it is customary and quite useful to di-
vide the large class of differential algebraic systems into sub-
classes. In this respect the notion of differential index is of
interest (see, for example, [2]). Roughly speaking one says
that systems involving differential algebraic of the form{
x˙(t) = f(t, x(t), z(t), u(t))
0 = b(t, x(t), z(t), u(t))
are of index one if the following condition holds
detDzg(t, x, z, u) = 0. (8)
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There is a substantial literature on optimality condi-
tions for optimal control problems with differential algebraic
equations in the linear quadratic case and, in more general
cases, on numerical methods. For fixed time problems of
necessary conditions are derived in [14]. There problems
with nonsmooth dynamics but some smooth assumptions on
the function b describing the algebraic equation are consid-
ered. The main result in [14] applies when the index one con-
dition is assumed along the optimal solution. In the smooth
case, necessary conditions for index one, index two and in-
dex three optimal control problems are derived in [28]. An
alternative approach can be found, for autonomous problems,
in [20]. In a more general setting see also [12].
Problem (D) can be rewritten in various ways. When,
for example, endpoint constraints to z are present we can
view the state as comprising (x, z). In such situations it may
be of interest to reformulate the dynamics and the algebraic
equation as
h(t, w, u, w˙) = 0
where w = (x, z) and
h(t, w, u, v) =
[




But there is cases where z can be treated as a control com-
ponent. Then (D) can be viewed as a special case of mixed
constraints. This last approach is the one we consider in the
remaining of this section. Further research on (D) is cur-
rently under research.
Let us consider (D). A process for this problem com-
prises ([a, b], x, z, u), where, as before, [a, b] is an interval,
x is absolutely continuous and u is a measurable function
while the “fast” variable z is a bounded function. A strong
local minimum for (D) is now ([a¯, b¯], x¯, (z¯, u¯)).
We shall impose the basic hypotheses as well as H1-H4 to
(D) keeping in mind that our control variable is now (z, u).
To clarify the exposition notice that H4 now reads:
(H4’) For all (τ, y) ∈ R × Rn such that |τ − t|  ε and
|y− x¯(t)|  ε for all t ∈ [a¯, b¯] and all (z, u) ∈ Rm×U
the following condition hold
For all λ ∈ Rmb :{
Dz〈λ, b(τ, y, z, v)〉 = 0
Dv〈λ, b(τ, y, z, v)〉 ∈ NLU (v) =⇒ λ = 0
A strong local minimum for (D), now denoted as
([a¯, b¯], x¯, (z¯, u¯)), is defined as before. Since u takes values
in a compact set, we can assert that (z¯, u¯) is bounded.
Corollary 7.1 Let ([a¯, b¯], x¯, z¯, u¯) be a strong local minimum
for problem (D). Assume that hypotheses (H1)–(H3) and
(H4’) hold. Then there exist absolutely continuous functions
p : [a¯, b¯] → Rn, r : [a¯, b¯] → R, a scalar λ0  0 and measur-
able functions
λ : [a¯, b¯] → Rm, µ : [a¯, b¯] → Rk
with
µ ∈ NCU (u¯(t)) a.e. t ∈ [a¯, b¯],
and
|λ(t)| M |(p(t), r(t))|kfu a.e. t ∈ [a¯, b¯]
such that (i), (iv), (v) of Theorem 6.1 hold together with
(b) (r˙(t),−p˙(t), µ(t)) =
Dt,x,u〈p(t), f(t, x¯(t), z¯(t), u¯(t))〉
−Dt,x,u〈λ, b(t, z¯(t), u¯(t))〉,
0 = Dz〈p(t), f(t, x¯(t), z¯(t), u¯(t))〉
−Dz〈λ, b(t, x¯(t), z¯(t), u¯(t))〉,
(c) 〈p(t), f(t, x¯(t), z¯(t), u)〉 
〈p(t), f(t, x¯(t), z¯(t), u¯(t))〉
for all u ∈ U, b(t, x¯(t), z¯(t), u) = 0,
where the equalities and inequalities above hold for almost
every t ∈ [a¯, b¯].
An interesting feature of this corollary is that, when ap-
plied to smooth fixed end time problem it gives us a smooth
maximum principle for problems with differential algebraic
equation that subsumes Theorems 3.1 and Theorem 3.1 in
[14].
Sketch of the Proof: Since z¯ is bounded there exists a
Kz > 0 such that |z(t)|  Kz for all t ∈ [a¯, b¯]. Define
a compact set Z ⊂ Rm as the closed ball centered in the
origin with radius 2Kz . It is a simple matter to show that
([a¯, b¯], x¯, (z¯, u¯)) is a local minimum for
(D′)

Minimize l(a, x(a), b, x(b))
subject to
x˙(t) = f(t, x(t), (z(t), u(t))) a.e. t ∈ [a, b]
b(t, x(t), (z(t), u(t))) = 0 a.e. t ∈ [a, b]
(z(t), u(t)) ∈ Z × U a.e. t ∈ [a, b]
(a, x(a), b, x(b)) ∈ E.
Then (D′) is a problem in the form of (P ) with control vari-
able (z, u). The conditions under which Theorem 6.1 are sat-
isfied. Then conclusions (i)–(v) of Theorem 6.1 hold, where,
taking into account that NLZ (z¯(t)) = {0}, (ii) and (iii) are
now
(r˙(t),−p˙(t), 0, µ(t)) = (9)
Dt,x,z,u〈p(t), f(t, x¯(t), z¯(t), u¯(t))〉 −
Dt,x,z,u〈λ(t), b(t, x¯(t), z¯(t), u¯(t))〉,
and
〈p(t), f(t, x¯(t), z, u)〉  〈p(t), f(t, x¯(t), z¯(t), u¯(t))〉, (10)
for all (z, u) ∈ Z × U, b(t, x¯(t), z, u) = 0.
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From (9) we get
(r˙(t),−p˙(t), µ(t)) =
Dt,x,u〈p(t), f(t, x¯(t), z¯(t), u¯(t))〉−
〈λ(t), b(t, x¯(t), z¯(t), u¯(t))〉,
0 = Dz〈p(t), f(t, x¯(t), z¯(t), u¯(t))〉−
〈λ(t), b(t, x¯(t), z¯(t), u¯(t))〉
This is (b) of the Corollary.
Now take z = z¯ in (10). We get (c) of the Corollary. Turn
again to the original (10). The proof is complete.
8. PROOF OF THEOREM 6.1
Choose ε > 0 such that ([a¯, a¯], x¯, u¯) is a strong local min-
imum for (P ) and that (H1)–(H4) are satisfied




Minimize l(τ(a¯), y(a¯)), b¯, y(b¯))
subject to
τ˙(s) = α(s) a.e.
y˙(s) = αf(τ(s), y(s), v(s)) a.e.
0 = b(τ(s), y(s), v(s)) a.e.
0  g(τ(s), y(s), v(s)) a.e.
(α(s), v(s)) ∈ [1/2, 3/2]× U a.e.
(τ(a¯), y(a¯)), b¯, y(b¯)) ∈ E.
Here (τ, y) and α, v) are the state and control variables
respectively.
To facilitate the analysis define, for (Q), the following
sets
S :={
(s, τ, y, α, v) : s ∈ [a¯, b¯], (α, v) ∈ [1/2, 3/2]× U,
b(τ, y, v) = 0, g(τ, y, v)  0} ,
S(s) := {(τ, y, α, v) : (s, τ, y, α, v) ∈ S} ,
Sε∗(s) := {(τ, y, α, v) ∈ S(s) : |τ(s)− s|  ε,
|y(s)− x¯(s)|  ε} .
We claim that
((τ¯(s) ≡ s, x¯), (u¯, α¯ ≡ 1))
is a strong local minimum for (Q). To prove our claim con-
sider any admissible process ((τ, y), (α, v)) for (Q) such that
(τ(s), y(s), α(s), v(s)) ∈ Sε∗(s) a.e. s ∈ [a¯, b¯].
Take the transformation ψ : [a¯, b¯] → [a, b]:




This transformation is strictly increasing, Lipschitz continu-
ous with Lipschitz inverse. We prove that ([a, b], x, u), where
a = τ(a¯), b = τ(b¯) and x : [a, b] → Rn, u : [a, b] → Rk,
defined as
x(t) := y ◦ ψ−1(t), u(t) := v ◦ ψ−1(t),
satisfy the constraints of (P ). We have
(a, x(a), b, x(b)) = (τ(a¯), y(a¯), τ(b¯), y(b¯)) ∈ E,
u(t) ∈ U a.e. t ∈ [a, b],
b(t, x(t), u(t)) = 0, g(t, x(t), u(t))  0 a.e. t ∈ [a, b]
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [a, b]
|a− a¯|  ε, |b− b¯|  ε
|x(t)− x¯e(t)|  ε ∀ t ∈ [a, b]
It follows that ([a, b], x, u) is an admissible process for (P ).
Taking into account the optimality of ([a¯, b¯], x¯, u¯) we deduce
that
l(a, x(a), b, x(b))  l(a¯, x¯(a¯), b¯, x¯(b¯)),
proving our claim.
It is an easy task to see that the hypotheses are satisfied
for application of Corollary 5.2 to (Q) with reference to the
process (τ¯ , x¯, u¯, α¯). We deduce the existence of absolutely
continuous functions p : [a¯, b¯] → Rn, r˜ : [a¯, b¯] → R, mea-
surable functions λ : [a¯, b¯] → Rmb , γ : [a¯, b¯] → Rmg+ and
µ : [a¯, b¯] → Rk such that 〈γ(s), g(τ(s), y(s), v(s))〉 = 0,
µ(s) ∈ NCU (u¯(s)) for almost every t ∈ [a¯, b¯], and a scalar
λ0  0 such that the following conditions hold
(a) (p(s), r˜(s), λ0) = 0 ∀s ∈ [a¯, b¯]
(b) (− ˙˜r(s),−p˙(s), 0, µ(s)) ∈
D(τ,y,α,v) {r˜(s)α¯(s)+
〈p(s), α¯(s)f(τ¯(s), x¯(s), u¯(s))〉
−〈λ, b(τ¯(s), x¯(s), u¯(s))〉
−〈γ, g(τ¯(s), x¯(s), u¯(s))〉} a.e.
(c) r˜(s) + 〈p(s), f(τ¯(s), x¯(s), u¯(s))〉 
r˜(s)α+ 〈p(s), α(s)f(τ¯(s), x¯(s), u)〉
for all u ∈ U, g(τ¯(s), x¯(s), u)  0,
b((τ¯(s), x¯(s), u) = 0 and α ∈ [1/2, 3/2] a.e.
(d) (r˜(a¯), p(a¯),−r˜(b¯), p(b¯)) ∈
NLE (a¯, x¯(a¯), b¯, x¯(b¯)) + λ0∂
Ll(a¯, x¯(a¯), b¯, x¯(b¯)).
From (c) above we deduce that
〈p(t), f(t, x¯(t), u¯(t))〉  〈p(t), f(t, x¯(t), u)〉
for all u ∈ U , g(t, x¯(t), u)  0 and b(t, x¯(t), u) = 0 almost
everywhere. This is (iii) of Theorem 6.1. Also from (c) we
deduce that
r˜(t) = −〈p(t), f(t, x¯(t), u¯(t))〉. (11)
Take r := −r˜. Then (11) is (iv) of the Theorem. Introducing
r in (a), (b) and (d) above we deduce that all the conclusions
of the Theorem hold.
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9. CONCLUSIONS AND FUTUREWORK
We have derived necessary conditions for smooth free
time optimal control constraints with mixed constraints given
in terms of equalities, inequalities and point wise control
constraints. A well known time transformation as well as
recently developed results in [12] were essential in our anal-
ysis. From such conditions it is a simple matter to obtain nec-
essary conditions for standard optimal control with pointwise
control constraints of the form




u ∈ Rk : u ∈ U, b(t, u) = 0, g(t, u)  0} .
Those are captured in Corollary 6.2.
We also applied Theorem 6.1 to derive necessary condi-
tions for free time optimal control problems involving semi-
explicit differential algebraic equations stated as Theorem
7.1.
To be best of our knowledge Theorem 6.1 and Corollary
6.2 are valid under minimal regularity assumptions on the
mixed constraints. This work also seems to be the first with
the complete statement of first order necessary conditions for
free time problems with differential algebraic equations.
As explained before and for the sake of simplicity we opt
to consider here only problems with data smooth with re-
spect to the time variable. These problems are of interest in
their own since this is exactly what happens in many engi-
neering application, namely in robotics and process systems
engineering.
A thorough analysis of the proof and the results reported
here will convince the reader that similar results could be de-
rived under weaker assumptions and for more general prob-
lems. Among those are the following:
(i) Necessary conditions for free time optimal control prob-
lems with mixed constraints with data Lipschitz contin-
uous.
(ii) Necessary conditions for free time optimal control prob-
lems with mixed constraints for local minimum of ra-
dius R with smooth or Lipschitz time dependence.
(iii) Necessary conditions for problems with mixed set con-
straints of the form
(x(t), u(t)) ∈ S(t)
and without special structure.
(iv) Necessary conditions for problems with control con-
straints and/or mixed constraints with measurable time
dependence.
Case (i) and (iii) are of foremost importance and under
research.
Derivation of necessary conditions for such cases will cer-
tainly follow from [12]. A setback to the analysis is that the
necessary conditions will not be easy to deal with in applica-
tions since they will be stated in terms of the normal cones to
the set of constraints in most of the cases. Although this is to
be expected in case (iii) it is nevertheless a drawback when
dealing with case (i). Further research on mixed constraints
in the vein of [12] is thus called for.
Case (ii), which is expected to be an easy case, is currently
under research.
That leaves us case (iv). When some smoothness or Lip-
schitz time dependence is assumed it is expected that bound-
ary conditions on the pseudo Hamiltonian
H(t, x, p, u) = 〈p, f(t, x, u)〉
are expressed in terms of the multiplier r (see Theorem 6.1;
see also Chapter 8 in [29]). The pseudo Hamiltonian along
the optimal solution should also satisfy
r˜(t) = −〈p(t), f(t, x¯(t), u¯(t))〉.
This does not hold true when measurably time dependent
data is considered. In view of [29] a more demanding ap-
proach involving essential values will be called for. This will
also be the focus of future research.
On last word about an important application of the anal-
ysis done in this paper concerns Optimal multiprocesses as
described in [4]. Optimal multiprocesses are of relevance in
their own and since many hybrid optimal control problems
can be reformulated as such. Thus the need to extend nec-
essary conditions derived in [4] to cover problems involv-
ing nonstandard constraints. In [9] such is done for prob-
lems with state constraints with smooth data with respect to t
via the time transformation. Our analysis also demonstrates
that we are in position to do the same concerning optimal
multiprocesses with mixed constraints. The time measurable
case as well as problems with both mixed and pure state con-
straints are under research.
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