Suitable normalization of time{homogeneous rotation{invariant random walks on unit spheres S d R d+1 for d > 2 leads to a central limit theorem with a Gaussian limit measure. This paper is devoted to an associated Edgeworth expansion with respect to the total variation norm. This strong type of convergence is di erent from the classical case. The proof is performed in the more general setting of Jacobi{ type hypergroups.
Introduction
The aim of the present paper is to derive an Edgeworth expansion for isotropic random walks on unit spheres S d R d+1 for d > 2 and, in general, on Jacobi hypergroups.
Let us consider a stationary random walk (X n ) n>0 on S d starting, say, at the North Pole x 0 2 S d and having some SO(d + 1){invariant transition probability. The transition can be described by some probability measure 2 M 1 ( 0; ]) which is the distribution of the angles^( X n ; X n?1 ) 2 0; ]; n 2 N; between two succesive jumps. For all k 2 N let (X (k) n ) n>0 be a shrinked isotropic . This random walk is discussed, for instance, by Bingham 2] and by Voit 9] . Due to Voit 9] , under a mild restriction on (` must not be concentrated in 0 too much'), there is a k 0 = k 0 (d; ) such that for each k > k 0 the distribution (k) k of X (k) k has a continuous, bounded density f k with respect to the uniform distribution ! d on S d . Moreover it was shown in that paper that there is a`Gaussian' measure 0 The expansion will be derived from a more general result valid for Jacobi hypergroups covering also the cases of compact symmetric spaces of rank one (for example, the projective spaces; see, for instance, Helgason 7] see, for instance, in Bochner 3] . Clearly kb 2 k 1 < 1 implies that it has a continuous, bounded !{density.
Edgeworth expansion
Let be a probability measure on 0; ]. We denote the moments of by
Let (X n ) n>0 be a Markov chain on 0; ] associated with and the Jacobi hypergroup as follows. The chain starts at 0 at time 0, and the transition probabilities satisfy P(X n 2 A j X n?1 = z) = (" z )(A) for all n 2 N, z 2 0; ] and Borel sets A 0; ]. As in Voit 9] we obtain that the distribution of X n is given by the n{fold Jacobi convolution power (n) . n ) n>0 be a Markov chain on 0; ] associated with k . The Jacobi{Fourier transform of X (k) k is clearly
The Edgeworth polynomials Q j , j 2 N 0 , corresponding to the measure are de ned by the formal expansion we can determine the polynomials Q j , j 2 N 0 , by
(In Section 4 we prove that the above power series has a positive radius of convergence.)
We remark, that the Edgeworth polynomials Q j , j 2 N 0 , also depend on the parameters and through the functions q j = q ( ; ) j , j 2 N. of the characteristic function of a normalized convolution power of a probability measure on R with zero mean and covariance 2 ; see Section 7 in Bhattacharya and Ranga Clearly kb j k 1 < 1, hence j has a continuous, bounded !{density g j . Obviously the measure 0 is just the Gaussian measure 2 with parameter 2 = m 2 .
We need the following mild restriction on , which means that` is not concentrated in 0 too much'. In view of our normalization P ( ; ) n (1) = 1, (4.21.7) and (4. ' j (n)m 2j y 2j 6 cn 2(s+1) y 2(s+1) for y 2 R, n 2 N 0 with some polynomials ' j , j 2 N 0 , where ' 0 (n) = 1, ' 1 (n) = ?q 1 (n)=2 for n 2 N 0 , and ' j is a polynomial of degree 2j. 
Condition (G)
.
