Fractal interpolation functions are very useful in capturing data that exhibit an irregular (non-smooth) structure. Two new methods to identify the vertical scaling factors of such functions are presented. In particular, they minimize the area of the symmetric difference between the bounding volumes of the data points and their transformed images. Comparative results with existing methods are given that establish the proposed ones as attractive alternatives. In general, they outperform existing methods for both low and high compression ratios. Moreover, lower and upper bounds for the vertical scaling factors that are computed by the first method are presented.
Introduction
Fractal interpolation as defined in [1] and [2] is an alternative to traditional interpolation techniques aiming mainly at data which present details at different scales or some degree of self-similarity. These characteristics imply an irregular, non-smooth structure that is inconvenient to be described using functions such as polynomials. Examples of successful use of fractal interpolation include projections of physical objects such as coastlines and plants, or experimental data that have non-integral dimension. The fractal interpolation which is based on the theory of iterated function systems provides a constructive way to describe data as opposed to the descriptive ways employed by most traditional methods. This means that we do not store any information about data but use only a procedural way to reconstruct them.
The closeness of fit of a fractal interpolation function is mainly influenced by the determination of its vertical scaling factors. No direct way to find the optimum values of these factors exists and the most popular approaches [3, 4] employ analytic (algebraic) or geometric methods. The algebraic approach derives an analytic expression for the vertical scaling factors by minimizing the sum of squared vertical distances between the original and reconstructed points. According to the geometric approach, the factors are obtained by calculating ratios of vertical distances between the data points and the straight lines connecting the endpoints of the whole data or of each interpolation interval. A recent approach [5] uses the concept of fractal dimension to determine the vertical scaling factors of a multiple-valued signal. Upper and lower bounds of the vertical scaling factors that constrain an affine fractal interpolation function within an axis-aligned rectangle are determined in [6] .
Our motivation is to create an alternative methodology for determining the vertical scaling factors by using bounding volumes of appropriately chosen data points, such that the resulting fractal function provides a closer fit, with respect to some metric, to the original data points. We have developed two such methods, an analytic and an algorithmic one.
The paper is organised as follows. In Section 2 we briefly review the fractal interpolation functions and in Section 3 we describe in detail our methods for computing the vertical scaling factors. Section 4 contains the experimental results of our methods as well as a comparison to existing methods. Section 5 summarises our conclusions and points out areas of future work. Finally, an Appendix is presented in which the analytic calculation of the vertical scaling factors for the first method including their lower and upper bounds can be found.
Fractal interpolation functions using IFS
Let ∆ 1 , ∆ 2 be two partitions of the real compact interval I = [a, b], i.e. ∆ 1 = {u 0 , u 1 , . . . , u M } satisfying a = u 0 < u 1 < · · · < u M = b and ∆ 2 = {x 0 , x 1 , . . . , x N } satisfying u 0 = x 0 < x 1 < · · · < x N = u M , such that ∆ 1 is a refinement of ∆ 2 . Let us represent as P = {(u m , v m ) ∈ I × R : m = 0, 1, . . . , M} the given set of data points and as Q = {(x i , y i ) ∈ I × R : i = 0, 1, . . . , N ≤ M} a subset of them, the interpolation points. The subintervals of ∆ 2 are known as interpolation intervals and may be chosen equidistantly or not. The data points within the nth interpolation interval I n = [x n−1 , x n ] are represented as P n = {(u i , v i ) : i ∈ M n } for all n = 1, 2, . . . , N, where M n is an index set of P n such that 
e. the real numbers a n , d n , c n , e n are completely determined by the interpolation points, while the s n are free parameters of the transformations satisfying |s n | < 1 in order to guarantee that the IFS is hyperbolic with respect to an appropriate metric for every n = 1, 2, . . . , N. The attractor of a hyperbolic IFS is the unique set A ∞ = lim k→∞ W k (A 0 ) for every starting set A 0 , where
is the metric space of all non-empty, compact subsets of R 2 with respect to some metric, e.g. the Hausdorff metric
The transformations w n are shear transformations: line segments parallel to the y-axis are mapped to line segments parallel to the y-axis contracted by the factor |s n |. For this reason, the s n are called vertical scaling (or contractivity) factors. It is well known (see [2] ) that the attractor G = N n=1 w n (G) of the aforementioned IFS is the graph of a continuous function f : [x 0 , x N ] → R that passes through the interpolation points (x i , y i ), for all i = 0, 1, . . . , N. This function is called fractal interpolation function, or FIF for short, corresponding to these points. A section is defined as the function values between interpolation points. It is a self-affine function since each affine transformation w n maps the entire (graph of the) function to each section. An example is depicted in Fig. 1 , where a FIF is constructed for the set of interpolation points (2, 4) , (3, 3) , (4, 4) } with vertical scaling factors s n = 0.3, for every n = 1, 2, 3, 4.
Identifying the vertical scaling factors

Problem formulation
Although a FIF passes by definition through its interpolation points, this is not necessarily the case for the remaining data points P \ Q . The closeness of fit depends mainly on each vertical scaling factor s n , n = 1, 2, . . . , N, the only free parameters for a given P, and can be measured as the squared error between the ordinates of the original and the reconstructed points
2 , where G[u m ] denotes the ordinate of the attractor point with abscissa u m , or as the Hausdorff distance h(P, G) between the two sets. Because of the sensitivity of the Hausdorff metric to noise or isolated points that stems from its 'worst-case' nature, a useful alternative can be the Modified Hausdorff Distance, or MHD for short (see [7] ), Each affine transformation w n of the interpolating IFS transforms
{h(P n , w n (P))}, the direct evaluation of the optimum s n that minimize h(P n , w n (P)) is not feasible. Therefore, we propose to work with bounding volumes of P and P n in order for the transformed points w n (P) to best approximate the data points within P n . Let B ∈ K 2 0 be a bounding volume of P, where K 2 0 denotes the set of convex, compact subsets of R 2 with non-empty interior, and B n ∈ K 2 0 be convex bounding volumes of P n for every n = 1, 2, . . . , N. In other words, it is P ⊂ B and P n ⊂ B n , for every n = 1, 2, . . . , N. The obvious choice of determining the s n that minimize h(B n , w n (B)) is of no use. For example, we have h(B n , w n (B)) ≤ h(P n , w n (P)) when B and B n are the convex hulls of P and P n respectively ( [9] , p. 93), i.e. the minimization does not provide an upper bound for h(P n , w n (P)). Therefore, we propose to use the symmetric difference metric (see [10] , pp. 58-59)
where H 2 denotes the Hausdorff measure in R 2 , in order to minimize the area of the symmetric difference B n w n (B), n = 1, 2, . . . , N. Notice that since we are constrained in K 2 0 the Hausdorff measure coincides with the Lebesgue measure, i.e. the area, in R 2 (see [10] , p. xii). So, Eq. (1) can be written in the form
Therefore, by selecting the values of s n that result in the maximum overlap of the respective bounding volumes we are able to produce a better approximation of the data points. The advantage of this approach is that, for suitably chosen bounding volumes B and B n , we are able to efficiently obtain the optimum s n using either analytic expressions or efficient algorithms.
We have selected two types of bounding volume for the minimization of Ar(s n ) ≡ δ S (B n , w n (B)), for all n = 1, 2, . . . , N, namely the bounding rectangle and the convex hull. The first type allows the calculation of the optimum s n using analytic expressions, while the second provides tighter bounds and efficient algorithmic calculations. We have restricted our method to convex bounding volumes, since non-convex ones are unlikely to result into efficient algorithms without necessarily improving the results.
It is worthy of note that the symmetric difference metric provides a bound for the Hausdorff metric in K 2 , where K 2 denotes the class of all non-empty, compact, convex subsets of R 2 . Specifically, using the theorem of [11] , for n = 2 and
where
denote the 1d and 2d measure, respectively, of the unit ball in R 2 , i.e. κ 1 = 2 and κ 2 = π .
The Minimum Bounding Rectangle Method (MBRM)
The first method employs bounding rectangles as bounding volumes. An example is depicted in Fig. 2 , where the interpolation points of Fig points are marked as black points, the remaining data points as black circles and the transformed data points, i.e. w n (P) for all n = 1, 2, 3, 4, as 'x'. The bounding rectangle of each P n is also depicted in this figure in order to indicate its intersection with w n (R) for all n = 1, 2, 3, 4.
In general, the bounding rectangle of P is depicted in Fig. 3 with
Note that this is the MBR aligned with the axes of the co-ordinate system, but bounding rectangles with different orientation and smaller area might exist. However, we choose the axis-aligned bounding rectangle because it allows the derivation of analytic expressions for the optimum s n . Without loss of generality, we assume that v 0 , v M , v min , v max are pairwise unequal, so the rectangle R is divided into two trapezia 1 namely R U and R L (the upper and lower respectively) defined by the first and last interpolation point. The parallel sides of the trapezia have length
Let R n be the bounding rectangle of P n for n = 1, 2, . . . , N, defined by the vertices (u Similarly, R n can be divided into its upper and lower parts R U n and R L n that are defined by the first and the last point of the nth interpolation interval. These are also trapezia with sides of length
The possible cases
The possible cases of the intersection of R U n and R L n with w n (R U ) and w n (R L ) are depicted in Figs. 4-11. In view of Eq. (1), our aim is the minimization of Ar(s n ) ≡ δ S (R n , w n (R)), for every n = 1, 2, . . . , N. This is achieved by minimizing the area of the non-overlapping parts of R n and w n (R) or, equivalently, the area of the non-overlapping parts of R U n ∪ R L n 
respectively are depicted, these are triangles or trapezia. For each of these cases it is possible to define the area of the nonoverlapping parts as a function of s n and therefore derive an analytic expression for the optimum s n . Specifically, for a given interpolation interval, we can calculate upper and lower bounds of s n values within [0, 1) which correspond to the possible cases of intersection between R n and w n (R). For each intersection case and its corresponding upper and lower s n bounds, a formula for the optimum s n within these bounds is derived. The optimum s n ∈ [0, 1) is chosen among the optima of all cases by choosing the value with the minimum Ar(s n ). Similarly, we calculate the optimum s n ∈ (−1, 0] and select the global optimum between the positive and negative optima. All cases and the derived formulas are presented in detail in the Appendix. Moreover, this process is useful in terms of the Hausdorff metric. In Fig. 4 , for example, we have that
is minimized when the area of E 1 , E 2 is minimized. The same can be shown similarly for the other cases of intersection.
The proposed algorithm
We now present an algorithm for calculating theŝ (i) Determine the case of intersection of w n (R) and R n using the conditions of Appendix.
(ii) Calculate theŝ i n that minimizes Ar(s n ) using the formulas of Appendix.
It is also possible for the scaling factors to be negative, provided that |ŝ n | < 1. This case is similar to that of positive ones, with the difference being that the transformations of the two trapezia that make up R are vertically mirrored, thus resulting into
Therefore, Algorithm 1 can be applied to find the optimum negativeŝ n with the modificationsΓ 1 = Γ 2 ,Γ 2 = Γ 4 ,Γ 3 = Γ 1 and Γ 4 = Γ 3 Both cases of positive and negative vertical scaling factors are combined in the following algorithm that calculates theŝ n ∈ (−1, 1) that minimizes Ar(s n ) = δ S (R n , w n (R)), for all n = 1, 2, . . . , N: 
If Ar(ŝ
An example is depicted in Fig. 12 , where the data of Fig. 2 have been used. Using the optimum vertical scaling factor calculated below, we depict the interpolation points as black points, the remaining data points as black circles, the transformed data points, i.e. w 4 (P), as 'x', the bounding rectangle R 4 with black dashed lines and the transformed w 4 (R) with grey dashed lines. The optimum vertical scaling factor s 4 for the fourth interpolation interval defined by the points (3, 3) and (4, 4) , is calculated as follows. First, for s 4 
The Convex Hull Method (CHM)
An alternative to the bounding rectangle of the data points is their convex hull; see [12] for the first presentation of this method. This provides a tighter bound than the rectangle and is actually the smallest convex volume containing the data points. In Fig. 13 such an example is depicted, where the same data and notation as in Fig. 2 have been used.
Similarly to the case of bounding rectangles, we want to minimize the area of the non-overlapping parts of the convex hull of the points within I n × R and the transformation of the convex hull of all points under w n . According to Eq. (2), this is
where CH(·) is the convex hull of a set of points. We note that w n (CH(·)) = CH(w n (·)), since w n is affine. The calculation of the optimumŝ n cannot be performed analytically anymore, since it is difficult to derive a formula for δ S as a function of s n . As implied by Eq. (6), the calculation of δ S is algorithmic and involves the computation of convex hulls, polygon intersections and areas. Therefore, a method for one-dimensional minimization without derivatives should be used. An efficient approach is to use Brent's method [13] , which is a bracketing method with parabolic interpolation. In order for the method to converge to the minimizingŝ such that Area{w n (CH(P))} ≈ Area{CH(P n )} and set s a , s c to be smaller and bigger respectively by a factor: 
The proposed algorithm
The algorithm for finding the optimum vertical scaling factors can be outlined as follows: 
The algorithm may seem computationally demanding, but actually it is possible to achieve linear complexity as well as efficient implementation. Specifically, the intersection of convex polygons and the calculation of a polygon's area require O(n) time. The calculation of the convex hull of a set of points on the plane generally requires O(n log n) time (see [14] ). However, exploiting the fact that the data points are ordered and form a simple (i.e. non-self-intersecting) polyline, it is possible to achieve O(n) time using either Melkman's algorithm (see [15] ) or a generic convex hull algorithm such as Andrew's algorithm (see [16] ) without the initial sorting phase. Brent's method takes a constant number of steps, since it depends only on the required tolerance and not on the number of data points. Therefore, the calculation of a single vertical scaling factor, which depends on the number of data points within the respective interpolation interval, requires O(M/N) time. Since there are N vertical scaling factors, the algorithm's computational complexity is linear to the number of the data points, i.e. O(M). Moreover, the calculated convex hulls have relatively few vertices in practice, since an interpolation interval usually has a limited number of points, and therefore the polygon operations are inexpensive.
Results
In the lower part of Fig. 14 a data set consisting of 10 000 points representing a synthesized function is presented. This data set consists of a FIF that has been constructed for a predetermined set of interpolation points and vertical scaling factors using the Random Iteration Algorithm (see [2] ). In the middle and upper part of the same figure, the FIF reconstructed by the proposed methods using interpolation intervals of 50 points is shown. Below each FIF is depicted its difference to the original function. As can be concluded from the figure, the reconstructed FIFs interpolate the data points quite successfully despite the sparsity of the interpolation points. Table 1 contains the Hausdorff distance as well as the Modified Hausdorff distance between the original and the reconstructed data points. 2 We have compared four methods, the geometric and the algebraic from [4] as well as the two methods proposed in this paper. We have selected the first two methods because they are widely used and we consider them to be of the best known. The interpolation intervals have been chosen with fixed length L from 10 to 100. In terms of the Hausdorff distance, the proposed methods perform better than the algebraic and geometric ones in most of the cases. In terms of the Modified Hausdorff distance, which is more indicative since it gives a measure of the 'average' error, the CHM performs better than the algebraic and geometric methods in all cases, while the MBRM performs better than the algebraic method in all cases and better than the geometric method in most of them. An interesting fact is that the proposed methods perform better than both the others for large interpolation intervals. Notice also that in some cases the increase in the length of the interpolation interval decreases the Hausdorff distance between the original and the reconstructed data for all methods. This is reasonable since a larger interpolation interval may sometimes be able to exploit better the self-affinity of the data. Moreover, we have compared all methods for the solution of an ''inverse'' problem. Using the same interpolation intervals as in the construction phase of the dataset, we apply the methods to calculate the vertical scaling factors and compare them to those initially used. In Table 2 , the values of the vertical scaling factors calculated by all methods as well as those initially used are presented. The CHM has the best performance the most accurate approximation of the vertical scaling factors, followed by the algebraic method, the geometric method and the MBRM. Note that since we use a finite subset of the (continuous) FIF, it is not possible to achieve an exact calculation of the original vertical scaling factors.
In Fig. 15 a function representing a part of an island's coastline and the reconstruction by the two proposed methods FIFs are presented. The original data consist of 3898 points and have been extracted by the island's satellite image using edge detection and boundary tracking. Below each FIF is depicted its difference to the original data. As shown in the figure, where interpolation intervals of 50 points were chosen, the FIFs fit the original data successfully. We note that the data have been scaled in the x-axis in order to fit the figure. Table 3 shows the Hausdorff distance and the Modified Hausdorff distance between the original and the reconstructed data points. We have used the same methods and interpolation intervals as in the previous example. The CHM performs better than the algebraic and geometric methods in all cases in terms of the Modified Hausdorff distance and in most of them in terms of the Hausdorff distance. On the contrary, the MBRM has poorer performance than both the geometric and algebraic methods. This is justifiable, since the smoothness of the function results into larger empty areas in the bounding rectangles, while the convex hulls provide a tighter bound. 
Table 3
The Hausdorff distance (HD) and the Modified Hausdorff distance (MHD) between the original and the reconstructed data using the four methods for various interpolation interval lengths (2nd data set). 
L
Conclusions and further work
We have presented two novel methods for calculating the vertical scaling factors of 1D affine fractal interpolation functions. Our methods aim at minimizing the Hausdorff distance as well as its modified version between the original and the reconstructed data points. Both methods are based on the concept of bounding volumes of appropriately chosen data points and the minimization of their symmetric difference metric. The first method (MBRM) uses bounding rectangles which allow analytic calculation of the vertical scaling factors. The second method (CHM) uses convex hulls as bounding volumes and the vertical scaling factors are calculated by an efficient algorithm of linear time complexity. Moreover, the MBRM can also be implemented using the same optimization procedure as that of the CHM.
The results show that both proposed methods are able to yield comparable or better results than the two existing ones. This is especially evident for the convex hull method that yields better results even for sparse interpolation points. The MBRM can also achieve better results but is more dependent on the data. The experiments indicate that its performance is better for non-smooth data, while it deteriorates for smooth data that leave empty larger areas of the rectangles. We conclude that the CHM is expected to perform better than the MBRM in most of the cases.
The methods presented in this paper can be efficiently combined with an algorithm for finding the optimal interpolation intervals, such as the iterative algorithm of [4] . In this case, they will be able to achieve even better results by exploiting more efficiently the possible self-affinity of the data. Moreover, they can be directly extended to piecewise self-affine fractal interpolation functions that are based on Recurrent IFS. Future work will focus on the extension of these methods to hiddenvariable fractal interpolation functions and to fractal interpolation surfaces, in general. overlapping parts of R n and w n (R), i.e. Ar(s n ) ≡ δ S (R n , w n (R)). As it is shown in Figs. 4-11 these parts are triangles or trapezia. We will examine each one of these cases using the defined divisions of R and
• Case (I a ): The area of the non-overlapping parts of w n (R U ) and R U n ( Fig. 4) is
The two triangles are similar and β = β 1 + β 2 , so we have
Combining Eqs. (7)- (9) we have
Using Eq. (5), we have that
i.e. Ar I a is a function of s n since Γ 1 , Γ 3 , α 1 , δ are determined by the initial points.
• Case (I b ): The area of the non-overlapping parts of w n (R U ) and R U n ( Fig. 5) , calculated similarly to the Case (I a ), is
The area of the non-overlapping parts of w n (R U ) and R U n ( Fig. 6) , calculated similarly to the Case (I a ), is
• Case (III): The area of the non-overlapping parts of w n (R U ) and R U n ( Fig. 7) , calculated similarly to the Case (II), is
• Case (I a ): The area of the non-overlapping parts of w n (R L ) and R L n (Fig. 8) , calculated similarly to the Case (I a ), is
The area of the non-overlapping parts of w n (R L ) and R L n ( Fig. 9) , calculated similarly to the Case (I a ), is
The area of the non-overlapping parts of w n (R L ) and R L n ( Fig. 10) , calculated similarly to the Case (II), is
• Case (III ): The area of the non-overlapping parts of w n (R L ) and R L n ( Fig. 11) , calculated similarly to the Case (II), is
A.2. Calculation of δ S (R n , w n (R)) and the optimum s n ∈ [0, 1)
The total area of the non-overlapping parts of R n and w n (R) for a given value of s n ∈ [0, 1) is the sum of one of or, equivalently,
• if s n < α 1 /Γ 1 and s n < δ/Γ 3 , then Case (II) holds;
• if s n > α 1 /Γ 1 and s n > δ/Γ 3 , then Case (III) holds;
• if s n < δ /Γ 2 and s n < α 1 /Γ 4 , then Case (II ) holds;
• if s n > δ /Γ 2 and s n > α 1 /Γ 4 , then Case (III ) holds. If Γ i = 0 for some i = 1, 2, 3, 4, which by definition are at most two, we ignore the respective term(s) and check the first formulation of the conditions for the validity of the inequalities. For instance, Γ 1 = 0 ⇒ α l = 0 and thus reject cases III and I a . Note that only one combination of the cases I a , I b and I a , I b can be valid for a given interpolation interval. Moreover, if both case conditions hold as equalities, e.g. s n = α 1 /Γ 1 = δ/Γ 3 , then the two cases coincide. So, we have the four points α 1 /Γ 1 , δ /Γ 2 , δ/Γ 3 , α 1 /Γ 4 , not necessarily distinct, which define a partition ∆ s of [0, 1] . This partition contains at most five intervals of s n in each one of which, one of the following formulas for the total area of the non-overlapping parts of w n (R) and R n holds. To find the minimum area Ar(s n ), we must first find the critical points of Ar(s n ):
Ar (ŝ n ) = 0 ⇔ŝ . Therefore, D > 0 for the case I a , I a . This can be similarly proved for the rest of the cases whenever square roots appear. 
From Eqs. (11) and (12) we have that Ar (ŝ n ) = 2c 0 c The derivative of Ar(s n ) is Ar (s n ) = (β/2)(−Γ 1 − Γ 2 − Γ 3 − Γ 4 ) < 0 which implies that the minimum value of Ar(s n ) is achieved for
12. Cases II, III :
