This paper introduces communicating branching programs, and develops a general technique for demonstrating communication-space tradeoffs for pairs of communicating branching programs. This technique is then used to prove communicationspace tradeoffs for any pair of communicating branching programs that hashes according to a universal family of hash functions. Other tradeoffs follow from this result. As an example, any pair of communicating Boolean branching programs that computes matrix-vector products over GF(2) requires communication-space product a( n2). These are the first examples of communication-space tradeoffs on a completely general model of communicating processes.
Nearly all previous work on the communication complexity of various problems has focused on their communication requirements alone, in the absence of any limitations on the individual processors. Lam, Tiwari, and Tompa [15] initiated the study of communication complexity when the processors have limited work space. As is customary, the systems studied consist of two communicating processors that are given private inputs 2 and y, respectively, and are to output some function f(z, y). With no restriction on the workspace it is impossible to prove superlinear lower bounds on the amount of communication, since one processor can send its entire input to the other, which then computes and outputs f(z,y). In contrast, Lam, Tiwari, and Tompa proved several nonlinear lower bounds on communication in the straightline model, when space is limited. For example, one of their results of particular relevance to what follows is that multiplication of an n x n matrix by an n-vector in the Boolean straight-line model with one-way communication requires communication C = O(n2/S) when the processors' workspace is restricted to S.
In this paper we remove the restrictions of straight-line computation and one-way communication, proving for the first time communicationspace tradeoffs on a completely general model of communicating processes. This result is analogous to Borodin and Cook's time-space tradeoff for sorting on a general sequential model [7] .
More specifically, we introduce the notion of communicating branching programs. We use these to demonstrate that if one of the branching programs is given a member h of a universal family of hash functions (Carter and Wegman [9, 101) and the other is given x, and their goal is to compute h(x) cooperatively, then their communication C and Tompa made to straight-line programs leads to the following model. andspace S must satisfy the tradeoff C S = Q(nm), where h maps n-bit inputs to m-bit outputs. As an example, any pair of communicating Boolean branching programs that multiplies an n x n matrix by an n-vector over GF(2) satisfies CS = Q(n2). Similar applications hold over more general finite fields, and for other hash functions such as arithmetic over large finite fields, convolution, and matrix multiplication. A communicating pair of (Boolean) branching programs consists of two branching programs, known as the X-program and the Y-program, that have input vectors x E X = (0, l}nx and y E Y = (0, l}ny, respectively. The X-program is a labelled directed acyclic graph with a designated start node, and each of whose nodes has outdegree 0 or 2. Each node of outdegree 2 is labelled either by an index in { 1,. , . , n x } or by receive, and its two emanating edges are labelled 0 and 1, respectively. In addition to its 0 or 1 label, an edge may be labelled by a set of output statements of the form zj = 0 or zj = 1. Also, an edge may have a sequence of labels of the form send(0) or send(1). The Y-program is defined analogously.
The pair of branching programs computes a func- The function f is computed correctly on inputs z and y if the union of the outputs produced by the two programs is consistent and comprises the bits
The space of each branching program is the base 2 logarithm of the number of its nodes. (This is the standard definition for branching programs, motivated by the fact that each node represents a different configuration of the program.) The space of the pair of programs is the maximum of the space of the two branching programs, and the communication is the length of the longest sequence of of f(x,y).
the communicating parties. Making the analogous changes to branching programs that Lam, Tiwari, This model is a very natural one and a very genera1 one as well. It can simulate, for example, two communicating space-bounded random access machines with a common write-only area for their output values.
value is being produced and only its value must be communicated. 0
One aspect of communicating branching programs that is somewhat subtle is the way in which output values are produced. Since all branchings of one of the programs that do not affect its communication with the other program are hidden from that other program, output values may be produced by one branching program without the explicit knowledge of the other branching program. In fact all the bits communicated by the pair of branching programs may not be sufficient to determine the value of the function. However, the model in which all output values are communicated is a useful special case. We say that a pair of communicating branching programs is open if and only if encodings of all the output statements produced by either processor are communicated bit by bit to the other processor.
The following lemma translates lower bounds on open pairs of communicating branching programs to unrestricted ones. The loss in the translation is not severe especially in the case of pairs of branching programs that are output-oblivious, that is, the order in which they produce their output values is fixed in advance. If the original pair is output-oblivious then the O(logn,) bits per output value are not required, since both programs know in advance which output
The General Lower Bound
The technique we develop here is an extension of the technique of Borodin et al. [7, 8] for time-space tradeoffs on sequential branching programs. To prove time-space tradeoffs for a function one must find two things (ignoring most of the quantitative aspects):
1. a probability distribution on the set of inputs such that, with high probability, a large number of output values are produced on an input, and 2. a proof that, given the distribution in (l), for any way of fixing a limited number of input variables, the probability that an input whose variables are so fixed produces a fixed set of k output values is exponentially small in k.
We develop a similar pair of conditions that allow proofs of communication-space tradeoffs. Our general technique is directly applicable to open pairs of communicating branching programs. Results for arbitrary communicating branching programs follow by the reduction given in Lemma 1. In order to motivate the properties that are appropriate for showing lower bounds for pairs of communicating branching programs, we first develop some facts about their operation, Fix any pair (U, w) of nodes in the pair of communicating branching programs, U in the X-program and w in the Y-program, and consider the action of the branching programs on input pairs (z,y) starting at (u,w). For each input pair (z,y) we can follow the paths that the computation would take starting at (U, w), and stop when either a total of c bits of communication have been sent in both directions or the programs halt. (It is possible that there is no consistent computation on input (z,y) starting at ( u , w ) , but any input (z,y) that reaches (U, w ) will have such a computation. We consider an input pair (z, y) for which there is a consistent computation.) This produces a string The fact that each RTU,+,, is a rectangle follows t y standard arguments in communication complexity (Yao [24] ). It is proved inductively on the prefixes of a.
We are now ready to state properties of a function that make it possible to prove communication- Note that although the hypothesis p > 2-S+1p-a refers to the space bound it is even weaker than p > 2/3-=/n, where n is the number of input bits, since reading this many bits requires S 2 log, n. Note 
Inequalities (1) and (2) will be combined in two different ways. For the first, it follows that C > min(K, Llog2(~/q) -2 s -2J ). 
Hash Functions
We now apply the lower bound technique of the previous section to universal families of hash functions (Carter and Wegman [9, 101). This will allow us to obtain lower bounds for a variety of interesting computational problems. We make use of a beautiful analog due to Mansour, Nisan, and Tiwari [17] of a lemma of Lindsey [4, ll] concerning Hadamard matrices. Note that our results (and those in [17] ) use the more restrictive definition of a universal family of hash functions given by Carter and Wegman in [lo] (which they called 'strongly universal' in [lo]) rather than the somewhat broader definition given in [9] . To emphasize the nature of this stronger requirement we will call such families pairwise universal.
A pairwise universal family H of hash functions from a set X to a set Z satisfies the following two properties for h chosen uniformly at random from H :
2. The events h ( z ) = J are pairwise independent for z E X and J E 2.
We say that a pair of communicating branching programs computes the universal family of hash functions H if and only if it computes the function
Of the two properties of a function required to apply our lower bound technique, Property B is the more difficult to prove. The following lemma on pairwise universal hash functions is critical in proving Property B for families of hash functions.
Lemma 4: [Mansour, Nisan, and Tiwari [17]]
Let H be a pairwise universal family of hash functions from X to 2. Let A C X, B c H , and
This lemma is used by Mansour, Nisan, and Tiwan [17] to prove time-space tradeoffs for computing hash functions. A somewhat weaker form of this lemma was proved independently by Yan [22] for the special case when the family of hash functions is given by matrix-vector product over GF(2). It will be shown that S = Q(logm), that is,
Since, by hypothesis, Smlogm = o(nm), the conclusion CS = Q(nm) will follow.
Since the outputs h(z) must be uniformly distributed in 2, the number of pairs of paths, one from the X-program and one from the II-program, must be at least 1 2 1 . The number of such pairs of paths is at most (2,'),, so that 2, "' 2 1 2 1 = 2m, that is, S + 1 2 log, m.
Similar statements to Corollary 6 can be made for each of the following corollaries. We simply state our results for open pairs of branching programs for convenience. Corollaries 8, 9, and 10 are interesting in their own right and because they demonstrate tradeoffs in cases where the lower bound is greater than the total number of inputs that the two programs receive.
Using the natural generalization of communicating branching programs to pairs of r-way branching programs that are allowed to send and receive values in G F ( r ) one can prove, either by direct simulation or an analog of Theorem 3, the following analog of Theorem 5 for hash functions whose domain and range are vectors over GF(r). 
Open Questions
It is an interesting question whether or not similar bounds hold for A-V matrix-vector product. The results of Lam, Tiwari, and Tompa [15] show that such results do hold in a more restricted model in which the programs are restricted to being oblivious, i.e. straight-line, and the communication is one-way.
A natural approach to proving such a bound would be to try to prove properties A and B for this problem using the distribution D employed by However, this approach cannot yield any interesting communication-space tradeoff since under this distribution, which chooses each input bit independently to be 1 with probability 1 / 6 and 0 with probability (1 -1/,/5), the program with the vector can simply communicate its value in expected O(,/Elogn) bits to the matrix program which can store this value and perform the rest of the computation on its own.
An alternative approach would be to try to generalize the distribution on inputs that Razborov [ZO] used to prove that the distributional communication complexity of the set disjointness problem is fl(n). Unfortunately, the fact that this distribution does not set the values of the inputs to the two players independently creates serious problems when trying to generalize from a problem whose input consists of two vectors to a problem with a matrix and a vector as input. It seems unlikely that one can maintain sufficient independence between the inputs to the two players while maintaining sufficient information content in the two inputs. It may be that the oblivious one-way result is leading us astray, but it seems more likely that we are unable to generalize it because our technique is fundamentally distributional in nature.
The question of the communication-space tradeoff for A-V matrix product and GF(2) matrixvector product raises another interesting question.
Suppose that function f on X XY has €-error distributional communication complexity (Yao [26] for an appropriate distribution on X x Y , any rectangle R , in which the probability of f(z, y ) taking on a particular value is less than c, must have total probability at most 1/2k. This condition is very similar to our Property B except that we require that this be true for E much smaller than a constant, that is, for E = pk for p < 1. If [22] implies that it is sufficient to have not only a small probability of a value in such a rectangle R but also a small variance in the probability of the value occurring in the rows (or columns) of R.
