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Abstract
In this article we investigate the percolative properties of Brownian interlacements, a
model introduced by Alain-Sol Sznitman in [28], and show that: the interlacement set is
“well-connected”, i.e., any two “sausages” in d-dimensional Brownian interlacements, d ≥ 3,
can be connected via no more than ⌈(d − 4)/2⌉ intermediate sausages almost surely; while
the vacant set undergoes a non-trivial percolation phase transition when the level parameter
varies.
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0 Introduction
In this article, we investigate various aspects of the percolative properties of Brownian interlace-
ments, and show that the interlacements are well-connected and that the vacant set undergoes
a non-trivial phase transition.
The model of Brownian interlacements, recently introduced by Sznitman in [28], is the contin-
uous counterpart of random interlacements, a model that has already attracted a lot of attention
and has been relatively thoroughly studied (see [26] for the seminal paper on this model and see
[6] and [3] for a comprehensive introduction). Roughly speaking, Brownian interlacements can
be described as a certain Poissonian cloud of doubly-infinite continuous Brownian trajectories in
the d-dimensional Euclidean space, d ≥ 3, with the intensity measure governed by a parameter
α > 0. We are interested in both the interlacement set, which is an r-enlargement (sometimes
colloquially referred to as “the sausages”) of the union of the trace in the aforementioned cloud (of
trajectories), for some r > 0, and the vacant set, which is the complement of the interlacement
set.
Brownian interlacements bear similar properties, for instance long-range dependence, to ran-
dom interlacements, due to similarities in the construction. Moreover, this model plays a crucial
role in both the study of the limiting behaviors of various aspects of random interlacements (see
for example [28] and [11]), and the interconnection of random interlacements, loop soups, and
Gaussian free fields. We hope that the study of this model will also be able to shed some light
on other models on continuous percolation.
We now describe the model and our results in a more precise fashion. Readers are referred to
Section 1 for notations and definitions. We consider Brownian interlacements on Rd, d ≥ 3. We
denote by P the canonical law of Brownian interlacements and by Iαr (resp. Vαr ) the corresponding
interlacement set (resp. vacant set) at level α ≥ 0 with radius r ≥ 0, which is P-a.s. closed (resp.
open).
Let us look at the interlacement set first.
As pointed out in (2.36) in [28], it is presently known that the Brownian fabric at level α
is connected when d = 3 and disconnected when d ≥ 4. However, despite its name “Brownian
interlacements”, not much is a priori known about how the trajectories are actually interlaced:
for example, we do not even know if Iαr is connected for α, r > 0 in dimension 4 and higher.
In this work, we show that, for d ≥ 3, and for all α, r > 0, Brownian interlacements are
well-connected in the following sense: two sausages in the interlacements can be connected via
no more than sd − 1 intermediate sausages, where
(0.1) sd
△
= ⌈d− 2
2
⌉
(⌈d−22 ⌉ stands for the smallest integer greater or equal to d−22 ).
We now phrase this result in a more precise fashion. Let ω stand for the interlacement
process (under the definition of (2.1)) at level α. The support of ω consists of a countable set
of doubly-infinite continuous trajectories modulo time shift. We associate ω and r > 0 with a
graph Gα,r = (V,E) where the set of vertices V is the set of trajectories that form the support
of ω, and the set of edges E consists of pairs of vertices whose corresponding sausages of radius
r intersect with each other. Let diam(Gα,r) stand for the diameter of Gα,r. The result regarding
the connectivity of the interlacement is summarized in the following theorem.
Theorem 0.1. Let Gα,r be the graph defined as above. For all α, r > 0,
(0.2) P[diam(Gα,r) = sd] = 1.
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As a corollary, we obtain the connectedness of Brownian interlacements.
Corollary 0.2. For all α, r > 0, the interlacement set Vαr is P-a.s. connected.
We now make a few comments on Theorem 0.1. The formulation of this problem and the
strategy of proof are inspired by [21], which treated graph distance problem on random inter-
lacements and obtained the same graph diameter as (0.1). It is worth mentioning that some of
the methods and techniques used in [21] can also be adapted to serve as the backbone in the
solution to other problems, such as [20], [22] and [2]. It is also worth mentioning that in the
case of random interlacements, the same result can be proved through an essentially different
approach, see [18], which involves the notion of “stochastic dimensions”. However this notion is
only defined on the discrete lattice and there is no adequate continuous equivalent.
We then turn to the vacant set. In this work, we show that for any r > 0, the vacant set
Vαr undergoes a non-trivial percolation phase transition. More precisely, we have the following
theorem (notice that the vacant set is “monotonously decreasing” with respect to α, i.e., it is
possible to construct Brownian interlacements simultaneously for levels α1 > α2 and r > 0 in
such a way that Vα1r ⊂ Vα2r , see (1.36)).
Theorem 0.3. There exists 0 < α∗1(d) <∞, such that
Vαr percolates P-a.s., when α < α∗r △= α∗1r2−d; and
Vαr does not percolate P-a.s., when α > α∗r .
(0.3)
We refer to the case 0 < α < α∗r the supercritical regime and the case α > α
∗
r the subcritical
regime, which is in line with random interlacements.
We now make a few comments about this theorem.
The precise relation between α∗r ’s for different values of r, given in (0.3), is due to the scaling
property of Brownian interlacements (see (1.43)), which also implies that it suffices to study the
phase transition with regard to one parameter only.
The critical percolation threshold α∗1 could be related to some of the questions concerning
the complement of the Wiener sausage wrapping on a unit d-dimensional torus discussed in [8],
relevant in the local scale t−1/(d−2) (i.e. the local scale φlocal(t) in the terminology of (1.5) in
[8], see also Section 1.6.3, ibid., especially (1.43)) when the Brownian motion on the unit torus
runs over time t. It is plausible, yet not known at the moment, that α∗1 enters into play in the
following way: when one runs Brownian motion on the unit d-dimensional torus for time αt, and
looks at the complement of the t−1/(d−2)-neighborhood of the trajectory, then
- when α > α∗1, for large t, there are only “small” components, but
- when α < α∗1, for large t, there is a “giant component”,
in analogy with what is believed to happen in the case of the discrete d-dimensional torus of
large side-length n, see [30]. Taking t/α to play the role of t, the same applies to the complement
of the sausage of radius (α/t)1/(d−2) of the Brownian motion in time t, on the unit torus, for
large t (depending on α > α∗1 or α < α
∗
1).
In the course of proving Theorem 0.3, we are also able to show that Vαr undergoes another
phase transition with respect to connectivity. More precisely, let
(0.4)
α∗∗r = inf{α ≥ 0 : lim inf
L→∞
P[∃ continuous path in Vαr connecting B∞(0, L) and ∂B∞(0, 2L)] = 0}
stand for the critical level of sharp connectivity decay for Vαr , where B∞(0, L) stands for a ball
centered at the origin of size L under l∞-norm, then
(0.5) α∗r ≤ α∗∗r <∞.
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It is hence a very natural question whether α∗r actually coincides with α
∗∗
r , which would imply
that the phase transition is sharp. Notice the similarity between α∗∗r and the critical parameter
u∗∗ for random interlacements, whose definition first appeared in [25] and was later improved
subsequently in [27] and [16]. As the corresponding conjecture for random interlacements has
been open for a long time, we do not expect a quick answer to this question here. See Remark
3.10 for more discussions.
We also refer to Remark 3.10 for discussions on some other open questions, namely the unique-
ness of percolation cluster in the supercritical regime and the existence of a critical threshold for
percolation on a slab.
We now give some comments on the proofs, starting with Theorem 0.1.
To show that almost surely diam(Gα,r) ≥ sd, we prove the statement by contradiction. In
fact, the assumption that there is a positive probability that diam(Gα,r) < sd, along with a
convolution estimate of the Green function of Brownian motion (see (2.12)), implies that with
positive probability the union of all sausages within distance sd − 1 from a specific sausage does
not have positive density in the whole Euclidean space, which contradicts some basic properties
of Iαr . Hence diam(Gα,r) ≥ sd almost surely.
Now we turn to the upper bound on the diameter. In dimensions 3 and 4, the claim is a
direct consequence of intersection properties of Brownian motion. For d ≥ 5, things are much
more complicated. Here we just explain at an intuitive level the main idea of the proof. We first
pick one trajectory from the the support of the interlacement process ω (the “soup”) and denote
the corresponding sausage by A(1). Then we denote by A(2) the union of sausages in the “soup”
that intersects with A(1), by A(3) the union of all sausages in the soup that intersect A(2), etc.,
forming a sequence of “cactus-shaped” random sets. We prove diam(Gα,r) ≤ sd by showing that
A(sd + 1) = Iαr . Intuitively, A(s) has a “dimension” of 2s as long as 2s ≤ d− 2 in the sense that
the capacity of A(s)∩B(R) (where B(R) stands for a ball of radius R centered at 0), for R > 0,
is comparable to R2s for all 2s ≤ d − 2. Hence by definition of sd, A(sd) ∩ B(R) “saturates”
the ball B(R) in terms of capacity. Thus, if we run another independent Brownian motion from
within B(R), it hits A(sd)∩B(R) with a positive probability which does not depend on R. This
implies that there is a positive chance the trajectories touching B(R) can be connected via no
more than sd “transfers” within B(R) already. We then carry out such analysis on an infinite
sequence of scales (this is, in spirit, a variant of Wiener’s test (see e.g. Proposition 2.4 in [10]))
and use a version of Borel-Cantelli lemma to infer almost sure well-connectedness.
The above lines are of course mainly heuristic. Clearly, a substantial part of this work is to
make sense of the above heuristics with rigorous arguments. For example, to create independence
between scales, which is necessary in order to apply Borel-Cantelli lemma, we actually set up a
sequence of scales r0 < R0 < r1 < R1 < · · · , with Rk ≫ rk for k ∈ N, and on each scale replace
ω by its restriction to an “annulus”, i.e., to the space of trajectories that touch B(Rk) but do not
touch B(rk) and show that the above heuristics still works. Also, to prove adequate bounds on
the capacity of A(s) we actually need to construct A(s) with an independent diluted “soup” for
each s.
Now we turn to Theorem 0.3. In this work we take the combinatorial approach of [19] instead
of the standard route map for proving non-trivial phase transitions for interlacements, namely
via the “sprinkling” technique and decoupling inequalities (see [27] or Chapter 8 of [6]), which is
lengthier and more involving (but yields more quantitative controls, for instance in the region
corresponding in our set-up to α > α∗∗r ). The central object in this approach is the dyadic
renormalization tree with a set of specific rules on how vertices of the tree should be embedded
in Zd so that the image of all leaves are in some sense “well-separated”.
The finiteness of α∗1 follows, intuitively, from an “energy-entropy competition”. To be more
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specific, if the vacant set crosses an annulus with the size of order 6n, then by a argument similar
to [19], there exists T , an embedding of the dyadic tree of depth n, such that the crossing passes
through the image of all 2n leaves of T , which are well-separated. On the one hand, we can
show that the probability cost of the interlacement set avoiding all leaves is of order exp(−cα2n),
thanks to a capacity lower bound relying on the well-separation of leaves in the embedding. On
the other hand, the number of possible embeddings is bounded by C2
n
according to the rules.
Hence, when α is sufficiently large, the crossing probability decays to 0 very quickly as n tends
to infinity, implying that there is no chance of percolation.
To show the positiveness of α∗1 we focus on a plane in the Euclidean space (a “slab”) and
prove that when α is sufficiently small, Vα1 percolates on this slab. Using planar duality, to this
end, we only need to show that for a given large L0, when α is small, the probability for the
interlacement set to cross a planar annulus at scale L0 · 6n decays rapidly as n tends to infinity.
We are able to show that if such crossing takes place, the interlacement set will touch 2n planar
“frames” of size L0, all of which are centered at the image of leaves of a planar embedding of
the dyadic tree of depth n. The calculation of the probability of such event can be reduced
to a large deviation estimate on the number of hitting of the frames by the trajectories in the
interlacements. Again, thanks to the well-separation of the leaves of dyadic renormalization tree,
if L0 is chosen sufficiently large, such probability can be arbitrarily small by letting α tend to
0, giving a bound strong enough to beat the combinatorial complexity. This shows that the
crossing of the interlacements is unlikely when α is small. Thus follows the positiveness of α∗1.
We will now explain how this article is organized. In Section 1 we introduce notation and
make a brief review of results concerning Brownian motion and its potential theory, the definition
and basic properties of Brownian interlacements, renewal theory as well as other useful facts and
tools. Section 2 is devoted to the proof of Theorem 0.1. The lower bound on the graph distance
is proved in Proposition 2.3 and the upper bound on graph distance is proved in Proposition
2.11. In Section 3 we prove Theorem 0.3. The dyadic trees are defined in Section 3.1, where
some preliminary results are also stated. In Sections 3.2 and 3.3 we prove some preparatory
results for the finiteness and positiveness of the percolation threshold respectively, and the proof
of Theorem 0.3 shall be completed in Section 3.4.
Finally, we explain the convention in this work. We denote by c, c′, c′′, c, . . . positive constants
with values changing from place to place. Throughout the article, the constants depend on the
dimension d. Unless otherwise stated, throughout the article we assume d ≥ 3.
Acknowledgements. The author wishes to express his gratitude to Alain-Sol Sznitman for
suggesting these problems and for numerous valuable discussions and thank Artëm Sapozhnikov
and Ron Rosenthal for various useful discussions.
1 Some useful facts
In this section we introduce various notation and recall useful facts concerning Brownian motion,
its potential theory, Brownian interlacements and renewal theory.
1.1 Basic notations
In this subsection we introduce some useful notation. We write N = {0, 1, 2, . . .} for the set of
natural numbers, write R+0 = [0,∞) for the set of non-negative real numbers and write B(Rd) for
the collection of Borel sets in Rd. We write | · | and | · |∞ for the Euclidean and l∞-norms on Rd.
We denote by B(x, r) = {y ∈ Rd; |x− y| ≤ r} (resp. B◦(x, r) = {y ∈ Rd; |x− y| < r}) the closed
4
(resp. open) Euclidean ball of center x and radius r ≥ 0, and when A is a subset of Rd, we write
B(A, r) = ∪x∈AB(x, r) for the union of all closed balls of radius r and with center in A and call
it the r-sausage of A. We also write B∞(x, r) = {y ∈ Rd, |x − y|∞ ≤ r} for the closed l∞-ball
of center x and radius r. In particular, for the sake of convenience we write B(R) = B(0, R)
for short. When U is a subset of Rd, we denote by ∂U the boundary of U and we denote by
Volume(U) the volume of U .
We will make repeated use of the following basic observation:
(1.1) for every a ∈ Rd, there exists a˜ ∈ Zd such that |a− a˜| ≤
√
d
2
.
We call γ : [0, 1] → Rd (resp. γ˜ : [0,∞) → Rd) a continuous path from A ⊂ Rd to B ⊂ Rd
(resp. infinity), if γ is continuous, γ(0) ∈ A and γ(1) ∈ B (resp. limt→∞ |γ˜(t)| = ∞), and also
say that γ connects A and B (resp. infinity). With slight abuse of preciseness, when we mention
a continuous path we sometimes actually mean its trace, i.e., γ([0, 1]) or γ([0,∞)) as a subset of
Rd. We say that A ⊂ Rd percolates, if A contains an unbounded connected subset. If in addition
A is open, then A percolates if and only if (see Proposition 12.25, p. 121 in [23]) A is connected
to infinity through a continuous path that lies entirely in A.
Now we turn to discrete paths. We call γ : {0, 1, . . . , n} → Zd a nearest neighbor path
(resp. ∗-path) for all k ∈ {0, 1, . . . n}, |γ(k + 1) − γ(k)| = 1 (resp. |γ(k + 1) − γ(k)|∞ = 1). By
definition a nearest neighbor path is also a ∗-path. Again, we do not distinguish a discrete path
from its trace as a subset of Zd.
1.2 Brownian motion and its potential theory
In this subsection we introduce our notation for Brownian motion and state some useful results
on the potential theory of Brownian motion.
We denote by W the subspace of C(R,Rd), which consists of continuous trajectories from
R into Rd tending to infinity at both plus and minus infinite times. Similarly, we denote by
W+ the subspace of C(R+,Rd) of continuous trajectories from R+ to Rd, tending to infinity at
infinite time. We write Xt, t ∈ R (resp. Xt, t ≥ 0) for the canonical process, and denote by θt,
t ∈ R (resp. θt, t ≥ 0) the canonical shifts. The spaces W and W+ are endowed with respective
σ-algebras W and W+ generated by the canonical processes. For the convenience of notation,
we sometimes write X(t) instead of Xt. For an index set I ⊂ R, we write
(1.2) XI =
⋃
i∈I
{Xi}
for the trace of Xt on I.
When F is a closed subset of Rd and w is in W+, we write HF (w) = inf{s ≥ 0, Xs(w) ∈ F}
and H˜F (w) = inf{s > 0, Xs(w) ∈ F} for the respective entrance time and hitting time of F .
When U is an open subset of Rd, we write TU (w) = inf{s ≥ 0, Xs(w) /∈ U} for the exit time of
U . When w ∈W , we define HF (w) and TU (w) similarly, replacing the condition s ≥ 0 by s ∈ R.
Now we turn to Brownian motion and its potential theory.
Since d ≥ 3, and in this case Brownian motion on Rd is transient, we view Py , the Wiener
measure starting from y ∈ Rd, as defined on (W+,W+), and denote by Ey for the corresponding
expectation. Moreover, if ρ is a finite measure (not necessarily a probability measure) on Rd, we
denote by Pρ and Eρ the measure
´
x∈Rd ρ(x)Px (not necessarily a probability measure) and its
corresponding “expectation” (i.e. the integral with respect to the measure Pρ).
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We write
(1.3) pt(x, x′) =
1
(
√
2πt)d
exp
(− |x− x′|2
2t
)
for t > 0, x, x′ ∈ Rd,
for the Brownian transition density. Accordingly we denote the Green function of Brownian
motion by
(1.4) g(y, y′) =
ˆ ∞
0
pt(y, y
′) dt, for y, y′ ∈ Rd.
It is a classical result that
(1.5) g(y, y′) = c|y − y′|2−d for y, y′ ∈ Rd.
For t ≥ 0, we write P t for the Brownian semi-group operator on L1(Rd). More precisely, for all
f ∈ L1(Rd), we define P tf : Rd → R in the following manner:
(1.6) P tf(x) =
ˆ
Rd
f(y)pt(y, x)dy.
We write G for the respective Green operator:
(1.7) Gf(x) =
ˆ ∞
0
P tf(x)dt.
We now derive in Lemma 1.1 an upper bound on the L∞-norm of P tf in terms of the L1
and L∞-norms of f , and in Lemma 1.2 a tailor-made estimate on Green function and Wiener
sausages for the proof of Proposition 2.7.
Lemma 1.1. For all f ∈ L∞(Rd) ∩ L1(Rd), one has
(1.8) ||P tf ||∞ ≤ Cmax(||f ||1, ||f ||∞)
(t ∨ 1)d/2 .
Proof. When t ≥ 1, one has
(1.9) |P tf(x)| (1.3)=
∣∣∣ˆ
Rd
1
(
√
2πt)d
e−
(x−y)2
2t f(y)dy
∣∣∣ ≤ 1
(
√
2πt)d
ˆ
Rd
|f(y)|dy = Ct−d/2||f ||1.
When t < 1, we have
(1.10) |P tf(x)| (1.3)=
∣∣∣ˆ
Rd
1
(
√
2πt)d
e−
(x−y)2
2t f(y)dy
∣∣∣ ≤ ||f ||∞ ˆ
Rd
1
(
√
2πt)d
e−
(x−y)2
2t dy = ||f ||∞.
The claim (1.8) then follows from combining (1.9) and (1.10).
Lemma 1.2. Let d ≥ 5 and (zi)i≥1 be a sequence of points in Rd. We consider (X it )t≥0,
i ≥ 1, a sequence of independent Brownian motions on Rd with X i(0) = zi, i ≥ 1, and write
E for the expectation with respect to their joint law. For all z ∈ Rd, let fz(·) = 1B(z,1)(·). For
i, j = 1, . . . ,M , we write
(1.11) FL(i, j) =
ˆ L
L/2
ˆ L
L/2
ˆ
Rd×Rd
g(x, y)fXis(x)fXjt
(y)dxdydsdt.
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Then for all positive integers M and for all L ≥ 2,
(1.12) E
[ M∑
i,j=1
FL(i, j)
] ≤ C(ML+M2L3−d/2).
Proof. We divide the summation into two cases, namely i = j and i 6= j. To prove (1.12), it
suffices to prove that for all i = 1, . . . ,M ,
(1.13) E[FL(i, i)] ≤ cL
and for all i, j = 1, . . . ,M , i 6= j,
(1.14) E[FL(i, j)] ≤ c′L3−d/2.
We first prove (1.13). For f, g : Rd → R, let 〈f, g〉 stand for the inner product of f and g. We
then rewrite E[FL(i, i)] in the form of semi-group operators:
E[FL(i, i)] = 2E[
ˆ L
L/2
ˆ L
s
ˆ
Rd×Rd
g(x, y)fXis(x)fXit (y)dxdydtds]
= 2E[
ˆ L
L/2
E∗Xis [
ˆ L−s
0
ˆ
Rd×Rd
g(x, y)fXis(x)fXis+X∗t′
(y)dydxdt′ds]](1.15)
= 2E[E∗Xis [
ˆ L
L/2
ˆ L−s
0
〈fXis , GfXis+X∗t′ 〉dt
′ds]],
where we denote by X∗t a Brownian motion started from x ∈ Rd which is independent from
(X it)t≥0, i ≥ 1, and write E∗x for its respective expectation. Then, we use Lemma 1.1 to obtain
(1.13). Notice that by the observation fa(b) = fa−b(0) it is straightforward that for t′ ≥ 0,
(1.16) E∗xfXis+X∗t′ (x) = E
∗
xfXis−x(X
∗
t′) = P
t′fXis(x),
hence we obtain that
E[FL(i, i)] = 2E[
ˆ L
L/2
ˆ L−s
0
〈fXis , GP t
′
fXis〉dt′ds
(1.4)
= 2E[
ˆ l
L/2
ˆ l−s
0
ˆ ∞
t′
〈fXis , PufXis〉dudt′ds]
(1.8)
≤
ˆ L
L/2
ˆ L−s
0
ˆ ∞
t′
c
(1 ∨ u)d/2dudt
′ds
≤
ˆ L
L/2
ˆ L−s
0
c′(1 ∨ t′)1−d/2dt′ds ≤ c′′L.
The claim (1.13) hence follows.
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Now we prove (1.14). Similarly, we know that for all i, j = 1, . . . ,M , i 6= j,
E[FL(i, j)] = E[
ˆ
[L/2,L]2
〈fXis , GfXjt 〉dtds]
= E[
ˆ
[L/2,L]2
〈fXis , GP tfzj〉dtds]
(1.4)
= E[
ˆ
[L/2,L]2
ˆ ∞
t
〈fXis , Pufzj〉dudtds]
(1.8)
≤
(L/2≥1)
ˆ
[L/2,L]2
ˆ ∞
t
C′
ud/2
dudtds ≤ CL3−d/2.
This confirms (1.14) as well as (1.12) and finishes the proof of Lemma 1.2.
We now give a very brief introduction to Brownian capacity. We refer readers to [17] or
Chapter 2 of [24] for more details.
Let K be a compact subset of Rd. We denote by eK the equilibrium measure of K (see
Theorem 1.10, p. 58 of [17]), which is supported by the boundary of K. There is a basic property
relating equilibrium measure and the hitting probabilities which we will make repeated use of
later in this work (see e.g. the proof of Theorem 1.10, p.58 in [17]):
(1.17) Pz(HK <∞) =
ˆ
Rd
g(z, y)eK(dy).
We denote by e˜K the normalized equilibrium measure.
We call the total mass of eK the (Brownian) capacity of K and denote it by cap(K). The
Brownian capacity satisfies sub-additivity and monotonicity. It is also invariant under transla-
tions and rotations. More precisely, for compact A,B ⊂ Rd, one has
(1.18) cap(A ∪B) ≤ cap(A) + cap(B).
And if A ⊂ B, then
(1.19) cap(A) ≤ cap(B).
For x ∈ Rd and ~ρ some rotation in Rd, if A′ = A+ x and A′′ = ~ρ(A) then
(1.20) cap(A′) = cap(A) = cap(A′′).
See (4.15) Chap. 2, p. 70 and (4.17), Chap. 2, p. 71, in [24] for more details.
It is a classical result (see e.g. (3.55), p. 63 in [24]) that for R ≥ 0
(1.21) cap(B(0, R)) = CRd−2.
Now we state a classical variational characterization of the Brownian capacity (see Theorem
4.9, Chap 2, p. 76 in [24]).
Theorem 1.3. Given K, a compact subset of Rd, we denote by M1(K) the space of probability
measures on K. Then
(1.22) cap(K) =
(
inf{
ˆ
K×K
g(x, y)µ(dx)µ(dy), µ ∈M1(K)}
)−1
where g(·, ·) is the Green function.
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The following lemma is a useful tool for estimating the Brownian capacity of a set.
Lemma 1.4. For a compact K ⊂ Rd with positive volume, one has
(1.23)
Volume(K)
supx∈K
´
K g(x, y)dy
≤ cap(K) ≤ Volume(K)
infx∈K
´
K g(x, y)dy
.
Proof. First, let us prove the first inequality in (1.23). By Theorem 1.3, writing νK for the
normalized Lebesgue measure on K, we obtain that
cap(K) ≥
(ˆ
K×K
g(x, y)νK(dx)νK(dy)
)−1
= Volume(K)
( ˆ
K×K
g(x, y)dyνK(dx)
)−1
(1.24)
≥ Volume(K)( ˆ sup
x∈K
ˆ
K
g(x, y)dyνK(dx)
)−1
≥ Volume(K)
supx∈K
´
K g(x, y)dy
.
Now we prove the second inequality in (1.23). Let Kǫ = B◦(K, ǫ) for ǫ > 0. By Theorem
2.1.5, p. 70 of [7], see also the paragraph below (2.1.4), p. 71, ibid., we know that
(1.25) cap(Kǫ) = inf{E(ψ, ψ), ψ ∈ D(E), ψ ≥ 1 on Kǫ},
and the respective minimizer is the equilibrium potential h(·) = P·[HKǫ <∞].
Hence, letting
(1.26) φ(y) ≡ ( inf
x∈Kǫ
ˆ
Kǫ
g(x, y)dy)−11K
and
(1.27) ψKǫ(x) = Gφ(x),
we know that
(1.28) ψKǫ(x) =
´
Kǫ
g(x, y)dy
infx∈Kǫ
´
Kǫ
g(x, y)dy
≥ 1, ∀x ∈ Kǫ.
for η ∈ (0, 1), one knows that
E(h, h) ≤ E((1− η)h+ ηψKǫ , (1− η)h+ ηψKǫ)
which, after rearrangement and letting η → 0, implies E(h, h) ≤ E(h, ψKǫ). This further implies
cap(K)
(1.19)
≤ cap(Kǫ) ≤ E(h, ψK)
=
ˆ
Kǫ×Kǫ
g(x, y)eKǫ(dx)φ(dy)(1.29)
≤ Volume(Kǫ)
infx∈Kǫ
´
Kǫ
g(x, y)dy
.
Letting ǫ tend to 0 in the right hand term above, we conclude (1.23).
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1.3 Brownian interlacements
We now turn to the definition and basic properties of Brownian interlacements. The readers are
referred to Section 2 of [28] for a complete description of the definition of this model.
We first remind readers the definition of the path space W at the beginning of Section 1.2.
We consider W ∗ the set of equivalence classes of trajectories in W modulo time-shift, i.e.,
(1.30) W ∗ =W/ ∼,
where w ∼ w′, if w(·) = w′(· + t) for some t ∈ R. Without loss of preciseness we still refer to
elements of W ∗ as “trajectories”. We denote by π∗ the canonical projection onW ∗ and introduce
the σ-algebra
(1.31) W∗ = {A ⊂W ∗; (π∗)−1(A) ∈ W},
which is the largest σ-algebra on W ∗ such that (W,W) π∗−→ (W ∗,W∗) is measurable.
Given a compact subset K of Rd, we write WK for the subset of trajectories of W that enter
K, and W ∗K for its image under π
∗. We can now introduce the measurable map πK from W ∗K
into W+ defined by
(1.32) πK : w∗ ∈ W ∗K 7→ w∗,K,+ =
(
w(HK + t)
)
t≥0
,
for any w ∈WK such that π∗(w) = w∗.
We now introduce the canonical space for the Brownian interlacement point process, namely
the space of point measures on W ∗ × R+,
Ω =
{
ω˜ =
∑
i≥0
δ(w∗
i
,αi), with (w
∗
i , αi) ∈ W ∗ × [0,∞) and ω˜(W ∗K × [0, α]) <∞,(1.33)
for any compact subset K of Rd and α ≥ 0}.
By Theorem 2.2 and (2.22) in [28], there exists a unique σ-finite measure ν on (W ∗,W∗) such
that for each compact subset K of Rd,
(1.34) the image of 1W∗
K
ν under w∗ → w∗,K,+ equals PeK .
We endow Ω with the σ-algebra A generated by the evaluation maps w → ω(B), for B ∈
W∗ ⊗ B(R+), and denote by P the law on (Ω,A) of the Poisson point measure with intensity
measure ν ⊗ dα on W ∗ × R+.
When ω˜ ∈ Ω, α ≥ 0, r ≥ 0, we define the Brownian interlacement at level α with radius r
through the following formula
(1.35)
Iαr (ω) =
⋃
i≥0:αi≤α
⋃
s∈R
B(wi(s), r), where ω˜ =
∑
i≥0 δ(w∗i ,αi)
and π∗(wi) = w∗i for i ≥ 0.
By definition, Iαr is a closed subset of Rd.
We easily see that for α ≥ α′ ≥ 0 and r ≥ r′ ≥ 0, under the measure P, Iαr is monotonously
increasing with respect to both α and r, i.e.,
(1.36) Iαr ⊇ Iα
′
r and Iαr ⊇ Iαr′ .
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We also immediately see that for all α1, . . . , αn ≥ 0, r ≥ 0 and independent Brownian interlace-
ments Ii law= Iαir ,
(1.37)
n⋃
i=1
Ii law= Iαr where α = α1 + · · ·+ αn.
We now give a local picture of Brownian interlacements. In fact, given K, a compact subset
of Rd and α ≥ 0, the function from Ω to the set of finite point measures on W+
(1.38) µK,α(ω˜) =
∑
i≥0
1{αi≤α,w∗i ∈W∗K} δw∗,K,+i
, when ω˜ =
∑
i≥0
δ(w∗
i
,αi) ∈ Ω,
satisfies, by (1.34), that
(1.39) µK,α is a Poisson point process on W+ with intensity measure αPeK .
It follows from (1.39) a simple characterisation of the law of Iαr (see (2.32) in [28]): for all
compact K ⊂ Rd,
(1.40) P[Iαr ∩K = ∅] = e−α·cap(B(K,r)).
We call the complement of Iαr , the vacant set of Brownian interlacements:
(1.41) Vαr (ω˜) = Rd\Iαr (ω˜), for ω˜ ∈ Ω, α > 0, r ≥ 0.
Note that Vαr is an open subset of Rd. Thanks to this we do not need to distinguish path-
connectedness and connectedness in the discussion of its percolative properties. See also the
second-to-last paragraph of Section 1.1.
Now we recall some useful properties of Brownian interlacements. For all α > 0, r > 0,
y ∈ Rd, λ > 0, under P, we know that (see (2.33), (2.35) and (2.36) in [28])
Iαr + y has the same law as Iαr (translation invariance);(1.42)
λIαr has the same law as Iλ
2−dα
λr (scaling);(1.43)
Iα0 is a.s. connected, when d = 3 (connectedness),
and a.s. disconnected, when d ≥ 4 (disconnectedness);(1.44)
Iαr is rotational invariant (rotational invariance).(1.45)
We also regard Iαr itself as a random closed set in the space (Σ, σf , Qαr ) where Σ stands for
the set of of closed (and possibly empty) subsets of Rd, endowed with σ-algebra σf , which is
generated by the sets {F ∩ Σ;F ∩K = ∅}, where K varies over the compact subsets of Rd (see
Section 2.1, p.27 in [12]) and Qαr stands for its law. See below (2.31), [28] for more details.
We end this subsection by the ergodicity of Brownian interlacements.
Proposition 1.5. Let (tx)x∈Rd stand for the translations in R
d. For all α, r ≥ 0,
(1.46) (tx)x∈Rd is a measure preserving flow on (Σ, σF , Qαr ) which is ergodic,
moreover,
(1.47) P[Vαr percolates] ∈ {0, 1}.
11
Proof. We start with (1.46). It follows from (1.42) that (tx)x∈Rd is a measure preserving flow
on (Σ, σf , Qαr ). Ergodicity immediately follows if we prove that Brownian interlacements are
(strongly) mixing, or more precisely, for any compact K ∈ Rd, and any [0, 1]-valued σf,K -
measurable function on Σ, where σf,K
△
= σf ∩ B(K) and B(K) stands for the Borel subsets of
K,
(1.48) lim
x→∞
EQ
α
r [f · f ◦ tx] = EQαr [f ]2.
The indicator function of any A ∈ σf,K invariant under (tx)x∈Rd can be approximated in L1(Qαr )
by functions f as above. Hence (1.48) implies that Qαr [A] = Q
α
r [A]
2. Therefore Qαr [A] ∈ {0, 1},
which shows that (tx)x∈Rd is ergodic, confirming (1.46).
Now we prove (1.48). The claim will follow once we show that for any K a compact subset
of Rd,:
(1.49) lim
|x|→∞
E[F (µK,u) F (µK,u) ◦ τx] = E[F (µK,u)]2
where (τx)x∈Rd stands for the translation on ω˜ ∈ Ω by −x, i.e., if ω˜ =
∑
i≥0 δ(w∗i ,αi) ∈ Ω,
(1.50) τxω˜ =
∑
i≥0
δ(w∗
i
−x,αi), for x ∈ Rd,
for any [0, 1]-valued measurable function F on the set of finite point-measures on W+, endowed
with its canonical σ-algebra. By the translation invariance of Brownian interlacements, we can
find G (depending on x), with similar properties as F , such that the expectation in the left-hand
side of (1.49) equals E[F (µK,u)G(µK+x,u)], while
(1.51) E[G(µK+x,u)] = E[F (µK,u)].
By an argument similar to that between (2.11) and (2.15) in the proof of Theorem 2.1 in [26] we
see that for α ≥ 0, K compact, and x ∈ Rd, F,G-measurable functions on the set of finite point
measures onW+ with values in [0, 1], when |x| is sufficiently large (we assume dist(K,K+x) > 0),
(1.52)
∣∣covP(F (µK,α), G(µK+x,α))∣∣ ≤ c α cap(K)2
dist(K,K + x)
.
This implies (1.49) and thus concludes the proof of (1.46).
Since the event {Vαr percolates} is translation invariant, (1.47) readily follows.
1.4 Miscellaneous
We start with some basic but useful facts on the renewal theory of Brownian motion. Let (Xt)t≥0
be a d-dimensional Brownian motion. We define a sequence of stopping times τN inductively in
the following way:
(1.53) τ1 = inf{s > 0, |Xs −X0| ≥ 1}
and when N ≥ 1
(1.54) τN+1 = θτN ◦ τ1 + τN .
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In other words, τN is the exit time after τN−1 from a ball of radius 1 centered at WτN−1. For
t > 0, we write N t for the smallest integer n such that τn is no less than t, i.e.,
(1.55) N t = min{n ∈ N; τn ≥ t}.
From standard renewal theory, see for example (3) in Section 4.1, p. 47 and (17) in Section 4.5,
p. 58 of [4], it is known that
(1.56) E[N t] ≤ C′t and Var(N t) ≤ C′′t.
We end this section by stating a generalized version of Borel-Cantelli lemma (see [14] for
more details).
Lemma 1.6. Consider a probability space (Ω,F ,P) and a sequence of events ∆n ∈ F . Let
δn = 1∆n be the indicator function of the event ∆n. If there exists a sequence bn such that∑
n bn =∞ and for any di ∈ {0, 1}, i = 1, . . . , n− 1,
(1.57) P[∆n
∣∣δ1 = d1, . . . , δn−1 = dn−1] ≥ bn > 0,
then
(1.58) P[lim sup
k
∆k] = 1.
2 Graph distance between trajectories of Brownian inter-
lacements
This section is entirely dedicated to the proof of Theorem 0.1 on the graph distance of trajectories
of Brownian interlacements. The lower and upper bounds are proved separately in Proposition
2.3 of Section 2.1, and Proposition 2.11 of Section 2.3.
In this section (and in this section only), we use the following equivalent definition of Brownian
interlacements as it makes the notation lighter. Consider the space
Ω =
{
ω =
∑
i≥0
δw∗
i
, with w∗i ∈ W ∗ and ω(W ∗K) <∞,(2.1)
for any compact subset K of Rd
}
and for all α > 0 a mapping Πα : Ω→ Ω such that
(2.2) Πα(ω˜) =
∑
i≥0
δw∗
i
1αi≤α,
if
(2.3) ω˜ =
∑
i≥0
δ(w∗i ,αi).
Let ω˜ be an interlacement process (see (1.33)∼(1.35)). Then, for α > 0, ω = Πα(ω˜) is a Poisson
point process on Ω with intensity measure αν. We also use P and E for the law of ω and
its respective expectation. Then the Brownian interlacements at level α with radius r can be
equivalently defined through
(2.4)
Iαr (ω) =
⋃
i≥0
⋃
s∈R
B(wi(s), r), where ω =
∑
i≥0 δw∗i
and π∗(wi) = w∗i for i ≥ 0.
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Throughout this section, we set
(2.5) ρ =
√
d/2 + 1,
and pick a fixed
(2.6) α > 0
except for the proof of Theorem 0.1. From now on in this section we omit the dependence of
constants on α in notation.
2.1 The lower bound
In this subsection we prove in Proposition 2.3 that for all r > 0, almost surely diam(Gα,r) ≥ sd,
which constitutes the lower bound in Theorem 0.1.
We start with notations. For l > 0, we write Sl(x, y) ⊂W ∗ for the collection of all trajectories
that intersects both B(x, l) and B(y, l). Let µ = αν (see above (1.34) and (2.1) for definition)
be the intensity measure of Brownian interlacements at level α under the definition of (2.1) and
(2.4). In the next lemma we show that µ(S2r(x, y)) decays (as |x − y| → ∞) at least as fast as
c|x− y|2−d.
Lemma 2.1. Let x, y ∈ Rd. One has
(2.7) µ(S2ρ(x, y)) ≤ Cmin(|x− y|2−d, 1).
Proof. Notice that, if w ∈ S2ρ(x, y), then it must either first pass through B1 = B(x, 2ρ) and
then pass through B2 = B(y, 2ρ), or vice versa. By (1.34), we obtain that
µ(S2ρ(x, y)) = PαeB1 [HB2 <∞] + PαeB2 [HB1 <∞]
Symmetry
= 2αPeB1 [HB2 <∞]
(1.17)
≤
{
C if |x− y| < 8ρ
2α
´
x∈∂B1
´
y∈∂B2
g(x, y)eB1(dx)eB2 (dy) otherwise.
(1.21)
≤
{
C |x− y| < 8ρ
C′g(|x− y| − 4ρ) |x− y| ≥ 8ρ
(1.5)
≤ C′′min(|x − y|2−d, 1).
This finishes the proof of (2.7).
Let ω be an interlacement process (under the definition of (2.1) and (2.4)) at level α (see
(2.1)). For r > 0, we write
(2.8) Dr(x, y) = {ω(Sr(x, y)) 6= 0}
for the event that there exists a trajectory in the support of the interlacement process at level α
and Sr(x, y). We then write
(2.9) Er = {diam(Gα,r) ≤ sd − 1}
for the event that the diameter of Gα,r is no more than sd − 1.
In the next proposition we prove that, the probability that x, y ∈ Iαρ when Eρ takes place,
decays as |x− y| tends to infinity. For convenience of argument we require that x, y ∈ Zd, which
is sufficient for the proof by contradiction we will conduct later.
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Proposition 2.2. For all x 6= y ∈ Zd, one has
(2.10) P[{x, y ∈ Iαρ } ∩ Eρ] ≤ C|x− y|−1.
Proof. On {x, y ∈ Iαρ } ∩ Eρ, there exists n ∈ {0, . . . , sd − 1} with ζ0 = x, ζn = y and ζi ∈ Rd
such that Dρ(ζi, ζi+1) happens for all i = 0, . . . sd − 2 on different trajectories in Supp(ω), the
support of ω. By (1.1), in this case there also exist z0 = x, zn = y, zi ∈ Zd, i = 0, . . . , n − 1
and such that D2ρ(zi, zi+1), i = 0, . . . , n − 1 happens on different trajectories in Supp(ω). We
denote this event by Fz0,··· ,zn and by
∗∑
n the sum over all (n + 1)-tuples of pairwise different
trajectories w0, . . . , wn ∈ Supp(ω). Hence, we have
P[{x, y} ∈ Iαρ } ∩ Eρ] ≤
sd−1∑
n=0
∑
z1,...zn∈Zd
P[Fz1,··· ,zn+1]
≤
sd−1∑
n=0
∑
z1,...zn∈Zd,zi 6=zi+1
E
[ ∗∑
n
n∏
i=0
1wi∈S2ρ(zi,zi+1)
]
(2.11)
(∗)
=
sd−1∑
n=0
∑
z1,...zn∈Zd,zi 6=zi+1
n∏
i=0
E[ω(S2ρ(zi, zi+1)]
△
= I,
where we obtain (∗) from Slivnyak-Mecke theorem, see Chapter 13.1, especially Proposition
13.1.VII, in [5], see also the last paragraph of the proof of Lemma 3.1 in [21]. Moreover, by
(1.38) of Proposition 1.7 in [9],
(2.12)
∑
x1,...,xn∈Zd
n∏
i=0
min(1, |xi − xi+1|2−d)
{ ≤ C(n)|x0 − xn+1|2n+2−d if n < sd,
=∞ otherwise.
We hence obtain that
I
(2.7)
≤
sd−1∑
n=0
∑
x1,...,xn∈Zd
n∏
i=0
cmin(1, |xi − xi+1|2−d
(2.12)
≤
sd−1∑
n=0
C(n)|x− y|2n+2−d ≤ C|x− y|2sd−d
(0.1)
≤ C|x − y|−1.
(2.13)
This ends the proof of (2.10).
Now we rephrase and prove the main claim of this subsection.
Proposition 2.3. For d ≥ 3, α > 0 and r > 0 one has
(2.14) P[diam(Gα,r) ≥ sd] = 1.
Proof. It is a simple fact that diam(Gα,r) ≥ 1 because Gα,1 has more than one vertex. When
d = 3, 4, sd = 1, hence the claim (2.14) follows directly. Therefore it suffices to prove (2.14) for
d ≥ 5.
Thanks to the scaling property of Brownian interlacements (see (1.43)), we can assume with-
out loss of generality that r = 1.
We assume by contradiction that for some δ > 0 (recall the definition of E1 in (2.9)),
(2.15) P[E1] ≥ δ.
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On the one hand, by (1.40), we can take large R such that
(2.16) P[Iα1 ∩B(0, R) 6= ∅] ≥ 1− δ/3.
By the translation invariance of Brownian interlacements, (2.16) also holds if one replaces 0 by
any x ∈ R, hence with the assumption (2.15), we obtain that uniformly for any x ∈ Rd,
(2.17) P[{Iα1 ∩B({0, x}, R) 6= ∅} ∩ E1] ≥ δ/3.
On the other hand, we now show that
(2.18) lim
|x|→∞
P[{Iα1 ∩B({0, x}, R) 6= ∅} ∩ E1] = 0.
By (1.1), we know that with our choice of ρ (see (2.5)),
(2.19) {Iα1 ∩B({0, x}, R) 6= ∅} ⊂
⋃
y∈B(0,R)∩Zd
⋃
z∈B(x,R)∩Zd
{Iαρ ∩ {y, z} 6= ∅}.
Hence, by (2.10) and the fact that E1 ⊆ Eρ, we obtain that
P[{Iα1 ∩B({0, x}, R) 6= ∅} ∩ E1]
≤
∑
y∈B(0,R)∩Zd
∑
z∈B(x,R)∩Zd
P[{Iαρ ∩ {y, z} 6= ∅} ∩Eρ]
(2.10)
≤ CR2d|x|−1.(2.20)
The right-most term in (2.20) converges to 0 as x→∞. This implies (2.18), which creates a
contradiction with (2.17), concluding the proof of (2.14).
2.2 Some preparatory capacity estimates for the upper bound
This subsection is dedicated to some preliminary results for the proof of the upper bound in
Theorem 0.1. The central result in this subsection is Proposition 2.9. As noted in Proposition
2.12, the cases d = 3 and d = 4 are classical results, hence throughout this subsection we will
always assume d ≥ 5.
We start with the following basic property of Brownian motion which follows form Donsker
invariance.
Lemma 2.4. There exists c0 ∈ R+, such that for all R > 0
(2.21) P0[TB(0,R/2) > c0R2] ≥ 0.99.
Now we define the central object of this subsection.
Definition 2.5. Let R > 1 be a positive real number. Let w1, . . . , wN be a series of N trajectories
in W+, with wi(0) = xi ∈ Rd. We denote by WN = (w1, . . . , wN ) the collection of these
trajectories. We denote by
(2.22) Φ(WN , R) = ∪Ni=1B(wi([0, TB(xi,R/2) ∧ c0R2], 1)
the union of the sausages of these trajectories stopped at the smaller of c0R
2 and the exiting time
of the ball of radius R/2 centered at the respective starting point.
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Let X(1), . . . , X(N) be N independent Brownian motions, with X(i)0 = xi. Let XN =
(X(1), . . . , X(N)). In the rest of this section we are going to study the capacity of Φ(XN , R).
We start with the upper bounds on its first and second moments.
Lemma 2.6. Let XN be defined as above. We denote its joint law by E. One has
(2.23) E[cap(Φ(XN , R))] ≤ CNR2,
and
(2.24) E[cap(Φ(XN , R))2] ≤ CN2R4.
Proof. By the definition of N t (See (1.55)), we know that for each i = 1, . . . , N ,
(2.25) Φ((X(i)), R) is covered by no more than N c0R
2
balls of radius 2, Pxi -almost surely.
Thanks to the independence of X(i), i = 1, . . . , N , the sub-additivity of Brownian capacity, see
(1.18)), and in the case of (2.24) also by discrete Hölder inequality, to prove (2.23) and (2.24) it
suffices to verify that
(2.26) Exi [N
c0R
2
] ≤ cR2 and Exi [(N c0R
2
)2] ≤ c′R4.
In fact, one can easily check (2.26) by (1.56). This finishes the proof of (2.23) and (2.24).
In the next Proposition we derive a lower bound on the first moment of cap(Φ(XN , R)).
Proposition 2.7. With the same setup as in Lemma 2.6, one has
(2.27) E[cap(Φ(XN , R)] ≥ Cmin(NR2, Rd−2).
The key method used in the proof of this proposition is Theorem 1.3.
Proof. In this proof, we use superscripts to distinguish stopping times with respect to different
Brownian motions, i.e., T (i)· stands for the stopping times with respect to X(i). Write
(2.28) J =
{
i ∈ {1, . . . , N}, T (i)B(xi,R/2) ≥ c0R2/2
}
.
See (2.21) for the definition of c0 in Lemma 2.4.
We then define a probability measure m on Φ(XN , R) through the density function hm
(remind the definition of fz(·) in the statement of Lemma 1.2)
(2.29) hm(x) =
{
c
(|J |R2)−1∑i∈J ´ c0R2/2c0R2/4 fX(i)t (x)dt if J 6= ∅;(
Volume(Φ(XN , R))
)−1
if J = ∅,
where c is a constant that makes m a probability measure. Let A = {|J | ≥ 12N}. By (2.21), we
know that
(2.30) P [A] ≥ c1
for some c1 > 0.
Since m ∈M1(Φ(XN , R)), by Theorem 1.3, we see that
(2.31) E[cap(Φ(XN , R)] ≥ E[E(m)−1] ≥ E[E(m)−1;A].
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And on A (note that in this case J 6= ∅) we obtain that (remind the definition of FL(i, j) in
(1.11))
(2.32) E(m) = C|J |2R4
∑
i,j∈J
F c0
2 R
2(i, j).
Therefore by Cauchy-Schwarz inequality, it follows that
E[E(m)−1;A] ≥ E
[ C
|J |2R4
∑
i,j∈J
F c0
2 R
2(i, j);A
]−1
· P [A]2
(2.30)
≥ C′N2R4E[
∑
i,j∈J
F c0
2 R
2(i, j); A]−1
≥ C′N2R4E[
∑
i,j=1,...,N
F c0
2 R
2(i, j)]−1(2.33)
(1.12)
≥ C′′N2R4
/(
c′′(NR2 +N2R6−d)
)
≥ C′′′min(NR2, Rd−2).
The claim (2.27) hence follows by putting (2.31) and (2.33) together.
Now we turn to the construction of the central object of this and the next subsection. Let A
be a compact set and let ω be a point measure on W ∗ such that
(2.34) ω =
∑
i≥0
δwi ,
Let N = ω(W ∗A), we denote by
(2.35) W (ω,A) = (πA(wi1 ), . . . πA(wiN )), where {i1, . . . , iN} = {i ≥ 0 : ωi ∈W ∗A}
the collections of trajectories in ω that touch A. We then write
(2.36) Ψ(ω,A,R) = Φ(W (ω,A), R).
Now we introduce some notation on the restriction of point measures on W ∗.
Definition 2.8. Let r, R be real numbers such that 1 < r < R, and let ω be a point measure on
W ∗ such that ω =
∑
i≥0 δwi with wi ∈ W ∗. We write
(2.37) ωr =
∑
i≥0, wi∈W∗B(r)
δwi
for a new point measure which is the restriction of ω to the set of trajectories that intersect B(r),
write
(2.38) ωr,∞ = ω − ωr
for the restriction of ω to the set of trajectories that do not intersect B(r), and write
(2.39) ωr,R = ωR − ωr
for the restriction of ω to the set of trajectories that intersect B(R) but do not intersect B(r).
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If ω is an interlacement process (see 2.1 below for definition), which is Poissonian, then point
processes ωr and ωr,∞ are independent from each other.
From now on let ω is the interlacement process (under the definition in the beginning of this
section) at level α. We now give an estimate on the lower bound on the capacity of a random
cactus constructed from ωr,∞ and a compact subset of Rd.
Proposition 2.9. Let A be a compact subset of Rd, and let r, R be real numbers such that
1 < r < R, one has
(2.40) E[cap(Ψ(ωr,∞, A,R))] ≥ cmin(cap(A)R2, Rd−2)− Crd−2R2.
To prove Proposition 2.9 we need the following lemma. We omit its proof because it is
identical to that of Lemma 4.3 in [21], with (2.27) playing the role of (4.5) in Lemma 4.2 in [21].
Lemma 2.10. For all A compact subset of Rd, one has
(2.41) E[cap(Ψ(ω,A,R)] ≥ Cmin(αcap(A)R2, Rd−2).
Proof of Proposition 2.9. We start with decomposing ω:
(2.42) ω = ωr + ωr,∞.
By the definition of Ψ,
(2.43) Ψ(ω,A,R) = Ψ(ωr,∞, A,R) ∪Ψ(ωr, A,R).
By the sub-additivity of capacities, we obtain that
(2.44) E[cap(Ψ(ωr,∞, A,R))] ≥ E[cap(Ψ(ω,A,R))]− E[cap(Ψ(ωr, A,R))].
Thanks to (2.41), to prove (2.40), it suffices to show that
(2.45) E[cap(Ψ(ωr, A,R)] ≤ CR2rd−2.
To this end, suppose that
(2.46) ωr =
N∑
i=1
δwi
where N = ω(W ∗B(r)) = ωr(W
∗
B(r)), w1, . . . , wN ∈ W ∗ and X = (πB(r)(w1), . . . , πB(r)(wN )) =
(X(1), . . . , X(N)), it is straight-forward to see that
(2.47) Ψ(ωr, A,R) ⊆ Φ(X,R)
By (1.39) we know that N ∼ Pois(αcap(B(r))) and conditioned on N and the starting points
X
(i)
0 , X
(i)’s are independent Brownian motions. Hence from (2.23) we obtain that
E
[
cap(Ψ(ωr, A,R)
] ≤ E[ ∞∑
n=0
E
[
Φ(w,R)|NA = n, σ
(
w1(0), . . . , wn(0)
)]]
≤ Eα[NA]cR2 ≤ CR2rd−2.
(2.48)
This confirms (2.45) as well as (2.40).
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2.3 The upper bound
In this subsection, we prove the more difficult part of Theorem 0.1, namely the upper bound on
the diameter of Gα,1.
We start by rephrasing our main goal in this subsection.
Proposition 2.11. For all d ≥ 3, α, r > 0
(2.49) P[diam(Gα,r) ≤ sd] = 1.
First we show that we only need to prove (2.49) for d ≥ 5.
Proposition 2.12. The claim (2.49) is true for d = 3 and d = 4.
Proof. When d = 3 or d = 4, sd = 1, hence it suffices to show that two Wiener sausages,
regardless of their starting points, will hit each other almost surely. The case d = 3 is classical.
The case d = 4 follows by Theorem 6.2 of [1].
From now on in this subsection we only consider d ≥ 5. let (Xt)t≥0 be a Brownian motion
in Rd with X0 = x. We denote its law and the respective expectation by PXx and E
X
x . Let
ω(2), ω(3), . . . ∈ Ω be i.i.d. interlacement processes at level α, which are also independent from
(Xt)t≥0. We denote by P(2),P(3), . . . their laws and by E(2),E(3), . . . the respective expectations.
For s ≥ 1, we write P(s)x for the joint law PXx ⊗P(2)⊗P(3)⊗· · ·⊗P(s), and E(s)x for the respective
expectation.
Now let r and R be positive reals such that 1 < r < R and |x| < R. We define a sequence of
random subsets of Rd associated to X and ω(i) in the following inductive manner. We write
(2.50) A1(r, R) = Φ(X(·+ TB◦(r)), R),
and for s ≥ 2, we build As(r, R) upon the measure ω(s)r,∞ (remind the notation in Definition 2.8)
and As−1(r, R) in the following manner:
(2.51) As(r, R) = Φ(ω(s)r,∞, A
s−1(r, R), R).
It is worth noting that
(2.52) As−1(r, R) is independent from ω(s).
Remark 2.13. One can inductively prove that
(2.53) As−1(r, R) ⊂ B(sR)
and this implies that the definition of As(r, R) is not changed if we replace ω
(s)
r,∞ by ω
(s)
r,sR, i.e.,
(2.54) As(r, R) = Φ(ω(s)r,sR, A
s−1(r, R), R).
Now we derive an upper bound on the second moment of cap(As(r, R)).
Proposition 2.14. For all s ≤ sd, one has
(2.55) E(s)x [cap(A
s(r, R))2] ≤ CR2min(d−2,2s).
Notice that the constants in the statement above and the proof below do depend on s.
However, since we only look at s ≤ sd, we can safely drop this dependence in the notation.
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Proof. In this proof we write As as a shorthand for As(r, R). By the monotonicity of the capacity
and (2.53), we know that
(2.56) cap(As) ≤ cap(B((s+ 1)R)) ≤ cRd−2.
Hence it suffices to show that for all 1 ≤ s ≤ sd, one has
(2.57) E(s)x [cap(A
s)]
(2.53)
≤ c′R2s and E(s)x [cap(As)2] ≤ c′′R4s.
Now we prove (2.57) by induction. When s = 1, Lemma 2.6 implies that
(2.58) E(s)x [cap(A
1)] ≤ c′R2 and E(s)x [(cap(A1))2] ≤ c′′R4.
Suppose now that (2.57) is true for some s − 1 ≥ 1. By the definition of Ψ, As consisits of
ω
(s)
r,∞(W ∗As−1) Wiener sausages. Moreover, we know that conditioned on A
s−1
(2.59) ω(s)r,∞(W
∗
As−1) ≤ ω(s)(W ∗As−1) ∼ Pois(αcap(As−1)),
hence
(2.60) E(s)x [cap(A
s)]
(2.23)
≤ CR2E(s)x [NAs−1(ωsr,∞)]
(2.59)
≤ CR2E(s−1)x [αcap(As−1)] ≤ cR2s.
Similarly, the upper bound on the second moment follows with the help from the second
moment formula for Poisson random variables:
E(s)x [(cap(A
s))2]
(2.24)
≤ cR4E(s)x [ω(s)r,∞(W ∗As−1)2]
(2.59)
≤ cR4E(s)x [ω(s)(W ∗As−1)2]
(2.59)
≤ E(s−1)x [(αcap(As−1))2] + E(s−1)x [αcap(As−1)]
(2.57)
≤ c′R4(R4s−4 +R2s−2) ≤ c′′R4s.
(2.61)
This proves (2.57) for s. Hence (2.57) is true for all s = 1, . . . , sd. Thus we finish the proof
of (2.55).
We now inductively derive a lower bound on the expectation of the capacity of As(r, R).
Proposition 2.15. There exists an ǫ ∈ (0, 1), such that for all 1 ≤ s ≤ sd, and for all positive
reals r and R that satisfy
(2.62) 1 < rd−2 ≤ ǫR,
one has
(2.63) E(s)x [cap(A
s(r, R))] ≥ c(s)Rmin(d−2,2s).
for a sequence of positive constants c(1), . . . , c(s). In particular,
(2.64) E(sd)x [cap(A
sd(r, R))] ≥ cRd−2.
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Proof. As in the proof of Proposition 2.14, we still write As for As(r, R). We postpone our choice
of ǫ until the end of this proof. We prove (2.63) by induction on s. By (2.27) we know that
(2.65) E(s)x [cap(A
1)] ≥ c(1)R2.
Set ǫ(1) = 1/2. Let 2 ≤ s ≤ sd, and assume the induction hypothesis holds for s− 1:
(2.66) E(s−1)x [cap(A
s−1)] ≥ c(s− 1)Rmin(d−2,2s−2)
for some c(s− 1) > 0, for all r, R such that 1 < rd−2 ≤ ǫ(s− 1)R. By (2.66) above and the upper
bound on its second moment (see (2.55)), the Paley-Zygmund inequality (see e.g. [15]) implies
that there exists a positive constant c1(s− 1) and c2(s− 1) such that
(2.67) P(s−1)x [cap(A
s−1) ≥ c1(s− 1)Rmin(d−2,2s−2)] ≥ c2(s− 1).
Then it follows from Proposition 2.9 and the definition of Ψ that
E(s)x [cap(A
s)]
(2.40)
≥ E(s−1)x [cmin(αcap(As−1)R2, Rd−2)− Cαrd−2R2]
≥ E(s−1)x [c′min(Rmin(d−2,2s−2) ×R2, Rd−2)1cap(As−1)≥c1(s−1)Rmin(d−2,2s−2) ]
− Cαrd−2R2
(2.67)
≥ c′′(s− 1)min(R2 ×Rmin(d−2,2s−2), Rd−2)− Cαrd−2R2
(2.62)
≥ c′′(s− 1)Rmin(d−2,2s) − c′αǫ′R3
(∗)
≥ c
′′(s− 1)
2
Rmin(d−2,2s),
(2.68)
with a choice of sufficiently small ǫ′ which makes inequality marked with (∗) valid. Taking
c(s) = c′′(s − 1)/2 and ǫ(s) = min(ǫ(s − 1), ǫ′). we thus confirm the induction step for for s.
Hence (2.63) is verified for all s = 1, . . . , sd. Let ǫ = ǫ(sd). The claim (2.64) follows from the
definition of sd (see (0.1)).
Remark 2.16. 1) Note that in the proof above, in order to proceed with induction, one needs
to have a bound like (2.67) for cap(As). This is obtained through Paley-Zygmund inequality,
for which the lower bound on its first moment and the upper bound on the second moment are
prerequisites.
2) The combination of Propositions 2.14 and 2.15 indicates that the cRmin(d−2,2s) is the right
order for E(s)x [cap(As(r, R))]. Most importantly, Asd , a subset of B((sd + 1)R), has capacity of
order Rd−2. This means, in terms of capacity, Asd “saturates” the ball B((sd + 1)R).
One can use the proposition above to study the probability of another Brownian motion,
independent from P(s)x , hitting As(r, R).
Definition 2.17. Consider d ≥ 5. Let (Zt)t≥0 be a Brownian Motion on Rd with Z0 = z ∈ B(R),
which is independent from E(sd)x . In the following part of this section, we denote its law by PZz
and the respective expectation by EZz . We write P˜ as a shorthand for P
Z
z ⊗ P(sd)x .
Proposition 2.18. (d ≥ 5) With the above definition, and the ǫ chosen in Proposition 2.15,
there exists positive constants c2 = c2(α, d) and c3 = c(α, d), R > 0 such that for all positive
reals r and R that satisfy
(2.69) r > 1 and R ≥ max(rd−2/ǫ, R)
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one has
(2.70) P˜
[
H(Z)(Asd(r, R)) < T
(Z)
B◦(R2)
] ≥ c3.
Proof. We write A for A(sd)(r, R) throughout this proof. On the one hand, by (1.17),
(2.71) P˜[H(Z)A <∞] = E(sd)x [
ˆ
g(z, y)eA(dy)].
By (2.53), for any y ∈ A,
(2.72) g(z, y) ≥ CR2−d.
By (2.64) (note that condition (2.69) is stronger than (2.62)) we obtain that
(2.73) P˜[H(Z)(A) <∞] ≥ CR2−dE(sd)x [cap(A)]
(2.64)
≥ c′′Rd−2R2−d = c4.
On the other hand, by the strong Markov property of (Zt)t≥0,
P˜[∞ > H(Z)A ≥ T (Z)B◦(R2)] ≤ sup
z′∈∂B(R2)
PZz′ ⊗ Psdx [H(Z)A <∞]
(2.53)
≤ sup
z′∈∂B(R2)
PZz′ [HB(cR) <∞],
(2.74)
moreover,
sup
z′∈∂B(R2)
PZz′ [HB(cR) <∞]
≤ sup
z′∈∂B(R2),y∈B(cR)
g(z′, y)cap(B(cR))
(1.21)
≤ cR4−2d · c′Rd−2 ≤ c5R2−d.
(2.75)
Hence the claim (2.70) follows by combining (2.73), (2.74) and (2.75), choosing appropriate c3
and R.
The next proposition is the last step before the final theorem. It shows that almost surely
(Zt)t≥0 hits the infinite many point measure cacti at different scales.
Now for all x, z ∈ Rd, we define two sequences of positive real numbers (rk)k≥0 and (Rk)k≥0
through (see Propositions 2.15 and 2.18 respectively for the definition of ǫ and R
(2.76) r0 = max(|x|, |z|) + 1 + 2(sd + 1)R, R0 = max(r0, ǫ−1rd−20 ),
and for k ≥ 1
(2.77) rk+1 = max(R2k, 2(sd + 1)Rk), Rk+1 = ǫ
−1rd−2k .
Notice that for all k ≥ 0 , conditions (2.69) and (2.62) are satisfied (when r and R are replaced
by rk and Rk).
Proposition 2.19. (d ≥ 5)For all x, z ∈ Rd and for (rk)k≥0 and (Rk)k≥0 defined inductively in
(2.76) and (2.77) (note that they depend implicitly on x and z), one has
(2.78) P˜[lim sup
k
{H(Z)(Asd(rk, Rk) <∞}] = 1.
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Proof. We fix x and z throughout this proof. For the convenience of notation, we write Ak for
Asd(rk, Rk). We first claim that, to prove (2.78), it suffices to prove for any g1, . . . , gk−1 ∈ {0, 1},
(2.79) P˜[Γk|γ1 = g1, . . . , γk−1 = gk−1] ≥ c > 0,
where
(2.80) Γk =
{
H(Z)(Asd(rk, Rk)) ◦ θ(Z)U < T (Z)(B◦(R2k)) ◦ θ(Z)U
}
,
(in which we write and U = T (Z)B(rk)), and γi = 1Γi , i ∈ Z+.
In fact, by by Borel-Cantelli lemma (see Lemma 1.6), (2.79) implies that
(2.81) P˜[lim sup
k→∞
Γk] = 1.
Since the Brownian motion is transient when d ≥ 3, T (Z)(B◦(R2k)) <∞ , P˜-almost surely, (2.81)
implies that
(2.82) sup
k→∞
{H(Z)(Ak) <∞}, P˜-a.s.
This finishes the proof of (2.78) once we confirm (2.79).
Now we prove (2.79). Pick k ∈ Z+, and write
(2.83) Fk = σ(Zt, 0 ≤ t ≤ T (Z)B◦(rk+1); Xt, 0 ≤ t ≤ T
(X)
B◦(rk+1)
; ωir,rk+1, i = 1, . . . sd).
(Fk)k≥1 forms a filtration. By (2.77) and (2.53), Γk ∈ Fk.
It is straight-forward that for any g1, . . . , gk−1 ∈ {0, 1},
(2.84) {γ1 = g1, . . . , γk−1 = gk−1} ∈ Fk−1,
Hence to prove (2.79) it suffices to prove that
(2.85) P˜[Γk|Fk−1] ≥ c > 0.
In fact, to benefit from Proposition 2.18, in the following calculation we are going to integrate
out ωirk , since ω
i
rk
, i = 1, . . . , sd − 1 are independent from ωirk,∞, i = 1, . . . , sd − 1, and then
apply twice the strong Markov property, first to (Zt)t≥0 at time U(= T
(Z)
B(rk)
) then to (Xt)t≥0 at
time V
△
= T
(X)
B(rk)
. We write x′ = XV and z′ = ZV , and denote by P
ωirk,∞ the law of ωirk,∞ seen
as the law of ωi Now with the properties above, we know that
P˜[Γk|Fk−1] = PZz ⊗ PZx ⊗ P(sd)[Γk
∣∣Fk−1]
(2.85)
= PZz ⊗ PXx ⊗
sd∏
i=2
Pω
i
rk,∞ [Γk
∣∣σ(Zt, 0 ≤ t ≤ U ; Xt, 0 ≤ t ≤ V )]
Markov
= PZz′ ⊗ PXx ⊗
sd∏
i=2
Pω
i
rk,∞ [H
(Z)
Ak
< T
(Z)
B◦(R2
k
)
∣∣σ(Xt, 0 ≤ t ≤ V )]
Markov
=
(∗)
PZz′ ⊗ PXx′ ⊗
sd∏
i=2
Pω
i
rk,∞ [H
(Z)
Ak
< T
(Z)
B◦(R2
k
)
]
(2.52)
= PZz′ ⊗ PXx′ ⊗ P(sd)[H(Z)Ak < T
(Z)
B◦(R2
k
)
]
(2.70)
≥ c > 0,
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where in (∗) we use the fact that Ak is independent from σ(Xt, 0 ≤ t ≤ V ). This confirms (2.79)
and finishes the proof of Proposition 2.19.
Remark 2.20. From (2.78), we can conclude that that there exist w2, w3, . . . , wsd ∈ supp(ω(2)+
· · · + ω(sd)), such that X(R+) ∩ B(w2(R), 1) 6= ∅, w2(R) ∩ B(w3(R), 1) 6= ∅,. . . , wsd(R) ∩
B(Z(R+), 1) 6= ∅. Colloquially, this means one can connect X and Z via sd − 1 “intermedi-
ate sausages”.
Now we prove Proposition 2.11 and Theorem 0.1.
Proof of Proposition 2.11. Without loss of generality we assume r = 1. For all α > 0, let
(2.86) α =
α
sd + 1
.
We construct ωi, i = 1, . . . , ωsd+1 which are independent Poisson point processes with intensity
αν. let ω′ =
∑sd+1
i=1 ω
i and construct G′ = (V ′, E′) from ω′ in the same way as in Section 0. We
denote by Pω
′
the law of ω′. On the one hand, we are going to show that,
(2.87) diam(G′) ≤ sd almost surely.
On the other hand, (1.37), ω′ has the same law as a Brownian interlacement point process, so
G′ has the same law as Gα,1 as well. Hence, once (2.87) is verified, we obtain that
(2.88) 1 = Pω
′
[diam(G′) ≤ sd] = P[diam(Gα,1) ≤ sd].
Then, by the scaling property, we confirm that (2.49) is true for all α, r > 0.
Now we prove (2.87). Take R > 0 and pick v, v′ ∈ V ′ such that the corresponding trajectories
w,w′ ∈W ∗B(R). One the following cases must happen:
1) w and w′ belongs to the support of ω(i) and ω(j) respectively. Without loss of generality
we assume i = 1 and j = sd + 1. It is straightforward that (Xt)t≥0, (Zt)t≥0 and ω(i),
i = 2, . . . , sd satisfy the conditions in the statement of Proposition 2.19, hence it follows
that (see Remark 2.20) the graph distance of v and v′ are almost surely at most sd.
2) both w and w′ belong to thee support of ω(i) for some R > 0. The argument follows
similarly.
Since R can be taken arbitrarily large and the support of ω′ is almost surely countable, we
conclude that almost surely diam(G′) ≤ sd, finishing the proof of (2.87).
Proof of Theorem 0.1. The claim follows by combining Propositions 2.3 and 2.11.
3 Existence of Non-Trivial Phase Transition for the Vacant
Set
This section is dedicated to Theorem 0.3, namely the existence of a non-trivial phase transition
in percolation for the vacant set of Brownian interlacements.
We now record notations we need later in this section. We denote by F the “slab” in Rd
passing through the origin:
(3.1) F = R2 × {0}d−2 ⊂ Rd,
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and by FZ the slab in Zd passing through the origin:
(3.2) FZ = Z2 × {0}d−2 = F ∩ Zd.
We also denote the “stick” of length L by
(3.3) JL = [0, L]× {0}d−1.
For x ∈ Zd, R ∈ N, we denote by
(3.4) S(x,R) = {y ∈ Zd : |y − x|∞ = R}
the l∞-sphere (boundary of a discrete l∞-ball) centered at x of radius R. and for x ∈ FZ , by
(3.5) S(2)(x,R) = {y ∈ FZ : |y − x|∞ = R}
the two dimensional discrete “square” centered at x with “size” R. From now on we fix
(3.6) β = 2
√
d+ 4,
The next lemma gives an upper bound on the capacity of the inflation of Ly .
Lemma 3.1. For all L > 3β,
(3.7) cap(B(S(2)(x, L), β)) ≤
{
cL d ≥ 4
c′L
lnL d = 3.
Proof. Since B(S(2)(x, L), β) can be covered by four “tubes” which are B(JL, β) after translation
and rotation, to prove the claim (3.7) it suffices to show that for all L > 3β,
(3.8) cap(B(JL, β)) ≤
{
cL d ≥ 4
c′L
lnL d = 3.
.
Now we prove (3.8). We consider a point x = (x1, x2, . . . , xd) ∈ B(JL, β). Without loss of
generality we assume that x1 ≥ L/2. For all y = (y1, y2, . . . , yd) ∈ B(JL, β) such that y1 ≤ L/3,
we know that
(3.9) |x− y| ≤
√
|x1 − y1|2 + cβ2 ≤ c′|x1 − y1|.
By (1.23), to bound the capacity from above it suffices to establish a lower bound on an integral
regarding the Green function. We write D for ball of radius r centered at 0 in (d−1) dimensions.
We know that ˆ
y∈B(SL,r)
g(x, y)dy ≥
ˆ
[0,L/3]×D
g(x, y)dy
=
ˆ
[0,L/3]×D
c(|x − y|)2−d)dy
(3.9)
≥
ˆ
[0,L/3]
c′(|x1 − y1|)2−d)dy1(3.10)
≥
{
c′′ d ≥ 4
c˜ lnL d = 3.
By (1.23), this readily implies (3.8).
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3.1 The Dyadic renormalization tree
In this section we constructi the dyadic renormalization tree and state some of its useful proper-
ties. For readers’ convenience we keep the same notation as in [19].
For n ≥ 0, we write T(n)={1, 2}n (in particular, T(0) = ∅) for the index set of the n-th
generation on the tree. We denote by
(3.11) Tn =
n⋃
k=0
T(k)
the dyadic tree of depth n. For 0 ≤ k ≤ n, and a node m = (ξ1, . . . , ξk) ∈ T(k), we write
(3.12) m1 = (ξ1, . . . , ξk, 1) and m2 = (ξ1, . . . , ξk, 2),
the two children of m which lie in T(k+1). Given an integer L0 ≥ 1 (we will specify our choice of
L0 at the beginning of each subsection) we write down a sequence of scales
(3.13) Ln = L0 · 6n n ≥ 0.
For n ≥ 0, we also denote by Ln = LnZd the integer lattice renormalized by Ln.
We call T : Tn → Zd (resp. FZ) a proper embedding of Tn into Zd (resp. FZ) rooted at
x ∈ Ln (resp. Ln ∩ FZ), if one has
(3.14) T (∅) = x,
plus for all 0 ≤ k ≤ n, and m ∈ T(k),
(3.15) T (m) ∈ Ln−k (resp. Ln−k ∩ FZ),
and moreover for all 0 ≤ k < n, and m ∈ T(k),
(3.16) |T (m1)− T (m)|∞ = Ln−k and |T (m2)− T (m)|∞ = 2Ln−k.
For x ∈ Ln, one writes Λn,x (resp. ΛFn,x) the set of proper embeddings of Tn into Zd (resp. FZ)
with root x.
Now, for the sake of completeness, we quote without proof from [19] three lemmas (Lemmas
3.2-3.4 in [19]) on dyadic trees and its embeddings.
The following lemma counts the total number of embeddings into of Tn into Zd.
Lemma 3.2. For any L0 ≥ 1, n ≥ 0 and x ∈ Ln, there exists C = C(d) > 0 such that
(3.17) |Λn,x| = C2n−1.
The following lemma shows that if for all n ≥ 0 a ∗-path (see the beginning of Section 1 for
the precise definition) goes through S(x, Ln) and S(x, 2Ln), then there is a proper embedding
of Tn on Zd (for all d ≥ 2) such that every leaf of this tree sits “on” the path.
Lemma 3.3. For any L0 ≥ 1, n ≥ 0 and x ∈ Ln, if γ is a ∗-path (and in particular a nearest
neighbor path) in Zd, d ≥ 2, such that
(3.18) γ ∩ S(x, Ln − 1) 6= ∅ and γ ∩ S(x, 2Ln) 6= ∅,
then there exists T ∈ Λn,k such that
(3.19) γ ∩ S(T (m), L0 − 1) 6= ∅ for all m ∈ T(n).
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To state the next lemma we need extra notations. For 0 ≤ k ≤ n and m = (ξ1, . . . , ξn) ∈ T(n),
we denote by m|k the projection (ξ1, . . . , ξk) ∈ T(k). For m,m′ ∈ T(n), we define the lexical
distance between m and m′ through
(3.20) ρ(m,m′) = min{k ≥ 0 : m|n−k = m′|n−k}.
For any m ∈ T(n) we denote by
(3.21) Tm,k(n) = {m′ ∈ T(n) : ρ(m,m′) = k}
all the leaves with lexical distance k from m. Note that for all 1 ≤ k ≤ n,
(3.22) |Tm,k(n) | = 2k−1.
The following lemma shows that a proper embedding is relatively “spread-out” on all scales” and
will be used in the proofs of Propositions 3.6 and 3.9.
Lemma 3.4. For all n ≥ 1, x ∈ Ln, T ∈ Λn,x, m ∈ T(n), k ≥ 1, and for all m′ ∈ Tm,k(n) ,
y ∈ S(T (m), L0 − 1), z ∈ S(T (m′), L0 − 1), one has
(3.23) |y − z| ≥ Lk−1.
3.2 Preliminary results for the upper bound on the threshold
In this subsection we prepare all the ingredients for the proof of the first part of (0.3), namely
the finiteness of the percolation threshold α∗1. We fix, only in this subsection,
(3.24) L0 = 1.
We now assign symbols to the crossing events that we consider in this subsection. For all α > 0,
and n ∈ N, we write (see the beginning of Section 1 for the definition of a continuous path)
(3.25) Aαn = {∃ a continuous path in Vαβ connecting B∞(0, Ln − 1) and ∂B∞(0, 2Ln)},
and
(3.26) Dαn = {∃ nearest neighbor path in Vα1 ∩ Zd connecting S(0, Ln − 1) and S(0, 2Ln)}.
The following lemma shows that actually Aαn is almost surely contained in D
α
n .
Lemma 3.5. For all α > 0, and n ∈ N,
(3.27) Aαn ⊆ Dαn ,
and hence
(3.28) P[Aαn] ≤ P[Dαn ].
Proof. It suffices to prove (3.27). Under event Aαn there is a continuous path γ : [0, 1]→ Rd such
that γ([0, 1]) ⊂ Vαβ . We record all integer points such that a box of size one centered at this
point intersects with γ, i.e.,
(3.29) G = {z, z ∈ Zd, B∞(z, 0.5) ∩ γ 6= ∅}.
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By (1.1), we know that under Aαn
(3.30) G ⊂ Vαβ/2 ∩ Zd.
We now show that Aαn implies D
α
n by constructing a nearest neighbor path which satisfies
the requirements of Dαn . We first observe that by the definition of A
α
n, G ∩ S(0, Ln − 1) 6= ∅ and
G ∩ S(0, 2Ln) 6= ∅. Then we show that G is ∗-connected (i.e., each two points in this set can be
connected by a ∗-path entirely lying in it) as a subset of Zd. This follows by the observations
that ∪z∈ZdB∞(z, 0.5) = Rd and that all z, z′ ∈ Zd satisfying B∞(z′, 0.5) ∩ B∞(z, 0.5) 6= ∅ are
∗-neighbors.
Now suppose that γ′ is a ∗-path in G that connects S(0, Ln − 1) and S(0, 2Ln), we are
going to modify γ′ into a nearest neighbor path by adding vertices between every pair of suc-
cessive vertices in γ′. The rule is illustrated as follows: if, without loss of generality, (0, 0, . . . , 0)
and (1, 1, . . . , 1, 0, . . . , 0) (the first k coordinates are 1) are two successive vertices in γ′, then
(1, 0, . . . , 0), (1, 1, 0, . . . , 0), . . . , (1, 1, . . . , 1, 0, . . . , 0) (the first (k − 1) coordinates are 1) are in-
serted between them. It is not difficult to see that this new path is a subset of Vα1 ∩Zd, and is a
nearest neighbor path with starting and ending points in S(0, Ln−1) and S(0, 2Ln) respectively.
This confirms (3.28).
Now we state and prove the main result in this subsection.
Proposition 3.6. There exists α# > 0, such that for all α > α#, and for any n ≥ 1,
(3.31) P[Aαn ] ≤ (
1
2
)2
n
.
Proof. By Lemma 3.4, on the event Dαn , there is at least one proper embedding of Tn, which we
denote by T̂ ∈ Λn,0, such that there is a nearest neighbor path γ˜ : [0, . . . ,M ] → Zd, for some
M ∈ N, which lies in Vα1 , i.e., γ˜([0, . . . ,M ]) ∈ Vα1 ∩ Zd, that connects S(0, Ln − 1) to S(0, 2Ln)
(see the definition of Dαn in (3.26)) and passes through all the points in T̂ . This implies that
∪m∈T(n) T̂ (m) is not touched by Iα1 . By (1.40), one has that
(3.32) P[∪m∈T(n) T̂ (m) ∩ Iα1 = ∅] = exp(−αcap(XT̂ ))
where for T ∈ Λn,0 we define
(3.33) XT = ∪m∈T(n)B(T (m), 1).
By Lemma 3.2, there are at most C2
n
possible embeddings of Tn, hence we know that
(3.34) P[Aαn]
(3.28)
≤ P[Dαn ] ≤ C2
n
max
T ∈Λn,0
exp(−αcap(XT )).
Now, we claim that (3.31) is proved if we can prove that for all T ∈ Λn,0,
(3.35) cap(XT ) ≥ c2n,
uniformly for some c > 0. This is because with (3.35), if one chooses a sufficiently large α# > 0,
then for all α > α#,
(3.36) P[Aαn]
(3.34)
≤ (C exp(−cα))2n ≤ (1/2)2n .
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Now we prove (3.35). Thanks to (1.23) and the fact that |XT | = c2n, to give a lower bound
on the capacity of XT it suffices to bound from above the denominator of the fraction in the first
term of (1.23), i.e. an integral of the Green function. In fact, for allm ∈ T(n) and x ∈ B(T (m), 1)
(note that such x runs over XT ), we have
ˆ
y∈XT
g(x, y)dy =
∑
m′∈T(n)
ˆ
B(0,1)
g(T (m) + x, T (m′) + y)dy
=
n∑
k=0
∑
m′∈Tm,k
(n)
ˆ
B(0,1)
g(T (m) + x, T (m′) + y)dy(3.37)
(3.23)
≤ c+ c′
n∑
k=1
L2−dk−1
∣∣Tm,k(n) ∣∣ (3.22),(3.13)≤ c′′.
This finishes the proof of (3.35) as well as (3.31).
3.3 Preliminary results for the lower bound on the threshold
In this subsection we prove some preparatory results for proof of the second half of (0.3), namely
the positiveness of α∗1. We postpone the choice of L0 until the end of the proof of Proposition
3.9.
We now assign symbols to the crossing events we consider in this subsection. For α > 0 and
n in N, we note the following event (recall the definition of Ln in (3.13))
(3.38) Âαn = {there is a continuous path in Vα1 connecting B∞(0, Ln) and infinity}.
We also define the following events for x ∈ Rd, α > 0 and k in N, (recall the definition of the
slab F in (3.1)),
(3.39) Bαk,x = {there is a continuous path in Iα1 ∩ F connecting B∞(x, Lk) and B∞(x, 2Lk)}
and for all x ∈ FZ (remind the definition of S(2) in (3.5)),
(3.40)
B
α
k,x = {∃ nearest neighbout path in Iαβ ∩ FZ connecting S(2)(x, Lk − 1) and S(2)(x, 2Lk)}.
The next lemma shows that almost surely Bαk,x is contained in B
α
k,x. We omit its proof due
to similarity with the proof of Lemma 3.5.
Lemma 3.7. For all α > 0, k ∈ N, x ∈ FZ one has that
(3.41) Bαk,x ⊂ B
α
k,x.
The following lemma relates Âαn with B
α
k,x by asserting that on the event
(
Âαn
)c
, Bαk,x must
happen for a fixed number of choices of x.
Lemma 3.8. For all n ≥ 2,
(3.42)
(
Âαn
)c ⊂ ⋃
k≥n−1
⋃
x∈Lk−1∩FZ , |x|∞≤4LK+1
Bαk,x.
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Proof. On the event
(
Âαn
)c
, S(0, Ln) is completely surrounded by a continuous path γ : [0, 1]→ F,
such that
(3.43) γ(0) = γ(1) and γ([0, 1]) ⊂ Iα1 ∩ F.
Now suppose γ ⊆ B∞(0, 4Lk+1) but γ * B∞(0, 4Lk) for some k ≥ n− 1. We then consider
(3.44) Qk = {x ∈ Lk−1 : γ ∩ S(x, Lk) 6= ∅}.
Pick x0 ∈ Qk. We claim that
(3.45) γ * B∞(x0, 2Lk)
hence there is a continuous path from S(x0, Lk) to S(x0, 2Lk).Now, suppose (3.45) is not true.
Then the l∞-diameter of γ must be smaller or equal to 4Lk. But if this is the case, since on F
the origin is surrounded by γ, we would have γ ⊆ B∞(0, 4Lk), a contradiction! This finishes the
proof of (3.42).
The following proposition is the main goal of this subsection. As we will see later in Section
3.4, the proposition almost immediately implies the second half of Theorem 0.3.
Proposition 3.9. There exists α̂ > 0, such that for all α ∈ (0, α̂) and all x ∈ FZ ,
(3.46) P[B
α
n,x] ≤ (1/4)2
n
holds for large n.
Proof. We postpone the choice of L0 till the end of this proof.
For our convenience we write x for S(2)(x, L0−1). Without loss of generality we take x = 0.
For TF ∈ ΛFn,0 (see below (3.16) for the definition of ΛFn,0), we write
(3.47) K(TF ) =
⋃
m∈T(n)
T (m),
which is a subset of F , and
(3.48) K ′(TF ) = B(K(TF ), β),
which is a subset of Rd. By Lemmas 3.2 and 3.3, one has that
P[B
α
n,0]
(3.19)
≤ P
[ ⋃
TF∈ΛFn,0
⋂
m∈T(n)
{
TF (m) ∩ Iαβ 6= ∅
}]
(3.17)
≤ C2n max
TF∈ΛFn,0
P
[ ⋂
m∈T(n)
{
TF (m) ∩ Iαβ 6= ∅
}]
.
(3.49)
Hence, to prove (3.46), it suffices to derive an adequate upper bound on
(3.50) max
TF∈ΛFn,0
P
[ ⋂
m∈T(n)
{
TF (m) ∩ Iαβ 6= ∅
}]
.
Let TF ∈ ΛFn,0 be an embedding of Tn into FZ . We drop the dependence on TF in notation
whenever there is no confusion arising. For w ∈ W+, we write by N (w) the number of frames
31
(i.e. ·) with centers in TF (T(n)) (“leaves” of the embedding of dyadic tree) which are hit by the
sausage of w with radius β, i.e,
(3.51) N (w) = ∣∣{m ∈ T(n), B(w([0,∞)), β) ∩TF (m) 6= ∅}∣∣.
Now, if Iαβ intersects with all the frames on the leaf level T(n), then the total count of hits must
be at least 2n, i.e.,
(3.52) P
[ ⋂
m∈T(n)
{
TF (m) ∩ Iαβ 6= ∅
}] ≤ P[ N∑
j=1
N (wj) ≥ 2n
]
,
where N is determined through
(3.53) µK′,α(ω) =
N∑
j=1
δ(wj ,αj)
(see (1.38) and (3.48) for notation). Now we write
(3.54) p = max
m∈T(n), y∈B(TF (m),β)
Py[X[0,∞) ∩B(K\TF (m)), β) 6= ∅].
By the strong Markov property of Brownian motion, one knows that
(3.55) Pe˜K [N (X) ≥ k] ≤ pk−1
for any k ≥ 1. We are also able show that p can be taken arbitrarily small if we take L0 sufficiently
large. In fact, for any m ∈ T(n) and y ∈ B(TF (m), β),
p = max
m∈T(n), y∈B(TF (m),β)
n∑
k=1
∑
m′∈Tm,k
(n)
Py [X[0,∞) ∩B(TF (m′), β) 6= ∅]
(3.23),(1.5)
≤
(1.17)
n∑
k=1
∑
m′∈Tm,k
(n)
cL2−dk−1cap(B(TF (m′), β))(3.56)
(3.22)
≤
n∑
k=1
(62−d · 2)k−1L2−d0 ccap(B(0, β)
(3.7)
≤
{
c′L3−d0 d ≥ 4
c′′(lnL0)
−1 d = 3
△
= qd(L0).
With the help from (3.55) and (3.56), by the same argument (involving exponential Chebyshev
inequality) as in the proof of Proposition 5.1 in [19] (see below (5.7) in [19]), we know that
(3.57) P[B
α
n,x]
(3.49)
≤
(3.52)
C2
n
max
T ∈ΛFn,0
P
[ N∑
j=1
N (wj) ≥ 2n
]
≤ (Cqd(L0))2n exp
(
α
cap(B(0, β)
qd(L0)
)2n
.
We first fix L0 sufficient large, such that Cqd(L0) < 1/2, and then choose α̂ sufficiently small
such that for all α ∈ (0, α̂), exp (α cap(B(0,β)qd(L0) ) < 1/2. With this choice of L0 and α̂, we know
that the right hand side of (3.57) is bounded above from (1/4)2
n
. This finishes the proof of
(3.46).
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3.4 Denouement
In this subsection we use Propositions 3.6 and 3.9 to prove Theorem 0.3.
Proof of Theorem 0.3. We start by showing that when α is sufficiently large, the connectivity in
Vαβ does not percolate. By the definition of Aαn (see (3.25)) one knows that for α > α# and for
all M ≥ 0,
(3.58) P[Vαβ percolates] ≤ P
[ ⋃
n≥M
Aαn
]
and by Proposition 3.6,
(3.59) P[∪n≥MAαn] ≤
∑
n≥M
(1/2)2
n → 0 as M tends to infinity.
This means that
(3.60) inf{α ≥ 0 : Vαβ does not percolate a.s.} ≤ α#.
By the scaling property (see (1.43)) of Brownian interlacements, we obtain that
(3.61) α∗1
△
= inf{α ≥ 0 : Vα1 does not percolate a.s.} ≤ α#βd−2 <∞,
and that for all r > 0,
(3.62) α∗r = α
∗
1r
2−d = inf{α ≥ 0 : Vαr does not percolate a.s.},
proving the first part of (0.3).
We then claim that
(3.63) Vα1 percolates almost surely, when α < α̂
(see the statement of Proposition 3.9 for the definition of α̂), which readily implies the second
part of (0.3).
We now prove (3.63). For any M ≥ 0
(3.64) P[Vαβ does not percolate] ≤ P
[ ⋂
n≥M
(Âαn)
c
]
.
Since (Âαn)≥0 is a sequence of increasing events, to prove (3.63) it suffices to show that for all
α < α̂,
(3.65) lim
n→∞
P[
(
Âαn
)c
] = 0.
Now we prove (3.65). One first notices that by Lemma 3.8
(3.66) P[
(
Âαn
)c
] ≤ P
[ ∞⋃
k=n−1
⋃
x∈Lk−1∩FZ, |x|≤4Lk+1,
Bαk,x
]
.
By Lemma 3.7, the fact that |Lk−1 ∩ S(2)(0, 4Lk+1)| ≤ C = C(d) and Proposition 3.9, one
obtains that for α < α̂,
(3.67) P[
(
Âαn
)c
]
(3.66)
≤
(3.41)
P
[ ∞⋃
k=n−1
⋃
x∈Lk−1∩FZ , |x|≤4Lk+1,
B
α
k,x
] (3.46)
≤
∞∑
k=n
C(1/4)2
k−1 → 0 as n→∞.
This completes the proof of (3.65) and finishes the proof of (0.3).
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Remark 3.10. 1) Recall the definition of α∗∗r , α
# and β respectively in (0.4), Proposition 3.6
and (3.6). It follows from Proposition 3.6, the definition of events Aαn (see (3.25)), and scaling
property of Brownian interlacements that
(3.68)
(
0 <
)
α∗r ≤ α∗∗r ≤ α#(β/r)d−2
(
<∞).
It is a natural question whether the two thresholds α∗r and α
∗∗
r coincide, or, in other words,
whether the phase transition for the vacant set is sharp. As the corresponding conjecture in the
case of random interlacements still remains open, we speculate that in our case, this question is
also not easy to answer. It might be even harder to answer what happens at these critical values,
e.g., whether Vα∗11 percolates or not.
2) Note that as a by product of the proof of Theorem 0.3, we obtain that when α < α̂, Vα1
percolates not only in the whole space, but in a slab as well. With this observation in mind we
define for r > 0
(3.69) α˜r = sup{α ≥ 0 : P[Vαr percolates on a slab] = 1}.
It follows that
(3.70)
(
α̂r2−d ≤ )α˜r ≤ α∗r ,
yet it is not known whether actually α˜r = α
∗
r.
3) We are also prompted to ask whether the unbounded cluster in Vαβ is unique in the supercritical
regime and wonder if it is possible to adapt the proof of the uniqueness of infinite cluster in the
vacant set of random interlacements in [29] to tackle this problem.
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