We consider an independence feature screening technique for identifying explanatory variables that locally contribute to the response variable in high-dimensional regression analysis. Without requiring a specific parametric form of the underlying data model, our approach accommodates a wide spectrum of nonparametric and semiparametric model families. To detect the local contributions of explanatory variables, our approach constructs empirical likelihood locally in conjunction with marginal nonparametric regressions. Since our approach actually requires no estimation, it is advantageous in scenarios such as the single-index models where even specification and identification of a marginal model is an issue. By automatically incorporating the level of variation of the nonparametric regression and directly assessing the strength of data evidence supporting local contribution from each explanatory variable, our approach provides a unique perspective for solving feature screening problems. Theoretical analysis shows that our approach can handle data dimensionality growing exponentially with the sample size. With extensive theoretical illustrations and numerical examples, we show that the local independence screening approach performs promisingly.
1. Introduction. High-dimensional data are becoming increasingly available, and they have triggered surging investigation and development of new theory and methods; see Hastie, Tibshirani and Friedman (2009) , Fan and Lv (2010) and Bühlmann and van de Geer (2011) for overview and discussions. Independence feature screening is a class of rapidly developing approaches that is particularly useful in preliminary analysis for pre-processing data to reduce the scale of high-dimensional statistical problems; see, among others, Fan and Lv (2008) and Fan and Song (2010) for the independence screening methods for linear and generalized linear models, Mai and Zou (2013) for variable screening in classification problems, Zhu et al. (2011) , and Li, Zhong and Zhu (2012) for feature screening methods using more general types of correlations.
Broadly speaking, independence feature screening methods rely on ranking estimations measuring the marginal contributions of explanatory variables. For example, Fan and Lv (2008) and Fan and Song (2010) consider ranking magnitudes of marginal estimators under some parametric models. In linear and generalized linear models, marginal estimator-based ranking can be viewed as equivalent to marginal correlation based ranking (Fan and Lv, 2008; Chang, Tang and Wu, 2013a) . Various generalized versions of the correlation and conditional correlation are also considered as ranking criteria (Zhu et al., 2011; Liu, Li and Wu, 2014; Fan, Ma and Dai, 2014) . Recently, Fan, Feng and Song (2011) consider a ranking measure based on aggregating local contributions from an explanatory variable in a framework of nonparametric additive models using marginal penalized splines approach. In classification problems, Mai and Zou (2013) propose to use the so-called Kolmogrov filter to construct a ranking criterion based on aggregating sample distributional discrepancies between the two groups of interest at all observed values of a predictor.
We consider in this paper an independence feature screening method for a general class of regresssion problems covering the nonparametric additive models, semiparametric single-index models and multiple-index models, and varying coefficient models as special cases. There are two building blocks for constructing the screening criterion in our approach. The first one is the nonparametric regression applied marginally on one explanatory variable at a time. For overview of nonparametric regression methods, see Fan and Gijbels (1996) and Härdle (1990) . The second building block is empirical likelihood (Owen, 1988) constructed locally for the marginal nonparametric regression. Instead of acquiring some marginal estimators, our approach is capable of objectively and conveniently assessing the strength of data evidence for testing the local contributions of a given explanatory variable. Moreover, as it has been noted in the literature, an independence feature screening procedure may miss explanatory variables that are marginally unrelated but jointly related to the response (Fan and Lv, 2008) . To address this issue, many iterative versions of feature screening methods have been proposed. We borrow the idea of Zhu et al. (2011) and propose an iterative version of our local independence feature screening procedure.
Our study carries innovative contributions from a few aspects. First and foremost, the perspective of our approach is unique compared with other existing ones. Our approach directly targets at quantifying the strength of data evidence against the null hypothesis that explanatory variables are not locally contributing to the response variable. Hence, it actually requires no estimation. Moreover, as shown in our theoretical analysis, the fundamental statistic in our approach is self-studentized, automatically incorporating variance of the marginal statistical approach. All existing approaches for nonparametric and semiparametric models require estimating marginal contributions and incorporate no effect from the level of variations of the marginal estimators. As a consequence, ranking the non-standardized magnitudes of the marginal estimators may not best reflect the marginal contributions from predictors. Additionally, there may be difficulties when identifying the marginal effect becomes an issue, for example, in single-and multipleindex models. We show in our numerical examples that our approach outperforms others especially when the signal of the marginal contribution is weak, and when the variation of the response variable is more complex, all thank to the unique perspective of the proposed marginal empirical likelihood approach. Second, existing approaches are typically investigated within specific families of models while our approach targets at detecting generic local contributions to the response variable from an explanatory variable. Thus, our method is suitable for capturing more general nonlinear effects in explanatory variables for solving a broad range of high-dimensional problems. Our theoretical analysis establishes the validity for feature screening in a general and broad setup, allowing data dimensionality to grow exponentially with the sample size, and our numerical and real data examples demonstrate that our method performs very promisingly.
Our investigation also contributes in solving challenging empirical likelihood problems for high-dimensional nonparametric and semiparametric statistical problems. In existing literature, much effort has been devoted into extending the empirical likelihood of Owen (1988 Owen ( , 1991 for parametric models to nonparametric and semiparametric models; see, among others, Chen (1996) , Chen and Qin (2000) , and the review in Chen and Van Keilegom (2009) . For high-dimensional data, it remains open for solving empirical likelihood problems in nonparametric and semiparametric scenarios where merits such as robustness and other nonparametric features are highly desirable (Hjort, McKeague and Van Keilegom, 2009; Chen, Peng and Qin, 2009; Tang and Leng, 2010; Leng and Tang, 2012; Chang, Chen and Chen, 2015) . Recently, Chang, Tang and Wu (2013a) investigate marginal empirical likelihood for high-dimensional parametric linear and generalized linear models. Nevertheless, studying high-dimensional empirical likelihood beyond parametric models remains open because formulating and characterizing the empirical likelihood locally itself is known to be an important and difficult problem (Chen and Van Keilegom, 2009 ). Our study on local feature screening procedure solves the problem of constructing and characterizing empirical likelihood locally, which ideally fits a broad class of nonparametric and semiparametric models. Additionally, for summarizing the contribution from one specific predictor, we propose and justify an approach for aggregating the data evidence for local contributions, which in turn delivers the validity of our feature screening procedure. Remarkably, our approach can handle exponential data dimensionality even in the nonparametric and semiparametric settings where the convergence rate of nonparametric kernel regression is known to be slower (Fan and Gijbels, 1996; Härdle, 1990) .
The rest of the paper is organized as follows. Section 2 introduces the methodology of independence feature screening for nonparametric models and presents the corresponding theoretical properties. In Section 3, we apply this unified screening approach to deal with problems in nonparametric additive models, single-index models and multiple-index models, and varying coefficient models. As a methodological extension, we outline the iterative version of our unified screening approach in Section 4. Our simulation studies in Section 5 demonstrate the effectiveness of this method. We conclude with a discussion in Section 6, and relegate a real data analysis and the proofs to the supplementary file of this paper (Chang, Tang and Wu, 2015) .
Main results.
2.1. Methods. Suppose that we have a random sample {(
where X = (X 1 , . . . , X p ) T and ε is the random error with E(ε|X) = 0. In our study, no specification of m(X) is required. The data dimensionality p of the explanatory variable vector X can grow exponentially with the sample size n, but the true model is very sparse in the sense that there is only a small fraction of the explanatory variables contributing to the response variable Y . Let M * = {1 ≤ j ≤ p : E(Y |X) varies with the value of X j }, and we call the variables indexed by M * contributing explanatory variables. Without loss of generality, we assume that E(Y ) = 0 implying that E{m(X)} = 0.
Since X is high-dimensional and without any prior information on which of them are contributing in explaining Y , a natural idea is to investigate the marginal contribution from each explanatory variable in explaining Y to justify whether it is relevant. For such a purpose, we consider marginal nonparametric regression problems:
where L 2 denotes the class of square integrable functions. Note that E(Y |X j ) is the minimizer of (2.2). Naturally, we use f j (x) = E(Y |X j = x) to evaluate the marginal contribution of X j locally at X j = x. If an explanatory variable X j is not contributing to Y marginally, then f j (x) = 0 for all x ∈ X . Here X is the support of X j . This motivates us to investigate a feature screening procedure by assessing whether E(Y |X j ) ≡ 0 or not for each j = 1, . . . , p. However, how to develop a nice way for summarizing the impact due to X j is not straightforward due to the fact that f j (x) is a function of x so that one needs to assess f j (x) for all values over the support of X j .
We consider the Nadaraya-Watson (NW) estimator (Nadaraya, 1964; Watson, 1964) for f j (x):
,
) for some kernel function K and h is the bandwidth. For capturing the marginal variable effect, the choice of the NW estimator does not compromise the general applicability of the marginal empirical likelihood with other nonparametric approaches, e.g. the local linear estimator (Fan and Gijbels, 1996) etc. Intuitively,f j (x) should be small for all x ∈ X if X j does not marginally contribute to Y .
Empirical likelihood (Owen, 1988 (Owen, , 2001 ) is an influential nonparametric likelihood approach. Without requiring to assume full parametric distributions, empirical likelihood shares some desirable merits of the conventional likelihood such as χ 2 -distributed likelihood ratios and Bartlett correctability; see Chen and Van Keilegom (2009) for a review. For assessing f j (x) = 0 at a given x without distributional assumptions, we construct the following empirical likelihood
By applying the Lagrange multiplier method for solving (2.4), we obtain the empirical likelihood ratio (2.5)
where λ is the univariate Lagrange multiplier solving 0 =
Since the denominator in (2.3) converges to the density of X j evaluated at x, a large value of ℓ j (x, 0) is taken as evidence against f j (x) = 0 provided that the density of X j is bounded away from 0 at x. Hence, ℓ j (x, 0) is indeed a statistic for testing whether or not the numerator in (2.3) has zero mean locally at x. If 0 is not in the convex hull of
, we define ℓ j (x, 0) = ∞ as a strong evidence of the local contribution from X j .
For assessing E(Y |X j ) ≡ 0, we propose to use
for each j = 1, . . . , p, where X n is a partition of the support X into several intervals. For feature screening purpose, we propose selecting the set of explanatory variables by
We call our method a local independence feature screening approach by observing that in (2.4) it is the local correlation evaluated at x between X j via K h (X j −x) and Y is assessed. Such a notion is seen as extending the initial proposal of independence feature screening using correlations as in Fan and Lv (2008) . As the empirical likelihood ratio ℓ j (x, 0) is self-studentized, the statistic ℓ j (0) is robust to the heterogeneous cases. Compared with L 2 -type screening statistics, the L ∞ -type screening statistic ℓ j (0) is seen to be more suitable when E(Y |X j = x) is away from zero locally at some x instead of globally. We will give the specification of γ n later in Theorem 1 under which the proposed approach has the sure screening property, i.e. capable of identifying the set of contributing explanatory variables. However, choosing γ n is generally hard in practice. Thus following the convention of existing screening methods, we suggest running procedure to pre-process data by selecting a pre-specified number of variables.
Practically implementing the proposed method is convenient. In practice, a natural choice is to evaluate the statistic (2.6) by ℓ j (0) = max 1≤i≤n ℓ j (X ij , 0), where {X ij } n i=1 are the n observations of the jth explanatory variable. Since evaluating ℓ j (x, 0) only involves univariate optimization when solving (2.5) using the Lagrange multiplier method, the screening statistics can be carried out easily by the existing algorithms. As for the bandwidth h in the marginal NW estimator (2.3), we note that conventional bandwidth selection methods such as cross-validation and the reference rule (Fan and Gijbels, 1996) can be applied. Our theory in the next section demonstrates the validity of the variable screening procedure for a range of bandwidth applied in (2.3) including ones selected by methods like cross-validation and the reference rule. Our numerical examples also show that the approach implemented with bandwidth selected by the cross-validation performs satisfactorily.
2.2. Theoretical properties. Throughout this paper, we use · 2 and · ∞ to denote the L 2 -norm and sup-norm, respectively, and C r (I) denotes the class of all continuous functions defined over I that are r times differentiable. We assume the following conditions.
(A.1). The marginal projections {f j } p j=1 belong to C r (X ). If r = 0, f j 's satisfy the Lipschitz condition with order α ∈ (0, 1], i.e. |f j (s) − f j (t)| ≤ K 1 |s−t| α for any s, t ∈ X , where K 1 is a positive constant uniformly for any j = 1, . . . , p. In addition, there exists a constant K 2 such that |f
for any x ∈ X and j = 1, . . . , p.
(A.2). The marginal density function g j of X j satisfies 0 < K 3 ≤ g j (x) ≤ K 4 < ∞ on X for j = 1, . . . , p. In addition, we assume that each g j belongs to C r (X ) for the r given in (A.1) and |g (r) j (x)| ≤ K 5 for any x ∈ X and j = 1, . . . , p.
(A.3). There exist nonnegative constants c 1 > 0 and κ ∈ [0, max{r,α} 2 max{r,α}+2 ) such that min j∈M * f j ∞ ≥ c 1 n −κ , where r and α are specified in (A.1).
(A.4). Let X n be the largest length of the intervals in the partition X n , and there exists some positive constant ξ such that X n = n −ξ .
(A.5). There exist positive constants K 6 , K 7 and γ such that P(|Y | ≥ u) ≤ K 6 exp(−K 7 u γ ) for any u > 0.
(A.6). For r specified in (A.1), if r ≥ 1, the kernel function K(·) is of order r, i.e., K(u)du = 1, u k K(u)du = 0 for k = 1, . . . , r − 1 and u r K(u)du > 0. If r = 0, the kernel function satisfies K(u) ≥ 0 for any u and K(u)du = 1.
Here (A.1) is a general condition describing the continuity of each f j (x) = E(Y |X j = x). If the first derivation of each f j exists, then r ≥ 1 and α = 1. Assumption (A.2) is standard for kernel regression implying that the density of X j does not vanish on its support; see, for example, Härdle (1990) , and it implies bounded support of the explanatory variables. For ease in presentation, we take the same support X = [a, b] for all X j which can be easily satisfied because some location-scale transformation can always be applied in practice if otherwise. The condition in (A.3) is for identifying M * , which requires that the minimal signal strength measured by f j ∞ cannot be too weak. The restriction of the minimal signal strength depends on the continuity of f j via r. The smoother f j 's are, the weaker the condition on the signal strength is required, and the minimal signal strength cannot vanish at a rate faster than n − 1 2 . Assumption (A.4) regularizes the partition of the support X to be of size at least O(n ξ ). Assumption (A.5) on the tail distribution of the response variable is a conventional technical requirement for Cramér-type large deviations. For example, γ = 2 if the response variable Y is a normal or sub-gaussian distribution, and γ = ∞ if Y has a compact support. The assumption (A.6) specifies the requirement for the kernel function so that the bias due to kernel smoothing is not dominating; see Müller (1987) for more detail about higher order kernel functions.
For the parameters r, α and γ specified in above assumptions, let (2.8) ̺ 1 = max{r, α}, ̺ 2 = max{γ, 2} + 2 and δ = max{
The parameter ̺ 1 characterizes the continuity of the marginal projections and densities. Parameters ̺ 2 and δ are related to the tail probabilistic behavior of response variable Y . Meanwhile, we assume that the bandwidth h used in (2.4) satisfies h ≍ n −w for some positive w whose specification is discussed later.
, 1) and ξ > κ+2w, then there exists a uniform constant C 1 such that for any j ∈ M * and L → ∞,
.
Proposition 1 gives a uniform result for all explanatory variables contributing in the true model. The maximum distance between the adjacent two points that are used to construct our procedure should be o(n −κ−2w ). Specifically, with large probability and uniformly for all j ∈ M * , the diverging rate of ℓ j (0) is not slower than n 1−2κ−2w L −2 . If j / ∈ M * , i.e. the explanatory variable X j does not have the marginal contribution to Y (i.e., f j = 0), following the argument in Owen (1988) and Chang, Tang and Wu (2013a) , it can be shown that the corresponding
−κ−w L −1 is required to diverge as n → ∞ for sure independence screening. Furthermore, we note that the requirement for the bandwidth used in Proposition 1 is mild, which can be naturally satisfied by the conventional optimal bandwidth h = O(n −κ−w−τ for some τ ∈ (0, 1 2 − κ − w). A more clear uniform result related to the probabilistic behavior of the statistics ℓ j (0) for j ∈ M * is described in the following corollary.
, where C 1 is given in Proposition 1.
Choosing threshold level γ n = 1 2 c 2 1 K 2 3 n 2τ in (2.7) and noting that
we establish the sure screening property of our approach in the following theorem based on Corollary 1.
, and ξ > κ + 2w, then
Theorem 1 implies that our local independence feature screening method can handle non-polynomial dimensionality: log p = o(n ǫ ) for ǫ = min 1 − 2κ−w, (
, the highest dimensionality is achieved with the optimal ǫ = min{1−2κ−
)γ} when τ is close enough to zero. It actually depends on κ, ̺ 1 and γ, i.e., the signal strength, smoothness of f j 's and the tail probabilistic behavior of Y . If Y follows a normal or sub-gaussian distribution such that γ = 2, the corresponding highest dimensionality satisfies log p = o(n 1−2κ− 2κ ̺ 1 ). Furthermore, if the projections f j 's have derivatives of all orders such that ̺ 1 = r = ∞, then the highest dimensionality satisfies log p = o(n 1−2κ ).
In what follows, we consider the size of the selected set M γn under an ideal case that
The key is to investigate the probabilistic behavior of P{ℓ j (0) ≥ 1 2 c 2 1 K 2 3 n 2τ } for each j / ∈ M * which is given in the next proposition.
there exists a uniform positive constant C 2 such that for any j / ∈ M * ,
,2τ,
From Proposition 2, we can find that the quantities on the right-hand side are decreasing as w is increasing. Thus, the optimal w = κ ̺ 1 is the same as the one for the best dimensionality p discussed previously. Hence, the optimal bandwidth in our screening procedure is w = κ ̺ 1 , which is quite sensible because intuitively the smoother each f j is, the larger the bandwidth is allowed. The corresponding upper bound for P{ℓ j (0) ≥ 1 2 c 2 1 K 3 3 n 2τ } is given in the following corollary.
≥ ρ for some positive ρ holds for any j / ∈ M * , then there exists a uniform positive constant C 3 such that for any j / ∈ M * ,
By noting that
Hence, from Corollary 2, we obtain the following theorem for the size of M γn .
where C 3 is given in Corollary 2.
This theorem shows that our screening procedure well controls the set size of the recruited variables. With large probability, the number of the recruited variables is not larger than the true size s. From Theorems 1 and 2 with w =
. This selection consistency property demonstrates that our approach performs very well by distinguishing the true contributing variables from false ones under condition (2.9). Aiming to obtain the optimal diverging rate for p, we can select
where ς can be chosen to be positive and converging to 0 as n → ∞. Hence,
More specifically, if the response variable Y has a compact support which means γ = ∞, the above selection consistency holds if log p = o(n 1−2κ− 2κ ̺ 1 ). Additionally, the smoothness of the projections f j 's also affects the allowable dimensionality. When all f j ∈ C ∞ (X ) implying that ̺ 1 = r = ∞, the allowable dimensionality turns out to be log p = o(n 1−2κ ). If Y follows a normal or sub-gaussian distribution that γ = 2 and η = ∞ which can be guaranteed by partial orthogonal condition (Huang, Horowitz and Wei, 2010) , the selection consistency holds if log p = o(n
It is worthwhile to note that though we show that our approach can identify the set of contributing variables with probability tending to 1, practical performances can vary because first the results are valid asymptotically, and second choosing the threshold level γ n to achieve the perfect variable selection is difficult.
3. Applications to some special models. Our local independence feature screening approach does not require a specific form of the underlying model. Now we elaborate how the proposed approach can be applied in three families of popular nonparametric and semiparametric models: the nonparametric additive models, the single-index models and multiple-index models, and varying coefficient models; and we also compare our results with existing ones.
3.1. Nonparametric additive models. The nonparametric additive model introduced by Stone (1985) has the form Y = p j=1 s j (X j ) + ε, where s 1 (·), . . . , s p (·) are unknown functions with zero mean and E(ε|X) = 0. It is a special case of model (2.1) with m(X) = p j=1 s j (X j ). For this model, the true model can be defined as
following the earlier discussion in Section 2. If we identify the true model by
for some non-negative κ, our local independence feature screening procedure proposed in Section 2 can be directly applied here to surely identify the contributing explanatory variables.
Let us carefully compare our approach with the one in Fan, Feng and Song (2011) that specifically targets at the feature screening problem for nonparametric additive models. The screening procedure of Fan, Feng and Song (2011) includes four steps. Firstly, each f j is expanded by using the B-spline basis functions {Ψ j,k } ∞ k=1 and use the truncated versionf nj = dn k=1 β j,k Ψ j,k to approximate the projection f j . Secondly, to estimate the coefficients β j,k 's and obtain the corresponding estimation of each projection f j . Thirdly, to estimate each E{f 2 j (X j )} by n −1 n i=1f 2 nj (X ij ) wheref nj is the estimation of f j obtained in the second step. Fourthly, to screen features via the corresponding magnitudes of these estimates. To ensure the sure screening property, they assume that each f j belongs to the class of functions whose rth derivative satisfies the Lipschitz continuity of order θ ∈ (0, 1] and d = r + θ > 0.5, where r is a nonnegative integer, and identify the true model by the condition 
2d+1 for some positive constant C. Actually, if the density of each X j is uniformly bounded away from zero, these conditions are sufficient for the identification condition of our approach given in (3.1) to hold with κ = 2d κ 2d+1 . Fan, Feng and Song (2011) also assume that the error ε satisfies E{exp(B|ε|)|X} ≤ C for some positive constants B and C which implies there exist two positive constants b 1 and b 2 such that P(|ε| ≥ u) ≤ b 1 exp(−b 2 u) for any u > 0. See Lemma 2.2 in Petrov (1995) . On the other hand, they also assume that m ∞ ≤ B for some positive constant B. These two conditions together imply that γ = 1 in our assumption (A.5). In this case, the sure screening property of our approach given in Theorem 1 holds if log p = o(n 1 2
) κ, their procedure can handle faster diverging p than that of ours; otherwise, our method is stronger than theirs. This shows that our procedure can handle faster diverging p when the signal strength level is weak, i.e., κ is large.
In the specific case when the number of basis functions d n = O(n 1 2d+1 ) which leads to the optimal rate for the B-spline approach (Stone, 1985) , their approach can handle the dimensionality log p = o(n 1−4 κ− 3 2d+1 ). For such a selection of d n , the allowable dimensionality of our approach under which the sure screening property holds is log p = o(n 1 2
To make the approach of Fan, Feng and Song (2011) work with a high dimensional setting for such a selection of d n , the smooth parameter d should be larger than 1 implying the existence of the first derivation of each f j , which is not required in our approach. From this point of view, our approach can handle the situation where each nonparametric marginal projection f j does not have the first derivative but being just continuous. When d > 1, the parameter r in (A.1) and (A.2) satisfies 1 ≤ r < d ≤ r + 1. If the minimum signal does not diminish to 0 (Lin and Zhang, 2006; Huang, Horowitz and Wei, 2010) , then κ = 0. In this case, our approach and their approach can handle the non-polynomial dimensionality log p = o(n ), respectively. If 2d ≤ 6 + r −1 , our approach allows faster diverging p than that of their approach; otherwise, their result is stronger than ours. This can be viewed as a price paid for our approach by allowing weaker requirement on the continuity of each f j and without requiring m(X) to be bounded.
We note that the above diverging rates comparison is established in a case in favor of the approach of Fan, Feng and Song (2011) by using their identification condition with the smallest d n . If d n diverges faster than n 2 κ 2d+1 , the parameter κ appeared in our identification condition will be smaller than 2d κ 2d+1 and the allowable dimensionality of our approach will be improved. Additionally, our approach has a very good control of the size of the recruited variables. From Theorem 2, the set of the recruited variables is not larger than the true contributing covariates with large probability which together with Theorem 1 imply the selection consistency of our approach in nonparametric additive models.
Single-index and multiple-index models.
The single-index model that is recognized as a particularly useful variation of the linear regression model has the form Y = s(β T X) + ε, where s(·) is an unknown function; see Brillinger (1983) and Mccullagh and Nelder (1983) for more details. This kind of models is a special case of model (2.1) with m(X) = s(β T X). The true model can be defined as M * = {1 ≤ j ≤ p : β j = 0}. The marginal moment condition is
for j = 1, . . . , p. Inheriting the idea of independence feature screening proposed in Fan and Lv (2008) and Fan and Song (2010) , a natural way is to estimate each β M j and select the covariates that are top ranked based on the magnitudes of their corresponding estimates to construct the candidate model. However, this idea does not work for the single-index model because each β M j is not marginally identifiable. In the literature of single-index model (Brillinger, 1983; Mccullagh and Nelder, 1983) , a common assumption for the identification of (3.3) is β M j = 1. Under such assumption, the marginal estimator-based ranking procedure can not be applied to handle the feature screening problem in the single-index model without considering the impact of link function s j (·).
In this case, our local independence feature screening approach still applies, because our marginal empirical likelihood based approach does not require estimating β M j . Instead, the fundamental concern in our approach is essentially on whether β M j = 0 or not. Thus we can avoid the estimation problem in (3.3) by directly testing H 0 : β M j = 0 v.s. H 1 : β M j = 0. Since our marginal empirical likelihood approach is capable of assessing E(Y |X j ) ≡ 0, which is equivalent to β M j = 0 in this case, identification and estimation of β M j in (3.3) is not necessary for our local independence feature screening approach. Specifically, if we identify the true model by min j∈M * f j ∞ ≥ c 1 n −κ , then the local independence feature screening procedure and its properties discussed in Section 2 also directly apply here. The effective application of our approach in single-index models demonstrates that the marginal empirical likelihood based approach is advantageous in independence feature screening. Such a merit is due to the new insight of the marginal empirical likelihood approach for screening variables by assessing the evidence against the null hypothesis that the explanatory variable is not contributing marginally.
More generally, we may consider the screening for multiple-index model Y = s(β T 1 X, . . . , β T K X) + ε, where K is a known integer, β k (k = 1, . . . , K) are sparse vectors of unknown parameters, and s is an unknown function. This model has been investigated in detail by Ichimura and Lee (1991) and Hristache et al. (2001) . A different form of the model called sliced inverse regression has been proposed by Li (1991) . The marginal condition for the jth component of X given by (2.2) still applies in the multiple-index models. Nevertheless, in multiple-index models, identification is also an issue, which is actually more complicated and challenging than that in the single-index models when considering the marginal contributions. Since our concern in this model can also be transformed to assessing E(Y |X j ) ≡ 0 or not, the local independence feature screening procedure given in the last section can also be applied.
3.3. Varying coefficient models. Varying coefficient model is useful for studying the variable-dependent effects in the regressions. Many methods have been proposed for estimation of this model. See, for example, Fan and Zhang (2000) for local polynomial smoothing method, Huang, Wu and Zhou (2000) and Qu and Li (2006) for basis expansion and spline method. The varying coefficient model has the following form:
where X = (X 1 , . . . , X p ) T is a p × 1 vector of explanatory variables, Z is a scalar variable that takes values on a compact interval Z, and ε is the error satisfies E(ε|X, Z) = 0 almost surely. Here, β(z) = (β 1 (z), . . . , β p (z)) T is unknown but smooth in z. One way to screen explanatory variables could be ignoring the impact due to Z, and applying some marginal approaches. However, it is not difficult to see that there are situations for example when β(z)dz = 0, i.e., the parameter effect is zero in average, univariate screening procedure ignoring Z will not be able to identify the component in X even it is contributing.
To overcome such a difficulty, we may adjust the marginal nonparametric regression for varying coefficient models to incorporate the effect of Z. The marginal version of (3.4) is
where E(ε j |X j , Z) = 0 almost surely for j = 1, . . . , p. Here, b j (Z) can be interpreted as the marginal contribution of X j in explaining Y via Z. It can be shown that
var(X j |Z) . Thus the marginal effect b j (z) = 0 for any z is equivalent to cov(X j , Y |Z = z) = 0 for any z. In the simple case when E(Y |Z) = 0 or some constant free of Z, it is equivalent to cov(X j , Y |Z) = E(X j Y |Z) ≡ 0, which essentially share the same form E(Y |X j ) ≡ 0 as in the local independence featuring screening. In the general situation, E(Y |Z) = 0 so that one needs to assess 0
then the marginal empirical likelihood is contructed as
We then propose to use
where ℓ j (z, 0) = −2 log{EL j (z, 0)} − 2n log n, and Z n is a partition of Z.
In practice, a natural choice is to evaluate the statistic (3.8) by ℓ j (0) = max 1≤i≤n ℓ j (Z i , 0) where
are the n observations of variable Z. This new ℓ j (0) can be used for local independence feature screening for varying coefficient models analogously to that in Section 2.
The analogous assumptions corresponding to (A.1)-(A.5) in Section 2 are given as follows.
(A.1)'. For each j = 1, . . . , p, letf j (z) = cov(X j , Y |Z = z). Assume {f j } p j=1 belong to C r (Z). If r = 0, we assume thatf j 's satisfy the Lipschitz condition with order α ∈ (0, 1], i.e. |f j (s) −f j (t)| ≤ K 1 |s − t| α for any s, t ∈ Z, where K 1 is a positive constant uniformly for any j = 1, . . . , p. In addition, there exists a constant K 2 such that |f (r) j (z)| ≤ K 2 for any z ∈ Z and j = 1, . . . , p.
In addition, we assume that g belongs to C r (Z) for the r given in (A.1)' and |g (r) (z)| ≤ K 5 for any z ∈ Z.
(A.3)'. There exist nonnegative constantsc 1 > 0 and κ ∈ [0, max{r,α} 2 max{r,α}+2 ) such that min j∈M * f j ∞ ≥c 1 n −κ , where r and α are specified in (A.1)'.
(A.4)'. There exists some positive constant ξ such that Z n = n −ξ .
(A.5)'. There exist positive constants K 6 , K 7 , γ 1 and γ 2 such that P(|Y | ≥ u) ≤ K 6 exp(− K 7 u γ 1 ) and P(|X j | ≥ u) ≤ K 6 exp(− K 7 u γ 2 ) for any u > 0 and j = 1, . . . , p.
Assumption (A.5)' and Lemma 2 in Chang, Tang and Wu (2013b) yield that P(|X j Y | ≥ u) ≤ 2 K 6 exp(− K 7 u γ ) for any u > 0 and j = 1, . . . , p, where γ = γ 1 γ 2 γ 1 +γ 2 . To investigate the theoretical properties of (3.8) with nonparametric estimation (3.6) , we need the following two extra conditions: (A.7). E(Y |Z = z) belongs to C r (Z), where r is given in (A.1)'. If r = 0, we assume E(Y |Z = z) satisfies the Lipschitz condition with order α where α is specified in (A.1)'.
(A.8). For r specified in (A.1)', if r ≥ 1, the kernel function K(·) is of order r. If r = 0, the kernel function satisfies K(u) ≥ 0 for any u and K(u)du = 1.
, we define ̺ 1 , ̺ 2 and δ as (2.8). In addition, let δ 1 = max{ 2 γ 1 − 1, 0}. Meanwhile, we assume that the bandwidths h andh in constructing marginal empirical likelihood (3.7) and the NW estimator (3.6) for E(Y |Z = z) satisfy h ≍ n −w andh ≍ n −φ , where w and φ will be specified later. The property of the marginal empirical likelihood for varying coefficient models are given in the following theorem. 
, 1 − 2κ), ξ > κ + 2w, and γ n = 1 2c 2 1 K 2 3 n 2τ for some τ ∈ (0, 1 2 − κ − w), then there exists a uniform positive constant C 4 such that
Theorem 3 provides a general result for the sure screening property of the marginal empirical likelihood for varying coefficient models. The first two terms and the fourth term on the right-hand side of above inequality are the same as those in Theorem 1. The extra terms are due to the kernel estimation of E(Y |Z). The analogues of Proposition 2 and Theorem 2 are also valid for varying coefficient models using the above marginal empirical likelihood. Fan, Ma and Dai (2014) , Liu, Li and Wu (2014) , and Song, Feng and Zou (2014) also consider the feature screening for ultra-high dimensional varying coefficient models. Fan, Ma and Dai (2014) and Liu, Li and Wu (2014) considered the same model as (3.4) while Song, Feng and Zou (2014) allows both Y and X to depend on Z. Fan, Ma and Dai (2014) estimate a j (·) and b j (·) in (3.5) simultaneously via the B-spline basis functions expansion approach. Fan, Ma and Dai (2014) propose an estimatorû j for E{
var(X j |Z) } for each j = 1, . . . , p measuring the marginal contribution of X j . Then they propose to select the covariates via ranking |û j |'s. Liu, Li and Wu (2014) study conditional Pearson correlation as a measure of marginal contribution for varying coefficient models. For each j = 1, . . . , p and z, they estimate conditional Pearson correlation ρ(X j , Y |Z = z) via kernel smoothing method and construct an estimationρ * j for E{ρ 2 (X j , Y |Z)}. Then, they use the magnitude of |ρ * j | to determine whether X j is an important explanatory variable or not. The main idea of Song, Feng and Zou (2014) is similar to that of Fan, Ma and Dai (2014) . In the sequel, we carefully compare our procedure with those proposed in Fan, Ma and Dai (2014) and Liu, Li and Wu (2014) . Fan, Ma and Dai (2014) identify M * via min j∈M * E{cov 2 (X j , Y |Z)} ≥ Cd n n −2 κ for some positive constants C and κ < 2d+1 8d+10 . Here d n is the number of approximation terms to a j (·) and b j (·) in the estimation step. Details of d n can be found in Section 3.1 for discussion of additive models. To guarantee the validity of the approach in Fan, Ma and Dai (2014) 
is required for some positive constant C and d = r + θ, where r is an integer and θ ∈ (0, 1] are employed to describe the smoothness of each a j and b j , i.e., the rth derivatives of all a j and b j are Lipschitz continuous of order θ. In Liu, Li and Wu (2014) , the identification condition is given by min j∈M * E{ρ 2 (X j , Y |Z)} ≥ Cn −2κ for some positive constants C andκ < . Here, < 1 3 is a parameter employed to describe the decay rate of the bandwidth for the kernel smoothing step in their procedure, i.e., the bandwidth is chosen as O(n − ). Based on the moments condition and the assumptions inf z∈Z min 1≤j≤p var(X j |Z = z) > 0 and inf z∈Z var(Y |Z = z) > 0, the iden-tification condition in Liu, Li and Wu (2014) is essentially equivalent to min j∈M * E{cov 2 (X j , Y |Z)} ≥ Cn −2κ for some positive constant C.
From three aspects, we compare our identification condition and theoretical results with those of Fan, Ma and Dai (2014) and Liu, Li and Wu (2014) . First, if the density of Z is uniformly bounded away from zero and infinity on its support Z, their L 2 -type requirement is a sufficient condition for ours proposed in assumption (A.3)'. But their identification conditions rule out the case where cov(X j , Y |Z = z) only contribute largely at several local small intervals on Z. Secondly, our method works for weaker signal strength than theirs. Fan, Ma and Dai (2014) can handle the case that
. Therefore, the weakest signal strength can be handled by their method cannot decay at a rate faster than O(n ). By noting that r < d ≤ r+1, we have
8d+10 which implies our method can accommodate weaker signal strength than Fan, Ma and Dai (2014) . If condition (C4) of Liu, Li and Wu (2014) holds, the parameter r in our notation system is not smaller than 2. Thus,
3 which implies our method can also accommodate weaker signal strength than that of Liu, Li and Wu (2014) . Thirdly, we compare the non-polynomial dimensionality allowed by different methods. As our theoretical assumptions are close to that proposed in Liu, Li and Wu (2014) , we compare our result with theirs. When γ 1 = γ 2 = r = 2, which are assumed in Liu, Li and Wu (2014) , from Corollary 3, our method can handle log p = o(n min{4φ−2κ, 4. Iterative feature screening. It is possible that some predictors are marginally unrelated but jointly related to the response as illustrated by Example 4.2.2 of Fan and Lv (2008) . As observed in the literature, marginal utility-based feature screening methods may miss this type of predictors badly (Fan and Lv, 2008; Fan, Samworth and Wu, 2009 ). To overcome this difficulty, several versions of iterative feature screening have been proposed. Fan and Lv (2008) proposed to regress the response on the recruited predictors and use the regression residual as the new "response" to recruit further from the remaining predictors. While recruiting additional predictors, Fan, Samworth and Wu (2009) consider the joint model with both the recruited predictors and each additional predictor and use the conditional contribution of each additional predictor given those predictors that are already selected to recruit further from the remaining predictors. Both versions need to fit a joint model on the recruited predictors with or without an additional feature where a parametric model specification is required. However our proposed empirical likelihood-based screening is for a general nonparametric model (2.1) and, in this sense, model-free. Consequently the aforementioned two versions of iterative feature screening cannot be extended to our case. Next we will borrow the idea of Zhu et al. (2011) and propose an iterative version for our proposed empirical likelihood-based screening.
Next we detail our iterative screening procedure.
Step 1. We first apply our proposed empirical likelihood based screening to {(X i , Y i ), i = 1, . . . , n} and denote the selected set of predictors by A 1 .
Step 2. Apply COSSO (Lin and Zhang, 2006 ) to data {(X i A 1 , Y i ), i = 1, . . . , n} and use M 1 to denote the subset of A 1 that are retained by the COSSO.
Step 3. For any j ∈ M 1 , we regress X j on the predictors with indices in M 1 based on the data {(X i M 1 , X ij ), i = 1, . . . , n} and denote the residual byε ij , i = 1, . . . , n. For any j ∈ M 1 , treatε ij , i = 1, . . . , n as the pseudo predictor and apply our proposed empirical likelihood-based screening to recruit a subset A 2 of predictors.
Step 4. Apply COSSO to data {(X i M 1 ∪ A 2 , Y i ), i = 1, . . . , n} and use M 2 to denote the subset of M 1 ∪ A 2 that are retained by the COSSO.
Step 5. Repeat Steps 3 and 4 until M k = M k−1 or the number of predictors in M k reaches some pre-specified number.
Numerical examples.
We next demonstrate the performance of the local independence feature screening methods using five examples with comparisons to appropriate existing alternative approaches. In what follows, we denote our method by EL when reporting the results. When implementing the local independence feature screening approach, we select the bandwidth h by the cross-validation method (Fan and Gijbels, 1996) , and the Epanechnikov kernel K(u) = 3 4 (1 − u 2 )I(|u| ≤ 1) is applied for the marginal regressions.
Example 1. This example is taken from Example 3 of Fan, Feng and Song (2011) . Data are generated from model Y = 5g 1 (X 1 ) + 3g 2 (X 2 ) + 4g 3 (X 3 )+6g 4 (X 4 )+σε with g 1 (x) = x, g 2 (x) = (2x−1) 2 , g 3 (x) = distribution, and ε ∼ N (0, 1) is independent of X j 's. We set p = 1000. Data sets of size n = 400 are used. We apply the proposed screening method to reduce the number of predictors from 1000 to 20. We consider different signal noise ratios by varying σ 2 at four different levels while Fan, Feng and Song (2011) chose a specific value of σ 2 = 1.74. Table 1 reports the frequency of the important predictors being selected among 100 repetitions for different values of σ 2 . Comparison is made with Fan, Feng and Song (2011) . It is observed that the proposed empirical likelihood-based local independence feature screening performs similarly as the method proposed by Fan, Feng and Song (2011) . Contributing features X 1 , X 2 , and X 4 are selected by both methods for all repetitions. Yet for feature X 2 with a slightly weaker contribution, our method does slightly better.
Example 2. This is a nonlinear predictor effect example with heterogeneous conditional variance. Data are generated from model
2−cos(2πx) , and h 4 (x) = cos{(2x − 1)π}. Here X j 's are independent and uniform over [0, 1] , ε is independent of X j 's and has normal distribution with mean zero and its heterogeneous conditional variance is generated by var(ε) = 4 x 2 1 +x 2 2 +x 2 3 +x 2
4
. The noise level is govern by σ with different values in the simulations. We set p = 1000 and n = 100. We ap- ply the proposed screening method to reduce the number of predictors from 1000 to 20. For comparison purposes, we also apply the methods on data generated from a model with homogenous conditional variance while other settings are the same. The results are reported in Table 2 for the two cases.
There are a few observations. First, those methods incorporating less local impact perform poorly in this nonlinear effect example, demonstrating the importance and substantial effect of the local feature of the marginal contributions to the response variable. Second, in this example with heterogeneous conditional variance, our method outperforms others, and is better than the one of Fan, Feng and Song (2011) , especially when the the noise level is relatively higher implying the signal is relatively weaker. This is consistent with our theory and the finding from Example 1, and it shows that our method is advantageous for detecting nonlinear effects. It also demonstrates that when the signal is weak, and when the situation is more difficult due to high level and more complex variations, our method delivers more promising results thanks to the feature of the marginal empirical likelihood approach.
Example 3. Data are generated from model Y = β 1 X 1 + β 2 X 2 + β 3 X 3 + β 4 X 4 + ε with independent error ε ∼ N (0, 1). Jointly Gaussian covariates Table 3 Simulation results for Example 3 (n, p)
Iterative screening method X1 X2 X3 X4 Average for xj, j ≥ 5 (300,1000) EL 100 100 100 100 0.0351 Fan, Feng and Song (2011) 100 100 100 100 0.1175 Zhu et al. (2011) 100 100 100 100 N/A Li, Zhong and 100 100 100 100 N/A Chang, Tang and Wu (2013) EL 100 100 100 100 0.0141 Fan, Feng and Song (2011) 100 100 100 100 0.0612 Zhu et al. (2011) 100 100 100 100 N/A Li, Zhong and 100 100 100 100 N/A Chang, Tang and Wu (2013) 100 100 100 100 0.0220
Data are generate from Y = h(X) + σε, where h(X) is generated from exp − 1 2 (X 2 1 /0.8 2 + X 2 2 /0.9 2 + X 2 3 /1.0 + X 2 4 /1.1 2 ) by appropriately scaling it to have zero mean and unit variance, predictors are independently generated from standard normal distribution and ε ∼ N (0, 1) is independent of X j 's. We set p = 1000 and n = 100, and vary the noise level as 0.5 and 1.0 respectively. We apply the proposed screening method to reduce the number of predictors from 1000 to 20 and compare it with the method of Fan, Feng and Song (2011) and additional two methods in Zhu et al. (2011) and Li, Zhong and Zhu (2012) . In this example, the signals are strongest locally at 0 while decay exponentially fast at other locations, and X 1 is strongest and X 4 is weakest in their signal strength according to the coefficients. Note that the iterative screening of Fan, Feng and Song (2011) is residual-based while that of Zhu et al. (2011) is projection-based. Thus to be fair, we only compare in terms of the noniterative version. The frequencies of important predictors being selected over 100 repetitions are reported in Table 4 for different methods. We see that our method performs much better than that of Fan, Feng and Song (2011) thanks to the merit of our method in detecting local contributions. Additionally, we see that correlation based methods completely fail in this case while the distance correlation based method of Li, Zhong and Zhu (2012) can still detect signal, while our method performs the best.
Example 5. We consider the varying coefficient model in this example. We generate data from model Y = X 1 β 1 (Z)+X 2 β 2 (Z)+X 3 β(Z)+X 4 β(Z)+ ε, where predictors are multivariate normal with E(X j ) = 0, var(X j ) = 6. Discussion. We have proposed and investigated a local independent feature screening method using the marginal empirical likelihood in conjunction with marginal kernel smoothing methods to detect contributing explanatory variables in a general model setting. We show that our method is broadly applicable in a wide class of nonparametric and semiparametric models for high-dimensional data analysis. Theory and numerical examples show that our approach works promisingly. When the minimal signal is weak or the collinearity level among the explanatory variables is high, independence feature screening methods will face substantial difficulty. How to solve the variable selection problem under such a scenario remains open, and we hope to work along this direction with the marginal empirical likelihood approach.
Our method is based on the empirical likelihood and thus necessarily inherits its intensive computation. In addition, we couple the empirical likelihood with a kernel smoother for which the smoothing bandwidth needs to be tuned appropriately. This further increases the computational intensity. Though it takes more time for our approach, we remark that we apply adaptive bandwidth selection in all the numerical works, while the B-spline based approach of Fan, Feng and Song (2011) was implemented with the number of basis functions pre-specified. Fortunately, the marginal screening methods are highly scalable by exploring the response variable's dependence on each individual predictor at a time. Consequently they are naturally suited for parallel computing. With parallel computing, the computational intensiveness issue of our new method can be alleviated significantly, making it a practically useful candidate method.
