Using combinatorics of chains going back to works of Anick, Green, Happel and Zacharia, we give, for any monomial algebra A, an explicit description of its minimal model. This also provides us with formulas for a canonical A ∞ -structure on the Ext-algebra of the trivial A-module.
Introduction
Understanding A ∞ -structures associated to differential graded associative (dga, for short) algebras is central to understanding in turn, the homotopy category of the category DA of dga algebras. More precisely, one can, in principle, compute in the homotopy category of DA by considering the category of quasi-free dga algebras or, equivalently, A ∞ -coalgebras, modulo the usual relation of homotopy between morphisms in DA: the quasi-free dga algebras are precisely the cofibrant objects of DA, where the weak equivalences are the quasi-isomorphisms and the fibrations are the degree-wise epimorphisms; see [11, Théorème 1.3.1.1] and [12, 15] .
In particular, we may use A ∞ -coalgebras to understand usual (non-dg) associative algebras. For any augmented algebra A over a field k, one can produce from the dga coalgebra B (A), the bar complex of A, the equivalence class of minimal A ∞ -coalgebra structures on Tor A (k, k). Among other things, such structures determine A up to isomorphism, may be used to compute its Hochschild cohomology, and obtain the minimal model of A; see [11, 12] . The explicit computation of such higher structures is therefore of interest. The machinery of Gröbner bases and homological perturbation theory suggest that a possible first step towards solving this problem is to first obtain an answer for monomial algebras. In this paper we provide a complete description of a minimal A ∞ -coalgebra structure on Tor A (k, k) for a monomial algebra A in terms of the combinatorics of its Anick chains. Equivalently, we completely describe a minimal model of A as the cobar construction Ω ∞ Tor A . The results extend without modification to describe minimal models of monomial quiver algebras in terms of the combinatorics of their chains; see [7] .
Concretely, let γ be a basis element of Tor r +1
A (k, k), represented by an Anick chain of length r ∈ N and let us take n ∈ N 2 . An n-decomposition of γ is a tuple (γ 1 , . . . , γ n ) of chains with lengths satisfying r 1 + · · · + r n = r − 1 and whose concatenation, in this order, is γ. Our result is the following. This recovers, in particular, the results in [6] describing cup products in Ext A for a monomial quiver algebra A using a multiplicative basis of chains, and the results in [8] describing the A ∞ -algebra structure of Ext A for monomial algebras which are p-Koszul.
Theorem. A minimal model for A is given by (Ω ∞
We would like to remark that in [16] the authors produce chain comparison maps between the Bardzell resolution of a monomial quiver algebra and its usual bar resolution, and succeed in using them to compute the Gerstenhaber bracket on Hochschild cohomology of some examples. It may be the case that the maps of [16] are a part of a homotopy retract data provided by algebraic Morse theory [10, 17] . Alternatively, one may attempt to compute the Gerstenhaber bracket on Hochschild cohomology using the spaces of derivations of minimal models. It is our intention to pursue this in an upcoming article. We simply record here that this approach has already been successfully pursued in [18] .
Structure. The paper is organised as follows. In Section 1 we recall the relevant definitions and constructions from homological and homotopical algebra to be used throughout the paper. In particular, we recall the essentials from [1] , the central results of algebraic discrete Morse theory presented in [10] , which the authors use to recover the Anick resolution, and the dual version of the homotopy transfer theorem for A ∞ -algebras from [14] . In Section 2 we use the results of [10] to produce an homotopy retract data from the bar complex to Tor A and therefore a minimal A ∞ -coalgebra structure on Tor A , which we describe explicitly in Section 3 terms of decompositions of Anick chains into concatenations of smaller chains. In Section 4 we note that our results generalize directly to the quiver monomial case. Finally, in Section 5 we recall how to compute Hochschild cohomology via twisted cochain complexes of minimal models, and use this to outline how to exploit the results of Section 3 to compute Hochschild cohomology of monomial algebras.
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Recollections
As explained in the introduction, we will completely describe, for a given monomial algebra A, a minimal model M − A. Recall this is a quasi-isomorphism onto A from a quasi-free dga algebra M whose differential satisfies the so-called Sullivan condition [13, §B.6.8] . Although this gives us, a priori, information about A in the homotopy category of DA, there is a rich feedback loop between homotopical and homological algebra, already present in the original work of Quillen, and successfully pursued in [9, 12] , among others. Without going into details, we will content ourselves with giving a few examples:
• On the homotopical side we have the minimal model of A, which we shall compute using classical homological invariants of A as a starting point.
• From this model one may compute the Hochschild (co)homology of A and, more particularly, obtain information about the derived category of its representations, and the representations of its enveloping algebra A ⊗ A op .
• One may also use models to compute cup products and attempt to compute the Gerstenhaber bracket: the minimal model captures information on the deformation theory of A.
All results of this paper can be proved for quiver algebras with monomial relations;
for readability, we present all arguments in the case of associative algebras (that is, for one-vertex quivers) and then merely state the corresponding generalization.
Notation and conventions.
We fix once and for all a field k. All unadorned hom and ⊗, which denote the usual bifunctors on graded vector spaces, will be taken with respect to k. We let s 
concatenation, that makes it into a non-unital dga coalgebra. Concretely, on basis elements [a 1 | · · · |a n ] of degree n ∈ N 0 we have that
Anick's resolution
(1.2.1) In his celebrated article [1] , Anick constructs an A-free resolution of the trivial module for any augmented algebra A equipped with a Gröbner basis. This construction is generalized for quiver algebras in [2] , where the authors use the notion of chains for such algebras from [7] . We shall assume that A is weight graded connected and such augmentation is the quotient map of A by the ideal of elements of positive degree. Since we will use the description of Tor A by means of Anick's resolution, which we will also obtain in Subsection 1.4, let us quickly recall the results in [1] , which we will specialize to our setting. 
of k. For each n ∈ N we now obtain a vector space V n with a basis of monomials, called the n-chains, in the following way. An n-prechain is a monomial x i 1 · · · x i t in B for which there exist strictly increasing sequences of integers (a 1 , . . . , a n ) and (b 1 , . . . , b n ) with a 1 = 1 and b n = t such that the sequences are interlaced, meaning that a i +1 b i for each i ∈ {1, . . . , n − 1}, and such that for each j ∈ {1, . . . , n}, the
(1.2.6) In particular, the collection of 1-prechains, which are the same as 1-chains, is a basis for V 1 . We say an n-prechain is an n-chain if the two previous sequences may be chosen so that x i 1 · · · x i s is not an m-prechain for any s < b m and m ∈ {1, . . . , n}.
Plainly, an chain is a prechain that satisfies a minimality condition regarding the overlappings between the obstructions that constitute it. It is readily verified that the in this case these two sequences are uniquely determined, there is a unique s = b n−1 < t such that x i 1 · · · x i s is an (n − 1)-chain and the tail x i s +1 · · · x i t contains no divisor that is an obstruction. This is the key observation to construct a sequence of boundary
If A is monomial, there are no lower terms in the differential and this resolution is minimal, so that for each n ∈ N, Tor 
Algebraic discrete Morse theory
(1.3.1) Let C be a non-negatively graded complex of k-modules. Fix a basis X = {X t } t 0 of homogeneous elements of C , so that for each t ∈ N 0 , the set X t is a basis of 
given on basis elements by
for c ∈ X t , respectively c ∈ X M t , are inverse homotopy equivalences. In fact, f g = 1 and
(1.3.3) Note that since for any two basis elements we have defined the coefficient Γ(c, c ) as a sum through paths, it is important that M is finite for the theorem above to hold. We can, however, consider matchings M of the complex C if C is the colimit of a finite sequence of finite subcomplexes {F p C } that is compatible with the matching, in the sense that (F p C ) M is a filtration by subcomplexes of C M . This last condition means Γ(c, c ) is well defined and the last theorem extends in this situation. In particular, we will consider the situation of N-multigraded complexes such that each homogeneous subcomplex is finite, and in this case the filtration by weight of tuples fulfills the conditions above.
(1.3.4) Let us note that in the homotopy h, we can only have a path from an element in degree t to one in degree t + 1 if it is given by a sequence of edges e 0 e 1 e 1 · · · e j e j where e i is an inverted edge of the matching and e i is a direct edge. Indeed, the first Morse condition forbids a concatenation of inverted edges, which means we also cannot have two consecutive non-inverted edges. Finally, let us observe that if c ∈ C M is a cycle then g (c) = c, that the last observation means that h 2 = 0, and that hg = 0
is a homotopy data that satisfies the side conditions, as defined in (1.5.4).
Anick's resolution via Morse theory
(1.4.1) Let A be a weight graded k-algebra presented by generators {x 1 , . . . , x n } and ideal of relations I , and assume that { f 1 , . . . , f m } is a reduced Gröbner basis with respect to a fixed monomial order <. We now show how to obtain the Anick resolution of A as the Morse complex of an acyclic matching on the normalized bar resolution B (A, A) of k, which we now denote more simply by B .
( 
is an edge in E j . In particular, w j = u 1 u 2 . We say e satisfies the matching condition if B1. u 1 is a prefix of w j ,
B2
. the source of e is in B ( j −1) ,
B3.
For each prefix v 1 of u 1 and each v 2 such that v 1 v 2 = w j , the vertex
is not in B ( j −1) .
We let M j be the collection of edges in E j that multiply monomials at the j th bar and satisfy the matching condition. fully attached if for all j ∈ {1, . . . , l − 1} and each prefix u of v j +1 u j +2 the monomial v j u j +1 u is normal. We denote by B j the set of fully attached terms of degree j 2 and let B 1 consist of the variables. We refer the reader to [10] for the proof of the follwing lemma. have that u j u j +1 = 0 minimally for j ∈ {0, . . . , r − 1}.
Homotopy transfer theorem and A ∞ -coalgebras
(1.5.1) Recall that an A ∞ -coalgebra is a graded k-module V along with sequence of locally finite maps (∆ n : V − V ⊗n ) n∈N , where for each n ∈ N we have |∆ n | = n − 2, that satisfy the Stasheff identities SI(n) :
That such sequence of maps be locally finite means that for each element v ∈ V the set {∆ n (v) : n ∈ N 0 } contains finitely many nonzero terms. We denote by (V, ∆) an A ∞ -coalgebra, which we call minimal whenever ∆ 1 vanishes. Observe that every graded vector space, every complex, and every dga coalgebra is canonically an A ∞ -coalgebra. Let us mention that we are following the sign conventions of [14] , and that our A ∞ -coalgebras are non-unital and positively graded. In particular, whenever we write Tor A , we will purposefully ignore the summand Tor 0 A = k.
(1.5.2) We can associate to every A ∞ -coalgebra (V, ∆) a dga algebra (Ω ∞ V, b), its cobar construction, as follows. The underlying algebra to Ω ∞ V is the free associative algebra on the suspension s −1 V . Define the family of maps (b n : s
by conjugation with the suspension and desuspension isomorphisms s : s
This sequence gives a map s
and we
then have a unique derivation b :
A straightforward computation shows that b 2 = 0 is equivalent to the Stasheff identities, so we have a dga algebra. Observe that since V is positively graded, Ω ∞ V is non-unital and non-negatively graded. If V has a weight grading, as it happens for
Tor A whenever A is a weight graded algebra, Ω ∞ V inherits a weight-grading from V .
(1.5.
3) The cobar construction allows us to define the category of A ∞ -coalgebras, which we denote by DCSH, quite painlessly: its objects are the A ∞ -coalgebras and the hom-sets are given by hom DCSH ( ? 1 , ? 2 ) = hom DA (Ω ∞ ? 1 , Ω ∞ ? 2 ) where DA is the category of dga algebras. Plainly, DCSH is the full subcategory of DA consisting of dga algebras that are quasi-free. Since in the category DA we have defined the notion of homotopy between maps and weak equivalences, the quasi-isomorphisms, these notions are available to us in DCSH. Observe, moreover, that if F : V W is a map between A ∞ -coalgebras, it is determined uniquely by a sequence of maps ( f n : V − W ⊗n ) n∈N satisfying appropriate commutativity conditions with the coproducts of V and W . In view of this, we will identify such a map F with the sequence f = ( f n ) n∈N , and write Ω ∞ ( f ) for F . Abusing notation a little, for a second sequence (g n ) n∈N , we write f g for the map corresponding to the composition Ω ∞ ( f )Ω ∞ (g ).
(1.5.4) Let C be a dga coalgebra, and assume that V is a complex of k-modules which is a deformation retract of C , that is, there is a homotopy retaract data
which we denote by (i , p, h). We assume that such data satisfies the side conditions, that is, all three maps h 2 , hi and ph are zero. The following result, which is a simplified form of Theorem 5 in [14] , shows how to transfer on V an A ∞ -coalgebra structure from the dga coalgebra structure of C and, further, how to produce from the homotopy data another homotopy data of A ∞ -coalgebras. ) . Let (C , ∆ 2 ) be a dga coalgebra and consider a homotopy retract as above. There exists an A ∞ -coalgebra structure on V and a homotopy retract data
Theorem 1.4 (Homotopy Transfer Theorem
The A ∞ -coalgebra structure on V is given by
where for n ∈ N 3 the arrows ∆ n : C − C ⊗n are defined by
with the convention that ∆ 1 h = 1.
(1.5.5) There is a non-inductive definition of the maps (∆ n ) n∈N that will be useful to have in mind when we discuss A ∞ -coalgebra structures on Tor A , which can also be found in [14] . Let T be a planar binary tree with n leaves, and let us assign to it a sign ϑ(T ) as follows. For each vertex v of T , let r 1 be the number of paths from a leaf of T to the root that pass through the first input of v, and let r 2 be the number of those that pass through the second. Set ϑ T (v) = r 1 (r 2 + 1) and ϑ(T ) = v∈T ϑ T (v). Let us write ∆ T for the cooperation of arity n obtained by decorating the leaves of T by p, the root of T by i , the inner vertices by ∆ 2 and the inner edges by h. We then have the following result. 
Description of the homotopy
(2.2.1) From the last proposition of the previous section, it follows in particular that ∆ 3 = −(1⊗∆ 2 h)∆ 2 on Tor A , so the only tree that appears in ∆ 3 is the right comb. Given n ∈ N 3 , we would like to show this is the case for the higher coproduct 
If Γ 1 is a chain or zero, stop. Else, there is some largest i 2 > i 1 such that, keeping in with the notation above,
] is a chain. In which case, set
Continuing in this way, we obtain terms γ = Γ 0 , · · · , Γ n and γ 1 , · · · , γ n , where Γ n is either zero or a chain. For convenience, we will agree that γ m = 0 for m > n, and note that the sign accompanying γ a is (−1) i a +1 , where i a is simply the length of the largest chain η a contained in γ a , starting from the left. If γ is a bar term in degree r +1 whose underlying monomial is an r -chain, we will write Γ for the r -chain obtained from γ at the end of the algorithm above, which we observe has no signs. Observe that by construction, the sequence (i a ) a 1 is strictly increasing, until it stabilizes. 
Lemma 2.2. With the notation above, we have that
where the brackets mean the terms are repeated the indicated amount of times. Note that, since in every summand the homotopy extracted a chain of odd homological degree, all the signs are the same. Using the results of Section 3 the reader may recover the A ∞ -coalgebra structure on Tor A for p-Koszul monomial algebras, dual to the A ∞ -algebra structure on Ext A obtained in [8] .
The exchange rule and the right comb
We now prove the desired result that when computing the higher coproducts in Tor A obtained from the homotopy retraction data of Section 1.4, the only contributing tree is the right comb. The following exchange rule for h and ∆ 2 will easily imply this result.
Lemma 2.4. If γ is attached then ∆
Proof. This is a direct computation, albeit a bit cumbersome. We will use the notation of (2. follows that if j ∈ {1, . . . , r } then:
(2) (γ a ) ( j ) is a chain for j i a + 1.
This means that we can write
where the third equality uses (iii) and (iv), and from (ii) it follows the first summand is in Tor A ⊗B (A). Finally, from (i) it follows that the second sum is, in fact, (h ⊗1)(∆ 2 (γ)), which completes the proof of the lemma.
Corollary 2.5.
We have (h ⊗ 1)∆ 2 h = 0 on attached bar terms.
Proof. This now follows from our exchange rule and the fact h has square zero and vanishes on Tor A . Theorem 2.6. Let n ∈ N 3 and let γ ∈ Tor A be an element represented by an Anick chain. The only tree that contributes to ∆ n (γ), and hence to ∆ n (γ), is the right comb.
(2.3.1) Let us also record here the following easy proposition, which means, plainly, that the computation of the A ∞ -structure of Tor A depends only on the local information on a given chain. Thus, there seems to be no upshot from looking at induced maps when relations are added.
Proposition 2.7. Suppose A is a monomial algebra and B is obtained by adjoining to
A a non-redundant monomial relation. 
Description of the minimal model
We now aim to give a more refined description of the terms appearing in a higher coproduct of a fixed chain γ, as stated in the following theorem. It will immediately from Theorem 3.6 and its proof. (n − i )(r i + 1). 
Combinatorics of chains and tails

Lemma 3.2. Let γ be a monomial which is an r -chain. Any (co)regular bar term obtained by inserting (1) exactly r bars into γ is either attached and nonzero or is equal to zero, (2) less than r bars into γ is zero, and (3) more than r bars into γ is not attached and nonzero or is equal to zero.
Proof. We prove this by induction on r . If r = 1, then γ is simply a monomial relation. Certainly inserting no bars gives a bar term of degree one which is zero and, since there are no overlapping variables to keep track of, inserting any bar gives a regular bar term, which is certainly nonzero, and inserting one more bar gives a non-attached term. Assume then r 1 and that our claim holds for r -chains, and that we have an (r + 1)-chain. We consider the three cases above separately:
(1) We have inserted r + 1 bars regularly: if the bar term is zero, we are done. Else the bar term obtained in nonzero, and there must be at least one bar inserted in a non-overlapping variable of the last chain. Moreover, there must be exactly one, else, by removing the tail of the r + 1 chain, we would obtain a regular bar term from an r -chain which is nonzero but has r −1 bars, which cannot happen.
Having settled this, we now remove the tail and proceed by induction. We now note that the homotopy h, which introduces and shifts bars in bar terms, produces bar terms whose subchains, starting from the left, have bars introduced regularly. (3.1.2) Let us now introduce the definitions that will be central to our proof of Theorems 3.1 and its equivalent formulation, Theorem 3.6, which we already stated the Introduction. Let γ be an r -chain and j ∈ N. We will say a bar term Γ is a j -tail of γ if there is a term of the form γ 1 ⊗ · · · ⊗ γ j ⊗ Γ in ∆ j +1 (γ) appearing with nonzero coefficient, where the first j tensors are chains, and, moreover, Γ is a concatenation of at least two chains γ j +1 , . . . , γ n , in this order. Moreover, if for i ∈ [n] we have that γ i is an r i chain, we require that r 1 + · · · + r n = r − 1. The length of Γ is n − j . Let us call the n-tuple (γ 1 , . . . , γ n ) a decomposition of γ. Remark that there is the notion of "tail" of a chain given in [1] , but that this is not a special case of our definition, and that Γ may be a tail for several choices of the tuple (γ j +1 , . . . , γ n ). Proof. The case that j = 1 and n is arbitrary is obvious, so let us assume j > 1, our claim true for ( j − 1)-tails, and analyse the claim for j . Observe that by Theorem 2.6, if Γ is a j -tail of γ, it must come from a ( j − 1)-tail Γ of γ by applying the operator ∆ 2 h on the last factor. We will prove that Γ has the desired form and, moreover, that there is a unique way to obtain Γ from Γ , so that if the term corresponding to Γ appears with coefficient 1 or −1, then so does the Case 2: u i is not a variable. Arguing as before, we see that the overlap u k = u k u k is not trivial, and that u k u k+1 = 0 minimally. We can write u i = xv were x is a variable and v a monomial, and we have that h(Γ ) has first term [x|v|u i +1 | · · · |u r ]. Set j * to be the last k j for which γ k is a 0-chain. Our bar counting argument then shows that the concatenation γ j · · · γ j * must be contained in the monomial u i , and then using our description of h it is clear we may extract the term γ j ⊗ · · · ⊗ γ j * uniquely by iteration of ∆ 2 h. Let us assume then that γ j is not a 0-chain. In such case, vu i +1 = 0, since γ j begins with a minimal monomial relation which, by minimality, must in fact be xvu i +1 . Since u i u i +1 is a minimal monomial relation of A, it follows that We also observe that the summands of h(Γ ) different from this one cannot create a summand corresponding to Γ so that again Γ is obtained uniquely from Γ . Indeed, the only way to produce a bar term in the left factor with the same underlying monomial as γ j , we would have to use ∆ 2 to break such a term of h(Γ ) precisely at the bar dividing u k and u k , presently only on the last term. If we do it at a bar before or after this one, the resulting term has either its left fact or its right factor nonattached, since it contains [· · · |u k |u k | · · · ]. This same argument shows that the previous summands of ∆ 2 h(Γ ) cannot contribute to ∆ j +1 : the only place where we may break them is at the last opened bar, say [· · · |u t |u t | · · · ], but the fact we can continue the algorithm of (2.2.2) means that u t has nonzero product with u t +1 , and hence this term does not contribute to ∆ j +1 .
Lemma 3.3. If γ is an element of Tor r +1 A corresponding to an r -chain, it has its r bars inserted regularly. In particular, if γ is an attached term, and if γ a is a nonzero summand in h(γ), following the notation of Lemma 2.2, then for j i a , the j -chain
The final claim regarding the number of bars in Γ is immediate from the above.
The following proposition is the central result about tails and chains we were after. Proposition 3.5. Let γ be a chain, n ∈ N 2 and let (γ 1 , . . . , γ n ) be a decomposition of γ.
For each j ∈ [n −1] there is a unique j -tail Γ of γ with underlying monomial γ j +1 · · · γ n and a unique term
, and it appears with coefficient 1 or −1.
Proof. Let (γ 1 , . . . , γ n ) be a decomposition of γ and let Γ be a j -tail as in the statement of the Theorem. The claim is obvious for j = 1. Moreover, Lemma 3.4 shows that once we know that a ( j − 1)-tail Γ corresponding to this decomposition of appears in ∆ j (γ), there is a unique summand in ∆ 2 h(Γ ), with coefficient 1 or −1, that produces the term corresponding to Γ, which is what we wanted.
(3.1.4) Remark that the operators (∆ j ) j 2 produce other terms than the ones described in the last proposition. However, the proof of Lemma 3.4 shows these terms have zero projection to tensor powers of Tor A , since they contain factors that are not attached. 
Main theorem
where the sum ranges through all possible n-decompositions of γ.
Proof. We need only address the claim about signs and the differential b. We already know that whenever ∆ 2 h extracts an r -chain, it produces a sign (−1) r +1 . Moreover, whenever h goes through an r -chain γ it produces a sign (−1) r +1 . Thus when creating the term γ 1 ⊗ · · · ⊗ γ n by extracting γ n−1 , we have a sign (−1) L where L = n−1 i =1 (r i + 1). Inductively accounting for the signs created by ∆ 3 , . . . , ∆ n−1 , for the missing sign r 1 +1 that is not created by ∆ 2 and for the sign given by 1.5, we obtain a sign congruent to
which is the integer N in Theorem 3.1. To see the claim about the minimal model, we
, giving the final result. 
where
| f ||ϕ| ϕ f , which explains the introduction of signs in the higher products of the graded dual Ext A of Tor A . Concretely, for each n ∈ N 2 , define µ n : Ext 3) Let us remark that the theorem above is a common generalisation of the results in [6] and in [8] , the latter in the case of monomial algebras. In the first the authors describe a multiplicative basis of Ext A for A a monomial quiver algebra given in terms of Anick chains, and show if γ 1 and γ 2 are chains, then γ 1 γ 2 is zero unless the concatenation γ 1 γ 2 is a chain, in which case γ 1 γ 2 = γ 1 γ 2 . In the second, the authors describe the higher products in Ext A for monomial algebras that are pKoszul, and show that the chains involved in a product µ p (γ 1 ⊗ · · · ⊗ γ p ) are all of odd homological degree. A calculation shows that the only term that contributes to a sign in the integer M of Theorem 3.7 is the binomial coefficient 
The extension to monomial quiver algebras
We now observe that the results of these notes extend without any non-trivial modification to the more general class of monomial quiver algebras. 
The minimal model
where the sum ranges through all possible n-decompositions of γ. 
Hochschild cohomology
We now use our description of the minimal model of a monomial algebra to obtain a model of its Hochschild cochain complex; we refer the reader to [5, 2.1] for the definition of this cohomology theory and a panorama of its relation to deformation theory, higher structures, and homotopy theory of algebras. If f : A − A is a map of dga algebras, a map = x for each variable of x ∈ A. This is a twisting cochain in the sense of [15] : it satisfies the Maurer-Cartan equation
Twisted hom-complex and the cup product
where τ [n] : C A is defined by the composition µ (n) τ ⊗n ∆ n . Indeed, ∂τ is zero since A has trivial differential, and for an Anick chain γ, τ [n] (γ) is zero for trivial reasons unless γ is a 1-chain of lenght n, in which case τ [n] (γ) is simply the image of γ in A, a relation, and is thus zero. This is equivalent to the fact αb vanishes, where b is the map of Theorem 3.6. using the complex T A which computes it. We note that, in fact, this complex is an A ∞ -algebra, and that its multiplication induces the cup product in Hochschild cohomology. We refer the reader to [11, Chapter 8 , §1] for details. (5.1.5) It is fair to observe that the construction of our minimal model requires the construction of an homotopy retract data from B (A) to Tor A , and thus of comparison morphisms. However, the construction of this retraction is streamlined by the machinery of algebraic discrete Morse theory and, in fact, one may attempt to apply the methods oulined in [10] to any algebra admitting a Gröbner basis to produce a model of it. Let us also remark that one need not recourse to comparison maps to produce models of algebras. In the article [4] , for example, the authors produce models for monomial operads, in particular for monomial algebras, without doing this. However, this model is not minimal for many interesting examples. As explained in that article, one may use this model to understand not necessarily monomial algebras admitting a Gröbner basis by the method of homological perturbation theory.
A short comment on the Gerstenhaber bracket. We have already observed that the twisted complex T A is naturally isomorphic to the complex A s is, naturally, a dg Lie algebra, whose cohomology is HH * (A), and it is not hard to prove its Lie bracket induces the Gerstenhaber bracket on HH * (A). When the minimal model M A has finitely many generators, the computation of HH * (A) through this dg Lie algebra is plausible; see [18] for two examples. In the case of monomial quiver algebras, it may very well happen that, although Tor A is locally finitely dimensional, it is not finitely dimensional. There is, however, hope that computing the Gerstenhaber bracket by the usual composition of derivations of a minimal model is feasible, and we intend to purse this matter in an upcoming article.
