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Abstract
The aim of this paper is to identify a suitable methodology to realize, in an easy and quick way, 3D models of complex structures. 
To achieve this aim, the first step is to build the 3D model of the scene under investigation using photogrammetric modelling. This 
task was carried out by the use of algorithms based on Structure from Motion (SfM) - Multi View Stereo (MVS) approaches and 
using camera-generated images supplied in the UAS (Unmanned Aerial system). Once built the 3D point cloud of the structure under 
investigation, the geometry of each element was reconstructed with 3D profile reconstruction using Rhinoceros software and a few 
plug-ins developed in this software. Indeed, this paper shows, through a case study of a masonry bridge of special architectural and 
historic value built in the middle of 1800s and located in the south of Italy, the potential of the method developed in order to manage 
a maintenance or restoration project.
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1 Introduction
With the diffusion of digital images, Computer Vision 
(CV) began to develop algorithms able to orientate 
a sequence of images [1–3]. The image orientation tech-
niques traditionally used in photogrammetry integrated 
with the new approach has allowed obtaining accurate 3D 
models, taking advantage of CV's high level of automa-
tion, without the need to know information "a priori" and, 
at the same time, to use rigorous geometric and stochastic 
models developed through traditional photogrammetry. 
This approach, called Structure from Motion (SfM) solves 
the issue of camera positioning and scene geometry simul-
taneously and automatically, using a highly redundant 
bundle adjustment based on matching features in multiple 
overlapping, offset images [4, 5]. In addition, the use of 
Multi View Stereo (MVS) algorithms allows densifying 
the point cloud generated by the SfM approach. Recently, 
the combination of SfM/MVS algorithms and aerial 
images obtained by UAS (Unmanned Aerial Systems) 
platform has revolutionized photogrammetric surveying, 
allowing obtaining 3D models through low-cost, fast and 
high quality data acquisition and processing [6]. Thanks to 
the possible low flying height, UAS (also called "drones" or 
"UAVs- Unmanned Aerial Vehicles") can collect high-res-
olution images of the topographic surface. 
The acquisition by laser scanning on UAV platform 
allows obtaining morphological information of the ter-
rain even in areas covered by vegetation; however, this 
type of acquisition is still limited to a small number of 
unmanned aircraft [7] and, at moment, is still an expen-
sive technology. In addition, the use of the photogram-
metry by UAS is really useful in critical scenarios, such 
as in harsh high-mountain environments where the easy 
transportability and low cost of the necessary equipment 
for aerial survey compared to laser scanning techniques 
represent a great advantage [8]. The use of the SfM/MVS 
approach has been successfully applied to detect complex 
structures, both with terrestrial survey and from UAV 
platform. Bolognesi et al. [9], performed a comparison 
between traditional aerial photogrammetry and photo-
grammetry by UAV and discuss their possible integration 
in the 3D modelling of a complex building (castle). Russo 
and Manferdini [10] wrote about the integration between 
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different image- and range-based survey techniques, 
applied to survey a complex architectural case study, Santa 
Maria di Pomposa Abbey, which exemplifies a wide range 
of characteristics that it is possible to meet in the survey of 
the Cultural Heritage field. Kouimtzoglou et al. [11] used 
an image-based method in 3D reconstruction of complex 
architectures. In particular, the photogrammetric method 
was applied in order to build the 3D model of the Plaka 
Bridge, located in the Epirus region in northwest Greece. 
Hatzopoulos et al. [12] discussed the digital reconstruction 
of the archaeological site of Delphi in a specific project 
named Delphi4Delphi. In this project, various surveying 
technologies, such as UAS, total station, digital camera 
were used in order to map in 3D the remaining of the com-
plex monument Tholos and the surrounding area in Delphi 
Greece. Kaimaris et al. [13] discussed the use of UAV 
photogrammetry and SfM-MVS approaches in order to 
locate and map the Traces of the Covered Ancient Theater 
of Amphipolis (Eastern Macedonia, Greece), which is 
one of the most important archaeological sites of Greece. 
Pepe et al. [14] discussed the construction of a three-di-
mensional model involving a photogrammetric method 
applied to a Roman bridge (called Ponte san Cono) for 
structural analysis purposes; in this latter study, the build-
ing of 3D models using FEM (Finite Element Method), 
a novel approach that uses Rhinoceros software to 3D 
reconstruction of the bridge, is discussed. Starting from 
this study, we suggest an original method for the survey 
involving UAV and, once the 3D model has been real-
ized, a suitable procedure for the maintenance and com-
puter management of the structure has been identified. In 
particular, this last task was carried out by decomposing 
the bridge into the different objects of which the masonry 
bridge is composed.
As regards the management of semantic informa-
tion within the AEC (Architecture, Engineering and 
Construction) industry, Building Information Modelling 
(BIM) systems have provided an important and simple 
tool. However, especially in BIM construction of com-
plex civil constructions such as masonry bridges, only 
few families of libraries are dedicated to their model-
ling. In this context, not only from a terminological but 
also conceptual point of view, it is preferable to use the 
term HBIM (Historic Building Information Modelling) 
in the case of parametric modelling of existing objects. 
Therefore, a novel approach in order to manage geomet-
ric and semantic information of a civil structure was pro-
posed and described in this paper.
2 Materials and experimental procedures
2.1 Case study: Ponte del Diavolo masonry bridge
In the Italian territory, there are numerous masonry 
bridges that were built in the period from the 1700s to the 
1800s [15]. The masonry bridges, still today, are import-
ant connections in the road network of many Italian zones, 
some of which fall into areas characterized by a high seis-
mic risk. This means that beyond their historical/aesthetic 
conservation and restoration, their recovery must also 
focus on preserving their structural aspect. Therefore, a 
realistic three-dimensional reconstruction allows a pre-
cise analysis of the bridge from a structural, functional 
and conservation point of view. 
A bridge of particular interest, included in the Cultural 
Heritage, is the so-called Ponte del Diavolo, located in 
southern Italy, where the coordinates of the centre of the 
Area Of Interest (AOI) are: latitude 40°29'50.13"N and 
longitude 15°00'54.26"E (Fig. 1a). Indeed, considering the 
inaccessibility of the lower part of the bridge and its height 
on the river, this type of bridge is very well suited to the 
needs of our experimentation. 
The masonry bridge on the Sele river is an important 
structure from an engineering and architectural point of 
view. Since the Roman times, other bridges were built on 
this river. However, the power of the river destroyed all the 
structures created up to the end of the year 1872 (Fig. 1(b)), 
when the two banks of the Sele river were finally joined 
by a bridge built with a masonry structure with a single 
large arch (Fig. 1(c)). The choice of a masonry bridge was 
due to the low funding of the work. The works began in 
March 1871 and were completed by 1872, with consider-
able difficulties, due to the floods of the Sele river and the 
malaria-ridden environment. 
The bridge on the Sele river, designed by the engineer 
Giustino Fiocca, was built using a type of arch called 
"basket handle" which involves three centers of curvature: 
two external ones placed on each side of the vertical sym-
metry axis and a third one on the vertical symmetry axis, 
so that the intrados of the arch has a smooth curve [16] 
(see Fig. 2).
2.2 Method 
To obtain an accurate textured 3D model, it is necessary 
to identify a suitable workflow, which can be summarized 
in two main steps: 
• Evaluation of Level of Accuracy (LoA) on the test-
field and estimation of the internal camera para- 
meters; 
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• Building of a 3D model on the field using adequate 
methodology, sensors, an aerial platform and SfM 
software that are able to reconstruct the geometry of 
the masonry bridge under investigation.
• 3D modelling of the bridge in a dedicated software 
in order to build the geometry of the single structure 
and to link semantic information to these elements.
The first step was the evaluation of the Level of 
Accuracy of the point clouds generated from a single sen-
sor on 3D test field. Subsequently, once verified that the 
maximum error on 3D test-field was acceptable, i.e. that 
this error was lower than the maximum error compati-
ble with the Scale of Representation (SR) of the masonry 
bridge, the survey could be performed.
Fig. 1 Masonry bridge on the Sele river: orthophoto of the area of interest on the Sele river in UTM33N Projection (a), historical image of the  
Ponte del Diavolo bridge (b) and panoramic image the masonry bridge (c)
Fig. 2 Façade of the bridge: project by Giustino Fiocca at the end of 1800
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As regards the second step, it was necessary to take into 
account the SR and the graphical error drawing (generally 
established in 0.2 mm). In this way, it was possible to cal-
culate the graphical error as the product between the SR 
and the graphic drawing error. Therefore, once established 
the tolerable error, the next step consisted in the determi-
nation of the Ground Sampling Distance (GSD). As it is 
known, the GSD of the image can be calculated by the fol-
lowing relation:
GSD H
c
pixel size= , (1)
where:
H is the flight height (or distance from the target 
to the sensor);
pixel size is the dimension of the sensor and
c is focal length. 
In order to obtain a final GSD value lower than the tol-
erance needed for the project, in general two times the 
graphical error, a value of half of the originally planned 
GSD was chosen [17]. In this way, it was possible to design 
the flight plan on the masonry bridge. Subsequently, to 
scale the model of the bridge to real dimensions, it was 
necessary to perform a topographic survey. This latter 
task was reached using total station instruments featuring 
the precision required by the project. Once the photogram-
metric and topographic survey was performed, the use of 
software based on SfM-MVS algorithms allowed the con-
struction of a textured 3D model particularly useful for 
functional restoration. 
In order to point out each element of the bridge struc-
ture, it is necessary to perform a 3D modelling of the 
bridge, where each element of the bridge (arch ring, par-
apets, abutments, key stones, etc.) is geometrically mod-
elled. This task can be accomplished using Computer-
Aided Design (CAD) and 3D computer graphics software, 
such as Rhinoceros. In other words, each object in the 
bridge must be connected to other (simplified or complex) 
databases. For example, it is possible to create sheets in 
common data management software that allow exporting 
in *.pdf files. In fact, with simple hyperlinks it is possi-
ble to connect the geometric information produced in 
Rhinoceros with semantic information. Moreover, in the 
Rhinoceros environment it is immediately possible to 
set the type of construction material. The workflow that 
describes these last steps is reported in Fig. 3.
Fig. 3 Workflow of the developed method
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2.3 Description of the UAS and the software used for 
the 3D reconstruction of the structure
The survey of the bridge was carried out using a Parrot 
Anafi [18], a UAS quadcopter equipped with a Sony 
Sensor® 1/2.4" 21MP (5344 × 4016) CMOS (complemen-
tary metal-oxide semiconductor), which allows obtaining, 
thanks also to a 3-axis stabilizer, clear and detailed images 
(Fig. 4(a)). The Anafi allows a rotation of 180°, i.e. a rota-
tion from –90° (nadir) to +90° (zenith) (Fig. 4(b)).
The Anafi is able to acquire images through a sensor 
whose pixel size is 0.00134424 mm; the focal length of this 
camera is 4 mm. 
The SfM/MVS software used in the several tests and for 
the survey of the masonry bridge was Agisoft Metashape 
because it is a reliable and widely used photo-processing 
software, as shown in various works present in the litera-
ture [19–21]. The procedure that allowed obtaining the 3D 
model from images can be summarized in the following 
main steps [22]:
• alignment of the images,
• building the dense cloud,
• building the mesh.
Agisoft Metashape software, after loading the images, 
performs further operations in the alignment step: 
• identifies and matches homologous image points in 
overlapping images,
• calculates and determines camera position for each 
image,
• refines camera calibration parameters. 
As a result, it generates a sparse point cloud and shows 
the positions of the cameras. In the second step, based 
on the estimated camera positions, the software builds 
a dense point cloud. Lastly, Agisoft Metashape recon-
structs a 3D polygon mesh that represents the object, 
based on the dense point cloud obtained from the calcu-
lation of the measurements taken from the surface of the 
photographed object [23]. Because the elaboration in SfM 
environment requires high performance from the PC, the 
technical specifications of the PC have an important role. 
The main feature of the PC used for the elaboration were: 
CPU (central processing unit): Intel Core i7 quad-core, 
LGA 1150 socket, mother board with 4 slot DDR3, RAM: 
DDR3-1600, 4 × 4 GB (16 GB total) and Nvidia GeForce 
GTX 980 GPU (Graphics Processing Unit).
2.4 Calibration of the camera supplied with the drone 
for the construction of the 3D test-field
The 3D test-field created for this calibration session con-
sisted of 16 circular targets (marker type: 12 bits – coding 
Agisoft Metashape) positioned at different heights from the 
ground and spacing included in an area of about 3 m × 3 m. 
The coordinates of each target were measured using a 
Pentax R-322 (N) total station equipped with a laser sen-
sor for readings without prism, whose main technical fea-
tures (angular and distance accuracy) are reported in the 
following Table 1.
Fig. 4 Anafi Parrot: UAV platform (a) and zoom on the gimbal where it 
is shown the possibility to rotate the camera (b) 180° and, consequently, 
also in the zenith direction
Table 1 Main features of the Pentax R-322 (N) total station
Measurement range
Accuracy of Electronic Distance Measurement (EDM)
Range accuracy in Reflectorless mode Angular Accuracy (ISO17123-3)
(1.5 m -Normal range mode: 
90m, / Long range mode 200 m) ±(2 + 2 ppm × Distance) mm 2"
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The polar coordinates generated by the total station 
were transformed into a local Cartesian reference sys-
tem using a special tool developed in Matlab environ-
ment. For each sensor taken into consideration, a block 
of images with very high overlap and different positions 
was produced (Fig. 5(b)), thus creating a highly conver-
gent network, as shown in the photogrammetric literature 
(Fig. 5(a)).
The images generated by the camera supplied with 
the UAS were processed using Agisoft Metashape in 
self-calibration mode. The accuracy on the alignment of 
the images was calculated on 16 targets: 12 were used as 
Ground Control Points (GCPs) and 4 as Check Points (CPs). 
The rootmean square (RMSE) evaluated won GCPs was 
2 mm while on CPs it was 3 mm.
In the following Table 2 are reported the values of the 
internal parameters of the camera where f is the focal length 
measured in pixels, cx, cy are the principal point coordinates 
(coordinates of lens optical axis interception with sensor 
plane in pixels) b1, b2 are the affinity and skew (non-ortho- 
gonality) transformation coefficients, k1, k2, k3, k4 are the 
radial distortion coefficients, while p1 and p2 are tangential 
distortion coefficients.
2.5 Image acquisition and image processing of the 
masonry bridge
Taking into account the Eq. (1) and the features of the 
cameras, it was possible to establish a relation between 
the flight height of the drone (i.e. the UAV-object distance) 
and the GSD. In the case of the sensors tested, the GSD 
value was 5 mm by design. This means that the maximum 
distance between object and camera mounted on the drone 
was about 4 m.
The upper part of the bridge was surveyed designing 
the flight plan taking into account the SfM approach and, 
consequently, choosing suitable camera positions, val-
ues of (longitudinal) over-lap (80 %) and (transversal) 
side-lap [25]. The flight plan was designed using Mission 
Planner software and created using 8 Flight Lines (FLs) 
along the longitudinal direction of the bridge, varying the 
tilt angle in order to cover with high degree of overlap 
each side of the bridge. In general, the gimbal supplied 
with the drone allows taking nadir photos, but cannot 
observe a scene beyond 90°. Instead, in order to over-
come this situation, the Anafi drone allows taking photos 
even in zenith direction (see Appendix A). Therefore, 4 
FLs were planned and acquired in manual mode varying 
the flight heights in order to obtain the same GSD. In this 
way, it was possible to observe the intrados of the bridge 
using a UAV platform.
The UAV used for the experimentation is the Anafi 
Parrot, a multi-copter rotary wing type that allows achiev-
ing a max flight horizontal speed of 15 m/s with a max 
climbing speed of 4 m/s while the maximum wind resis-
tance is 50 km/h. The weight of the vehicle is 320 gr. 
Fig. 5 Acquisition geometry: (a) sketch of the principle of bundle 
adjustment (extract from the Kraus book entitled Photogrammetry) [24]; 
(b) 3D positions and orientations of the images (blue squares) on test-field
Table 2 Camera calibration parameters
Parameter Value
f 2984.013
cx 0.671585
cy -0.134793
k1 -0.00341261
k2 0.0112115
k3 -0.00730694
b1 -0.850948
b2 0.803138
p1 -0.00120118
p2 -0.00265686
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As usual, before using an aerial platform in the air-
space, it was necessary to check if it was possible to fly 
on the area of interest. For this reason, it was necessary 
to plan the flight operations according to the Airspace. 
The Italian Airspace Structure is divided in 3 FIRs (Flight 
Information Regions): Milano, Roma and Brindisi. 
The area of interest is located in the Brindisi FIR. Using 
the Brindisi VFR (Visual Flight Rules) map (Scale 1: 
500,000) and zooming on the area of interest, it is possible 
to note that the flight zone falls inside the CTR (Controlled 
Traffic Region), i.e. a volume of controlled airspace which 
extends from the surface to a specified upper limit, estab-
lished to protect air traffic operating to and from that air-
port. In this zone, the Unmanned Aerial Systems Italian 
Regulation approved by Italian Civil Aviation Authority 
(ENAC) has provided restrictions on flying over these 
areas: weight must be less than 25 kg, maximum distance 
between pilot and UAV must be 200m and the maximum 
flight height must be 70m AGL (Above Ground Level). 
Therefore, considering the flight planning parameters 
determined in the previous section, it was possible to fly 
with UAV also in compliance with aeronautical rules.
In order to carry out the aerial survey, four consecutive 
sessions were performed in relation to the autonomy of the 
UAV (batteries last about 25 minutes). Two sessions were 
used to survey the upper part of the bridge and one to sur-
vey the lower part of the bridge. 
In the acquisition step, a total amount of 796 images were 
acquired. The aerial survey was carried out on a morning 
around 11 a.m. in May. The wind was almost absent. In the 
acquisition step, close attention was paid in acquiring with 
uniform light condition. In fact, the survey was carried out 
with totally cloudy weather condition and, consequently, 
without shadows. This led to a more pleasant appearance 
of the bridge model from an archi-tectural and visual point 
of view and, at same time, avoided strong light contrasts 
during the acquisition of the bridge substructure, i.e. with 
image acquisition pointing towards the zenith.
In agreement with Federman et al. [26], the images were 
first manually inspected and checked to ensure they were 
not blurry and would be useful in the creation of the model. 
Because the camera supplied with the Anafi has a large 
field of view, the images showed a large value of overlap. 
Consequently, this feature positively improved the image 
alignment process, as in fact all the images were aligned cor-
rectly. Before building the dense cloud, more masks were 
created on the images. In this way, it was possible to reduce 
the amount of residual noise on the 3D model. Agisoft 
Metashape software offers several options in building dense 
point clouds (Low, Medium, High,  Ultra High): the "Ultra 
High" setting was used. In this way, it was possible to obtain 
very realistic structure models, as shown in Fig. 6.
Lastly, the mesh was built from the dense point cloud. 
To remove small isolated mesh fragments, a special option 
implemented in the software, called "Select Gradual 
Selection", allowed deleting the noise in the final model. 
Table 3 shows the main processing parameters defined 
(input) and the features in output generated by processing 
in Agisoft Metashape software. 
Fig. 6 3D point cloud of part of the superstructure of the masonry bridge
Table 3 Summary of input and output parameters
Features Numbers
No. of images 768
Key points limit 40,000
Tie points limit 12,000
Point clouds 1,0578,000 (Ultra High quality)
3D Model 28,722,671 (faces)
Fig. 7 Textured 3D model of the masonry bridge under investigation
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Therefore, at the end of the processing, the software was 
able to produce a textured 3D model, as shown in Fig. 7.
The real dimensions of the model were obtained with the 
use of markers. In addition, the markers were used for dif-
ferent purposes: (i) creation of a coordinate system, (ii) opti-
mization of the alignment of the images, (iii) measurement 
of distances within the scene. The positions of the mark-
ers were defined on the projections of the photos within 
the software. In this project, a number of 12 cross-coded 
markers were positioned on the bridge and measured using 
Pentax N-X 322 total station. The coordinates were obtained 
using dedicated software that is able to import the data 
acquired by the total station. The coordinates of the mark-
ers were framed in a local coordinate system. By import-
ing the coordinates of the markers into Agisoft Metashape, 
it was possible to calculate the error in the bundle adjust-
ment step. The RMSE value archived was 9 mm, which was 
within the expected tolerance of the representation scale, 
i.e. 10 mm for 1:50 scale. Once obtained the 3D model in 
real dimension, it was possible to generate the orthophoto 
of the top view and the single façade of the bridge (2D) 
according to the traditional approach. While the orthophoto 
of the plan was generated in the reference system created 
with the markers, for the orthophoto of the bridge façades 
it was necessary to create a new reference system for each 
single façade. By defining the origin of the reference sys-
tem of each single façade, the GCPs were roto-translated. 
This task was carried out using CAD software and a special 
tool developed in Matlab environment. Importing the new 
coordinates of the markers in the Agisoft Metashape project 
carried out previously, it was possible to build the orthopho-
tos of the two façades of the bridge with a GSD of 0.005 m. 
The X axis is parallel to the longitudinal axis of the bridge 
while the Z axis is perpendicular to it (vertical axis). In this 
way, it is possible to obtain a traditional representation 
of the plan and the facades of the bridge. The architectural 
layout is shown below (Fig. 8). 
2.6 Building of the geometries of the single elements of 
the bridge
The realization of the 3D model and 2D façades provided 
the basic elements for the restoration and maintenance proj-
ect of masonry bridges. Now, it is necessary to re-build the 
mesh putting together each element of the bridge. Indeed, 
the vegetation on the bridge and especially the need to 
describe the different components of the structure (pylon, 
arches, etc.) led to the need to build meshes in a three-di-
mensional modelling software. In this way, it was possible 
to construct regular, continuous meshes that, at the same 
time, represented specific structural objects. Therefore, 
Fig. 8 2D representation of the Ponte del Diavolo masonry bridge
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it is possible to associate to each structural semantic infor-
mation for the digital management of the masonry bridge. 
To achieve this aim, the first step was to work on the point 
cloud within the Rhinoceros 6.0 software [27]. Indeed, 
from the point cloud, it is possible to build, in Rhinoceros 
environment, a detailed model of every single element. 
The construction of the objects was made possible by 
creating special profiles directly on the point cloud thanks 
to the use of Arena 4D tool [14]. For example, a vector 
representation of the point cloud during the construction 
phase is shown below (Fig. 9). In this way, it was possible 
to build the objects that make up the bridge. In particular, 
each object (road, pilaster, arch, etc.) was built on a spe-
cific layer, as shown in Fig. 10.
Fig. 9 Modelling in Rhinoceros software and use of the plug-in Arena 4D for the construction of the elements
Fig. 10 3D modelling of the masonry bridge in Rhinoceros according different layers
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2.7 Analysis of the state of degradation
The reconstruction of the masonry bridge, carried out 
by photogrammetric survey, shows that the artefact is 
in a poor state of conservation and the advanced state of 
deterioration of the superstructure is evident. From the 
analysis of 2D (plan and façades) and 3D model, it was 
therefore possible to obtain a great deal of information on 
the causes of the deterioration, the presence and course 
of the lesions, the construction techniques, the relation-
ship between the different structures that make up the ele-
ment and the function of the architectural parts, the form 
and implementation of the materials. In this way, it was 
possible to describe the state of health of the bridge and 
the state of conservation of the characteristic architectural 
elements of the structure. From a visual analysis of the 
structure, the bridge does not show any evident cracks; 
in fact, there are no lesions that can compromise its static-
ity. However, the state of deterioration and alteration of the 
structure is evident: some building elements (wall clad-
ding) have collapsed or are seriously damaged; the plaster 
is detached at various points. In addition, the vegetation 
has invaded several structure elements creating problems 
of detachment of materials. The pathologies identified are:
• erosion: abrasive action exerted by atmospheric agents;
• detachment: solutions of discontinuity between the 
superficial layers of the material that generally pre-
vent them from falling;
• differential degradation: degradation to be put in rela-
tion to heterogeneity of composition of the material;
• biological patina: soft and homogeneous thin layer, 
adherent to the surface and of evident biological 
nature, of variable color mostly green;
• gap-loss: fall and loss of parts;
• vegetation: presence of vegetable organisms;
• exfoliation: lamellar detachment of the surface layers 
of the material;
• stain: alteration of accidental pigmentation on the 
surface and presence of material extraneous to the 
substrate;
• efflorescence: formation of whitish colored sub-
stances of crystalline or filamentous appearance;
• runoff: action of water flowing on the stone element, 
removing some of its components;
• disintegration: advanced stage loss of cohesion, char-
acterized by the detachment of granules and crystals 
under minimal mechanical stress.
The activities listed above are part of a structure main-
tenance and restoration activity to be managed within the 
modelling software. In fact, Rhinoceros software con-
tains, inside the property of each object, a hyperlink field, 
to which it is possible to link information-files via ftp, 
web, files, etc. For example, it is possible to link the para-
pet object to a specific sheet generated in another environ-
ment and available in *.pdf file, as shown below (Fig. 11).
Fig. 11 Link between object and maintenance information board by hyperlink
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3 Conclusions
In this paper, it was shown how it was possible to build a 
3D model of a complex structure, such as masonry bridges 
that cannot be surveyed by terrestrial survey. Indeed, in 
the case of the bridge taken into consideration, the natural 
obstacles and the large dimension of its span did not allow 
observing the intrados of the structure using traditional 
terrestrial survey techniques, such as the Terrestrial Laser 
Scanner. To overcome this issue, an appropriate technolog-
ical device and suitable methodology based on the SfM-
MVS approaches were adopted. The technological solution 
mounted on UAV allowed obtaining images according to 
different camera positions. In this way, it was possible to 
acquire every part of the bridge using only images acquired 
through a UAV aerial platform, without the need to perform a 
terrestrial survey: zenith photos were used to cover the intra-
dos of the structure while nadir and oblique photos covered 
the remaining part of the structure. The suitable photogram-
metric pipeline allowed obtaining an accurate 3D model of 
the masonry bridge (including texture) of high quality. 
Using the several plug-in and other tools implemented in 
Rhinoceros software, it was possible to obtain a 3D model 
of the individual elements of the bridge. In addition, this 
latter task is useful and indispensable in structures where 
natural obstacles, such as vegetation or extrinsic artefacts 
to the bridge structure, do not allow an accurate and real-
istic reconstruction of the model under investigation.
The Hyperlink command, developed in Rhinoceros, 
allowed linking to an object other semantic information. 
This tool is particularly useful to program, manage and 
perform maintenance operations on structures belong-
ing to cultural heritage, as shown in the case study of the 
masonry bridge. In addition, the modelling of individual 
elements in 3D not only allows a more efficient method 
for the three-dimensional representation of the bridge but 
also is a very useful tool for subsequent implementation 
in FEM (Finite Element Method) software to analyze the 
static and dynamic aspects of the structure.
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Appendix A
Fig. 12 Hand launch of the UAV 
under the bridge 
Fig. 13 Image acquired by Parrot UAS and, by 
geotagging, the picture is visualised in Google Maps
Fig. 14 Image acquired in the direction of the 
zenith
Fig. 15 Sketch of image capture mode in the direction of the zenith 
Fig. 16 Orthophoto Down-view 
of the middle part of the bridge
