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It is demonstrated that when the bundle of 2-forms on a four-dimensional manifold M admits an 
almost-complex structure any choice of “real + imaginary” subspace decomposition of the bundle 
defines a conjugation map, as well as a Hermitian structure for the bundle.  When the almost-
complex structure comes from a linear electromagnetic constitutive law, the real and imaginary 
parts of the Hermitian structure are then shown to represent the Hamiltonian for an anisotropic 
three-dimensional electromagnetic oscillator at each point of M and a symplectic structure for each 
fiber.  The complex form of the oscillator equations is also definable in terms of the geometric 
structures that were introduced. 
 
 
 1  Introduction 
 
 In the pre-metric approach to electromagnetism [1-5] the center of focus for 
spacetime geometry shifts from the geometry that one deduces from defining a 
Lorentzian metric on the tangent bundle to spacetime to the geometry that one deduces 
from defining a linear electromagnetic constitutive law on the bundle of 2-forms.  We 
shall not elaborate on this statement at the moment, except to say that the geometry that 
one must consider is projective geometry – or line geometry – as it gets represented in the 
2-forms by way of the Plücker-Klein representation of 2-planes in R4 as decomposable 2-
forms. 
 Consequently, due to the central role of the electromagnetic constitutive law in this 
formulation of electromagnetism, as well as this approach to spacetime geometry, it is 
essential to establish the physical foundations, in the form of the nature of 
electromagnetic media, in the language of 2-forms and bivectors in a manner that will 
make the geometric interpretation of those physical foundations more straightforward. 
 In previous work by the author [5-7], as well as in the standard reference on pre-
metric electromagnetism [4], a key issue was the fact that the Hodge duality isomorphism 
that is defined by a Lorentzian metric also defines an almost-complex structure on the 
bundle of 2-forms.  Hence, since a linear electromagnetic constitutive law is essentially 
an axiomatic replacement for the Hodge * that one sacrifices by eliminating the 
Lorentzian structure, one sees that such electromagnetic constitutive laws play an 
important role, both physically and geometrically.  In particular, one of the geometric 
structures that an almost-complex structure on the bundle of 2-forms allows one to define 
is a complex orthogonal structure, which, in turn, allows one to associate oriented 
complex orthogonal frames on that bundle with oriented, time-oriented Lorentzian frames 
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on the tangent bundle by the isomorphism of the group SO(3; C) with SO0(3, 1).  One can 
also use projective geometry to define light cones – i.e., a conformal Lorentzian structure 
– in the tangent spaces directly using the almost-complex structure 
 Interestingly, as shown in [7], there are more general linear electromagnetic media 
than the ones that define almost-complex structures.  In particular, anisotropic dielectric 
media are such media.  Hence, although it is tempting to think that the almost-complex 
structure is necessary for the propagation of electromagnetic waves in such media, due to 
the aforementioned considerations, if one recalls that electromagnetic waves can still 
propagate in anisotropic dielectric media, this would not seem to be a necessary 
condition, after all. 
 Nevertheless, the role of the almost-complex structure is still worth pursuing, in both 
its physical context, as well as its geometric context.  In this article, the main concept that 
is examined is how one might use the electromagnetic constitutive law to define not only 
an almost-complex structure, but a Hermitian structure, as well.  It is shown that such a 
structure is defined every time one chooses a decomposition of Λ2(M) into “real” and 
“imaginary” sub-bundles.  Although this sounds physically weak, since such 
decompositions are closely related to the “time plus space” decompositions of the tangent 
bundle, which, in turn, are generally defined by the rest spaces of specified motions, 
actually, since the result of defining such a Hermitian structure is to set up the required 
machinery for doing Hamiltonian mechanics on the fibers of Λ2(M), and energy itself has 
a distinctly rest-space-dependent character, this is not a conceptual inconsistency.  It will 
be shown that the real part of the Hermitian structure defines a Hamiltonian that agrees 
with the electromagnetic field Hamiltonian, the imaginary part defines a symplectic 
structure on the fibers, and the resulting dynamical system is essentially an anisotropic 
three-dimensional electromagnetic oscillator in each fiber of Λ2(M).  Hence, one has set 
up precisely the “continuous distribution of oscillators” that one expects for wave motion 
to be possible.  However, the actual discussion of wave motion will not take place in the 
present study, but will be deferred to future research along the same direction. 
 In the first section, the geometrical language of bivectors and 2-forms on a four-
dimensional real vector space will be summarized, as it relates to the present 
investigation.  Some of the basic notions of pre-metric electromagnetism that relate to the 
introduction of a linear electromagnetic constitutive law will be discussed, as well.  Then, 
the manner by which one introduces a Hermitian structure in the space of 2-forms will 
then be presented.  In the section that then follows, the interpretation of the real and 
imaginary parts of the Hermitian structure as a Hamiltonian function and symplectic 2-
form on the vector space Λ2(R4) is detailed, and a canonical Hamiltonian vector field is 
deduced from those two pieces of data.  Next, the physical nature of the resulting 
dynamical system as an anisotropic three-dimensional electromagnetic oscillator is 
pursued, including the complex form of the equations.  Finally, since the presentation up 
to that point in the discussion had been limited to a four-dimensional manifold that takes 
the form of a vector space, which means that the resulting constructions are basically 
applicable only fiberwise in the bundle of 2-forms on a more general four-dimensional 
manifold, some comments are made concerning how one extends from vector spaces to 
vector bundles. 
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 2  The complex geometry of bivectors and 2-forms 
 
 Although ultimately one should consider the possibility that the spacetime manifold is 
more general than a four-dimensional real vector space, nevertheless, just as special 
relativity had to be first formulated in Minkowski space and then extended to Lorentzian 
manifold, the same can be said for the geometry of pre-metric electromagnetism.  Hence, 
we shall devote most of our attention to the simpler case of a four-dimensional vector 
space and then comment at the end of this article on the nature of the extension to four-
dimensional manifolds of a more general nature. 
 Having said that, the arena for the geometry that we shall be considering is defined by 
the six-dimensional real vector spaces Λ2 = R4 ^ R4, which consists of all bivectors over 
R
4
 and Λ2 = R*4 ^ R*4, which consists of all 2-forms.  One can regard Λ2 as the dual of 
the vector space Λ2 by identifying each decomposable 2-form α ^ β with the linear 
functional that takes the decomposable bivector v ^ w to the real number: 
 
(α ^ β)(v ^ w) = α(v)β(w) – α(w)β(v) ,     (2.1) 
 
and extending to all other finite sum of decomposable bivectors and 2-forms by linearity. 
 Often, it is most convenient to overlook the algebraic nature of the elements of both 
vector spaces and simply treat them as real six-dimensional vector spaces.  However, a 
convenient way of defining a frame {bI, I = 1, …, 6} for Λ2 is to start with a frame {eµ , µ 
= 0, 1, 2, 3} for R4 and then define: 
 
bi = e0 ^ ei, i = 1, 2, 3, b4 = e2 ^ e3 ,  b5 = e3 ^ e1 ,  b6 = e1 ^ e2 , (2.2) 
 
 One then defines the reciprocal coframe {bI, I = 1, …, 6} for Λ2 by the requirement 
that: 
 
bI(bJ) = IJδ ,         (2.3) 
 
for all I, J = 1, …, 6.  In terms of the reciprocal coframe θµ to eµ the members of the 
coframe take the form: 
 
bi = θ0 ^ θi, i = 1, 2, 3, b4 = θ2 ^ θ3, b5 = θ3 ^ θ1, b6 = θ1 ^ θ2 . (2.4) 
 
It is essential to point out that not every 6-frame on Λ2 can be associated with a 4-frame 
on R4 this way, since the 6-frames are parameterized by the 36-dimensional Lie group 
GL(6; R) and the 4-frames are parameterized by the 16-dimensional Lie group GL(4; R). 
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  2.1  Unit volume elements and Poincaré duality. 
 
 Although the aforementioned association of a frame with its reciprocal co-frame will 
define a linear isomorphism between the vector spaces Λ2 and Λ2, we shall need another 
one that comes about when one defines a unit-volume element V ∈ Λ4(R4) on R4.  In 
terms of the chosen frame for R4, one can define 1: 
 
V = θ0 ^ θ1 ^ θ2 ^ θ3  = 1
4!
εκλµν θκ ^ θλ ^ θµ ^ θν ,    (2.5) 
 
 One can also define a unit volume element on R*4 by: 
 
V = e0 ^ e1 ^ e2 ^ e3 =
1
4!
εκλµν eκ ^ eλ ^ eµ ^ eν .    (2.6) 
 
which satisfies the relationship: 
 
V(V) = 1.         (2.7) 
 
 The isomorphism of Λ2 with Λ2 that we can define by way of V is that of Poincaré 
duality: 
 
#: Λ2 → Λ2, v ^ w ֏ iv ^ wV = 12 v
κ
 w
λ
 εκλµν θµ ^ θν .   (2.8) 
 
 When one applies this to the frame vectors bI, one can also think of the dual 2-form 
#bI as being – up to sign − the 2-form that is complementary to bI in the sense that: 
 
(sign pi) #bI ^ bI = V,        (2.9) 
 
in which the symbol pi denotes the permutation that takes the indices for the members of 
the 4-form #bI ^ bI into 0123. 
 This makes the Poincaré dual coframe to bI take the form: 
 
#b1 = θ2 ^ θ3 = b4, #b2 = θ3 ^ θ1 = b5, #b3 = θ1 ^ θ2 = b6,  (2.10a) 
#b4 = θ0 ^ θ1 = b1, #b2 = θ0 ^ θ2 = b2, #b3 = θ0 ^ θ3 = b3,  (2.10a) 
 
or, more concisely: 
 
#bi = bi+3, #bi+3 = bi,       (2.11) 
 
                                               
1
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which makes the matrix of the linear map #, relative to the frame bI and its reciprocal 
coframe bI, take the form: 
 
[#]IJ =
3, 30
0
i j
ij
δ
δ
+ + 
 
  
.        (2.12) 
Hence, the components aI of the dual of a bivector a = aI bI are obtained by using the 
linearity of the # isomorphism: 
 
#a = #(aI bI) = aI #bI = ai bi+3 + ai+3 bi ,     (2.13) 
 
which makes: 
 
ai = a
i+3
, ai+3 = a
i
 .       (2.14) 
 
 Geometrically, Poincaré duality refers, in this case, to the fact that one can define a 2-
plane in R4 by either spanning it with the vectors v and w of a non-zero decomposable 
bivector v ^ w or annihilating it with the 2-form #(v ^ w). 
 We must make note of a subtlety concerning the nature of the components of a 2-
form F = FI bI relative to the basis bI described here:  Since we also have: 
 
bi+3 = #bi =
1
2
εijk θj ^ θk,       (2.15) 
 
one sees how a 2-form in the three-dimensional subspace2 2ImΛ of Λ
2
 that is spanned by  
{bi+3 , i = 1, 2, 3} is the Poincaré dual of a vector in the three-dimensional subspace Π3 of 
R4 that is spanned by the bi .   
 This is due to the fact that we can define a “spatial” volume element Vs on Π3 by way 
of: 
Vs = 0i Ve = e1 ^ e2 ^ e3 =
1
3!
e
ijk
 ei ^ ej ^ e .     (2.16) 
 
 This volume element then defines a Poincaré duality isomorphism for the exterior 
algebra of Π3: 
 
#s: Λ1(Π3)  → Λ2(Π3),  v  ֏ ivVs .     (2.17) 
 
As one sees from the fact that #sbi = #b i , or by a more general proof (cf., [6]), one has an 
isomorphism of Λ2(Π3) with 2ImΛ . 
 Hence, by the linearity of the duality map #s, this means that we can represent F as 
either: 
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F = Ei bi + Bi bi+3 ;        (2.18) 
 
or: 
 
F = Ei bi + Bi #bi ≡ E + #B .       (2.19) 
 
 
  2.2  Complex structure on Λ2 
 
One finds that there are really two distinct types of 3-dimensional subspaces in complex 
structure in either Λ2 : the ones whose elements all take the form t ^ v for some common 
vector t ∈ R4 and v ∈ Π3, which is a 3-plane in R4, and the ones that do not.  The 
consequences of this fact have been examined in detail in [6], but, for the present 
purposes, we only point out that the latter 3-dimensional subspaces of Λ2 take the form of 
Λ2(Π3) for a suitable choice of Π3 , as we observed in the last subsection. 
 One finds that there is good reason to think of the 3-planes in Λ2 of the former type as 
being real subspaces and the latter as imaginary subspaces.  If we span Re2Λ with the 
frame members bi, i = 1, 2, 3 and span Im2Λ with the members bi+3, i = 1, 2, 3, then Λ2 
=
Re
2Λ ⊕ 
Im
2Λ . 
 Analogous remarks to the foregoing are equally valid for the vector space Λ2.  The 
form of the matrix (2.12) shows that Poincaré duality effectively permutes the real and 
imaginary subspaces of the two vector spaces Λ2 and Λ2. 
 In order to give the vector space a complex structure, we must endow it with a linear 
isomorphism J: Λ2 → Λ2 with the property that J2 = − I.  As it happens, in the usual 
Lorentzian formulation of Maxwellian electromagnetism one has an explicitly defined 
complex structure on Λ2 as a result of the Hodge dual isomorphism *: Λ2 → Λ2.  For our 
purposes, it is convenient to factor it into the composition of the isomorphism η ^ η: Λ2 
→ Λ2 , which takes each 2-form to its metric dual bivector, and the isomorphism #; i.e., * 
= # ⋅ (η ^ η).  Here, we intend that the Minkowski scalar product η = diag(+1, −1, −1, −1) 
relative to the frame em (or its reciprocal coframe, resp.); i.e., it is a Lorentzian frame 
(coframe, resp.). 
 The isomorphism η ^ η takes the component form known as “raising the indices”: 
 
Fµν = [η ^ η(F)]µν = ηµκ ηνλ Fµν .      (2.20) 
 
Note that due to the quadratic character of η ^ η the choice of sign convention for η is 
irrelevant in the isomorphism η ^ η . 
 For a non-Lorentzian frame eµ , the matrix of η ^ η takes the form: 
 
[η ^ η]IJ =
00 0 0 0
0
ij i j k il
jkl
k il mk nl
ikl imn jkl
η η η η ε η η
ε η η ε ε η η
 −
 
  
,     (2.21) 
 
Hermitian structures defined by linear electromagnetic constitutive laws                     7 
which takes the 6-vector [Ej, Bj] to the 6-vector [Ei , Bi], which corresponds to the 
representation of F as E + #B. 
 Relative to a Lorentzian frame, the matrices for the isomorphisms η ^ η and * 
become: 
[η ^ η]IJ = 0
0
ij
ij
δ
δ
 −
 
  
, [*]IJ = [#]JK [η ^ η]KI =
0
0
i
j
i
j
δ
δ
 
 
−  
.  (2.22) 
 
  2.3  Linear electromagnetic constitutive laws 
 
 This is the point at which pre-metric electromagnetism parts company with the metric 
form.  Since the only place in which η enters the Maxwell equations (dF = 0, δF = J) is 
by way of the isomorphism * that is used to define the codifferential operator δ = *−1d*, 
one finds that one can replace the isomorphism η ^ η with an isomorphism κ: Λ2(R4) → 
Λ2(R4) that represents the linear electromagnetic constitutive law for the medium.  
Hence, the bivector field h = κ(F) that corresponds to the Minkowski electromagnetic 
field strength 2-form F represents the bivector field of electric and magnetic excitations 
(also called electric displacements and magnetic flux densities). 
 If one replaces the codifferential operator with δ = #−1d#, which represents a 
generalized divergence of a multivector field, then one can represent the Maxwell 
equations in pre-metric form by: 
 
dF = 0, δh = J,  h = κ(F),     (2.23) 
 
in which J = #−1J is the source current vector field. 
 Now, the general isomorphism κ will have a matrix relative to the usual choice of 
frame and coframe that looks like 3: 
 
[κ]IJ = 1
ˆ [ ]
ij i
j
i
i ij
ε γ
γ µ −
 −
 
−  
.       (2.24) 
 
 If one represents a 2-form F = FI bI as a column vector [− Ei, Bi]T then the result of 
left-multiplication of it by [κ]IJ is a bivector h = κ(F) = hI bI that one can represent as a 
column vector [Di, Hi]T, where: 
 
D = ε(E) +γ(B)        (2.25a) 
H = ˆ( )Eγ + µ−1(B).        (2.25b) 
 
 Hence, the 3×3 real matrix ε represents the electric permittivity of the medium, µ−1 
represents its magnetic permeability, and α and β are called the magneto-electric 
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coupling matrices.  We shall not go into the phenomenology of these matrices here, but 
refer the reader to the author’s previous work [7] and standard references [4, 8-10]. 
 If one composes κ with # to obtain an isomorphism κɶ = # ⋅ κ then the matrix of 
κɶ takes the form: 
 
[κɶ ] =
0
0
I
I
 
 
 
1
ˆ
ε γ
γ µ −
− 
 
− 
=
1γˆ µ
ε γ
− −
 
  
.     (2.26) 
 
 As pointed out in [7], direct computation shows that one can have 2κɶ  proportional to 
–I , with a non-zero scalar proportionality factor of λ2, iff: 
 
ε = λ2µ + γ2µ,         (2.27a) 
γˆ = µ−1γµ .         (2.27b) 
 
Although these conditions still allow the simplest case of spatial isotropy (εij = εδij, [µ−1]ij 
= (1/µ)δij, γ = γˆ  = 0), for which λ = /ε µ , they do not allow the most common cases of 
optical anisotropy, in which εij is symmetric and [µ−1]ij = (1/µ)δij with γ = γˆ  = 0.  Hence, 
we must keep in mind that the physics of the assumption that (1/λ)κɶ defines a complex 
structure on Λ2 involves a serious reduction in generality, and that wave motion is still 
possible without it. 
 Assuming thatκɶ satisfies conditions (2.27a, b), one can define the almost-complex 
structure by: 
 
 * = 
1
λ κ
ɶ .         (2.28) 
 
 The expression (2.26) describes the form of the matrix ofκɶ relative to a general 
frame.  The frame that puts the matrix (1/λ)κɶ  into the form (2.22) of the matrix of * will 
then be called the canonical frame. 
 If we make the assumption that we are dealing with * in a canonical frame bI then we 
now see that the decomposition of Λ2 into the subspaces spanned by bi and bi+3 can be 
reasonably deemed to be a decomposition Λ2 = 2ReΛ ⊕ 
2
ImΛ into a real subspace
2
ReΛ  and an 
imaginary subspace 2ImΛ since, for that frame: 
 
*bi = bi+3, *bi+3 = − bi .       (2.29) 
 
 If one wishes to define a C-linear isomorphism of Λ2 with C3 then one must first 
define multiplication of 2-forms by complex scalars.  The key is to define iF = *F, so 
that, more generally, one has: 
 
(α + iβ)F = αF + β*F.       (2.30) 
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One can then use {bi , i = 1, 2, 3} as a complex basis for Λ2 and define the C-linear 
isomorphism in question by mapping this complex basis for Λ2 to the standard basis for 
C
3
. 
 If one expresses F as Ei bi + Bi*bi, which is really “3+1” form in disguise, then one 
sees that the chosen complex structure also allows us to write: 
 
F = (Ei + iBi) bi,        (2.31) 
 
which is commonplace in conventional electromagnetism.  This illustrates the fact that 
there is a close relationship between “time + space” decompositions of R4, “real + 
imaginary” decompositions of Λ2(R4), and electric and magnetic fields. 
 Once again, since we have: 
 
*bi = #bi          (2.32) 
 
a 2-form B in 2ImΛ can be represented as either: 
 
B = Bi *bi,         (2.33) 
or: 
 
B = Bi #bi = #B ,        (2.34) 
 
which then implies that between # and κ we have implicitly introduced a Euclidian metric 
on Π3 that makes the variance of the indices irrelevant.  Indeed, if the ε and µ 
submatrices of κ are symmetric and the magneto-electric submatrices vanish, we have 
actually introduced two Euclidian metrics, which, from (2.27a), must be conformal to 
each other if κɶ is to define a complex structure on Λ2 . 
 
  2.4  Real scalar products on 2-forms 
 
 Independently of the assumption that κ defines a complex structure, we can use the 
unit-volume element V on R4*, along with κ to define two real scalar products on Λ2 .  
The first one is defined by V alone and takes the form: 
 
<F, G> = F(#G) = (F ^ G)(V).      (2.35) 
 
In the case of decomposable 2-forms F and G, it vanishes iff the 2-plane in R4 that is 
annihilated by F intersects the 2-plane annihilated by G in more than just the origin.  In 
particular, <F, F> = 0 iff F is decomposable. 
 One can also consider this scalar product in component form: 
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<F, G> = 12 ε
κλµν
 Fκλ Gµν .       (2.36) 
 
 In order to use κ to define another scalar product on Λ2(R4), we must make the 
restricting assumption that the matrix [κ]IJ is symmetric 4.  This implies that ε and µ−1 are 
symmetric, which is a common assumption in the electrodynamics of continuous media 
[9,10], and that γ = − γˆ  . 
 Having made this assumption, we define our second scalar product: 
 
(F, G) = F(κɶ (G)) = κ(F, G),       (2.37) 
 
which can be given the component form: 
 
(F, G) = 12 κκλµν Fκλ Gµν .       (2.38) 
 
 If we decompose Λ2(R4) into its real and imaginary parts relative to a non-canonical 
frame then if F = Ei bi + Bi bi+3 and G = E′i bi + B′i bi+3 one has: 
 
<F, G> = E ⋅ B′  + E′ ⋅ B,       (2.39) 
 
in which the Euclidian dot product is induced on the subspace of R4 spanned by ei, i = 1, 
2, 3 indirectly as a result of V: 
 
E ⋅ B = Ei Bj <bi, bj+3> = δij Ei Bj = Ei Bi .     (2.40) 
 
 In particular, we have: 
 
<F, F> = 2E ⋅ B .        (2.41) 
 
Hence, the matrix of this scalar product in a canonical frame is [#]IJ. 
 In real + imaginary form, (2.38) becomes: 
 
(F, G) = − ε(E,  E′ ) + γ(E,  B′ ) − γˆ (B,  E′ ) + µ−1(B,  B′ ),   (2.42) 
 
 In a canonical frame for κˆ , (2.42) takes the form: 
 
(F, G) = − E ⋅ E′  + B ⋅ B′ ,       (2.43) 
 
so the matrix of this scalar product in a canonical frame is: 
 
                                               
4
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3, 2
0
0
ij
i j
δ
δ + +
 −
 
  
, 
 
which implies that a canonical frame is orthonormal for this scalar product. 
 
 
 3  Hermitian structure on Λ2 
 
One of the maps that one takes for granted when deal with either C (or Cn, more 
generally) is the conjugation map, which takes z = α + iβ to z = α − iβ .  This is because 
either R2 or R2n has a natural choice of frame that makes its decomposition into real and 
imaginary subspaces unambiguous. 
 In the case of Λ2, when given a complex structure *, there is no physically 5 natural 
frame that gives an unambiguous real + imaginary decomposition, since that is essentially 
equivalent to a choice of 3 + 1 decomposition of R4 .  Hence, one must keep in mind that 
the conjugation map that we shall define and the resulting Hermitian inner product will 
be associated with that choice of real + imaginary decomposition 6.  As we shall see, 
since we shall ultimately be dealing with energy as a result of the Hermitian structure, 
this is physically reasonable, since energy itself does not seem to possess a rest-frame-
independent nature, to begin with. 
 Given a choice of decomposition Λ2 = 2 2Re ImΛ ⊕ Λ , the conjugation map is then defined 
in the obvious way: 
 
F = E + *B F֏ = E − *B .       (3.1) 
 
 We find that this makes: 
 
,F G< >  = − E ⋅ B′  + E′ ⋅ B = − ,G F< > ,     (3.2) 
 
which defines a non-degenerate real 2-form K on the vector space Λ2: 
 
K(F, G) = ,F G< > .        (3.3) 
 
 We pause to point out that there is a possible source of confusion in the fact that the 
elements of Λ2 are defined by using a tensor product and exterior product over the vector 
                                               
5
 Of course, one could take advantage of the mathematically natural frame on R4 to define a natural frame 
on Λ2, but there is nothing physically special about that frame on R4 . 
 
6
 For a purely mathematical discussion of Hermitian structures on complex vector spaces and complex 
vector bundles, see Nickerson, et al., [11] and Chern [12]. 
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space R4, whereas now we are defining tensor products and exterior products over the 
vector space Λ2 itself.  In order to distinguish this tensor product over Λ2 we use the 
notation ⊗Λ , and we use the notation F ⊥ G  for the exterior product of the vectors  F and 
G, which is a bivector in the exterior algebra over Λ2, as distinct from the 4-form F ^ G in 
the exterior algebra over R4. 
 The easiest way to conceptualize the tensor algebra over Λ2 is that its elements are 
multilinear functionals T(F, …, G, F, …, G) on p copies of Λ2 and q copies of Λ2. We 
also implicitly identify linear functionals on Λ2 with bivectors in Λ2 by way of the 
isomorphism defined by a choice of frame on both. 
 As for the scalar product that is defined by κ, we find that: 
 
( , )F G = ( , )G F ,        (3.4) 
 
which then defines a negative-definite Riemannian metric on Λ2.  In a canonical frame 
for κ, one has: 
 
( , )F G = − E ⋅ E′  − B ⋅ B′  .       (3.5) 
 
 One obtains a complex Hermitian inner product h on Λ2 by combining the two scalar 
products in the form: 
 
h(F, G) = ( , )F G  + i ,F G< > .      (3.6) 
 
Hence, we are using the 2-form K as the Kähler part of h. 
 Since the association of the complex 3-frame bi for Λ2 with the canonical frame for 
C
3
 defines a C-linear isomorphism, it is illustrative to examine the form that the 
component matrix that is associated with h takes when we define the standard Hermitian 
structure on C3, namely: 
 
h(W, Z) = i jijW Zδ ,        (3.7) 
 
in which Wi = xi + i yi, Zi = ui + i vi. 
 In order to obtain the components of the 3×3 complex matrix hij relative to the 
complex 3-frame bi on Λ2, of the complex tensor on Λ2: 
 
h = hij bi ⊗Λ bj ,        (3.8) 
 
one simply computes: 
 
hij = h(bi, bj) = ( , ) ,i j i jb b i b b+ < >  = ( , ) ,i j i jb b i b b+ < > .   (3.9) 
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 Since the real 3-frame bi is orthogonal for the scalar product (.,.), one obtains: 
 
hij = δij .         (3.10) 
 
That is, the complex 3-frame bi is unitary.  Hence, when we associate bi with the 
canonical 3-frame ψi = {(δi1, δi2, δi3), i = 1, 2, 3} on C3, which we give the Hermitian 
structure that makes canonical frame unitary, namely, δij ψi ⊗ ψj , the C-linear 
isomorphism of Λ2 with C3 that it generates is also a unitary equivalence; that is, it is an 
isometry of the two Hermitian spaces. 
 It is also useful to examine the 6×6 real matrix hIJ of components for the second rank 
real tensor on Λ2: 
 
h = IJ I Jh E E⊗ ,        (3.11) 
 
which is obtained from: 
 
hIJ = h(bI, bJ) =
0
0
I
I
 
 
 
 = δIJ.       (3.12) 
 
 One must naturally investigate the form of the invertible transformations of Λ2 that 
preserve the Hermitian structure that we have defined by h.  When one conjugates them 
with the unitary isomorphism of Λ2 with C3 that is defined by associating the complex 3-
frame bi with the canonical complex 3-frame, one immediately sees that this group of 
transformations of Λ2 is isomorphic to U(3); indeed, it is a real form of the group. 
 From the form of the Hermitian inner product, one sees that a unitary transformation 
must preserve both the real and the imaginary parts.  Hence, the unitary group will 
represent the intersection of the groups of transformations of Λ2 that preserve each 
second rank covariant tensor on Λ2 separately.  In particular, since the imaginary part of 
the inner product defines a non-degenerate 2-form on Λ2 – hence, a real symplectic 
structure – one sees that the group of transformations that preserve the imaginary part 
will be Sp(6; R).  The nature of the transformations that preserve the real part will depend 
upon the nature of κ, but if κIJ is symmetric and has the canonical for (2.22), it will define 
an orthogonal structure on Λ2 of signature type (−1, −1, −1, +1, +1, +1).  Hence, in such a 
case the group of transformations that preserve the real part of the Hermitian form will be 
O(3, 3; R). 
 We can also characterize the unitary transformations of Λ2 as a real subgroup of 
GL(6; R), which represents the group of all invertible R-linear transformations of Λ2.  
First, one must reduce to those transformations that preserve the complex structure *.  
One finds that they take the real 6×6 form: 
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[L] =
A B
B A
 
 
− 
=
0 0
*0 0
A B
A B
   
+   
   
,     (3.13) 
 
in which A and B are invertible 3×3 real matrices.  One sees that this group is isomorphic 
to GL(3; C) by the association of [L] in that form with the 3×3 complex matrix A + iB.  
This also illustrates the practical aspect of complexifying pairs of 3×3 real matrices: one 
can form either the latter sum and obtain a 3×3 complex matrix or embed the matrices in 
doubled block diagonal 6×6 real matrices and form the sum in (3.11), using * in place of 
i. 
 Next, one must further restrict oneself to those 6×6 real matrices U of the form (3.11) 
that satisfy the unitary constraint UU† = U†U = I, in which the dagger represents the 
Hermitian adjoint of the matrix; i.e., the conjugated transpose.  If we represent U in the 
form: 
 
U = R I
I R
U U
U U
 
 
− 
,        (3.14) 
so: 
 
U† =
† †
† †
R I
I R
U U
U U
 −
 
  
,        (3.15) 
 
then the unitarity constraint implies the following two necessary and sufficient conditions 
on the submatrices: 
 
T T
R R I IU U U U+ = I, 
T T
I R R IU U U U− = 0 .     (3.16) 
 
 Hence, one sees how the special case of UI = 0 (UR = 0, resp.) gives a representation 
of O(3; R) in the group of invertible linear transformations of the real (imaginary, resp.) 
subspace of Λ.   
 One can further reduce GL(3; C) to SL(3; C) or U(3) to SU(3) by introducing a unit-
volume element on Λ2 – i.e., a non-zero 6-form in the exterior algebra over Λ2.  For the 
chosen basis bI, a convenient choice of unit-volume element would be b1 ⊥ …⊥ b6.  The 
reduction is defined by those matrices L that also preserve this volume element, which 
implies that: 
 
det(L) = det(A)2 + det(B)2 = 1.      (3.17) 
 
 One can also combine the real and imaginary copies of SO(3; R) to form SO(3; C), 
which is isomorphic to the identity component of the Lorentz group on R4 – viz., the 
proper orthochronous Lorentz group – which has considerable significance in making 
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contact between pre-metric electromagnetism and its metric form, but we shall pass over 
that fact in the present work, as we shall be concerned with non-Lorentz invariant 
concepts, such as energy. 
 
 
 4  The canonical Hamiltonian vector field of a Hermitian structure 
 
Between the real and imaginary parts of the Hermitian structure on Λ2, we have all of the 
ingredients for a symplectic structure on Λ2 and a Hamiltonian function.  From there, we 
can define a canonical Hamiltonian vector field on Λ2, which, as we shall see, has 
considerable physical significance when applied to electromagnetic fields. 
 The symplectic structure is defined by the Kähler 2-form: 
 
K = hij bi ⊥*bj = bi ⊥*bi .     (4.1) 
 
The non-degeneracy of the Kähler 2-form follows from that of the Hermitian inner 
product. 
 If we express the 2-forms F and G in real + imaginary form in the usual fashion then 
we see that: 
K(F, G) = 1
2
[F(bi)G(*bi) − F(bi)G(*bi)] = 12 [Ei B′ i − Bi E′ i ] .  (4.2) 
 
 A Hamiltonian on the symplectic vector space Λ2 can then be defined by using the 
quadratic form associated with h: 
 
H = ( , )
2
h F Fλ = 1
2
κ(F, F).       (4.3) 
 
 For the particular case of a linear electromagnetic constitutive law for which γ = γˆ  = 
0, the real + imaginary form of F gives the Hamiltonian in the form: 
 
H =
1
2
[ε(E, E) + µ−1(B, B)] = 1
2
[εijEi Ej + (µ−1)ij BiBj ] ,   (4.4) 
 
which is commonly used in conventional physics. 
 The primary usefulness of symplectic forms in Hamiltonian mechanics originates in 
the fact that they allow one to associate a vector field on a symplectic manifold with any 
one-form by the fact that they define a linear isomorphism of each tangent space with 
each cotangent space.  In the present case, since we are only considering a symplectic 
vector space to begin with, we observe that the 2-form K associates any vector F in Λ2 
(i.e., any 2-form F on R4) the covector iF K that takes any vector G of Λ2 to the real 
number K(F, G).  (Of course, a covector on Λ2 can be represented by a bivector on R4 !)  
 Relative to the usual frames for Λ2 and Λ2 , for which K has a matrix of the form: 
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[K]IJ = 0
0
ij
ij
δ
δ
 
 
−  
,        (4.5) 
 
the covector iF K associated with F = FI bI = Ei bi + Bi #bi has the components: 
 
FI = KIJ
 
FJ = [Bi,  − Ei ] .       (4.6) 
 
Hence, we can think of the linear isomorphism of Λ2 to Λ2 as having the matrix KIJ.  
Conversely, the vector associated with the covector F = FI bI takes the form FI = KIJ FJ, 
in which the matrix KIJ represents K−1 = KT . 
 In particular, the Hamiltonian function H defines a 1-form on Λ2 by way of: 
 
 dH = I
IF
∂
∂
bH  = (κIJFJ) bI .       (4.7) 
 
 This covector field can then be associated with a vector field X = XI bI, which is 
defined by the equation: 
 
iXK = dH .         (4.8) 
 
 The component form of this is: 
 
XI = KIJ 
IF
∂
∂
H
= KIJ κJMFM ,       (4.9) 
 
which shows that as long as we are confined to linear electromagnetic constitutive laws 
the vector field X is defined by a linear map from Λ2 to Λ2.  It matrix relative to the 
chosen frame is: 
 
 
J
IX = KIM κ
MJ 
= 
1γˆ µ
ε γ
− −
 
−  
,       (4.10) 
 
which makes it clear that we are still just permuting the submatrices of the constitutive 
law for the medium, up to sign. 
 The real and imaginary components of X are: 
 
XRe = − γˆ (E) + µ−1(B) = H,       (4.11a) 
XIm = ε(E) − γ(B) = − D,       (4.11b) 
 
 Interestingly, the canonical vector field that we have defined is composed of the 
electric and magnetic excitations, up to sign.  However, one must now interpret them as 
the infinitesimal generators of transformations of the electromagnetic field strengths, as 
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opposed to regarding the excitations as the result of the action of the field strengths on the 
medium. 
 One can see that Λ2 is foliated by the level hypersurfaces of H, which are then 
constant-energy hypersurfaces.  Hence, we can see that the unitary transformations of Λ2 
will automatically preserve the Hamiltonian that we have defined. 
 Furthermore, the canonical Hamiltonian vector field X that we have deduced has two 
properties that further illuminate the nature of the unitary group:  First, since the unitary 
transformations must preserve both H and K, from (4.8), they must also preserve X.  
Second, also from (4.8), one sees that the vector field X is tangent to the constant-energy 
hypersurfaces since it will be annihilated by dH. 
 
 
 5  Electromagnetic oscillators 
 
Now that we have a vector field on Λ2, in the form of X, we can also define a dynamical 
system on it by letting X be, by definition, the velocity vector field of a congruence of 
integral curves.  Such a curve will give a differentiable one-parameter family of 2-forms 
F(τ), so the differential equations of the dynamical system will be: 
 
dF
dτ
= X(F),         (5.1) 
 
whose component form is: 
 
IdF
dτ
=
J
IX FJ .         (5.2) 
 
 If the components of κ are time-varying then this system will admit an initial-value 
solution of the form: 
 
FI(t) = ( )0exp ( ) (0)JI JX d Fτ σ σ∫ .      (5.3) 
 
 As long as the components of κ are independent of F and τ – i.e., linear and time-
invariant, respectively – this can be simplified to: 
 
FI(t) = exp( ) (0)JI JX Fτ .       (5.4) 
 
 From (5.3) we see that the matrix: 
 
( )JI τΦ = ( )0exp ( )JIX dτ σ σ∫        (5.5) 
 
represents the flow of diffeomorphisms for the vector field X. 
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  5.1  Real form of the equations of motion 
 
 In the elementary case of the spatially isotropic homogeneous medium, for which εij = 
ε δij, [µ−1]ij = 1/µ δij , γij = ˆijγ = 0, and ε, µ are positive scalar constants, the Hamiltonian 
(4.4) takes the form: 
 
H = 
1
2
ε E2 + 1
2µ
B2 ,        (5.6) 
 
which is closely analogous to a three-dimensional simple harmonic oscillator of mass m 
and spring constant k whose position vector is the column vector x = [x1, x2, x3]T and 
whose momentum covector is the row vector p = [p1 , p2 , p3 ]: 
 
H =
1
2
kx2 + 1
2m
p2 .        (5.7) 
 
Hence, if we associate E with x and B with p then ε plays the role of spring constant and 
µ plays the role of mass.  Although the variances of the vectors and covectors gets 
switched this makes the analogy more direct. 
 For the anisotropic case (4.4), we first examine the way that things work for the 
mechanical oscillator and then apply mutatis mutandum reasoning to the analysis to 
obtain the corresponding statements for the anisotropic three-dimensional 
electromagnetic oscillator. 
 First, we define the state vector to be [x, v]T , in which v is the velocity vector, and 
the co-state vector to be [F, p]T .  In a normal frame for the force law F = F(x), we can 
then represent the constitutive law in this case in matrix form by: 
 
i
i
F
p
 
 
 
=
0
0
j
i ij
j
i ij
k x
m v
δ
δ
−   
  
    
 ≡ [C]ij 
j
j
x
v
 
 
  
.     (5.8) 
 
We note that we have implicitly introduced a Euclidian scalar product on our three-
dimensional configuration space.  Note also that the double index i is not summed over in 
the matrix that we have defined to be [C]. 
 In order to go from (5.6) to the equations of motion in Hamiltonian form, we need to 
re-arrange the state and co-state vectors.  We now make the state vector take the form Y 
= [v, F]T and the co-state vector take the form Ψ = [x, p]T, which makes: 
 
i
i
v
F
 
 
  
=
i
i
xd
pdτ
 
 
  
.        (5.9) 
 
When we include the constitutive law (5.8), in the form: 
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i
i
v
F
 
 
  
=
10
0
i
ij
i
i
i ij
x
m
pk
δ
δ
 
  
  
  
−  
 = 
0
0
100
m mj j
im
mjmj
j
i
k
x
p
m
δδ
δδ
 
    
    
−       
 ≡ KCΨ, (5.10) 
 
the equations of motions take the Hamiltonian form: 
 
d
dτ
Ψ
= KCΨ.         (5.11) 
 
 When compared to the form of the electromagnetic constitutive law, (5.8) appears to 
define a spatially anisotropic medium with no magneto-electric coupling.  However, one 
must keep in mind that in general the principal frames for the ε and µ-1 matrices will not 
agree, so the only way that one can even find a normal frame that diagonalizes κ it will 
not necessarily be the image of a 4-frame on R4 that also simultaneously diagonalizes ε 
and µ.  (Recall the earlier remark concerning the possibility of representing a 6-frame on 
Λ2 by a 4-frame on R4.) 
 The corresponding Hamiltonian can now be expressed in the general quadratic form: 
 
H =
1
2
C(Ψ, Ψ) = 1
2
CIJ ΨI ΨJ,       (5.12)  
 
which is more closely analogous to the electromagnetic field energy (4.3). 
 In order to define the analogy between the anisotropic three-dimensional harmonic 
oscillator and the electromagnetic oscillator defined by a given electromagnetic medium 
we first define our state vector to be h = [Di, Hj]T and our co-state vector to be F = [Ei, 
Bi]T.  (Note the variances of the indices in both cases. The reason for this choice of state 
and co-state is based in the form of Maxwell’s equations.)   
 Then, we re-express our constitutive law in the form: 
 
h = 
i
i
D
H
 
 
  
= 1
0
0 [ ]
ij
j
j
ij
E
B
ε
µ −
   
   
    
 ≡ κ
⌣ F
  
,     (5.13) 
 
which differs from the previous definition by a sign and the absence of magneto-electric 
coupling terms. 
 The Hamiltonian that is defined by analogy with (5.12) is then (4.4), and the 
equations of motion that one obtains are: 
 
i
i
Ed
Bdτ
 
 
 
=
i
i
H
D
 
 
− 
= 1
0 0
0 0 [ ]
k kj
ji
ji
k kj
E
B
δ ε
δ µ −
     
     
−        
,    (5.14) 
 
or, more concisely: 
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dF
dτ
= *κ
⌣ F
 
,         (5.15) 
 
which is analogous to (5.11). 
 An important point to observe is that if one assumes spatial isotropy regarding the ε 
and µ matrices then this will result in a reduction of the dimension of the phase space of 
the motion of the phase vector [Ei, Bi]T .  By the nature of the matrix: 
 
Φ(t) = 0 0
0 0
cos 1/ sin
sin cos
t I c t I
c t I t I
ω ω
ω ω
 
 
− 
,      (5.16) 
 
as a one-parameter family of rotations of the Ei vector and Bi covector in the 2-plane that 
they span in R3 × R*3, we see that the dimension of the phase space has been reduced 
from six to two.  We are then justified in referring to the plane of oscillation as the 
polarization plane for the state vector. 
 
 5.2  Complex form of equations of motion 
 
One notices from the form of the basic defining matrices that the main difference 
between a complex structure on an even-dimensional vector space and a symplectic 
structure is largely a matter of the variance of the indices on the matrix elements.  That is, 
the matrix indices of a complex structure in its canonical frame will be of mixed variance, 
whereas the indices of a symplectic form in its canonical frame will both be covariant, 
although numerically the matrices are the same.  Hence, it is not surprising that things 
that pertain to one type of space can often have corresponding expressions in the other.  
However, one is cautioned that not everything translates from one language to the other, 
just as not every R-linear transformation of the real vector space induces a C-linear 
transformation of the same space with a complex structure. 
 In particular, equations of motion of the form (5.2) or (5.11) do not always have a 
corresponding complex form, unless the matrix X or C itself has the form (3.11) of a 
complex linear matrix.  In the case of C, this implies that one must have M−1 = N, which, 
in the diagonal case, says that the masses must be the reciprocals of the spring constants. 
 Although this sounds somewhat unphysical, actually one can avoid this constraint be 
simply re-scaling the components of the state vector by way of: 
 
ˆ
ix =
i
i im xω , ˆ ip =
1
i
i i
p
m ω
,       (5.17) 
 
in which the ωi = /i ik m  are the natural frequencies for each direction, i.e., the normal 
frequencies, since the constitutive matrix is diagonal.  The Hamiltonian (5.12) then takes 
the form: 
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H =
2 2
1,2,3
1
ˆ ˆ[( ) ( ) ]
2
i
i i
i
x pω
=
+∑ ,       (5.18) 
 
whose equations of motion (5.13) take the form: 
 
ˆd
dτ
Ψ
 = 
ˆ ˆ*CΨ ,         (5.19) 
 
in which: 
 
ˆC =
0
0
i
i
ω
ω
 
 
 
.         (5.20) 
 
 As one sees, this matrix corresponds to a C-linear transformation of C3 whose matrix 
is the 3×3 complex matrix (with real components, though): 
 
Cɶ =
1
2
3
0 0
0 0
0 0
ω
ω
ω
 
 
 
  
.        (5.21) 
 
 We can combine the components xi and pi in two obvious ways to form complex 3-
vectors, namely: 
 
Zi ≡ xi + ipi , iZ ≡ xi − ipi .       (5.22) 
 
The Hamiltonian (5.18) then takes the form: 
 
H =
1,2,3
1
2
i i
i
i
Z Zω
=
∑ =
1 ( , )
2
h Z Z ,      (5.23) 
 
in which we have introduced the Hermitian structure whose components in the frame in 
question are: 
 
hij = ωi δij  (no sum over i).       (5.24) 
 
The equations of motion (5.19) then take the complex form: 
 
idZ
dτ
= −
i j
jiC Zɶ = − iωi Z
i
   (and complex conjugate),  (5.25) 
 
in which there is no sum over i in the last expression. 
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 Hence, we have converted the system of three second-order real ordinary differential 
equations for the anisotropic three-dimensional harmonic oscillator into both a system of 
six first-order real equations and a system of three first-order complex equations and their 
complex conjugates. 
 Obtaining the corresponding expressions for the anisotropic electromagnetic 
oscillator is straightforward.  In order to draw an analogy with the anisotropic three-
dimensional harmonic oscillator, we have to assume that there is a frame on Λ2 that 
diagonalizes κ, which is guaranteed in the event that is symmetric.  However, as we 
pointed out above, such a 6-frame on Λ2 does not have to correspond to any 4-frame on 
R
4
.  Hence, we must assume that such a frame exists in which κ takes the form: 
 
κ =
0
10
ij
i
ij
i
ε δ
δ
µ
 
−
 
 
 
 
  (no sum over i).     (5.26) 
 
This makes: 
*κ
⌣ F =
0
0
100
kj
kk
ji
ji
kjk
k
E
B
ε δδ
δδ µ
 
    
    
−      
 
.     (5.27) 
 
 Under the association of the co-state vector F with Ψ, if we compare (5.26) with 
(5.10) then we see that the εi correspond to the spring constants ki and the µi correspond 
to the masses mi.  This means that the normal frequencies ωi correspond to the principal 
impedances of the medium: 
 
λi = i
i
ε
µ
.         (5.28) 
 
Furthermore, when we compute the analogues of the i im ω we find that they are: 
 
i iµ λ =
1
ic
≡ ni ;        (5.29) 
 
i.e.; the scaling factors that we need to use in this normal frame in order to put the 
anisotropic three-dimensional electromagnetic oscillator into complex form are simply 
the principal indices of refraction, which are the inverses of the principal speeds of 
propagation. 
 We can then re-scale the co-state vector F to: 
 
ˆF = ˆ ˆ[ , ]iiE B =
1[ , ]ii i
i
E c B
c
.       (5.30) 
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 This puts equation (5.14) into the form: 
 
ˆ
ˆ
i
i
Ed
d Bτ
 
 
  
=
ˆ0 0
ˆ0 0
k kj
ji k
k j
i k kj
E
B
δ λ δ
δ λ δ
    
    
−          
.     (5.31) 
 
 If we define the complex three-vector Zi = Ei + iBi then we then find that we can put 
the equation (5.14) into the complex form: 
 
idZ
dτ
= iλ Zi     (and its complex conjugate),   (5.32) 
 
in which we have introduced the matrix: 
 
λ =
1
2
3
0 0
0 0
0 0
λ
λ
λ
 
 
 
  
.        (5.33) 
 
 Hence, the complex form of (5.15) differs in form from the mechanical analogue only 
by a sign that is traceable to the way that we defined out electromagnetic state vector. 
 
 
 6  Extension to more general spacetime manifolds 
 
Of course, as any physicist knows, the significance of electromagnetic oscillators takes 
on physical reality only when one associates one to each point of spacetime, which is the 
basic mechanism of electromagnetic wave motion.  One can think of the foregoing vector 
space constructions on Λ2 as being applicable to the fibers of the vector bundle Λ2(M) of 
2-forms on  the spacetime manifold M, which is no longer assumed to necessarily be a 
vector space.  The continuous distribution of oscillators that facilitates wave motion is 
then really a bundle of electromagnetic oscillators and an electromagnetic wave is a 
particular type of section of that bundle. 
 Some of the constructions that we just discussed are straightforward to generalize 
from vector spaces to vector bundles:  When the each fiber of a vector bundle admits a 
complex structure, as a vector space, one says that the bundle itself admits an almost-
complex structure.  For Λ2(M), this becomes a vector bundle isomorphism *: Λ2(M) → 
Λ2(M) that takes each fiber to itself linearly and satisfies *2 = −I.  A decomposition of Λ2 
into real and imaginary subspaces becomes a decomposition of Λ2(M) into a Whitney 
sum 2 2Re Im( ) ( )M MΛ ⊕ Λ of vector bundles with three-dimensional fibers.  A Hermitian 
structure on Λ2(M) is a Hermitian structure on each fiber, just a Lorentzian structure on 
T(M) is a Minkowski space structure on each fiber. 
 The Hamiltonian function that is defined by the Hermitian structure becomes a 
function on Λ2(M) that still takes the local form of (4.4), except that one must understand 
that E and B are covector and vector fields, respectively, on some open subset U ⊂ M and 
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no longer covectors and vectors.  However, although the Kähler 2-form K makes each 
fiber of Λ2(M) into a symplectic vector space, it does not make the manifold Λ2(M) itself 
into a symplectic manifold, since its “vertical lift” to a 2-form on Λ2(M) is degenerate 
when one includes non-vertical tangent vectors.  However, this does not prevent us from 
defining a vertical lift of the canonical Hamiltonian vector field that one obtains from the 
Hermitian form on each fiber to a vertical vector field on Λ2(M). 
 The complications associated with the extension from electromagnetic oscillators to 
electromagnetic wave motion arise when one wishes to introduce the notion that this 
continuous distribution of oscillators must also be “coupled,” as well, even if only 
locally.  That is because the differentials of the sections of the bundle Λ2(M) do not 
transform properly under changes of frame in the fibers.  Although the introduction of the 
exterior derivative alleviates this to some degree, one should keep in mind that this 
invariance is GL(4; R) frame invariance and is therefore limited to the 6-frames on Λ2 
that are due to 4-frames on R4 since this is consistent with the tensor product 
representation of GL(4; R) in GL(6; R), as it acts on Λ2.  Hence, if the more general 6-
frames play an unavoidable role in the geometry that one must deal with when starting 
with to begin with, then possibly one must regard the associated principal bundle to the 
vector bundle Λ2(M) as the GL(6; R)-principal bundle GL(6)(Λ2) defined by all 6-frames 
on the fibers of Λ2(M) and not the GL(4; R)-principal bundle that is defined the 6-frames 
that are defined by the tensor product representation.  In such an event, one would also 
have to introduce a gl(6; R) connection on GL(6)(Λ2) and work with covariant 
differentials, as one does in the metric geometry of the tangent bundle.   
 This would enlarge the scope of the problem from projective geometry to projective 
differential geometry.  Since a discussion of projective differential geometry is beyond 
the scope of the present work, and must be approached with a certain sense of caution 
from the physical standpoint, we will defer that discussion to later research. 
 
 7  Discussion 
 
In addition to aforementioned the extension of the foregoing constructions and results 
from vector spaces to vector bundles there are some other directions of further 
development that are important from a physical standpoint: 
 One of the obvious physical limitations of the previous discussion was the fact that 
we confined ourselves from the outset to linear electromagnetic constitutive laws.  
Consequently, with the growing scope of nonlinear electrodynamics, and in particular, 
nonlinear optics, eventually one must pursue the extension from linear to nonlinear 
constitutive laws, which then leads to nonlinear electromagnetic oscillators, and nonlinear 
electromagnetic waves.  Since a crucial notion in quantum electrodynamics is that of 
vacuum polarization, which represents a nonlinear contribution to the linear 
homogeneous isotropic constitutive law that is commonly associated with the classical 
electromagnetic vacuum, it is also conceivable that this extension might lead to a better 
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understanding of what quantum electrodynamics has to say about the quantum 
electromagnetic vacuum. 
 Along similar lines, if one thinks of the transition from classical electromagnetic 
fields to quantum electromagnetic fields as relating to the replacement of the classical 
electromagnetic oscillators with quantum harmonic oscillators then this direction of 
research might prove illuminating, as well. 
 Finally, since the group SU(3) ordinarily first surfaces in physics in the context of the 
color gauge symmetry of the strong interaction it seems odd to see it emerge in such a 
classically familiar context as that of the anisotropic three-dimensional harmonic 
oscillator.  One might even ponder the possible relationship between these two pictures.  
For instance, one must recall that strong interaction was first introduced as a way to 
stabilize the atomic nuclei with more than one proton in the face of the enormous 
Coulomb repulsion that was predicted by classical electrostatics.  Interestingly, the same 
problem confronted early theorists who attempted to model the classical electron. 
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