Abstract. In this paper, a new ant colony algorithm is introduced and a new feedforward network training strategy, ACOBP algorithm, is proposed for the first time, based on the traditional linear feedforward neural network and BP algorithm. In this paper, the network is used for load forecasting and the results of the example show that this method is feasible and reasonable. In the aspect of sample data processing, this paper has fully considered the influence of several main factors on the load variation, and quantified a series of weather factors, such as temperature and rainfall, and forecasted the important holiday separately. By analyzing the special law of load, the network parameters are adjusted and the precision of prediction is improved.
Introduction
Backward error propagation feedforward (BP) algorithm [1] is a learning algorithm with tutor, this algorithm is essentially a steepest descent gradient algorithm of least squares method. In the BP network, the learning process consists of two parts: positive propagation and back propagation. For the three-layer BP network, the input layer has a neuron, the hidden layer has a neuron, the output layer has a neuron.
In order to overcome the inherent shortcomings of BP algorithm [2, 3] , such as local optimization, slow convergence and long iteration time, this paper proposes a new BP network training strategy, ACOBP algorithm for load forecasting in power system, which retains the forward propagation mode in BP algorithm, and adds an improved ant colony algorithm training mode. At the end of each cycle, the error objective function is calculated using the network parameters and input values. The improved ant colony algorithm is used to solve the weight vector and the threshold vector optimal solution of the network. Finally, short-term load forecasting is carried out. The traditional ant colony algorithm simulates the real ant colony cooperative process. The core of the algorithm is to build the artificial ant (AA) model. Each AA solves the solution independently in the candidate solution space and leaves a certain amount of information on the solution. The better the performance of the solution is the greater the likelihood of being selected .In the initial stage of the algorithm, the amount of all information is the same. As the algorithm advances, the amount of information on the optimal solution increases, and the algorithm converges gradually. In order to improve the computational efficiency, a binary coding method combined with the error directed graph is proposed to improve the traditional ant colony algorithm.
Encoding Strategies and Initialization
Inspired by the genetic algorithm, the solution vector is binary coded, the selection operator is used. The advantage of using binary coding is that the occupied memory space is very small, each cycle factor occupies only one byte space, and a bit operation mode can conveniently control the search path of each AA. Suppose that each variable in candidate solution
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AA Search Directed Graph Definition
In order to effectively utilize the ant colony optimization principle, the BP network feedback error objective function is transformed into directed graph description, so AA can operate in the topological space mapped by the solution space and adapt to the construction condition of ant colony algorithm. To define a directed graph:
,Cis a set of vertices , L is a set of directed arcs.
Among them:
Where s v is the starting vertex, and vertexes 
The above shows that for all vertices At the initial time, the amount of information distributed on each directed arc of the directed graph is equal, that is, ( 0)
, the ant k determines the transition probability according to the information quantity of each arc on t , according to the following transition probability, Ant k transfers from position i to position j .
Among them: {1, 2, . . . . . . , } k k al l owed n t abu   is the vertex which is allowed to be selected in the next step of ant k . Unlike actual ants, artificial ant AA has memory function, and
is used to record the vertices that ants k is passing through, and the set k t abu is dynamically adjusted with evolutionary process.As time goes by, the amount of information left before will gradually evaporate, parameter 1   is the degree of information volatility. For each ants, the movement of the following rules:
1) The vertices that have been passed in this loop are no longer selected as the next path. This can be controlled by the k t abu data structure. Each step (i.e., transition from a state vertex of bit i b to bit 1  i b ) releases the pheromone corresponding to the concentration according to the error objective function value calculated for the selected optimal solution and uses the pheromone to update the amount of information on the traversed path.
2) It is also possible to update the pheromone after completing a complete loop (ie, having the high-order vertex go to the low-order vertex).The former utilizes the local information, the latter utilizes the overall information, and they uses two different models, Ant-quantity System (AQS) and Ant-cycle System (ACS), which is proposed by M. Dorigo, this paper uses the former to more precisely control the dynamics of the system performance.
Then the pheromone released by the k th ant as it passes the track ) , , i j at time t can be calculated:
In this way, the information amount ij  can reduce the probability that the colony traps into the local optimum. This global modification rule only allows those ants who achieve the best tour of the ants to release pheromone. It ensures that the ants carry out more searches in the field of excellent parental tours, this greatly increases the speed of the solution.
Consideration of Various Factors
(1)Workday load and holiday load should be treated differently. Through the analysis of historical data can be confirmed, the holiday load law is significantly different from the general working day load law. But the annual Spring Festival and the National Day load curve has some similarities, since the Labor Day and National Day in 2000 after the implementation of the statutory seven-day holiday, load in these holidays is different between before, which can be seen as a national significant interventions, but the load after the holiday in 2000 showed the same trend, but the load level is not the same. In addition, the load on weekends (Saturday and Sunday) is different from the load on weekdays, but the difference is not obvious. So we can conclude that different network models should be used to forecast the load of working days and holidays respectively. In addition, the working day forecasting model can be used to predict the general holiday load, but in the design of the network structure should also consider the impact of weekends, we can add the date type input to improve the accuracy of the forecast, this method is used by this paper. (2)Second, different regions affected by different meteorological factors, and the impact of the degree is not the same. For example, the impact of rainfall in the southern region to be larger, every year, there is drainage load in the rainy season and drought load in dry season. The north is more affected by the sunshine and wind. Therefore, in the design of neural network structure, should be based on the actual situation in the region to consider the impact of important meteorological factors.
The composition of the design learning sample does not consider the influence of meteorological factors separately. It is considered that the change of load in a short time is a stationary stochastic process, but only closely related to the load two days before the forecast. It also takes into account the variation in the calendar cycle of the load, and introduces a date type code representing the day of the week. For the holiday load forecasting, other forecasting models are used to deal with them separately.
Sorting the Input Sample Data
The input sample data must be processed before the prediction can be passed into the ANN structure.
(1)Normalization of load data Because Sigmond function is used as the activation function of the neuron in the network, in order to effectively use the S-type function to avoid the saturation of the neuron, in the input layer, the load value needs to be converted into the value in the [ 1, 1]  interval. For the sake of generality, set the sample data as 1 2 ( , ,......., )
Not only the input data of the network is normalized, but also the output data of the network should be normalized by using the similar formula. In this way, we can take the smaller number as the connection weight of the network to ensure that the network will not occur the phenomenon of computing overflow.
If the learning samples used by the network are normalized.When using the learned network, the actual data should also be transformed according to the same formula as the output of the network. The network output data, should also be restored to restore the actual value. The inverse calculation of equation:
(2)Quantification of temperature When the temperature changes within a certain range, the effect on the load is similar. The temperature can be segmented. When the temperature in a suitable range, the impact of the load is small, and when the temperature rises or falls to a certain extent, the impact on the load will be greater. So the temperature is segmented quantitatively, as shown below: (3)Quantification of rainfall Rainfall in the weather forecast is generally divided into: no rain, light rain, moderate rain, heavy rain, heavy rain, heavy rain and other six cases. The rainfall is segmented and quantified, as shown in the following figure: (4)Sample data pretreatment Neural network learning process is completed through the sample data. Therefore, the quality and quantity of learning samples are the important factors that influence the learning effect and learning speed of neural network. If the learning sample itself contains errors and disturbances, it is impossible to accurately reflect the inherent law of load variation, such as the abnormal load data curve produced by system failure, or the interference data caused by SCADA acquisition failure. These illicit data will have some negative impact on the forecast. In the training process, the illegal data bring larger training error, so that the network can not converge to the ideal error. In the actual forecast stage, even if the network convergence, the network can not accurately reflect the inherent law of the load, the forecast error is relatively large. Also, even if the network converges normally during the prediction phase, the error is large due to the use of illicit data to predict tomorrow's load.
Therefore, both the historical load data as a training sample and the load data output as the ANN at the time of prediction should be checked and preprocessed. Common illegal data and processing methods are the following situations:
(1)An abnormal daily load caused by a major accident in one day or a significantly abnormal daily load in the load curve is removed or replaced with a normal curve which can be obtained from the rest of the data.
(2)In order to eliminate the glitch in the daily load curve, the load value can be compared with the load value of the previous day. If the error between the load value at the time and the load value on the previous day is greater than a certain threshold value, then take a kind of weighted average, weight can be considered in favor of a certain direction.
Conclusions
Because ant colony algorithm is a kind of evolutionary method of concurrent, strong positive feedback, which is suitable for large-scale optimization problem, it has great potential to deal with calculate work such as load forecasting which has a relatively large amount of data. Traditional BP algorithm only adjusts the local parameters of the network by using the principle of gradient descent, and then adjusts another local parameter without considering an independent variable which will affect the objective function of the error as a whole, it's unreasonable in a sense. In this paper, by considering the threshold as a special weight and unifying the solution space, the ant colony algorithm can overcome the shortcoming that the optimal solution space can't be taken into account globally and search for the optimal solution in a wider area and ensure the global convergence of the network.
