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Abstract 
The highest geometric precision in a milling simulation can be achieved by using a CSG-based workpiece model. This allows the 
prediction of cutting forces, process dynamics and surface structures. To further improve the accuracy of the predictions, a new 
global CSG model is proposed to replace the previously used local CSG model without any negative impact on the runtime of the 
simulation. In addition, the runout of the tool has to be included in the modeling process to obtain correct results. In this paper, the 
new modeling techniques and their experimental validation are presented. 
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1. Introduction 
The five-axis HPC milling process is the starting 
point for most process chains for the manufacturing of 
complex forming tools. In a thorough optimization, to 
ensure an efficient and reliable production, the whole 
process chain and each individual step should be 
examined in experiments and simulations. For the 
milling process, the simulation of all influences is an 
extensive task [1]. Depending on the engagement 
conditions and the investigated aspects of the process, 
different modeling approaches may be appropriate. This 
is especially the case when analyzing the interaction 
between tool and workpiece and the resulting cutting 
forces for complex NC paths, in which certain parts have 
to be examined with a higher precision. An efficient 
solution to this problem is to use a multi-scale 
simulation system consisting of different workpiece 
models [2]. In the high-precision scale, the Constructive 
Solid Geometry technique [3] is used in this simulation 
system to model the cutter and the workpiece section in 
a local neighborhood of the tool. This modeling 
technique allows a detailed reproduction of the chip 
shape and, thereby, an accurate calculation of the cutting 
forces [4]. Additionally, the dynamics of the system 
consisting of tool and machine can be modeled using a 
system of harmonic oscillators and, thereby, allow the 
prediction of surface structures [5]. 
However, it has become apparent that the local 
modeling approach has its limitations in certain 
situations with regard to the tool dynamics. By obtaining 
the previous cutter positions used for the construction of 
the local workpiece from the NC program, tool 
deflections occurring on preceding NC segments cannot 
be taken into account for the calculation of the cutting 
forces. Therefore, a new global CSG model of the 
workpiece was developed based on the local CSG model 
[4] and the Graftree approach [6], which integrates the 
dynamic effects of previous tool passes by subtracting 
the deflected tool model from the current workpiece for 
each tooth feed along the NC path. The CSG nodes of all 
these subtracted tool models are saved in the workpiece 
model. For the computation of the cutting forces, 
however, only the nodes in the local section of the 
workpiece are considered. This is accomplished by 
organizing the individual CSG nodes into an octree [3] 
for efficiency purposes to obtain the same computational 
complexity as for the local CSG model. Additionally, the 
possibility to define different effective cutting edge radii 
was incorporated into the tool model. This allows the 
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modeling of runout and, thereby, a more accurate force 
prediction since this can have a great influence on the 
process [7]. 
In this paper, an overview of the force calculation in 
the simulation system is given, and the different 
modeling techniques are explained. Furthermore, the 
new global CSG model is described in detail and 
compared to the previously used local model. In 
addition, the effect of runout on the chip shape and, 
thereby, on the cutting forces is demonstrated and an 
approach to integrate this effect into the milling 
simulation is presented. The improvement in the force 
calculation is shown by verifying the results from the 
simulation using data measured during machining 
experiments. 
2. Milling simulation 
A multi-scale simulation system employs different 
modeling techniques to cover different aspects of the 
milling process [2]. In the low-precision scale, a multi-
dexelboard workpiece model can be used to 
geometrically simulate the milling process and to 
estimate the cutting forces. The high-precision scale may 
use a CSG-based workpiece model in order to calculate 
the process forces more accurately and, thereby, allow 
the modeling of the process dynamics with an additional 
harmonic oscillator model. In this section, the CSG 
workpiece models and the corresponding force 
calculation are examined in detail. 
2.1. Force calculation 
The force calculation is the basis for any predictions
in a milling simulation. Only if the cutting forces are
determined with a high precision, it is also possible to
model dynamic effects occurring during the machining
process. To accomplish this high accuracy, the CSG
modeling technique can be used for the tool and the
workpiece. In this technique, complex bodies are
modeled from primitive volumes using Boolean set
operations [3]. During the milling process, the volume of
the tool is intersected with the workpiece for each tooth
feed. The resulting volume corresponds to the chip shape
generated during this tooth feed and can be directly used
for the force calculation. To calculate the required
parameters for the Kienzle equation [8], rays are cast
from the tool along the cutting edges through the chip
volume, with each ray representing a small cutting
wedge. The distance of the intersection points specifies
the thickness of the undeformed chip at this point. By
adding the forces for each cutting wedge and repeating
the process for several tool rotation angles, the force
progression during one tooth feed can be obtained. 
2.2. CSG workpiece models 
The new global CSG model was developed to
eliminate the drawbacks of the local CSG model while
still maintaining its advantages. The general simulation
sequences using the old and the new model are
juxtaposed in Fig. 1. For the local workpiece model, the
sequence begins with the generation of an octree for the
NC path to allow the efficient access to NC segments in
 
Fig. 1. Simulation sequence for the two CSG workpiece models. (a) Local CSG model; (b) Global CSG model 
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a neighborhood of the tool, mainly defined by the 
diameter of the tool employed in the relevant NC 
programs. Only after that, the actual simulation starts as 
a loop over the whole NC program. In contrast to this, 
only a raw workpiece, which usually consists of a box 
and an empty octree, has to be generated for the global 
CSG model before the start of the main NC program 
loop. Since both models can be used in a multi-scale 
simulation system, it is possible that no force calculation 
is necessary in a certain simulation step. In this case, 
nothing has to be done when using the local model. For 
the global model, the workpiece has to be updated by 
subtracting the current tool model from the previous 
workpiece. However, this is only conducted as the 
insertion of the tool position and orientation into the 
octree of the workpiece model. This can be executed 
with the same computational complexity as the insertion 
of an NC segment into the NC-program octree. 
Therefore, all the workpiece updates combined are the 
equivalent of the initializing step for the local model. 
Whenever it is desired to calculate the forces in a 
simulation step, a new local workpiece model has to be 
generated. It is represented by a CSG tree, which 
consists of the raw workpiece subtracted by all previous 
tool models in the neighborhood of the current tool. 
These are obtained using the NC positions from the NC-
path octree. After that, the chip is constructed as the 
intersection between the workpiece model and the tool. 
In contrast, in the simulation based on the new model, 
the workpiece octree already contains all the required 
information so that the chip can be generated directly 
from the workpiece without the need for another 
temporary CSG tree. The actual force calculation is then 
conducted according to Section 2.1, after which the chip 
model and, for the local approach, the workpiece model 
are deleted. 
By eliminating the overhead of generating a 
completely new CSG tree in every simulation step, the 
new approach is actually faster than the old one, even 
though it still has the same run-time complexity. 
Additionally, the main advantage of the global model is 
the possibility to alter the tool position before updating
the workpiece. This allows for example to incorporate
tool deflections into the workpiece model and, thus,
include the influence on subsequent process steps in the
force-calculation process. 
2.3. Runout 
To obtain accurate simulation results and, thereby,
allow an experimental validation of the simulation,
another property of the milling tool has to be taken into
account. When using a tool with more than one cutting
edge, there is often a difference in the effective tool
radius between the individual teeth. This might be just a
production inaccuracy or even be deliberate to change
the process characteristics. In either case, this has a
considerable influence on the generated cutting forces.
Even a deviation, which is small compared to the tool
radius, but is of the same order of magnitude as the tooth
feed, may not only change the maximum chip thickness,
but also has an influence on the chip shape generated
during the following tooth feed as can be seen in the top
view in Fig. 2. Small differences between the effective
tool radii r1 and r2 at adjacent cutting edges lead to
completely different engagement conditions. 
There already have been different approaches to the
modeling of runout in CSG-based milling simulations
and research on its influence on the process dynamics.
The simplest modeling approach is to just use different
force parameters in the Kienzle equation for the
individual cutting edges [4]. This may result in realistic
results, but requires an additional calibration step for the
added force parameters before the simulation and does
not consider the actual geometric engagement
conditions. Another possibility is to interpret runout as
an additional tool deflection [7]. However, since this
additional deflection is applied to the whole tool during
the current tooth feed, this approach influences the force
calculation for every cutting edge. Therefore, this only
delivers proper results when there is only one tooth
immersed in the material at any point in time. 
 
Fig. 2.Influence of runout on the chip shape. (a) Ideal chip shape; (b) Chip shape for different effective tool radii 
 Sven Odendahl et al. /  Procedia CIRP  1 ( 2012 )  657 – 662 660
To accurately model the engagement conditions, the 
new approach uses different models with varying tool 
radii for individual or pairs of cutting edges. This not 
only improves the force calculation for the current tooth 
feed, but also, in combination with the new global 
workpiece model, offers the possibility to consider the 
influence on the workpiece shape in the force calculation 
during subsequent process steps. 
3. Experimental validation 
3.1. Experiment setup 
For the validation of the new modeling approaches, 
test workpieces (1.1730) were milled using a 5-axis 
DMG HSC 75 machining center. To measure the cutting 
forces, a Kistler 9255B three-axis dynamometer was 
used on which the workpieces, representing the relevant 
engagement situation, were clamped. For the milling 
experiments, a toroidal cemented-carbide high-feed tool 
with a nominal diameter of 10 mm, a corner radius of 
2 mm, and 4 teeth was used. The geometry of this tool 
exhibits a specific characteristic as each arbitrary set of 
cutting edges has a different radius. This feature is 
intended by the manufacturer to reduce vibration. 
Resulting from this geometry and the measured effect of 
tool runout and clamping inaccuracies, the effective tool 
radii at the larger and smaller pairs of cutting edges were 
4.90 mm and 4.88 mm, and 4.98 mm and 5.00 mm, 
respectively. The experiments were carried out with a 
cutting speed vc = 110 m/min, a feed per tooth 
fz = 0.64 mm, and an axial immersion ap = 0.48 mm. The 
cutting forces were measured for two tool paths. The
first one is programmed with a constant radial
immersion ae = 3 mm. The same path without any
further infeed is then machined for a second time to
obtain the forces for the residual immersion, which is
originating from the deflection of the tool during the
initial tool pass. To compensate the functionally inherent
dynamic measurement errors resulting from the
frequency-dependent response function of the
dynamometer, an inverse filtering technique was used to
remove those effects from the measured force data [9].
For the calibration and validation of the high-precision
cutting force calculations as they are possible with the
CSG modeling technique, this compensation is
necessary to get valid results. 
3.2. Comparison between experiment and simulation 
The positive effect of the new modeling techniques
on the force calculation can be best shown on the chosen
test NC paths with constant radial infeed. Fig. 3 shows
the progression of the cutting force in perpendicular
direction to the feed for the constant radial immersion of
3 mm during the first tool pass. In this case, both, the
global and the local CSG model, produce the same
results. There is only a difference between the
simulation runs with and without runout. Only one tool
model for each of the two opposing pairs of cutting
edges was used for the approach with runout with radii
of 4.89 mm and 4.99 mm, respectively, since the
effective tool radius differs only slightly for the
individual teeth of each pair compared to the high feed
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Fig. 3. Comparison between measured and simulated cutting forces during the first tool pass using CSG models with and without runout 
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per tooth. As already mentioned in Section 2.3, the 
runout not only changes the maximum cutting force 
during one tooth feed, but also changes the whole chip 
shape and, thus, the shape of the peaks in the force 
progression. Fig. 3 clearly shows the difference between 
the two models. While the simulation without runout is 
only able to reproduce the height of one of the 
alternating force peaks, the simulation run with runout 
predicts the height of both peaks and also features a 
better match for the general shape of the force 
progression. 
Fig. 4 depicts the measured and simulated cutting 
forces in perpendicular direction to the feed for the 
second tool pass. The simulation using the local CSG 
model is only able to reproduce the smaller force peaks 
resulting from the spatial displacement of the individual 
tooth feeds between the two subsequent tool passes. The 
larger peaks, which originate from the interaction 
between runout and the tool deflection during the first 
tool pass, can only be modeled using the global CSG 
approach extended with the new runout model. 
4. Conclusion and outlook 
In this paper, a new global CSG-based workpiece 
model was presented, which improves the simulation 
precision compared to the previously used local 
modeling approach. In contrast to the old model, it offers 
the possibility to take previous tool deflections for the 
calculation of cutting forces into account. Furthermore, 
the new technique for the modeling of runout increases 
the accuracy of the force prediction for individual tooth 
engagements in case of different effective tool radii of
the individual cutting edges. The improvements could
already be shown for simple engagement conditions to
demonstrate the applicability of the new modeling
approaches. In future research, further validations of
these techniques for more complex engagement
conditions will be conducted. Especially in processes
with stronger dynamic influences, the global CSG model
should considerably improve the prediction capabilities
of the simulation. 
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