Abstract: PRIMES is a large scale model of the energy systems of European Union member-states linked together through energy markets. The PRIMES software is based on a full-scale Decision Support System framework, which is presented in the paper. The DSS framework of PRIMES intends to support seamless integration of data management, model running and reporting. The system is based on a common data structure, following an entity-relationship model, shared by all system components, including the DBMS component and the algebraic modelling language. The paper illustrates the design philosophy and operation of the DSS framework of PRIMES which can be applied in a number of policy-analysis cases.
Introduction
This paper discusses the Decision Support System (DSS) Framework of the PRIMES Energy Model developed for the European Commission. PRIMES is a partial equilibrium model for the European energy system and is one of the energy models that SIGMA/NTUA, the Decision Support System that was designed and developed during PRIMES's implementation, can support.
PRIMES was developed to study the European energy system and markets and was financed through the Third Framework Programme on Non-Nuclear Energy (Joule II). Its design and implementation were influenced by the previous generation of energy system models (such as EFOM, MIDAS and MEDEE) that have been used widely throughout the European Commission and can be considered a natural evolution from those previous models. In contrast with the previous models, PRIMES possesses a unique structure, combining a market based approach with a detailed technological and environmental representation that makes it more advanced and well suited to studying the complex field of energy than the previous generation of models.
As PRIMES treats 15 European Union countries and is detailed enough to study complex interactions, it requires extensive data and reporting handling facilities. This led us to consider designing a Decision Support System to support it. In addition, as PRIMES is intended to be used by analysts close to policy makers, a DSS environment for PRIMES would greatly facilitate its use in energy scenario generation and policy assessment studies.
The discipline of applied Energy Modelling has a long history, starting from 1973 (the oil crisis). Large-scale models and applications have been developed in many countries. The size, complexity and usage requirements are justifying the need for DSS interfaces. NTUA, having supported the European Commission in energy policy analysis and the use of several energy models, has accumulated experience about user requirements in using large scale models for energy policy analysis. This experience was reflected in the design of the DSS for the PRIMES model.
The DSS that was designed, implemented and deployed during PRIMES's lifetime is called SIGMA/NTUA. SIGMA stands for System for Integrated Generalised Modelling Analysis, and is fully described in this paper. The design issues, challenges and implementation details are outlined, along with a concise tour of its major facilities, culminating in an example of a SIGMA session.
The first part of the paper presents an overview of energy modelling and a brief presentation of the PRIMES model's scope, objectives and main design philosophies, followed by an overview of Decision Support Systems and a discussion of the specific requirements that energy modelling systems pose for the design of a DSS to support them, while the second part focuses on the design, implementation and use of SIGMA/NTUA.
Energy modelling and the PRIMES model

Overview
Energy modelling is a rapidly developing field that has made large demands and generated heavy use out of computers; it studies energy systems and markets, demand and supply of electricity, technology policies and their impact on the environment and various other aspects of the energy system. It is characterised by mathematical and computational complexity requiring extensive amount of data. Additionally, the practitioners in the energy modelling field are not what can be characterised as a typical "computer crowd"; they are mostly comprised of energy specialists, economists, theoreticians and various other disciplines that make use of computer technology to its fullest. Their computer needs are though highly specialised and there is a big gap between their expertise in the energy field and their computer knowledge. Therefore, software systems have been developed that cater to the energy modelling needs and that take into account the audience to which they are geared to.
The software systems that have been used in the fields of energy modelling -as well as many other fields, including but not limited to economics, econometrics, financial and industrial planning etc.-have been grouped under the category of DSS. Energy modelling has the same needs from a DSS as all other fields; mathematical formalism and conciseness of representation are needed equally there and should be taken into account by any DSS that is developed specifically for this field. The energy modelling field though poses additional challenges for a DSS as far as data handling and the complexity of mathematical forms is concerned.
A DSS for the energy modelling field needs to incorporate those requirements into its design and produce an environment where data handling, manipulation and presentation is easy to use, powerful and simple.
Finally, since the systems are intended for non-expert computer users, every possible effort must be made to make them easy to use, facilitating concentration on the problem being modelled, rather than on computer problems. It is therefore desirable that a modern DSS for the energy modelling field be based upon the latest graphical user interface technology, with easily accessible functions divided by class of operation and offering visual feedback with useful information at every step.
The PRIMES model
Scope
PRIMES is a modelling system that simulates a market equilibrium solution for energy supply and demand in the European Union (EU) member-states. Such an equilibrium is simultaneously achieved in the EU taken as a whole, while all countryspecific energy systems are also balanced. The model finds the equilibrium by finding the prices of each energy form such that the quantities producers find best to supply match the quantities consumers wish to use. The equilibrium is static (within each time period) but repeated in a time-forward path, under dynamic relationships.
The model design is explicit and detailed regarding the representation of energy and pollution abatement technologies. The system reflects considerations about market economics, industry structure, energy/environmental policies and regulation. These are conceived so as to influence market behaviour of energy system agents. The modular structure of PRIMES reflects a distribution of decision making among agents that decide individually about their supply, demand, combined supply and demand, and prices.
PRIMES is a general purpose model. It is conceived for forecasting, scenario construction and policy impact analysis. It covers a medium to long term horizon but it is not designed for the very long term. It is modular and allows either for a unified model use or for partial use of modules to support specific energy studies. The model can support policy analysis in the following fields:
PRIMES Model Design
A fundamental assumption in PRIMES, is that producers and consumers both respond to changes in price. The factors determining the demand for and the supply of each fuel are analysed and represented, so they form the demand and/or supply behaviour of the agents. Through an iterative process, the model determines the economic equilibrium for each fuel market. Price-driven equilibrium is considered in all energy and environment markets, including Europe-wide clearing of oil and gas markets, as well as Europe-wide networks, such as the Europe-wide power grid and natural gas network.
The fundamental design feature of PRIMES is its modularity. The model is organised by energy production sub-system (oil products, natural gas, coal, centralised electricity, others) for supply and by end-use sectors for demand (residential, commercial, transports, six industrial sectors). Some demanders may be also suppliers, as for example industrial cogenerators of electricity and steam.
The individual modules vary in the depth of their structural representation. The modularity feature allows each sector to be represented in the way considered appropriate, highlighting the particular issues important for the sector, including the most expedient regional structure. The electricity module covers the whole Europe, while representing chronological load curves and dispatching at the national level. The natural gas market also expands over the whole Europe. However, coal supply, refineries and demand operate at the national level. Furthermore, the modularity allows any single sector or group of sectors to be run independently for stand alone analysis.
• environmental issues
• pricing policy, taxation, regulation and other policy instruments
• new technologies and renewable sources
• energy efficiency in the demand side
• alternative fuels
• energy trade and EU energy provision
• conversion decentralisation, as well as
• traditional issues regarding electricity generation, gas distribution and refineries.
Model Formulation
At the global level, that is the market clearing level, the formulation of the model corresponds to a market equilibrium of the type:
The behaviour in the supply side, corresponding to cost minimisation, is formulated as a set of linear programming models and the demand side has the form of a system of (non-linear) equations, hence the equilibrium model can be written: where x and q denote supply and demand quantities, while u and p stand for producer and consumer prices.
The supply side may include more than one mathematical programming problems corresponding to the behaviour of several supplying agents (for example, one for refineries, one for gas and one for electricity). In addition, the possibility that some suppliers of energy commodities may also be demanders for other energy commodities (for example, the electricity sector) is included in optimisation modules.
To solve the individual sub-models, PRIMES follows standard techniques, as appropriate to the mathematical form of each sub-model (mostly linear programming). To solve at the global level, an iteration process must be followed: a) one starts from an initial guess of the vector of energy prices; b) then demand quantities are computed from the demand sub-models; c) mathematical programming models for supplying agents are then solved to meet the computed demand; d) based on the results of the supply sub-models, the cost evaluation equations compute producer prices, which augmented with taxes are used to evaluate new consumer prices; e) these are compared to the prices used in the previous iteration and if they are found close enough the process is terminated, otherwise the process restarts by re-computing demand. Demand = Function (Price) Supply = Demand Price = Inverse Function (Supply)
Solve for x q p u , , , that satisfy:
Demand side: q = Q(p)
Cost Evaluation: u = f ( c, x and other factors)
Equilibrium Condition: p = u + taxes This is a Gauss-Seidel type of iteration.
Features of Modules
The supply modules simulate both the operation and the capacity expansion activities. The dynamic relationships involve stock-flow relations (for example capital accumulation), inertia in the penetration of new technologies, backward looking expectations (more formally, the model uses adaptive expectations) and consumer habits. Thus, the model fully integrates a static and a dynamic solution. Also, the model fully integrates the national within the multinational energy system (for oil, gas and electricity). Demand is evaluated at a national level. Electricity dispatching and capacity expansion are determined at a national level, depending however on a complex market allocation mechanism, operating through the electricity grid, Europe-wide. The natural gas distribution market clears at a multinational level, even wider than the European Union. The refinery sector operates at a national level, but capacities, market shares and prices depend heavily on Europe-wide competition. Coal and lignite supply curves have, on the other hand, a national-specific character. Finally, energy savings, technology progress in power generation, abatement technologies, renewables and alternative fuels (biomass, methanol, hydrogen) are determined at each country-specific energy system.
Cost evaluation modules and price-setting mechanisms are at the core of the model. The former are attached to each energy supply module. The cost module considers total revenue requirements of the sector (based on total costs and other accounting costs) and allocates payments over the consumers, according to alternative rules (user selected). The rules reflect alternative industrial economic circumstances and are linked to marginal and average values from the sector's optimisation. For example, these rules consider a peak-synchronisation characterisation of consumers or average cost rating of energy demand by consumers. The allocation of payments is further determined, by also considering eventual cross-subsidisation policy or other distortions. In brief, the price-setting mechanism reflects the design considerations for the market clearing regimes. The value of parameters in these cost-pricing modules can be altered, in policy scenarios, to reflect structural change.
Prices of purchased fuels depend also on cost-supply curves that are exogenously specified, but operate within the equilibrium process. Such curves are used for all primary energy supply, including EU gas supply, coal, biomass and even renewable sources to reflect land availability constraints.
Technology
As mentioned, PRIMES has been designed to support technology assessment at the energy system level. The dynamics, as simulated by the model, influence the penetration of new technologies. Several parameters and formulations are built-in to represent non economic factors that affect the velocity of new technology penetration. For example, the modules include learning by doing curves, parameters that represent subjective perception of technology costs as seen by consumers, standards, etc. These can be used to represent market failures or inertia that may deprive the system from cost-effective technology solutions. In addition, market related factors, as represented within the optimisation modules, can also explain the lack of decision for the most cost-effective solutions. These factors are related to the individual character of decision maker's optimality and this is represented in the model by design (different optimality conditions per module) and though the use of parameters, as for example by varying the discount rates with the consumer size. Policy parameters can of course change the optimality conditions and influence technology choice and penetration. The model can in addition simulate accompanying policies that aim at structural improvements that may maximise the effects of policy measures. For example, true cost pricing, removal of barriers, new funding mechanisms etc. can be reflected to changes of parameters that will influence technology choices and penetration.
Environment
The mechanisms relating pollution with energy activities, also involving pollution abatement choices, are fully integrated into PRIMES. The optimisation modules simultaneously consider energy and environment costs. Constraints are built in to represent environmental regulation. The technology choice mechanisms also consider abatement equipment. Policy measures dedicated to pollution can affect optimality and can also be accompanied by policy aiming at structural change. Finally, a module computes dispersion and deposition of emitted pollutants.
Policy instruments
Special care has been devoted to the representation of various policy instruments in the model. For some policy instruments, it is straightforward to built scenario variants for evaluating implications. For other instruments, the analysis is more sophisticated and has to combine evaluations outside the model with results from model runs.
Economic and fiscal instruments constitute an obvious case of straightforward use of the model. Taxes, excise, VAT, carbon, etc., are explicitly represented for all energy forms and uses. Fully detailed tax scenarios can be assessed, including differentiation of rates by sector, combination with subsidies and exemptions, harmonisation across member-states, etc. The consequences of higher taxation for the costs of derived energy forms (e.g. steam, electricity) are endogenously treated.
Other economic instruments, like the tradable emission rights (pollution permits) are also formulated in PRIMES. Other measures such as new funding mechanisms for energy technologies, information campaigns and measures aiming at removal of barriers, can be evaluated at the energy system level (regarding their total effects) through the built in mechanisms of PRIMES, like perceived costs, risk premium, etc.
Command and control regulation, that is the pursuit of objectives through administrative processes, can be analysed through the use of constraints and binding within the optimisation modules. The model can evaluate the effectiveness and compute proxies to the shadow cost of regulation. Emission norms, efficiency norms, regulations such as the "Non Fossil Fuel Obligation" and voluntary agreements can be represented and analysed.
Demand Side Management (DSM) and Integrated Resource Planning can also be simulated with the model is not entirely sufficient. PRIMES, being explicit in technology representations, include electricity consumption technologies and uses in all consumption modules. To each use, the model associates generic load patterns, the aggregation of which over the consumers' electricity uses gives the load shape faced by electricity generation. A DSM measure can be simulated by a change either in the shape or the area (efficiency) of a particular electricity use. This will alter the optimality conditions of electricity generation and will probably imply cost savings. Externally to the model, the analyst has to evaluate implementation costs of the measure and allocate the bearing of the costs between the consumer and the generator. In such a way, he can carry out cost-benefit analysis to evaluate DSM measures. Figure 1 presents the structure of PRIMES by emphasising its modular structure. The modules interact by exchanging quantity and price signals. An equilibrium is obtained when quantities demanded and supplied are becoming equal. At that point, the corresponding prices are reflecting the equilibrium at the market level of demand and supply behaviours.
General Structure of PRIMES
[insert Figure 1 ] Figure 2 outlines the same modular structure in mathematical terms. The core of the model includes the electricity generation, the industrial and the tertiary demand modules that interact through chronological loads and prices for steam and electricity. The core of the model involves interactions also through electricity trade between the member states.
[insert Figure 2] The energy system simulation that the PRIMES model performs implies an iteration process that calls and executes the PRIMES modules (the sequence and the algorithm reflects the economics of market clearing). Normally, the iteration process starts by an approximation of equilibrium energy prices, call the sub-models, evaluates excess demand or supply in all energy markets and then re-computes a new approximation to prices so as to start a new iteration. The process is by design iterative and reflects cobweb type of market clearing, that is common in market equilibrium models.
Finally, the PRIMES model is dynamic by design and follows a time-forward annual time-path. This implies, that results for a time-period should feed lags for the next time-periods.
For a more detailed discussion of PRIMES, the reader is advanced to turn to reference [15] .
Requirements for the PRIMES DSS
A brief historical discussion
As has been shown in the previous section, in order for a DSS for PRIMES to be designed, one has to take into account its modular structure, its extensive data needs, the different disaggregation levels represented by its design as well as the iteration process that is used to solve its individual sub-models. In order to understand the design decisions that are needed to support such a complex modelling endeavour, it is necessary to present a brief overview of the specific requirements that stem from PRIMES's structure, as well as a historical view of other DSS environments that have served the needs of previous generations of models.
Until recently, most models were written by using one of two traditional ways: the first and more widely used was by using a variety of specialised programming languages such as Fortran or C that were not specifically designed for modelling support. These languages were used, quite cleverly, as vehicles through which the model specification could be implemented. The main characteristic of modelling a real-world problem by using a general purpose programming language was the complete absence of any form of abstraction; the mathematical representation of the model, the data needed for the model to run as well as instructions for its import and export and any specialised algorithms (including the staple of most modelling problems, the linear programming algorithm) were all included as part of the program that the collection of programming language statements produced. This situation led into a variety of problems:
• Abstraction was non-existent, since the modellers were forced to translate their abstract mathematical notation into computer instructions -and translation was often time-consuming, expensive and not always accurate, thereby leading to the loss of the mathematical transparency that the modellers so value. In most cases, a trained programmer was used as the translator of the modellers' work into the computer language of choice, thereby further increasing the cost and alienating the modeller from his work.
• Data input and output facilities were rudimentary; no data manipulation could be performed other than what the programming language allowed, and furthermore this data manipulation was always done at a lower level than most modellers would like, since, after all, a programming language is first and foremost a tool for programmers to solve computer problems. In the case of C for instance, data handling is almost non-existent, since it is designed to closely mimic the way a computer works; this works well if the problem being modelled is basically a calculation problem, but modelling problems on the whole operate at a much more abstract level than this. Fortran, too, which was probably the most widely used programming language in the modelling field, suffers when it comes to data handling, including only primitive operations that use an opaque syntax and can not be extended to address modelling problems with any ease.
• Flexibility was minimised, since any change in the model would mean expensive changes in the programming language.
However, with all these deficiencies, models designed using the aforementioned programming languages could, by virtue of operating closer to the computer, perform faster and therefore provide results in a quick way. One particularly well designed example of a model specified and solved using the Fortran language is the United States' Department of Energy model NEMS, where considerable time was spent in designing, implementing and fine-tuning the model in the programming language, a fact which, nevertheless, led to extremely fast execution times.
The alternative way of specifying a model was by use of some symbolic language representing mathematical entities and expressions. In the early stages, matrix generators were used in the case of linear programming (LP) models and took advantage of the fact that most LP problems can be represented by a matrix. The generator had the task of associating modeller's symbols with matrix elements. Also, since the matrix was sparse, with potentially hundreds of thousands of zero elements the generator had as task to compress this information into a form more suited to be read by a computer. An example of a model designed in this way is OMNI.
Although a progress from older techniques, matrix generators present disadvantages related to the programming of intermediate translation from the model's symbolics to the matrix generator format. Such an example is the model interfaces for the European Union LP energy model EFOM in the late 80's. Additionally, flexibility and transparency are compromised even further since the modeller has little control over the matrix generator and it is not easy for any changes to be incorporated in the model.
The use of modelling languages
Both of the above methods have recently begun to be abandoned by modellers in favour of algebraic (also known as executable) modelling languages. Modern symbolic specification languages are using formal representations to make abstraction from mathematical problems. Their use has multiplied in recent years; unlike matrix generators or specialised programming languages they let the modeller describe variables, constraints and objectives in an easy to understand algebraic manner that resembles closely the abstract mathematical representation of the problem being modelled. Fourer [18] has done a complete comparison between modelling languages and matrix-generators and concluded that modelling languages serve the needs of modellers in a much better way than was previously possible. Modelling languages can be considered as an abstract layer between the user and the real-world; abstract in that it can describe a real-world problem concisely, elegantly and with mathematical precision, aiding the modeller in expressing the problem domain better and closely resembling the way he would formulate it on paper.
Algebraic modelling languages can be described as declarative languages that express abstract mathematical entities and permit the use of symbolic names and concise representation of the problem domain through the use of array interfaces. Additionally, they offer a generalised interface for employing different algorithms for problem solving. For example, if a user wants to specify a demand supply equilibrium he would simply write the following in the GAMS (General Algebraic Modelling System) language [6] .
SUPPLY(I)=E=DEMAND(I);
In the above example, I expands over a set of items.
As is obvious, algebraic languages permit understanding by anyone familiar with modelling, obviating the need for a programmer to translate it into a form that a computer can understand. This in effect frees the modeller from having to rely on specialised computer-trained knowledge and allows him to concentrate on the matter at hand; namely the problem being modelled. Algebraic languages have in fact introduced abstraction into the computer modelling field, and the need for their presence in a modern DSS is self-evident.
PRIMES uses the GAMS language for the algebraic formulation of all the submodels, the data-sets and the specification of interactions between the sub-models. We will describe the reasons for choosing this specific modelling language in a later section.
Data handling
The introduction of algebraic languages in the modelling field has allowed the design and implementation of more complex models that represent in better detail their respective problem domains; it follows that their need for data is also a multiple of those models designed using the traditional methods. In fact, the level of detail that PRIMES entails places heavy demands on the data handling and manipulation aspects of the DSS. This happens for the following reasons:
• PRIMES needs a large amount of data in order to produce meaningful results (15 European Union member-states, detailed nomenclature, explicit representation of technologies, multiple sectors and full energy and environment representation). As PRIMES stands now, the amount of data it needs is in excess of 200MB, an amount that cannot be easily handled by existing modelling software, and certainly could not be handled by using the traditional ways.
• Additionally, data for PRIMES can originate in many sources, including existing GAMS models, spreadsheets, databases etc. and the model's data need to be wellstructured and organised for future update, retrieval and maintenance.
• Data for the PRIMES model incorporates the time dimension; the model's data are structured in such a way that they can be regarded as time-series data for sets of countries.
• There is a need for aggregating different data sources into one seamless whole; namely data from past observations, model results and projections or extrapolations into the future need to be handled, combined and presented in a consistent way with the minimum of effort by the user. Therefore, it is imperative for a DSS designed for PRIMES to be able to handle its data requirements in a transparent and expedient way, ideally imposing a clear distinction between model specification and data manipulation so as to retain the abstract mathematical representation that the use of an algebraic modelling language entails. The DSS should handle the data without the user having specialised computer knowledge in data manipulation.
Scenario and reporting
A scenario in the context of a modelling system can be considered as a set of values (assumptions) that a model takes as given to generate another set of values (projection) which can be used to modify the observations (the data) in the past or to extrapolate them in the future. This set of values can then be used as another source of data in the model and be treated in the same way as the other data sources; that is they can be used in addition or in place of the observation data or the results from the model's run. Since PRIMES, as an energy model, is used for decision making in the areas of energy policy and the evaluation of technology and innovation support strategies for the energy-environment system, it is evident that its intended audience of policy makers who are interested in various forms of analysis (for example, impact analysis, evaluation of different policy instruments, scenarios and projections into the future) through the use of the easy to understand format of two or three-dimensional tables of data, consider scenario support as fundamental in a modelling environment that aims to serve as a policy analysis tool.
Reports are used in presenting information concerning results from the model's run in a user-friendly, easy to understand way so that policy makers may focus on their area of expertise, and not try to translate the model's results from a machine-friendly form into something that can be understood by modellers (a common failing of many models designed in the traditional ways). Reports need to combine data from different data sources and engage into two-way communication with external data manipulation programs, including spreadsheets, graphics programs and databases, importing or exporting data from them.
Therefore, there is a need for an advanced reporting and scenario handling facility that is flexible enough to aggregate the different levels of detail on the model's data that is needed and display them in a quick and user-friendly way to the modeller. This facility should of course be able to handle the amount of data that PRIMES needs, and be extensible so that it can accommodate the additional amount of data doubtless to be generated at the policy analysis and scenario phases. Observations and model results must be combined in reporting to produce relevant policy analysis reports, and the modelling environment needs to be able to communicate with external tools such as spreadsheets and databases and integrate these kinds of external data into its policy analysis support.
Summarising the above discussion, some of the requirements that the scenario and reporting part of a DSS for PRIMES should fulfil include:
• Support for the different stages of scenario handling. These include scenario preparation (extracting and combining data from different data sources) and building (transforming scenario data into a compact machine-readable format consistent with PRIMES's overall structure).
• Using scenario data as the basis for model runs; this required embedded logic in the modelling system which permits it to distinguish between existing, observation data and data generated for the purposes of a scenario, and the ability to use both during the run of the PRIMES model.
• Comparisons of scenarios and basing scenario data on other scenarios or existing observation data.
• Clear, informative and complex reports to serve as aids to policy analysis.
• Transparent and robust communication with external data sources in the report and scenario phases.
The need for seamless integration
So far this discussion has demonstrated the specific requirements the PRIMES model poses to any DSS that needs to support it. Models (written in the GAMS language) and data (a staggering amount) is already present and needs to be supported directly.
The use of the GAMS language allows the mathematical specification of each submodel to be different and permits the mixing of different solution algorithms, therefore flexibility is paramount. As such, it offers many advantages, and it would be tempting to simply develop all of the model in it and take advantage of its conciseness and support for mixing of solution algorithms. Unfortunately, while GAMS and other model specification languages of its kind have a lot to offer to modellers, they are illequipped to handle a model of the size and complexity of PRIMES.
Once a certain threshold is reached, the size of the model text, the amount of data and the complexities stemming from the modular nature of PRIMES and the demands it places on the interaction of its different sub-models who may use different solution algorithms make the GAMS software, on its own, a poor choice to support this complex task. More than one GAMS program is needed and the GAMS software contains no facilities for this kind of support. Therefore, trying to use GAMS on its own to support the PRIMES model is a thankless, and in the end, impossible task.
The need for modularity support should not be overlooked; the PRIMES model needs advanced support from any modelling environment in order to retain the consistency and complexity of its modular structure. Some of the requirements posed by this structure are the following:
• Individual sub-models in the PRIMES model should be able to be solved independently.
• Different combinations of sub-models may be created and solved with no constraints on the size or complexity of the models or the mix of solution algorithms imposed.
• The structure of the PRIMES module must be able to be specified, maintained and updated inside the modelling environment.
• Data manipulation should be handled in a consistent way across individual submodules.
Given the above requirements from the model design and use, the DSS should give primary emphasis on integration of modules, tasks and other operations. Integration is defined at the level of the data, which can be a statistical observation, a model's output, another model's input, a scenario element or a report item. In its various forms, the system has to link the data element with the operation, treat it in a uniform way independently of the operation component and identify it within the data repository scheme. In this way, the user follows data transformations within the DSS, feels secure about information integrity and only cares about data definitions, abstracted from data representation.
The flexibility and variety of operations within the PRIMES framework is ensured by designing the DSS so as to feature "seamless integration" at the data level.
The following sections present the general design principles, implementation details and examples of use of SIGMA/NTUA.
Design of a DSS for PRIMES
Overview of Decision Support Systems
As observed in [3] , [38] and [39] , Decision Support Systems have become the most widely-used form of computer-based decision aid tool because they allow decision makers the study of real-world problems through the use of analytic models and data. There have been many attempts at a precise definition of a DSS ( [5] , [14] , [29] , [35] , [38] , [39] ) and every DSS seems to change this definition in new ways. Regardless of the multitude of definitions, it becomes apparent from the literature that there are really two kinds of DSS in use today, with different objectives and theoretical foundations and aimed at different audiences.
The first kind of DSS is best described by Sprague & Carlson in [35] where they state that DSS are interactive computer based systems which help decision makers utilise data and models to solve unstructured problems and make decisions. Additionally, Bonczec et al. observe in [5] that a DSS must aid a decision maker in solving unprogrammed, unstructured or "semi-structured" problems, with the provision of an interactive query facility and a query language that is easy to learn and use. This kind of DSS is designed with a strong emphasis on the decision aspect of the modelling problem; it draws resources and utilises theory from fields as diverse as multicriteria analysis, fuzzy set theory and artificial intelligence and uses advances in those fields in order to permit the study of unstructured problems. A common approach of DSS of this kind is to present the user with an unstructured query language -in many cases very close to a natural language-and attempt to decipher the questions posed as well as restructure them in a more efficient way so that the DSS can attempt to provide the user with a satisfactory answer. This of course is no easy task and involves many trade-offs between ease of understanding and expressive power that are beyond the scope of this paper.
The second kind of DSS has different priorities and therefore follows a different approach; instead of emphasising the decision aspect of the system, it focuses rather on integrating large-scale complex interrelated tasks that pertain to the task of modelling. In order to achieve this the system is based on a formally defined common data structure that permits different components of the DSS to present varying views of the model and its data to the user. DSS of this kind contribute to the decision making by integrating the resources of the DSS into the same view, thus helping the user arrive at decisions by examining different aspects of the problem being modelled. The common data structure ensures both the integrity and consistency of the views being presented and offers unparallelled conciseness in representation. Additionally, the different views can easily be combined to allow rich reporting facilities, and the common data structure helps break up monolithic models into a series of well defined, small and self contained modular structures that can easily be maintained and updated.
A wide variety of DSS has been implemented in the past, most adhering to one of the two aforementioned approaches. A small selection can be found in references [10] , [23] , [27] , [32] , [34] , [36] .
The need for a common data structure
The two kinds of DSS mentioned in the previous section are not completely unlike; while both focus on distinctly different areas of modelling support, both can be thought of as possessing a common data structure that their respective components are based on and view. Those views, additionally, do not necessarily have to be the same for each component, but can be thought of as complementary. Ideally, as Geoffrion states in [22] , a modelling environment has to be able to nurture the entire modelling life-cycle, including integration and direct decision support.
For both cases, recent literature emphasises the benefits from uniform modelling relying on a common underlying data structure, as stated for example in Geoffrion's discussion of structured modelling in [20] , its formalisation in [21] and Raghunathan's refinement of it in [31] . Geoffrion's proposal in [20] about independence of model representation and solution brings up the need for a common data structure.
The existence of a common data structure in a DSS leads to an architecture that dissociates data structure from operators, and to the concept of resources or components that treat data and transform them. The resources or components of a DSS may be defined as a collection of methods in the DSS with a specified hierarchy. Examples of resources include statistical tools, models (both can use and generate data), reporting templates, editors, graphical designers etc. All the resources in the DSS have access to the common data structure and can be combined into easy to use blocks of components. Groups of resources can be considered as repositories of varieties of tools and techniques of similar nature. These repositories can be model repositories, query repositories, statistical tool repositories, graphical repositories and so forth. The DSS's resources can be co-ordinated and integrated by a macro language component that acts as an overseer of the various independent components, and ensures, through the common data structure, that they can interoperate. The macro language can be thought of as the high-level integrating component of the DSS which can be used either as a task integrator or provide simple automation facilities and interfaces to the DSS's user. Figure 3 shows the above concepts in illustrated form. Notice the use of the macro language bus, serving the same purpose as the bus in computer motherboards, namely that of the common carrier of communication between the different components.
[insert Figure 3] 
PRIMES' DSS components
Modelling component
The modelling component is used to specify, by using an algebraic specification language, the problem being modelled. A modelling component can, if needed, understand more than one modelling languages. Examples of modelling languages that can be employed include simple symbolic languages like those used for example in NTUA's own SOLVER/NTUA modelling environment, complex languages like GAMS or AMPL, languages for econometrics, statistics, probabilities and others.
GAMS language parser component
The GAMS language parser component understands models written in the GAMS language. The majority of the GAMS language is understood and supported -including the version 2.25 extensions. The unsupported parts deal mainly with GAMS's rudimentary attempts at report writing, which are unnecessary since the DSS possesses its own reporting component. However, since reuse of already existing models is a stated goal, the component degrades gracefully in cases where the language construct is an unsupported, but legal, GAMS construct. Therefore, the user can incorporate any legal GAMS language model as a resource of the DSS.
Query language component
The query language component provides the user with the ability to perform queries on the common data structure. The concept of queries includes viewing and comparing data coming from different data sources, data preparation and validation, data refinement, specification of import and export options from and to other components, scenario preparation and manipulation, communication with the graphical repository and any kind of manipulation of the time-series data (such as, for example, assignments) that is consistent with the internal data structure. The component, through the use of an interactive query language and knowledge of the common data structure can also provide links to external components and with the use of query templates, provide encapsulated data manipulation and maintenance expertise to the user.
High level reporting component
The reporting component provides reporting facilities to the DSS. It utilises most of the other components of the DSS to collect information and present it in a friendly, compact and flexible way to the user. A reporting component can be further divided into sub-components, which may include report writers that aid the user design the report that best fits their needs, report generators that read report specifications written in a reporting language and create the report and dialog based interfaces for constructing reports visually.
Dialog-path based User Interface component
Dialogs can be considered windows on the computer screen that present information and usually require the user to perform some action. Dialog interfaces that combine knowledge of the underlying model and help the user perform the tasks needed for modelling analysis in a consistent manner are called dialog-path interfaces.
Dialogs can be encapsulated in a component that is based on the common data structure and presents the required dialog to the user based on his demands and current place in the modelling environment.
Macro language component
The macro language component can serve two distinct purposes, depending on the principal approach behind the design of the DSS. If the DSS emphasises the decision aspect, then the macro language component is used mainly, by utilising resources of the artificial intelligence and similar fields, to understand questions posed by the user pertaining to the problem being modelled. This is done by the means of a knowledge base where modelling expertise is stored and the use of a language processor that can analyse a query written in the macro language and call upon the resources of the DSS to serve it; the components as well as the macro language have of course full knowledge and access to the underlying data structure and use it to structure their inputs and outputs without intervention from the user of the DSS.
If a DSS emphasises the integrating aspect, as SIGMA does, then the role of the macro language component changes accordingly; the emphasis shifts from the knowledge based approach to decision aiding to one of integrating the complex tasks that the DSS needs to perform. The component is in effect a task integrator, used for specifying in detail the various jobs the DSS needs to perform. The component in turn analyses the user's requests, breaks it down into required steps and calls upon the various components of the DSS to perform their specified actions; finally it synthesises these results and presents them to the user. The various components once again have full knowledge of the common structure, and the macro language component takes advantage of this fact by orchestrating interactions between them, getting information from some and passing it on to others. The component can also be used simply as an automator of various repetitive actions.
The following sections present an overview of the common data structure and main components of SIGMA.
SIGMA's internal data structure
The need for a common data structure was shown earlier, and further proof can be found in the work of Geoffrion [20] . SIGMA primarily aimed at offering a coherent and consistent view of the problem being modelled. This meant that the DSS had to be structured in such a way that all views of the PRIMES model are equivalent; it follows then that there is no distinction between internal and external representation, and all views of the model are based on a common underlying structure. Every view that the DSS offers maps down to the common data structure through the use of transformations (or mappings) that guarantee integrity, consistency and the correctness of representation at all times. It is evident then that every facility built into the DSS, from its data handling capabilities and reporting generation right down to its user interface, follows and builds upon this common structure -in fact, this structure dictates both the design and implementation of all the facilities of the DSS.
Use of the relational model
We have established therefore that in order for SIGMA's design to be rigorous, it needs a generalised common structure on which to build. This can be thought of as the general design philosophy of this DSS, and leads to some interesting design decisions as regards data handling and model manipulation. The DSS must obviously contain a unified view of data, based on the underlying structure. Every view of the data must be equivalent, and all facilities pertaining to data handling need to be based on that same structure. This poses some interesting questions, since there is difficulty in integrating various independent views into one seamless whole, at least by applying the methods used by traditional DSS (such as include data files). Additionally, the need for loose coupling of data and model become apparent; the traditional methods or combining model and data into a whole do not work when there is no way to define a structure that both of these adhere to. Therefore, SIGMA has to incorporate data handling and manipulation in such a way that the general design philosophy mentioned above was preserved.
To build in SIGMA the generalised common structure we adopted the relational data model (as defined by Codd in [9] ) as SIGMA's unifying data representation. The relational model is well known for abstracting data representation and ensuring integrity and independence of data from applications. The model has found practical application in the concept of Relational Database Management Systems (RDBMS), whose architecture (known as the ANSI/SPARC architecture) is defined by the ANSI study group [2] , Jardine [28] and Tsichritzis et al. [37] .
Within a modelling environment, however, while the relational model is the lowest layer of data representation, one has to decide whether to also build upper data representation layers that would incorporate knowledge about the modelling field. For example, some energy modelling oriented environments have used a data representation that follows the energy network flow concepts, that has been built as a layer on top of the relational data structure. Such a choice can be restrictive for the generality of the modelling environment but presents several advantages: it facilitates queries and data transformation by other components; it facilitates user interface design; it might be faster.
For SIGMA, we have preferred not to restrict the generality of modelling fields that the DSS could support. We did not, however, stay at the most general relational model, as the majority of concrete models would not need it. Thus, within SIGMA we have built-in an entity-relationship model which is general enough, but more easy to manipulate than the general relational scheme.
The entity-relationship (E/R) model, first presented by Chen [7] and refined by many others, is the most widely used database design approach today. The model involves entities, which represent things that can be distinctly identified, properties which are characteristics that describe each entity, and relationships which define associations among entities. Additionally, the concept of subtypes of entities permits a whole type hierarchy to be designed and represented in the E/R, thereby allowing for easy categorisation and grouping of similar entities. Subtypes are considered entities that also have ancestral and, possibly, descendant entities. The E/R model is usually combined with E/R diagrams, which constitute a technique for representing the logical structure of a database in a pictorial manner.
SIGMA's modelling component
Designing the modelling component of PRIMES, we had to take into account the model's modularity. Since each model can potentially be solved with a different solution algorithm it is evident that a framework of methods is needed through which the model can be described formally in such a way that all components can be either combined into a whole or operated independently.
The following sections present in detail the reasons for choosing the model specification language used by the component, followed by a brief description of its use and we will provide proof of its correspondence with the relational model as used in SIGMA.
Reasons for choosing the GAMS language
Literature pertaining to modelling language theory aims to analyse and prove in a consistent mathematical manner that formal languages and the transformations that they imply are defined correctly and completely. For example, a formal language should at the minimum possess the reflective property and its grammar should be minimal and provide closure. However, a detailed discussion of algebraic languages is beyond the scope of this paper.
The language used by the modelling component of SIGMA for the algebraic formulation of all the sub-models, the data-sets and the specification of interactions between the sub-models in the PRIMES model is the GAMS (General Algebraic Modelling System) language. The GAMS language was chosen because a multitude of models that would eventually be integrated in PRIMES were already written in it. GAMS in fact can be considered as the standard language in the modelling field, with thousands of models having already being written. Apart from "following the leader" though, there are many valid reasons for choosing GAMS instead of other competing languages, and a brief explanation of the rationale behind this choice follows.
As noted, SIGMA, which had to be built upon a common structure, needed a strong expressive language that could be proven to map directly into the relational model that would be the underlying structure of the DSS. In fact, the modelling language had to adhere to the same common structure of the DSS as its data handling system, and vice versa; therefore the view of the model as presented in the modelling language and the view of the data as presented by the RDBMS used by the DSS had to be directly equivalent, a fact which effectively precluded SIGMA from using any of the data handling and manipulation constructs of any modelling language. In searching therefore for modelling languages sufficient to serve as the basis of model support in this DSS, we had to look only into issues of conciseness of mathematical representation, ease of use, widespread popularity and expressive power.
Two of the more popular algebraic modelling languages apart from GAMS that we considered for use in the PRIMES model were SML [24, 25] and AMPL [19] . GAMS, SML and AMPL are declarative languages with considerable expressive powers and flexibility, that can be used for most modelling situations; in the case of SML this power comes at the price of an opaque syntax that makes it difficult to read. AMPL on the other hand is considerably easier to understand and develop in, and handles adequately the indexing issues raised by Geoffrion [26] , providing especially strong support for a general indexing structure. GAMS is the most popular modelling language at this point in time and has influenced the design of both SML and AMPL; it is extremely compact yet clear, powerful, flexible and offers strong indexing support. Additionally, it is supported by an extensive array of solvers for almost every kind of mathematical problem and can be considered the de facto standard in the modelling field, therefore meeting the needs of SIGMA's modelling component.
A brief description of the GAMS language follows; the reader is advised to turn to [6] for a full description including several informative examples.
The GAMS language in brief
In the GAMS language the general form of a set definition is:
where S is the name (identifier) of the set, Mi are the members or elements of the set, COMMENT and COMMENTi i, i=1,...,n are explanations for the set and set elements respectively. Sets have direct correspondence with the mathematical notion of sets and are distinguished into ordered and unordered. The ".." symbol plays a special role in set definitions and is used to relieve the tedium of typing a sequence of elements for a set. The ".." symbol is equivalent to "*" used in GAMS for the same purpose. The following example is the most general form of the ".." definition:
SET G General definition / A1BC..A20BC/ which means that the set includes the twenty elements A1BC, A2BC,..., A20BC.
The general form of a subset definition is:
where SS(S) is the name of the subset of set S, and Mi, Mj, Mk, ... are elements of the set S.
Given n elementary sets as before, a mapping is defined as a new set, taking values from the cartesian product of the original sets:
M: S1,...,Sn -> (S1x...xSn)
The notation to define such sets uses the dot symbol to distinguish between the elements of the original sets.
The general form of a data element (scalar, parameter or table in GAMS) is:
where Si, i=1,...,m are previously defined sets.
SET S COMMENT /M1 COMMENT1 M2 COMMENT2 ……………………… Mn COMMENTn /
Correspondence between GAMS and the relational model
The relational model as implemented in SIGMA consists of tables (relations) referring to independent entities and tables resulting from them by the so called MxN entity relationship, or tables' mapping. Each table consists of rows (records) related to an entity or relationship and columns (fields) related to properties of an entity. Tables corresponding to an entity have a single primary key, while tables corresponding to a relationship use a composite primary key consisting of entity keys.
A set or subset as defined in the GAMS language corresponds to an entity-table in the relational model and the data elements correspond to relationship tables. This establishes a one-to-one correspondence between the two models and as a consequence automatic transformation can be programmed.
For example, a typical table related to a set is declared using the following two forms in the GAMS language:
where data denotes numeric values for the cartesian product of set elements, and S1 and S2 denote set identifiers declared earlier, for example: where IS11..IS1N and IS21..IS2N are the labels indicating set items.
In the relational model as used by SIGMA these set definitions are transformed into relations
where ID1 is the primary key of S1 and ID2 the primary key of S2. Obviously, the domain of key ID1 is the collection of labels of set S1, and the domain of key ID2 is the collection of labels of set S2.
The aforementioned table TS is transformed into the following relation
TS(S1,S2,VALUE)
where the combination of S1 and S2 is the composite primary key and S1 and S2 are the foreign keys that refer to the relations S1 and S2 described above and VALUE denotes the numeric value of the data element. One-to-one relationships with strict referential integrity rules are enforced between the key S1 in tables TS and S1 as well as the key S2 in tables TS and S2. The above example can be generalised in the following manner: Assuming the general form of a table definition in the GAMS language, which is the following: Subsets are considered as subtypes of entities in this model, and therefore are entity-tables on their own right. A subset defined as:
would be transformed into the relation
where ID1 is the primary key of this relation, but also the foreign key that refers to relation S1 that this entity is a subtype of. Naturally, a one-to-one relationship with strict referential integrity rules is enforced between the key ID1 in tables SUBS1 and S1.
For a complete discussion of primary and foreign keys, relations, domains and other issues pertaining to RDBMS the reader is advised to turn to Date [11] .
The case of second-order sets, or mappings, is a special case that needs addressing. A mapping in GAMS is defined like this: Mappings are particularly useful in the cases of loops over items, but GAMS does not permit a data element to be defined over a mapping. Representing a mapping in the entity-relationship model as is stands is not possible. We did not choose to extend the relational model to represent a mapping, but simply kept them out of the common data structure. They can be defined locally in each sub-model but are invisible to the overall structure.
Time is also treated specially in the relational model in use by SIGMA. Assuming the definition of a data element in GAMS like the following:
PARAMETER HODA(CY,STIME); then most modellers who would manipulate its data in external programs like spreadsheets would visualise time in a horizontal manner, for example:
The above time-series data example shows how time is used compactly in the modellers' usual way of working. This view is usually encountered when working with spreadsheets. The first column represents countries and the subsequent columns represent different time periods. The above representation though cannot be transformed into the relational model however, since the model demands atomic values at every column, and has no notion of intersection of row and column. Therefore, the only way the above data could be represented in the relational model is by transforming time from the horizontal to the vertical view as shown below:
This view is the familiar row/column view as employed by the relational model. Therefore, time in SIGMA disappears into the common data structure and is treated specially by the various components, and not by the RDBMS.
One example that illustrates the correspondence between the GAMS data structure and the DSS data structure is the following:
Suppose that a GAMS model defines a data structure through the SETS and that the GAMS model defines variables and parameters on those sets and uses them in an objective function and constraints, e.g.
EBVAL(CY,EN,SE,TIME)
then the illustration in Figure 4 shows how SIGMA transforms this representation into an equivalent one using the relational database model.
[insert Figure 4]
A second example showing in detail all the relationships produced is the following:
Suppose that a GAMS model defines a data structure through the SETS and a parameter ABAT is defined thus:
PARAMETER ABAT(A,EP,EG,STIME) then Figure 5 shows how the above GAMS structure will be translated into the relational model, based on the previous discussion.
[insert Figure 5] 
SIGMA's macro language component
As noted, the need for SIGMA's macro language component is to become a task integrator, utilising the various components and exchanging information between them for the benefit of the user. Therefore, its design is pretty straightforward and is based on the common structure that underlies all of SIGMA's components. In order to serve this, the macro language component co-ordinates the data interfaces between the different components, based on the common data repository. The component takes into consideration the high degree of modularity in the PRIMES model, consisting of several modules, and this package of GAMS models is treated as a combined entity and entered into an iterative scheme by SIGMA, performs data exchange between them, using the results from a model's run as input to the next model in the iteration chain. The component manipulates the GAMS data constructs so that it can understand and perform the data exchange demands needed.
The component allows the user to implement iterative algorithms at the level of the macro language, making the language a procedural one. This involves loops, assignments, local parameters and logical tests. Additionally, the macro language allows for the specification of a sequence of operations over a specific time period, as well as describing and implementing operations over transitions of time periods, thereby allowing the DSS to perform time-forward simulation. This raises an important point in the treatment of time in SIGMA; since time is not treated as a separate construct in the data structure, the macro language recognises it and treats it specifically, allowing for a distinction between iteration time (present at the macro language level) and local time present inside different PRIMES modules. These local time periods can in fact be different to each other and the iteration time period as well.
In order to support the above needs, the macro language that the component understands was designed in the following way:
• The language is procedural so that iterative algorithms can be described in it.
• The language allows for logical operators in order to perform convergence checks
• The language supports data transformations and assignments.
• The language allows for loops both as control flow modifiers as well as mechanisms for iterating over time.
• The language ensures communication between the various sub-models by relying on the common data structure.
The macro language component allows the introduction of the PRIMES model concept. So far in this discussion, we have referred to the PRIMES model as if it were one and only. We extend this definition by considering more than one PRIMES models; each PRIMES model can be described as a combined entity consisting of a macro language file, a package of GAMS sub-models and a collection of algorithms, data transformations and assignments. Each PRIMES model can differ from others in any combination of the GAMS sub-models, algorithms, data transformations and so forth. Therefore the macro language allows us to state that PRIMES is simply a family of models, and the user can choose which one to study through SIGMA. It must be noted however that the data structure remains constant among the whole family of models, ensuring uniform data representation.
SIGMA's scenario component
The scenario component permits SIGMA to fulfil its intended role as a policy formulation and analysis tool. The simplest definition of scenarios is variations of data that can be applied to the model and studied for their effects. The scenario component aids in preparing, building and maintaining different scenarios, as well as interfacing with the macro language integrator and the various sub-models.
In order to understand the scenario concept, several definitions need to be introduced. We refer to six different kinds of variables:
1. Endogenous : variables that are calculated inside at least one sub-model. 6. Non time-series : these variables are also referred to as constants and are considered as exogenously given. They do not have the time dimension so they have a constant value.
We also introduce a distinction between local and global variables and the concept of local and global exogenous and endogenous variables. Global variables are defined at the level of the PRIMES model, while local variables are defined at the level of a sub-model (which is a GAMS model, sometimes referred to as a GAMS program). Local endogenous variables are calculated inside a sub-model but are considered as exogenous inside another one. Global endogenous are variables that are considered endogenous inside each sub-model. Similar definitions hold for local and global exogenous as well.
Finally, we introduce the distinction between a model and a scenario run. A model run is performed when the user executes a sequence of operations on the various submodels, while using only the initial observations as data source. Consequently, a scenario run is distinguished by utilising a specific scenario, created through the scenario component, as the main source of data, with the initial observations being used only in the case where the scenario data is not applicable.
In both a model and a scenario run, the system needs to identify the simulation range, i.e. the time period over which the model or scenario can be run. This is done by the macro language component by analysing the macro language file and calculating the minimum start, maximum start and maximum end over which the model or scenario data are valid. The user may choose to run the model or scenario over the full legal time period or over a subset. The system does not allow him to choose a time period for which data do not exist.
The scenario component is used when the user needs to create, update or run a scenario. Creating a scenario, and therefore preparing for a scenario run, means first of all identifying the various kinds of variables present in the various sub-modules. This is done by analysing the macro language instructions as well as the GAMS submodels and preparing catalogues depicting the different kinds of variables, along with the available data. The next step is preparing the scenario data, which is usually divided into two steps:
• Scenario preparation where the user introduces or combines data from different data sources in order to generate the scenario. The system presents the catalogues to the user and permits him to choose visually what will be part of the current scenario. Scenario data can be generated from scratch, based on previous scenarios or a combination of both, or by assignments consistent with the GAMS language.
• Scenario building which is needed by SIGMA in order to translate the scenario data introduced in the preparation phase into its own internal data structure.
SIGMA's reporting component
The reporting component provides the user with information about data stored in the various data repositories. To this end, it allows for two different kinds of reports. We define the first kind as a massive (some would define this as batch) report, and the second kind as an interactive report.
In the case of massive reporting, the system prepares catalogues after having analysed the PRIMES model's elements and according to the user's wishes, extracts, following the common data structure, the required data elements from the various repositories such as results of models' or scenarios' runs, statistical observations and the like. This mapping from repositories to data creates a new repository that is afterwards available to the system, both for internal, as well as external use, for example for exporting to a spreadsheet where the user might have created a template for further analysis.
In the case of interactive reporting, the system performs a grouping of the multidimensional data, following the same concept of extracting from the various repositories mentioned above, and presents multidimensional tables to the user. The system can present different views of the data in order to allow different aspects of the information presented to be studied concurrently. The data can also be exported and used in external programs. The time dimension can be presented either horizontally, for use mainly in spreadsheets, or vertically as it is implemented in the common data structure.
In both cases, the types of reports that can be created include:
• Simple value reports, presenting the data elements as they are.
• Reports showcasing the percentage first difference between two different data sources.
• Reports presenting the difference (or error) between two different data sources.
• Reports containing the percentage difference (percentage error) between two different data sources.
Principles of SIGMA's user interface design
Literature on the subject of designing the user interface (UI) of a DSS proposes a variety of different approaches (see for example [8, 30, 33] ). For example, Schneiderman proposed in [33] and Blum refined in [4] "Eight Golden Rules" for designing the UI, of which the most noteworthy are the need for the UI to be consistent and simple, to present informative messages to the user and provide a feeling of control. Meanwhile, Chen introduced in [8] the concept of software component wrappers that require different interfaces for each component, thereby trading simplicity for power and encapsulation. We synthesised these ideas and leaned towards implementing a simple, centralised interface as the UI of SIGMA.
The UI design of SIGMA falls under two distinct groupings. The first grouping is task oriented and aims to help the user exploit the capabilities of the DSS to the fullest. Therefore, the UI of SIGMA is designed in the following way:
• The UI aids in problem definition, including definition of the resources of PRIMES as well as defining input and output options.
• The specific menus that are presented to the user are linked to the various components of SIGMA.
• The UI assists the user with the integrating task; this means it has to create much of the integrating logic on its own and present it to the user. A syntax oriented editor directly linked to the macro language component is used for this purpose, presenting information about PRIMES in a concise manner. The aim is for the user to be able to express his requirements and integrate the various tasks in a transparent, easy to understand way.
The second grouping of SIGMA's UI falls under the category of user information. In order to be as informative and clear to the user as possible, it must be designed in the following way:
• The UI always provides the user with visual feedback. This means the user is always informed about SIGMA's current action, and the UI makes efforts for every action to be communicated succinctly and swiftly. The design goal is for the user to never have to wait for more than one second before being presented with some sort of visual information about the current status of his requests.
• At every stage of work, visual cues inform the user of the DSS's resources currently in use. This includes information about symbolic names understood, sub-models currently active, scenarios at his disposal, data missing or invalid and so forth.
• Configuration and maintenance control information is always available. This includes information about current and older versions of databases, scenarios or models as well as reminders or automatic actions about saving or verifying the user's work.
The concepts mentioned above are illustrated in Figure 6 . The user screen is divided in three parts; the main part is the one providing visual feedback to the user, presenting information about the system's current action and the results produced. The left part of the screen presents a listing of the resources available, while the bottom part provides for configuration and control management.
[insert Figure 6] 4. SIGMA/NTUA implementation and use
Overview
SIGMA/NTUA was designed to be the DSS environment that would handle the data system and the overall model running for PRIMES, and therefore had to meet all of PRIMES's requirements that have been presented. Additionally, SIGMA/NTUA was also conceived as a general software system for model-based decision support, meaning that it was not designed exclusively for the energy modelling field. Therefore, each and every one of the requirements of the PRIMES model was addressed in its design and implementation, but a sufficient amount of generality was also introduced. One can easily consider SIGMA a general-purpose modelling tool that has been specifically tuned for the PRIMES model; therefore PRIMES and other energy models if its nature receive the most benefit from such a tool, but SIGMA is also general enough to support pretty much every kind of modelling problem.
This section presents the specific details and decisions that shaped SIGMA's implementation and takes as a given the specific PRIMES requirements as outlined in section 2, as well as the design principles outlined in section 3.
Choice of programming language and operating environments
SIGMA was developed in Microsoft Windows 95 and runs in that environment as well as Microsoft Windows 3.1 and IBM OS/2 Warp. In order to run it needs an IBM compatible PC using the 80486 processor or above.
The DSS was developed by using Borland International's Delphi 1.0 environment (described in [13] ), using ObjectPascal (described in [12] ), Delphi's own object oriented programming language. Object oriented programming features, such as encapsulation, inheritance and polymorphism, have allowed a well structured implementation which delineates libraries, methods and algorithms. This led to a relatively error-free and robust implementation.
SIGMA requires the availability of the GAMS modelling language environment in the user's computer system. An external text editor is also required for editing the model specification text.
Data preparation work is preferably carried out in the popular Microsoft Excel spreadsheet (for a description see [16] ), but any external data manipulation tool that can export its files in the comma separated values (CSV) format is supported.
Choice of database system
The RDBMS used by SIGMA is Microsoft Access 2.0 [1] , which must be available in the user's computer system. Access does not serve as a real time data access system, but only as a permanent data repository. Its lack of access speed does not permit it to serve both roles. In order to create, access and maintain the common data structure in Access, SIGMA includes nearly 2000 lines of Access Basic and embedded SQL code. Access Basic is a structured interpreted language that acts as host for SQL, the data definition and manipulation language that is used to create and update the common data structure.
The internal real-time data access system translates the data repository format into a B-tree structure for fast and efficient accessing. This structure is read into memory at the beginning of each SIGMA session, thus providing for a speedy execution environment. This design allows for 2 to 3 times faster execution speeds than if using the data repository directly. At the end of a SIGMA session, the internal structure is copied across to the permanent data repository.
For a measure of execution speed, some indicative timings on a Pentium 120 computer are 3 minutes for creating the common data structure and populating the RDBMS for a family of PRIMES models that include close to 200MB of data, and close to 2 minutes (plus actual model execution time which is dependent on GAMS) data handling time in a complex script with 10 iterations.
Projects
In order to implement the design principle of PRIME as a family of models, as well as provide configuration control, SIGMA is organised around the concept of projects. A project is a collection of macro language files, sub-models and data and can be considered simply as a collection of PRIMES models.
Central to the project concept is the common sets file, in which all the sets common to every sub-model in the project are defined following the GAMS notation. The common sets file contains the specification of the data structure of the project. Additionally, each project contains a main database of observations that is used as the principal data repository; all models of the project have access to it and can request information. Scenarios and model generated data are also considered part of a project and, through the use of the common data structure, are treated in a uniform way.
The project's resources are presented to the user in an abstract fashion. The user is generally not concerned with the physical representation of those resources inside the computer (for example, directory names, model filenames or Microsoft Access data files). They are however readily available to the user if requested.
Projects constitute the main form of configuration control of the user's work. SIGMA uses projects in order to provide version control, maintain libraries of resources and permit different families of models to be studied.
In order to specify a new project in the SIGMA environment, the user must first have created the common sets file as well as the GAMS language model files that will be part of the project, by using any external text editor.
In Figure 7 the main Project specification dialog is shown.
[insert Figure 7] In order for a SIGMA project to be fully specified, the user must select the following items:
• a name for the project
• a directory where the project's files will reside
• a common sets file containing the specification of the common data structure
• a database repository for the project
• one or more GAMS language models Adding a model to a SIGMA project means selecting a pre-existing GAMS model file and entering a description and a code for it; once this is done the model is fully specified as part of the current SIGMA project, and is considered part of this project's resources. The model description is a long descriptive name for the model that is used throughout SIGMA as its identity, abstracting from that point on the model's filename. For example, in Figure 8 the user has given the descriptive name "TRANSPORTS MODEL" to a model to signify that it deals with a transportation problem. The user must also enter a symbolic code identifying the model internally to the system. The user can add, delete or modify models in the project at any time.
[insert Figure 8] 
Modelling and GAMS parsing component implementation and use
The GAMS language parser is implemented as a classic top-down language analyser, which starts by lexically analysing the input file by looking for recognisable tokens and accessing a lookup table to ascertain their validity. These tokens are then passed to a syntax analyser that places them into its internal memory and according to their context, decides whether they form part of a recognisable GAMS language structure. Finally, if no syntax errors are found, the parser passes the information about the model that it has collected back to the integrating component of the DSS, namely the macro language component, which is described in the following section.
The parsing component communicates and is used by the modelling, macro language and scenario components, and has built-in understanding of time as a separate entity.
The modelling component also incorporates a GAMS software executor that invokes the GAMS software, by using the instructions of the macro language component that has communicated with the databases and determined the necessary data needed for the models, to solve the actual model files. SIGMA also allows for calling different solvers, for example the SOLVER/NTUA modelling environment's internal solver.
Additionally, the user has a choice between building and testing some or all of a project's models outside the SIGMA environment, testing them using the GAMS software and later introducing them in SIGMA, or creating and testing them from inside the SIGMA environment directly.
Data repository
In order for SIGMA to create the data repository (for simplicity's sake, we will refer to it as its database) of a project, the user needs to enter its specification into the system.
Specifying a database for a SIGMA project means entering a description and a code for it into the system. Additionally, the user has to create the database's logical schema (i.e. the common data structure) and populate it with data. A project database is described by using the database description dialog shown in Figure 9 . It follows the same concepts as the model description dialog shown in Figure 8 .
[insert Figure 9 ]
After a database has been described, the user has a choice of either populating it with data or choosing an already existing one as the project's repository. A database can be specified during one project's specification phase but used in more than one projects, assuming those projects share the same common data structure. Figure 10 shows how the user can choose the pre-existing database with the symbolic name "primes test database" as the current project's database.
[insert Figure 10] If the user needs to create a new database for use in a SIGMA project, he needs to follow three steps:
1. Defining the entity relationship schema through the use of the common sets file.
2. Defining the data schema by deciding which data elements present in the various sub-models will be stored in the project's database.
3. Inserting the data elements in the repository.
The third step combines data from different sources and enters them into the data repository. These sources can include spreadsheets, data from other projects or data entered inside GAMS files.
• If the user chooses to import from spreadsheets, he must use the CSV format and separate the time-series from the non time-series data. In order to allow re-use of already prepared data that do not adhere to the project's data structure's naming conventions, SIGMA provides for an automatic way to translate between an existing data nomenclature to the one that will be used in the project. This is accomplished through the concept of a data dictionary. The dictionary, as its name implies, provides SIGMA with a guide to the translation of existing data into the project's format. An example of a data dictionary is the following :
The data dictionary in this example simply directs SIGMA to translate the data element C into CFEPASE, and additionally to extend its definition over two domains instead of one. In effect, the data elements are extended from representing strictly fuels into representing countries as well. The common data structure of the project ensures the correctness of the transformation between the two formats.
• SIGMA can also extract data directly from GAMS models and insert it in the project's database, while retaining the correspondence between the two. In Figure  11 the main interface for extracting data from existing GAMS files is shown: the user can specify the starting and ending years of the time-series data that he wants to extract as well as the periodicity and the specific data elements.
[insert Figure 11] • Finally, SIGMA can extract and use data stored in another database. The user can select in which tables the data elements he needs to extract are located, as well as specify the relevant time-periods to extract. Figure 12 shows the main interface for extracting data from a pre-existing database.
[insert Figure 12] 
Macro language component implementation and use
Macro language implementation
The macro language component of SIGMA is comprised of a powerful procedural language that has been designed for simplicity and expressiveness, and a macro language processor that reads and understands this language (hereby referred to as script language) and executes its instructions. The grammar the component uses in a simplified form many of the GAMS syntax notations for model references and conforms fully to the macro language design that was described in section 3.
The script language is an interpreted language, meaning each and every statement is executed while it is encountered, instead of being translated into the equivalent machine code as is the case in compiled languages. The script language is influenced in its implementation and in the use of several language elements by Visual Basic (described in [17] ). Additionally, most of its control flow and variable declaration capabilities have direct equivalents in ObjectPascal. Moreover, the data assignments of the language are closely modelled after the corresponding GAMS language elements. We refer to a collection of script language constructs as a script program, or simply a script and consider it also as part of the current project.
Main features of the script language include:
The script language syntax is built around the concept of blocks; data declaration blocks (using #DATA-#ENDDATA identifier pairs), parallel execution blocks (using #PARALLEL-#ENDPARALLEL pairs), flow control blocks (using #IF-#THEN-#ELSE and #REPEAT-#UNTIL pairs) and action verbs including #SOLVE and #NETSOLVE for model solving and #PARVALUES for specifying the type of data to extract. Data extraction options include parameters as well as level and marginal values of GAMS equations and variables. The language also permits arithmetic and logical values, local variable declaration and has built-in knowledge of GAMS syntax.
An example of a script language program that solves 3 GAMS models, iterates between 2 of them, passes data between them and defines local variables is the following: • thirty four identifiers (reserved words)
• parametric call of GAMS models
• full support for time forward simulation
• loops between GAMS models
• local parameter declaration
• data assignments and transformations, using GAMS constructs The above script program example can be entirely written and run by using the SIGMA script editor. The common data structure allows for consistency and integrity checks, as well as a simplified syntax. The commands found between the #DATA-#ENDDATA blocks are used to specify the various data communication options; as noted every component of the DSS has access to the other components, with the macro language component acting as the supervisor and integrator. Additionally, the #REPEAT-#UNTIL blocks show one way of implementing iterations and checking for convergence. The local variables declared inside the #VAR-#ENDVAR block are used for data assignments and transformations.
Using script programs in projects
A script language program is added to the current project's resources through the script program interface shown in Figure 13 . Additionally, the same interface permits the user to create, describe, run and view the results of the script.
[insert Figure 13] Describing a script in a project is accomplished in the same way that a model is described; the user needs to enter a symbolic name for the script and a code. The symbolic name is used to abstract the filename of the script program file, and the code, once again, is used internally.
When the user wants to run a script file, SIGMA's script processor reads the script program and proceeds to interpret the necessary GAMS model files, request the appropriate data from the database system and call GAMS to solve the models. All necessary data transformations and communication are handled automatically according to the instructions given in the script program. Results from the run are produced and inserted into a database system for further use and analysis.
Running a script file is a six step process. It includes:
1. Selecting the script file to run.
2. Parsing the script file.
3. Calculating the simulation range and allowing the user to choose the time period over which the script program will run.
4. Communicating with the database and the models of the project for the purpose of generating the needed data.
5. Running of the models through GAMS, performing several iterations.
6. Reading and storing of the results.
Scripts are run by the script processor component of SIGMA. The flow of execution is as follows:
I. The script processor checks the script for valid syntax.
II. For every model solving command that is encountered within the script program, SIGMA reads the necessary data from its database system and executes the GAMS software.
III. For each model that runs correctly, SIGMA inserts its results into its database system.
Scenario component implementation and use
The scenario component is implemented so as to integrate the scenario preparation and building phases. Additionally, the scenario component is used in specifying a scenario as part of the current project's resources.
Specifying a scenario to be part of a project is accomplished in the same way that a model or a script is specified. In the scenario preparation phase, the user needs to identify the scenario to the system by entering a symbolic name as well as a code. An additional step is that the user needs to also specify the way the scenario will be created, by identifying the various data sources that need to be combined. The symbolic name of the scenario is used to abstract the various data sources, in effect by treating their combination along with the data transformations needed, as a whole. The code is used internally by the system. In the scenario building phase the component creates the scenario data as per the user's instructions, creating both a permanent data repository in the form of an Access file as well as transforming them into SIGMA's internal real-time data access system format.
Reporting component implementation and use
The reporting component is implemented so as to integrate the two different kinds of reports it can produce. Therefore, both massive and interactive reporting are available through the same interface. To this end, the user has at his disposal a flexible data repository viewer for interactive reporting, and facilities for exporting to spreadsheets and external databases for massive reporting.
The data repository viewer is a spreadsheet-like tool for creating different views of a script's results. The viewer presents several multidimensional tables to the user. Its operation is modelled after the pivot facility found in many spreadsheet programs, allowing the user to limit the selection of data displayed as well as create several independent views of it. Figure 14 shows this pivot interface.
[insert Figure 14] Exporting to external spreadsheets and databases is done through the use of CSV files. The system can also create a Microsoft Access file and insert the data elements selected directly in it. The system transparently handles the horizontal and vertical time-series formats when exporting to external programs, and also offers the user the option of controlling the time representation directly.
Main user interface
SIGMA follows the method of using one menu for each class of operation, with one menu item for each operation offered in that class. The system is divided along five major classes of operation, and their menus are shown in Figures 15-19 . Figure  15 shows the Project menu, used for creating, opening and modifying projects in SIGMA. Figure 16 shows the Database menu, used for creating, updating, exporting and transforming databases for use with a SIGMA project. Figure 17 shows the Script menu, used for creating, describing, running and interpreting results of script programs. Figure 18 shows the Scenario menu, used for preparing, describing and building scenarios. Figure 19 shows the Tools menu, used for time-series data manipulation and views into the project's database. Additionally, there is also a sixth supplemental Help menu providing information about the current project, which is shown in Figure 20 .
[insert 4.11 Summary: Architecture and components of SIGMA Summarising, SIGMA contains the following components and facilities:
• a GAMS model language parser and analyser and a GAMS software executor.
• a SIGMA script language processor that controls the flow of execution and iteration of the PRIMES modules.
• an automatic transformer between the GAMS data structure to the common data structure and vice versa.
• a set of facilities including:
• data import and export from and to spreadsheets
• scenarios on the models' data
• full array of reporting options
• a syntax oriented script editor that aids in the composition of script language programs Figure 21 outlines the basic architecture of SIGMA/NTUA. In it one can see in summary SIGMA's mode of operation; the user inputs a script language program to the script processor which in turn calls the SIGMA GAMS language interpreter; the interpreter communicates with the databases where the project's, models' and scenarios' data is stored and extracts the necessary data as instructed by the script processor; it then calls GAMS to solve the models and produce the script program's solution, which in turn can be used from the reporting facility for viewing or exporting to spreadsheets for further analysis.
[insert Figure 21] 
Conclusion
This paper presented a general overview of the PRIMES model and the Decision Support Systems (DSS) challenges and requirements it generated. These challenges led to the design of SIGMA/NTUA, which supports database interfaces and execution control of a collection of inter-related GAMS language energy system models.
The PRIMES model's requirements influenced SIGMA's design to place emphasis on an integrating rather than a decision aid aspect. It was shown that the best way to design SIGMA is through the use of a common data structure that is accessible by all independent components of the DSS. The entity-relationship model has been chosen as this unifying structure, and it was proved that the GAMS language used in specifying the models in PRIMES establishes a one-to-one correspondence with the relational model. This design leads to the independence of model specification and data handling.
A distinction between a GAMS language model and a model at the SIGMA level is defined. A SIGMA model is defined as a combined entity consisting of many GAMS language models, their execution sequence, a set of data definitions that establish the common data structure and controls, including an iteration algorithm, data transformations and assignments that define the interrelationships and exchange of information between the GAMS models. Such a SIGMA model is defined through a macro language, known as script, that integrates SIGMA execution and calls upon its components.
SIGMA includes a number of components such as a GAMS language parser and executor, a modelling executor, scenario building and reporting components. The components have access to a common data structure consisting of observations, model results and data derived from data manipulation.
Improvements in the design of SIGMA fall under one of four categories.
• Improvements and extensions to data input and output options relating to external systems such as support of other relational database systems, a variety of spreadsheets and support for migration from other modelling environments.
• Improvements in data manipulation, such as statistical and econometric components that operate on data independently of models.
• Improvements in model solver support, including the incorporation of additional solvers and mathematical tools besides the already supported GAMS and SOLVER/NTUA ones.
• Extensions to the reporting component, including the incorporation of a report generator for both interactive and massive reporting, based on templates and a report specification language.
As a conclusion, SIGMA can be considered as a DSS that can handle a variety of quantitative analysis works that already use the GAMS software or time-series economic modelling packages such as TROLL, in fields as diverse as Operations Research, Macro-economics, Finance, Industrial and Engineering-Economic modelling. Figure 1: 
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