The experience of a patient in a survival study may be modelled as a process with two states and one possible transition from an "alive" state to a "dead" state. In some studies, however, the "alive" state may be partitioned into two or more intermediate (transient) states, each of which corresponding to a particular stage of the illness. In such studies, multi-state models can be used to model the movement of patients among the various states. In these models issues, of interest include the estimation of progression rates, assessing the effects of individual risk factors, survival rates or prognostic forecasting. In this article, we review modelling approaches for multi-state models, and we focus on the estimation of quantities such as the transition probabilities and survival probabilities. Differences between these approaches are discussed, focussing on possible advantages and disadvantages for each method. We also review the existing software currently available to fit the various models and present new software developed in the form of an R library to analyse such models. Different approaches and software are illustrated using data from the Stanford heart transplant study and data from a study on breast cancer conducted in Galicia, Spain.
Introduction
In longitudinal medical studies, patients are observed over time and covariate information is collected at several occasions. The analysis in such studies where individuals may experience several events is often performed using multi-state models. A multi-state model (MSM) is a model for a continuous time stochastic process allowing individuals to move among a finite number of states. In biomedical applications, the states might be based on clinical symptoms (e.g. bleeding episodes), biological markers (e.g. CD4 T-lymphocyte cell counts; serum immunoglobulin levels), some scale of the disease (e.g. stages of cancer or HIV infection) or a non-fatal complication in the course of the illness (e.g. cancer recurrence). A change of state is called a transition, or an event. States can be transient or absorbing, if no transitions can emerge from the state (for example, death). The complexity of a MSM greatly depends on the number of states and also on the possible transitions.
The simplest form of an MSM is the mortality model for survival analysis with states "alive" and "dead" and only one possible transition. Splitting the "alive" state into two transient states, we obtain the simplest progressive three-state model. Both models are special cases of the k-progressive model, illustrated in Figure 1 .
Another possible MSM widely used in the medical literature to describe the disease progression is the illness-death model (also known as disability model, Figure 2 ) which can be used to study the incidence of the disease and the rate of death. One problem here may be to evaluate whether previously diseased subjects have the same rate of death as those who have been healthy all their lives.
The competing risks model 1 is another MSM which extends the simple mortality model for survival data in which each individual may "die" due to any of several causes. The bivariate model, 2 depicted in Figure 3 , is the MSM for bivariate parallel data, with states "both alive", "individual 1 dead", "individual 2 dead" and "both dead".
In an MSM, the transition intensities provide the hazards for movement from one state to another. These functions can also be used to determine the mean sojourn time in a given state and the number of individuals in different states at a certain moment. Covariates may be incorporated in models through transition intensities to explain differences among individuals in the course of the illness. Often, intermediate events change the natural history of the disease progression so that the role of some of the prognostic factors may not be the same after that event and also, prognostic factors associated with the rate of death can be different in different transient states.
In medical applications, observation of the process will often be ended before an absorbing state is reached leading to right-censored observation times. It can also happen that the process is not observed from its origin, leading to left-censored observations if events are known to have occurred before entry but the times of these events are unknown. Frequently, patients are only observed at intermittent follow-up visits in which case complete information from the periods between visits is not available, e.g. the transition times are not exactly observed and the states occupied in between visits are not known; these observations are said to be interval-censored. Also, left-truncation may be present when a process is not observed from its origin but only conditionally on having survived until a later point in time. The presence of these features creates special problems in analysing the data and needs to be carefully considered when constructing … … State k State 2 State1 likelihood functions. For the examples considered in Section 4, event times are observed exactly or they are right-censored, though a likelihood construction allowing intervalcensored observations is given when reviewing some multi-state approaches (Section 2). Details about how to treat incomplete observations can be found in the book by Klein and Moeschberger 3 or in paper by Commenges. 4 In most cases, the truncation and censoring mechanisms are assumed to be independent from the process. Independent right-censoring (loosely) means that the censored individuals can be represented by those without censoring.
There exists an extensive literature on MSMs. Main contributions include books by Andersen et al. 5 and Hougaard. 2 Recent reviews on this topic may be found in the papers by Commenges, 6 Hougaard 7 and Andersen and Keiding. 8 An issue of the journal Statistical Methods in Medical Research, entirely devoted to these models, was published in 2002. However, we believe that multi-state models have a potential to being used much more by practitioners, and that the lack of knowledge of the available software may be responsible for this lack of popularity. The aim of this article is, therefore, to review the most commonly used MSMs in an applied framework (Sections 2 and 4), and to report on the existing software (including a routine developed by the authors, Section 3). In Section 4, two data sets are analysed to illustrate the methods and the software. One of these data sets (the Galician breast cancer data) is new but we also use the widely studied Stanford heart transplantation database for illustration.
The article is organised as follows. Sections 2 focusses on methodological aspects emphasising the estimation of the effects of covariates and estimation of transition probabilities. In this section, we also review some recent proposals for the estimation of transition probabilities which do not rely on the Markov assumption. In Section 3, we present software for implementing multi-state models and we briefly describe our R program. Results obtained from fitting the different models to the mentioned applications are compared in Section 4, in which the authors' R program output is fully illustrated. Finally some discussion is given in Section 5.
Multi-state models
A multi-state process is a stochastic process (X (t) , t ∈ T) with a finite state space S = {1, ..., N}. Here, T = [0, τ ] , τ < ∞ is a time interval and the value of the process at time t is the state occupied at that time. With the evolution of the process over time, a history H t− a σ -algebra , will be generated consisting of the observation of the process over the interval [0, t), such as the states previously visited, times of transitions, etc. The multi-state process is fully characterised through transition probabilities between states h and j,
representing the instantaneous hazard of progression to state j conditionally on occupying state h, and that we shall assume exist. Notice that both p hj (s, t) and α hj (t) depend on the history though we suppress this in the notation. Different model assumptions can be made about the dependence of the transition rates (1) on time. These include:
1. Time homogeneous models: the intensities are constant over time, that is, independent of t. 9, 10 2. Markov models: the transition intensities only depend on the history of the process through the current state. 9−11 3. Semi-Markov models: future evolution not only depends on the current state h, but also on the entry time t h into state h. Therefore, we may consider intensity functions of the general form α hj (t, t − t h ) or, as the special homogeneous case α hj (t − t h ). 12 
Markov models
Because of their simplicity, Markov models have been most frequently used. The process (X (t) , t ≥ 0) is Markovian, if for any s, t with 0 ≤ s < t, we have P X (t) = j X (s) = h, H s− = P X (t) = j X (s) = h , thus, the future of the process after time s depends only on the state occupied at time s.
In Markov models, the transition probabilities can be calculated from the intensities by solving the so-called forward Kolmogorov differential equation. 11 For example, for the illness-death model the transition probabilities have explicit expression,
where A hj (s, t) = t s α hj (u) du is the cumulative or integrated intensity between s and t. We shall now review some special multi-state Markov models.
Time-homogeneous model
In time homogeneous Markov models (THMM), all transition intensities are assumed to be constant as functions of time. Therefore, each transition probability, p hj (s, t), depends only on t − s, that is, p hj (s, t) = p hj (0, t − s). To simplify notation, we will use only one argument in time p hj (t − s) = p hj (0, t − s). Then, the Kolmogorov differential equation has an explicit solution using the decomposition of the intensity matrix into eigenvalues and eigenvectors. See, for example, Cox and Miller. 11 Solutions for Equations (2)-(4) are now the following: 23 and p 22 (t) = e −α 23 t .
Inference in these may be based on the likelihood presented in Section 2.1.3.
Non-homogeneous models
In some applications, the hypothesis of homogeneity may be unrealistic and a nonhomogenous model needed. A simple (parametric) procedure consists of partitioning time into two or more intervals and to assume a piecewise constant intensity model. 13, 14 Here, the transition intensities are defined by
Non-homogeneous Markov processes may also be modelled non-parametrically. This can be thought of as the generalisation of the Kaplan-Meier approach for the simple mortality model and was proposed by Aalen and Johansen 15 for general MSMs with a finite number of states. Other non-parametric approaches to non-homogeneous processes are also available. 16−17
Inference
The inference for the time-homogeneous model is conducted by a likelihood, which is derived as follows. Assume first that the stochastic process X (·) is observed at times t i,0 < t i,1 < · · · < t i,m i , where i = 1, . . . , n index individuals. That is, we observe the states x i,r = X i t i,r occupied at these time points and thereby allow for interval-censoring. The likelihood is then the product over all individuals and all the time points, 10
where l i,r = p x i,r ,x i,r+1 t i,r+1 − t i,r is the transition probability for the ith individual corresponding to the states observed. The likelihood function for the piecewise constant model may be built in a similar way though the expressions for l i,r become more complicated. 13 In the special case where the exact transition times are all known explicit estimators for all α l hj are available. These are given by α l hj = m l hj T l h where m l hj is the total number of observed h → j transitions in interval number l and T l h is the total observation time spent in state h during the interval number l.
The transition probabilities (2) and (3) may also be estimated using Kaplan-Meier estimators via the non-parametric (Aalen-Johansen estimator) model:
where t (1) < t (2) < ... < t (d) are the event times (for disease and death) arranged in increased order, n 1k and n 2k denote the number of healthy and diseased subjects, respectively, just prior to the event time t (k) . Further, d 12k is the number of subjects who become diseased at time t (k) , while d 13k and d 23k denote, respectively, the numbers of healthy and diseased subjects who die at that same time. An estimator for (4) is given by
which is a plug-in estimator, obtained from (4) by replacing p 11 (s, u) = p 11 (s, u−) by p 11 (s, u−), p 22 (u, t) by p 22 (u, t) and α 12 (u) by d A 12 (u) the increment of the Nelson-Aalen estimator A 12 (u) = t k ≤t d 12k n 1k for the cumulative disease intensity (6) and (7) are Kaplan-Meier estimators, we may use Greenwood's formula to achieve a variance estimator, whereas, a variance estimator for (8) can be found in Andersen et al. 5 and Keiding et al. 18 where general cases can also be found.
The assumption of time homogeneity may be assessed using a piecewise constant model. A likelihood ratio test can be used to compare the piecewise constant model with the time homogeneous model. Under the null hypothesis of homogeneity, the test statistic has approximately a χ 2 q−r distribution, where r is the number of parameters under H 0 and q the number of parameters under H 1 . Alternatively, the local score test can be used. A complete description of this method can be found in Kalbfleisch and Lawless. 19 
Non-Markov models
There are few references to estimation in non-Markov MSMs in the literature, some exceptions being the works of Pepe, 20 Strauss and Shavelle, 21 Aalen et al., 22 Datta and Satten, 23 Glidden 24 and Meira-Machado et al. 25 . Pepe 20 proposed a non-parametric estimator for the state occupation probability in the illness-death model based on the differences between Kaplan-Meier estimators. Strauss and Shavelle 21 developed an extension of the Kaplan-Meier estimator for the estimation of transition probabilities, avoiding the Markov assumption. The proposed estimator is constructed by partitioning the survival probability in proportion to the number of alive and uncensored patients in each state. Aalen et al. 22 and Datta and Satten 23 studied the performance of the Aalen-Johansen estimator of stage occupation probabilities when the process is not Markovian. These authors established the consistency of Aalen-Johansen estimators of these probabilities in a non-Markov process under independent censoring. Later, Glidden 24 developed robust confidence bands for those event curves. Recently, Meira-Machado et al. 25 , showed that, in non-Markov situations, the use of Aalen-Johansen estimators to estimate the transition probabilities, p hj (s, t), may be inappropriate. These authors proposed estimators for the transition probabilities which do not rely on the Markov assumption. The new estimators are motivated as natural extensions to a censored scenario of the proportion of individuals in each state.
The ideas behind the estimators in Meira-Machado et al. 25 can be applied to introduce empirical transition probabilities in other non-Markov MSMs such as the recurrent events or the bivariate model. An issue of much practical interest is that of testing the Markov assumption. Usually, this assumption is checked including covariates depending on the history. 10, 12 However, since the methods in Meira-Machado et al. 25 are free of the Markov assumption, they can also be used to introduce such tests (at least in the scope of the illness-death model) by measuring their discrepancy to Markovian estimators. This topic is currently under investigation.
Multi-state regression models
Defining X i (t) as in (1), we are assuming that the intensities are the same for all subjects. In practical situations, however, it might be valuable to relate the individual characteristics to the intensity rates through a covariate vector, Z, possibly time-dependent. For a general regression model we can write
where α hj,0 (·) is the baseline intensity function between states h and j, β hj is the vector of regression parameters, and Z i is the covariate vector for subject i. A popular choice is the proportional hazards model, which is obtained by choosing
An alternative allowing for time-dependent regression coefficients β hj (t) was proposed by Aalen for survival data and later used in multi-state models. This is obtained by
For THMM and for the piecewise homogeneous model (NHM) a Cox proportional hazards model of type
is traditionally assumed to relate the transition intensities α l hj in the lth time interval to covariates Z. The introduction of covariates in these models allows prediction of probabilities tailored to individual patients. In both the homogenous and piecewise homogeneous cases the inference may be based on the likelihood (5) by replacing the transition intensities there by those given above in Equation (11).
Cox-like transition intensities
The inference problem in a MSM can be decoupled into various survival models, by fitting separate intensities to all permitted transitions. For simplicity, assume the illnessdeath model of Figure 2 . The transition intensities, α hj (t; Z), 1 ≤ h < j ≤ 3, may be modelled using Cox-like models of the form (9) assuming the process to be Markovian. These models are known as Cox Markov models (CMM) and without covariates they reduce to the non-parametric models of Section 2.1.2.
For the hazard of "death" without disease, α 13 (t; Z), survival times from patients that experienced the disease are treated as censored at the observation disease time. Patients that are alive and disease-free also contribute with censored survival times. For the disease intensity, α 12 (t; Z), the final point is the time of disease. Survival times of patients who did not become diseased are treated as censored, whether they are alive or whether they have died without having been diseased. Finally, to model α 23 (t; Z), the death intensity after the occurrence of the disease, we only enter the survival times (censored or not) truncated on disease time of the individuals that experienced the disease. Note that patients are at risk only after entering state 2.
In some cases we may impose some restriction on the baseline hazards. For example, for the illness-death model, one approach that is often considered is to assume the baseline hazards for transition 1 → 3 and for the 2 → 3 transition to be proportional. In such cases, the model for these transitions is given by α 13 (t; Z) = α 13,0 (t) exp β T 13 Z and α 23 (t; Z) = α 13,0 (t) exp β T 23 Z + δ . The estimation of the transition probabilities p hj (s, t |Z ) = P X (t) = j X (s) = h, Z s ≤ t and h ≤ j for a given covariate vector Z, are expressed in the following way:
That is, estimates from the Cox models are simply plugged into (2)-(4).
One alternative approach is to use a semi-Markov model in which the future of the process does not depend on the current time but rather on the duration in the current state. Semi-Markov models 12 are also called "clock reset" models, because each time the patient enters a new state time is reset to 0. In this way, Cox semi-Markov models (CSMM) can be easily fitted (for the illness-death model, the only difference between CMM and CSMM is on transition 2 → 3), and so no further details are given here. General semi-Markov models may be analysed using Cox type models where duration effects are modelled via time-dependent covariates as exemplified by, for example Andersen et al. 12 and Andersen and Keiding. 8
Introducing flexible covariate effects
For both the Cox proportional hazards model (9) and the additive hazards model (10) the effect of prognostic factors is assumed to have a linear (or log-linear) functional form. However, if this assumption is violated it may lead to erroneous statistical conclusions: bias and decreased power of tests for statistical significance. 26 In the Cox framework, the incorrect functional form for a covariate can also lead to a diagnosis of non-proportional hazards. 27 The need to relax this functional form has led to many further developments in survival analysis. The implementation of these methods in the framework of the MSMs can easily be considered for Cox-like models presented in Section 2.3.1 of this article. Software for fitting such methods is available as part of S-plus and R statistical languages. The issue of how to implement non-linear covariate effects for other multistate approaches is not straightforward.
Within the context of the Cox proportional hazards model, several approaches to the problem of testing linearity have been proposed. A general proportional hazards model with an arbitrary covariate effect is of the form
where f (Z) is assumed to be a smooth function of Z. Tibshirani and Hastie 28 considered non-parametric function estimation to this problem. Although this model does not confine the hazard to be log linear in Z, it is difficult to interpret the influence of any single covariate on survival. Furthermore, when Z has many components this approach is subjected to the "curse of dimensionality" and thus is not recommended. This problem can be overcome reducing the dimensionality by considering an additive regression model, expressing the log hazard as an additive function of each covariate:
where f j (·) , j = 1, . . . , p are unspecified smooth covariate functions. These models have been studied by several authors using various non-parametric techniques. Splinebased smoothing methods were considered, for instance, by O'Sullivan, 29 Hastie and Tibshirani, 30 Gray 31 and Kooperberg et al.. 32 Smoothing is achieved by imposing a penalty for curve roughness. These models have gained recent popularity due to Eilers and Marx 33 when they introduced penalties to the B-splines. Huang et al. 34 used functional ANOVA decompositions to study a general class of models that includes the additive proportional hazards model. Recently, Huang and Liu 35 considered a proportional hazards model of the form
, is an unknown smooth function. They first approximate the unspecified link function by a polynomial spline and then employ the maximum partial likelihood estimation.
These methods can be used to test for the presence of non-linear effects and to identify a "correct" functional form. Tables of observed and expected prevalences (which can be used as a rough indication of the goodness of fit) can also be obtained.
Methods introduced by Therneau and Grambsch 27 can also be used to model multistate survival data. These methods are based on Cox's regression model and can be fitted using standard software (R, S-plus, SAS, etc.). The library survival available as part of S-plus and R statistical packages can be used to implement these methods. The key here is the creation of an appropriate data set representing each individual by several observations. This approach can be done for Markov and semi-Markov models and can deal with any kind of process though it becomes complicated with the increase of the number of states. More details about this procedure will be given later in our applications. For recurrent events, these methods can also be fitted using an SAS macro, called PTRANSIT, developed by Paes and Lima 39 for Markov processes. This macro can also be used for estimating transition probabilities.
Hui-Min et al. 40 developed a SAS macro for estimating the transition parameters in non-homogeneous (Weibull distributions, log-logistic, etc.) k-state progressive Markov model with several covariates.
Rosthøj et al. 41 developed two SAS macros for estimation of the transition probabilities for a CMM for competing risks survival data. A competing risks model with k causes of failures is considered.
Recently, Wangler et al. 42 developed a R library called changeLOS that implements the Aalen-Johansen estimator for general multi-state models with non-parametric hazards. The main goal of changeLOS is to compute the change in LOS (length of hospital stay), frequently used to assess the impact and the costs of hospital-acquired complication. So far, no covariates are included in this library.
Most of the existing software for MSMs presents, however, some difficulties and limitations in practice. Most of the available software assumes the process to be Markovian and/or time-homogeneous, and some of them are available as part of statistical packages which are not freely downloadable. Furthermore, possible comparisons between different multi-state models are rather difficult because each of the current programs requests its own data structure.
We, therefore, developed a user-friendly R library, that we called tdc.msm, for the analysis of multi-state survival data. Specifically, the new software may be used to fit the TDCM but also the reviewed MSMs (THMM, NHM, CMM and CSMM). In the models considered, patients pass from the initial state through one of a set of mutually excusive states to an absorbing state. Advantages of this software include the same data input for fitting the different models while providing the corresponding numerical and graphical outputs obtained: parameter estimates with standard errors for the covariates; transition rates; survival estimates; transition probabilities estimates; and flexible p-spline hazard ratio estimates for continuous covariates. 33 Moreover, users are able to include any number of covariates on transition intensities.
Our library allows users to choose between Markov (THMM, NHM, CMM) and semi-Markov models (CSMM), and between time-homogeneous (THMM) and nonhomogeneous models. A homogeneous Markov model can be fitted using the msm R package, a non-homogeneous piecewise model using MKVPCI, or a CMM using PTRANSIT, but our software puts them into the same library. In this way, users may easily analyse the results offered by the various models in order to compare them and make decisions accordingly. The tdc.msm program can be downloaded free of charge from http://www.mct.uminho.pt/lmachado/Rlibrary. Technical description of this program is provided in the independent article Meira-Machado et al.. 43 Examples of analysis using this software will be shown in the following section using two data sets: the well-known Stanford heart transplant study data, and the Galician breast cancer data set. The analysis of the Cox model with time-dependent covariates (TDCM) can be obtained using almost all the existing statistical packages. To accommodate timedependent effects, the S-PLUS/R statistical packages use a counting process datastructure introduced by Andersen and Gill. 48 In this data-structure, an individual's survival data is expressed by three variables: start, stop and event. For the Stanford study, the time-dependent covariate "transplant" represents a treatment intervention. Individuals without change in the time-dependent covariate are represented by only one line of data, whereas patients with a change in the time-dependent covariate must be represented by two lines. For these patients, the first line represents the time period until the transplant; the second line represents the time period that passes from the transplant to the end of the follow-up. The remaining (time-fixed) covariates are the same for the two lines. For each row, variables start and stop mark the time interval (start, stop) for the data, while event is an indicator variable taking on value 1 if there was a death at time stop, and 0 otherwise.
Examples

Stanford heart transplantation study
The most common type of time-dependent covariates are repeated measurements on a subject or a change in the subject's treatment. Both of these situations are easily handled by the counting process formulation. As an example consider the information available from four patients (from the Stanford study) with identification 25, 26, 27 and 28. For the first two patients the time from enrolment to censoring is 1800 and 1401 days, respectively, and the first patient had a heart transplant 25 days after enrollment. The time from enrolment to death for the third and fourth patients are 263 and 72 days, respectively, and the last patient received a new heart at day 71. The data for these four patients is represented as follows This approach for representing standard survival data can be easily extended to more complex situations. We shall return to this basic representation later. We first construct various TDCMs all of them including the effect of transplant, among other covariates, and using time-on-study as the time-scale. Results for such a model can be obtained using the counting process data-structure introduced above. This can be done using Therneau's survival library as follow:
> coxph(Surv(start, stop, event) ∼ transplant + age + year + surgery, data = heart)
Or using our library tdc.msm (with the same input data file) through the following input command:
> tdc.msm(heart, formula = c (6, 7, 8) 
, models = "TDCM")
where the formula indicates the columns occupied by the time-fixed covariates to be included in the model. Numerical results obtained (not shown) are in agreement with those found by Crowley and Hu 44 and Kalbfleisch and Prentice. 49 In all the fitted models, the influence of age at acceptance on hazard is positive, while effects of year and surgery are both negative. When analysing models showing smaller AIC (Akaike's Information Criterion) we see that the effect of the transplant leads to a small reduction in risk, but without reaching statistical significance (Hazard Ratio, HR: 0.990; 95% confidence interval, 95%CI: 0.535-1.831). Age (HR: 1.027; 95%CI: 1.001-1.055) and year of acceptance (HR: 0.864; 95%CI: 0.753-0.992) are both important factors, while surgery has no significant effect (P > 0.05).
In addition, we construct TDCMs using age as the time-scale (rather than time-on-study). Note that in such models the risk set becomes everyone who was at risk at a certain age rather than at a certain event time. Surprisingly, this approach yields quite different estimates for the transplantation covariate. Now the effect of the transplant leads to an important reduction in risk, being the most important predictor of survival (HR: 0.296; 95%CI: 0.180-0.487), whereas year of acceptance and surgery have no significant effect. Results obtained from the two approaches illustrate that a careful choice of the time-scale is very important. The most likely explanation for the differences between the two Cox models (with different time-scale) seems to result from a non-linear effect of age in the TDCM with time-on-study as the time-scale (results not shown). This effect is closer to being quadratic, as previously suggested by Crowley and Hu. 44 When using time-on-study as the time scale in the Cox model, the effect of age is modelled parametrically by including it as a covariate. This assumes that the risk increases exponentially with age. Since this assumption is not valid, this will produce correlated residuals which may also be related to the time-dependent covariate. A more formal analysis to examine the extent to which the effect of transplant was affected by the choice of the time scale is required. Further details on this issue are out of the scope of the present work and they will be reported elsewhere.
As in our applications, general survival analysis problems often involve categorical time-dependent covariates. These covariates can be re-expressed as a MSM with states based on the values of the covariates. For the Stanford data set, "transplantation" (coded as 1 = yes; 0 = no) is the only time-dependent covariate and makes it feasible to use a three-state illness-death model to study the clinical progression of the disease. The influence of these intermediate events on survival is often important and can be handled using TDCM. In fact, such a TDCM can be the basis for a very flexible MSM like model depicted in Figure 2 where the transitions 1 → 3and 2 → 3 are assumed proportional and where transition 1 → 2 is not modelled. This (less ambitious) partial MSM is obtained by adding interactions with the time-dependent covariate. An interaction between the time-dependent covariate (transplant) and the time-fixed covariate, Z, will model the situation where Z has different effects before and after the transplant. However, the inclusion of information on the intermediate event in a general multi-state model may give rise to better estimators for those effects. These models provide important information by highlighting covariates affecting both mortality and recurrence. These modelling approaches will now be considered in detail.
Multi-state models: the Markov assumption
In the context of multi-state modelling, we may consider the covariate "transplant" as an associated state of risk, and then use the progressive illness-death model with states "own heart" (having his/her own heart), "new heart" (or transplantation) and "dead". Typically, a patient enters the study in the "own heart" state; after the transplant, he moves to the transplanted population, that is, to the "new heart" state. With this multi-state formulation of the Stanford data, and using time-on-study as the time-scale (in the following, this will be the case), main goals of this study include: (a) to assess whether or not a beneficial effect of heart transplant on survival exists. This will be carried out by comparing the transition intensities α 13 (t) and α 23 (t); and also (b) to explore the potential fixed covariate effects on each of the transitions.
Before using MSMs, we have to evaluate whether the Markov assumption is tenable. The Markov assumption is that future evolution only depends on the current state at time t; in other words, the history of the process is summarised by the state occupied at time t. The Markov assumption may be checked, among others, by including covariates depending on the history. 12 For the illness-death model (the Markov assumption is only relevant for transition 2 → 3), we can examine whether the time spent in the healthy ("own heart") state (i.e. the past) is important on the transition from the disease ("new heart") state to death (i.e. the future). For doing that, let Z = "time spent in state 1" (alternatively, we could use "time since entry in state 2"), and t the current time. Fitting a
Cox-Markov Model
CMMs can be fitted through most of the statistical packages as long as we use a counting process notation, representing each patient by several observations. 27 For the Stanford heart transplant study, individuals without transplant contribute with two lines of data (one for each of the transitions leaving state 1) whereas individuals with a transplant contribute with three lines of data (one for each transition). The counting process data-structure has now one more variable representing the transition.
For example, consider the same four patients from the Stanford heart transplantation study previously used. The same data is now represented using a long format like this: In this data-structure, transition = 1 denotes the mortality transition without transplantation, transition = 2 denotes the transplantation transition and transition = 3 the mortality transition after the transplant. The variable event denotes whether the event time (of interest) is observed or censored. The events of interest are death without transplant, transplant, and death after transplant, respectively. The CMM allows us to observe how the covariate effect behaves when transition intensities are modelled separately. Again, we can choose between the "survival" library and our library "tdc.msm". While the survival library requires some extra effort with respect to data preparation (the long format data-structure shown above), the tdc.msm library use the same data set previously used for Cox analyses. We can use Terry Therneau's library as follow (using the new data set with long format, say heart2):
> coxph (Surv(start,stop, Using tdc.msm the following input command provides the (same) results for all the transitions > tdc.msm(heart, formula = c (6, 7, 8) , models = "CMM")
As a consequence all the covariates are in the model. Table 1 presents the corresponding output for the CMM, which performs also a test for checking the Markov assumption (as discussed before). Smoothed (P-spline) log-hazard ratio curves can be obtained for continuous covariates using an extra argument graphcov = T. The results obtained from fitting this model show us that year of acceptance, which revealed a strong effect on survival in the Cox model, under the CMM only obtains a significant effect on α 13 (t). Age turns out to be the best predictor for the mortality transition α 23 (t) of transplanted patients, and also for transition α 12 (t), corresponding to receive a new heart. The effect of age on the mortality intensity in patients without transplant is not significant. No significant effect of a previous surgery is found.
Time Homogeneous Markov Model
Like the preceding studied models, the THMM offers a detailed description of the survival process, making use of all the available information to estimate the effect of prognostic factors and intensity rates. By applying this modelling approach, we refit the Stanford data including the potential effects of age, year and surgery in all transitions. Results obtained from the fitted model (Table 2 ) are in good agreement with those obtained through the CMM. An exception is the surgery effect, which was not a significant factor in any of the previously studied models, and now turns out to be significant for transplanted patients(HR: 0.266; 95%CI: 0.112 − 0.631). Results indicate that age is the only covariate showing a significant linear effect in all transitions. This occurs even for the mortality intensity in patients without a transplant, something that did not occur when using the Cox Markov modelling approach. We also observe that the acceptance time in the study is a significant predictor, though only for the mortality intensity in patients without transplant (HR: 0.643; 95%CI: 0.450 − 0.920). These results were obtained using the following input command: > tdc.msm(heart, formula = c (6, 7, 8) , models = "HMM")
In addition to the results presented in Table 2 , the function shown above provide mean sojourn times (in each transient state), prevalence tables (if an extra Likelihood ratio test = 11.3 on 3 df, p = 0.0102 Wald test = 10.2 on 3 df, p = 0.0167 Score (logrank) test = 10.7 on 3 df, p = 0.0137 -2*Log-likelihood: 290.1922 argument prevalence = T is used) and graphical output (survival estimates and transition probabilities estimates if surv.plot = T and plot.trans = T is used).
Also in the THMM it is very simple to carry out a formal test to compare effects of the same prognostic factor (transition rates also) on the transition intensities. For example, we can see from Table 2 that the fitted THMM leads to very similar effects of age in Walds test to check for differences between covariate 1 in the transition intensities Let H0 be the hypothesis of non-differences between covariate 1 in the transition intensities H0 produces a chi-square statistic of: 0.6144772 with a p-value of: 0.7354751 the three transitions. To assume that these effects are equal, we use of the Wald test statistic, yielding a value of 0.614, revealing non-significant differences between them. Such a test is a part of the output for the above input command.
In view of the results obtained, we consider a simplified homogeneous Markov model, including the (same) potential effect of age in all transitions, the effect of year only in the mortality transition of patients without transplant, and the effect of surgery in the mortality transition of transplanted patients. In the process, likelihood ratio tests are used to test if the regression parameters are statistically different from zero. This statistic has an approximately χ 2 1 distribution under H 0 : β hj = 0. Estimated parameters for the simplified model (results not shown) do not differ substantially from those obtained by the initial model (shown in Table 2 ).
Further, we use Wald's test to study whether or not a relation between transplant and survival exists. Formally, the hypothesis of no relation is given by H 0 : α 13 = α 23 , and then Wald's test reduces to W = α 13 −α 23 2 v 11 , being v 11 = var α 13 −α 23 .
With our data, under the null hypothesis the W statistic (which follows a χ 2 1 ) yields a value of 3.121, suggesting that the transplant leads to a reduction in risk but without reaching statistical significance (P = 0.077). Note again that likelihood ratio tests can also be used for constructing a test of H 0 .
The results obtained by comparing the observed and the predicted number of patients occupying each state at particular times (not reported here) reveal that, for lower survival times, mortality is underestimated from the fitted homogeneous Markov model. In many cases these discrepancies can be explained by the failure of the Markov assumption (which is not the case here). Another possibility is that the transition rates vary with time, so that the model is non-homogeneous. We believe this is the case for the Stanford data: it is seen that most of the transitions from state "own heart" to state "new heart" (approximately 73% from the total) occur up to 51 days of survival. Taken as a whole, these results suggest that a homogeneous model may be inappropriate. To assess the assumption of time homogeneity, Kay 10 suggests the use of a piecewise constant model. Again, likelihood ratio tests can be used to compare the piecewise constant model with the homogeneous model. Such a model will now be constructed.
Piecewise constant intensities model
In this section we build a piecewise constant intensities model (described in Section 2.1.2) with one cutpoint, specified from the Stanford data covariates that showed a significant effect when fitting the homogeneous model. After examining the likelihood for several cutpoints θ, a value of θ = 80 days was selected, and two intervals (time ≤ 80 days,time >80 days) were then considered. The choice of appropriate cutpoints is a very important (but rather difficult) issue in NHMs. For example, this choice should make sure that an appropriate (sufficient) number of observations fall in all intervals.
For obtaining the numerical results for the NHM with a cut-off point of 80 days we can use the following input command From this new model we verify that in both intervals the differences between the estimates for both mortality intensities are not statistically significant. When examining the fixed covariate effects, we see that, for time ≤ 80 days, year of acceptance is a significant predictor in transitions from state 1 to state 3 (HR: 0.673; 95%CI: 0.465-0.976). For the second interval (time > 80 days), however, the only significant covariate is age at acceptance for the transition from state 1 to state 2 (HR: 1.209; 95%CI: 1.027-1.425).
Diagnostics for model assessment
The Markov property and the homogeneity assumption are strong assumptions which may lead to biased estimates if violated. To our knowledge, the tdc.msm library is the only available software which provides a test for the Markov assumption. To assess the homogeneity assumption likelihood ratio tests can be used to compare the piecewise constant model with the homogeneous model. None of the available software's performs such a test though it can be easily performed by fitting the two models and comparing their likelihoods.
Also important is the issue of goodness-of-fit of a model. One may attempt to address goodness-of-fit by comparing the observed and predicted number of individuals occupying each state at a particular time. 50 The method proposed can be used for irregular sampling times when no explanatory variables are included in the model. When exact time transitions are observed the fit of the expected number of individuals in each state can be assessed directly at those times. However, in medical applications, the data is incomplete as the process is observed only at fixed times and transition times are interval censored. This can lead to an additional problem since the precise state each subject occupies at the assigned times will not be known. The method use approximated counts calculated assuming that subjects would remain in the state they were observed at in the previous observation. An indication of where the data deviate from the model is obtained by comparing the observed number of individuals occupying state h, O h (t), with the expected number of patients, E h (t), under the fitted model, for a par-
However, there is no formal way of assessing if the deviances are statistically significant. Such a rough indication of the goodness-of-fit of the model (through prevalence counts) can be obtained for the THMM using either tdc.msm (putting an extra argument, prevalence = T, in the last input command) or using Jackson's R library msm.
We note that Aguirre-Hernandez and Farewell 51 developed a Pearson-type test for stationary and continuous time Markov models, which can be used when the transition rates depend on several explanatory variables. Since this method is based on partitioning the data set on the basis of interval observations, their methods is not applicable when the process includes an absorbing state for which the time of entry is known exactly. A recent paper by Titman and Sharples 52 presents a modification to the Pearson-type test to allow for these cases.
We have illustrated several of the methods in Section 2.1 using the Stanford data. Previous analysis of this data set in the medical literature focused on the effect of the covariates. Among others, Turnbull, Brown and Hu, 53 Mantel and Byar 54 and Crowley and Hu 44 studied the Stanford heart data, reaching a small negative influence of transplantation on hazard, but without statistical significance. We have obtained similar results by using multi-state models. Multi-state modelling has also shown that year of acceptance (i.e. fixed covariate) affects each of the transition intensities in a different way.
Breast cancer data
In breast cancer research, patients who experienced a recurrence (local-regional or metastases) have a significantly higher mortality risk. In such cases one main interest is to identify which prognostic factors are predisposing to recurrence. Furthermore, it is important to investigate how these factors behave in the disease process. Recurrence affects the patient's outcome and can be included as a transient state in a progressive three-state model with states "alive and disease-free", "alive with recurrence" (local-regional or metastases) and "death".
In the period between April 1991 and December 2003, 585 patients with breast cancer were treated in Galicia (Spain). From the total of the patients, 172 relapsed (recurrence) and among these 114 died. Eleven patients died without relapse. These patients are included in the TDCM but in the MSM they are treated as censored on the recurrence transition and they are not considered on the mortality transition from the "alive with recurrence" state. The rest of the patients remained alive and disease-free up to the end of the follow-up. Patients were monitored on a regular basis and information was recorded for each subject, including an indicator of her final status, the survival times from the entry in study, for recurrence and death, and a vector of covariates including age, tumour size (cm), tumour perimeter (mm), and three covariates (radiotherapy, chemotherapy and hormonotherapy) representing different treatments (coded as 1 = yes and 0 = no).
Results obtained using Cox time-dependent regression model confirm that patients with recurrence have significantly poorer prognosis (HR: 18.777; 95%CI: 8.693-40.56). Furthermore, tumor size (HR: 1.082; 95%CI: 1.034-1.13), age (HR: 1.026; 95%CI: 1.009-1.04), and perimeter (HR: 1.031; 95%CI: 1.019-1.04) reveal to be important prognostic factors of survival. None of the treatments obtain a statistical significant effect on survival.
Again, the Markov assumption can be checked by including covariates depending on the history. For this application we verify a strong (negative) effect of time since the recurrence on the mortality transition. In such cases, there is a duration effect of α 23 (·), and so, semi-Markov models are often considered. Here, we consider Cox semi-Markov models (CSMM) to investigate the covariate effects on survival. These models can be fitted using the counting process data-structure as shown above for the CMMs as follows > coxph(Surv(stop-start, event) ∼ perimet + size + age + radio + chemo + hormone, data = breast, subset = (transition == 1)) > coxph(Surv(stop-start, event) ∼ perimet + size + age + radio + chemo + hormone, data = breast, subset = (transition == 2))
The same results are obtained using library tdc.msm with > tdc.msm(breast, formula = c (6, 7, 8, 9, 10, 11) , models = "CSMM") Table 3 summarises results after fitting the CSMM. Results show that some of the significant covariates in the simple Cox model turn out to affect the transition intensities differently, though the effects on the mortality transition (2 → 3) are in good agreement with those obtained using the simple Cox model. For example, the covariate age, which revealed to be an important prognostic factor in the simple Cox model, only obtains a significant effect on α 23 (·). Furthermore, the covariate effect on transition α 12 (·) is opposite to that on mortality transition. Results also indicate a significant effect of chemotherapy on recurrence transition. For continuous covariates it is possible to test whether the covariate effect is linear or not. Fitting a Cox model with penalised splines, 33 and using the number of degrees of freedom which minimises AIC, reveals a non-linear covariate effect for perimeter on the recurrence transition (P < 0.05). There is no evidence of non-linear effect on the mortality transition. Results for such a test as well as the graphical output can be obtained including an extra argument in the last input command, > tdc.msm(breast, formula=c (6, 7, 8, 9, 10, 11) , models= "CSMM", graphcov = 1) Figure 4 displays the penalised spline fit for perimeter with the 95 % pointwise confidence limits. This plot suggests that the functional form for perimeter is rather constant until around 60 and then rapidly increase until 95, remaining nearly constant afterwards.
With this application we are also particularly interested in illustrating differences between the estimated transition probabilities from Aalen-Johansen estimator (Markovian) and from "Markov-free" estimator of Meira-Machado et al.. 25 In Figure 5 we present, as an example, estimated transition probabilities for p hj (2, t) and p hj (6, t), h = 1, 2, j = 1, 2, h ≤ j, for the breast cancer data, showing that a choice between those two approaches makes a big difference. From these figures we can see more clearly the effect of the intermediate event (recurrence) in the patient survival prognosis, showing a much poorer survival prognosis for those individuals in state 2. Perimeter Figure 4 Penalised spline fit for perimeter (mm) (with 95% pointwise confidence bands) for the recurrence transition. Breast cancer data.
As it can be seen from Figure 5 , the "Markov-free" estimator has fewer jump points but bigger steps. The number of jump points and the size of the steps are related to censoring and to the sample size. Also, we observe important differences between the estimated survival curves for individuals who have had recurrence, differences which became clearer with the progression of time, showing that the estimated prognosis using the "Markov-free" method is poorer than based on the Aalen-Johansen approach. Note that since the process for the breast cancer data does not fulfills the Markov assumption (as shown in Table 3 ) the use of Markov-free estimators is preferable to Aalen-Johansen estimators.
Discussion
In this article, we have discussed the use of multi-state models in the analysis of survival data. We have illustrated the application of these methods using two data sets: the Stanford heart transplant study and a Galician data set on breast cancer, and we have provided a review of software including some flexible methods to cope with non-linear covariate effects and with non-Markov data structures. The potential advantages of these methods were illustrated through the referred data sets.
When analysing Stanford heart data the Markov assumption was tested showing that the transition rates in states are not affected by the previous sojourn time. Several classical Markov models to deal with such data are discussed, focussing on the estimation of the covariate effects. When comparing these multi-state approaches with the well known Cox model with time-dependent covariates we have illustrated that the multi-state modelling yielded new insights while confirming some of the results obtained with the Cox model. We have also used a new data set on breast cancer to compare Cox regression analysis and multi-state approaches. Since for this application the Markov assumption is violated, methods not relying on the Markov property were used for the estimation of covariate effects (Cox semi-Markov model), as well as for the estimation of transition probabilities (non-Markov). Furthermore, we have verified that, on the recurrence transition, some covariate effects are best represented by smooth, non-linear functions.
In conclusion, multi-state modelling offers a flexible tool for the study of covariate effects on the various transition rates. These models may bring out important biological insights which may be ignored when using an ordinary regression model. In practice, MSMs can be used to confirm and thoroughly examine conclusions obtained by applying simpler survival models. Therefore, we should not see the MSMs as merely an alternative to the TDCM but rather as supplements that offer additional information.
