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We identify a new “order parameter” for the disorder driven many-body localization (MBL) transition by
leveraging machine learning. Contrary to previous studies, our method is almost entirely unsupervised. A game
theoretic process between neural networks defines an adversarial setup with conflicting objectives to identify
what characteristic features to base efficient predictions on. This reduces the numerical effort for mapping
out the phase diagram by a factor of 100x and allows us to pin down the transition, as the point at which the
physics changes qualitatively, in an objective and cleaner way than is possible with the existing zoo of quantities.
Our approach of automated discovery is applicable specifically to poorly understood phase transitions and is a
starting point for a research program leveraging the potential of machine learning assisted research in physics.
I. INTRODUCTION
Can machine learning (ML) offer a qualitative advantage
by assisting scientific discovery? Or is it just a new tool for
numerical calculations? Machine learning has been making
headlines in computational physics: it proved remarkably ef-
ficient in giving comparable accuracy to known methods for
the study of phase transitions [1–9]. Here, we show that state-
of-the-art ML is capable of more, by automating the discovery
of robust characteristic features, which will enable a more ef-
ficient investigation of physical effects.
An example where ML assistance is much needed is the
delineation and characterization of the many-body localized
(MBL) phase, exhibited by systems with many interacting
quantum particles experiencing a (strong enough) static dis-
ordered background potential. This research problem has at-
tracted an immense amount of attention recently [10–17] be-
cause MBL challenges long-held believes about the phase
structure of isolated systems and even the applicability of
standard equilibrium statistical mechanics, which no longer
correctly captures the long-time behavior in that phase. Many
details of how this breakdown happens remain elusive, de-
spite the known characterization of MBL in terms of local
conserved quantities [18, 19] and an extensive and ongoing
debate [12, 14, 15, 17]. Our work addresses two major road-
blocks preventing further progress: First, it yet remains un-
clear what the best approach is to delineate the MBL phase.
Physicists have come up with a whole zoo of quantities whose
behavior can serve as an indicator for the transition, but the
various phase boundaries they imply, do not agree within er-
ror bars [13] and controlling finite-size effects is a challenge
[20, 21]. Second, all of these quantities need to be aver-
aged over an enormous number of disorder realizations (of-
ten 10.000 [11, 13, 20, 22]) to get meaningful results. Highly
optimized codes allow in principle to study systems of up to
26 spins [16], but with the known quantities, going beyond 22
spins is prohibitively expensive because of disorder averaging
[16].




FIG. 1. By using a contemporary neural network architecture,
we automate feature extraction and drastically reduce computational
cost at the same time. To achieve this higher level of automation, a
pair of neural networks share a pipeline for feature extraction. They
compete in a game theoretic framework to achieve conflicting goals:
one network has to classify states according to their phase and the
other is supposed to tell from how deep in the phase they are. The
equilibrium of the game tells what features to base predictions on
and allows to determine the phase boundary in a largely unsuper-
vised way.
ing features of the MBL transition that is so powerful that up
to 100x fewer disorder realizations are sufficient to obtain ob-
jective and more accurate predictions of the transition point.
We thereby reduce the cognitive load of the scientist by au-
tomating feature extraction by means of a game theoretical
process in the state-of-the-art adversarial domain adaptation
technique (Figure 1).
II. AUTOMATED FEATURE EXTRACTION.
If the phases are well understood, standard supervised deep
learning can be used to find out which phase a test state comes
from [2, 3, 6]. Unsupervised techniques have so-far been used
in classical systems [4, 5] or rely on the knowledge that man-
ually engineered features, such as the entanglement spectrum
or spin-spin correlators, capture the physics of the phase tran-
sition [1, 9].
The problem we want to solve here, however, is qualita-
tively different. We want to automatically learn the unknown
location of a phase boundary in a largely unsupervised way





















2tion of a quantum model that remains a challenge for existing
methods.
We achieve this by means of adversarial domain adapta-
tion [23, 24], a technique in which two neural networks are
competing in a game. The networks share a common feature
extraction pipeline that consists of convolutional and pooling
layers as in ordinary deep learning (Figure 1). Two types of
input data are fed into the shared pipeline. The first type has
labels. For instance, we can easily select states deep inside the
phases and confidently label them. The second type of data
contains points for which the label is unknown. This can be
states from all over the phase space, including, in particular,
such from around the suspected position of the phase bound-
ary.
The first neural network receives only the first type of data.
Its goal is to maximize prediction accuracy of the label. If the
architecture did not have more components, this would be a
similar scenario to the ones discussed in previous work [1–
4, 6, 7]. The key difference is that this first network has an
adversary, who receives both types of data and is tasked with
guessing whether a data point is labeled or not. The common
feature extraction pipeline is adjusted to make the task of the
first network as easy as possible while making that of the sec-
ond as hard as possible. This is achieved by means of error
backpropagation from both networks, but with opposite signs.
When the game reaches equilibrium, the representation layer
selects features that are best suitable to identify which phase
a state comes from, but contain virtually no information about
from where inside the phase they are.
More formally, the phase discriminator is endowed with a
loss function Ld that it tries to minimize. This function de-
pends on two sets of parameters: θd, which are the parameters
describing only the phase discriminator neural network, and
θf , which are the parameters describing the feature extraction
layers. The loss function La of the adversary is a function
of θf and the parameters θa describing this network alone.
The game is about achieving an equilibrium in θf , through
the update rule ∆θf = µ(∂Ld∂θf − ∂La∂θf ), where µ is the learning
rate. The opposite sign in the gradient update expresses the
competition between the networks (for more details see in the
Appendix IV A 1).
This competitive process enables the learning algorithm to
autonomously figure out a (possibly non-local) “order param-
eter”, pinpointing where the physics changes qualitatively.
The last layer of the phase predictor gives the probability that
an input state is part of one or the other phase. We can then
discard the adversary and use only the output of the first neu-
ral network to predict all labels. To decrease the noise close to
the phase boundary this output can be averaged over several
disorder realizations. The learning is completed and when the
predicted labels no longer change.
III. RESULTS
We apply the adversarial network architecture to the prob-
lem of delineating the MBL phase boundary in the prototyp-
ical spin-1/2 Heisenberg chain in a random magnetic field,
















with σx,y,zi the Pauli matrices on site i and the hi are drawn
from the uniform distribution over [−h, h]. We denote the nor-
malized energy by  ∈ [0, 1], which interpolates between the
lowest and highest of the energies of H for a given realization
of the disordered fields hi and restrict to the global magnetiza-
tion zero subspace. The eigenstates of this model are known
to undergo an MBL transition at an energy dependent critical
disorder strength hc, whose precise position is however diffi-
cult to determine with established methods. The most widely
used method to detect the MBL transition is the average ad-
jacent gap ratio r [13, 22], which goes from rWD ≈ 0.53, re-
sulting from the Wigner-Dyson distributed eigenvalues in the
ergodic phase, to rPoisson ≈ 0.38, reflecting the Poisson statis-
tics in the MBL phase. Another quantity is the dynamical spin
fraction f , which varies from 1 to 0 [11, 13].
We generate eigenstates from small windows around sev-
eral values of  and for multiple disorder realizations at dif-
ferent disorder strengths h for system sizes up to N = 18
spins with the shift invert code from [16] (Details in the Ap-
pendix IV C). For the training of the network we use as the
first type of data states from two sets deep inside the phases.
For the second type we generate states from a wide range of
 and h values that including the phase boundary (see Fig-
ure 1). We want to emphasize that we use the coefficients of
the wavefunction as input data without further preprocessing.
We compare the estimate of the energy resolved phase di-
agram obtained from the adversarial neural network with re-
sults based on the average adjacent gap ratio r and the dynam-
ical spin fraction f . The superior statistical properties of our
approach are apparent. Already from only 50 disorder realiza-
tions we obtain a clear characterization of the phases, while
the average adjacent gap ratio is still very noisy (background
in Figure 2).
The phase boundary shown in Figure 2(a) can be deter-
mined via a data collapse from plots such as that shown in
Figure 3 for  = 0.5. To extract the critical magnetic field
strength hc, we use a scaling function of the same form
N1/ν(h − hc) as that for the average adjacent gap ratio r.
The reduction in noise allows for a more precise determina-
tion of the phase boundary for the same number of disorder
realizations. From just data for systems up to size N = 18
(100 disorder realizations) we are able to determine the phase
boundary extrapolated to the thermodynamic limit to an accu-
racy roughly matching the discrepancy between the conven-
tional quantities r and f determined in the numerically much
more expensive study [13]. Intuitively, it makes sense that the
average adjacent gap ratio does not have the nice averaging
properties of the quantity computed by our neural network,
as it completely disregards the properties of the eigenstates
and only computes one feature of the spectrum. ML, in con-
trast, figures out a way to objectively determine the phase by
directly recognizing non-trivial properties of the eigenstates.



























FIG. 2. The output of the neural network directly provides a mean-
ingful estimate of the phase diagram for a finite system N = 12
(background in (a)) from just 50 disorder realizations, while tradi-
tional quantities, like the gap statistics (background in (b)) are still
far too noisy. The dots in (a) are the extrapolated phase boundary in
the thermodynamic limit obtained from 100 disorder realizations via
the data collapse for systems up to N = 18, shown exemplary for
 = 0.5 in Figure 3. The symbols in (b) are the phase boundaries
found in [13] based on the average adjacent gap ratio r (triangles)
and the dynamical spin fraction f (triangles pointing downwards) for
systems of size up to N = 22 and vastly more disorder realizations
(the data collapse plots for all values of  are shown in the Appendix
in Figure 4).
Another interesting feature in which our method differs
from average adjacent gap ratio (as well as most other quan-
tities that have been used in exact diagonalization studies so
far) is the value of the scaling exponent ν. Our method consis-
tently yields ν ≈ 1.6, independent of the energy range and the
precise choice of the training data (under the condition that
it is sufficient to ensure convergence of the training), while
the average adjacent gap ratio yields ν ≈ 0.9 [13]. Both ex-
ponents violate the (heuristic) Harris criterion, which for one
spacial dimension predicts ν > 2 [25, 26], but the larger value
of our “order parameter” is closer to the predicted value and
there is hope that by moving to even larger system sizes, the
best data collapse will be obtained with ν ≈ 2. This is another
indication that our automatically detected “order parameter”
suffer less from finite size effects than more traditional quan-
tities. The size of the region in which the network is unsure
which label to assigned shrinks during training and eventually
converges. It is a natural measure for the broadening of the
phase transition due to finite size effects.
Our method has a number of additional desirable properties.
The intermediate values of the average adjacent gap ratio do
not have a physical meaning, whereas the output of the neural
network has an immediate interpretation as to how certain the
phase prediction is. The predicted values of hc and the sizes
of the plateaus are stable against changing the regions from
which the first kind of training data is generated. The aver-
age adjacent gap ratio, actually attains the Poisson value at
the integrable point at h = 0 and it moreover fails to capture
the transition if one does not restrict to a fixed magnetization
sector. Our method does not suffer from either of these two
drawbacks.
Importantly, the computational time for training and eval-












































0.52 = 0.9hc = 3.7
(b)
FIG. 3. Exemplary output (a) of the neural network at normalized
energy  = 0.5 averaged over 50 disorder realizations and the data
collapse (inset) to determine the position of the phase transition hc in
the thermodynamic limit. The average adjacent gap ratio r is still far
too noisy (b) to obtain a good collapse (inset) for the same amount
of averaging. The error bands show the ensemble standard deviation
s = (
∑N
i (xi − xˆ)2/(N − 1))1/2 of the disorder average.
uating the output of the adversarial neural network is almost
negligible compared to the time it takes to generate states for
mapping out the phase diagram. As much fewer disorder real-
izations are necessary per point, this yields a huge net gain in
computational time. Our approach thus will allow to meaning-
fully include states from larger system sizes, which can now
be generated with state-of-the-art shift invert algorithms [16],
into studies of MBL.
IV. CONCLUSIONS
We have demonstrated that ML can be used to automate the
task of identifying relevant features that most efficiently cap-
ture the physics of phase transitions in quantum systems — a
formidable task so far reserved for human researchers. Con-
cretely, the competitive process of adversarial domain adapta-
tion, is able to “invent” a new “order parameter” for the MBL
phase transition that yields meaningful results from vastly
fewer disorder realizations than established methods.
It seems fair to say that the resulting quantity actually cap-
tures the essential physics, as the network, once trained, can
correctly identify the phase transition not only at different en-
ergy densities, but also in similar but distinct models. This is
remarkable, since the MBL transition has mostly defied ana-
lytical approaches and even the question of what is the best
way to delineate the phase could not be resolved in a satis-
factory way. Our method is directly applicable to other non-
standard critical phenomena beyond MBL and can be used to
distinguish multiple phases, even across different classes of
models, as long as their Hilbert spaces are compatible [24].
As the automatic feature identification does not rely on a
human understanding of the underlying physical processes,
our approach has the potential to lead to new insights into
poorly understood many-body phenomena such as MBL or
topological phases through an analysis of the feature extrac-
tion layer. The tools for this are still in their infancy, but evolv-
4ing at a fast pace.
In future work, we will apply the technique demonstrated
here to larger system sizes, hope to gain new insights into
whether there are additional thermodynamically stable phases
near the MBL phase transition [20, 27], and plan to fully ex-
plore the flexibility of the adversarial approach, that allows
to suppress the dependence of the output on specific non-
universal features.
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APPENDIX
 ν ±∆ν hc ±∆hc
0.2 1.5± 0.2 1.8± 0.4
0.3 1.6± 0.2 2.4± 0.4
0.4 1.6± 0.2 3.0± 0.2
0.5 1.6± 0.1 3.5± 0.2
0.6 1.5± 0.2 3.0± 0.2
0.7 1.6± 0.2 2.5± 0.4
0.8 1.6± 0.2 2.2± 0.4
TABLE I. Estimates for ν and hc as well as their errors. The er-
rors were conservatively estimated by fixing the best possible value
for the respective other quantity and determining from plots such as
those in Figure 4 when the data collapse would diverge visibly.
A. Details of the machine learning technique
1. Domain adversarial neural network
The main idea behind a domain adversarial neural network
[23] is that we have two sets of input data. The set of states
deep inside the phase D = {(xi, yi)}, which consists of pairs
of data points xi and labels yi and the set of states B = {xi},
which includes states close to the phase boundary and which
is unlabeled. The task of the neural network is to learn from
the labeled instances and adapt this knowledge to the new un-
known instances. To achieve this, the domain adversarial neu-
ral network setup consists of three parts: the feature extractor,
the phase discriminator, and the adversary. The feature ex-
tractor filters the information from the input data, the phase
discriminator classifies the state into the correct phase and the
adversarial tries to distinguish labeled from unlabeled data in-
stances, i.e., it tries to distinguish between the two sets D and
B.
The first part of the DANN, the feature extractor, consists
of convolutional neural networks which map the input data to
a high dimensional, abstract feature vector f = Gf (x, θf ).
This latent representation of the state vectors is forwarded to
the phase discriminator d = Gd(f , θd) and the adversarial
a = Ga(f , θa). The θi represent the parameters that have to
be learned through the training.
Since phase labels are only given for the input data coming
from D, the phase discriminator loss Ld is calculated on this
set alone. The loss measures the binary cross-entropy between
the network’s outputs and the actual labels. The adversarial
loss La can be calculated on all states x ∈ D ∪ B. The loss
function is again the binary cross-entropy, but calculated on
which set the instance comes from. The crucial point about a
DANN is that the feature representation f has to be invariant
for both sets, that is, by looking at the last layer of the feature
extractor, one cannot tell which set an instance comes from.
This means that the feature extractor should only extract
features that are decisive to predict the correct phase label,
but not the correct adversarial label. This can be achieved
by optimizing E(θf , θd, θa) = Ld(θf , θd) − La(θf , θa) and
finding the saddle point (θf , θd) = argmin
θf ,θd
E(θf , θd, θa) and
(θa) = argmax
θa
E(θf , θd, θa). According to this optimiza-
tion problem, the update rule for the feature extractor has the






, which can be implemented via
standard stochastic gradient descent and a gradient reversal
layer between the feature extractor and the domain classifier.
This kind of training leads to a feature representation based
on which the adversary cannot classify correctly because the
neural network is unable to tell anymore which of the two sets
D and B state comes from. The phase discriminator at the
same time, has learned invariant features of the input states to
tell which phase it comes from.






















































































































































































FIG. 4. Output of the neural network at energies  = 0.2 to  = 0.8. N = 12 and 14 are averaged over 500 disorder realizations and N = 16
and 18 over 100 realizations. The data collapse (inset) determines the position of the phase transition hc in the thermodynamic limit. The error
bands show the ensemble standard deviation s = (
∑N
i (xi − xˆ)2/(N − 1))1/2 of the disorder average.
2. Details of the neural network architecture
The feature extractor of our DANN consists of four one-
dimensional convolutional layers with four filters each and a
filter length of three. This means that a single filter in a single
layer has a sliding window of length three that is convoluted
with the input to the layer. The input to the first layer is the
ground state. Each layer has four of these filters, extracting
different features of the input to the layer. The activation func-
tion of these layers are rectified linear units (ReLUs). This is
a piecewise linear function that outputs zero for negative val-
ues and a linear response for positive values. While neural
networks traditionally used nonlinear activation functions, the
ReLUs have better numerical properties when training the net-
6work with many layers. Each of those layers is followed by a
max-pooling layer that pools from three neighboring neurons.
This is a critical step for coarse-graining the representation:
we pick the maximum of the value of the activation over three
neighboring points and discard the other two. In effect, we
reduce the dimension of the vector by two-thirds in each of
these pooling layers. Pooling does not only ensure a lower-
dimensional representation, but it also enables that the subse-
quent convolutional layer identifies longer range correlations
in the original data.
Both the phase discriminator and adversarial networks have
a single hidden layer with 128 neurons that are fully connected
and activated by a ReLU function. The final output of both
fully connected networks consists of two neurons with a soft-
max activation function. The softmax activation exponentiates
each output and normalizes it with the partition function over
the output layer. In other words, we get a normalized prob-
ability distribution as the final outcome, which has important
physical meaning in our work. We apply batch normalization
after every layer, which introduces a slight stochastic varia-
tion in the scale of the characteristics of the input states, and
thus reduces the chance of overfitting. Furthermore, we use
dropout [28] for the fully connected layers in the phase dis-
criminator and adversarial networks, which is standard prac-
tice in achieving better performance.
B. Hardware
The numerical experiments were run on an Intel Xeon E5-
1650 v4 with six physical cores clocked at 3.60 GHz base
frequency and with 128 GByte of RAM. The CPU was com-
plemented by a Tesla K40 graphics processing units for train-
ing the neural networks, with 2880 physical cores clocked at
745 MHz base frequency and 12 GByte of GRAM.
C. Input data
The set of states from deep inside the phases D was drawn
from h ∈ [0.1, 0.5] for the delocalized phase and from h ∈
[7.0, 8.0] with a step size 0.1 for the MBL phase for energy
densities in the range  ∈ [0.05, 0.95]. To have equally big
sets in the delocalized and the MBL phase the values of h
are separated by steps of 0.05 in the delocalized phase, 0.1 re-
spectively in the MBL phase. The epsilon values are separated
by steps of 0.05. For the set close to the phase boundary we
choose states with disorder strength h ∈ [0.5, 7.0] separated
by steps of 0.2 and normalized energy  ∈ [0.05, 0.95] in steps
of 0.05. For each set of parameters and disorder realization we
find the 50 states closest to the chosen energy density . We
take several realizations for each point in the parameter space
which is chosen such that both sets are of the same dimension,
namely 50k. We have checked that the results do not depend
on the details of how these sets are chosen. The states were
produced with the open-source software from [16].
D. Data analysis
We analyze the data generated by the neural network in the
way described in the main text. In particular, to obtain an es-
timate of the energy resolved phase boundary in the thermo-
dynamic limit, we compute the output of the phase classifier
as a function of h for various values of  and then perform
a data collapse as described in the main text. The raw and
collapsed data for different values of  is shown in Figure 4.
The resulting estimates for h, ν, and their errors are shown in
Table I.
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