The process of monoisotopic mass determination, i.e., nomination of the correct peak of an isotopically resolved group of peptide peaks as a monoisotopic peak, requires prior information about the isotopic distribution of the peptide. This points immediately to the difficulty of monoisotopic mass determination, whereas a single mass spectrum does not contain information about the atomic composition of a peptide and therefore the isotopic distribution of the peptide remains unknown. To solve this problem a technique is required, which is able to estimate the isotopic distribution given the information of a single mass spectrum. Senko et al. calculated the average isotopic distribution for any mass peptide via the multinomial expansion (Yergey 1983) [1], using a scaled version of the average amino acid Averagine (Senko et al. 1995) [2]. Another method, introduced by Breen et al., approximates the result of the multinomial expansion by a Poisson model (Breen et al. 2000) [3]. Although both methods perform well, they have their specific limitations. In this manuscript, we propose an alternative method for the prediction of the isotopic distribution based on a model for consecutive ratios of peaks from the isotopic distribution, similar in spirit to the approach introduced by Gay et al. (1999) [5]. The presented method is computationally simple and accurate in predicting the expected isotopic distribution. Further, we extend our method to estimate the isotopic distribution of sulphur-containing peptides. This is important because the naturally occurring isotopes of sulphur have an impact on the isotopic distribution of a peptide. (J
The process of monoisotopic mass determination, i.e., nomination of the correct peak of an isotopically resolved group of peptide peaks as a monoisotopic peak, requires prior information about the isotopic distribution of the peptide. This points immediately to the difficulty of monoisotopic mass determination, whereas a single mass spectrum does not contain information about the atomic composition of a peptide and therefore the isotopic distribution of the peptide remains unknown. To solve this problem a technique is required, which is able to estimate the isotopic distribution given the information of a single mass spectrum. Senko et al. calculated the average isotopic distribution for any mass peptide via the multinomial expansion (Yergey 1983) [1] , using a scaled version of the average amino acid Averagine (Senko et al. 1995) [2] . Another method, introduced by Breen et al., approximates the result of the multinomial expansion by a Poisson model (Breen et al. 2000 ) [3] . Although both methods perform well, they have their specific limitations. In this manuscript, we propose an alternative method for the prediction of the isotopic distribution based on a model for consecutive ratios of peaks from the isotopic distribution, similar in spirit to the approach introduced by Gay et al. (1999) [5] . The presented method is computationally simple and accurate in predicting the expected isotopic distribution. Further, we extend our method to estimate the isotopic distribution of sulphur-containing peptides. This is important because the naturally occurring isotopes of sulphur have an impact on the isotopic distribution of a peptide. hen analyzing a mass spectrometry (MS) experiment, measurements made for a mass spectrum usually need to be turned into a simple peak list that contains the monoisotopic masses and abundances of the corresponding peptides. This process is called monoisotopic mass determination, also referred to as deisotoping or deconvoluting of a mass spectrum. To nominate the correct peak of an isotopically resolved group of peptide peaks as a monoisotopic peak and to distinguish it from peaks accidentally generated by error, one can consider using a method that predicts the isotopic distribution related to a peptide.
Existing methods for the estimation of the isotopic distribution, as described by, e.g., Senko et al., calculate the average isotopic distribution for any mass peptide via the multinomial expansion [1] , using a scaled version of Averagine [2] . Another method, introduced by Breen et al., approximates the result of the multinomial expansion by a Poisson model [3] . Although both methods perform well, they have their specific limitations. The method of Breen et al. is fast but not accurate for sulphur-containing peptides [4] , while the method of Senko et al. is computationally involved and, as we explain later in the manuscript, not accurate enough for low mass peptides.
For these reasons, we have developed an alternative method for the prediction of the isotopic distribution based on a model for consecutive ratios of peaks from the isotopic distribution, similar in spirit to the approach introduced by Gay et al. [5] . The presented method is computationally simple and accurate in predicting the expected isotopic distribution. However, it should be noted that all the aforementioned methods are only applicable when the isotopic peaks are individually resolved. Thus, for this purpose, a high-resolution mass spectrometer is mandatory.
Experimental

Materials
A dataset of 2154 tandem MS sequenced peptides (MASCOT score above 40 at 95% significance level) found in human serum was used for the validation of the proposed method. The isotopic distribution of the peptides was calculated by the multinomial expansion implemented in the Isotopic Pattern Calculator (IPC) [6] .
Although sulphur is a scarce atom in amino acids (as only cysteine and methionine contain a sulphur atom), this is not equivalent to a low abundance of sulphur containing peptides. Out of the 2154 peptides, 1542 (71.59%) did not contain any sulphur atom, 502 (23.31%) contained one sulphur atom, and 93 (4.32%) contained two sulphur atoms. Only 17 (0.78%) peptides out of 2154 contained more than two sulphur atoms. Because the methods developed in this manuscript only consider the prevalence of one and two sulphur atoms in peptides, the set of 17 peptides was removed from the data. Thus, finally, in our study a dataset of 2137 peptides was used.
It should be noted that the aforementioned estimate of the number of sulfur atoms in a peptide was determined using a limited dataset. Possibly, the prevalence of peptides with more than two sulphur atoms is more pronounced. To retrieve a more precise determination about the sulphur prevalence in peptides, one could consider using a database such as the PIR protein database, and performing, e.g., an in silico tryptic digest for all human proteins. However, this is beyond the scope of this manuscript, where we introduce a method to estimate the isotopic distribution for sulphur-containing peptides. Figure 1 shows the relative height H(i) of the first four isotopes (i ϭ 0,. . .,3) of the calculated isotopic distribution of the 2137 peptides. The effect of a sulphur atom on the isotopic distribution of a peptide is clearly visible (i.e., the isotopes have a different relative height). The isotopic distributions of sulphurcontaining peptides are different from those of nosulphur peptides. This indicates that, in contrast to the assumption made by Breen et al. [3] , the effect of sulphur should not be ignored in the approximation of the distributions.
Methods
In this section, two methods for approximating the isotopic distribution of an average peptide are reviewed, together with a short discussion of their properties. Then, a new method, which avoids the limitations of the two reviewed approaches, is proposed.
Approximation by Averagine
To calculate the isotopic distribution of a peptide, Senko et al. [2] proposed the concept of a virtual amino acid Averagine, constructed using the statistical occurrences of amino acids in the PIR protein database. The resulting average amino acid was
with a mass of 1111.254 Da. Note the low abundance of sulphur in Averagine.
Assume that a peptide of 1111.254 Da is observed in the mass spectrum. This peptide is 10 times heavier than Averagine; thus if we multiply the elements of Averagine by 10, we obtain the average elemental composition for a peptide with mass 1111.254. After rounding the elements to the nearest integer, the peptide's isotopic distribution can be computed from the known relative abundances of the isotopic variants of carbon (C), hydrogen (H), nitrogen (N), oxygen (O), and sulphur (S) using the multinomial expansion [1] . With this straightforward method the isotopic distribution for a peptide is easily estimated. However, this method has some limitations: • The multinomial expansion is computer intensive.
Although algorithms exist that can speed up computations, it still requires considerable computing power.
• Scaling Averagine is not accurate enough for peptides. Consider a peptide with a mass below 1332.4388 Da. Scaling and rounding of Averagine will always result in an average peptide with no sulphur in its elemental composition. Peptides with a mass between 1332.4388 Da and 3997.3165 Da will always be assumed to contain one sulphur atom, etc. In other words, according to this model, the presence of sulphur is purely dependent on the mass of the observed peptide. Of course, it is more likely for a heavy peptide to contain a sulphur atom than it is for a low mass peptide, but this distinction is more subtle then the yes-no case implied by the method of Senko et al. This can also be observed from Figure 1 , where sulphur-containing peptides are present over the entire mass range.
Poisson Approximation
Breen et al. [3] suggested to approximate the result of the multinomial expansion (i.e., the expected proportional heights of different isotopic peaks) by a Poisson distribution. To compute the distribution, its mean, say M, needs to be known. The mean depends on the number of atoms n of a particular type (C, H, N, O, and S), as well as on the proportional abundances p of the isotopic variants. In practice, only a peptide's molecular monoisotopic mass, say m, will be available. Breen et al. have developed a mapping from m to M ϭ np. To this aim, they constructed an average amino acid (AA)
by averaging all AAs from all proteins in the SWISS-PROT protein database. Note that this approximately corresponds to Averagine after multiplication of the elements by 2. Next, a set of theoretical peptides
were used to span a mass range from m 1 ϭ 245.1376 Da to m 15 ϭ 3410.8059 Da. For each so-constructed theoretical peptide of mass m i (i ϭ 1,. . .,15) the isotopic distribution E= was calculated using Protein Prospector [7] . The mean M i of a Poisson distribution giving the best approximation to the isotopic distribution at m i was then found by minimizing the sum of absolute deviations between the components of both distributions:
with E=(x,m), the relative height of the xth isotopic peak for a theoretical peptide with mass m; P͑x;M͒ ϭ e ϪM M x ⁄x!, the Poisson distribution. As a result, a linear relationship between Poisson mean M and monoisotopic mass m was found:
The relationship allows to compute the mean M of a Poisson approximation to the isotopic distribution of a peptide with monoisotopic mass m. The approximation can then be used to compute expected proportional heights of peaks observed in a spectrum and, in turn, to decide whether the observed peaks can correspond to a series generated by a peptide. This results in a fast alternative for the multinomial expansion. However, the method also has limitations. In particular, sulphur is completely ignored in the construction of the theoretical peptides. This results in a biased estimate of the expected isotopic distribution for sulphur-containing peptides as reported by Valkenborg et al. [4] .
Modeling the Ratios of the Peaks of Isotopic Distributions
To account for the effect of sulphur on the isotopic distribution, we propose an alternative approach. It is similar in spirit to the method developed by Gay et al. [5] , but we use the ratios between peak heights rather then the relative height of the isotopic peaks. Also note that Gay et al. do not use Averagine to build theoretical peptides, but instead use a local average of all peptides within a 1 Da mass range after an in silico tryptic digest of an entire protein sequence database.
In the proposed approach, we use an average amino acid u, which is equal to Averagine, but does not include information on sulphur:
This average amino acid is used for the construction of three sets of theoretical peptides, namely:
• no-sulphur-containing set:
• one-sulphur-containing set:
• two-sulphurs-containing set:
Note that the three sets of theoretical peptides correspond to the three possible sulphur abundances observed in the dataset. Further, instead of working with a rounded average amino acid, as in Breen et al., we round after taking a multiple of average amino acids. This is done to prevent accumulation of rounding errors. In this context, rounding means that the elements of the average amino acid are rounded to the nearest integer after multiplication of the elements of u. Each set consists of 32 theoretical peptides. The peptide with the lowest mass is formed with four average amino acids u and has a monoisotopic mass m equal to 498.257(S 0 ) Da, 530.228(S 1 ) Da, 562.200(S 2 ) Da, respectively, while the peptide with the highest mass is formed with 35 multiples of u resulting in masses 3915.040(S 0 ) Da, 3947.0125(S 1 ) Da, and 3978.985(S 2 ) Da, respectively. For all the theoretical peptides, the isotopic distribution is calculated using the Isotopic Pattern Calculator. The result is displayed in Figure 2 where, for each of the three sets of theoretical peptides, the dots indicate the relative heights of the peaks for the first four isotopes of the isotopic distribution.
Instead of working with relative intensities, however, we build a model for the ratios of subsequent peaks in the isotopic distribution. The rationale behind this decision is 3-fold:
• Ratios are dimensionless and their use allows to avoid scaling of the expected and observed intensity distribution.
• Ratios are not sensitive to multiplicative noise.
• Subsequent ratios produce smaller errors than ratios with a common reference, and will be explained at a later stage.
The (x ϩ 1)th ratio R is calculated from the heights of subsequent isotopic peaks H with monoisotopic mass m as
where H(0,m) is the height of the monoisotopic peak. The first three ratios computed from the three sets of theoretical peptides are shown in Figure 3 . The relation between the three subsequent ratios and the monoisotopic mass of the theoretical peptides can be easily modeled by the following polynomial model
where the monoisotopic mass m is divided by 1000 to limit the magnitude of the ␤ parameters. The order of the model was chosen empirically by assessing the improvement in the adjusted coefficient of determination with respect to the addition of an extra parameter. The parameters ␤ 0 ,. . .,␤ 4 of the polynomial model are estimated using the least-squares method, separately for each of the three sets of theoretical peptides. Note that in this way the nonlinear optimization for the Poisson mapping, proposed by Breen et al. and indicated in eq 4, is replaced by a simple and fast leastsquares solution.
The estimated parameters for the three first ratios of the peaks in the isotopic distribution are presented in Table 1 , separately for each set of the theoretical peptides. The fitted models are displayed as solid lines in Figure 3 . Although the first four isotopic peaks always capture at least 79% of the available isotopic information between a range of 500 and 4000 Da, it can be useful, especially for heavier peptides, to have information about the fifth, sixth, and seventh isotopic peak. Therefore, for masses starting at 1000, 1250, and 1500 Da, extra information is included in the model for the fourth, fifth, and sixth isotopic ratio, respectively. The parameters for these extra ratios are displayed in Table 2 .
It should be stressed that this model is only valid for the prediction of isotopic ratios for peptides with a monoisotopic mass inside the intervals specified in Tables 1 and 2 .
In a practical application, by comparing the ratios between a series of peaks observed in a spectrum with the ratios predicted from the proposed model (eq 11), and using the parameter estimates from Table 1 , we can decide whether the series of peaks might be generated by a peptide. The choice of an appropriate statistic for this comparison is not trivial. We propose the Pearson 2 statistic because the variability seems to depend on the value of the ratio. The Pearson 2 statistic is calculated as: 
Table 1. Estimated parameters of the model for ratios R(1,m), R(2,m), and R(3,m), for the indicated mass ranges
with R E denoting the predicted and R O the observed subsequent ratios. The smaller the error e, the better the agreement between the observed and predicted ratios, and the more likely that the series of peaks are generated by a peptide. It is difficult to give a general strategy to choose a threshold for the error e to distinguish between a series of noise peaks and peptide peaks. This is because of the diversity of mass spectrometers and the possible settings to conduct an MS experiment. Therefore, before applying this method, one should conduct an experiment to determine an optimal threshold for peptide peak detection for the particular MS technique at hand.
As we argued earlier, subsequent ratios are preferable over the ratios with a common reference. Figure 4 shows the error e calculated with eq 12 for the 1542 no-sulphur containing human peptides using the proposed model (eq 11). The calculated errors in Figure 4a are obtained from ratios with the monoisotopic peak as a reference, while the errors in Figure 4b are obtained from subsequent ratios. Note that the only difference between the two results is the way the ratios were calculated. It can be observed that the errors from ratios with a reference peak are much larger than the errors from subsequent ratios. Normally, one would expect no difference, but a larger variability in the height of the monoisotopic peak, as can be seen from Figure 1 , leads to larger errors, because an error in the first peak is always present in the three ratios.
Valkenborg et al. state that the method of Poisson approximation is not suited for sulphur-containing peptides [4] . This can be explained by the fact that, for the Poisson model, a ratio of subsequent peaks can be analytically expressed as
The previous formula (eq 13) indicates that the mean M of the Poisson model (eq 4) is equivalent to the first subsequent ratio R (1,m) . Note that Breen et al. found a linear relationship between M and m, as given in eq 5. From eq 13, it follows that the linearity is also implied for ratios R(2,m) and R (3,m) . This actually coincides with the observations for no-sulphur-containing peptides, as can be seen in Figure 3 .
On the other hand, from Figure 3 we can observe that the presence of sulphur atoms introduces a curvature in the relationship of the second and the third ratio with m. Consequently, the Poisson approximation used in eq 4 can be expected to perform worse for sulphur-containing peptides because the implied linearity no longer holds. Figure 5a shows the error e between the observed subsequent ratios of the 2137 human peptides and the ratios predicted by the model (eq 11) for no-sulphurcontaining peptides (for the coefficients, see Table 1 ). The effect of ignoring sulphur on the error is clearly seen, with sulphur-containing peptides showing large errors that decrease with the mass. This indicates that sulphur has a major effect on low mass peptides, which is logical, because the heavier the peptide, the more C, Table 2 . Estimated parameters of the model for ratios R(4,m), R(5,m), and R(6,m) , for the indicated mass ranges H, N, O atoms, and the less influential sulphur is on the isotopic distribution. However, when the errors are computed using the model (eq 11) that accounts for the occurrence of sulphur atoms in the peptide, then the magnitude of the error is reduced, as shown in Figure 5b .
Results and Discussion
It should be noted that in this theoretical setting, the prevalence of sulphur in a peptide is known. Of course, in practice we do not know how many sulphur atoms might be present in a peptide that generates the peaks in a single mass spectrum. The following procedure can be considered:
• For a particular mass m, calculate three sets of predicted ratios, assuming different number of sulphur atoms present in the peptide, using the coefficients from Table 1. • Compare each set of ratios with the observed ones using the Pearson 2 error statistic (eq 12).
• Choose the set of predicted ratios with the smallest error. If this error is smaller than a chosen threshold, conclude that the series of peaks is generated by a peptide with the corresponding number of sulphur atoms. For this particular case, a threshold of 0.05 is used.
Applying the classification strategy on the 2137 human peptides resulted in 10 misclassified peptides, which were distributed as follows: one peptide out of 1542 no-sulphur-containing peptides was misclassified as a one-sulphur-containing peptide, 8 peptides out of 502 one-sulphur-containing peptides were misclassified as no-sulphur-containing peptides, and one peptide out of 93 two-sulphur-containing peptides was misclassified as a one-sulphur-containing peptide.
The technique we developed is in the spirit of the methods proposed by Breen et al. and Gay et al. Therefore, it is of interest to check how these methods perform on our dataset. (dotted line) with the (true) isotopic distribution of the no-sulphur containing peptides. It can be observed that, for the method of Breen et al., the predicted relative height of the monoisotopic peaks fits quite well to the (true) height of the monoisotopic peaks of the no-1542 sulphur containing peptides. However, it fits less well the height of the other isotopic variants of the peptides. This can perhaps be explained by the fact that Breen et al. calculated the multinomial expansion by using Protein Prospector, which provides only an approximation of the complete multinomial expansion. Nevertheless, the relative height of a monoisotopic peak is easy to calculate and no bias should be observed for it. However, this bias is present in the isotopic distribution predicted by the method of Gay et al. A possible explanation for this is that Gay et al. incorrectly assumed that 100% of the isotopic ions is distributed over the first six isotopic peaks. Figure 6b 
Conclusions
For no-sulphur containing peptides, the prediction of the isotopic distribution by using Poisson approximation, as proposed by Breen et al., gives satisfactory results. However, as suggested by our results, the complex Poisson mapping, eq 4, can be replaced by directly modeling the relation between monoisotopic mass m and the first isotopic ratio R (1,m) . For sulphurcontaining peptides, the prediction of the isotopic ratios with the polynomial model will correct for the presence of sulphur, as indicated in Figure 5b .
The results from the aforementioned classification strategy suggest that it is possible to predict the number of sulphur atoms in a peptide using the proposed model (eq 11). Note that this does not require an extra tandem MS. In this way, we could rapidly screen single mass spectra for sulphur-containing peptides. However, it should be underlined that these results are based on theoretical isotopic distributions computed via a multinomial expansion, and not on series of peaks observed in a spectrum. Thus, it does not reflect the extra influence of error in a mass spectrum.
The method developed in this manuscript accounts for the prevalence of one or two sulphur atoms in a peptide. This restriction was chosen based on the observed prevalence of sulphur atoms in the dataset of 2154 peptides available for the study. In principle, it is possible to extend the method in such a way that it accounts for the presence of three or more sulphur atoms in a peptide. This can be done by constructing an extra set of theoretical peptides with the required number of sulphur atoms and applying the model in eq 11 to them.
It should be noted that the developed model was validated with a set of human serum peptides. However, the construction of the theoretical peptides was done with a variant of Senko's Averagine, which was derived from the PIR protein database by using the statistical occurrences of all the amino acids. This implies that Averagine is a valid approximation for an average amino acid of all species. Therefore, the method proposed in our paper should be applicable not only to human serum peptides but also to other peptides. One could ask the question, however, whether the method could be improved by calculating an organism-specific (e.g., human) average amino acid using a subset of proteins from, e.g., the PIR protein database. In this respect, it is worth noting that by using the available set of 2154 peptides we found the following observed average amino acid: The only discrepancy between eq 14 and Senko's Averagine (eq 1) lies in the relative average number of sulphur atoms, which is possibly related to the in vivo protein processing. Therefore, it is our conjecture that calculating an organism-specific average amino acid may not necessarily offer much improvement to the developed approach.
In principle, one might consider extending this method so that it can be used to detect other types of modifications of a peptide, e.g., phosphorylation, or a family of glycoproteins. However, this is only possible if the modification has a substantial effect on the isotopic distribution to discern it from an unmodified peptide.
