Abstract -This paper presents a neural network with variable parameters. These variable parameters adapt to the changes of the input environment, and tackle different input data sets in a large domain. Each input data set is effectively handled by its corresponding set of network parameters. Thus, the proposed neural network exhibits a better learning and generalization ability than a traditional one. An improved genetic algorithm [1] is proposed to train the network parameters. An application example on hand-written pattern recognition will be presented to verify and illustrate the improvement.
I. INTRODUCTION It is well known that a neural network can approximate any smooth and continuous nonlinear functions in a compact domain to an arbitrary accuracy [7] [8] . The 3-layer feedforward neural networks have been successfully applied in wide range of applications such as system modeling and control, prediction [2] , recognition [3] , etc. Thanks to its specific structure, a neural network can be used to realize a learning process [5, [8] [9] , which consists of two steps: designing a network structure and choosing an algorithm for the learning process. The structure of the neural network governs the non-linearity of the modelled function. The learning algorithm is used to provide a rule to optimize the weight' values within the training period. A typical neural network structure offers a fixed set of weights after the leaming process. This single set of weights is used to model all input data sets. However, a fixed set of weights may not be enough to learn the data sets if the data sets are distributed in a vast domain separately and/or the number of network parameters is too small.
One of the important issues for a neural network is the learning or training process. The learning process aids to find a set of optimal network parameters. The gradient rules [7] [8] , such as the MRI, MRII, MRIII rules and the backpropagation techniques, adjust the network parameters based on the gradient information to reduce the mean square error over all input patterns. However, the derivative information of the optimized function is necessary (the error fumction is thus required to be continuous and differentiable), and the learning process is easily trapped in a local optima, especially for multimodal problems. The learning rules are also network-structure dependent. Some global search algorithms such as Tabu search [5] , simulated annealing [5] and genetic algorithm [5] [6] were proposed. Unlike the gradient descent based algorithms, these search algorithms are less likely to be trapped in a local optima and do not need a differentiable or even continuous error function. Thus, these search algorithms are more suitable for searching in a large, complex, non-differentiable and multimodal domain [10] .
Genetic algorithm (GA) is a directed random search technique [4] [5] [6] that is widely applied in optimisation problems. It is especially useful for complex optimisation problems when the number of parameters is large and the analytical solutions are difficult to obtain. GA can help find out the optimal solution globally over a domain. It has been applied in different areas such as fuzzy control, path planning, greenhouse climate control, modelling and classification, etc.
In this paper, a variable-parameter neural network tuned by an improved GA is proposed [1] . It consists of two units, namely the rule-base (RB) neural network and the dataprocessing (DP) neural network as shown in Fig. 1 . The RB neural network stores some rules governing how the DP neural network handles the input data. By using this proposed neural network, some cases that cannot be handled by the traditional neural networks with a limited number of parameters can now be tackled. To illustrate this point, a figure with two sets of data Sl and S2 separated in a far distance as shown in Fig. 2 is used. In general, there can be a lot of data sets separated in far distances within a large domain. If we solve this problem using a traditional neural network, the weights of the neural network are trained to minimise the error between the network output and the desired value in a mapping problem. However, for a limited number of parameters, the network may only model the data set S instead as shown in Fig. 1 . In order to alleviate this problem, the architecture of the neural network shown in Fig.  1 is proposed in this paper. Referring to Fig. 1 , when the input data belongs to SI, the RB neural network will follow rule set 1 to drive the DP neural network to handle the Sl data. Similarly, when the input data belongs to S2, the rules corresponding to S2 will be employed to drive the DP neural [1] , which has good performance in multimodal problems, can be employed to train the parameters of the proposed neural network. This paper is organized as follows. The variable parameter neural network will be presented in section II. Training the variable parameter neural network using the improved GA will be presented in section III. Application examples will be given in section IV to illustrate the applicability of the proposed approach. A conclusion will be drawn in section V.
II. VARIABLE PARAMETER NEURAL NETWORK
The proposed 3-layer, fully-connected feed-forward variable-parameter neural network is shown in Fig. 3 . Comparing with the traditional 3-layer feed-forward fullyconnected neural network [7] , the main differences are the variable-parameter hidden and output nodes. In the proposed network, the parameters of the activation functions vary according to some intermediate signals of the proposed network. Consequently, the proposed network can be made adaptive to the contingent changes of the environment. The learning and generalization abilities of the network are thus enhanced.
Referring to Fig. 3, x(t) = (t) x2 (t) ... xn (t)]
denotes the input vector, ni, denotes the number of input nodes; t denotes the current number of input vector, which is a non-zero integer; wI, , j = 1, 2, ..., nh, i = 1, 2, ..., Inin, denote the connection weights between the input layer and the hidden layer; nh denotes the number of hidden nodes; 2 1 k= 1, 2, ..., not,, j = 1, 2, ..., nh, denote the connection weights between the hidden layer and the output layer; n011, denotes the number of output nodes. ml. rJ, 2and r' are parameters related to a proposed activation function of the hidden and output nodes, tf(). The details of the proposed network will be presented as follows.
A. Proposed Hidden Node and Output Node
Fig. 4 shows the details of the hidden and output nodes with the proposed activation function employed in the them.
In this figure, z,(t) to z,(t) denote the input of the node; w, to w,, denote the connection weights; m and r denote the intermediate connection weights. The output of the summation block,f5(t), is given by,
The output of the node can be written as,
where the activation function is to evaluate the fitness of the input and is defined as, (3) 
It can be seen from (3) (7) denotes the output of the j-th hidden node. In the proposed neural network, the values of the parameters wmI, 2 1 Wk1 , Win1 rj, mk and rk will be trained by the improved GA [1] .
After training, the values of these parameters will be fixed during the operation. The total number of tunable parameters of the proposed neural networks is (ni,, + n011, + 2)nh + 2n0t,.
III. LEARNING WITH IMPROVED GENETIC ALGORITHM (1) An improved GA [1] will be employed to obtain the optimal parameters of the proposed neural network. The crossover and mutation operations of the improved GA are modified. To realize the modified genetic operations, the (2) offspring spreads over the domain so that a higher chance of reaching the global optimum can be obtained. (9) and (10) that a largerfitness implies a smaller MSE err.
IV. APPLICATION EXAMPLE AND RESULTS
In this example, a pattern recognition problem is given to illustrate the learning and generalization abilities of the proposed neural network in a classification problem with a large number of input data sets. The proposed network is used to recognize hand-written graffiti. In this example, the digits 0 to 9 and three (control) characters (backspace, carriage return and space) are recognized by the modified neural network. These graffiti are shown in Fig. 5 . A point of each graffiti is characterized by a number based on the x-y coordinates on a writing area. The size of the writing area is x, by Yma. The bottom left corner is set as (0, 0). Ten uniformly sampled points of the graffiti are taken as the inputs of the interpreter. The points are taken in the following way. First, the input graffiti is divided into 9 uniformly distanced segments characterized by 10 points, including the start and the end points. Each point is labelled as (xi, y,), i = 1, 2, ..., 10. The first 5 points, (Xb, yi), i = 1, 3, 5, 7 and 9, taken alternatively are converted to 5 numbers pi respectively by using the formula pi = xix, .+ yi. The other 5 points, (xi, y,), i = 2, 4, 6, 8 and 10, are converted to 5 numbers respectively by using the formula pi = Yyma+ Xi. These ten numbers, zi, i = 1, 2, ... , 10, will be used as the inputs of proposed graffiti recognizer. The graffiti recognizer consisting of 5 modified neural networks as shown in Fig. 6 is proposed to perform the graffiti recognition. In this figure, the inputs are defined as follows,
Xt=IZ(t)l(1 where i(t) = [l(t) x2(t) ... 10(t)] denotes the normalized input vectors of the proposed graffiti recognizer; z(t) = [z (t) z2(t) .. zjo(t)] denotes the ten points in
the writing area; 1-|| denotes the 12 vector norm. Referring to Fig. 6 , the function of the graffiti class selector is to divide the input graffiti classes into 4 sub-classes. In this example (Fig. 5) , the graffiti "O(a)", "O(b)", "1" and "2" are arbitrarily assigned to class 1; the graffiti "3", "4", "5(a)" and "5(b)" are assigned arbitrarily to class 2; the graffiti "6", "7", "8(a)" and "8(b)" are assigned arbitrarily to class 3; the graffiti "9", "backspace", "carriage return" and "space" are assigned arbitrarily to class 4. To train the neural network of the graffiti class selector, a set of training pattern governing the input-output relationship will be employed. 1600 training patterns (100 patterns for each graffiti) will be used in this example. The training patterns consist of the input vectors and its corresponding expected output. The input-output relationship of the training patterns is defined such that the output yi (t) =1 and others are zero when the input vector belongs to class i, i = 1, 2, 3, 4. The fitness function is given by (9) (15) The actual recognized class of the input pattern is indicated by the maximum output of the sub-class recognizer activated by the graffiti-class selector. For instance, the maximum output of the graffiti class selector is from y,(t). Then, the first sub-class recognizer will be employed to classify the input pattern. If y' (t) has the maximum output value, it can be concluded that the possible input pattern is "O(b)".
For comparison purpose, traditional 3-layer fully connected feed-forward neural networks [7] trained by the improved GA [1] are also used to replace the proposed networks in this example. For all cases, the initial values of the parameters of the neural network are randomly generated. The number of iteration to train the neural networks is 100000 for the graffiti class selector and 10000 for sub-class recognizer in both approaches. For the improved GA, the probability of acceptance ( Pa ) is set at 0.1 for both networks. The probability of mutation (Pm ), the weight of crossover ( w ), the parameters of wT and wf of the improved GA are 0.01, 0.5, 0.5 and 0.5 respectively for both networks. The population size is 10. All the results are the averaged ones out of 1O runs. The simulation results of both the approaches with different numbers of hidden nodes (numbers of parameters) are tabulated in Table I . For a large number of training sets, it can be seen from Table I that the graffiti-class selector implemented by the proposed approach outperforms that of the traditional approach in terms of training and testing fitness values. For a small number of training sets, it can also be seen from Table I 
V. CONCLUSION
A variable parameter neural network has been proposed in this paper. The parameters of the proposed neural network are trained by the improved GA. Thanks to the variable parameters, the learning and generalization abilities of the proposed network have been increased. An application example on pattern recognition has been given to illustrate the merits of the proposed approach. 
