In an economy where agents hold money, the short interest rate determines the trade-off between money holdings and consumption. Building on this idea, we develop a theoretical model that shows the transmission mechanism through which the short rate finds its way to stock-return predictability regressions.
Introduction
The idea that stock market returns are predicable using valuation ratios dates back at least to the beginning of the 20th century where Dow (1920) and Graham & Dodd (1934) suggested that high ratios of stock prices to dividends indicate expectations of low future returns. During the last couple of decades, the hypothesis that market returns are predictable by aggregate valuation ratios has been the subject of a large research agenda, initiated by the seminal work of Fama & French (1988 , 1989 and Campbell & Shiller (1988a , 1988b . Their results from univariate regressions of returns and long-horizon returns on dividend-based and earnings-based valuation ratios attracted, and still attracts, much attention. In addition, univariate regressions of returns on the dividend yield have made their way into the intertemporal asset allocation literature (see, for instance, Campbell & Viceira, 1999 and Barberis, 2000) .
Recently, evidence has emerged that univariate regressions of returns on dividendbased valuation ratios do not capture the larger share of time variation in expected returns when the sample includes the late 90's. This has lead to the development of alternative predictors, like the consumption to wealth ratio d cay suggested by Lettau and Ludvigson (2001) or the price to output ratio py suggested recently by Rangvid (2006) . 1 These variables are successful at predicting aggregate market returns and/or excess returns, even when the late 90's are included in the sample.
A second strand in the literature has suggested that univariate return-predicting regressions using the dividend yield suffer from an omitted variable bias and therefore conduct bivariate predictive regressions that include a second predictor variable in addition to the dividend yield. Menzly et al. (2004) , for example, argue that the share price-consumption ratio should be added to an otherwise univariate regression of returns on the dividend yield. They find that the dividend yield has some predictive ability for the return on the market portfolio in a univariate regression while adding the share price-consumption ratio does not improve this ability. However, in pooled regressions, the R 2 from their bivari-1 These are just two examples of new predictor variables. Other new variables not based on cointegration estimations are the labor income-consumption ratio of Santos & Veronesi (2006) , the cross-sectional beta premium (Polk, Thompson & Vuolteenaho, 2006) , the total payout yield (Boudoukh, Michaely, Richardson & Roberts, 2007) , and the non-housing expenditure share of Piazzesi, Schneider & Tuzel (2006) , whereas new predictors based on cointegration include the cdy-ratio of Lettau & Ludvigson (2005) and the housingcollateral ratio of Lustig & Van Nieuwerburgh (2005) .
ate regressions turns out to be higher than the one from the univariate dividend-yield regression. 2 Santos and Veronesi (2006) suggest to augment the standard dividend yield univariate regression by the labor income to consumption ratio. Their empirical findings are remarkable: while the dividend yield show some predictive ability only at short horizons (1 year), it turns out to be significant at horizons as long as 4 years when combined with the labor income to consumption ratio. 3 Finally, Ang and Bekaert (2006) suggest to augment the standard univariate regressions with the short-term nominal interest rate.
Their findings belong among the more pessimistic ones in this strand of the literature:
using quarterly 1935-2001 data, they find that the dividend yield at best predicts at short horizons in an univariate setting, and this predictability disappears in a bivariate setting. 4 One reason why Ang & Bekaert (2006) conclude that returns are more difficult to predict than previously believed, is due to their systematic use of Hodrick's (1992) t-statistics. Ang & Bekaert (2006) conclude that:
"...At long horizons, excess return predictability by the dividend yield is not statistically significant, not robust across countries, and not robust across different sample period.
In this sense, the predictability that has been the focus of most recent finance research is simply not there."
One feature that is common to many models in the return-predictability literature is that they are (i) models of real economies, i.e. economies that disregard the role of money, or (ii) include nominal features only indirectly, i.e. without explicitly modelling the nominal part of the economy. Given this observation, our objective of this paper is the following: We will (i) study whether explicitly accounting for the existence of money in an otherwise standard asset-pricing framework changes the way predictive regressions should be run, and (ii) investigate empirically whether allowing money to play a role in predictive regressions affects the estimates from predictive regressions.
In essence, our overall finding, as we elaborate on below, is that one should add the interest rate to a valuation ratio in a predictive regression, and that doing so affects significantly the empirical results regarding stock-return and excess-return predictability.
Given that we find that one should combine a valuation ratio with a short interest rate, 2 See their Table 5 , panel A and B, page 31.
3 See their Table 2 , panel A, the 1948-2001 sample. These findings are obtained even when the Hodrick (1992) t-statistics are used, as suggested by Ang and Bekaert (2006) . 4 See their Table 2 , panel A, page 40.
our paper is closely related to the paper by Ang & Bekaert (2006) . Compared to Ang and Bekaert (2006) (AB hereafter), we make the following contributions. First, we provide an equilibrium foundation for the bivariate predictive regression suggested by AB. AB provide a present value model that justify the augmentation of standard univariate regressions by the short rate. They do so by assuming a priori that the short rate is a state variable in the Economy. As an alternative, we build an equilibrium model of a monetary economy and show that the presence of the short rate is tantamount of the impact of monetary policy on the predictability of asset returns/excess returns. We build this model in order to enhance our understanding of the transmission mechanism through which the short rate find its way to the predictive regressions. In particular, if the short interest rate does not influence future expected returns, the implication is that monetary policy does not influence systematically future movements in stock prices. In this way, our results have practical implications for the effects of monetary policy as well.
The second contribution of our paper is to empirically investigate the main implications of our model, thereby shedding additional light on, and perhaps even reverse some of, the findings of AB. One key element in AB is their systematic use of Hodrick (1992) t-statistics to correct for the well known bias in long-horizon predictability regressions. We, all the way through our empirical investigations, follow this suggestion. More importantly, we follow the strand of the recent return-predictability literature that deal with the potential (non) stationarity of the regressors. For instance, Lettau and Van Nieuwerburgh (2006) claim that "standard econometric techniques that assume that the regressor is stationary will lead to biased estimates and incorrect inference." As is well-known, both interest rates and dividend yields are very persistent regressors -so persistent that it is often difficult to distinguish them from being empirically non-stationary time series. In our empirical approach we thus differ from the one of AB in that we deal explicitly with the potential non-stationarity of the regressors. We proceed as follows: we build a stationary linear combination of our original three variables (share prices, dividends, and the interest rate).
The way we build this new predictor is simply by using the residual of an estimate of a cointegration relationship between the share price, the dividend, and the short rate series. The residual, which we denote d pdR, is then used as the predictor in our univariate predictive regressions. Our procedure is thus naturally related to other approaches that use estimated cointegration relations to predict returns, such as the d cay ratio of Lettau and Ludvigson (2001) , the d cdy-ratio of Lettau & Ludvigson (2005) , and the housing-collateral ratio of Lustig & Nieuwerburgh (2005 Ang & Bekaert (2006) that the price-dividend ratio generally is not significant on its own (when judged by Hodrick t-statistics), and particularly not at long horizons, but that adding the short interest rate provides some evidence for predictability, though mainly on the shorter horizons. On the other hand, we also report that the d pdR-ratio is strongly significant at all horizons (also when judged by Hodrick tstatistics). Given that the exact same variables (the share price index, the dividend series, and the short interest rate) enter the different regressions, the only difference between our results and those of Ang & Bekaert is that AB regress excess returns on the pd-ratio and the short interest rate in a bivariate framework, whereas we combine the three variables in a cointegration framework, thereby making sure that the combination is stationary.
Our empirical findings so far are more in favor of return predictability than are the ones of AB. Yet, our theoretical model suggests an additional investigation that is worth performing. We show theoretically that in a monetary production economy, an additional scaling variable will be the aggregate output in the economy. We thus investigate predictive regressions using the py-ratio suggested by Rangvid (2006) We should make clear that -of course -we do not claim that we are the first to use the interest rate in a return-predicting regression. Indeed, initial evidence that expected returns carry a predictable component that can also be captured by the short interest rate, by interest rate spreads between government bonds of different maturities and corporate bonds of different quality, or by the relative interest rate was provided by Fama & Schwert (1977) , Campbell (1987 Campbell ( , 1991 , Keim & Stambaugh (1986) , and Fama & French (1989) .
In addition, Ang & Bekaert (2006) , as mentioned, use the interest rate together with the dividend yield to capture future returns and find that the early evidence does not "survive" never econometric adjustments, at least when it comes to long-horizon return predictability. The point we would like to draw attention to in this paper is that the interest rate should naturally matter together with a valuation ratio (a linear combination of share prices and dividends) in a monetary economy. In addition, we find that taking this point into account improves the fit of stock returns and excess returns considerably, and also at long horizons, if the predictive regressions are run as univariate regressions of returns on the deviations from a linear cointegration relation between share prices, dividends, and the short interest rate.
Finally, we should mention that we in this paper relate the return-predictability literature to the growing literature on monetary policy/Taylor rules and asset pricing; see for instance Ang, Dong, & Piazzesi (2005) , Cochrane & Piazzesi (2005) , and Piazzesi (2005) . 5 The remainder of the paper proceeds as follows: In the next section, we show why the interest rate together with a valuation ratio should capture future movements in 5 As we study the relation between the short interest rate (and thereby monetary policy) and returns, our paper is also related to the literature that examines the effects on returns from monetary policy shocks, see, for instance, Goto & Valkanov (2002) , noticing at the same time, though, that we differ from this literature by examining the impact of the interest rate itself, instead of trying to back out the shocks to monetary policy. Our paper is also related to Patelis (1997) who, too, examines whether monetary policy adds to the forecastability of returns that standard predictor variables contain. His approach and motivation differ considerably from ours, though.
expected returns. In Section 3, we describe the data we use, and Section 4 contains summary statistics. Our empirical analysis is contained in Sections 5 and 6. In Section 5, we describe the construction of the cointegration residuals, and Section 6 contains the empirical evidence on predictability. Section 7 concludes. In the appendix, we provide a complete general equilibrium model that underpins our theoretical ideas.
Predictive Regressions in A Monetary Economy
Campbell and Shiller (1988b) use a simple present value model to show that the pricedividend ratio is related to expected future discount rates and dividends. As a consequence, the price-dividend ratio is susceptible to predict future returns/excess returns and/or future dividend growth rates. Assuming that the discount rate can be written as a function of dividend growth and the risk-free rate, Ang and Bekaert (2006) show that the dividend yield is a non-linear function of dividend growth, excess returns, and the risk-free rate. Based on this finding, they show that predictive regressions should include not only the standard dividend yield (or price-dividend ratio), but also be augmented by the risk-free rate.
Our objective in this section is to obtain endogenously and based on equilibrium considerations, this finding of Ang and Bekaert (2006) . In addition to providing sound foundations for the need to augment predictive regressions using financial ratios by the nominal rate, our approach will highlight the transmission mechanism through which risk free rates find their way to predictive regressions. We show the basic mechanisms of our approach in this section; In the appendix, we provide a complete continuous-time equilibrium model.
Following Campbell and Shiller (1988b) and Ang and Bekaert (2006) , recall that in an arbitrage-free economy, there exists a pricing kernel such that the price of any asset at time t can be written as:
where π is the real pricing kernel, p the asset's real price, and d the asset's dividend.
Our starting point is an observation that the left-hand-side of (1) reveals that the stock price scaled by the pricing kernel is related to future discount rates (remember here that π t+1 /π t corresponds to the usual stochastic discount factor) and dividends, and therefore is a natural candidate for predicting both future expected dividends and discount rates.
Using textbook algebra one can go from (1) to a predictive regression. 6 First, rewrite
(1) in the following form:
Manipulating (2) and remembering that
, where R f,t+1 is the riskfree rate, yields:
Denoting the asset's gross real return by
can be turned into:
Following Avramov (2004) , one can write the predictive regression implied by the general pricing model (4) as
under the standard assumption in the empirical return-predictability literature that the coefficients entering the return-predicting regressions are constant, and the regression is augmented with a regression residual t+1 the mean of which zero. The important implication to notice from (5), which is also our first preliminary finding, is that the asset's price scaled by the pricing kernel is a natural and general candidate for predicting an asset's returns/excess returns: If stock prices today scaled by today's pricing kernel increases (π t p t increases), excess returns are expected to fall if β > 0. It is worth noting that the derivation of (5) is a slight generalization of Avramov (2004) in that (i) it is valid for the aggregate market as well as for individual stocks and (ii) we need not assume a priori any factorial representation of the pricing kernel nor an AR(1) process for the predictor.
One difficulty in implementing the idea that the natural scaling variable is the pricing kernel is that this variable is not observable. Nevertheless, one can show that some of the scaling variables that have been used to predict returns in the empirical literature are particular specifications of the left hand side of (1). Consider for instance the setting of a representative investor that has been extensively used in the empirical asset-pricing 6 See Cochrane (2001) , Chapter 1.
literature. The utility function of such an investor is U (c) = P T t=0 β t u (c t ) and the firstorder condition to the investor's problem is:
with Eq. (1), rewritten here for convenience,
one sees that:
i.e. in this setting where the agent follows the optimal investment policy of equating marginal utility from giving up one unit of consumption in the current period t (in order to invest the proceeds on the financial market) with the discounted expected marginal utility gain next period t +1, the pricing kernel equals the marginal utility of consumption of the representative investor.
If it is assumed that the investor has a time-separable power utility function defined
, where γ is the parameter of relative risk aversion, one gets in this case:
and the price scaled by the pricing kernel takes the form:
We thus illustrate in an alternative and simple way the finding of Menzly et al. (2004) that the price to consumption ratio is relevant for excess returns predictions. 7 In a pure exchange economy with a perishable good and a financial market, total consumption equals total endowment at equilibrium, and therefore total consumption is equal to total 7 As mentioned in the introduction, Menzly et al. show that standard predictive regressions using a financial ratio like the price-dividend ratio should be augmented by the price to consumption ratio. dividends (which yields the classical price to dividend ratio) or to output which yields the py (price to output) ratio recently introduced by Rangvid (2006) .
One common feature of the price-dividend ratio, the price-consumption ratio, and the price-output ratio is that some theoretical support can be given to these variables to the extend that the Representative agent derives utility from consumption only. Consider now a representative agent in a monetary economy who, as is standard (see, e.g., Walsh, 2003) , is assumed to obtain utility from his holdings of money, i.e. the money-in-theutility-function (MIUF) approach. 8 Assume for simplicity that the utility function has
where m are holdings of real balances and φ is the weight on consumption in the agent's utility function. 9 It turns out that the marginal utility of consumption (the pricing kernel) will be: π t = φc
One can substitute for the holdings of real balances m by using the fundamental relation of monetary economies:
where U m is the marginal utility of the representative investor from holding real balances and U c is the marginal utility of consumption. Relation (8) states that, in equilibrium, the rate of substitution between real balances and consumption is equal to the opportunity cost of holding real balances. This cost is R f,t , the nominal short term interest rate (the risk free rate of Ang and Bekaert, 2006) . Using (8) and the utility function specification given above, one obtains:
and therefore the pricing kernel becomes:
Multiplying with p t on both sides and taking the log yields:
8 We choose the MIUF approach because of its generality. In particular, since Feenstra (1986) , it has been known that transaction-cost models and shopping-time models can be rewritten as MIUF models.
In addition, Cash-in-Advance models are extreme versions of transaction-cost models, i.e. also this type of model can be mapped into the general MIUF approach.
9 There is a discussion in the recent monetary-economics literature on the exact timing of the money balances that enter the utility function (Carlstrom & Fuerst, 2001 ). Here we assume that the money that yield utility are those held before the agent visits the goods market, as this is the assumption that can be given microeconomic foundations.
where
Since consumption is equal either to aggregate dividend or aggregate output at the equilibrium of an exchange economy (for example), the predictors turn out to be:
or
The predictors given by (11), (12), or (13) reduce to the standard valuation ratios when φ = 1, i.e., in a real economy: (11) becomes the price-consumption ratio used by Santos et al. (2004) , (12) becomes the standard price-dividend ratio, and (13) becomes the price-output ratio of Rangvid (2006) .
To sum this up: if one considers an economy where agents hold money, one will necessarily end up with a predictor which is a combination of a standard valuation ratio (with a weight to the scaling variable that equals 1 − γ) and the nominal spot rate.
Moreover, since the predictors have been expressed in real terms, the presence of the nominal rate and thus of nominal shocks means that the augmentation of the standard predictors by a nominal rate is a direct consequence of money non neutrality. We thus have elicited the transmission mechanism through which the nominal rate finds its way to the predictive regressions.
As mentioned, an additional implication of the previous results is that the nominal interest rate appears in predictive regressions when γ 6 = 1. A comment on this condition is warranted. First, this condition is reasonable according to most of the empirical literature dealing with asset pricing and the equity Premium Puzzle elicited by Mehra and Prescott (1985) . Moreover, in a production economy, one can show that even in the log utility case, the predictor will be driven by the nominal rate. We provide in the appendix a simple example of such a production economy where the real pricing kernel is driven by the nominal rate even under the assumption of log utility. In this setting, we show that for the logarithmic case, one has:
and therefore the presence of R is general, and, in particular, also in a monetary production economy even if γ = 1.
The result for the log utility case implies that money non neutrality is a standing feature of the frictionless economy we built and does not lean on non separability in the utility function as may seem to be the case from the previous analysis. The intuition for this stems from simple portfolio allocation reasoning. Given the fact that money is a risky asset in real terms (the risk is inflation risk), the allocation of the investor's wealth between equities and real balances will be affected by the risk-return trade off provided by the traded assets, and money in particular. As a consequence, aggregate wealth dynamics, and thus aggregate consumption and finally the pricing kernel, will be affected by monetary factors through the inflation risk inherent in real money balances. Therefore, inflation uncertainty leads to money non-neutrality. In addition, because monetary policy affects the short interest rate, our model provides a way to understand how monetary policy affects expected returns.
Finally, another implication of (14) is that the most suitable scaling variable is output rather than consumption or dividends. The reason for this is that when consumption is used as the scaling variable, one abstracts from aggregate investment in the Economy.
However, it is reasonable to expect investments to have a non negligible impact on stock prices. Aggregate output which includes aggregate investments can therefore be believed to be more suitable as a scaling variable.
All in all, the points to take home from this section is that there is a natural link between predictability and asset pricing models since the pricing kernel is a natural scaling variable. Moreover, the presence of the short interest rates in the predictive regressions emerges endogenously in monetary economies. We turn now to our empirical investigation.
Data
We estimate the model using U.S. annual data and quarterly data. Our main empirical variables are: the stock price index (P ), a dividend series (D), a GDP series (Y ), and a short interest rate (R). We download the GDP series from the Bureau We study variation in expected returns from the stock market and variation in expected excess returns. The continuously compounded annual stock return (capital gain plus dividend yield) is calculated as r t = ln [(P t + D t−1 )/P t−1 ] where P t is the share price in January in a particular year, P t−1 the share price of January last year, and D t−1 the dividends paid out throughout the last year (the quarterly returns are calculated in similar fashions, using quarterly observations). The log excess return is calculated as
where R t−1 is the interest rate of January last year.
Given that stock returns are nominal and the risk-free rate is nominal, the excess returns are approximately real.
Summary statistics
We show summary statistics in Table 1 . In Panel A, we show summary statistics for the annual data and in Panel B for the quarterly data. In the first three rows of each panel, we show the relevant statistics for the excess returns series, the stock return series, and the interest rate series. In the next two rows, the summary statistics for the pricedividend ratio (calculated as pd t = ln(P t ) − ln(D t−1 )) and the price-output ratio (py t = ln(P t ) − ln(Y t−1 )) are shown. In the last two rows, we show the statistics for the d pdR and d pyR variables (we describe the construction of these variables in the next section, but we show the statistics series already in Table 1 value of −2.874. The annual pd-ratio is not stationary, whereas the py-ratio is stationary at a ten percent significance level, as also shown in Rangvid (2006) . The quarterly pdand py-ratios are not stationary.
We describe the construction and summary statistic of the d pdR and d pyR-series in the following section.
Cointegration
Our theoretical model tells us that a linear relation between share prices, dividends/GDP, and the interest rate should capture movements in expected returns. Returns are stationary, as just shown in Table 1 . In order for the return-predicting regression to be balanced, the predictive variables must be stationary, too. Because of growth in the economy, GDP, dividends, and share prices increase stochastically over time (in real and nominal terms), though. Interest rates are also very persistent. Indeed, for the time periods we use, Thereby, we relate ourselves to the approach of Lettau & Ludvigson (2001 , 2005 and Lustig & Van Nieuwerburgh (2005) who also use estimated cointegration relations as predictor variables.
We follow Lettau & Ludvigson (2001 , 2005 and use the Stock-Watson (1993) Dynamic OLS estimation procedure to estimate the cointegration parameters. The Stock-Watson procedure adds leads and lags of first-order differences of the explanatory variables to the list of explanatory variables in levels, i.e. the estimated model takes the form:
where x t is either dividends or GDP. We first concentrate on the annual 1929-2005 sample.
We set l = 4. The results from the estimation of the cointegration parameters are: 
when using GDP, where the numbers in parentheses below the coefficient estimates are t-statistics calculated using standard errors adjusted for long-run variance, as described in Stock-Watson (1993) . It is interesting that the long-run response of the SP500 to a one percent increase in the interest rate is estimated to be around minus 8% in both estimations, i.e. the interest rate coefficient is robustly estimated whether GDP or dividends are used in the regressions. It is also interesting that the coefficient to GDP is very close to 11 Notice that we are not alone to argue that interest rates can be non-stationary during the available empirical sample periods that we have at our disposal. For instance, Campbell (1991) and Hodrick (1992) argue for the use of the, per construction, stationary relative interest rate (the current interest rate minus its backward moving interest rate) in predictive regressions. We examine the predictive power of the relative interest rate in Section 6.1.3.
one, yielding further support to the assumption in Rangvid (2006) of a unit coefficient to GDP in the construction of the price-output ratio. On the other hand, the fact that the coefficient to dividends is different from one could partly explain why the price-dividend ratio is often found to be non-stationary (Table 1) .
It is interesting to notice that the long-run (cointegration) coefficient to the level of dividends is larger than one. This empirical regularity originally led Barsky & De Long (1993) to develop a model, describing the excess volatility puzzle, where investors must estimate a time-varying long-run dividend growth rate. Indeed, Barsky & De Long write in their motivation that a "long-run 1 percent increase in the levels of dividends is associated
with an approximately 1.5 percent increase in equity values" (Barsky & De Long, 1993, page 292) . We find estimates of the long-run response of share prices to dividends close to 1.5.
Given these estimates, our predictive variables are constructed as: the py-ratio).
Relation of cointegration parameters to underlying structural parameters
We have reported estimates of cointegration parameters. These can of course be related to the underlying structural parameters. Given, for instance, Eq. (12) that is repeated here for convenience,
and the estimates thereof
the relations between the estimates of the cointegration parameters and the underlying structural parameters are:
(1 − γ) = −1.468 ⇒ γ ≈ 2.5
and
In other words, we report estimates of a risk-aversion coefficient of approximately 2.5 and a weight to money in the utility function of approximately 5%.
13 With 236 quarterly observations, the critical values are −3.945, −3.363, and −3.064 at the one, five, and ten percent level of significance, respectively.
Two comments are important. First, these estimates are estimates of one particular utility specification (albeit a very standard specification). For this reason, we do not want to put too much emphasis on these estimates, as any other specification of the model and utility function will most likely give other estimates. In other words, putting too much emphasis on these estimates of the parameters of this specific utility function could draw away attention from the general point of our paper that the adding of an interest rate to a valuation ratio in a predicting regression is the natural outcome in a monetary economy and not conditioned on the use of our specific type of utility function. The second important comment to notice, on the other hand, is that the estimates of the structural parameters reported here are indeed very reasonable (almost surprisingly reasonable!).
A coefficient of relative risk-aversion around 2.5 is generally regarded as being plausible indeed in terms of individual agents' attitudes towards risk (see the papers on the equity premium puzzle, e.g., Mehra & Prescott, 1985 and surveys thereof in, e.g., Cochrane, 2006) . In addition, an estimate of φ ≈ 0.95 implies that the weight attached to money in the utility function is around 5 percent; a number that intuitively seems reasonable and which is also close to numbers reported in Holman (1998) , for instance. 14
Predictions of equity returns
We run predictive regressions of k periods cumulative continuously compounded excess returns on the d pdR-ratio or the d pyR ratio
with z t being either pd t , py t , d pdR t , or d pyR t . An advantage of using long-horizon returns is that the noise inherent in short-horizon returns is reduced relative to the low-frequency movements in returns, and slow-moving predictor variables such as those used here and elsewhere in the literature consequently often appear to capture the low-frequency movements of returns better at long horizons. A drawback of long-horizon regressions, however, is that the observations and residuals will be overlapping which affect the t-statistics and R 2 s in erroneous ways, in particular when the return-forecasting horizon is large relative to the sample size.
14 Holman (1998) estimates the parameters of different specifications of money-in-the-utility-function models and reports estimates of the weight to money to be between two and four percent dependent on the time period used in the estimations and the exact specifications of the utility function. Ang & Bekaert (2006) argue strongly that one should use Hodrick (1992) standard errors when testing for the significance of predictive variables in long-horizon regressions. 15 The Hodrick (1992) standard errors are calculated from the variance-covariance matrix
0 , where Z 0 = E(x t x 0 t ) with x t being the vector of explanatory variables, i.e. x 0 t = (1, z t ). The point in Hodrick (1992) is that S is created by summing x t x 0 t−j into the past, i.e. estimated as
! with e t+1 being the one-step ahead forecast error which will be serially uncorrelated under the null hypothesis of no predictability (e t+1 is estimated as the residuals from a regression of one-period excess returns on a constant). 16 Asymptotically, θ 0 = (α, κ) will be distributed as
R 2 s will also be erroneously affected by the overlapping observations. We thus also calculate the "Implied R 2 s" suggested by Hodrick (1992) . Hodrick (1992) proposes to use first-order vector autoregressive (VAR) models of the demeaned variables to calculate "Implied R 2 s" for long-horizon regressions. The point in calculating the implied R 2 s from VAR(1) models is that the observations and residuals of a first-order VAR-model are not overlapping. The first-order VAR-model is Z t+1 = AZ t + u t+1 , where A is the matrix of estimated coefficients and u t+1 contains the residuals of each equation of the VAR(1). The vector Z t of demeaned variables is here
model, the implied R 2 from the return equation is calculated as
15 "We find that both Hansen-Hodrick (1980) and Newey-West (1987) standard errors lead to severe overrejections of the null hypothesis of no predictability at long horizons, but that standard errors developed by Hodrick (1992) retain the correct size in small samples", page 2, Ang & Bekaert (2006) . 16 The Hansen & Hodrick (1980) and Newey-West (1987) standard errors use a S that is estimated as
(w t+k w 0 t+k ) and w t+k = u t+k xt. Under the null hypothesis, u t+k = (e t+1 + ... + e t+k ), i.e. the Hansen-Hodrick and Newey-West standard errors rely on the summation of e t+1 into the future, in contrast to the Hodrick (1992) for a horizon k, where W k is the variance of innovations to the sum of k consecutive Z t 's and e1 = [1, 0] 0 , such that e1 0 W k e1 is the innovation variance of the sum of k consecutive returns. V k is the variance of the sum of k consecutive Z t 's, such that the variance of the sum of k consecutive returns can be selected as e1 0 V k e1. The formulas for W k and V k can be found in Hodrick (1992) .
Results
In Table 2 the consequences of using Hodrick's t-statistics clear by comparing them with the non-adjusted basic OLS t-statistics and the Newey-West (1987) statistics that are often used in long-run return regressions.
Let's focus on the results using annual 1929-2005 data first. There are several points to take note of in Table 2 . Regarding the traditional pd-ratio, it is seen that inference based on traditional measures of significance (non-adjusted OLS t-statistics or Newey-West tstatistics) would lead one to conclude that excess returns are not forecastable on shorter horizons (K = 1), but well forecastable over longer horizons, with Newey-West statistics exceeding three for K = 4 and K = 5. This conclusion is like the much-cited Fama & French (1989) finding that the evidence of predictability builds up with the forecast horizon. Looking at the more reliable Hodrick t-statistics (according to Hodrick, 1992 and Bekaert, 2006) , however, the evidence of long-horizon predictability disappears, as also reported in Ang & Bekaert (2006) . In other words, we confirm the finding of Ang & Bekaert (2006) that excess returns are not forecastable with the pd-ratio when one uses Hodrick (1992) t-statistics. 17 We use K + 1 lags of C T (j), see footnote 16, when we calculate the Newey-West statistics.
This conclusion (that excess returns are not forecastable) is reversed when looking at the d pdR-ratio based regressions, though. Looking at non-overlapping annual excess returns (K = 1) first, the coefficient is estimated to be a negative −0.213, and is strongly significant no matter what particular t-statistic that is used. The R 2 s is considerably higher as well, compared to those of the regressions using the pd-ratio. Given that the average excess return is 6.52%, the fluctuations in the d pdR-ratio are thus economically important for the description of excess returns, too.
Consider next the results for cumulative long-horizon excess returns over two to six years (K = 2, 3, 4, 5, and 6). The basic non-adjusted OLS t-statistics are increasing with the horizon due to the overlapping residuals. The Newey-West (1987) brings down the t-statistics somewhat. The Hodrick (1992) adjustment brings down the t-statistics even more. For instance, for K = 6, the Hodrick t-statistic is −2.788 compared to its basic OLS value of −6.946 and its Newey-West value of −4.791. However, and this is a key point of this paper, even when using the Hodrick (1992) t-statistics advocated by Ang & Bekaert (2006) , the d pdR ratio is significant at the longer horizons. It is not more significant than at the shorter horizons (as emphasized in Boudoukh et al., 2006) , but it is significant. This finding is different from the one in Ang & Bekaert (2006) that the dividend yield augmented by the short interest rate is mainly significant for predictions of shorter-horizon excess returns. In contrast, we find that when using the cointegration residual d pdR that combines share prices with dividends and the short interest rate, there is clear evidence of predictability, also at longer horizons.
We show the R 2 s suggested by Hodrick (1992) in rows "Implied R 2 ". As can be seen, the implied R 2 s are not much different from the standard R 2 when using the pd-ratio as a predictor variable, whereas they are upward biased for large K when using the d pdR-ratio as a predictor variable.
6.1.1 Regressions using quarterly data. Panel B of Table 2 shows the results from regressions using quarterly data. The overall conclusions are much like those of Panel A:
Newey-West statistics would lead one to conclude that the pd-ratio is only marginally significantly when K = 1, but that the return predictability builds up with the horizon.
However, the Hodrick statistics bring down the significance of the regressors considerably, such that the pd-ratio is only marginally significant at longer horizons. Using the d pdRratio, on the other hand, excess returns are clearly predictable, also at longer horizons. Ang & Bekaert (2006) find that a bivariate regression including the dividend yield and the short interest rate predicts excess returns at short horizons but not at long horizons.
We find that the pdR-ratio predicts excess returns at long horizons, too. How come that we report different results than do Ang & Bekaert (2006) ?
There are two main differences between our empirical approach and that of Ang & Bekaert: (i) Ang & Bekaert do not incorporate specifically the cointegration relation between the dividend yield (or the pd-ratio) and the short interest rate that we do and
(ii) our data extend longer than that of Ang & Bekaert. In order to investigate which of these two potential explanations that cause our results, we show in Table 3 results from regressions using the pd-ratio (in Panel A), from bivariate regressions using the pdratio and the short interest rate (as in Ang & Bekaert, 2006) , and from regressions using The table confirms the main finding of Ang & Bekaert (2006) that the dividend yield is generally not significant on its own, and particularly not at long horizons, but that adding the short interest rate provides some evidence for predictability, though primarily on the shorter horizons. On the other hand, the d pdR-ratio is strongly significant at all horizons. Given that the exact same variables (the share price index, the dividend series, and the short interest rate) enter the regressions in both Panel B and Panel C, the only difference between the regressions in Panel B and Panel C is the way these variables are combined. In Panel B, they are combined by regressing excess returns on the pd-ratio and the short interest rate in a bivariate framework, i.e. without taking into account the potential cointegration relation between the three variables. In Panel C, on the other 18 We estimated the pdR-ratio for this shorter 1952:1-2001:4 period. Again, the coefficients involved in the creation of the pdR-ratio basically did not change (the coefficient to dividends was 1.367 and the coefficient to the interest rate was −7.773), i.e. the cointegration coefficients of the pdR-ratio are robustly estimated during different sample periods. The PP test statistic for a unit root was −3.001 over this shorter period which implies that the pdR-ratio is stationary at a level of significance close to ten percent (critical value: −3.070).
hand, the three variables (p, d, and R) are combined in a cointegration framework, making sure that the combination is stationary. The results in Table 3 thus make clear that the evidence of predictability is much enhanced if looking at cointegration residuals.
The d pyR-ratio. In a pure exchange economy, aggregate dividends will equal aggregate output (Lucas, 1978) . In particular, we showed that a linear combination of share prices, output, and the interest rate should predict returns; Eq. (13). Rangvid (2006) studies extensively the predictive performance of a share price-output ratio -here we look at the performance of the d pyR-ratio, our new ratio that augments the a linear combination of p and y with the interest rate in a cointegration framework. Table 4 Using the py-ratio on annual data, there is some weak evidence of short-horizon excessreturn predictability, but it disappears at longer horizons when judging significance by the Hodrick t-statistics. In contrast, the d pyR-ratio is a strong predictor of excess returns, also for longer-horizon cumulative excess returns. The cointegration residual d pyR also brings up the R 2 considerably compared to its value using the py-ratio. Using quarterly data, the results are similar: The py-ratio is not a convincing predictor of excess returns, whereas the d pyR is a strong predictor of excess returns. Rangvid (2006) finds that the py-ratio does not capture excess returns during the post-war period well, as just mentioned (in the previous section, we have extended on this results, though, and showed that the d pyR-ratio is a strong predictor of excess returns). On the other hand, Rangvid (2006) shows that the py-ratio is a strong predictor of stock returns no matter what sample period is used, and that the traditional pd-ratio is often not a convincing predictor of stock returns. To see whether the same holds true for the d pdR-ratio and the d pyR-ratio, stock returns are regressed on the d pdR t and the d pyR t ratios. The results are shown in Table 5 (to save space, we only show results for the annual 1929-2005 sample).
Stock returns.
The d pdR-ratio is significantly related to future stock returns, which the pd-ratio in itself often is not, as shown in Rangvid (2006) . In addition, the d pyR-ratio generally captures a higher fraction of the variation in stock-returns than does the d pdR-ratio; in particular, when K = 1 (where there are no overlapping observations), the R 2 using the d pdR-ratio is less than 10% whereas the R 2 using the d pyR-ratio is more than 20%.
In other words, the pd-ratio is not a very strong predictor of stock returns, as Rangvid (2006) documents. However, combining the pd-ratio with the short interest rate in a cointegration framework increases the fit of stock returns considerably, and the d pdR-ratio is strongly significant. Similarly, as shown in Table 4 , the py-ratio is not a very strong predictor of excess returns. However, combining the py-ratio with the short interest rate in a cointegration framework increases the fit of excess returns considerably, and the d pyR-ratio is strongly significant.
6.1.3 Comparing with cay and rrel. Lettau & Ludvigson (2001) show that a cointegration relation linking asset wealth, consumption, and labor income is a strong predictor of excess returns. Indeed, Lettau & Ludvigson (2001) show that d cay "outperforms" traditional forecasting variables such as the price-dividend ratio, the payout-ratio of Lamont (1998) , and the relative interest rate of Campbell (1991) . Given that the d cay ratio is also based on a cointegration framework, it is relevant to compare the results from regressions where returns are regressed on d cay with those where we use the d pyR-ratio and d pdR-ratio.
It is also interesting to compare the results with the relative interest rate that has been used extensively in the literature; see, for instance, Campbell (1991) , Hodrick (1992) , and Lettau & Ludvigson (2001) .
The updated data on d cay are quarterly data spanning the 1951:4-2005:4 period, i.e.
this is the period we focus on in this section. 19 We calculate the relative interest rate as the current interest rate minus its one-year backward moving average.
We present the results in Table 6 for quarterly non-overlapping excess returns. Given that non-overlapping (K = 1) returns are studied in Table 6 , it is not important whether Newey-West or Hodrick standard errors are used, as made clear in the previous tables (in the previous tables, t NW and t Hodrick were not much different when K = 1); we thus present results using the traditionally used Newey-West standard errors here. As can be seen, the three cointegration relations d pyR, d pdR, and d cay are strong predictors of excess returns, with, for this subsample, the d pdR-ratio being the one that captures the larger fraction of quarterly excess return variation (7.8%). Combining the d pdR-ratio with d cay in a multivariate regression, the R 2 is increased to around 9%, and both variables are significant at the 6% level. The important information to take home from Table 6 is that 19 The cay data are downloaded from http://pages.stern.nyu.edu/~mlettau/data/cay_q_05Q4.txt a cointegration relation combining share prices with dividends and the short interest rate captures an even larger fraction of the variation in excess returns than does the d cay-ratio.
We believe this is an important result.
If one looks at six years cumulative excess returns (results not shown in order to save space), one finds that the R 2 is 40.6% when using d pyR, 57.5% using d pdR, and 28.71% using d cay.
We also find that the relative interest rate is insignificantly related to future excess returns whether it is included in a univariate regression or in a multivariate regression.
Cash-flow predictability
The well-known linear approximation of returns that Campbell & Shiller (1988) derive, and that we use in Section 2, shows that the price-dividend ratio can be written as
where ∆ is the difference operator, and k = ln
The implication of the exposition in (16) is that fluctuations in the price-dividend relation is related to fluctuations in expected future returns and/or future dividend growth rates. Similarly, Rangvid (2006) shows that fluctuations in the py-ratio should be related to fluctuations in future returns and GDP growth rates. Rangvid (2006) also notices that returns r t+j+1 on the right-hand side of (16) is the sum of excess returns and the short interest rate, i.e. one can also relate fluctuations in the pd-ratio to fluctuations in future interest rates.
In the preceding part of this paper, we have investigated how the d pdR-and the d pyRratios are related to expected excess returns and stock returns. In this section, we cast light on the question of whether the ratios are related to future cash-flows (dividends or GDP) and/or future interest rates. We do so by running regressions similar to those of the previous sections.
Cochrane (2006) uses the empirical "stylized fact" that dividend growth is not predictable with price-dividend ratios to highlight the implication thereof that returns must then be predictable if the price-dividend ratio is not a constant. Table 7 shows results from investigations of cash-flow and interest rate predictability when using the d pdR-and the d pyR-ratios. We confirm that dividends are not predictable using the d pdR-ratio, which, viewed in the light of the arguments in Cochrane (2006) , reinforces the evidence of predictability of excess returns that the d pdR-ratio captures. 20 On the other hand, we find some evidence of dividend-growth predictability using the d pyR-ratio, but it disappears at longer horizons. Finally, we report that future changes in GDP and future interest rates are not predictable using the d pdR-and d pyR-ratios.
Conclusion
The main message of this paper is that the interest rate, through its function as the relative price of holding money, matters theoretically and empirically for asset-return predictability and asset pricing. While other approaches that aim at assessing the importance of money/inflation for asset prices are generally based on the premium for inflation hedge and/or the relationship between asset returns and monetary policy shocks, 21 our empirical investigation provides a simple, direct, and yet not less intuitive, way to assess the impact of the nominal interest rate (and thereby money and inflation) on asset returns.
We use our ideas to show why the interest rate should matter when predicting returns.
When we run our predictive regressions, we account explicitly for non-stationarity of the regressors we use, i.e. share prices, dividends, and the short rate. We show that the residual of a cointegration relation between potential predictors predicts better than does a multivariate regression involving these predictors.
The approach we suggest in this paper can be expanded in several directions: For instance, a natural extension would be to incorporate an explicit monetary policy rule, a
Taylor rule for example, into an otherwise standard general equilibrium model. This will allow an investigation of the relative impact of Central Banks' degree of conservatism, smoothing strategy, and so on, on the predictability of asset returns.
Moreover, the relationship between the asset return predictability literature and the asset pricing literature was made clear by Merton's intertemporal CAPM. When the opportunity set is driven by some state variables, these variables are relevant for the optimal portfolio allocation (through the intertemporal hedging components) and for asset pricing (since one then obtains the multi-beta representation of the Intertemporal CAPM). The 20 Cochrane (2001, chapter 20; presents further arguments on how to interpret excess return forecastability when cash-flow changes and interest rates are not predictable.
21 See Patelis (1997) and Barnes, Boyd & Smith (1999) .
asset return predictability literature helped identifying relevant state variables both for portfolio choice and asset pricing. In this paper, we show that an asset price scaled by an economic aggregate is equivalent to scaling with the pricing kernel, making the pricing kernel the crucial economic variable for strategic asset allocation, return predictability, and asset pricing. The pricing kernel used to scale asset prices has been derived within the framework of a general equilibrium model. One can well think of using the pricing kernel implicit in the cross section of asset prices at a given time. These assets may be stock prices, where one can use the standard factor representation of the pricing kernel and estimate it (see, for example, Dittmar, 2002) . One can also think of using a cross section of option prices to estimate an arbitrage free pricing kernel like in Engle and Rosenberg (2002) for example. It would be interesting to see the extend to which using these pricing kernels rather than one based on an equilibrium reasoning perform better or not than the combination of valuation ratios and the nominal interest rate.
Appendix A
In this appendix, we provide a complete derivation of the equilibrium of a monetary economy and show the transmission mechanism of monetary shocks to predictive regressions. We consider a monetary version of the standard continuous-time Lucas (1978) model provided by Cox, Ingersoll and Ross (1985) in which the price level is found endogenously. We assume that the representative investor obtains utility from holding real balances, as is standard in the literature. Bakshi and Chen (1996) and Basak and Gallemeyer (1999) considered a pure exchange economy where output is exogenous and Lioui and Poncet (2004) and Buraschi and Jiltsov (2005) considered a production economy. While in Bakshi and Chen (1996) , Basak and Gallemeyer (1999) , and Lioui and Poncet (2004) money has an opportunity cost which is equal to the nominal rate, as is standard in the macroeconomic literature, Buraschi and Jiltsov (2005) treat money as a standard consumption good and money non neutrality stems from frictions related to capital depreciation. Here, we follow the standard literature and consider a simple frictionless production economy where money is assumed to be injected into the economy through a lump-sum transfer, as opposed to assuming, for instance, a priori a particular fiscal policy that will yield money non neutrality (like in the production economy considered in Lioui and Poncet, 2004) . In addition, we assume that agents do not have access to a real risk-less asset.
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Physical and Financial Traded Assets. There is a single physical good that may be allocated to either consumption or investment. When variables are said to be expressed in real terms, it is understood that the implicit numeraire used is this physical good. The latter is produced by a technology, denoted by Q(t), and production over time through the technology is governed by the following stochastic differential equation:
where Z(t) is an N × 1 dimensional Wiener process in R N , X(t) is a N × 1 dimensional vector of state variables, µ Q (t, X (t)) is a bounded function of t and Y , and σ Q (t, X (t)) is a bounded N × 1 vector valued function of t and X. The Wiener process is defined on the usual complete probability space (Ω, F, P) where P is the reference probability/model. We impose the normalization Q(0) =
1.
The dynamics of the K state variables are determined by the following system of SDEs:
where µ X (t, X (t)) is a bounded K × 1 vector valued function of t and X and Σ X (t, X (t)) is a bounded K × N matrix valued function of t and X.
In addition to the technology, agents have access to a money market account which is in zero net supply. The nominal savings account is denominated in dollars and is riskless in nominal terms, and its instantaneous yield is the nominal interest rate R(t).
Lastly, the government issues money, and arbitrarily sets its nominal rate of return to zero.
On a priory grounds, money thus would be strictly dominated by the nominal savings account that yields R(t). However, since money helps reducing (implicit) transaction costs, money is desired for the liquidity services it provides. The money supply is exogenous to the model. The outstanding nominal quantity of money is not a state variable itself, but may be influenced by the state variables to which the government presumably reacts. To allow for this possible dependence, the dynamics of the money supply are expressed as:
where µ M (t, X (t)) is a bounded function of t and X and σ M (t, X (t)) is a bounded (N + K)
× 1 vector valued function of t and X. These two functions are policy parameters and thus are exogenous to the model. Consequently, the economic quantities to be derived endogenously will be functions of µ M (.) and σ M (.). Note however that the parameters of the production processes, µ Q (t, X (t)) and σ Q (t, X (t)), which depend on the state variables, do not depend directly on
The general price level, i.e. the money price of one unit of the consumption-investment good, P (t), is assumed to obey the following:
where µ P (.) and σ P (.), the latter an (N + K) × 1 vector valued function, are to be found endogenously as part of the solution to the equilibrium problem.
Finally, trading in the technology and the money market account takes place continuously in frictionless and arbitrage-free markets and at equilibrium prices only.
The Budget Constraint. Deleting the explicit time dependence of the variables, the budget constraint writes:
where α is the proportion of real wealth invested in the technology, λ is the proportion of real wealth invested in the nominal savings account and c is the consumption rate. The term m dP −1
reflects the cost of holding real balances, and dτ stands from the lump sum transfer made by the government. Since we restrict the role of the government only to transfer nominal changes of money stock, we have:
or else:
= m dP
Therefore the last (two) terms in (22) reflect simply changes in real balances that come from changes in the purchasing power of one currency unit and the lump sum transfer from the monetary authority.
We now turn to define the market equilibrium in such a setting.
The Equilibrium. A key feature in monetary economies is the justification of why agents hold real balances in equilibrium even when they yield a negative return or, alternatively, have a positive opportunity cost. Several directions have been followed in the literature, among others being search, cash in advance, and money in the utility function. While some equivalence results exit amongst the way money is introduced, the later is certainly the most widely used way to introduce money.
We assume that a representative individual exists who is infinitely lived with utility function over consumption flow and real balances holdings U (c(t), m(t)). She maximizes the expected utility of her intertemporal consumption c(t) and real money balances holdings m(t) under her budget constraint. The representative investor chooses her consumption and portfolio decisions that maximize:
where U is assumed to be a twice continuously differentiable, increasing and strictly concave utility function, E P t is the expectation operator conditional on current endowments and the state of the economy. Real balances determine nominal money demand by the investor. When maximizing (27), the representative investor limits her attention to admissible controls only.
Clearing conditions for an equilibrium, are: i) M = mP , i.e., nominal money demand is equal to money supply; ii) λ = 0, i.e., the money market clears;
iii) m = (1−α)w, i.e., wealth is allocated at equilibrium between real balances and investment.
Note that the last clearing condition is one of the particular features of the monetary economy relative to the real economy where the share of real investment in aggregate wealth is 1 (when there is no capital accumulation like in our setting).
Aggregate Consumption. We now proceed to find the equilibrium aggregate consumption in the economy.
Step 1: First order conditions Using the fact that the proportion of real wealth invested in the nominally riskless asset is such that λ = 1 − α− m/w, the wealth dynamics (22) can be rewritten as:
Substituting for (18) and (21) yields:
and where we has used the following dynamics for the lump sum transfers (the parameters of this dynamics will be given explicitly below):
The value function of the investor's optimization program writes:
Therefore the HJB for the value function V of the program writes:
The first order conditions thus writes:
For further use, note that combining (36) and (37) yields:
Step 2: The CRRA case
Assume the Representative agent utility function is such that:
where 0 ≤ φ ≤ 1 and γ > 0. The limiting case γ = 1 leads to the standard time additive and separable logarithmic utility function.
Then (39) becomes:
In addition, the value function writes:
for a suitable function g that one can characterize using the HJB equation. Therefore:
Finally,
which yields:
This is the transmission mechanism of monetary policy to the allocation between investment and consumption of output on one hand, and between real balances and equity on the other hand.
Notice that in the classical Cox, Ingersoll and Ross (1985) economy, α = 1.
Step 3: Aggregate Consumption
The output in the Economy is the sum of consumption and investment, and therefore:
Therefore:
The state variables in the economy that appears in h (R, y; γ) could be substituted for using R and y. Therefore, the only endogenous variables that are relevant for determining consumption are output and the nominal short rate.
The real pricing kernel. Since the pricing kernel is given by the marginal utility of consumption, it follows that:
and therefore, using (39), we have:
Substituting for (48) yields
where H(R, y) is such that:
The logarithmic case. Let's consider now the case γ = 1. It is well known that in this case, g(X) = 0. This result stems from the agent being myopic and therefore abstaining from intertemporal hedging of the changes in the opportunity set brought about by the state variables.
It turns out that: 
