The aim of the present work is the introduction of a viscosity type solution, called strongviscosity solution to distinguish it from the classical one, with the following peculiarities: it is a purely analytic object; it can be easily adapted to more general equations than classical partial differential equations. First, we introduce the notion of strong-viscosity solution for semilinear parabolic partial differential equations, defining it, in a few words, as the pointwise limit of classical solutions to perturbed semilinear parabolic partial differential equations; we compare it with the standard definition of viscosity solution. Afterwards, we extend the concept of strong-viscosity solution to the case of semilinear parabolic path-dependent partial differential equations, providing an existence and uniqueness result.
Introduction
As it is well-known, viscosity solutions represent a cornerstone in the theory of Partial Differential Equations (PDEs) and their range of application is enormous, see the user's guide [8] . Here, we just emphasize the important role they played in the study of semilinear parabolic partial differential equations. We also emphasize the role of Backward Stochastic Differential Equation (BSDEs), which constitute a probabilistic counterpart of viscosity solutions of semilinear parabolic partial differential equation, see the seminal paper [32] .
The aim of the present work is the definition of a variant of viscosity type solution, called strong-viscosity solution to distinguish it from the classical one. Compared to this latter, for several aspects it seems easier to handle and it can be easily adapted to a large class of equations.
In recent years, there has been a renewed interest in the study of generalized partial differential equations, motivated by the study of Markovian stochastic control problems with state variable living in an infinite dimensional space (see [11] ) or path-dependent problems, for example, stochastic control problems with delay, see [19] . The theory of backward stochastic differential equations is flexible enough to be extended to deal with both problems, see, e.g., [22] and [23] . From an analytic point of view, regarding infinite dimensional Markovian problems, there exists in general a corresponding partial differential equation in infinite dimension, and also the notion of viscosity solution has been extended to deal with this case, see [10] , [42] , and [19] . However, uniqueness for viscosity solutions revealed to be arduous to extend to the infinite dimensional setting and requires, in general, strong assumptions on the coefficients of the partial differential equation.
Concerning path-dependent problems, it is still not clear what should be the corresponding analytic characterization in terms of partial differential equations, whose probabilistic counterpart is represented by the backward stochastic differential equation. A possible solution to this problem is represented by the class of equations introduced in Chapter 9 of [12] within the framework of Banach space valued calculus, for which we refer also to [20] . Alternatively, [13] introduced the concept of Path-dependent Partial Differential Equation (PPDE), which could do the job. Even if it is still not completely definite in the literature what a path-dependent partial differential equation is (indeed, it mainly depends on the definition of functional derivatives adopted), the issue of providing a suitable definition of viscosity solution for path-dependent partial differential equations has already attracted a great interest, see for example [14, 15, 16, 35, 37, 43] , motivated by the fact that regular solutions to path-dependent PDEs in general exist only under strong assumptions, see Remark 3.8. We drive the attention in particular to the definition of viscosity solution to pathdependent PDEs provided by [14, 15, 16, 37] , where the classical minimum/maximum property, appearing in the standard definition of viscosity solution, is replaced with an optimal stopping problem under nonlinear expectation [17] . Notice that probability plays an essential role in this latter definition, which can, more properly, be interpreted as a probabilistic version of the standard definition of viscosity solution, rather than a purely analytic object; indeed, quite interestingly, the proof of the comparison principle turns out to be nearly a "translation" into probabilistic terms of the classical proof of the comparison principle, see [37] . We also emphasize that a similar notion of solution, called stochastic weak solution, has been introduced in the recent paper [30] in the context of variational inequalities for the Snell envelope associated to a non-Markovian continuous process X. Those authors also revisit functional Itô calculus, making use of stopping times. This approach seems very promising.
The paper is organized as follows. First, in Section 2, we develop the theory of strong-viscosity solutions in the finite dimensional Markovian case, applying it to semilinear parabolic partial differential equations. A strong-viscosity supersolution (resp. subsolution) is defined, in a few words, as the pointwise limit of classical supersolutions (resp. subsolutions) to perturbed semilinear parabolic PDEs. A generalized strong-viscosity solution is both a strong-viscosity supersolution and a strong-viscosity subsolution. This definition is more in the spirit of the standard definition of viscosity solution. We also introduce another definition, simply called strong-viscosity solution, which is defined as the pointwise limit of classical solutions to perturbed semilinear parabolic PDEs. We notice that the definition of strong-viscosity solution is similar in spirit to the vanishing viscosity method, which represents one of the primitive ideas leading to the conception of the modern definition of viscosity solution and justifies the term viscosity in the name, which is also justified by the fact that a strong-viscosity solution is not assumed to be differentiable. Our definition is likewise inspired by the notion of strong solution (which explains the presence of the term strong in the name), as defined for example in [2] , [24] , and [25] , even though strong solutions are in general required to be more regular than viscosity type solutions. Finally, we observe that the notion of strong-viscosity solution has also some similarities with the concept of good solution, which turned out to be equivalent to the definition of L p -viscosity solution for certain fully nonlinear partial differential equations, see, e.g., [3] , [9] , [28] , and [29] .
We prove in Section 2, Theorem 2.9, that every strong-viscosity supersolution (resp. subsolution) can be represented in terms of a supersolution (resp. subsolution) to a backward stochastic differential equation. This in turn implies that a comparison principle (Corollary 2.10) for strongviscosity sub and supersolutions holds and follows from the comparison theorem for backward stochastic differential equations. In particular, the proof of the comparison principle is probabilistic and easier to extend to different contexts than the corresponding proof for classical viscosity solutions, which is based on real analysis' tools as Ishii's lemma and the doubling of variables technique. We conclude Section 2 providing two existence results (Theorem 2.12 and Theorem 2.15) for strong-viscosity solutions under quite general assumptions.
In Section 3 we extend the notion of strong-viscosity solution to the case of semilinear parabolic path-dependent partial differential equations, leaving to future research other possible extensions, e.g., the case of partial differential equations in infinite dimension. For PPDEs, as already said, a viscosity type solution, meant as a purely analytic object, is still missing, so we try to fill the gap. As previously noticed, the concept of path-dependent partial differential equation is still not definite in the literature and, in the present paper, we adopt the setting developed in the companion paper [7] . However, we notice that, if we had worked with the definition of functional derivatives and path-dependent partial differential equation used, e.g., in [13, 5] , the same results would hold without any change, but for notational ones, see [7] for some insights on the link between these different settings. Let us explain the reasons why we adopt the definitions of [7] . First, in [7] the time and space variables (t, η) ∈ [0, T ] × C([−T, 0]) play two distinct roles; moreover the space variable η (i.e., the path) always represents the past trajectory of the process. This is in complete accordance with the literature on stochastic control problems with delay (see, e.g., [4] and [19] ), which is, for us, one of the main applications of path-dependent partial differential equations. On the contrary, in [5] the time and space variables are strictly related to each other; moreover, the path represents the entire trajectory (past, present, and future) of the process, so that the notion of non-anticipative functional is required (see Definition 2.1 in [5] ).
We prove in Section 3, Theorem 3.10, a uniqueness result for strong-viscosity solutions to path-dependent PDEs proceeding as in the finite dimensional Markovian case, i.e., by means of probabilistic methods based on the theory of backward stochastic differential equations. We also prove an existence result (Theorem 3.12) for strong-viscosity solutions in a more restrictive framework, which is based on the idea that a candidate solution to the path-dependent PDE is deduced from the corresponding backward stochastic differential equation. The existence proof consists in building a sequence of strict solutions (we prefer to use the term strict in place of classical, because even the notion of smooth solution can not be considered classical for path-dependent partial differential equations; indeed, all the theory is very recent) to perturbed path-dependent PDEs converging to our strong-viscosity solution. This regularization procedure is performed having in mind the following simple property: when the coefficients of the path-dependent partial differential equation are smooth enough the solution is smooth as well, i.e., the solution is strict. In the path-dependent case, smooth coefficients means cylindrical coefficients, i.e., smooth maps of integrals of regular functions with respect to the path, as in the statement of Theorem 3.6.
Finally, we defer some technical results to the Appendix. More precisely, we prove some basic estimates for path-dependent stochastic differential equations in Lemma A.2. Then, we state a standard (but, to our knowledge, not at disposal in the literature) estimate for supersolutions to non-Markovian backward stochastic differential equations, see Proposition B.1. Afterwards, we prove the limit Theorem C.1 for supersolutions to backward stochastic differential equations, partly inspired by the monotonic limit theorem of Peng [34] , even if it is formulated under a different set of assumptions, for example, the monotonicity property is not assumed. We conclude the Appendix with a technical result, Lemma D.1, of real analysis.
Strong-viscosity solutions in the Markovian case
In the present section we introduce the notion of strong-viscosity solution in the non-path-dependent case, for the semilinear parabolic PDE
where (A0) b, σ, f , h are Borel measurable functions satisfying, for some positive constants C and m,
Notations
We denote by R d×d the linear space of real matrices of order d. In the all paper, | · | denotes the absolute value of a real number or the usual Euclidean norm in R d or the Frobenius norm in R d×d .
We fix a complete probability space (Ω, F, P) on which a d-dimensional Brownian motion W = (W t ) t≥0 is defined. Let F = (F t ) t≥0 denote the completion of the natural filtration generated by W . We introduce the following spaces of stochastic processes.
•
We simply write H p (t, T ) when d = 1.
• A +,2 (t, T ), t ≤ T , the set of real nondecreasing predictable processes
We also consider, for every (t, x) ∈ [0, T ] × R d , the stochastic differential equation:
It is well-known (see, e.g., Theorem 14.23 in [27] ) that, under Assumption (A0), there exists a unique (up to indistinguishability) F-adapted continuous process X t,x = (X t,x s ) s∈[t,T ] strong solution to equation (2.2).
First definition of strong-viscosity solution
We begin recalling the standard definition of classical solution.
We state a uniqueness result for classical solutions. 
for some positive constants C ′ and m ′ . Then, the following Feynman-Kac formula holds:
In particular, there exists at most one classical solution to equation (2.1) satisfying a polynomial growth condition as in (2.3).
Proof. The proof is standard, even if we have not found an exact reference for it in the literature. We just give the main ideas.
Notice that identity (2.4) holds taking s = t in the first equation. Now, applying Itô's formula to u(s, X t,x s ) between t and any T 0 ∈ [t, T [, and using the fact that u solves equation (2.1), we see that (2.5) holds with T 0 in place of T . To conclude, it is enough to pass to the limit as T 0 ր T . This can be done using estimate (B.3) in Proposition B.1 with K ≡ 0. Finally, we notice that the present result is a slight generalization of Theorem 3.1 in [32] (see also Theorem 3.2 in [33] ), since
We can now present our first definition of strong-viscosity solution to equation (2.1).
such that the following holds.
(i) For some positive constants C and m,
, y, y ′ ∈ R, and z, z ′ ∈ R d . Moreover, the functions u n (t, ·), h n (·), f n (t, ·, ·, ·), n ∈ N, are equicontinuous on compact sets, uniformly with respect to t ∈ [0, T ].
(ii) u n is a classical solution to
Remark 2.4 (i) Notice that, for all t ∈ [0, T ], asking equicontinuity on compact sets of (u n (t, ·)) n together with its pointwise convergence to u(t, ·) is equivalent to requiring the uniform convergence on compact sets of (u n (t, ·)) n to u(t, ·). The same remark applies to (h n (·)) n and (f n (t, ·, ·, ·)) n .
(ii) In Definition 2.3 we do not assume (A0) for the functions b, σ, f, h. However, we can easily see that they satisfy automatically (A0) as a consequence of point (i) of Definition 2.3.
(iii) We observe that a strong-viscosity solution to equation (2.1) in the sense of Definition 2.3 is a standard viscosity solution; for a definition we refer, e.g., to [8] . Indeed, since a strongviscosity solution u to (2.1) is the limit of classical solutions (so, in particular, viscosity solutions) to perturbed equations, then from stability results for viscosity solutions (see, e.g., Lemma 6.1 and Remark 6.3 in [8] ), it follows that u is a viscosity solution to equation (2.1). On the other hand, if a strong-viscosity solution exists and a uniqueness result for viscosity solutions is in force, then a viscosity solution is a strong-viscosity solution, see also Remark 2.13. ✷ Theorem 2.5 Let Assumption (A0) hold and let u : [0, T ] × R d → R be a strong-viscosity solution to equation (2.1). Then, the following Feynman-Kac formula holds
, is the unique solution to the backward stochastic differential equation: P-a.s.,
7)
for all t ≤ s ≤ T . In particular, there exists at most one strong-viscosity solution to equation (2.1).
Theorem 2.5 will be proved in Section 2.3, see Remark 2.11.
Second definition of strong-viscosity solution
Our second definition of strong-viscosity solution to equation (2.1) is more in the spirit of the standard definition of viscosity solution, which is usually required to be both a viscosity subsolution and a viscosity supersolution. Indeed, we introduce the concept of generalized strong-viscosity solution, which has to be both a strong-viscosity subsolution and a strong-viscosity supersolution. As it will be clear from the definition, this new notion of solution is more general (in other words, weaker), than the concept of strong-viscosity solution given earlier in Definition 2.3. For this reason, we added the adjective generalized to its name.
First, we introduce the standard notions of classical sub and supersolution.
We state the following probabilistic representation result for classical sub and supersolutions.
Proposition 2.7 Suppose that Assumption (A0) holds.
for some positive constants C ′ and m ′ . Then, we have
Proof. The proof can be done proceeding as in the proof of Proposition 2.2.
✷
We can now provide the definition of generalized strong-viscosity solution. (i) For some positive constants C and m,
, n ∈ N, are equicontinuous on compact sets, uniformly with respect to t ∈ [0, T ].
(ii) u n is a classical supersolution (resp. classical subsolution) to
if it is both a strong-viscosity supersolution and a strong-viscosity subsolution to (2.1).
We can now state the following probabilistic representation result for strong-viscosity sub and supersolutions, that is one of the main results of this paper, from which the comparison principle will follow in Corollary 2.10.
Proof. We shall only prove statement (1), since (2) can be established similarly. To prove (1), consider a sequence (u n , h n , f n , b n , σ n ) n satisfying conditions (i)-(iii) of Definition 2.8. For every n ∈ N and any (t, x) ∈ [0, T ] × R d , consider the stochastic equation, P-a.s.,
It is well-known that there exists a unique solution (X n,t,x s ) s∈[t,T ] to the above equation. Moreover, from Proposition 2.7 we know that u n (t,
Notice that, from the uniform polynomial growth condition of (u n ) n and estimate (A.4) in Lemma A.2 (for the particular case when b n and σ n only depend on the current value of path, rather than on all its past trajectory) we have, for any p ≥ 1,
Then, it follows from Proposition B.1, the polynomial growth condition of (f n ) n in x, and the linear growth condition of (
Then, from the polynomial growth condition that u inherits from the sequence (u n ) n , and using estimate (A.4) in Lemma A.2 (for the particular case of non-path-dependent b n and σ n ), we deduce that Y t,x S p (t,T ) < ∞, for any p ≥ 1. In particular, Y ∈ S 2 (t, T ) and it is a continuous process. We also have, using the convergence result (A.5) in Lemma A.2 (for the particular case of non-path-dependent b n and σ n ), that there exists a subsequence of (X n,t,x ) n , which we still denote (X n,t,x ) n , such that
for some null measurable set N ⊂ Ω. Moreover, from estimate (A.4) in Lemma A.2 (for the particular case of non-path-dependent b n and σ n ) it follows that, possibly enlarging N , sup t≤s≤T (|X
(ω)|) < ∞, for any n ∈ N and any ω ∈ Ω\N . Now, fix ω ∈ Ω\N ; then
For any ε > 0, from point (iii) of Definition 2.8 it follows that there exists n ′ ∈ N such that
On the other hand, from the equicontinuity on compact sets of (u n ) n , we see that there exists δ > 0, independent of n, such that
Using (2.10), we can find n ′′ ∈ N, n ′′ ≥ n ′ , such that
In conclusion, for any ω ∈ Ω\N and any ε > 0 there exists n ′′ ∈ N such that
s (ω), as n tends to infinity, for any (s, ω) ∈ [t, T ]×(Ω\N ). In a similar way, we can prove that there exists a null measurable set
As a consequence, the claim follows from Theorem C.1. ✷
We can finally state a comparison principle for strong-viscosity sub and supersolutions, which follows directly from the comparison theorem for BSDEs.
In particular, there exists at most one generalized strong-viscosity solution to equation (2.1).
Remark 2.11
Notice that Theorem 2.5 follows from Corollary 2.10, since a strong-viscosity solution (Definition 2.3) is in particular a generalized strong-viscosity solution.
✷ Now, we present two existence results for strong-viscosity solutions to equation (2.1).
Theorem 2.12 Let Assumption (A0) hold and suppose that b = b(x) and σ = σ(x) do not depend on t. Suppose also that the functions f and h are continuous. Then, the function u given by
, is a strong-viscosity solution to equation (2.1).
Remark 2.13
Under the assumptions of Theorem 2.12 it follows from Theorem 7.4 in [26] that a uniqueness result for standard viscosity solutions to equation (2.1) holds. Moreover, since the seminal paper [32] , we know that the unique viscosity solution is given by formula (2.11), therefore it coincides with the strong-viscosity solution.
✷ Proof (of Theorem 2.12). Let us fix some notations. Let q ∈ N\{0} and consider the function φ q ∈ C ∞ (R q ) given by
with c > 0 such that R q φ q (w)dw = 1. Then, we define φ q,n (w) = n q φ q (nw), ∀ w ∈ R q , n ∈ N. Let us now define, for any n ∈ N,
Then, we see that the sequence of continuous functions (b n , σ n , f n , h n ) n satisfies assumptions (i) and (iii) of Definition 2.3. Moreover, for any n ∈ N we have the following.
• b n and σ n are of class C 3 with partial derivatives from order 1 up to order 3 bounded.
) and the two properties below.
-f n (t, ·, 0, 0) belongs to C 3 and its third order partial derivatives satisfy a polynomial growth condition uniformly in t.
, as well as their derivatives of order one and second with respect to x, y, z.
• h n ∈ C 3 (R n ) and its third order partial derivatives satisfy a polynomial growth condition.
Therefore, it follows from Theorem 3.2 in [32] that a classical solution to equation (2.6) is given by
From (2.12), Proposition B.1, and estimate (A.4), we see that u n satisfies a polynomial growth condition uniform in n. It remains to prove that the sequence (u n ) n converges pointwise to u as n → ∞, and that the functions u n (t, ·), n ∈ N, are equicontinuous on compact sets, uniformly with respect to t ∈ [0, T ]. Concerning this latter property, fix t ∈ [0, T ], a compact subset K ⊂ R d , and ε > 0. We have to prove that there exists δ = δ(ε, K) such that
To this end, we begin noting that from estimate (B.3) we have that there exists a constant C, independent of n, such that
for all t ∈ [0, T ] and x, x ′ ∈ R d . In order to prove (2.13), we also recall the following standard estimate: for any p ≥ 2 there exists a positive constant C p , independent of n, such that
for some process Γ n,t = (Γ
where C d is a universal constant depending only on d. Now, let us prove that
Let x, x ′ ∈ K and let m be a strictly positive integer to be chosen later. Then, consider the event (we omit the dependence on t, x)
From (2.14) we see that, on Ω n,m , X n,t,x ′ T is also uniformly bounded by a constant independent of n, t, x, x ′ , since x, x ′ ∈ K. In particular, from the equicontinuity on compact sets of the sequence (h n ) n , it follows that there exists a continuity modulus ρ (depending on K, but independent of n) such that
By (2.14) and Cauchy-Schwarz inequality
From the standard inequalities |a − b| 4 ≤ 8(a 4 + b 4 ), ∀ a, b ∈ R, and
Now, using this estimate, the polynomial growth condition of h n (uniform in n), estimate (A.4), estimate (2.15), and Chebyshev's inequality, we obtain
for some positive constant C K , possibly depending on K (in particular, on x and x ′ ), but independent of n, t. Therefore, we see that we can find m = m(ε, K) large enough such that
Then, there exists δ = δ(ε, K) > 0 such that (2.16) holds. In a similar way we can prove that, possibly taking a smaller δ = δ(ε, K) > 0, we have
. By (2.16) and (2.17) we deduce the validity of (2.13). Finally, let us prove the pointwise convergence of the sequence (u n ) n to u. Using again estimate (B.3), we find
. From the second convergence, the polynomial growth condition of f and f n (uniform in n), estimates (A.2) and (A.4), it follows that
2 ds = 0.
In conclusion, we can pass to the limit in (2.18) as n → ∞, and we obtain the pointwise convergence of (u n ) n to u. ✷ Remark 2.14 Notice that Theorem 2.12 gives an existence result for strong-viscosity solutions (see Definition 2.3) to equation (2.1), which implies an existence result for generalized strongviscosity solutions (see Definition 2.8). In Section 3 we will consider only Definition 2.3 and extend it to the path-dependent case. ✷
We conclude this section providing another existence result for strong-viscosity solutions to equation (2.1) under a different set of assumptions with respect to Theorem 2.12. In particular, f = f (t, x) does not depend on (y, z), while b and σ can depend on t.
Theorem 2.15 Let Assumption (A0) hold and suppose that f = f (t, x) does not depend on (y, z). Suppose also that the functions f and h are continuous. Then, the function u given by
Proof. The proof can done proceeding as in the proof of Theorem 2.12, smoothing the coefficients, but using Theorem 6.1, Chapter 5, in [21] instead of Theorem 3.2 in [32] . ✷ 3 Strong-viscosity solutions in the path-dependent case
One of the goals of the present section is to show that the notion of strong-viscosity solution is very flexible and easy to extend, with respect to the standard notion of viscosity solution, to more general settings than the Markovian one. In particular, we focus on semilinear parabolic path-dependent PDEs. 
Semilinear parabolic path-dependent PDEs
where
are the functional derivatives introduced in [7] , whose definition is recalled below. Concerning the coefficients b :
, we shall impose the following assumptions.
(A1) b, σ, F , H are Borel measurable functions satisfying, for some positive constants C and m,
Recall on functional Itô calculus
In the present subsection we recall the results of functional Itô calculus needed later, without pausing on the technicalities and focusing on the intuition. For all technical details and rigorous definitions, we refer to [7] . We begin introducing the functional derivatives. To this end, it is useful to think of U = U (t, η) as U = U (t, η(·)1 [−T,0[ + η(0)1 {0} ), in order to emphasize the past η(·)1 [−T,0[ and present η(0) of the path η. Then, we can give, at least formally, the following definitions (see Definition 2.23 in [7] ):
• Horizontal derivative. We look at the sensibility of U with respect to a constant extension of the past η(·)1 [−T,0[ , keeping fixed the present value at η(0):
• First vertical derivative. We look at the first variation with respect to the present, with the past fixed:
• Second vertical derivative. We look at the second variation with respect to the present, with the past fixed:
and D V V U exist and are continuous together with U , for a rigorous definition we refer to [7] , Definition 2.28.
We can finally state the functional Itô formula. Firstly, we fix some notation. As in Section 2, we consider a complete probability space (Ω, F, P). Given a real-valued continuous process X = (X t ) t∈[0,T ] on (Ω, F, P), we extend it to all t ∈ R in a canonical way as follows: X t := X 0 , t < 0, and X t := X T , t > T ; then, we associate to X the so-called window process X = (X t ) t∈R , which is a C([−T, 0])-valued process given by
be a real continuous finite quadratic variation process. Then, the following functional Itô formula holds, P-a.s.,
with respect to X defined by regularization (see, e.g., [38, 39, 41] ), which coincides with the classical stochastic integral whenever X is a semimartingale.
(ii) In the non-path-dependent case U (t, η) = F (t, η(0)), for any (t, η)
, we retrieve the finite-dimensional Itô formula, see Theorem 2.1 of [40] . ✷
Recall on strict solutions
We recall the concept of strict solution to equation (3.1) from Section 3 in [7] .
, is called a strict solution to equation (3.1).
We present now a probabilistic representation result, for which we adopt the same notations as in Section 2.1, with dimension d = 1. First, we recall some preliminary results. More precisely, for any (t, η) ∈ [0, T ] × C([−T, 0]), we consider the path-dependent SDE 
Proof. See Lemma A. 
for some positive constants C ′ and m ′ . Then, the following Feynman-Kac formula holds
is the unique solution to the backward stochastic differential equation: P-a.s.,
In particular, there exists at most one strict solution to equation (3.1) satisfying a polynomial growth condition as in (3.4).
Proof. See Theorem 3.4 in [7] . ✷ We finally state the following existence result.
Theorem 3.6 Suppose that there exists N ∈ N\{0} such that, for all (t, η, y, z)
where, we refer to Definition 2.4(i) in the companion paper [7] for a definition of the forward integral with respect to η) and the following assumptions are made.
(i)b,σ,F ,H are continuous and satisfy Assumption (A0).
(ii)b andσ are of class C 3 with partial derivatives from order 1 up to order 3 bounded.
(iii) For all t ∈ [0, T ],F (t, ·, ·, ·) ∈ C 3 (R N ) and moreover we assume the validity of the properties below.
(a)F (t, ·, 0, 0) belongs to C 3 and its third order partial derivatives satisfy a polynomial growth condition uniformly in t.
as well as their derivatives of order one and second with respect to x 1 , . . . , x N , y, z.
(iv)H ∈ C 3 (R N ) and its third order partial derivatives satisfy a polynomial growth condition.
Then, the map U given by
is the unique solution to (3.7), is a strict solution to equation (3.1).
Proof. See Theorem 3.6 in [7] . ✷ Remark 3.7 Notice that in Theorem 3.6 the functionsb andσ do not depend on time. For the case whereb andσ are time-dependent, we refer to Theorem 3.5 in [7] (notice that, in this case, F = F (t, η) does not depend on (y, z)). ✷
Strong-viscosity solutions
In the present section, we introduce the notion of strong-viscosity solution to equation (3.1). To do it, we extend in a natural way Definition 2.3 to the present path-dependent case, see also Remark 2.14.
Remark 3.8 As a motivation for the introduction of a viscosity type solution for path-dependent PDEs, let us consider the following hedging example in mathematical finance, taken from Section 3.2 in [6] . Let b ≡ 0, σ ≡ 1, F ≡ 0 and consider the lookback-type payoff
Then, we look for a solution to the following linear parabolic path-dependent PDE:
We refer to (3.5) as path-dependent heat equation. Notice that, however, (3.5) does not have the smoothing effect characterizing the classical heat equation, in spite of some regularity properties illustrated in Section 3.2 of [6] . Indeed, let us consider the functional
where, for any t ≤ s ≤ T ,
, then U could be proved to solve equation (3.5). However, as claimed in [6] , U is not a strict solution to (3.5). On the other hand, since H is continuous and has linear growth, it follows from Theorems 3.10 and 3.12 that U is the unique strong-viscosity solution to equation (3.5) . ✷
Moreover, the functions U n (t, ·), H n (·), F n (t, ·, ·, ·), n ∈ N, are equicontinuous on compact sets, uniformly with respect to t ∈ [0, T ].
(ii) U n is a strict solution to
We present a Feynman-Kac type representation for a generic strong-viscosity solution to equation (3.1), which, as a consequence, yields a uniqueness result. 
, is the unique solution in S 2 (t, T ) × H 2 (t, T ) to the backward stochastic differential equation: P-a.s.
In particular, there exists at most one strong-viscosity solution to equation (3.1).
Proof. Let (U n , H n , F n , b n , σ n ) n be as in Definition 3.9 and, for any (t, η) We wish now to take the limit when n goes to infinity in the above equation. We make use of Theorem C.1, for which we check the assumptions. From the polynomial growth condition of U n together with estimate (A.4), there exists, for every p ≥ 1, a constantC p ≥ 0 such that
Now, from Proposition B.1 we have that there exists a constantc ≥ 0 (depending only on T and on the Lipschitz constant C of F n with respect to (y, z) appearing in Definition 3.9(i)) such that
Therefore, from (3.8), the polynomial growth condition of F n , and estimate (A.4), we find that sup n Z n,t,η 2
< ∞. Moreover, from (A.5) we see that, for any s ∈ [t, T ], X n,t,η s
s (ω) → 0, as n → ∞, for P-a.e. ω ∈ Ω. Fix such an ω and consider the set
Since the sequence (F n (s, ·, ·, ·)) n is equicontinuous on compact sets and converges pointwise to F (s, ·, ·, ·), it follows that (F n (s, ·, ·, ·)) n converges to F (s, ·, ·, ·) uniformly on compact sets. In particular, we have
Similarly, we have
Let us now define Y t,η s := U (s, X t,η s ), for all s ∈ [t, T ]. We can then apply Theorem C.1 (notice that, in this case, for every n ∈ N, the process K n appearing in Theorem C.1 is identically zero, so that K is also identically zero), from which it follows that there exists Z t,η ∈ H 2 (t, T ) such that the pair (Y t,η , Z t,η ) solves equation (3.7) . From Theorem 3.1 in [31] we have that (Y t,η , Z t,η ) is the unique pair in S 2 (t, T ) × H 2 (t, T ) satisfying equation (3.7) . This concludes the proof. ✷ By Theorem 3.10 we deduce Lemma 3.11 below, which says that in Definition 3.9 the convergence of (U n ) n is indeed a consequence of the convergence of the coefficients (H n , F n , b n , σ n ) n . This result is particularly useful to establish the existence of strong-viscosity solutions, as in the proof of Theorem 3.12.
Lemma 3.11 Suppose that Assumption (A1) holds and let (U n , H n , F n , b n , σ n ) n be as in Definition 3.9. Then, there exists U : [0, T ] × C([−T, 0]) → R such that (U n ) n converges pointwise to U . In particular, U is a strong-viscosity solution to equation (3.1) and is given by formula (3.6).
Proof. Let us prove the pointwise convergence of the sequence (U n ) n∈N to the function U given by formula (3.6) . To this end, we notice that, from Theorem 3.5, for every n ∈ N, U n is given by
where (Y n,t,η , Z n,t,η ) = (U n (·, X n,t,η ),
Consider the function U given by formula (3.6). From estimate (B.3) we have that there exists a constant C, independent of n ∈ N, such that
for all t ∈ [0, T ] and η ∈ C([−T, 0]). Now we recall that (i) (H n , F n , b n , σ n ) n∈N converges pointwise to (H, F, b, σ) as n → ∞.
(ii) The functions H n (·), F n (t, ·, ·, ·), b n (t, ·), σ n (t, ·), n ∈ N, are equicontinuous on compact sets, uniformly with respect to t ∈ [0, T ].
We notice that (i) and (ii) imply the following property:
Let us now remind that, for any r ∈ [t, T ], we have
Therefore, for every p ≥ 1,
where the convergence follows from (A.5). Then, we claim that the following convergences in probability hold: ) − H(X t,η T )| 2 ) ℓ∈N which converges P-a.s., and therefore in probability, to zero. This concludes the proof of (3.11) . In a similar way we can prove (3.12) .
From (3.11) and (3.12), together with the uniform integrability of the sequences (|H n (X
From the second convergence, the polynomial growth condition of F and F n (uniform in n), and standard moment estimates for X n,t,η ∞ ≤ sup t≤s≤T |X n,t,η s | (see estimate (A.4)), it follows that
As a consequence, we have |U n (t, η) − U (t, η)| 2 → 0 as n → ∞, which concludes the proof. ✷
We can now state an existence result. Notice that it holds under quite general conditions on the terminal condition H of equation (3.1).
Theorem 3.12 Let Assumption (A1) hold and suppose that H is continuous. Suppose also that there exists a nondecreasing sequence (N n ) n∈N ⊂ N\{0} such that, for all n ∈ N and (t, η, y, z)
where the following holds.
(i)b n ,σ n ,F n are continuous and satisfy Assumption (A0) with constants C and m independent of n.
(ii) For every n ∈ N,b n ,σ n ,F n satisfy items (ii) and (iii) of Theorem 3.6.
(iii) The functions b n (t, ·), σ n (t, ·), F n (t, ·, ·, ·), n ∈ N, are equicontinuous on compact sets, uniformly with respect to t ∈ [0, T ].
(iv) ϕ 1 , . . . , ϕ Nn ∈ C 2 ([0, T ]) are uniformly bounded with respect to n ∈ N, together with their first derivative.
(v) (b n , σ n , F n ) n converges pointwise to (b, σ, F ) as n → ∞.
, is a strong-viscosity solution to equation (3.1).
Proof. We divide the proof into four steps. In the first three steps we construct an approximating sequence of smooth functions for H. We conclude the proof in the fourth step.
Step I. Approximation of η ∈ C([−t, 0]), t ∈ ]0, T ], with Fourier partial sums. Consider the sequence (e i ) i∈N of C ∞ ([−T, 0]) functions:
Notice that (η − Λη)(−T ) = (η − Λη)(0), therefore η − Λη can be extended to the entire real line in a periodic way with period T , so that we can expand it in Fourier series. In particular, for each n ∈ N and η ∈ C([−T, 0]), consider the Fourier partial sum
where (denotingẽ i (x) = x −T e i (y)dy, for any x ∈ [−T, 0]), by the integration by parts formula (2.4) of [7] ,
. Then, by (3.14),
We know from Fejér's theorem on Fourier series (see, e.g., Theorem 3.4, Chapter III, in [44] ) that, for any η ∈ C([−T, 0]), σ n (η − Λη) → η − Λη uniformly on [−T, 0], as n tends to infinity, and
where, using (3.15) and (3.16),
, as n tends to infinity. Furthermore, there exists a positive constant M such that
Then, we defineH
Notice thatH n satisfies a polynomial growth condition as in Assumption (A1) with constants C and m independent of n. Moreover, since H is uniformly continuous on compact sets, from (3.17) we see that (H n ) n is equicontinuous on compact sets. Now, we define the functionH n : R n+2 → R as follows
Then, we havẽ
Step II.
with c > 0 such that
In particular, we have
Then, we define
for all η ∈ C([−T, 0]) and n ∈ N, where γ(
. Then, the sequence (H n ) n is equicontinuous on compact sets and converges pointwise to H as n → ∞.
Step III. Smoothing ofH n (·). From (3.18) it follows that for any compact subset
there exists a continuity modulus m K , independent of n ∈ N, such that H n . . . , 19) for all η 1 , η 2 ∈ K, n ∈ N, ξ = (ξ −1 , . . . , ξ n ) ∈ E n+2 , where
Digression. K is a relatively compact subset of C([−T, 0]). Since K is compact, it is enough to prove thatK is relatively compact. To this end, define
ξ i e i , for some n ∈ N, ξ ∈ E n+2 .
ThenK ⊂ K 1 + K 2 , where K 1 + K 2 denotes the sum of the sets K 1 and K 2 , i.e.,
In order to prove thatK is relatively compact, it is enough to show that both K 1 and K 2 are relatively compact sets. Firstly, let us prove that K 1 is relatively compact. Take a sequence (η ℓ ) ℓ∈N in K 1 . Our aim is to prove that (η ℓ ) ℓ∈N admits a convergent subsequence. We begin noting that, for every ℓ ∈ N, there exist η 1,ℓ ∈ C([−T, 0]) and n ℓ ∈ N such that
Let us suppose that (n ℓ ) ℓ∈N admits a subsequence diverging to infinity (the other cases can be treated even simpler), still denoted by (n ℓ ) ℓ∈N . Then
and K is compact, there exists a subsequence, still denoted by (η 1,ℓ ) ℓ∈N , which converges to some
Then, the claim follows since
Proceeding in a similar way, we see that
In conclusion, we get η ℓ → η 1,∞ , from which the claim follows. Let us now prove that K 2 is relatively compact. Let (η ℓ ) ℓ∈N be a sequence in K 2 and let us prove that (η ℓ ) ℓ∈N admits a convergent subsequence in C([−T, 0]). We first notice that, for every ℓ ∈ N, there exists n ℓ ∈ N and ξ ℓ = (ξ −1,ℓ , . . . , ξ n ℓ ,ℓ ) ∈ E n ℓ +2 such that
As we already did in the proof for K 1 , we suppose that the sequence (n ℓ ) ℓ∈N diverges to ∞. Notice that, for every i ∈ {−1, 0, 1, 2, . . .}, there exists a subsequence of (ξ i,ℓ ) ℓ which converges to some ξ i,∞ satisfying |ξ i,∞ | ≤ 2 −(i+1) . By a diagonalisation argument we construct a subsequence of (η ℓ ) ℓ∈N , still denoted by (η ℓ ) ℓ∈N , such that for every i the sequence (ξ i,ℓ ) ℓ∈N converges to ξ i,∞ . As a consequence, η ℓ converges to η ∞ = ∞ i=−1 ξ i,∞ e i as ℓ → ∞. This proves the claim.
Step III (Continued). Since K is a relatively compact subset of C([−T, 0]), property (3.19) follows from the fact that H is continuous on C([−T, 0]), and consequently uniformly continuous on K.
To alleviate the presentation, we suppose, without loss of generality, that H n has the following form (with the same functions ϕ i as in the expression of b n , σ n , F n )
So thatH n : R Nn → R. Then, property (3.19) can be written as follows: for any compact subset K ⊂ C([−T, 0]) there exists a continuity modulus ρ K , independent of n ∈ N, such that 20) for all η 1 , η 2 ∈ K, n ∈ N, ξ = (ξ 1 , . . . , ξ Nn ) ∈ E Nn , where we recall that E Nn = {ξ = (ξ 1 , . . . , ξ Nn ) ∈ R Nn : |ξ i | ≤ 2 1−i , i = 1, . . . , N n }. Now, for any n consider the function ρ n ∈ C ∞ (R Nn ) given by
Let us now define, for any n, k ∈ N,
Notice that, for any n ∈ N, the sequence (H n,k (·)) k∈N is equicontinuous on compact subsets of R Nn , satisfies a polynomial growth condition (uniform in both n and k), converges pointwise toH n (·), and satisfies item (iv) of Theorem 3.6. Then, we define
for all η ∈ C([−T, 0]) and n, k ∈ N. Notice that the functions H n,k , n, k ∈ N, are equicontinuous on compact subsets of C([−T, 0]). Indeed, let K be a compact subset of C([−T, 0]) and η 1 , η 2 ∈ K, then (using property (3.20) and the fact that E Nn ρ n,k (ξ)dξ = 1)
This proves the equicontinuity on compact sets of H n,k , n, k ∈ N. Set G := H, G n := H n , and G n,k := H n,k , for all n, k ∈ N. Then, a direct application of Lemma D.1 yields the existence of a subsequence (H n,kn ) n∈N which converges pointwise to H. For simplicity of notation, we denote (H n,kn ) n∈N simply by (H n ) n∈N .
Step IV. Conclusion. Let us consider, for any n ∈ N and (t, η) ∈ [0, T ] × C([−T, 0]), the following forward-backward system of stochastic differential equations:
Under the assumptions on b n and σ n , it follows from Proposition 3.4 that there exists a unique continuous process X n,t,η strong solution to the forward equation in (3.21) . Moreover, from Theorem 4.1 in [31] it follows that, under the assumptions on F n and H n , there exists a unique solution (Y n,t,η , Z n,t,η ) ∈ S 2 (t, T ) × H 2 (t, T ) to the backward equation in (3.21) . Then, it follows from Theorem 3.6 that, for any n ∈ N, the function
, is a strict solution to equation (3.1) with coefficients H n , F n , b n , and σ n . From estimates (A.4) and (B.3) together with the polynomial growth condition of F n , H n (uniform in n), we see that U n satisfies a polynomial growth condition uniform in n.
We can now apply Lemma 3.11 to the sequence (U n , H n , F n , b n , σ n ) n∈N , from which we deduce: first, the convergence of the sequence (U n ) n∈N to the map U given by (3.13); secondly, that U is a strong-viscosity solution to equation (3.1) . This concludes the proof. ✷ Remark 3.13 (i) It is under investigation the problem of finding an explicit characterization of the triples (b, σ, F ) for which there exists a sequence (b n , σ n , F n ) n as in Theorem 3.12. We recall that the particular case b ≡ 0, σ ≡ 1, and F ≡ 0 was addressed in Theorem 3.4 of [6] .
(ii) The result of Theorem 3.12 can be improved as follows. Items (ii) and (iii) in Theorem 3.12 can be replaced by the following weaker assumption: for every compact subset
there exists a continuity modulus m K , independent of n ∈ N, such that
In this case, we perform a smoothing of (b n ,σ n ,F n ) by means of convolutions as we did forH n in Step III of the proof of Theorem 3.12, in order to end up with a sequence of regular coefficients satisfying items (ii) and (iii) in Theorem 3.12. Then, we conclude the proof proceeding as in Step IV of the proof of Theorem 3.12.
(iii) In Theorem 3.12 the functionsb n andσ n do not depend on time, since our aim is to apply Theorem 3.6, where also drift and diffusion coefficient do not depend on time. We could consider the case whereb n andσ n are time-dependent, but then, as already said in Remark 3.7, we have to take F of the form F = F (t, η), i.e., F independent of (y, z). Indeed, in this case, we could rely on Theorem 3.5 in [7] instead of Theorem 3. . In the present section we consider the d-dimensional path-dependent SDE: (A b,σ ) b and σ are Borel measurable functions satisfying, for some positive constant C,
Notice that equation ( 
Proof. Existence and uniqueness follow from Theorem 14.23 in [27] . Concerning estimate (3.3) we refer to Proposition 3.1 in [7] (notice that in [7] , estimate (3.3) is proved for the case d = 1; however, proceeding along the same lines, we can prove (3.3) for a generic d ∈ N\{0}). ✷ Lemma A.2 Suppose that Assumption (A b,σ ) holds and let (b n , σ n ) n be a sequence satisfying Assumption (A b,σ ) with a positive constant C independent of n. Moreover, (b n , σ n ) converges pointwise to (b, σ) as n → ∞. For any n ∈ N and (t, η)
Then, for every p ≥ 1, we have
for some positive constant C p , and
Proof. For any n ∈ N and (t, η) 
Then, taking the p-th power, we get (recalling the standard inequality (a + b) p ≤ 2 p−1 (a p + b p ), for any a, b ∈ R) that |X n,t,η s − X t,η s | p is less than or equal to
In the sequel we shall denote c p a generic positive constant which may change from line to line, independent of n, depending only on T , p, and the Lipschitz constant of b n , σ n . Taking the supremum over s ∈ [t, T ], and applying Hölder's inequality to the drift term, we get
In addition, from Burkholder-Davis-Gundy inequality we have
Taking the expectation in (A.6), and using (A.7) and (A.8), we find
Then, applying Gronwall's lemma to the map r → E[ X n,t,η r − X t,η r p ], we get
In conclusion, (A.5) follows from estimate (A.2) and Lebesgue's dominated convergence theorem. ✷
B. Estimates for backward stochastic differential equations
We derive estimates for the norm of the Z and K components for supersolutions to backward stochastic differential equations, in terms of the norm of the Y component. These results are standard, but seemingly not at disposal in the following form in the literature. Firstly, let us introduce a generator function
(A.b) There exists a positive constant C F such that
(A.c) Integrability condition:
(i) Y ∈ S 2 (t, T ) and it is continuous.
(ii) Z is an R d -valued F-predictable process such that P(
(iii) K is a real nondecreasing (or nonincreasing) continuous F-predictable process such that K t = 0.
Suppose that (Y s , Z s , K s ) s∈[t,T ] solves the BSDE, P-a.s.,
for some positive constant C depending only on T and C F , the Lipschitz constant of F . If in addition K ≡ 0, we have the standard estimate
for some positive constant C ′ depending only on T and C F .
Proof. Proof of estimate (B.2). Let us consider the case where K is nondecreasing. For every k ∈ N, define the stopping time
Then, the local martingale (
therefore it is a martingale. As a consequence, an application of Itô's formula to |Y s | 2 between t and τ k yields
In the sequel c and c ′ will be two strictly positive constants depending only on C F , the Lipschitz constant of F . Using (A.b) and recalling the standard inequality ab ≤ a 2 + b 2 /4, for any a, b ∈ R, we see that
Regarding the last term on the right-hand side in (B.4), for every ε > 0, recalling the standard inequality 2ab ≤ εa 2 + b 2 /ε, for any a, b ∈ R, we have
Now, from (B.1) we get Plugging (B.9) into (B.7), and using again monotone convergence theorem, we finally obtain Proof of estimate (B.3). The proof of this estimate is standard, see, e.g., Remark (b) immediately after Proposition 2.1 in [18] . We just recall that it can be done in the following two steps: first, we apply Itô's formula to |Y s | 2 , afterwards we take the expectation, then we use the Lipschitz property of F with respect to (y, z), and finally we apply Gronwall's lemma to the map v( for some positive constantC depending only on T and C F . In the second step of the proof we estimate Y 2 S 2 (t,T ) = E[sup t≤s≤T |Y s | 2 ] proceeding as follows: we take the square in relation (B.1), followed by the sup over s and then the expectation. Finally, the claim follows exploiting the Lipschitz property of F with respect to (y, z), estimate (B.10), and Burkholder-Davis-Gundy inequality. ✷
C. Limit theorem for backward stochastic differential equations
We prove a limit theorem for backward stochastic differential equations designed for our purposes, which is inspired by the monotonic limit theorem of Peng [34] , even if it is formulated under a different set of assumptions. In particular, the monotonicity of the sequence (Y n ) n is not assumed.
On the other hand, we impose a uniform boundedness for the sequence (Y n ) n in S p (t, T ) for some p > 2, instead of p = 2 as in [34] . Furthermore, unlike [34] , the terminal condition and the generator function of the BSDE solved by Y n are allowed to vary with n.
Theorem C.1 Let (F n ) n be a sequence of generator functions satisfying assumption (Aa)-(Ac), with the same constants C F and M F for all n. For any n, let (Y n , Z n , K n ) ∈ S 2 (t, T ) × H 2 (t, T ) d × A +,2 (t, T ), with Y n and K n continuous, satisfying, P-a.s., 
for some positive constant C, independent of n. Suppose that there exist a generator function F satisfying conditions (Aa)-(Ac) and a continuous process Y ∈ S 2 (t, T ), in addition sup n Y n S p (t,T ) < ∞ for some p > 2, and, for some null measurable sets N F ⊂ [t, T ] × Ω and N Y ⊂ Ω, In addition, Z n converges strongly (resp. weakly) to Z in L q (t, T ; R d ) (resp. H 2 (t, T ) d ), for any q ∈ [1, 2[, and K n s converges weakly to K s in L 2 (Ω, F s , P), for any s ∈ [t, T ].
the martingale representation theorem, we see that there exist a random variable ζ ∈ L 2 (Ω, F r , P) and an F-predictable square integrable process η such that ξ = ζ + which shows that K r ≤ K s , P-a.s.. As a consequence, there exists a null measurable set N ⊂ Ω such that K r (ω) ≤ K s (ω), for all ω ∈ Ω\N , with r, s ∈ Q ∩ [0, T ], r < s. Then, from the continuity of K it follows that it is a nondecreasing process, so that K ∈ A +,2 (t, T ). Finally, we notice that the process Z in expression (C.4) is uniquely determined, as it can be seen identifying the Brownian parts and the finite variation parts in (C.4). Thus, not only the subsequence (Z n k ) k , but all the sequence (Z n ) n converges weakly to Z in H 2 (t, T ) d . It remains to show that G(r) in (C.4) is actually F (r, Y r , Z r ).
Step 2. Strong convergence of (Z n ) n . Let α ∈ (0, 1) and consider the function h α (y) = | min(y − α, 0)| 2 , y ∈ R. By applying Meyer-Itô's formula combined with the occupation times formula (see, e.g., Theorem 70 and Corollary 1, Chapter IV, in [36] . It remains to prove that the convergence holds for all (t, x) ∈ [0, T ] × X. To this end, fix x ∈ X and consider a subsequence (x jm ) m∈N ⊂ D which converges to x. Then, the set K defined by K := (x jm ) m∈N ∪ {x} is a compact subset of X. Recall that the functions G(t, ·) and G n,kn (t, ·), for all n ∈ N, are equicontinuous on K, uniformly with respect to t ∈ [0, T ]. Then, for every ε > 0, there exists δ > 0 such that, for all n ∈ N, |G n,kn (t, x 1 ) − G n,kn (t, x 2 )| ≤ ε 3 , |G(t, x 1 ) − G(t, x 2 )| ≤ ε 3 , whenever x 1 − x 2 ≤ δ, x 1 , x 2 ∈ K, for all t ∈ [0, T ]. Fix t ∈ [0, T ] and x jm 0 ∈ (x jm ) m∈N such that x − x jm 0 ≤ δ. Then, we can find n 0 ∈ N (possibly depending on t) for which |G n,kn (t, x jm 0 ) − G(t, x jm 0 )| ≤ ε/3 for any n ≥ n 0 . Therefore, given n ≥ n 0 we obtain |G n,kn (t, x) − G(t, x)| ≤ |G n,kn (t, x) − G n,kn (t, x jm 0 )| + |G n,kn (t, x jm 0 ) − G(t, x jm 0 )| + |G(t, x jm 0 ) − G(t, x)| ≤ ε.
This implies that G n,kn converges to G at (t, x), and the claim follows from the arbitrariness of (t, x). ✷
