Abstract. In this paper we introduce the theory of derivatives of moments and (moment) functionals to represent moment functionals by Gaussian mixtures, characteristic functions of polytopes, and simple functions of polytopes. We study, among other measures, Gaussian mixtures, their reconstruction from moments and especially the number of Gaussians needed to represent moment functionals. We find that there are moment functionals L : R[x 1 , . . . , xn] ≤2d → R which can be represented by a sum of
Introduction
Reconstructing measures from moments is a key problem in statistics [Pea94, TSM85, MMR05, dD19] , shape reconstruction [Bal61, MN68, MR80, LR82, MVKW95, GMV99, BGL07, GLPR12, GNPR14, GPSS18, KSS18], pattern recognition [Hu62, DBN92, Che93, SMD + 07, APST19], financial mathemiatics [Ana06, Sto16] , and many other fields, and attracts increasing attention especially with the growing usage of computer programs and algorithms to handle such problems. But despite of its growing importance and wide range of application, the theoretical knowledge on the problem of reconstructing measures from moments is very small, especially when only finitely many moments are known. For instance, only recently [dD19] the question of which truncated moment sequences are represented by Gaussian, log-normal, and more general mixtures was fully answered and the first non-trivial bounds on the required number of summands were given.
While derivatives in the context of moments have been used before, surprisingly no unified approach was introduced so far. In the present paper we present the first unified and systematic approach to reconstruct and investigate measures from moments: derivatives of moments. In Section 4 we define and investigate derivatives of moments and show that the derivative ∂ α L := (−1) |α| · L • ∂ α of a (moment) functional L is represented by the distributional derivative ∂ α µ of a representing measure µ of L. From this treatment it is clear that ∂ α L is an object that is interesting to investigate on its own account and not only because it solves problems and appears (implicitly or explicitly) in proofs and calculations.
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In Section 5 we use the concept of derivatives of moments to reprove several known results on reconstructing polytopes and special measures in a unified and efficient way. Proofs formerly presented over several pages now reduce to a few lines and their key arguments become much more apparent. We use these simplified arguments and proofs to extend these results, e.g., we extend the results from polynomial moments
with x α = x α1 1 · · · x αn n to non-polynomial moments:
where a is a measurable (differentiable) function. This allows us to formulate results in full generality and ∂ α L can still be easily calculated from L. In Section 6 we return to the reconstruction and investigation of (Gaussian) mixtures. Based on derivatives of moments we fully characterize moment sequences from one (n-dimensional) Gaussian distribution c · exp −(x − b)
T A(x − b) and we determine b ∈ R n and A ∈ R n×n from the moments. While this was known before, our simplified arguments and proofs using derivatives of moments enable us to extend this to mixtures, i.e., linear combinations of e.g. Gaussian distributions:
(1)
with c i ∈ R (c i > 0), b i ∈ R n and A i ∈ R n×n for all i = 1, . . . , k. In the onedimensional case (n = 1) we give an explicit way to determine the parameters in (1). Simple formulas are gained under the restriction that A 1 , . . . A k ∈ R are all equal: A 1 = · · · = A k . But before we allow the possible relaxation to arbitrary A 1 , . . . , A k ∈ R n×n we examine the number k of mixtures required to represent a moment sequence s, i.e., its minimal number, the (mixture) Carathéodory number C M A (s). Based on very recent results on the Carathéodory number C A (number of Dirac delta measures, i.e., point evaluations) in [RS18, dDS18a, dDS18b] and especially [dDK19] we derive new lower bounds and asymptotic limits for the case of mixtures as well. We show that a non-zero (polynomial) function p with finitely many zeros Z(p) gives a moment sequence s, resp. moment functional L, which needs as many components in a mixtures representation as there are linearly independent point evaluation located at Z(p), see Theorem 6.22. As a consequence (Corollary 6.26) we find that there are moment functionals L : R[x 1 , . . . , x n ] ≤2d → R, which can be represented by a sum of (2) n + 2d n − n · n + d n + n 2
Gaussian distributions but not less. This disproves the belief that allowing arbitrary A i ∈ R n×n with A i ≻ 0 reduces the number k of components. Finally, (2) shows that for each d ∈ N and ε > 0 there is an n ∈ N and a moment functional L : R[x 1 , . . . , x n ] ≤2d → R which can be represented by a sum of (1 − ε) · n + 2d n Gaussian distributions but not less.
Preliminaries
Let A be a (finite dimensional) real vector space of measurable functions on a measurable space (X , A). Denote by L : A → R a continuous linear functional. If there is a (positive) measure µ on (X , A) such that (3) L(a) = X a(x) dµ(x) for all a ∈ A, then L is called a moment functional. If A is finite dimensional, it is a truncated moment functional. By A = {a 1 , . . . , a m } we denote a basis of the m-dimensional real vector space A and by s i := L(a i ) the a i -th (or simply i-th) moment of L (or µ for a µ as in (3)). Given a sequence s = (s 1 , . . . , s m ) ∈ R m we define the Riesz functional L s by setting L s (a i ) = s i for all i = 1, . . . , m and extending it linearly to A, i.e., the Riesz functional induces a bijection between moment sequences s = (s 1 , . . . , s m ) and moment functionals L = L s . By M A we denote the set of all measures on (X , A) such that all a ∈ A are integrable and by M A (s) or M A (L) we denote all representing measures of the moment sequence s resp. moment functional L. Since the polynomials R[x 1 , . . . , x n ] ≤2d are of special importance, we denote by
Definition 2.1. Let A = {a 1 , . . . , a m } be a basis of the finite dimensional vector space A of measurable functions on the measurable space (X , A). We define s A by
Of course, s A (x) is the moment sequence of the Dirac δ x measure and the corresponding moment functional is the point evaluation l x with l x (a) := a(x). By a measure we always mean a positive measure unless it is explicitly denoted as a signed measure.
The fundamental theorem in the theory of truncated moments is the following. Ric57] ). Let A = {a 1 , . . . , a m }, m ∈ N, be finitely many measurable functions on a measurable space (X , A). Then every moment sequence s ∈ S A resp. moment functional L : A → R has a k-atomic representing measure
Theorem 2.2 (Richter Theorem
with k ≤ m, c 1 , . . . , c k > 0, and x 1 , . . . , x k ∈ X .
The theorem can also be called Richter-Rogosinski-Rosenbloom Theorem [Ric57, Rog58, Ros52] , see the discussion after Example 20 in [dDS18a] for more details. That every truncated moment sequence has a k-atomic representing measure ensures that the Carathéodory number C A is well-defined.
Definition 2.3. Let A = {a 1 , . . . , a m } be linearly independent measurable functions on a measurable space (X , A). For s ∈ S A we define the Carathéodory number
We define the Carathéodory number C A of S A by
The same definition holds for moment functionals L : A → R.
The following theorem turns out to be a convenient tool for proving lower bounds on the Carathéodory number C A .
Theorem 2.4 ([dDS18b, Thm. 18]). Let A = {a 1 , . . . , a m } be measurable functions on a measurable space (X , A), s ∈ S A , and a ∈ A with a ≥ 0 on X , Z(a) = {x 1 , . . . , x k } and L s (a) = 0. Then
Remark 2.5. Note that in Theorem 2.4 it is crucial that the zero set of a is finite: Take a = 0 and X = R n for a simple example where the statement fails when the zero set is not finite.
It is well-known that in general not every sequence s ∈ R m or linear functional L : A → R has a positive representing measure. But of course it always has a signed k-atomic representing measure with k ≤ m.
Lemma 2.6 ([dDS18a, Prop. 12]). Let A = {a 1 , . . . , a m } be a basis of the finite dimensional space A of measurable functions on a measurable space (X , A). There exist points x 1 , . . . , x m ∈ X such that every vector s ∈ R m has a signed k-atomic representing measure µ with k ≤ m and all atoms are from {x 1 , . . . , x m }, i.e., every
It is well-known that in dimension n = 1 the atom positions x i of a moment sequence can be calculated from the generalized eigenvalue problem, see e.g. [GMV99] . To formulate this and other results we introduce the following shift.
For a space A of measurable functions with basis A = {a 1 , a 2 . . .
. The atom positions of a truncated moment sequence s (resp. moment functional L) are then determined from results in Section 3.
We use the following notation.
For (Gaussian) mixtures we use the following general setting as in [dD19] :
Definition 2.9. Let Σ be some fixed set of parameters (in a larger metric space). For all σ ∈ Σ and ξ ∈ X we let δ σ,ξ denote probability measures on the measurable space (X , A) such that: i) All a ∈ A are δ σ,ξ -measurable for all (σ, ξ) ∈ Σ × X , i.e.,
ii) There exists a (unique) σ 0 ∈ Σ (closure of Σ) such that
for all a ∈ A and ξ ∈ X .
. Equality holds since we work in the one-dimensional framework:
Compare the preceding results with Vieta's Formulas (Lemma 6.6).
Derivatives of Moments and Measures
The following simple and well-known example from the theory of distributions is our motivation in this section. As in the theory of distributions we denote by D(Ω) = C For f ∈ C 1 (R, R) we have
where we understand ∂ x χ [a,b] in the distributional sense [Gru09] and ∂ x µ = δ a − δ b as defined above.
Derivatives of Moments. Distribution theory motivates the following definition. 
Let A = {a 1 , . . . , a m }, m ∈ N ∪ {∞}, be a basis of A. If ∂ α A ⊆ A, then we define the α-th derivative of the sequence s = (L(a 1 ), . . . , L(a m )) by
for all a ∈ A with A finite or infinite dimensional. 
, and β ∈ N n 0 . We have
else , see also (12) in Example 4.17 for n = 1.
c) Let A = {sin x, cos x, . . . , sin(kx), cos(kx)} on R (or [0, 2π)) for a k ∈ N and s = (s 1 , s 2 , . . . , s 2k−1 , s 2k ) ∈ S A . Then
Note that ∂ α and M β in Definition 2.7 "almost" commute.
Remark 4.6. When s resp. L is a moment sequence/functional, then ∂s resp. ∂L (or −∂s resp. −∂L) is in general not a moment sequence. Let s = (1, 1, 1) be the moment sequence of δ 1 with A = {1, x, x 2 }, then ∂s = (0,
Lemma 4.7. Let A be a vector space of measurable functions on the measurable
i.e., µ = 0 and therefore ∂ α L = 0. 
Indeed, ∂ α : A → A is injective, if and only if the induced endomorphism Derivatives of Measures. In Example 4.1 we have seen that for the specific measure µ with dµ = χ [a,b] dλ the derivative is ∂ x µ = δ a − δ b , of course in the distributional sense:
Here we make use of the notation µ(f ) for f dµ from the theory of distributions that comes in very handy. Note that we can even choose f ∈ C ∞ (R, R) since supp µ is compact and therefore compactness of supp f can be omitted. For the rest of this section we want to define ∂ α µ for measures µ, especially µ ∈ M A (s), if it exists.
Definition 4.9. Let A be a (finite dimensional) vector space of measurable functions, µ a (signed) measure and α ∈ N n 0 . Assume that ∂ α A ⊆ A and there exists a ν ∈ D ′ (X ) such that
If ν is a (signed) measure such that all a ∈ A are ν-integrable, then we say the α-th derivative ∂ α µ of µ exists on A and is defined by
The following statement, which connects Definition 4.2 with Definition 4.9, is the crucial observation of this section. It enables us to apply results from the theory of distributions to derivatives of moment functionals.
Theorem 4.10. Let A be a (finite or infinite dimensional) vector space of measurable functions on the measurable space (X , A), L : A → R be a moment functional with representing measure µ, and α ∈ N n 0 such that
Proof. Since ∂ α µ(a) exists for all a ∈ A we have
Def. 4.9
= ν(a)
Remark 4.11. Theorem 4.10 says that we can compute the derivative of a moment functional L on A by taking the derivative of a representing measure µ (if its derivative exists on A) and vice versa. In particular, the result does not depend on the choice of the representing measure.
, for all a ∈ A. Hence, δ x is an example of a measure whose derivative is no longer a measure.
Besides the Dirac measures also measures of the form f dλ n are very important, where λ n is the n-dimensional Lebesgue measure and f is a measurable function.
loc (X ) and λ n the n-dimensional Lebesgue measure on X . We define the distribution Λ f by
Theorem 4.14 ([Gru09, Eqs. (3.15) and (
The following example will be most important in the reconstruction of polytopes and simple functions from their moments, see Section 5.
Example 4.15. Let f : R → R be a continuous and piece-wise linear function with compact support. Let ξ 1 < · · · < ξ k be the points where f is not differentiable.
′′ is a signed k-atomic measure.
Example 4.16. Let p i,j ∈ R be points, i = 1, . . . , n and j = 0, 1. We define the
The vertices of p are p J = (p 1,j1 , . . . , p n,jn ) for all J = (j 1 , . . . , j n ) ∈ {0, 1} n . Since p is compact all moments
for α ∈ N n 0 exist. Here we abbreviated the characteristic function χ p of p as χ p . Set 1 := (1, . . . , 1). From the Definitions 4.2 and 4.9 as well as Theorem 4.14 we find that
has the signed representing measure
supported only at the vertices p J of p where
Gaussian distributions will be considered in Section 6.
Example 4.17. For Λ f with f (x) = exp(−|ax − b| k ) all i-th moments
exist where a ∈ R >0 , b ∈ R, and k > 0. For l ∈ N 0 we find from the Definitions 4.2 and 4.9 as well as Theorem 4.14 that
. . has a signed representing measure given by
where H l is the l-th Hermite polynomial:
Applications
Polytope Reconstruction. The problem of reconstructing a (convex and fulldimensional) polytope P ⊂ R n , i.e., finding all vertices, is an extensively studied question and several algorithms have been proposed, see e.g. [Bal61, MN68, MR80, LR82, MVKW95, GMV99, BGL07, GLPR12, GNPR14, GPSS18, KSS18], and references therein.
Based on derivatives of moments we will present a simple proof of one version of these algorithms which calculates the vertices from finitely many moments
We use the Brion-Lawrence-Khovanskii-Pukhlikov-Barvinok (BBaKLP) formulas [Bri88, Law91, Bar91, PK92, Bar92] and the generalized eigenvalue problem (as in Lemma 3.1). The aim is to convince the reader that derivatives of moments are a convenient tool for proving and extending the statement in a concise and conceptual way.
Let us state the BBaKLP formulas. This presentation is taken from [GLPR12] . Let P be a polytope in R n with vertices v 1 , . . . , v k (k ≥ n + 1), then
, and for j = n, n + 1, . . . we have
is a rational function on r ∈ R n , i.e., r can be chosen in general position such thatD vi ( · ) has no zero or pole at r. The s j (r) is the j-th directional moment with direction r.
Definition 5.1. Let k, n ∈ N, P be a polytope with vertices v 1 , . . . , v k ∈ R n , r ∈ R n \ {0} a vector (of length 1), a ∈ R, and H r,a := {x ∈ R n | r, x = a} be an affine hyperplane with normal vector r. We define the area function Θ P,r to be the
where λ n−1 is the (n − 1)-dimensional Lebesgue measure on H r,x .
Of course, the area function is integration by parts
The area function Θ P,r is a continuous piecewise polynomial function of degree n if r is not a normal vector of any facet of P . Example 4.15 motivates the following lemma which is the only step where we need the BBaKLP formulas.
Lemma 5.2. Let r ∈ R n be a vector of unit length such thatD vi (r) is non-zero and well-defined, i.e., its numerator and denominator is non-zero. Then
Proof. Set y := x, r . From (13) for j = 0, . . . , n − 1 we have
and from (14) with j ′ ≥ 0 we have
Here ( * ) and (+) hold since supp Θ P,r is compact. Thus the claim follows since the set of polynomial functions on a compact set K is dense in C ∞ (K).
In the previous proof the BBaKLP formulas were used for all monomials y j (j ∈ N 0 ) and the Weiserstraß Theorem gives the assertion. But the proof of the lemma can be weakened to the Müntz-Szász Theorem [Mün14, Szá16] , i.e., only monomials {y di } i∈N with i∈∈N 1 di = ∞ (and d 1 = 0) are necessary. Additionally, the BBaKLP formulas hold only for polynomials but the previous lemma applies to all C n -functions. So we have the following.
Theorem 5.3. Let A be a (finite-dimensional) vector space of measurable functions on R with basis A = {a 1 , a 2 , . . .
n be a polytope with vertices v 1 , . . . , v k , k ≥ n + 1, r ∈ R n be such that it is neither a pole nor a zero of anyD vi ( · ), and consider the directional moments
Then ∂ n s has an at most k-atomic signed representing measure
supported only at the projections v i , r of the vertices v i .
Proof. Since s has the representing measure Λ ΘP,r , the ∂ n s has the at most k-atomic What remains is to extract the positions v i , r from ∂ n s. If A consists of polynomials, the generalized eigenvalue problem in Lemma 3.1 can be applied. From this we easily get the following corollary, cf. e.g. [GLPR12, Main Theorem] . Note that we propose to replace Prony's Method/Vandermonde factorization of finite Hankel matrices by the (numerically more stable) generalized eigenvalue problem (as in Lemma 3.1), see [GMV99, p. 1225] . For simplicity we assume uniform distribution on P . Polynomial distributions on semi-algebraic sets are treated below.
Corollary 5.4. Let P ⊂ R n be a polytope with vertices v 1 , . . . , v k , k ≥ n + 1 and let r ∈ R n be such that it is neither a pole nor a zero of anyD vi ( · ), and for j = 0, . . . , 2k − n + 1 let s j = s j (r) be the directional moments
Then the projections ξ i := v i , r are the eigenvalues of the generalized eigenvalue problem Remark 5.5. Besides the simple proof, the method of derivatives of moments has another advantage. Since Lemma 5.2 holds in the distributional sense, Theorem 5.3 holds for more general functions a i , especially non-polynomial directional moments like in Example 4.4(b) or (c). However, the generalized eigenvalue problem must then be replaced by a suitable method to determine the atoms δ ξi from ∂ n s.
Remark 5.6. In [GLPR12, Eq. (5)] a "scaled vector of moments" is defined in a similar way as ∂ n s in Example 4.4(a). However, the strength of Theorem 4.10, in particular in combination with Theorem 4.14, has not been used.
Remark 5.7. With n + 1 different directions r the vertices can be reconstructed using the previous theorem and (n + 1)(2k − n) + 1 moments are required. If k is unknown, the previous theorem also determines k if sufficiently many directional moments are given. Now we extend Definition 5.1 to functions f :
i.e., integration by part over H r,x . By linearity of integration and differentiation Corollary 5.4 also detects the vertices v i,j , j = 1, . . . , d i , of full-dimensional polytopes P i ⊂ R n , j = 1, . . . , p, from the moments
of the simple function
if the P i or c i are in general position. We say that a set
. Furthermore, we say that c 1 , . . . , c p are in general position iff
has non-zero mass µ( v i,j , r ) = 0 for r ∈ R n in general position, i.e., coefficients in (20) do not cancel out for vertices v i,j with the same projection v i,j , r . 
where s 0 , . . . , s 2d−n+1 are the directional moments (18) of (19).
Proof. By linearity of ∂ n and Lemma 5.2 we have that
is a (signed) representing measure of ∂ n s (Theorem 4.10). Then (∂ n Λ Θ ξ,r )( r, v i,j ) = 0 for all i, j since the v i,j or c i are in general position. Hence the projections r, v i,j are the eigenvalues of (21) by Lemma 3.1.
Reconstruction of Simple Functions from Moments. We want to adapt Theorem 5.8 to simple functions
of hyperrectangles j , see Example 4.16. Similar to polytopes we say that the hyperrectangles j are in general position if no two facets of the j 's lie in a common hyperplane. The c j 's are called in general position if ∂ i Λ Θχ,e i is an at most 2k-atomic signed measure supported exactly at p j,i,a (j = 1, . . . , k, a = 0, 1) and ∂ 1 Θ χ,r is an at most k · 2 n -atomic signed measure supported exactly at all p j,i,a (j = 1, . . . , k, i = 1, . . . , n, a = 0, 1). We have the following. 
Then for each i = 1, . . . , n we have
i.e., the vertices of the hyperrectangles j are contained in the grid
where the ξ i,j are the 2k eigenvalues of the generalized eigenvalue problem
are the moments of the area function Θ f,ei which has by assumption jumps exactly at the p j,i,l 's, j = 1, . . . , k, l ∈ {0, 1}. Hence ∂ i t is represented by a signed atomic measure supported exactly at the p j,i,l 's by Theorem 4.10 and the positions are gained from the generalized eigenvalue problem (Lemma 3.1)
Remark 5.10. For the grid (23) we can then chose an r ∈ R n in general position such that ξ → ξ, r between grid points ξ and their projection ξ, r is a bijection. Since the c j 's or j 's are in general position we can extract these projections from Theorem 5.8 and uniquely recover the vertices of all j 's. The c j 's can then easily (successively) be calculated from evaluation polynomials and ∂ 1 s.
Compared to Corollary 5.4 and Theorem 5.8 we no longer have the disadvantage that we need to chose n + 1 random directions r i . We can choose the directions e 1 , . . . , e n and only r in Remark 5.10 needs to be in general direction but can be chosen based on the grid (23) from the e i 's. We need to solve n generalized eigenvalue problems (24) of size at most (2k + 1) × (2k + 1). The choice of e i is essential so that we cover 2 n−1 vertices of the same j by Θ χ,ei at once and hence get n small generalized eigenvalue problems. Only when we cut the vertices of j out of the grid (23) we need to go to much higher degrees and have to solve one much larger generalized eigenvalue problem based on Theorem 5.8. But better options for cutting the vertices p j,J out of (23) might be possible.
Reconstruction of Measures on Semi-Algebraic Sets. So far we avoided to deal with non-constant densities on bounded sets. Inspired by the work of F. Bréhard, M. Joldes, and J.-B. Lasserre [BJL19] we want to demonstrate how our approach can be applied in this case. This and the previous works [LPHT08] , [HK14] , [MWHL18] from (optimal) control applications of the moment-SOS-hierarchy were pointed out to us by the authors of [BJL19] .
Let G ⊆ R n be a semi-algebraic set and g ∈ R[x 1 , . . . , x n ] such that ∂G ⊆ Z(g).
, where the M α are the shifts from Definition 2.7. Remember the matrix notation (s, t, . . . , z) l from Definition 2.8. 
for all α ∈ N n 0 with |α| ≤ k for some k ≥ 2d + 2γ − 2. The following are equivalent:
ii) For each i = 1, . . . , n let α (1) , α (2) , . . . , α (m) with m = n+d−1 n denote an enumeration of α = (α 1 , . . . , α n ) ∈ N n 0 with |α| ≤ d and α i ≥ 1. The kernel of
Proof. Note that s is represented by exp(p)·χ G , ∂ i s is presented by
(ii) ⇒ (i): So by the previous note ∂ i p, i.e., (1, −α
, is in the kernel and all c α 's with α = 0 are determined.
( 
is in the kernel of (25). It is sufficient to show that (g(M )M
are linearly dependent. But ( * ) is the Hankel matrix of g 2 (M )s, a moment sequence with representing measure g 2 · exp(p) · χ G , i.e., has full rank. This proves that the kernel of (25) is one-dimensional.
If g ≥ 0 on G, squaring g in "(ii) ⇒ (i)" is not necessary and linear independence already holds for k ≥ 2d + γ − 1.
The bound k ≥ 2d + 2γ − 2, resp. k ≥ 2d + γ − 2, comes from the maximal α, i.e., s α , needed to construct (25). If d = deg p is unknown, then the previous theorem also recovers d if k is large enough. For k ≥ 2d + 2γ − 2 the kernel of (25) is one-dimensional, i.e., determines d as max cα =0 |α|. For k < 2d + 2γ − 2 (resp. 2d + γ − 2) (25) is full rank.
In [BJL19] also the problem of finding g from s = (s α ) for an unknown G is addressed, but then all moments s α are necessary. 
Gaussian Mixtures
There are a, b ∈ R with a > 0 such that the matrix
has rank two with kernel (1, −ab, a) T · R.
In this case, one has a = (26), (27) and the induction hypothesis that
On R n we have the following.
Theorem 6.2. Let n ∈ N, A = (a 1 , . . . , a n ) = (a i,j ) n i,j=1 ∈ R n×n be a symmetric and positive definite matrix, b ∈ R n , c ∈ R, c = 0, and k ∈ N with k ≥ 2. Set
For a multi-indexed real sequence s = (s α ) α∈N n 0 :|α|≤k the following are equivalent: i) s is the moment sequence of Λ g , i.e.,
Proof. For i = 1, . . . , n we have
(i) ⇒ (ii): From ( * ) we find that (28) is contained in the kernel of the matrix (∂ i s, s, M e1 s, . . . , M en s) k−1 . It suffices to show that the kernel of the matrix (∂ i s, s, M e1 s, . . . , M en s) 1 is at most one-dimensional. Consider
, H has full rank n + 1. Therefore (∂ i s, s, M e1 s, . . . , M en s) 1 has rank at least n + 1 since it has H as submatrix. Its kernel can thus be at most one-dimensional.
The coordinate change on R n given by y = Ox induces a linear transformation on the space of moment sequences. Let t = (t α ) |α|≤k be the moment sequence obtained from s via this transformation. A straight-forward calculation shows that ker(∂ i t, t, M e1 t, . . . , M en t) 1 = ker(∂ i t, t, M e1 t, . . . , M en t) k−1 = (1, −λ ibi , 0, . . . , 0, λ i , 0, . . . , 0) T · R, whereb = Ob. This means that we are in the 1-dimensional setting
where the 1-dimensional assertion holds by Lemma 6.1.
together with λ 1 · · · λ n = det(A) gives the n-dimensional assertion.
Hence, the previous theorem provides an easy way to determine A ∈ R n×n and b ∈ R n from the moments s α .
Step 1: For i = 1, . . . , n: a) Calculate β i and a i = (a i,1 , . . . , a i,n ) from Step 3:
· s 0 . Out: "s is represented by a Gaussian distribution": TRUE or FALSE. If TRUE:
A, b, c.
we get a result similar to Theorem 5.11 but with integration over R n instead of a semi-algebraic set G. ii) There are a, b ∈ R with a > 0 such that the matrix
has a one-dimensional kernel spanned by
and s i is the i-th moment of c · exp
In this case c = .
Proof. Similar to the proof of Lemma 6.1 using (29) instead of (27) in the induction. The formula for c follows from
Multiple components in dimension one with same variance. While we fully characterized all moment sequences represented by one Gaussian distribution and showed how to determine the parameters, let us investigate mixtures with more than one component. In this study the elementary symmetric polynomials play a crucial role.
Definition 6.5. For k, j ∈ N with j ≤ k we denote by
The elementary symmetric polynomials have the following property.
Lemma 6.6 (Vieta's Formulas). Let k ∈ N and b 1 , . . . , b k ∈ R be pairwise different points. For v 1 , . . . , v k ∈ R the following are equivalent: i)
Proof. Follows directly from
Since we assume all Gaussian distributions to have the same variance, we introduce the following convenient operator.
Note, that we use ∆ a as an operator acting on functionals and on functions to emphasize the close connection between the operations performed on L and measures µ = Λ f provided by Theorem 4.10.
∆ a has the following properties (Lemmas 6.8-6.11).
Lemma 6.8. Let L : R[x] ≤d → R be a linear functional with d ∈ N ∪ {∞} and a = 0. Then
Lemma 6.9. Let k ∈ N, a ∈ R \ {0}, and
Proof. Follows by induction on l. l = 0 is clear. We have to show l → l + 1:
i.e., t a (b) is the moment vector of the moments s 0 , . . . ,
and it follows that
we find that the i-th entry in t a (b) is a polynomial of degree i in b. The coordinate change to A = {1, b, . . . , b i } is M. The second statement follows immediately from
Lemma 6.11. Let k ∈ N and F (x) be the Gaussian mixture
be the moments of F (x) up to degree 2k − 2. The following matrix has full rank:
Proof. Take M ∈ R k×k from Lemma 6.10 and sets := M(s 0 , . . . , s k−1 ). Then
is full rank as in the one-dimensional case.
With these properties of ∆ a we can characterize moments sequences which are represented by (32) and determine the parameters b i if a > 0 is known. 
ii) For a > 0 and b 1 , . . . , b k ∈ R pairwise different we have that
, then both are equivalent to the following: iii) For a > 0 and b 1 , . . . , b k ∈ R pairwise different we have that
iv) For a > 0 and b 1 , . . . , b k ∈ R pairwise different we have that
If one of the equivalent statements (i)-(iv) and H(M(a)s) 0 hold, then c i > 0.
Proof. Using M(a) from Lemma 6.10 transforms each statement (i)-(iv) into the corresponding one-dimensional statements for Dirac measures (i')-(iv'). Then the equivalence of all statements (i)-(iv) follows from the equivalence of (i')-(iv').
Remark 6.13. From the proof it is evident that by a coordinate change induced by M(a) from Lemma 6.10 the one-dimensional case of Gaussian mixtures with the same known variance is the same as the one-dimensional case of Dirac measures. This can also be seen from ∆
So the highly non-linear problem of finding k and b 1 , . . . , b k from the moments s reduces to the linear problem of calculating the kernel of (33) and the wellstudied problem of finding all roots of a univariate polynomial (34). The coefficients c 1 , . . . , c k can then be determined by linear algebra.
But Theorem 6.12 only applies if we know a beforehand. We therefore have to determine a > 0 from s = (s 0 , . . . , s d ) as well. Set∆ a := (∂+aM 1 ), i.e.,∆ a = a·∆ a , and observẽ
holds for some α i,j ∈ R and all f ∈ C l (R, R). Applying this to (32), i.e., f = F , shows that the linear dependence
from Lemma 6.6, resp. Theorem 6.12, implies the linear dependence of
for some β i,j ∈ R, and therefore also the moments
Let us have a look at a small example.
Example 6.14. For k = 2 in (32) we have
i.e., the matrix
contains the following vector in its kernel:
For sufficiently large d ∈ N the kernel is one-dimensional. Hence,
and by Vieta's formulas (Lemma 6.6) we have that b 1 and b 2 are the zeros of
The previous example provides one way to find a > 0. It determines a uniquely (and the b 1 , . . . , b k simultaneously) but with the cost that more moments are required than in Theorem 6.12. In Theorem 6.12 we need 2k moments, while for the generalized method of the previous example the matrix must be of size
− 1. Hence, moments of degree at least
are required since the last line contains M k s K = s K+k .
However, with the following approach we also get a from Theorem 6.12.
Definition 6.15. Let k ∈ N and s = (s 0 , . . . , s 2k ) ∈ R 2k+1 . We define Lemma 6.17. Let k ∈ N and s = (s 0 , . . . , s 2k ) ∈ R 2k+1 . The following holds:
for some a > 0, c 1 , . . . , c k ∈ R \ {0}, and b 1 , . . . , b k ∈ R pairwise different. Then p s (a) = 0.
Proof. This follows immediately from Definition 6.15 and Theorem 6.12.
The previous lemma combined with Theorem 6.12 provides the following algorithm to determine a Gaussian mixture representation of s with equal variance for each Gaussian component.
Step 1: a) Calculate p s (a) := a
If Z is empty, s has no k-Gaussian mixtures with equal variance.
Step 2: For i = 1, . . . , l: a) Calculate v 1 , . . . , v k ∈ R from (33):
If ( * ) does not hold: a i is not a variance for s. Goto i + 1. b) Calculate zeros Z(p) = {b 1 , . . . , b k } of (34):
If p has complex solutions: a i is not a variance for s. Goto i + 1.
Step 3: Calculate c 1 , . . . , c k ∈ R from the t ai (b j )'s in (31):
Out: a > 0, b 1 , . . . , b k ∈ R, and c 1 , . . . , c k ∈ R.
This algorithm can of course be modified to determine k as well. Add an outer loop testing Algorithm 6.18 for k = 1, . . . , ⌈ d 2 ⌉. Multiple components in dimension one. Now we want to investigate the onedimensional case with a 1 , . . . , a k > 0 arbitrary (e.g., pairwise different). For k = 2 we have the problem already considered by Pearson [Pea94] .
Example 6.19. Let k = 2, a 1 , a 2 > 0 with a 1 = a 2 and b 1 , b 2 ∈ R. For
) makes the system linearly dependent:
We have a one-dimensional solution set spanned by
So a 1 and a 2 are the zeros of
by the Vieta's Formulas (Lemma 6.6).
One might to be seduced by this example and the opinion that by replacing the restriction a 1 = · · · = a k = a by arbitrary a i > 0 that less Gaussian distribution are required. But Theorem 6.22 shows that there are moment sequences with very large mixture Carathéodory numbers.
Multi-dimensional Gaussian mixtures. So far we only dealt with the onedimensional case of Gaussian mixture reconstruction from moments. And this was even done with the restriction a 1 = · · · = a k = a > 0. In [dDK19] we proved new lower bounds for the Carathéodory numbers for Dirac measures which grow asymptotically close to the Richter upper bound. Now we show that for Gaussian mixtures the same lower bounds hold even when arbitrary variances are allowed.
Before we can state our last main theorem, we need the following definition.
Definition 6.20. Let A be a finite-dimensional vector space of measurable functions on a measurable space (X , A) and δ σ,ξ probability measures as in Definition 2.9. A function a ∈ A is called non-negative of highest order (with respect to the measures δ σ,ξ ) if a ≥ 0 and for any sequence (c i ,
there exists a subsequence (i j ) j∈N with one of the following properties:
Note, being of highest order depends in general on the measures δ σ,ξ . The following are examples for non-negative polynomials of highest order.
Example 6.21. Let d, n ∈ N, X = R n , and A = R[x 1 , . . . , x n ] ≤2d . Let p ∈ A be non-negative, with finitely many zeros and without zeros at infinity (its homogenization has no zeros with x 0 = 0). Then p is non-negative of highest order with respect to Gaussian or log-normal measures. In particular
is non-negative of highest order.
Recall from [dDS18b] that with X ⊆ R n open and A a finite-dimensional space of differentiable functions on X , then N A ∈ N is the smallest k ∈ N such that DS k,A (C, X) has full rank for some (C, X) ∈ R k ≥0 × X k where
with C = (c 1 , . . . , c k ) and X = (x 1 , . . . , x k ).
Theorem 6.22. Let (X , A) be a measurable space, A be a finite-dimensional space of measurable functions on (X , A) with an e ∈ A such that e ≥ 1 on X , and δ σ,ξ probability measures on X as in Definition 2.9. Let a ∈ A be non-negative of highest order with finitely many zeros Z(a) = {x 1 , . . . , x k }. Then there exists a moment sequence s ∈ int S A = int T A with 
e., K i are minimal), c i,j > 0, σ i,j ∈ Σ, and x i,j ∈ X . Since K i ∈ N we have K 0 := lim inf i→∞ K i and after choosing a subsequence of (s (i) ) i∈N we can assume that K i = K 0 for all i ∈ N. Let us show that K 0 ≥ K holds. Since a is non-negative of highest order, we can assume that the (c i,j , σ i,j , ξ i,j ) fulfill (i) or (ii) in Definition 6.20 by taking a subsequence (i l ) l∈N . By reordering the j's in ( * ) we can assume that (i) holds for all j = 1, . . If A are r-differentiable functions, then the sequence (s (i) ) i∈N can be chosen to contain only regular moment sequences by Sard's Theorem [Sar42] (see [dDS18b] 
So from the proof it is evident that the constructed s with (35) is close to the boundary of the moment cone, more precisely close to the boundary face represented by a ∈ A.
[dD19], [dDK19] , Theorem 6.22, and Example 6.21 explicitly provide the following. 
