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Introduzione
In questa tesi presentiamo un modello di segmentazione di immagini eco-
cardiografiche introdotto in [1]. Il problema principale che si pone quando
si vogliono segmentare le immagini è che possono essere rumorose, per tanto
viene utilizzato un modello geometrico che regolarizza in direzione tangen-
ziale e non in direzione ortogonale alle superfici che delimitano il contorno
cardiaco.
Lo scopo della tesi è di esprimere il modello tramite un’equazione a deri-
vate parziali e dimostrare alcune proprietà geometriche della soluzione.
Per formalizzare il modello introduciamo nel Capitolo 2 la nozione di
superficie regolare, e verifichiamo che la variazione prima dell’area è la cur-
vatura. Questo viene verificato sia per superfici definite come insiemi di
livello, sia per grafici.
Nel capitolo seguente viene data la definizione di varietà riemanniana,
di gradiente, divergenza e curvatura riemanniana e anche in questo caso si
prova che la curvatura è la variazione prima dell’area. In particolare viene
introdotto una metrica associata all’immagine I, che penalizza il bordo del-
l’immagine.
Viene poi introdotta la nozione di evoluzione di fronte, e in particolare di
moto per curvatura nella metrica appena introdotta. Si tratta di equazione
di evoluzione tangente che regolarizza in direzione tangenziale, eliminando il
rumore, e mantenendo la metrica dello spazio dato.
Infine, nell’ultimo capitolo, diamo qualche proprietà qualitativa della so-
luzione dell’equazione trovata, che risulta essere un’equazione parabolica.
In particolare viene dimostrato un principio del massimo che permette di
introdurre la nozione le soluzioni viscose.
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Capitolo 1
Il problema dell’elaborazione delle
immagini
In questo capitolo presentiamo un modello di segmentazione di immagini
ecocardiografiche introdotto in [1].
L’elettrocardiogramma, o elettrocardiografia, è la tecnica di elaborazione
di immagini più usata per diagnosticare le patologie del muscolo cardiaco
perchè è non invasivo, a basso costo ed efficiente. La tecnica è basata sull’u-
tilizzo di ultrasuoni, e la dispersione del segnale può dar luogo ad artefatti
compromettendo l’accuratezza delle misurazioni.
L’ecocardiogramma 3D è ottenuto tramite una ricostruzione in 3D di im-
magini originariamente acquisite in 2D. Le misurazioni ottenute son molto
accurate ma sono acquisite in tempi molto lunghi, per cui anche piccoli mo-
vimenti dell’operatore o del paziente causano un significativo degrado delle
immagini.
L’ecocardiogramma RT3DE (Real time 3-D echocardiography) consente l’ac-
quisizione diretta di un insieme di dati volumetrici. E’ più pratica, fattibile,
rapida e concettualmente corretta rispetto alla ricostruzione 3D. In effetti,
l’acquisizione volumetrica RT consente attualmente di registrare l’intero ven-
tricolo sinistro o utilizzando una serie di pochi battiti consecutivi (in genere
4), ciascuno dei quali contribuisce con una porzione del volume finale, o du-
rante un singolo battito cardiaco.
Il problema affrontato in [1] è quello di studiare le immagini ecocardio-
grafiche, e poter elaborare un modello per ricavare la superficie e il volume
del ventricolo sinistro.
Un serio inconveniente è la povera qualità dell’ecocardiogramma poiché
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l’immagine a ultrasuoni è spesso affetta dal rumore, intrinsecamente collega-
to al metodo di acquisizione dell’immagine. Il rumore, infatti, può dar luogo
a contorni indistinti e sconnessi.
La difficoltà nel segmentare la forma della cavità cardiaca dall’ecocardio-
gramma è dovuto a due fattori; la prima, le immagini risultano estremamente
rumorose nei bordi e secondo, a causa dell’apertura e chiusura delle valvole
cardiache, il contorno del ventricolo sinistro rimane incerto in alcune imma-
gini.
Il rumore e la bassa qualità al bordo è superata da un’equazione differenziale
(PDE) che preserva i bordi e il problema della forma incerta è risolta sfrut-
tando la condizione di continuità nel tempo.
L’equazione non lineare proposta in [1] è una generalizzazione del metodo
di Terzolopoulos [9] dei modelli elastici deformabili. Il bordo della cavità
cardiaca viene identificato come insieme di livello di una funzione regolare,
si sceglie un dato iniziale polinomiale che fornisce una prima approssimazio-
ne del ventricolo e viene fatto evolvere con un’equazione geometrica che ha
comportamenti diversi in direzioni diverse:
1. regolarizza in direzione tangente;
2. non regolarizza in direzione normale ai bordi.
Studieremo nei prossimi capitoli la struttura delle superfici e la loro geometria
per arrivare ad esprimere un’equazione di diffusione direzionale.
Capitolo 2
Curvatura di superficie regolare
Riprendiamo alcune nozioni di geometria differenziale [2]:
Definizione 2.1. Siano dati: un aperto Ω ⊂ Rn; un sottoinsieme non vuoto
S ⊂ Ω; una funzione differenziabile ϕ : Ω→ R.
Diremo che S è una ipersuperficie in Ω di equazione ϕ se:
1. ∀x ∈ Ω x ∈ S ⇔ ϕ(x) = 0;
2. ∀x ∈ S ∇ϕ(x) 6= 0.
si dice che S è espressa come insiemi di livello della funzione ϕ.
Definizione 2.2. Sia D ⊂ Rn−1 un’aperto e sia f : D → R un’applicazione
differenziabile, sia Ω = D ×R ⊂ Rn, indicato con x = (x1, ..., xn) il punto di
Rn, si dice grafico di f , l’insieme:
Gf = {x ∈ Rn|xn = f(x1, ..., xn−1)}
Gf è una ipersuperficie cartesiana in Ω di equazione ϕ(x) = 0, dove:
ϕ(x) = xn − f(x1, ..., xn−1)
Definizione 2.3. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersuperficie.
Siano x ∈ S e sia ξ ∈ Rn. Diremo che ξ è un vettore tangente ad S in x se:
〈∇ϕ(x), ξ〉 = 0
Indicheremo con TxS lo spazio di tutti i vettori di Rn tangenti ad S in x.
Osservazione 2.4. Data una superficie S ⊂ Ω di Rn , sia x ∈ S, un vettore
ξ ∈ Rn, si verifica che ξ ∈ TxS se e solo se:
∃γ : ]−ε, ε[→ S t.c. γ(0) = x, γ′(0) = ξ
3
4 2. Curvatura di superficie regolare
Definizione 2.5. Sia Ω ⊆ Rn aperto non vuoto, sia F : Ω→ Rn un campo
vettoriale di classe C1, F = (f1, ..., fn), allora la divergenza di F è la funzione
div F : Ω→ R definita da:
divF =
∂f1
∂x1
+ ...+
∂fn
∂xn
Ricordiamo, in particolare, che la curvatura media di una ipersuperficie
S si esprime come:
H = div(νS)
dove νS è la normale alla superficie.
Esplicitiamo ora l’espressione della curvatura:
H =
n∑
i=1
∂
∂xi
(
∂ϕ
∂xi
|∇ϕ|
)
=
=
n∑
i=1
(
1
|∇ϕ|
∂2ϕ
∂x2i
+
∂ϕ
∂xi
∂
∂xi
(
1
|∇ϕ|
))
=
=
n∑
i=1
 1|∇ϕ| ∂
2ϕ
∂x2i
−
∂ϕ
∂xi
∂
∂xi
(√∑n
j=1
(
∂ϕ
∂xj
)2)
|∇ϕ|2
 =
=
n∑
i=1
(
1
|∇ϕ|
∂2ϕ
∂x2i
−
∂ϕ
∂xi
|∇ϕ|2
1
2|∇ϕ|
n∑
j=1
2
∂ϕ
∂xj
∂2ϕ
∂xi∂xj
)
=
=
n∑
i=1
(
1
|∇ϕ|
∂2ϕ
∂x2i
−
∂ϕ
∂xi
|∇ϕ|3
n∑
j=1
∂ϕ
∂xj
∂ϕ2
∂xi∂xj
)
=
=
n∑
i=1
(
1
|∇ϕ|
n∑
j=1
δij
∂2ϕ
∂xi∂xj
− 1
|∇ϕ|3
n∑
j=1
∂ϕ
∂xi
∂ϕ
∂xj
∂2ϕ
∂xi∂xj
)
=
=
1
|∇ϕ|
n∑
i,j=1
(
δij −
∂ϕ
∂xi
∂ϕ
∂xj
|∇ϕ|2
)
∂2ϕ
∂xi∂xj
.
Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersuperficie definita da
S = {ϕ = 0}, abbiamo che la curvatura media diviene:
H =
∆ϕ(x) ‖∇ϕ(x)‖2 −Hessϕ(x,∇ϕ(x))
‖∇ϕ(x)‖3
dove ∆ϕ(x) è il laplaciano di ϕ, e Hessϕ(x,∇ϕ(x)) =
∑n
ij=1
∂2ϕ(x)
∂xi∂xj
∂ϕ
∂xi
∂ϕ
∂xj
è
l’Hessiana.
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Osservazione 2.6. Notiamo che H esprime ∆ϕ−Hessϕ(x,∇ϕ(x)) a meno di
un coefficiente moltiplicativo, quindi si tratta di derivata tangenziale, infatti
contiene tutte le derivate seconde (Laplaciano) meno la componente normale
dell’ Hessϕ.
Osservazione 2.7. Se S è espressa come grafico di una funzione f ne segue
che:
H =
n−1∑
j=1
∂j
(
∂jf√
1 + |∇)f |2
)
E quindi:
H =
∆f(x)(1 + ‖∇f(x)‖2)−Hessf (x,∇f(x))
(1 + ‖∇f(x)‖2) 32
Dimostrazione. Infatti:
H = −
∑
ij ∂
2
ijf ∂if ∂jf −
∑
i ∂
2
i f(1 +
∑
i(∂if)
2)
(1 +
∑
i(∂if)
2)
3
2
=
= −
∑
ij ∂
2
ijf ∂if ∂jf −
∑
ij ∂
2
ij δij(1 + |∇f(x)|2)
(
√
1 + |∇f(x)|2)3
=
= −
∑
ij ∂
2
ijf ∂if∂jf
(
√
1 + |∇f(x)|2)3
−
∑
ij δij∂
2
ijf√
1 + |∇f(x)|2
=
= − 1√
1 + |∇f(x)|2
n∑
i,j=1
(
∂if∂jf
(1 + |∇f(x)|2)
− δij
)
∂2ijf
.
2.1 superficie regolare e area di superficie
Definizione 2.8. Sia ϕ : Ω ⊂ Rn → R una funzione regolare con Ω dominio
aperto; si definisce misura dell’ipersuperficie S = {ϕ = 0}, il numero reale:
A(S) =
∫
Ω
|∇ϕ(x)|dx
In particolare se S è grafico di una funzione f , l’espressione diventa:
A(S) =
∫
Ω
√
1 + |∇f(x1, ..., xn−1)|2dx
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Definizione 2.9. Data A(ϕ), sia ψ ∈ C∞0 , A(ϕ) è derivabile in direzione
ψ ⇔ ∃ limt→0 A(ϕ+tψ)−A(ϕ)t . Pongo F (t) = A(ϕ+ tψ)
∃∂ψA(ϕ)⇔ ∃F ′(0)
Osservazione 2.10. Verifichiamo che la curvatura è la variazione prima del
funzionale dell’area.
A(ϕ) =
∫
|∇ϕ|dx
Infatti:
d
dt
A(ϕ+ tψ)|t=0 = ∂ψA(ϕ)
A(ϕ+ tψ) =
∫
|∇(ϕ+ tψ)|dx
d
dt
|∇(ϕ+ tψ)||t=0 =
d
dt
√√√√ n∑
j=1
(
∂
∂xj
(ϕ+ tψ)
)2
|t=0 =
=
n∑
j=1
1
2|∇ϕ|
2
∂ϕ
∂xj
∂ψ
∂xj
=
=
n∑
j=1
1
|∇ϕ|
∂ϕ
∂xj
∂ψ
∂xj
Quindi
∂ψA(ϕ) =
∫ ( n∑
j=1
1
|∇ϕ|
∂ϕ
∂xj
∂ψ
∂xj
)
dx =
=
n∑
j=1
∫
∂
∂xj
(
∂ϕ
∂xj
|∇ϕ|
)
ψdx =
∫
H ψdx.
Osservazione 2.11. la stessa proprietà vale anche se S è espressa con grafico.
Verifichiamolo esplicitamente:
A(f) =
∫ √
|∇f |2 + 1dx
Allora:
d
dx
A(f + tψ)
∣∣∣
t=0
= ∂ψA(f)
⇒ A(f + tψ) =
∫ √
|∇(f + tψ)|2 + 1dx
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Allora:
d
dx
√
|∇(f + tψ)|2 + 1
∣∣∣
t=0
=
=
d
dx
√√√√√
√√√√ n∑
j=1
(∂j(f + tψ))
2
2 + 1∣∣∣∣∣
t=0
=
=
d
dx
√∑
j
(∂j(f + tψ))2 + 1
∣∣∣∣∣
t=0
=
=
1
2
√
|∇f |2 + 1
(
n∑
j=1
2∂jf ∂jψ
)
=
=
1√
|∇f |2 + 1
n∑
j=1
∂jf ∂jψ
Quindi:
∂ψA(f) =
∫ ∑
j ∂jf ∂jψ√
|∇f |2 + 1
dx =
∫ n∑
j=1
∂j
(
∂jf√
|∇f |2 + 1
)
ψdx =
∫
H ψdx
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Capitolo 3
Metrica Riemanniana
3.1 Definizione di Prodotto scalare
Definizione 3.1. Una metrica Riemanniana su una varietà differenziabile
M è data dal prodotto scalare tra i vettori dello spazio tangente TpM che
dipende in maniera C∞ dal punto p ∈ M . Una varietà Riemanniana è una
varietà differenziabile dotata di una metrica Riemanniana.
Ora, prendiamo x = (x1, ..., xn) su M in coordinate locali, una metrica è
rappresentata da una matrice simmetrica definita positiva:
(gij(x))i,j=1,...,n
Il prodotto tra due vettori dello spazio tangente v, w ∈ TpM rappresentati
da coordinate (v1, ..., vn) e (w1, ...., wn) rispettivamente, sarà:
< v,w >g= gij(x(p))v
iwj
in particolare,
〈
∂
∂xi
, ∂
∂xj
〉
= gij, dove ∂∂xi è una base dello spazio tangente
TpM .
E la norma di v è data da ‖v‖ = 〈v, v〉
1
2
Definizione 3.2. Dato [a, b] ⊂ R, sia γ : [a, b]→M una curva differenziabile
definisco lunghezza γ:
L(γ) =
∫ b
a
∥∥∥∥dγdt (t)
∥∥∥∥
g
dt
In coordinate locali x = (x1(γ(t)), ..., xn(γ(t))):
L(γ) =
∫ b
a
√
gij(x(γ(t))
dxi
dt
(γ(t))
dxj
dt
(γ(t))dt
9
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Definizione 3.3. Sia M una varietà Riemanniana connessa p, q ∈ M , sia
〈., .〉g metrica Riemanniana su M . Definisco la distanza tra p e q come:
dg(p, q) := inf A
dove
A := {L(γ)|γ :[ a, b ]→M curva differenziabile a tratti con γ(a) = p, γ(b) = q}
Proposizione 3.4. Sia M una varietà differenziabile connessa e sia (gij(x))
metrica Riemanniana su M , valgono le proprietà:
1. dg(p, q) ≥ 0 ∀p, q ∈M ;
dg(p, q) = 0⇔ p = q;
2. dg(p, q) = dg(q, p);
3. dg(p, q) ≤ dg(p, r) + dg(r, q) ∀p, q, r ∈M .
Dimostrazione. Dimostrato in [5].
3.2 Gradiente e Divergenza in metrica Rieman-
niana
Ripetiamo in questa sezione le nozioni di curvatura e variazione prima
dell’area.
Definizione 3.5. Sia M una varietà Riemanniana su cui è definita una me-
trica (gij(x))i,j=1,...,n e sia ϕ : M → R, definiamo il gradiente Riemanniano:
∇gϕ = (gij∂jϕ)i=1...n
dove (gij)i,j=1,...,n = ((gij)i,j=1,...,n)−1.
Definizione 3.6. Sia M una varietà Riemanniana su cui è definta una me-
trica (gij(x))i,j=1,...,n , definiamo la divergenza Riemanniana su un vettore
v ∈ TpM come:
divg(v) =
1
√
g
div(
√
gv)
dove g := det(gij)i,j, e div è la divergenza euclidea.
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Notiamo che lo spazio tangente non dipende dalla metrica. Ora sia h ∈
Rn, h è ortogonale a TxM , h ⊥ TxM ⇔< h, v >= 0 ∀v ∈ TxM
La normale dipende dalla metrica. Quindi sia νE la normale euclidea, nel
prodotto scalare euclideo:
< νE, v >E= 0 ∀v ∈ TxM
cioè,
∑
i(νE)ivi ∀i. Considero ora un’altra metrica: gijgjk = δik. Abbiamo:
0 =
∑
i
vi(νE)i =
=
∑
j,i
δijvi(νE)j =
=
∑
k,j,i
gikg
kjvi(νE)j =
=
∑
j
< g·j(νE)j, v >g
Ponendo νg = g·j(νE)j:
< νg, v >g= 0 ∀v
⇒ νg ⊥g TxM
Abbiamo che νg è ortogonale allo spazio tangente nella nuova metrica.
Definizione 3.7. Definiamo, la curvatura in metrica riemanniana:
Hg = divg(νg) = divg
(
∇gϕ
|∇gϕ|g
)
Osservazione 3.8. Calcoliamo esplicitamente la curvatura nella metrica Rie-
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manniana, nel caso in cui S è rappresentata come luogo degli zeri di ϕ
Hg = divg
(
∇gϕ
|∇gϕ|g
)
=
=
1
√
g
divE
(
√
g
gij∂jϕ
|∇gϕ|g
)
=
=
1
√
g
∂i
(
√
g
gij∂jϕ
|∇gϕ|g
)
=
=
∂i(
√
ggij)∂jϕ√
g|∇gϕ|g
+
gij∂2ijϕ
|∇gϕ|g
+ gij∂jϕ∂i
(
1
|∇gϕ|g
)
=
=
∂i(
√
ggij)∂jϕ√
g|∇gϕ|
+
gij∂2ijϕ
|∇gϕ|g
−
gij∂jϕ∂i
(√∑n
k,h=1(g
kh∂kϕ∂hϕ)
)
|∇gϕ|2g
=
=
∂i(
√
ggij)∂jϕ√
g|∇gϕ|g
+
gij∂2ijϕ
|∇gϕ|g
−
− g
ij∂jϕ
|∇gϕ|2g
∑n
k,h=1 2(g
kh∂kϕ∂
2
ihϕ) +
∑n
k,h=1(∂ig
kh∂kϕ∂hϕ)
2|∇gϕ|g
E’ importante osservare che nel primo termine dell’equazione ottenuta ab-
biamo ∇g∇ϕ
Definizione 3.9. Sia ϕ : Ω ⊂ Rn → R una funzione regolare con Ω aperto
si definisce misura dell’ipersuperficie S = {ϕ = 0} nella metrica g.
A(S) =
∫
Ω
|∇gϕ|g
√
g(x)dx
Osservazione 3.10. Verifichiamo che anche in questo caso la variazione prima
dell’area è la curvatura:
Ag(ϕ) =
∫
|∇gϕ|g
√
g(x)dx
Allora:
d
dt
Ag(ϕ+ tψ)
∣∣∣
t=0
= ∂ψAg(ϕ)
⇒ Ag(ϕ+ tψ) =
∫
|∇g(ϕ+ tψ)|g
√
g(x)dx
Ora:
d
dt
|∇g(ϕ+ tψ)|g
∣∣∣
t=0
=
d
dt
√√√√ n∑
i,j=1
gij∂j(ϕ+ tψ)∂i(ϕ+ tψ)
∣∣∣∣∣
t=0
=
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=
n∑
j,i=1
1
2|∇gϕ|g
2gij∂jϕ∂iψ
Allora:
∂ψAg(ϕ) =
∫ (∑
j
1
|∇gϕ|g
gij∂jϕ∂iψ
)√
g(x)dx =
=
∫
< ∇gϕ,∇gψ >g
|∇gϕ|g
√
g(x)dx =
=
∫
1
√
g
∂i
(
√
g gij
∂jϕ
|∇gϕ|g
)
ψ
√
g(x)dx =
=
∫
divg
(
∇gϕ
|∇gϕ|g
)
ψ
√
g(x)dx
=
∫
Hg ψ
√
g(x)dx
3.3 Metrica isotropa associata ad un’immagine
Sia I : Rn → R dove I ∈ L1loc, definiamo Gσ un mollificatore, allora
Gσ ∗ I ∈ C∞. Distinguiamo due casi:
• se I ∈ C10 abbiamo che ∇(Gσ ∗ I) = Gσ ∗ ∇I cioè abbiamo che per
G→ 0 ∃ limG→0∇(Gσ ∗ I)→ ∇I
• se I ∈ L1loc allora ∃∇(Gσ ∗ I): se I ha un salto allora Gσ ∗ I → I in L1loc
quindi |∇(Gσ ∗ I)|2 è massimo quando ci sono i salti, cioè è un edge
indicator
Abbiamo che
e =
1
1 + |∇(Gσ ∗ I)|2
=
{
0 nei salti
1 fuori dai salti
La e definisce la metrica,detta metrica isotropa indotta da I nella forma
gij = e
1
n δij
Si ha quindi g = det(gij) = e.
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Determiniamo ora la curvatura di una generica metrica isotropa
gij = g
1
n δij
In questo caso sostituendo nella 3.1, la curvatura diventa:
Hg = H +
1
2g
∇g ∇ϕ
|∇ϕ|
(3.1)
Dimostrazione. Infatti dall’osservazione 3.1, nel caso in cui g è uno scalare,
abbiamo che:
∇gϕ = g−
1
n∇ϕ
Quindi:
νg =
∇gϕ
|∇gϕ|g
=
∇ϕ
|∇ϕ|
Ora calcolano la curvatura:
Hg = divg(νg)
= divg(
∇ϕ
|∇ϕ|
) =
=
1
√
g
div
(
√
g
∇ϕ
|∇ϕ|
)
=
=
∑
i
1
√
g
∂i
(
√
g
∂iϕ
|∇ϕ|
)
=
=
∑
i
1
√
g
∂i(
√
g)
∂iϕ
|∇ϕ|
+
√
g
√
g
H =
=
∑
i
1
2g
∂i(g)
∂iϕ
|∇ϕ|
+H
Capitolo 4
Moto per curvatura
Il moto per curvatura media è uno dei più studiati problemi di evoluzione
geometrica, consiste nel considerare una superficie immersa nello spazio e nel
farla evolvere richiedendo che ogni punto si muova con velocità normale pari
all’opposto della curvatura media.
In questa sezione parliamo appunto del metodo level set per curvatura media.
Precisamente:
Osservazione 4.1. Consideriamo Ω ⊂ Rn e sia ϕ0 : Ω → R un’immersione
di classe C∞. Il moto in cui ogni punto si muove in direzione normale con
velocità F è descritto dal problema:{
∂
∂t
ϕ(x, t) = −F |∇ϕ|
ϕ(x, 0) = ϕ0(x)
Dimostrazione. L’insieme S(t) = {ϕ(x, t) = 0 t fissato} indica l’ipersu-
perficie al tempo t.
Supponiamo che S sia espressa come zero-level set di ϕ
ϕ(x(t), t) = 0 ∀x ∈ Ω ∀t ∈ R+
Derivando ora rispetto al tempo, troviamo:
∂ϕ
∂t
+∇ϕ(x(t), t)x′(t) = 0
Imponendo che ogni punto si muova in direzione normale a S con velocità F ,
l’evoluzione di ciascun punto x(t) ∈ Ω può esser espressa, ponendo x′(t) = F~ν
dove ~ν = ∇ϕ|∇ϕ| è il vettore normale alla superficie. Otteniamo:
∂ϕ
∂t
+ F∇ϕ~ν = 0
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Allora l’equazione di evoluzione con velocità F in direzione normale:
∂ϕ
∂t
= −F |∇ϕ| for x ∈ Ω t ∈ R+ (4.1)
Poniamo le condizioni iniziali ϕ(x, 0) = ϕ0(x) ∀x ∈ Ω. Si ottiene per tanto
la tesi.
Osservazione 4.2. Consideriamo Ω ⊂ Rn e sia ϕ0 : Ω → R un’immersione
di classe C∞, il moto per curvatura di ϕ0 è una famiglia di applicazioni
ϕ : Ω× R+ → R di classe C∞ soluzioni del seguente sistema di PDE:{
∂
∂t
ϕ(x, t) = H(x, t)|∇ϕ|
ϕ(x, 0) = ϕ0(x)
dove H(x, t) è la curvatura media.
Osservazione 4.3. Nel caso in cui abbiamo una metrica riemanniana, l’equa-
zione precedente di evoluzione con velocità F in direzione νg diviene:
∂ϕ
∂t
= −F |∇gϕ|g for x ∈ Ω t ∈ R
+
con condizioni iniziali ϕ(x, 0) = ϕ0(x) ∀x ∈ Ω.
L’espressione della funzione velocità F in 4.1 dipende da molti fattori,
come la curvatura e la direzione normale al fronte, e proprietà globali come
forme e posizione, e altre proprietà indipendenti del fronte. La funzione F
usata per controllare il processo di recupero delle forme è:
F = −g1+
1
nHg
In presenza di un’immagina I e di una metrica indotta:
g = e
L’equazione risultante di moto per curvatura riemanniana di ϕ(~x, t) sarà
quindi:
∂tϕ = g
1+ 1
n |∇gϕ|Hg(ϕ) = g H|∇ϕ|+
1
2
∇g · ∇ϕ (4.2)
poiché Hg, calcolata in 3.1, indica la diffusione in direzione tangente ai bordi
nella metrica indotta da g.
Il termine di curvatura riemanniana definisce la propagazione del fronte gui-
dato dalla caratteristica dell’immagine e regolarizzata dalla curvatura. Rap-
presenta una diffusione geometrica rallentata dalla funzione g, dove l’imma-
gine ha un elevato gradiente, e questo regolarizza il grafico di ϕ lontano dal
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bordo con una minima regolarizzazione dei bordi stessi. In particolare il ter-
mine ∇ϕ∇g affila i margini del fronte dell’immagine iniziale verso i bordi
seguendo il vettore campo ∇g che punta sempre verso i contorni dell’imma-
gine.
In [1] viene proposta una modifica di quest’equazione:
∂ϕ
∂t
− gεH|∇ϕ| − β∇g · ∇ϕ = 0 (4.3)
con condizione iniziale ϕ(~x, 0) = ϕ0. Il parametro β è usato per limitare la
regolarizzazione dell’immersione controllota dal parametro ε.
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Capitolo 5
Il Principio del Massimo
L’equazione 4.2 e 4.3 sono equazioni differenziali a derivate parziali (PDE).
In questo capitolo presentiamo alcune proprietà della soluzione, definiremo
le soluzioni viscose, che sono strettamente collegate al principio del massimo.
In generale una PDE, ovvero un equazione differenziale le cui soluzioni sono
funzioni in più di una variabile indipendente e pertanto conterranno al loro
interno le derivate parziali di queste soluzioni, si definisce:
Definizione 5.1. Si dice equazione differenziale parabolica del secondo ordi-
ne:
∂tϕ =
∑
i,j
aij∂
2
ijϕ+ bi∂iϕ (5.1)
dove aij è semidefinita positiva.
Osservazione 5.2. L’equazione 4.2 è di questo tipo con
aij = g
∑
ij
(
δij −
∂iϕ∂jϕ
|∇ϕ|2
)
bi =
1
2
∂ig
Osservazione 5.3. l’equazione parabolica più semplice, si ottiene per:
aij = δij
bi = 0
quindi 5.1 diviene ∂tϕ = ∆ϕ questa equazione si dice equazione del calore o
heat equation.
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5.1 Heat equation
Studiamo l’equazione del calore:
∂tϕ−∆ϕ = 0
e l’equazione del calore non omogenea è:
∂tϕ−∆ϕ = f
Abbiamo che t > 0 e x ∈ Ω dove Ω ⊂ Rn aperto, l’incognita è
ϕ : Ω× [0,∞)→ R con ϕ = ϕ(x, t) e il laplaciano ∆ è dato rispetto alle va-
riabili spaziali x = (x1, ..., xn), ∆ϕ = ∆xϕ =
∑n
i=1 ∂
2
iiϕ. Nella non omogenea
la funzione f : Ω× [0,∞)→ R è data.
Vogliamo arrivare a dimostrare il principio del massimo in Rn, per arri-
varci ci poniamo in un caso più semplice: consideriamo ϕ(x, t) con x ∈ [a, b]
e t > 0. L’equazione del calore ∂tϕ = k∆ϕ = k∂2xxϕ con x ∈ [a, b], t > 0.
Innanzitutto dobbiamo porre dei dati ai limiti:
ϕ(x, 0) = ϕ0(x) ∀x ∈ [a, b]
poi imponiamo le condizioni agli estremi:
ϕ(a, t) = α(t) ∀t > 0
ϕ(b, t) = β(t)
Definizione 5.4. Si definisce problema ai valori iniziali per l’equazione del
calore il problema:
∂tϕ = k∂
2
xxϕ x ∈]a, b[, 0 < t < T
ϕ(x, 0) = ϕ0(x) x ∈ [a, b]
ϕ(a, t) = α(t), ϕ(b, t) = β(t) 0 < t < T
Il problema è descritto sul rettangolo Q =]a, b[×]0, T [ e i dati sono assegna-
ti su tre lati di questo rettangolo, che costituiscono l’insieme proprio della
frontiera.
Indichiamo la frontiera con ∂Q, e la chiusura di Q: Q = Q ∪ ∂Q. Chiamia-
mo frontiera parabolica di Q il sottoinsieme della frontiera su cui abbiamo
assegnato i dati e la indichiamo con ∂PQ, definita:
∂PQ = [a, b]× {0} ∪ {a} × [0, T ] ∪ {b} × [0, T ]
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Definizione 5.5. Il problema ai valori iniziali si indica allora anche nella
forma più compatta: {
∂tϕ = k∂
2
xxϕ inQ
ϕ = ψ(x) in ∂PQ
si dice soluzione di questo problema una funzione
ϕ ∈ C2x(Q) ∩ C1t (Q) ∩ C(Q)
che verifica l’equazione e assume il dato assegnato sulla frontiera parabolica.
Lemma 5.6. sia ϕ ∈ C2x(Q) ∩ C1t (Q) ∩ C(Q) soluzione di
−∂tϕ+ ∂2xxϕ > 0 inQ
Allora
max
Q
ϕ = max
∂PQ
ϕ
Dimostrazione. La funzione è continua su Q, quindi ha massimo assunto in
un punto (x0, t0). Vogliamo dimostrare che (x0, t0) ∈ ∂PQ.
Per assurdo, supponamo che stia nel complementare. Allora si ha che:
∂xx?2ϕ(x0, t0) ≤ 0, (perchè la derivata seconda è negativa in un punto di
massimo) e ∂tϕ(x0, t0) ≥ 0, perchè le derivate sono nulla in un punto di
massimo interno, oppure, se si ha t0 = T e la funzione raggiunge il suo
massimo crescendo, allora la derivata potrebbe esser strettamente positiva.
Ne viene: −∂tϕ(x0, t0) + ∂2xxϕ(x0, t0) ≤ 0 che va contro le ipotesi. Allora il
punto di massimo sta sul bordo parabolico.
Lemma 5.7. sia ϕ ∈ C2x(Q) ∩ C1t (Q) ∩ C(Q) soluzione dell’equazione
−∂tϕ+ ∂2xxϕ < 0 inQ
Allora
min
Q
ϕ = min
∂PQ
ϕ
Dimostrazione. Analoga al lemma sopra 5.6.
Lemma 5.8. sia ϕ ∈ C2x(Q) ∩ C1t (Q) ∩ C(Q) soluzione dell’equazione
−∂tϕ+ ∂2xxϕ = 0 inQ
Allora
max
Q
ϕ = max
∂PQ
ϕ
min
Q
ϕ = min
∂PQ
ϕ
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Dimostrazione. Costruiamo una perturbazione della funzione ϕ che verifichi
le ipotesi dei lemmi precedenti. Chiamiamo v = M − e−x dove M è sufficien-
temente grande, in modo che v > 0 in Q. si verifica che ∂2xxv = −e−x < 0.
Quindi ∀ε > 0 si ha
(−∂t + ∂2xx)(ϕ+ εv) = −e−x < 0
ma allora vale il principio del minimo, e quindi:
min
Q
(ϕ+ εv) = min
∂PQ
(ϕ+ εv) ≥ min
∂PQ
ϕ
Quindi ∀x, t, ε
(ϕ+ εv)(x, t) ≥ min
∂PQ
ϕ
Facendo tendere ε→ 0:
ϕ(x, t) ≥ min
∂PQ
ϕ
Quindi:
min
Q
ϕ(x, t) ≤ min
∂PQ
ϕ
Allora:
min
Q
ϕ(x, t) = min
∂PQ
ϕ
Passiamo ora in Rn, dunque definiamo in generale dominio parabolico e
frontiera parabolica
Definizione 5.9. Sia Ω ⊂ Rn aperto diverso dal vuoto, T > 0 si definisce
dominio parabolico associato a Ω e T come:
ΩT := (0, T )× Ω
e la frontiera parabolica:
∂PΩ := ({0} × Ω) ∪ ((0, T ]× ∂Ω)
Teorema 5.10 (Principio del massimo). Sia Ω ⊂ Rn un aperto diverso dal
vuoto, con Ω compatto e T > 0, si consideri ϕ ∈ C2x(Ω) ∩ C1t (Ω) ∩ C(Ω) che
soddisfa:
−∂tϕ+
∑
ij
aij∂
2
ijϕ+
∑
i
bi∂iϕ = 0 se (t, x) ∈ ΩT
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per a : Rn×Rn → Rn×Rn, b : Rn×Rn → Rn, aij = aij(x,∇ϕ), bi = bi(x,∇ϕ)
funzioni definite sul dominio parabolico ΩT con aij semidefinita positiva su
tale dominio. Allora il massimo e il minimo di ϕ su ΩT sono raggiunti sulla
frontiera parabolica ∂PΩT :
max
ΩT
ϕ = max
∂P ΩT
ϕ
min
ΩT
ϕ = min
∂P ΩT
ϕ
Premettiamo alla dimostrazione del teorema un lemma:
Lemma 5.11. Nelle ipotesi del teorema 5.10
−∂tϕ+
∑
ij
aij(x,∇ϕ)∂2ijϕ+
∑
i
bi(x,∇ϕ)∂iϕ > 0
allora
max
Ω
ϕ = max
∂P Ω
ϕ
Dimostrazione. Per ipotesi ϕ è continua su tutto ΩT quindi ammette un mas-
simo, mostriamo che il punto sta sulla frontiera parabolica.
Per assurdo supponiamo stia nel complementare, quindi abbiamo che: l’Hes-
siana Hessϕ è semidefinita negativa e aij è semidefinita positiva per ipotesi.
Allora
∑
j aijHessϕjk è semidefinita negativa. Quindi la traccia è:
tr(AHessϕ) =
∑
ij aij(Hessϕ)ij ≤ 0, inoltre ∇ϕ = 0 nel punto di massimo.
Procedendo come nella dimostrazione del 5.6, ne viene che nel punto di
massimo:
−∂tϕ+
∑
ij
aij (Hessϕ)ij +
∑
i
bi(x,∇ϕ)∂iϕ ≤ 0
ma questo va contro le ipotesi. Per cui il massimo è assunto sulla frontiera
parabolica ∂PΩ.
Lemma 5.12. Nelle ipotesi del teorema 5.10
−∂tϕ+
∑
ij
aij(x,∇ϕ)∂2ijϕ+
∑
i
bi(x,∇ϕ)∂iϕ < 0
allora
min
Ω
ϕ = min
∂P Ω
ϕ
Dimostrazione. Analoga al lemma precedente.
Dimostriamo ora il Teorema 5.10
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Dimostrazione. come in 5.8 costruiamo una funzione ausiliaria: v = t , in
modo che v sia positiva su Ω, si verifica che −∂tv < 0, quindi ∀ε > 0 si ha:
(−∂t +
∑
ij
aij∂
2
ij +
∑
i
bi∂i)(ϕ+ εv) = −ε < 0
⇒ (−∂t +
∑
ij
aij∂
2
ij +
∑
i
bi∂i)(ϕ+ εv) < 0
dunque vale il principio del minimo enunciato in 5.12 per cui:
min
Ω
(ϕ+ εv) = min
∂P Ω
(ϕ+ εv) ≥ min
∂P Ω
ϕ
⇒ (ϕ+ εv)(x, t) ≥ min
∂P Ω
ϕ
ma poichè ∂PΩ ⊂ Ω: minΩ ϕ ≤ min∂P Ω ϕ.
Da cui:
min
Ω
ϕ = min
∂P Ω
ϕ
analogamente si dimostra l’asserto per il massimo.
Osservazione 5.13. In particolare il principio del massimo si applica all’equa-
zione 4.2.
5.2 Soluzioni Viscose
Osservazione 5.14. Sia ϕ soluzione di 5.1, sia h ∈ C∞(Ω), se ∃x0 tale che
(ϕ − h)(x0) = 0 è un punto di massimo, allora abbiamo che: ∇ϕ = ∇h,
∂tϕ = ∂th e Hessϕ −Hessh ≤ 0.
⇒ AHessϕ ≤ AHessh
Quindi:
0 = −∂tϕ+ tr(AHessϕ) +
∑
i
bi∂iϕ ≤ −∂th+ tr(AHessh) +
∑
i
bi∂ih
ovvero:
0 = −∂tϕ+
∑
ij
aij∂
2
ijϕ+
∑
i
bi∂iϕ ≤ −∂th+
∑
ij
aij∂
2
ijh+
∑
i
bi∂ih
Questa proprietà viene utilizzata per dare la definizione di soprasoluzione.
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Definizione 5.15. ϕ si dice soprasoluzione se ∀h ∈ C∞(Ω), tale che ϕ− h
ha un massimo in x0 ∈ Ω si verifica:
−∂th+
∑
ij
aij∂
2
ijh+
∑
i
bi∂ih ≥ 0
Definizione 5.16. ϕ si dice sottosoluzione se ∀h ∈ C∞(Ω) tale che ϕ − h
ha un minimo in x0 ∈ Ω si verifica:
−∂th+
∑
ij
aij∂
2
ijh+
∑
i
bi∂ih ≤ 0
Definizione 5.17. ϕ si dice soluzione viscosa se è sopra e sotto soluzione.
In [3] è dimostrata l’esistenza di soluzioni viscose per 5.1,con dato iniziale
ϕ0 Lipschitziano.
La figura mostra un dato iniziale poligonale (sinistra) e la sua evoluzione
(destra):
Figura 5.1: Insieme di livello zero iniziale (poligonale) e finale (regolarizzata).
Immagine tratta da [1].
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