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Abstract 
Advances in communications and embedded systems have led to the proliferation of wireless sensor and actuator 
networks (WSANs) in a wide variety of application domains. One important key of many such WSAN applications is 
the needed to meet non-functional requirements (e.g., lifetime, reliability, time guarantees) as well as functional ones 
(e.g. monitoring, actuation). Some application domains even require that sensor nodes be deployed in harsh 
environments (e.g., refineries), where they can fail due to communication interference, power problems or other 
issues. Unfortunately, the node failures can be catastrophic for critical or safety related systems. State machines can 
offer a promising approach to separate the two concerns – functional and non-functional – bringing forth reliability 
exception conditions handling, by means of fault handling states. We develop an approach that allows users to define 
and program typical applications using their platform language, but also adds state machine logic to design, view and 
handle explicitly other concerns such as reliability. The experimental section shows a working deployment of this 
concept in an industrial refinery setting. 
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1. Introduction 
Sensor network programmers have to deal with functional requirements – e.g. nodes have to collect 
sensed data with a certain period, other nodes relay information and yet other nodes have to actuate based 
on sensed values and computed values. Non-functional requirements, and in particular reliability and 
performance issues, are a cross-cutting concern, in the sense that they are very important but orthogonal 
to the functional processing requirements. Ensuring the reliability of sensor network applications is an 
important problem, and carefully taking into account reliability exception processing should be an 
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important part of sensor network programming paradigms, especially in industrial and other safety critical 
environments. It is important to be able to elicit reliability and performance issues in a way that it is easily 
specified and verifiable by programmers. 
We propose a framework that allows programmers to use their platform language (e.g. Contiki-C or 
NesC) for the normal functional processing, but then adds a state-machine model for specifying and 
clearly eliciting non-functional exception handling into the design and code. The framework generates 
platform-level code (which can be further modified at will by the programmer). This way the 
programmers have all the flexibility of the platform code language such as NesC, but the program is able 
to clearly separate the functional from non-functional concerns and programmers are able to see what 
exception conditions have been dealt with and to add or modify those in a simple way.   
Consider the following application scenario, which motivates the usefulness of the approach: A sensor 
network in some industrial setting has nodes sensing some physical processes and sending the samples 
into controller programmable logic controllers (PLCs). The sensor network is using a schedule-based 
media access control protocol (MAC) to deliver performance guarantees, but the MAC was designed so 
that it is possible to modify the slot assignment dynamically and there are spare slots within the epoch to 
be used optionally for retries. With our approach, after the functional code is developed to sense and send 
the messages, we setup a state machine as shown in figure 1 so that up to 2 extra message retry slots can 
be added or removed to/from a node if the node’s packet loss rate is above a desired reliability threshold 
value. The figure shows three states – a Monitoring state, the one implementing the functional sensing 
and data communication requirements – and two reliability-related states: add and remove retry slot 
states. The figure also specifies that a packet loss above 1% jumps to the add extra slot state, which will 
configure an extra slot (if there are less than 2 extra slots for the node) and always return to the previous 
state, and the remove extra slot state, which will do the inverse of returning extra slots t a free pool when 
the packet loss rate is below 0.5%. 
 
 
Fig. 1. State machine model 
This example shows clearly how our approach separates concerns and allows programmers to verify 
and be sure about their reliability handling functionality. If you would look into the Monitor state, you 
would see the typical sensing code (functional part), while the state-transition conditions on packet loss 
and the “Add Retry Slot” and “Remove Retry Slot” states elicit reliability issues handling.  
The rest of the paper is organized as follows: section 2 reviews the related work; section 3 describes 
the proposed approach and framework. It explains how the approach allows programmers to use their 
platform language coding together with state machines for separation of concerns. Section 4 shows an 
example of practical implementation and results obtained from deployment in a refinery industrial setting, 
where the state machine can be used to deal effectively with reliability concerns; and section 5 concludes 
the paper. 
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2. Related Work 
Related work on this subject includes strategies to abstract low-level programming details based on 
state machines. Those works focus mainly on providing an approach for high-level event-handling that is 
based on state-machines, while we propose the use of state-machines to elicit reliability functionality in a 
typical programming environment for WSANs. 
A number of works have motivated our work and the hypothesis that state machines are good high-
level abstractions of event-driven sensor network programs. Kasten [1] and Kim [2] present the design of 
two models of state machines. They present a programming language that allows the programmer to 
directly implement sensor networks as finite state machines. In comparison to those works, our work does 
not focus on providing a different programming language for functional specification, but rather at adding 
state machines to the typical programming approach for handling non-functional - reliability - exception 
handling. 
Other works apply state-machines to perform validation of sensor network programs. For example, 
Lighthouse [3] uses state machine specifications in order to statically analyze dynamic memory usage in 
SOS [4] applications and Archer [5] use the state machines to represent correct memory usage 
specifications on TinyOS, also enforcing these specifications at run time.  
Another somewhat related issue is programming abstractions for WSNs. Mottola [7] provides a 
taxonomy of WSN programming abstractions, where some of the relevant characteristics concerning 
language are the communication and computation perspectives, programming idiom and distribution 
model. Macro-programming approaches include: SNACK [8], Tenet [9], Flask [10], semantic streams 
[11]. Some approaches target subsets of nodes depending on application-level information (e.g. Regiment 
[12] and Pieces [13]) and others offer a global view programming of the system (e.g. TinyDB [14]). Some 
are imperative approaches, which are programming solutions based on sequential or event-driven 
semantics (e.g. Abstract Regions [15] and Pleaides [16]), others are declarative, which are usually very 
concise in describing the system behaviour. This description can be based on database-style (e.g. TinyDB 
[14] and Cougar [17]) or rule-oriented approaches. Functional paradigms express application processing 
by applying one or more functions to data sensed in some part of the system (e.g. Regiment [7] and 
snBench [18]). If more than a single idiom is associated to address different aspects, those are Hybrid 
approaches such as presented in ATaG [19]. 
By putting together the flexibility of platform languages and the important separation of concerns 
given by mixing that with state machines for reliability concerns, our approach uses only the necessary 
amount of abstraction to elicit clearly the reliability issues, while maintaining the full power of platform 
languages. 
3. The State Machine Approach for Separation of Concerns 
A state machine is a model used to design computer applications. It is composed of a finite number of 
states and transitions. A transition is a set of actions that starts from one state and ends in another (or the 
same) state. A transition is started by some trigger, which can be an event or a condition. State machines 
can be used in a multitude of very different problems and with very different objectives. The details of the 
approach vary significantly depending on those factors.  
Most frequently, it would not be a great advantage to be able to write a whole sensor network 
application by expressing every little detail as states and transitions, a typical platform programming 
language such as NesC is much better suited at that. However, the state machine abstraction is still very 
useful in that context for explicitly specifying the handling of some cross-cutting concerns in a manner 
that makes them quite explicit and easy to verify. This is the reason why we propose representing 
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reliability exception handling in that manner, while the normal functional coding uses the traditional 
imperative language. 
3.1. State Machine Elements and Model 
The main elements of our proposed approach are depicted in Figure 2 a). The state machine model is 
composed of states, transitions, global variables and global code.  
Global variables are variables that all states share, and include variables that are used in specifying 
transition conditions. Global code is code that runs outside states and is executed at the beginning of the 
application. For instance, network message received callbacks are typically global code. 
Users specify the states, each with a well-defined state name (ending by the “State” keyword) and 
transition condition expressions, which are regular “if” condition clauses of the platform language.  
A state is further defined by a setup block of code, a cycle block of code and local variables. The setup 
block is where the programmer puts the code that runs only once at the beginning in the state. Some states 
may have only a setup, in which case they run a piece of code and jump back to another state through a 
transition with a condition that is evaluated to true, or with a condition keyword “always” (always jump).  
The cycle block has an associated “cycle period” variable that is set by the programmer, and includes 
code that will run until some transition condition evaluated to true makes the execution jump to another 
state. 
With this simple approach, programmers specify any code they want to in their native platform 
language as they would do without the approach, and use the state machine approach (optionally) to 
organize the code into states and transitions, adding the reliability exception handling solution code.  
This state machine model runs sequentially in a single thread. It is, however, possible to run multiple 
state machines simultaneously in multiple threads, and they may share resources. Figure 2 b) shows an 
example of two state machines: for example, one state may be receiving actuation commands and 
includes a time fault handling state which uses a safety value for actuation when the actuation command 
does not arrive within a certain time (we describe this example in more detail later on); the other thread 
may be testing network connection, and if it fails the node tries to establish the connection through some 
other node. 
 
 
Fig. 2.  a) Generic State Machine Model     b) Parallel state machines 
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3.2. Code Generation 
Platform code is generated from the state machine filled with all relevant elements for an application. 
Figure 3 reveals the skeleton structure of part of the code that is generated, in this case for contiki-C. Each 
state will have a corresponding method with only two calls – setup and cycle – the setup method will get 
the programmer code that runs as soon as that state starts, and the cycle method consists mainly of a cycle 
that receives the code that should run in loop mode, and tests the state transition conditions to jump to 
another state if necessary. Finally, Figure 4 shows the main method of the application, which simply calls 
the appropriate states at each time. 
 
char nextState; 
// Put here your global state variables; 
/* your state A */ 
void state_A(){ 
  setupA() 
 cycleA();// states may have cycles or not 
} 
 
void setupA() { 
// one-time state start running code 
} 
 
void cycleA() { 
// cycle code, code that runs every cycle until state change or app end 
    unsigned stateAcycleInterval = 10; 
    while (nextState == A) { 
        PROCESS_WAIT_EVENT(); 
        if (etimer_expired(&et)){    
// code goes here  
 } 
 if( /* jump to B condition goes here */) { 
  et.kill(); 
  nextCycle=B; 
 } 
 if( /* jump to C condition goes here */) { 
  et.kill(); 
  nextCycle=C; 
 } 
 etimer_set(&et, stateAcycleInterval); 
    }  
} 
Fig. 3. Generated Code – States, transitions and variables 
/*---------------------------------------------------------------------------*/ 
//Set up ABC 
static const struct abc_callbacks abc_call = {packet_recv}; 
static struct abc_conn abc; 
/*---------------------------------------------------------------------------*/ 
PROCESS_THREAD(envmon_process, ev, data) { 
    static struct etimer et; 
    PROCESS_BEGIN(); 
    SENSORS_ACTIVATE(sht11_sensor); 
    SENSORS_ACTIVATE(all_sensor); 
    abc_open(&abc, 128, &abc_call); 
  nextState=A; 
    while (1) { 
 if(nextState==A) 
  state_A(); 
 if(nextState==B) 
  state_B(); 
 …. 
    } 
} 
Fig. 4. Generated Code – Main method 
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4. Experimental Results 
In this section, we describe our tests with a prototype of the state machine model we developed in a 
testbed with reliability and safety control concerns.  
For these tests we used the context of a wireless sensor networks with performance control guarantees, 
with a small testbed WSAN deployment in an oil refinery. In that context our proposal provided us an 
alternative approach to define applications where reliability and timing are important requirements. For 
instance, applications such as closed-loop with time guarantees requirements or data monitoring 
reliability are easily modelled by our proposal. 
The testbed is comprised of 16 hierarchically-organized nodes (figure 5), which have been deployed to 
monitor and act in physical variables of the refinery. 
 
Fig. 5. Deployment structure 
The WSAN setup uses TelosB motes running Contiki operating system, where the Rime stack is used 
to establish network communication. The control stations are connected to the WSN through a bridge, 
which allows collecting data and sending actuation commands to the nodes. A schedule based MAC 
protocol (GinMAC [6]) is used, where time slots are defined for upstream messages, downstream 
messages and control flow messages. These control flow slots are used to send specific information, such 
as time synchronization. There is also a slot pool to be allocated by nodes for retries if necessary. 
The testbed was configured to have leaf nodes monitoring physical variables, and an actuator node 
operating a valve based on commands that were determined in a PC control station based on sensed data. 
Each leaf node should get data from sensors every second. The data is relayed by intermediate nodes until 
it reaches the sink node. Figure 6 depicts the state machines designed for the leaf nodes with which we 
monitor refinery variables, evaluate and control reliability. 
 
Fig. 6. Deployment structure 
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The global code of the model includes a pool of slots that can be allocated by each node to retransmit 
the data messages. The monitor state depicted in figure 6 will collect data from environment sensors and 
send the data to the sink node. At the same time, this state evaluates the packet loss. When the packet loss 
is higher than 1%, the state “Add retry slot” is activated and a new retry slot is added from a pool of free 
retry slots (if there is one available), for additional message retries by the link. This way it is expected that 
the packet loss of the node decreases. The “Add retry slot” state then returns control flow to the 
“Monitor” state. This process can be repeated if the packet loss remains too high, until a maximum 
number of two retries is reached. Meanwhile if packet losses decrease (below 0.5%) the state “Remove 
retry slot” is activated and, if there is any extra slot allocated to the node, this slot is removed. Figure 7 
shows the pseudo-code of each state. 
 
State “Monitor”: 
SetupMonitor(){} 
 
CycleMonitor (){ 
  While (1) {  
    collect data from environment 
    Build data message 
    Send message to the sink node. 
    Evaluate packet loss 
    If packet_loss > 1% 
      Activate state “add retry slot” 
    If packet_loss < 0.5% 
      Activate state “remove retry slot” 
  } 
} 
State “AddRetrySlot”: 
SetupAddRetrySlot(){ 
  If free slot to add 
     Add slot; 
   Return; 
} 
cycleAddRetrySlot(){} 
State “RemoveRetrySlot”: 
SetupRemoveRetrySlot(){ 
 If any extra slot occupied 
     remove slot; 
  Return; 
} 
cycleRemoveRetrySlot(){} 
Fig. 7. Pseudo-code 
To assess the data reliability we ran two tests during 75 hours. Figure 8 shows the results of reliability 
when we compare the state machine with retry slot allocation and without allocation. 
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Fig. 8. Reliability 
From Figure 8, it is possible to see that the designed state machine has allowed nodes with lower 
reliability to improve their reliability, by incorporating retry slots. This way the system was able to 
provide high reliability for all nodes (all nodes have less than 0.5% of losses). 
In the same experimental setup we also attached an actuator to node 16 (figure 5), which opens and 
closes a valve based on a closed loop control decided in a PC control station. The PC-based control 
station should send a command to the actuation node every two seconds, based on a decision algorithm 
that operates over the sensed data.  
We developed a state machine for the actuator, illustrated in figure 9. The state machine involves 
periodically waiting for an actuation command. Upon receiving the actuation message, the node writes a 
value that comes in the message in the Digital-to-Analog Converter (DAC) controlling the valve, 
effectively closing or opening the valve to a certain degree based on the value.  
When an actuation command message is received, the application also updates a variable holding the 
timestamp of the last received command instant. 
The state transition condition evaluates whether the time between now and the instant of the last 
received command is greater than an actuationTimeout (3s was used as timeout). If the time elapsed was 
greater than a certain threshold, the state machine goes to a safety control state. This state writes a pre-
defined safety value in the actuator register to position the valve in a safe position.  
When a command is received, if the current state is “Safety Control State”, the “BackToNormal” 
condition causes a return to the “Actuation State”. 
 
 
Fig. 9. Actuation and Safety Control State Machine 
With our modelling done, we then controlled the control station application that closes the loop with a 
specific rate to inject a timing fault – that is, the application would stop sending commands for a specific 
period of time - and collected performance logs in the control station to analyze the modifications (state 
switching). With these logs we have built timeline charts to show the results. 
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Figure 10 illustrates a timing diagram showing the instant of submission of the fault, the instant when 
the node detected the fault and switched to safety control state. The fault had 1 minute of duration and the 
actuation timeout was defined as 3s. 
 
   
Fig. 10. Fault injection timeline 
In this experiment the green line (a) shows the value being written to the valve in the actuation state, 
while the red line (b) shows the value that was written during the safety control state. 
5. Conclusions 
In this paper we proposed a state machine based approach to add reliability concerns to WSN 
applications with reliability and performance requirements. The idea is that it is beneficial to separate 
those non-functional concerns from the functional concerns, so that reliability and performance related 
requirements are clearly elicited through the state machine mechanism. On the other hand, it is also 
important to keep the platform language programming capability, which is why the approach allows users 
to program the applications in platform language and to add reliability and performance concerns 
elicitation through state machine behaviour at the same time. We have described the mechanism, code 
templates used by it and how platform code is generated. We have shown an example that prove the 
benefit of the approach and presented some results from a practical testbed deployment of it. 
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