Obstacle problems are nonlinear free boundary problems and the computation of ap* proximate solutions can be difficult and expensive. Little work has been done on effective numerical methods of such problems. This paper addresses some aspects of this issue. Discretizing the problem in a continuous piecewise linear finite element space gives a quadratic programming problem with inequality constraints. A new method, called the multilevel projection (MP) method, is established in this paper. The MP algorithm extends the multigrid method for linear equations to nonlinear obstacle problems. The convergence theorems of this method are also proved. A numerical example presented shows our error estimate is sharp and the MP algorithm is robust.
INTRODUCTION
The obstacle problem we consider here can be described as follows: find the equilibrium position u = u(x), x E f~ C R 2 of an elastic membrane constrained to lie above a given obstacle @ = @(x) under an external force f(x). Then u(x) is the formal solution of the problem -Au _> f, in ~,
u _> ~, in f~, (2) (-Au -f)(u -g2) = 0, in f~,
where A is the Laplace operator and F is the boundary of f~. The interface between the sets {x e f~: u(x) = ~(x)} and {z e 12: u(x) > ~Y(x)} is the free boundary F*, and 0~ is the normal derivative operator along F*. Notice that F* is unknown of the problem. Problem (1)- (6) can be posed as a problem in the calculus of variations. It is solved by the unique solution of the minimization problem J(u) = min J(v), (7) (8) and K is a convex set of functions in H~ (12) greater than or equal to ~, i.e., K = {v • H~ (12) : v _> • in g~}. It is well known that this problem is equivalent to a variational inequality, to find
where (., .) is the L 2 inner product and a(., .) is of the Dirichlet form a(v, w) = ~ Vv. Vw dx,
• Obstacle problems are a type of free boundary problem. They are of interest both for their intrinsic beauty and for the wide range of applications they describe in subjects from physics to finance. Many important problems can be formulated by transformation to an obstacle problem, e.g., the filtration dam problem [1], the Stefan problem [1], the subsonic flow problem [2] , American options pricing model [3] , etc. The basic properties of the solution, including existence and uniqueness, were established by Lions and Stampacchia [4] .
Since obstacle problems are highly nonlinear, the computation of approximate solutions can be a challenge. Multilevel (or multigrid) methods have been proven very robust in modern scientific computing since the proof of convergence of the multigrid method in linear equations by Bank and Dupont [5] . The purpose of this paper is to extend this method to solve the obstacle problem and to establish the convergence theorems of this method.
The outline of this paper is as follows. In Section 2, the finite element discretization of the obstacle problem is defined. In Section 3, a multilevel projection method is introduced. A property of the projection gradient operator is studied. The convergence of the multilevel projection algorithm is presented in Section 4. The error estimates are obtained in both Euclidean and L 2 norms. In Section 5, we give an illustrative numerical example in two-dimensional space. Our numerical result agrees well with the theory of Section 4. The example also shows that the multilevel projection algorithm is very robust in practice. The final section is reserved for conclusions and discussion. The discrete approximation of u is given by Uh E Kh such that
FINITE ELEMENT DISCRETIZATION
Vt, E Kh It is convenient to be able to express the above problem on R s. To this end, let p~, i = 1,..., s be the vertices of Th that are in ~; these are usually called the interior vertices. Take ¢i E Vh to be such that ¢i vanishes at all vertices of Th except p~ and ¢~(Pi) = 1. Then Vh = span {¢h}, and the ¢~s provide the usual nodal basis for Vh.
Define the s x s matrix A h = (ahj) and the s × 1 matrix fh __ (fh) by h % = a (¢3, ¢~), fh ----(f, ¢i).
With V h = R s, set q~h = ffyh(Pi ) and take
With this notation, V h and K h are just the coefficients with respect to the basis {¢i} of Vh and Kh, respectively. Take Vh ~ v h, i.e., Vh = ~ vh¢~. The energy can be written in terms of
Here we have used (., .) as the Euclidean inner product; context should make it easy to distinguish this and the L2(f~) inner product. Then the discrete minimization problem (9) can be reformulated as: find u h • g h such that jh (u u) = min jh (vh).
The following theorem regarding error estimate in the L~-norm was proved in [6, 7] .
THEOREM 1. Assume that the solution u of (7) and • are in the space W2'°°(f~). Then, given a regular family of triangulations, there exists a constant C independent of h, such that the continuous, piecewise linear solution Uh of the discrete minimization problem (9) 
MULTILEVEL PROJECTION METHOD
We consider a sequence of regular triangulations Tk of the polygonal domain f~ determined as follows. Suppose T1 is given and let Tk, k _> 2, be obtained from Tk-1 via a systematic subdivision. Edge midpoints in Tk-1 are connected by new edges to form Tk. Let Vk denote continuous piecewise linear functions with respect to Tk that vanish on 0~. Note that
Let hk be the mesh size of Tk; then we have
Let nk----dimVk. For h --hk, V h : R nk as defined in the previous section. Next we will discuss how to solve the discrete problem (11) on this multilevel mesh.
From the definition of jh in (10) 
where n is the number of the grid points. The O(n) estimate depends on the properties of the coarsest mesh.
The following theorem is about the property of the operator PG h. For notational simplicity, say h = hk and write IU2h = Ih~_l. The algorithm for the approximate solution of the discrete minimization problem (11) is defined inductively.
Take MP hi (fhl) to be the exact solution for the coarsest mesh. For k ___ 2, define Mphk (fhk) = (pGh~)r~ IhhMphk-1 (fhk-1),
where the natural number rk is chosen such that
where m is the maximum number of triangles sharing a common vertex. This will be called the multilevel projection (MP) algorithm. The idea of the MP algorithm is the following. We start from the coarsest grid and solve the problem exactly with constant time. Then we apply the intergrid transfer operator Ihh to the coarse solution and map it into the next level fine space. Take it as the initial guess. Apply PG h to it as relaxation operator for appropriate times. We get the better approximation. Continue this process until the finest level. Using that n <_ C2h -2 where Co depends only on the coarsest mesh T1, we get the conclusion. | Take u h E V h which solves (11), i.e., 7u h is the solution for the minimization problem (9) . Then by Theorem 1,
where u is the solution for the continuous minimization problem (7), C is a constant independent of h. We put c1 = c. (llul12,oo + I1~112,~).
The following theorem shows the convergence of the multilevel projection algorithm.
THEOREM 4. Let u h E K h be the solution of (11), i.e., "yu h is the exact solution of the discrete minimization problem (8) and that u h is the output of one cycle of MP h (fh), then ]1 ~h -~,~11 -< c~hi loghl,
PROOF. If h = hi, we solve the problem exactly at the coarsest level, so the theorem holds. For h = hk for k > 1, we assume the result holds for the 2h level; i.e., 
Ilu 2h -u2.h ][ < 2C2hi log 2h [.

Now we want to show for the case h. The triangular inequality gives
NUMERICAL EXPERIMENT
In this section, we study the effectiveness of the MP algorithm and confirm the error estimate given in Theorem 4 numerically. For this, we investigate the size of r k in (13) and the error after rk iterations measured by Euclidean norm, where k is the level of the mesh. This error is consistent with the definition given in Theorem 3.
We consider the following example: We solve this problem by MP method for ~ = (0, 1) × (0, 1). We solve it exactly on the level 2.
The following table presents the number rk of iterations needed in order to reduce the initial error at least by factor 1/(5 + 2x/1 + m/2) = 1/9 on each level. Here we choose m = 6 in (13). From Table 1 , we see that the size of rk is very modest. Therefore, the MP algorithm performs very effectively in practice. One interesting thing we observe is that the number of iteration increases as the mesh becomes finer. We can explain this as follows. Since the relaxation step reduces the error more effectively for the rough solution than the smoother one, fewer iterations are needed to reduce the error for the coarse grid solution than the finer grid solution as the solution becomes smoother when the mesh is refined.
The last column of Table 1 shows that the error is reduced by about 50% as the mesh size is reduced by half. Therefore, the error estimate of order O(h I log hl) in Theorem 4 is sharp. The solution of surface in the finest grid level h = 2 -6 is plotted in Figure 1 , which shows an interior flat region where the solution reaches the obstacle z = -0.5. 
CONCLUSION
In this paper, we have presented a multilevel projection (MP) algorithm for a discrete obstacle problem which is defined by a piecewise linear finite element discretization of a continuous problem. The error estimates for this method are also obtained. We implemented the MP algorithm for a two-dimensional example and showed that our algorithm is efficient and our error estimate is optimal.
