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ABSTRACT 
The problem of the linear factorization of a polynomial matrix is related with a 
similarity condition linking the block companion matrix and a block upper bidiagonal 
matrix constructed from a chain of solvents. This result is then applied to the solution 
of differential and difference linear matrix equations. 
1. BLOCK COMPANION MATRICES AND POLYNOMIAL MATRICES 
The block companion matrix 
: 0 0 I
C,=i ; 
0 I
-A, -A,_, -A,_, 
. . . 0 
. . . 0 
. . . :I ; 9 (14 . . . -A, 
where A. E C p xP, 1~ i < k, plays a fundamental role in the solution of the t 
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differential equation 
$X(t)+ i A. dk-’ -X@)=Y(t) 
i=l ‘dtk-’ 
(1.2) 
and that of the difference equation 
Xj+k + ; AiXj+k_i = Yj. 
(dip’/dt”-‘)X(O)= 
X(t) = PletCkE + P, 
/ 
te('+")ckQIY( s) 0% 
0 
with Pi= [I 0 ... 01, Qi= col[O *.a 0 I], E=col[E, ... Ek]. Analo- 
gously, if (Y,,Y,,...) is a known sequence of matrices on C pxp, then the 
unique solution of (1.3) that verifies the initial conditions Xi _ i = Ei , 1~ i < k, 
becomes 
j-l 
Xj = P&J/E + P, c Ci-h-‘Q,Y,,. 
h=O 
The line of thought taken in this paper mainly consists in relating the 
problems (1.2) and (1.3) with the associated unilateral matrix equations 
~,(x)sX~+ $ AiXk-'=O. (1.4) 
i=l 
With this purpose the concept of chain of solvents of (1.4) [2] is considered. 
The set of matrices T,, . . . , Tk E C pxP is said to form a chain of solvents of 
(1.4) if Ti is a solution of the matrix equation L,(X) = 0, 1~ i Q k, where 
Li(A)=Li-l(h)(ZX-T,), i=k,k-1 1 ,...> , 
(L,(X) = 1. 
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It then follows that 
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L,(h)=(ZX-T,)...(ZX-T,). (1.5) 
Reciprocally, if Lk(X) admits a decomposition in linear factors of the form 
(1.5), then Ti ,..., Tk is a chain of solvents of (1.4). 
In the following section a necessary and a sufficient condition for the 
linear factorization of the polynomial matrix Lk(X) is obtained in terms of a 
similarity condition relating the associated block companion matrix C, and 
the block upper bidiagonal matrix 
Tk ’ 
T k-l 
Fk = 
Z 
1’2 Z 
Tl _ 
(1.6) 
2. A BLOCK BIDIAGONAL FORM 
One of the main results in this paper is based on the following lemma of 
[3, p. 1431. 
LEMMA 1. Zf Tk is a solution of (1.4), C, is the block companion matrix 
given by (Ll), and _/(Tk) is the matrix 
JcTk) = 
then it follows that 
Z 0 0 . . . 0 
Tk ’ 0 . . . 0 
T; Tk Z . . . 0 , (2.1) 
Tk-1 
k 
y-k-2 
k 
l-k-3 . . . z 
k 
k; z 0 ‘.’ 0 
I_____________ 
I(&) -‘c,J(T,) = (2.2) 
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where C,_ 1 is a block companion matrix such that the associated polynomial 
matrix L,_ 1( A) j%lj%!s the factorization 
L,(A) = L,_,(h)(lh -T,). (2.3) 
REMARK 1. From (2.3) it is easily verified that the polynomial matrix of 
degree k - 1 
k-l 
Lk_$q = ZAkk-’ + c B,Ak-‘-’ 
i=l 
is such that 
Bi = Bi_lTk + Ai, i=l ,...,k-1, 
B, = 1. (2.4) 
From the previous lemma the following theorem is demonstrated. 
THEOREM 1. Zf the polynomial matrix Lk(X), (1.4), admits the linear 
factorization 
Lk(X)=(zX-Tl)“‘(zX-Tk), (2.5) 
then the associated block companion matrix Ck is similar to the matrix Fk, as 
given by (1.6). 
Proof. By induction over the index k. If 
L,(h)=(ZX-T,)(ZX-T,), (2.6) 
then T, is a solution of L,(X) = 0, and from Lemma 1 it follows that the 
associated block companion matrix C, is similar to 
where C, = - B, is such that 
L,(h) = (IX + B,)(Zh - T,). (2.7) 
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Therefore, from (2.6) and (2.7), it follows that C, = - B, = T,, and thus the 
result for k = 2 is proved. 
Let us assume that the result is true for k - 1, and let us prove that this 
assertion also holds for k. If 
Lk(X)=(zX-T1)...(zX-Tk), (2.8) 
then Tk is a solution of Lk(X) = 0 and, from the lemma 1, the associated 
block companion matrix C, is such that 
T'z 0 . . . 0 
_II_____________ 
(2.9) 
where the polynomial matrix Lk_,(X) associated to the block companion 
matrix C, _ i is- such that 
Z&4 = L,-,(Q(ZX - T/J 
Hence, from (2.8) and (2.10), it follows that 
Lk_l(A)=(ZX-Tl)...(ZX-Tk_l) 
and, by the induction hypothesis, 
T k-l Z 
T k-2 Z 
C -Fk-l= . . k-l * . 
T2 
(2.10) 
Finally, from (2.9) and (2.11), we conclude that the result also holds for k. w 
REMAFUC 2. From Lemma 1 it is a straightforward matter to prove that 
the matrix Sk that satisfies 
s;‘c,s, = Fk 
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is given by 
s,=J,l,_,~*-l,, (2.12) 
where lk=.Z(Tk), Jk-l=diag(Z,J(T,~,)),..., _Za=diag(Z,...,Z,.Z(T,)), and 
where, for all i = 2,. . . , k, the matrices _Z(Ti) are given by (2.1). Moreover, it is 
easily noted that the inverse of S, is given by the expression 
S,‘=J,-‘J,-‘...J;’ (2.13) 
with & i = diag( I,. . . , I, J(T2)-‘), ./cl = diag(Z ,..., I, .Z(Ts)-l) ,..., J;l= 
J&-‘, and where 
z 0 ... 0 0 
-Ti Z ... 0 0 
J(T,)-'= 0 -aTi ‘** : : 
. . 
;, ;, . . . ; ;, 
0 0 *** -Ti Z 
(2.14) 
foreveryi=2,3 ,..., k. 
REMARK 3. In the particular case p = 1, the equation (1.4) takes the form 
of the scalar polynomial equation 
z,,(X)=Ak+ $ a,hk-‘=O 
i=l 
with u,EC, i=l,..., k. Now, from the fundamental theorem of algebra, 
Lk(X)=(X-X1)“.(X-hk), 
where Xi EC, i = l,..., k. Hence, by utilizing the result of Theorem 1, the 
companion matrix of Lk(X) is similar to the matrix 
xk 1 
A k-l 1 
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By combining this result with the corresponding to the Frobenius canoni- 
cal form [4], the following is deduced. 
COROLLARY 1. Zf L.(X)= (X - V’) . . .(A-A(‘)), i=m,m+l,..,, 12, 
are the nontrivial invarian; factors of Zx’ - A, A E C 2X,, then A is similar to 
d%F,,,, F,,,+l,..., F,,), whew 
x(i) 
SO 1 
A(i) 
s,-1 1 
Fi = . . 
jq, 1 
x(i) 
1 
foralli=m,m+l,..., n. 
From the result of Theorem 1, we can ask about the validity of the 
converse result, that is to say: If C, - Fk, is it then possible to decompose 
Lk( X) into a product of linear factors? Let us assume, for example, that k = 2, 
and let 
s s12 s,= sll s 
[ 1 21 22 
be an invertible matrix such that S; ‘C2S2 = F,. Following [ 1, pp. 46-481, it is 
verified that 
(Pll %21# ;1]) 
forms a standard pair of L,(h). The structure of the matrix 
T2 I 
F2= 0 
[ 1 T 1 
suggests that the subspace M c C 2n generated by the n first unitary vectors 
of Q=2” is F,-invariant. Using [l, Theorem 3.121, it is found that S,, must be 
nonsingular in order for L,(X) to be decomposable in linear factors. 
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Based on this observation, the following lemma is proved. 
LEMMA 2. Let matrices C, and Fk be us given by (1.1) and (1.6), 
respectively. Zf S, E 6: kp x kp is an invertible block matrix 
Sk= [S$)], S&!)EQ=“~P, i,j=l,..., k, 
such that 
(1) C,S, = S,F,, 
(2) Sit) is invertible, 
then: 
(i) R, = SI’;)T,(S’,:))-’ is a solution of (1.4). 
(ii) The matrix _l( R k) defined by (2.1) satisfies the relationship 
Proof. (i): Using hypothesis (l), by successive block operations, we can 
write 
sp = $‘;‘T,) 
Sgf) = S$;)T, = Sf’;‘T,2, 
Sit) = Sk9l Jk = . . . = SiI;)T;-l, 
- AkS(ll;)- Ak_&)- . . . - A&)= Sit)Tk. (2.15) 
Therefore 
s(k)Tk + A s(k’Tk-’ + . . . + AkS(l;) = 0 
11 k 1 11 k > 
and, after postmultiplication by (Si!)) - ‘, we conclude that R k = 
Si:)Tk(Si’;))-’ iS a SOhtiOn Of (1.4). 
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(ii): From the expression of J(Rk)-l, as given by (2.14), we get that 
. . . sjy ~~~~~~~~~~___~~~~~~ --------- 
S 
> 
k-l 
and from (2.15) 
- R,Sp+ s&f) = - spT,+ $‘;‘T, = 0, 
- R,Sp+ s$f’ = - qpv,z + spqf = 0, 
The following result gives us a converse of Theorem 1. 
THEOREMS. Let C, and Fk be given by (1.1) and (1.6), respectively. Zf 
Sk E Q: kpXkp is an invertible block matrix 
Sk = [ sy] ) S~~)EC~~~, i,j=l,..., k, 
such that 
(1) c,s, = S,F,, 
(2) Si:) is invertible, 
(3) for every h = k - 1, k - 2,. . . ,l, the block matrix S, E Q= hpXhp 
Sh=[~j!)], S,!f)~Q=p’p, i,j=l,..., h, 
defined by mans of 
s$+l) . . . s(l;+ 1) 
J(Rh+l) -%+I= 
-----~________________ 
Sh 
(2.16) 
R -S(h+l)~~+~(Si;+l)) -’ h+l- 11 (2.17) 
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is such that Sit) is invertible, 
then 
Z+(X) = (IX - R,) . . . (IA - Rk), 
where R, is defined by (2.17) with h = 0. 
Proof. By induction over the index k. From Lemma 2, it follows that 
R, = !@T,(@- ’ is a solution of X2 + A ,X + A, = 0, and from Lemma 1 
42 z 
J(R,) -‘GJ&) = o 
[ 1 c > 1 
L,(A)=(ZX-C,)(ZX-R,), 
where, by hypothesis (l), 
s,lc,s, = Tz z [ 1 0 Tl 
is fulfilled. Moreover, from (2.18) and (2.19), we can write 
R2 z 
[ 1 0 Cl J(R,)-1S,=J(R2)-1S, ; [ 1 T’ > 1 
and, by means of (ii) of Lemma 2, 
(2.18) 
(2.19) 
Hence, we conclude that C, = Si’,‘T,(Si:))-’ = R,. This ends the proof for 
k = 2. 
Let us assume that the result is fulfilled for k - 1, and let us prove that it 
also holds for k. By Lemma 2, it is verified that R, = Sji)Tk( Si’;)) - ’ is a 
solution of (1.4). Moreover, from Lemma 1 
I(&) -lC,J(R,) = 
‘I 0 ... 0 
_“L____________ 
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where the polynomial matrix L,_,(A), associated to the block companion 
matrix C,_,, satisfies the relationship 
L,(h)= Lk_i(X)(ZX - Rk). (2.20) 
Rk - 
0 1: 0 I I I c J(R,)-‘S,=J(R,)-‘S, I I k-l I I 
Now, from hypothesis (l), 
S&Sk = F,. 
It is then an easy matter to verify that 
where, because of (ii) in Lemma 2, 
/J z 0 ... 0 
l_____________ 
(2.21) 
(2.22) 
Thus, from the invertibility of the above matrix in (2.22) and that of Si’;‘, it 
follows that Sk_, is invertible. Furthermore, from the initial hypothesis and 
the result of (2.21) we conclude that 
(a) Ck~lSk_l=sk_lFk-l~ 
(b) Slip ‘) is invertible, 
(c) forevery h=k-2,..., 1, the matrix S, as defined in (2.16)-(2.17) is 
such that Sit) is invertible, 
from which, by the induction hypothesis, 
Finally, by combining (2.20) and (2.23) the result is proved. n 
(2.23) 
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REMARK 4. Although the results in this section are formulated in terms of 
polynomial matrices, they can also be applied to polynomial operators where 
the coefficients are bounded linear operators over a complex Banach space. 
In [5-81 several different sufficient conditions for the factorization prob- 
lem of polynomial matrices are given. Reference [5] deals with the linear 
factor decomposition problem, and it is shown that if M,, . . . , M, is a set of k 
roots of (1.4) such that, for every i = 2,. . . , k, the block Vandermonde matrix 
Ml . . Mi 
V(M 
is invertible, then it follows that 
L,(h)= (IX-N,) . . . (IX - N,-,)(Zh - M,), 
where Ni - Mi for i = 1,. . . , k - 1. The generalization of this result to the 
nonlinear factor decomposition problem has been given for the finitedimen- 
sional case in [6] and for the infinitedimensional case in [7]. The same 
techniques are applied in [8] to the problem of the factorization of polynomial 
matrices with multiple roots. Another sufficient condition for which L,(X) 
can be decomposed into a product of linear factors is that the polynomial 
matrix should have only linear elementary divisors [l, Theorem 3.211. 
3. APPLICATION TO DIFFERENTIAL AND DIFFERENCE MATRIX 
EQUATIONS 
From Theorem 1, the following result is proved: 
PROPOSITION 1. Let us consider the initial-value problem 
$x(t)+ ; A. 
dk-i 
-X(t)=Y(t), 
i=l ‘dtk-’ 
sX(O) = Ei, l,<i<k, (3.1) 
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where Ai, Ei E 6: P xp 1~ i < k, and where Y( t ) is a piecewise continuous 
function of t E ( - ,‘, + CQ), which takes values on C pxp. Zf T,, . . . , Tk is a 
chain of solvents of the associated unilateral matrix equation 
Xk + ; AiXk-’ = 0, 
i=l 
then the solution of (3.1) is given by 
X(t) = etT*D, + 
/ 
te(l-s,)T~es,T~~,Dzdsl + . 
+i.Tl.O I 
Sk-2 
. . e(‘-S,)T~e(S,~S2’T’;-, 
0 
where 
. . 
(3.2) 
Di = PiS;‘col[E,,...,El,], l<i<k, (3.4) 
and 
0) 
Pi = 0 ,..., 0, I ,o )...) 0 1 ) l<i<k, 
and where S,’ is given by the relationship (2.13). 
Proof. By introducing the change of variables (d i- ‘/dt i ’ )X( t ) = Ui( t ), 
i=l ,...> k, the problem (3.1) takes the form 
$u(t)=c,u(t)+v(t), 
U(0)=col[E,,...,Ek], (3.5) 
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where U(t)=col[U,(t),...,U,(t)], V(t)=col[O,...,O,Y(t)], and C, is the 
block companion matrix given by (1.1). Moreover, by performing the coordi- 
nate transformation 
U(t) = &z(t) (3.6) 
with S, as given by (2.12), we get the new problem 
$z(t) = &Z(t)+W(t), 
z(o)=col[D,,...,Dk], (3.7) 
where Z(t)=col[Z,(t),..., Z,(t)], W(t)=S;‘V(t)=V(t), and Fk is the 
block upper bidiagonal matrix given by (1.6). Taking into account that 
Z(0) = S; ‘U(O), it is easily seen that the initial-condition matrices Di satisfy 
the relations (3.4). By applying block partitioning to the problem (3.7), it 
follows that 
$1(t) = TA(t)+z2(t), z,(o) = q, 
&(t) = vLl(~)+ z,(t), z,-,(o) = q-1, 
$w = vw)+Y(~), z,(o) = D,. 
Finally, after integration and backwards substitution, we obtain that Z r( t ) is 
given by the second member of (3.3), and, from (3.6) and (2.12) it is easy to 
check that X( t ) = U,( t ) = Z,( t ). This ends the proof of the result. n 
An interesting particular case, with applications in the analysis of vibra- 
tional systems [l], is the one corresponding to the second-order equations. 
From the above proposition the following result is proved. 
COROLLARY 2. Let us consider the initial-value problem 
X(O) = E,, $X(O) = E,, (3.8) 
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where A. E. E Q: VxP 1~ i < 2, and where Y( t ) is a piecewise continuous 
j?mction’;?f t E ( - CO: + CO), which takes values on CP’P. lf T, is a solution 
of the unilateral matrix equation 
X2+A1X+A2=0, (3.9) 
then the solution of (3.8) is given by 
X( t ) = etT2Dl + J te(t-s,)T,es*T,D2dsl 0 
+ t Jl S’e(t~s,)rhe(s,~r,)T,y(s2) A,&,, 0 0 (3.10) 
where T, = - (A, + T,), D, = E,, D, = E, - T,E,. 
Proof. If T2 is a solution of (3.9) then from the results in Remark 1 and 
Lemma 1, it is clear that 
1X2 + A,h + A, = (Zh + B,)(Zh - T,), 
where, by (2.4), the coefficient matrix B, is given by B, = A, + T,. Therefore 
T, = - (A, + T,) and T, give a chain of solvents of (3.9). Finally, by utilizing 
Proposition 1, the expression(3.10) is obtained. n 
The corresponding result obtains for difference equations, and the demon- 
stration follows a parallel course to that of Proposition 1. 
PROPOSITION 2. Consider the initial-value problem 
Xj+k + i AiXj+k_i = Yj 
i=l 
Xi-l= Ei, l<i<k, (3.11) 
where Ai, Ej E Q= pXp, 1~ i < k, and (YO, Y,, . . .) is a known sequence of 
matrices on CPxv. Zf T1,..., Tk is a solvent chain of (3.2), then the solution 
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of (3.11) is given by 
j-l 
xj = Tk’Dr + -c T,i-hl-lT;Q& + . . . 
h,=O 
j-1 h,-1 h,_,pl 
h,=O tQ=o h,_,=O 
j-1 h,-1 h,_,-1 
+ c c *-. C q-A,-lTkhf+-l . . . Tfk-l-hk-lyh,, 
h,=O b=O h, = 0 
where the matrices Di must fulfil the expression (3.4). 
The authors are indebted to Professor .l. Maroulas and I. Zaballa for 
helpful and stimulating discussions. 
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