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a b s t r a c t
We propose a new method for solving equilibrium problems on a convex subset C , where
the underlying function is continuous and pseudomonotone which is called an outer
approximation algorithm. The algorithm is to define new approximating subproblems on
the convex domains Ck ⊇ C, k = 0, 1, . . . , which forms a generalized iteration scheme
for finding a global equilibrium point. Finally we present some numerical experiments to
illustrate the behavior of the proposed algorithms.
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1. Introduction
Let C be a nonempty closed convex subset of a real Euclidean space Rn and f : C × C → R be a bifunction such that for
each x, y ∈ C, f (x, y) = 0 if and only if x = y. We consider the following equilibrium problem (shortly EP(f , C)):
Find x∗ ∈ C such that f (x∗, y) ≥ 0 ∀y ∈ C .
Throughout this paper, we assume that:
A.1 intC is not empty.
A.2 f (·, ·) is pseudomonotone on C .
A.3 f (x, ·) is convex on C for all x ∈ C .
A.4 For each y ∈ C, f (·, y) is lower semicontinuous on C .
Equilibrium problems appear frequently in many practical problems arising from, for instance, physics, engineering,
game theory, transportation, economics and network (see [1,2]). They have become an attractive field for many researchers
in both theory and applications (see [3–8]). These problems are models whose formulation includes optimization,
variational inequalities, (vector) optimization problems, fixed point problems, saddle point problems, Nash equilibria and
complementarity problems as particular cases (see [9,5,1]).
There exist several methods for solving EP(f , C) with a monotone bifunction f . We can name as projection methods
(see [1]) or the interior quadratic regularization methods (see [3,4]). The interior quadratic regularization technique has
been used to develop proximal iterative algorithm for variational inequalities (see [10,11]). In [12], the authors proposed a
cutting hyperplanemethod for pseudomonotone equilibriumproblems. Firstwe construct an appropriate hyperplanewhich
separates the current iterative point from the solution set of the problem. The next iteration is obtained as the projection of
the current iterative point onto the intersection of the feasible set with the halfspace containing the solution set.
∗ Corresponding author. Tel.: +82 55 249 2211; fax: +82 55 243 8609.
E-mail addresses: anhpn@ptit.edu.vn (P.N. Anh), jongkyuk@kyungnam.ac.kr (J.K. Kim).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.02.052
P.N. Anh, J.K. Kim / Computers and Mathematics with Applications 61 (2011) 2588–2595 2589
In [7] Moudafi have extended the proximal point method to monotone equilibrium problems by solving the following
approximation problems:
(EPk)

Find xk+1 ∈ C such that
ckf (xk+1, y)+ ⟨xk+1 − xk, y− xk+1⟩ ≥ −ϵk ∀y ∈ C .
It has been proved in [7] that if f is continuous, monotone on C and f (x, ·) is proper, closed convex for each fixed x ∈ C ,
then the sequence {xk} generated by the proximal point algorithm using the approximation subproblems (EPk) converges
to a solution of EP(f , C) provided 0 < c < ck < +∞ for all k ≥ 0 enough large and ϵk ≥ 0 such that∑∞k=0 ϵk < +∞.
If the bifunction f is a mapping defined by
f (x, y) := sup{⟨w, y− x⟩ | w ∈ F(x)}, (1.1)
where F : C → 2Rn is a multivalued mapping such that F(x) ≠ ∅ for all x ∈ C , then EP(f , C) can be formulated as the
multivalued variational inequalities (shortly MVI(F , C)):
Find x∗ ∈ C, w∗ ∈ F(x∗) such that ⟨w∗, x− x∗⟩ ≥ 0 ∀x ∈ C .
Burachik et al. [13] studied an outer approximation for MVI(F , C). To prove the convergence of the method, they employed
the paramonotonicity and pseudomonotonicity of F . Then F is said to be pseudomonotone in the sense of Browder in [14] if
for any sequence (xn, un), where un ∈ F(xn), there hold the following:
(i) (xn) converges to x∗ ∈ dom(F),
(ii) lim supn⟨un, xn − x∗⟩ ≤ 0,
then for everyw ∈ dom(F) there exist an element u∗ ∈ F(x∗) such that
⟨u∗, x∗ − w⟩ ≤ lim inf
n
⟨un, xn − w⟩.
Recently, Yao et al. [15] proposed the general approximate proximal algorithm for solving MVI(F , C) without the
paramonotonicity and pseudomonotonicity in the sense of [13]. The method is shown that if F is either relaxed
α-pseudomonotone or pseudomonotone then the general approximate proximal point sequence converges to a solution
of MVI(F , C) under quite mild conditions.
Applying this idea to the equilibrium problem, we define a new approximating equilibrium subproblems on the convex
domains Cn ⊇ C, n = 0, 1, . . . . We also show that if f is pseudomonotone on domains Cn, then the general approximation
point scheme converges to a solution of EP(f , C).
The paper is organized as follows. In Section 2, we give formal definitions of the pseudomonotonicity, the approximation
algorithm and prove their global convergence. In Section 3we couple this techniquewith the Banach contractionmethod for
solving MVI(F , C) and Section 4 presents some numerical experiences to illustrate the behavior of the proposed algorithms.
2. Outer approximation algorithms
We list somewell knowndefinitions and the projection under the Euclidean normwhichwill be required in our following
analysis.
Definition 2.1. Let C be a closed convex subset of Rn, we denote the projection on C by PrC (·), i.e.,
PrC (x) = argmin{‖y− x‖ | y ∈ C} ∀x ∈ Rn.
The bifunction f : C × C → R ∪ {+∞} is said to be
(i) γ -strongly monotone on C if for each x, y ∈ C ,
f (x, y)+ f (y, x) ≤ −γ ‖x− y‖2;
(ii) monotone on C if for each x, y ∈ C ,
f (x, y)+ f (y, x) ≤ 0;
(iii) pseudomonotone on C if for each x, y ∈ C ,
f (x, y) ≥ 0⇒ f (y, x) ≤ 0.
It is observe that (i)⇒ (ii)⇒ (iii). However, if f is pseudomonotone, f might not bemonotone on C . There are some examples
in [16].
Now we are in a position to describe the proximal point-type algorithm.
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Algorithm 2.2 (Initialization). Choose the sequence {Ck} such that Ck ⊇ C (k = 0, . . .), x0 ∈ intC , positive sequences
{λk}, {ϵk}, a vector sequence {ak} such that
‖ak‖ < 1 (k = 0, 1, . . .),
+∞−
k=0
‖ak‖ < +∞,
+∞−
k=0
ϵk
λk
< +∞.
Iteration k. For k = 1, . . . , find xk ∈ Ck−1 such that
f (xk, x)+ λk−1⟨xk − xk−1 − ak−1, x− xk⟩ ≥ −ϵk−1 ∀x ∈ Ck−1. (2.1)
Remark 2.3. If we choose ak = xk − xk−1, λk = 1 for all k and f is defined by (1.1), then our problem (2.1) deduce to the
following approximation problem:
Find xk ∈ Ck, wk ∈ F(xk) such that
⟨wk − λk−1(xk−1 − xk + ak−1), x− xk⟩ ≥ −ϵk ∀x ∈ Ck−1.
In this case, Algorithm 2.2 deduces the algorithm in [15].
Lemma 2.4. We fix a sequence {Ck} of closed convex subsets of Rn. Assume that there exist x∗ ∈ C such that x∗ is a solution of
problems EP(f , Ck) for all k = 0, 1, . . . . Then the sequence {xk} in Algorithm 2.2 satisfies
‖xk − x∗‖2 ≤ ‖xk−1 − x∗‖2 − ‖xk − xk−1‖2 + 2⟨ak−1, xk − x∗⟩ + 2ϵk−1
λk−1
∀k = 1, . . . .
Proof. Since xk is a solution of (2.1),
f (xk, x)+ λk−1⟨xk − xk−1 − ak−1, x− xk⟩ ≥ −ϵk−1 ∀x ∈ Ck−1.
Substituting x = x∗ ∈ Ck−1 in this inequality, we get
f (xk, x∗)+ λk−1⟨xk − xk−1 − ak−1, x∗ − xk⟩ ≥ −ϵk−1. (2.2)
Since x∗ ∈ Sol(f , Ck−1), where Sol(f , Ck−1) denotes the solution set of problems EP(f , Ck−1) and pseudomonotonicity of f ,
we get
f (x∗, xk) ≥ 0⇒ f (xk, x∗) ≤ 0. (2.3)
Otherwise
‖xk − x∗‖2 = ‖xk−1 − x∗‖2 − ‖xk − xk−1‖2 + 2⟨xk − xk−1, xk − x∗⟩
= ‖xk−1 − x∗‖2 − ‖xk − xk−1‖2 + 2⟨xk − xk−1 − ak−1, xk − x∗⟩ + 2⟨ak−1, xk − x∗⟩. (2.4)
Combining (2.2)–(2.4), we obtain that
‖xk − x∗‖2 ≤ ‖xk−1 − x∗‖2 − ‖xk − xk−1‖2 + 2⟨ak−1, xk − x∗⟩ + 2ϵk−1
λk−1
. 
Lemma 2.5. Assume that x∗ is defined by assumption of Lemma 2.4. Then
‖xk − x∗‖2 ≤ (1+ βk−1)‖xk−1 − x∗‖2 + βk−1,
where βk−1 :=
‖ak−1‖+ 2ϵk−1
λk−1
1−‖ak−1‖ for all k = 1, . . . .
Proof. Observe that
2⟨ak−1, xk − x∗⟩ ≤ 2

‖ak−1‖

‖ak−1‖ ‖xk − x∗‖
≤ ‖ak−1‖ + ‖ak−1‖ ‖xk − x∗‖2. (2.5)
Substituting (2.5) in Lemma 2.4, we obtain
‖xk − x∗‖2 ≤ ‖xk−1 − x∗‖2 − ‖xk − xk−1‖2 + 2⟨ak−1, xk − x∗⟩ + 2ϵk−1
λk−1
≤ ‖xk−1 − x∗‖2 − ‖xk − xk−1‖2 + ‖ak−1‖ + ‖ak−1‖ ‖xk − x∗‖2 + 2ϵk−1
λk−1
.
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Hence
(1− ‖ak−1‖)‖xk − x∗‖2 ≤ ‖xk−1 − x∗‖2 − ‖xk − xk−1‖2 + ‖ak−1‖ + 2ϵk−1
λk−1
.
From ‖ak−1‖ < 1, it follows that
‖xk − x∗‖2 ≤ 1
1− ‖ak−1‖ ‖x
k−1 − x∗‖2 − 1
1− ‖ak−1‖‖x
k − xk−1‖2 +
‖ak−1‖ + 2ϵk−1
λk−1
1− ‖ak−1‖
≤ (1+ βk−1)‖xk−1 − x∗‖2 + βk−1,
where βk−1 :=
‖ak−1‖+ 2ϵk−1
λk−1
1−‖ak−1‖ . 
Lemma 2.6 (See [15]). Let {an}, {bn} and {cn} be the three positive real numerical sequences satisfying the following conditions:
an+1 ≤ (1+ bn)an + cn ∀n ≥ 0,
∞−
n=0
bn < +∞,
∞−
n=0
cn < +∞.
Then limn→∞ an exists.
We now state and prove the convergence theorem.
Theorem 2.7. Assume that assumptions A1–A4 hold and there exist x∗ ∈ C such that x∗ is a solution of problems EP(f , Ck) for
all k = 0, . . . . Then the sequence {xk} converges to x∗ as k →∞.
Proof. Since combining
∑∞
k=0 ‖ak‖ < +∞with
∑∞
k=0
ϵk
λk
< +∞ implies that∑∞k=0 βk < +∞. Then we apply Lemma 2.6
for Lemma 2.5, with ak := ‖xk − x∗‖, bk = ck := βk for all k = 0, . . . . We deduce that limn ‖xk − x∗‖ exists and hence {xk}
is bounded. Thus there exists a subsequence {xkj} converging to x¯. For each j, xkj solves (2.1),
f (xkj , x)+ λkj−1⟨xkj − xkj−1 − akj−1, x− xkj⟩ ≥ −ϵkj−1 ∀x ∈ Ckj−1, j = 1, . . . .
Substituting x by x∗ in this inequality, we have
f (xkj , x∗)+ λkj−1⟨xkj − xkj−1 − akj−1, x∗ − xkj⟩ ≥ −ϵkj−1 ∀j = 1, . . . .
Then
− lim inf
j
f (xkj , x∗) ≤ lim inf
j

λkj−1⟨xkj − xkj−1 − akj−1, x∗ − xkj⟩ + ϵkj−1

≤ lim sup
j
λkj−1

⟨xkj − xkj−1 − akj−1, x∗ − xkj⟩ + ϵkj−1
λkj−1

≤ lim sup
j

(‖xkj − xkj−1‖ + ‖akj−1‖)‖x∗ − xkj‖ + ϵkj−1
λkj−1

= 0.
Using the lower semicontinuity of f (·, x∗), xkj → x¯ as j →∞ and lim infj f (xkj , x∗) ≥ 0, we obtain that f (x¯, x∗) ≥ 0. Hence
by the pseudomonotonicity of f and x∗ ∈ Sol(f , Ck), we conclude that
0 ≤ f (x∗, x¯) ≤ 0.
Thus it follows from f (x∗, x¯) = 0 that x∗ = x¯. Consequently, {xk} converges to x∗ as k →∞. 
Remark 2.8. Assume that for each x, y ∈ C, f (x, y) = 0 if and only if x = y, and f is pseudomonotone on C . If the problem
EP(f , C) has a solution, then it is unique.
Indeed, assume that there exist two solutions x¯ and xˆ of problems EP(f , C),
f (x¯, xˆ) ≥ 0 and f (xˆ, x¯) ≥ 0.
From the pseudomonotonicity of f , we also have
f (x¯, xˆ) ≤ 0 and f (xˆ, x¯) ≤ 0.
Hence f (x¯, xˆ) = 0, x¯ = xˆ.
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3. Application to the Banach contraction algorithm for MVI(F, C)
In this section,wewill combineAlgorithm2.2with the Banach contractionmethod for solving themultivalued variational
inequalities MVI(F , C). The auxiliary problems (2.1) are strongly monotone multivalued variational inequalities with
positive constant λk. Then these can be solved efficiently by the Banach contraction algorithm.
For every x ∈ C, k = 0, 1, . . . , we denote Fk(x) := F(x)+λk(x− xk− ak). We recall the following well known definitions
(see [1]).
Definition 3.1. Let F : C → 2Rn be a multivalued mapping. Then F is said to be
(i) monotone on C if for all x, y ∈ C andwx ∈ F(x), wy ∈ F(y),
⟨wx − wy, x− y⟩ ≥ 0;
(ii) stronglymonotone on C withmodulus τ > 0 (shortly τ -stronglymonotone) if for all x, y ∈ C andwx ∈ F(x), wy ∈ F(y),
⟨wx − wy, x− y⟩ ≥ τ‖x− y‖2;
(iii) Lipschitz on C with constant L (shortly L-Lipschitz) if for all x, y ∈ C ,
ρ

F(x), F(y)
 ≤ L‖x− y‖,
where ρ denotes the Hausdorff distance. By the definition, the Hausdorff distance of two sets A and B is defined as
ρ(A, B) = max{d(A, B), d(B, A)},
where
d(A, B) = sup
a∈A
inf
b∈B ‖a− b‖,
d(B, A) = sup
b∈B
inf
a∈A ‖a− b‖.
It is easy to see that if F is monotone on C then Fk is strongly monotone on C and the bifunction f defined by (1.1) is also
strongly monotone on C × C . Suppose that F is β-strongly monotone and L-Lipschitz continuous on C . Then Algorithm 2.2
applying to problems MVI(F , C) collapses into the following.
Algorithm 3.2 (The Algorithm forMVI(F , C)).
Initialization. Choose x0 ∈ C, w0 ∈ F(x0), positive sequences {λk}, {ϵ¯k} and a vector sequence {ak} such that
‖ak‖ < 1 (k = 0, . . .),
+∞−
k=0
‖ak‖ < +∞, ϵ¯k → 0 as k →∞.
Main iteration. (Outer loop) Iteration k (k = 0, 1, . . .). Choose xk,0 = xk, wk,0 ∈ Fk(xk,0), βk := λk, Lk := L + λk, αk >
L2k
2βk
, δk =

1− 2βk
αk
+ L2k
α2k
.
Iteration j = 0, 1, . . . (Inner loop)
Step 1. Solve the strongly convex quadratic program
xk,j+1 := argmin

1
2
αk‖x− xk,j‖2 + ⟨wk,j, x− xk,j⟩| x ∈ C

. (3.1)
Step 2. If max

δ
j
k
1−δk ‖xk,1 − xk,0‖,
Lkδ
j
k
1−δk

< ϵ¯k then set xk := xk,j, wk := wk,j and go to Outer loop with k := k+ 1.
Otherwise, increase j by 1, and go to Step 1.
Note that if ‖xk,1 − xk,0‖ = 0 at Iteration k of Algorithm 3.2 then the condition max

δ
j
k
1−δk ‖xk,1 − xk,0‖,
Lkδ
j
k
1−δk

< ϵ¯k in
Step 2 can bewritten by j ≥
 log ϵ¯k(1−δk)Lk
log δk

+1. Otherwise, j ≥ max

log

ϵ¯k(1−δk)

L k
log δk

,
 log ϵ¯k(1−δk)‖xk,1−xk,0‖
log δk

+1, where [x] denotes
the largest integer such that [x] ≤ x.
For each k = 0, 1, . . . , the convergence of the sequence {xk,j} is defined by the following proposition.
Proposition 3.3 (See Theorem 3.1 in [17]). Suppose that F is monotone and L-Lipschitz on C. If Algorithm 3.2 terminates at
Iteration j in Step 2, then (xk, wk) is an ϵ¯k-solution toMVI(Fk, C). Moreover, for a solution (xk,∗, wk,∗) of MVI(Fk, C), we have
‖xk,j − xk,∗‖ ≤ δ
j
k
1− δk ‖x
k,1 − xk,0‖,
‖wk,j − wk,∗‖ ≤ Lδ
j
k
1− δk ∀j = 1, 2, . . . .
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Since F ismonotone on C, fk is defined by (1.1)which is stronglymonotone on C with constantλk. Then by Proposition 3.3,
Inner loop in Algorithm 3.2 must terminate after a finite iteration yielding an ϵ¯k-solution of subproblem MVI(Fk, C).
Theorem 3.4. Suppose that F is upper semicontinuous, monotone and satisfies the Lipschitz condition on C. Then the sequence
{(xk, wk)} generated by Algorithm 3.2 converges to a solution of MVI(F , C).
Proof. Applying Algorithm 2.2 with Ck ≡ C, ϵk = 0 for all k = 0, 1, . . . and fk defined by (1.1). Then we have the exact
solution sequence {(xk,∗, wk,∗)} of themultivalued variational inequalities MVI(Fk, C) converging to a solution of MVI(F , C).
Combining this with Proposition 3.3, we obtain that the sequence {(xk, wk)} converges to a solution of MVI(F , C). 
4. Illustrative example and numerical results
Now we illustrate our Algorithms with the oligopolistic market equilibrium model considered in [2]. Assume that there
are n firms supplying a homogeneous product and that the price p depends on its quantity σx = x1 + x1 + · · · + xn, i.e.,
p = p(σx). Let hi(xi) denote the total cost to the firm i for supplying xi units of the product. Then, the profit of the firm i
is xip(σx) − hi(xi). Naturally, each firm seeks to maximize its own profit by choosing the corresponding production level.
Suppose that the strategy set C is a polyhedral convex subset in Rn given by
C :=

x ∈ Rn| 13 ≤
n−
i=1
xi ≤ 25, 1 ≤ xi ≤ 5 i = 1, 2, . . . , n

. (4.1)
Thus, the oligopolistic market equilibrium problem can be formulated as a Nash equilibrium noncooperative game, where
the ith player has the strategy set C and the utility function
fi(x1, . . . , xn) = xip

n−
i=1
xi

− hi(xi) i = 1, 2, . . . , n.
As usual, a point x∗ = (x∗1, . . . , x∗n) ∈ C is said to be an equilibrium point for this problem if
fi(x∗1, . . . , x
∗
i−1, yi, x
∗
i+1, . . . , x
∗
n) ≤ fi(x∗1, . . . , x∗n) ∀i = 1, 2, . . . , n.
Set
φ(x, y) := −
n−
i=1
fi(x1, . . . , xi−1, yi, xi+1, . . . , xn) (4.2)
and
f (x, y) := φ(x, y)− φ(x, x)
=
n−
i=1

hi(yi)− hi(xi)− yip

yi +
−
j≠i
xj

+ xip

n−
i=1
xi

. (4.3)
Then it has been proved in [2] that the problem of finding an equilibrium point of this model can be formulated as
EP(f , C):
Find x ∈ C such that f (x∗, y) ≥ 0, for all y ∈ C .
Proposition 4.1 (See [2]). A point x∗ is an equilibrium point for the oligopolistic market problem if and only if it is a solution to
MVI(F , C), where C is the polyhedral given by (4.1) and
F(x) = H(x)− p(σx)e− p′(σx)x,
where
H(x) = h′1(x1), . . . , h′n(xn)T , e = (1, . . . , 1)T , σx = ⟨x, e⟩.
Proposition 4.2 (See [2]). Let p : C → R+ be convex, twice continuously differentiable, and nonincreasing and let the function
µτ : R+ → R+, defined byµτ (σx) = σxp(σx+ τ) be concave for every τ ≥ 0. Also, let the function hi : R+ → R, i = 1, . . . , n,
be convex and twice continuously differentiable. Then, the cost mapping F(x) = H(x) − p(σx)e − p′(σx)x is monotone
on C.
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To illustrate our algorithm, we consider an academic numerical test of the function F , we choose (randomly generalized)
n := 7,
H(x) := (3x1 + 4, 4x2 + 3, 5x3 + 2, 6x4 + 1, 7x5 − 1, 8x6 − 2, 9x7 − 3)T ,
p(t) := 4
3t
t ∈ (0,+∞),
x0 := (2, 1, 1, 1, 1, 5, 1)T ∈ C,
λk = 1,
ak =

1
(k+ 1)2 ,
1
(k+ 1)2 , . . . ,
1
(k+ 1)2
T
,
ϵ¯k = 1k+ 1 ∀k = 0, 1, . . . ,
The tolerance ϵ = 10−6.
Then, it is not difficult to compute that the cost mapping F is Lipschitz on C with Lipschitz constant L < 9 + 380
√
7
3 ≈
344.1285, Lk = L + λk = L + 1. Since F is monotone on C , it follows that Fk is 1-strongly monotone on C . Note that in
Algorithm 3.2, subproblem (3.1) needed to solved is the strongly convex quadratic programming
xk,j+1 = argmin

1
2
αk‖x− xk,j‖ + ⟨Fk(xk,j), x− xk,j⟩ | x ∈ C

and the condition max

δ
j
k
1−δk ‖xk,1 − xk,0‖,
Lkδ
j
k
1−δk

< ϵ¯k becomes
δ
j
k
1−δk ‖xk,1 − xk,0‖ < ϵ¯k. These problems can be solved
efficiently, for example, by the Matlab Optimization Toolbox. In this case, we obtained the following iterates.
Iter (k) xk1 x
k
2 x
k
3 x
k
4 x
k
5 x
k
6 x
k
7
0 2 1 1 1 1 5 1
1 2.2400 1.3990 1.3883 1.3779 1.4196 3.7778 1.3974
2 2.3084 1.5839 1.5506 1.5195 1.5753 2.9476 1.5147
3 2.3519 1.7147 1.6561 1.6035 1.6622 2.4439 1.5678
4 2.3715 1.7803 1.7049 1.6390 1.6967 2.2234 1.5843
5 2.3857 1.8326 1.7414 1.6635 1.7194 2.0649 1.5925
6 2.3912 1.8548 1.7560 1.6727 1.7274 2.0032 1.5946
7 2.3959 1.8746 1.7687 1.6802 1.7338 1.9509 1.5959
8 2.3998 1.8924 1.7796 1.6864 1.7389 1.9065 1.5964
9 2.4031 1.9084 1.7890 1.6914 1.7428 1.8688 1.5965
10 2.4058 1.9227 1.7971 1.6955 1.7459 1.8368 1.5962
11 2.4081 1.9356 1.8041 1.6987 1.7482 1.8096 1.5956
12 2.4081 1.9356 1.8041 1.6987 1.7482 1.8096 1.5956
The approximate solution obtained after 15 iterations is
x12 = (2.4081, 1.9356, 1.8041, 1.6987, 1.7482, 1.8096, 1.5956)T .
Wehave performed Algorithm 3.2 inMatlab R2008a running on a PC Desktop Intel(R) Core(TM)2 Duo CPU T5750@ 2.00 GHz
1.32 GB, 2 GB RAM.
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