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RESUME 
Avec la croissance continue du nombre de transistors par puce grace aux recents progres 
en lithographie, il devient maintenant possible d'integrer un grand nombre de 
composants complexes sur un meme circuit integre. Afin de tirer avantage de ce nombre 
de transistors, les concepteurs se tournent vers les systemes multiprocesseurs sur puce 
(MPSoC) ou plusieurs processeurs coexistent sur la meme puce et travaillent de pair afin 
de produire un systeme performant et efficace. Ce nombre croissant de processeurs sur 
une meme puce pose alors de nouveaux defis aux concepteurs pour 1'utilisation de la 
memoire integree a ces MPSoC. 
Un de ces defis est 1'utilisation efficace de la memoire integree disponible sur la puce 
afin de maximiser la performance des logiciels s'executants sur les processeurs. Dans le 
cas de petits programmes, il est possible de stocker ceux-ci totalement sur cette memoire 
integree (memoire locale au processeur) afin de maximiser leur performance. Par contre, 
avec la complexification des applications et la monte en popularity des systemes 
multiprocesseurs, la taille limitee de la memoire integree devient un probleme. II est 
alors necessaire de stocker le programme dans une memoire plus volumineuse mais 
aussi plus lente et externe a la puce. Deux solutions se presentent alors: le 
partitionnement de memoire qui vise a morceler le programme et a le repartir entre la 
memoire integree et la memoire externe et 1'utilisation de la memoire integree en tant 
que memoire cache qui vise alors a accelerer la latence moyenne d'acces a la memoire 
externe. 
Plusieurs travaux se sont penches sur 1'amelioration de la performance de tels systemes 
en tentant d'optimiser la hierarchie de la memoire. Certains travaux se concentrent 
uniquement sur 1'utilisation de la memoire locale, d'autres sur la configuration optimale 
de la memoire cache. Par contre, peu de travaux se sont penches sur 1'utilisation et 
l'optimisation commune de la memoire locale et de la memoire cache. 
Vll 
Un outil, MemoryOptimizer, a done ete concu dans l'optique d'effectuer l'exploration 
architecturale de la hierarchic memoire d'un systeme sur puce en utilisant une 
combinaison de memoire locale et de memoire cache. De plus, afin d'assurer des 
resultats precis en simulation, un modele du MicroBlaze a ete developpe pour 
renvironnement de conception de systemes sur puce SPACE. Finalement, un outil de 
recueil de la trace d'execution, permettant a MemoryOptimizer d'amasser les metriques 
necessaires a 1'analyse du comportement du programme a optimiser, a ete concu et 
integre au modele de simulation. 
A l'aide de MemoryOptimizer, il est maintenant possible de determiner 
automatiquement le contenu et la taille de la memoire locale ainsi que de determiner les 
tailles optimales des memoires cache. II en resulte un systeme ou la minorite du 
programme, demandant le plus grand nombre d'acces a la memoire est contenu en 
memoire locale et le reste, stocke en memoire externe, est accelere par 1'utilisation des 
memoires cache. De plus, 1'outil permet de suggerer une taille minimale pour la pile et le 
tas du programme, ce qui permet de reduire davantage 1'utilisation de la memoire. 
Les experiences menees demontrent que MemoryOptimizer permet d'ameliorer 
grandement les performances d'un systeme base sur la memoire externe en plus de 
diminuer 1'utilisation de la memoire integree. II est ainsi possible de reduire par un 
facteur de 6 la taille de la memoire integree tout en maintenant la performance d'un 
programme situe uniquement en memoire locale. L'integration d'un grand nombre de 
processeurs sur une raeme puce est done aisement realisable sans qu'il soit necessaire de 
faire des compromis en termes de performance. De plus, la methodologie presentee n'est 
pas limitee seulement au MicroBlaze et a SPACE mais peut etre adaptee a d'autres 
processeurs ainsi qu'a d'autres plateformes de simulation. 
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ABSTRACT 
As the quantity of transistors per single chip steadily increases due to recent advances in 
lithography, it becomes possible to integrate a number of complex components on an 
integrated circuit. In order to maximize the use of these transistors, designers now 
concentrate on multi-processor systems on chip (MPSoC) on which many processors 
coexist and work together to produce a fast and efficient system. This increasing number 
of processors on a single chip thus poses new challenges in term of integrated memory 
utilization. 
In order to perform optimally, a program executed by a processor is generally contained 
in a small memory integrated on the chip and directly connected to this processor. This 
type of memory is called local memory. Because this memory is limited in a given chip, 
the presence of multiple processors, every one of them striving to provide the best 
performance, severely limits the amount of local memory available to each processor. 
Using the integrated memory to store all these programs becomes impossible and 
mandates the use of an external memory which is much larger but also much slower than 
the integrated memory. 
Previous works dealing with the performance enhancement of such systems by 
optimizing the memory hierarchy are numerous. Some works focus on effectively using 
the local memory while others focus on finding the optimal cache configuration. On the 
other hand, few works focus on the use and optimization of both the local memory and 
cache. 
A tool, MemoryOptimizer, was thus designed to resolve this gap, by presenting a 
method of design space exploration of the memory hierarchy of a SoC, by using a 
combination of local memory and cache memory. In order to provide accurate 
simulation results, a model of the MicroBlaze processor has been implemented in the 
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SPACE simulation platform. Lastly, an execution-tracing tool has been designed and 
integrated into the MicroBlaze model to provide the metrics necessary for 
MemoryOptimizer to analyze the behavior of the program executed on the processor. 
With MemoryOptimizer, it is now possible to automatically establish the content and the 
minimal size of the local memory but also the optimal configurations of the caches. The 
result of this optimization is a system where a small but memory intensive part of the 
program is relocated in local memory and where the remaining of the program is stored 
in external memory and access to this memory is accelerated by cache memories. 
Moreover, the tool can evaluate the minimal size of the stack and the heap to further 
reduce the memory footprint. 
MemoryOptimizer can greatly enhance the performance of a system based on an 
external memory while also reducing the size of the required integrated memory. Thus, 
it is possible to reduce the size of the integrated memory by a factor of 6 while 
maintaining the same performance level than the same program completely stored in 
local memory. More processors can now be integrated in a single chip without 
compromising the execution speed of the programs. Furthermore, the proposed 
methodology is not limited only to the MicroBlaze and SPACE but can also be adapted 
to other processors and simulation platforms. 
X 
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Cette section introduit le concept de systemes sur puce (SoC), concept central a ce 
memoire. Elle traite des aspects de conception, methodes de design, des hierarchies de 
memoire utilisees ainsi que des problemes relies a ces hierarchies. 
1.1.Les systemes embarques d'aujourd'hui 
Au cours des dernieres annees, les systemes embarques sont devenus omnipresents. lis 
sont utilises dans une multitude de domaines d'application: telecommunication, 
divertissement, transport, equipement medical. Certains instruments de musique utilisent 
meme des systemes embarques afin d'etendre leurs fonctionnalites [1]. 
Certains produits n'utilisent qu'un seul processeur et d'autres en utilisent plusieurs ce 
qui permet d'ameliorer les performances ou encore la fiabilite du systeme. Un exemple 
extreme est l'automobile de la serie 7 de BMW qui contient plus de 100 processeurs [2]. 
Vu la quantite de voitures et de cellulaires vendus chaque annee, il n'est done pas 
etonnant d'apprendre que le marche des processeurs embarques representait 98% des 
ventes de processeurs [3] en 2005. 
Bien qu'il n'ait ete question jusqu'ici strictement que de processeurs embarques, un 
systeme embarque ne se resume pas seulement a un processeur. Un systeme embarque 
se definit egalement par les accelerateurs materiels, la memoire et les entrees-sorties. 
Bref, un systeme embarque est bien souvent similaire a un ordinateur de bureau avec une 
difference majeure : il n'est en general concu que pour executer un nombre limite de 
taches [4], il est souvent concu de la maniere la plus performante et la moins couteuse 
possible et avec un budget de puissance limite. Par contre, avec la miniaturisation des 
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transistors, il est maintenant possible de concevoir des systemes embarques tres 
complexes sur une seule puce (SoC) et capables d'effectuer une variete grandissante de 
taches comme les telephones cellulaires dits « intelligents ». 
1.2. Problematique 
La complexification continue des SoCs et des systemes multiprocesseurs sur puce 
(MPSoC) est en partie possible grace a la celebre loi de Moore. Cette loi, formulee 
originellement en 1965 par Gordon Moore [5] et revisee en 1975 [6], stipule que le 
nombre de transistors sur les puces double chaque 24 mois. Cette complexification des 
systemes engendre un ecart de productivite entre les ressources disponibles sur les puces 
(tant sur les ASIC que les FPGA) et la difficulte de concevoir du materiel utilisant ces 
ressources. Ce probleme de productivite peut etre attenue par Futilisation des 
processeurs embarques dans les SoC. L'utilisation de ces processeurs permet de 
diminuer le temps de developpement du circuit [7] puisque Ton utilise des blocs deja 
concus et permet de diminuer le temps de conception du systeme puisque le 
comportement du systeme peut maintenant etre code en langage de plus haut niveau (en 
C par exemple) par opposition au VHDL. Afin de simplifier davantage la conception des 
programmes, un systeme d'exploitation peut etre utilise afm de fournir des mecanismes 
de synchronisation, d'execution de taches multiple et d'abstraction de materiel. 
L'environnement d'exploration architecturale et de conception SPACE [44], base sur la 
bibliotheque SystemC, vise a simplifier davantage ce processus de developpement en 
proposant entre autres un mecanisme d'abstraction des details d'implementation des 
SoC. A l'aide de SPACE, il est possible d'effectuer des partitionnements logiciel-
materiel et de creer facilement des systemes multiprocesseurs. Les systemes peuvent 
ensuite etre simules et optimises a l'aide d'une suite d'outils de monitoring. Ceci permet 
done de reduire significativement les temps de conception et de validation. 
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En general, le concepteur tente de stocker le programme a executer dans une memoire 
integree au SoC tres rapide. Puisque la technologie des memoires ne progresse pas au 
meme rythme que la technologie des processeurs, la taille de ces memoires est limitee. 
Dans le cas des FPGA de Xilinx, la memoire integree BRAM est d'une taille de 
quelques centaines de kilo-octets. Bien que cette memoire soit de petite taille, elle est 
tres rapide et peut executer jusqu'a 2 transferts par cycle ce qui permet d'executer le 
programme a pleine vitesse [14] lorsqu'elle est connectee directement a un processeur 
(memoire locale au processeur). Un probleme survient lorsque la taille des programmes 
depasse la taille de la memoire integree. Le concepteur est alors force d'utiliser une 
memoire externe, plus volumineuse, mais aussi beaucoup plus lente. Le temps d'acces a 
une donnee passe done de 1 cycle a plus de 10 cycles. De plus, dans un systeme multi 
processeur, les processeurs doivent alors se faire competition pour obtenir Faeces a la 
memoire, ce qui augmente encore une fois le temps d'acces moyen. Ce probleme ne se 
pose generalement pas avec des memoires locales puisque Ton peut dedier une memoire 
a chaque processeur. 
II existe quelques methodes afin d'augmenter la performance du systeme dans ces 
situations. Ici, deux methodes seront discutees. Premierement, il est possible d'utiliser 
des memoires cache [13] qui permettent alors de stocker dynamiquement les instructions 
et les donnees recemment utilisees dans une memoire rapide. Cette approche est simple 
et permet d'obtenir de tres bonnes performances. Par contre, il reste difficile de 
determiner la taille optimale de la memoire cache afin de maximiser la performance. 
Egalement, dans certains cas la taille optimale de la memoire cache peut se reveler trop 
importante et done difficile a implementer. 
La deuxieme methode consiste a stocker une petite partie du code et des donnees dans 
une memoire locale au processeur et de stocker le reste dans la memoire externe. Encore 
une fois, cette solution n'est pas parfaite puisqu'il reste difficile de determiner les 
portions du programme a stocker dans cette memoire locale. De plus, les outils 
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disponibles permettent rarement de morceler un programme et d'en stocker des portions 
dans des memoires arbitraires. Finalement, il est toujours possible de tenter de diminuer 
la taille du programme en coupant dans le code ou en utilisant des librairies plus legeres, 
mais cette approche n'est pas toujours realisable en pratique. 
1.3,Objectif 
L'objectif de ce travail consiste a developper un outil qui permettra de tirer profit de la 
hierarchie memoire disponible sur un systeme sur puce afin d'ameliorer la performance 
d'un programme s'executant sur un microprocesseur embarque (ici le MicroBlaze). Une 
plateforme de simulation de systeme sur puce doit etre utilisee afm de generer des 
metriques qui seront ensuite analysees par l'outil qui determinera la meilleure 
combinaison de memoire locale et de memoire cache. 
L'outil developpe doit automatiquement minimiser la taille de la memoire locale utilisee 
de meme que la taille de la memoire cache tout en tentant de maximiser la performance 
du programme a executer. Cet outil doit etre plus rapide que les methodes manuelles et 
ne doit etre minimalement dependant de la plateforme de simulation. Seul le mecanisme 
de generation de metriques doit dependre de la plateforme de simulation. L'outil doit 
ensuite analyser les metriques d'execution recoltees afm de proposer une configuration a 
l'utilisateur. L'outil d'analyse doit presenter a l'utilisateur certaines options de 
configuration comme la taille maximale de memoire locale a utiliser. Finalement, les 
resultats doivent etre presentes dans une interface graphique a titre d'application 
autonome, mais l'outil doit egalement avoir la possibilite d'etre integre dans d'autres 
environnements et doit done posseder des interfaces de programmation simples a utiliser. 
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lAMethodologie 
Afin de realiser l'objectif decrit ci-haut, plusieurs etapes sont requises. Premierement, 
une familiarisation avec SystemC et Penvironnement SPACE est necessaire. De plus, 
une etude des concepts de modelisation de haut niveau corame par exemple le 
Transaction Level Modeling (TLM) est de mise. Ceci permettra de realiser les etapes 
suivantes qui reposent sur la plateforme SPACE. 
Ensuite, le simulateur de processeur MicroBlaze, disponible sur la plateforme SPACE, 
devra etre etendu et ameliore afin de le mettre a niveau avec la demiere mouture 
disponible en materiel, notamment la presence de memoire cache. L'implementation de 
ce simulateur doit egalement etre modifiee afin d'ameliorer l'exactitude de la simulation 
en termes de cycles d5 execution. De plus, afin de connecter le processeur directement 
avec la memoire comme il est possible en materiel, un controleur de memoire SDRAM 
supportant le protocole XCL sera implements. 
L'etape subsequente sera la definition et 1'implementation du mecanisme de recolte des 
metriques. Ce mecanisme fournira a 1'outil d'analyse toute 1'information necessaire afin 
d'optimiser la configuration de la hierarchie memoire sous la forme de fichiers de trace 
d'execution. 
Par la suite, une methode d'optimisation doit etre developpee afin de produire les 
resultats desires. Le probleme sera aborde en deux volets : le partitionnement de 
memoire et l'optimisation de la memoire cache. Le partitionnement de memoire cible la 
relocalisation des instructions et donnees les plus utilisees dans la memoire locale du 
processeur. L'optimisation de la memoire cache vise, quant a elle, a minimiser la taille 
des memoires cache d'instructions et de donnees et d'obtenir une bonne acceleration. 
Pour chacun de ces volets, la litterature reliee devra etre etudiee afin de recenser les 
differentes approches possibles. 
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Le partitionnement de la memoire utilisera un profil d'acces memoire pour lequel 
chaque fonction et donnee se voit attribuer un pourcentage d'utilisation du temps 
processeur. Les fonctions et donnees presentant un grand pourcentage seront alors 
relocalisees en memoire locale. Viendra ensuite l'optimisation de la memoire cache qui 
se fera en simulant les differentes configurations de cache possibles. Pour chaque 
configuration simulee, la performance de cette configuration sera estimee, ce qui 
permettra de determiner la configuration de memoire cache la plus appropriee. 
L'etape finale consistera du developpement de 1'interface graphique qui permettra de 
demarrer l'analyse et de visualiser les configurations et les resultats obtenus. Les 
resultats seront visibles sous une forme textuelle et sous forme de graphiques. 
L'interface graphique doit etre simple d'utilisation tout en restant flexible. 
1.5. Contributions 
Ce travail apporte deux contributions. Premierement, de nouveaux composants exhibant 
les fonctionnalites disponibles en materiel, de meme qu'un comportement temporel plus 
precis sont maintenant disponibles dans la plateforme SPACE, une plateforme de 
conception haut niveau de systemes sur puce. Avec ces nouveaux composants, il est 
desormais possible d'obtenir des metriques de performance plus precises pour le 
processeur, mais egalement pour l'ensemble du systeme. II est egalement possible 
d'obtenir une trace d'execution qui peut etre utilisee a d'autres fins que celles prevues 
lors de la conception. 
Finalement, un outil complet de partitionnement et d'optimisation de la memoire a ete 
developpe. Cet outil permet au concepteur de connaitre la configuration memoire avec 
laquelle sa plateforme produira la meilleure performance tout en tentant de minimiser le 
cout en materiel. Le concepteur n'a plus a tenter de reduire la taille du programme afin 
de le placer entierement dans la memoire locale ou d'effectuer des dizaines de 
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simulations afin de connaitre la taille optimale de la memoire cache. Avec l'outil de 
partitionnement et d'optimisation, le concepteur n'a qu'a simuler une fois son systeme 
pour generer les traces d'execution, demarrer l'outil d'analyse et reconfigurer son 
systeme avec la configuration suggeree. Le concepteur peut ensuite simuler le systeme et 
comparer la performance du systeme en simulation avec la performance estimee par 
l'outil. Comparativement aux methodes existantes, la methode proposee permet 
d'optimiser a la fois la memoire locale et la memoire cache en plus de generer le fichier 
script de l'editeur de liens (linker script) a l'aide d'un seul outil. L'outil permet 
egalement de visualiser les resultats dans une interface graphique, ce qui n'est pas 
possible dans les autres travaux existants 
1.6. Organisation du memoire 
Ce memoire est organise en cinq chapitres. Le present chapitre sert d'introduction aux 
systemes embarques et aux methodes de conception de ces systemes. Le deuxieme 
chapitre presente une revue des differents concepts d'architecture de memoire et des 
methodes developpees dans le passe afin de tirer profit de ces architectures. Le troisieme 
chapitre decrit le developpement et l'integration de composants additionnels a 
I'environnement SPACE qui permettront de generer les donnees necessaires a l'outil de 
partitionnement de la hierarchie memoire developpe. Le chapitre 4 presente les objectifs 
et la conception de l'outil de meme que les differents mecanismes utilises par l'outil. Le 
dernier chapitre presente les gains de performance obtenus avec deux applications et 
presente des comparaisons entre les performances estimees par l'outil et les 
performances en simulation. Finalement, la conclusion resume le travail de recherche 
qui a ete accompli et suggere des ameliorations et des travaux futurs. 
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CHAPITRE 2 
SYSTEMES SUR PUCE: HIERARCHIE MEMOIRE, LOGICIEL ET 
OPTIMISATION 
L'avancement constant des procedes lithographiques peraiet aujourd'hui d'integrer pres 
de deux milliards de transistors sur une seule puce [8]. Ce nombre impressionnant de 
transistors signifie qu'il est maintenant possible de concevoir des systemes 
multiprocesseurs sur puce contenant jusqu'a 8 processeurs ou meme plus. Cette nouvelle 
realite permet aux SoC de suivre une evolution similaire a celle des logiciels 
d'ordinateurs de bureau. Le developpement peut maintenant s'effectuer a un niveau 
d'abstraction plus eleve et ainsi diminuer le delai de developpement et de 
commercialisation d'un produit (TTM). Le developpement passe done du design de 
materiel dedie complexe au design de logiciel s'executant sur microprocesseur. 
Ce chapitre introduit tout d'abord 1'architecture memoire des systemes sur puce centres 
sur un processeur. Par la suite, un survol du processus de compilation de la plateforme 
logicielle est effectue. Les differentes approches utilisees pour ameliorer la performance 
de la plateforme logicielle a l'aide de la hierarchie de memoire sont ensuite discutees. 
Ensuite, la librairie SPACE qui servira a la simulation est introduite et est suivie d'une 
breve comparaison de l'approche utilisee avec les travaux anterieurs est presentee. 
Finalement, un bref retour sur les concepts vus au cours de ce chapitre est effectue. 
2.1. Hierarchie memoire 
L'execution d'un logiciel sur un processeur implique la presence de differents 
composants. Une memoire doit ensuite etre presente afin de stocker le logiciel qui sera 
execute. Lorsque le logiciel devient volumineux, il devient necessaire d'utiliser une 
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memoire exteme a la puce. L'utilisation d'une hierarchie de memoire devient alors 
inevitable afin d'assurer la performance du systeme. En effet, si la memoire ne peut 
fournir le processeur en donnees, ce dernier se retrouve sous-utilise et sous-performant. 
La Figure 2.1 illustre 1'architecture simplifiee d'un SoC. Ce SoC pourrait par exemple 
etre un systeme sur FPGA base sur les cceurs de processeurs logiciels MicroBlaze (de 
1'anglais softcore). Dans cette architecture, chaque processeur est connecte directement a 
une memoire locale ainsi qu'a une memoire cache. De plus, les processeurs sont relies 
par l'entremise du bus systeme a une memoire principale externe a la puce. 
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Figure 2.1 Architecture d'un SoC 
Dans une telle situation, la hierarchie de memoire prend alors tout son sens. Si chaque 
processeur doit sans cesse utiliser le bus pour recuperer les instructions qu'il doit 
executer ainsi que les donnees a lire et a ecrire, la bande passante disponible a chaque 
processeur sera divisee au mieux par deux. Lorsque les autres composants sur le bus 
entrent en jeu tel que les accelerateurs materiels, interfaces d'entrees/sorties ou encore 
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des modules DMA, la situation s'empire. Non seulement la memoire ne peut suffire a la 
demande, mais le bus non plus. Une hierarchie de memoire est done necessaire afin 
d'alleger le trafic et de permettre aux processeurs de realiser leur plein potentiel. 
Une hierarchie de memoire se compose de memoires petites et rapides en allant vers des 
memoires de plus en plus volumineuses et lentes (Figure 2.2). 
Taille: octets ! 
Registres 









; EMerrtec \ 
[ >10 cycles 
Figure 2.2 Hierarchie de memoire 
Les registres sont internes au processeur et sont generalement de taille avoisinant les 100 
octets. lis sont generalement implemented sous la forme de bascules et sont done tres 
rapides d'acces. La memoire locale et la memoire cache quant a elles sont plus 
volumineuses et peuvent aller jusqu'a plusieurs centaines de kilo-octets. Elles peuvent 
par contre etre legerement plus lentes que les registres avec une latence de quelques 
cycles. Finalement, la memoire externe peut atteindre des tailles de quelques mega-
octets a quelques giga-octets selon les besoins. Evidemment, ces tailles apportent un 
important cout en terme de performance. Par consequent, le temps d'acces de ces 
memoires peut etre tres grand, de l'ordre des dizaines de cycles et pouvant aller meme a 
des centaines de cycles. Dans les sections suivantes, les memoires principales, memoires 
caches et memoires locales seront discutees plus en detail. 
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2.1.1. Memoire principale 
La memoire principale d'un SoC est generalement presente sous forme de memoire 
DRAM et est externe au SoC. Cette technologie permet de produire de la memoire 
volumineuse a un faible cout comparativement a la technologie utilisee pour les registres 
et la memoire cache. Bien que cette technologie permette de stocker une grande quantite 
de memoire sur une seule barrette (des barrettes de 4 Go sont maintenant disponibles sur 
le marche), le temps d'acces s'en trouve grandement affecte. En effet, il n'est pas rare de 








Figure 2.3 Comparaison de la performance des processeurs et de la memoire DRAM 
L'utilisation de la memoire principale est souvent inevitable pour des systemes 
relativement complexes mais a comme effet de ralentir considerablement le programme 
execute. Dans ce cas, il devient done approprie d'ajouter au systeme une memoire cache 
ou une memoire locale afin d'accelerer la performance. 
2.1.2. Memoire locale 
Certains systemes, par exemple le MicroBlaze, disposent d'une connexion dediee a de la 
memoire integree sur le SoC. Sur d'autres systemes, comme dans le cas d'un systeme 
base sur le processeur PowerPC, cette memoire est connectee au bus principal. Ce type 
de memoire se nomme «memoire locale» puisqu'elle est integree au SoC et connectee au 
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processeur. Son emplacement et sa technologie d'implementation (souvent de la SRAM) 
lui permettent d'offrir des temps d'acces tres rapides dans les environs de 1 a 2 cycles 
d'horloge. 
La memoire locale opere de facon identique a la memoire principale, c'est-a-dire qu'elle 
doit etre geree de fa9on explicite. II est done du ressort du programmeur ou du 
compilateur de stocker les donnees dans cette memoire. Son utilisation est done bien 
differente de la memoire cache qui est transparente au programme. L'avantage de cette 
approche est que le programmeur peut lui-meme determiner le contenu de cette memoire 
et done peut dormer priorite a certaines donnees ou certaines fonctions. Ceci, couple au 
temps d'acces constant, permet a la memoire locale d'assurer le determinisme. Cela 
contraste avec la memoire cache qui ne peut offrir ce determinisme puisque le cache 
tente de minimiser le temps d'acces moyen et non de garantir un temps d'acces minimal. 
Les memoire locales sont deja tres utilisees dans les processeurs DSP [9] et gagnent en 
popularite dans les processeurs conventionnels. Un exemple de processeur commercial 
utilisant plusieurs memoires locales, de facon a permettre aux differentes unites de 
fonctionner a leur performance maximale, est le processeur Cell [10] de Sony, Toshiba 
et IBM. Ce processeur contient 8 co-processeurs vectoriels contenant chacun 256 Ko de 
memoire locale. Chaque memoire locale peut etre accedee par les autres co-processeurs 
via un DMA ( et moyennant un cout en latence d'acces) ce qui permet, par exemple, de 
realiser une architecture multi processeurs pipelinee en minimisant les acces a la 
memoire principale externe. 
2.1.3. Memoire cache 
La memoire cache [13] a pour but de diminuer le temps d'acces moyen aux instructions 
et aux donnees. C'est une memoire rapide dont le contenu est modifie dynamiquement 
selon le comportement du programme execute. La memoire cache tire profit des 
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principes de localite : elle met a profit le principe de localite temporelle et de localite 
spatiale. 
Le principe de localite temporelle est le principe selon lequel une donnee recemment 
utilisee a de bonnes chances d'etre reutilisee dans le futur. Les memoires caches 
permettent done de stocker dans une memoire rapide les instructions et les donnees 
recemment utilisees dans l'espoir qu'elles seront reutilisees dans le futur. Ceci permet 
done d'eviter d'acceder a la memoire principale. 
Le principe de localite spatiale quant a lui est le principe selon lequel la donnee qui suit 
(dans la memoire) la donnee accedee a de bonnes chances d'etre accedee dans le futur. 
En regie generate, les memoires caches ne transferent done pas uniquement la donnee 
necessaire mais aussi les quelques donnees qui la suivent. Ceci est particulierement utile 
lors de Pexecution d'une boucle, par exemple, ou la meme sequence d'instructions est 
executee a repetition. 
L'implementation d'un cache simple peut etre conceptualisee sous la forme de 2 
tableaux (Figure 2.4). Le premier tableau agit a titre d'index et le deuxieme tableau agit 
sous forme de conteneur des donnees (la memoire cache proprement dite). 
Une memoire cache simple de type a acces direct {direct-mapped) est tout d'abord 
divisee en m lignes de cache. La ligne de cache represente l'unite elementaire manipulee 
par le controleur de cache. La taille d'une ligne de cache (ri) se compte generalement en 
mots. Pour un processeur 32 bits, un mot represente une donnee de 32-bits. A chaque 
ligne de cache est associee une entree dans l'index. Cette entree indique si les donnees 
dans la ligne de cache sont valides ou non et contient egalement 1'etiquette (tag) qui est 
le complement de l'adresse. A l'aide de l'etiquette et du numero de ligne de cache, il est 
possible de reconstruire l'adresse de la donnee stockee en cache et done de determiner si 
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l'adresse de Faeces correspond a l'adresse de la donnee contenue en cache (succes ou 
hit). 
Taile de iigne 
0 1 ... n-1 
Tag Valid 
Figure 2.4 Memoire cache a acces direct 
Lorsque le processeur effectue une lecture, le controleur de cache doit determiner si la 
donnee est presente ou non dans le cache. Si la donnee n'est pas presente, il doit lire la 
donnee de la memoire principale et stocker cette donnee dans le cache. Dans le cas 
d'une memoire cache a acces direct l'adresse d'une donnee est separee en sections 
etiquette, adresse de ligne et adresse de mot. Selon la taille de 1'espace d'adressage du 
processeur et la configuration du cache, chaque section englobera un nombre de bits 
different. Considerons la situation suivante : un processeur avec un espace d'adressage 
de 32 bits, une taille de mots de 32 bits, un cache de 8 Ko et une taille de ligne de 8 
mots. L'etiquette comprendra alors 19 bits, l'adresse de ligne comprendra 8 bits, 
l'adresse de mot 3 bits, les 2 bits les moins significatifs restants sont ignores par le 
controleur de cache. Pour determiner si une donnee est presente en cache, le controleur 
determine d'abord a quelle ligne de cache correspond la requete. Ensuite, l'etiquette 
presente dans 1'index est comparee avec celle de l'adresse de la requete et le bit de 
validite est verifie. Si les etiquettes correspondent et que la ligne est valide, la ligne est 
recuperee dans la memoire cache et le mot desire est retourne. La Figure 2.5 (inspiree de 
[14]) illustre ce fonctionnement. 
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Figure 2.5 Fonctionnement d'une memoire cache a acces direct 
Lorsque la donnee demandee n'est pas disponible en cache, elle est alors recuperee et 
remplace la donnee deja presente en cache. On parle alors d'echec {cache miss), dans le 
cas contraire, on parle de succes (cache hit). Ces concepts, de meme que les metriques 
de performances des memoires cache sont decrits dans [11] ou l'auteur defini entre 
autres les trois types d'echecs: capacite, obligatoire et conflit. 
Lorsqu'une donnee doit etre ecrite, deux approches sont frequemment utilisees [12]. La 
premiere est d'ecrire la valeur dans la memoire principale peu importe si la donnee est 
presente en cache ou non, cette methode porte le nom de politique d'ecriture immediate 
(write-through policy). La deuxieme approche est de n'ecrire la donnee que dans le 
cache et porte le nom de politique d'ecriture differee (write-back policy). La premiere 
approche est simple a gerer. Lorsqu'une donnee doit prendre la place d'une autre dans le 
cache, la coherence entre l'etat du cache et la memoire principale est assuree. Ceci n'est 
pas le cas pour la politique write-back. En effet, puisque la donnee n'est ecrite que dans 
le cache, il y a discordance entre la donnee presente en cache et en memoire. Le 
controleur doit done utiliser un drapeau supplemental pour chaque ligne de cache afin 
de signifier qu'elle a ete modifiee, le dirty bit. Si un remplacement de ligne doit etre 
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effectue, le controleur verifie si la ligne a ete modifiee et si oui, 1'ecrit d'abord dans la 
memoire principale pour ensuite aller recuperer la nouvelle ligne. Le write-back 
implique done une logique supplementaire par rapport au write-through mais die permet 
de diminuer les acces a la memoire principale. 
Bien qu'un cache a acces direct so it simple a implemented il n'est pas adapte a tous les 
scenarios. Plusieurs concepts entrent done en jeu afin d'ameliorer la performance des 
caches dans ces conditions. L'associativite est un concept permettant d'eviter des 
remplacements inutiles de lignes. En relation avec l'associativite, la politique de 
remplacement permet de determiner quelle ligne remplacer. L'utilisation de niveaux 
multiples de cache permet egalement d'amdiorer la performance. Puisque la methode 
presentee ne touche pas a ces concepts, le lecteur desireux d'en apprendre plus peut se 
referera[13], [15] et [16]. 
2.2. Structure d'un logiciel compile 
Pour qu'un code source soit converti en un programme executable, une serie 
d'operations doit etre effectuee sur ce code afin de le rendre comprehensible au 
processeur cible [18]. Les deux etapes majeures de ce processus sont la compilation du 
code et l'edition des liens. Lorsque ces etapes sont terminees, un fichier executable est 
generalement cree selon un format specifique. Dans le cas du processeur MicroBlaze, ce 
fichier executable est au format ELF. Finalement, une derniere etape (souvent 
optionnelle) consiste a profiler le logiciel afin de determiner les points chauds de celui-ci 
et done de reduire 1'impact de ces points chauds sur le temps d'execution de ce dernier. 
17 
2.2.1. Compilation 
Compiler un code source (ici du C) est un processus complexe qui peut se diviser en 




L'etape frontale se charge de traduire le code source en une representation intermediaire 
plus facile a comprendre pour le compilateur : l'arbre syntaxique abstrait ou Abstract 
Syntax Tree (AST). Lorsque cette etape est terminee, l'etape d'optimisation prend la 
releve et optimise le programme en effectuant des simplifications et des optimisations de 
boucles. Finalement, a la troisieme etape, la representation intermediaire est convertie en 
code machine specifique a 1'architecture ciblee. 
Le processus de compilation ne fait pas que compiler du code, il sert egalement a separer 
le programme en differentes sections. Ceci permet de compartimenter un programme et 
devient utile lors de la phase d'edition des liens. Un programme est normalement 






La section .data contient des donnees initialisees, la section .bss contient des donnees 
non-initialisees et finalement, la section . text contient le code lui-meme ainsi que des 
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donnees qui sont en lecture seulement. Finalement, les sections .stack et .heap 
contiennent respectivement les donnees locales aux fonctions (pile) et les donnees 
allouees dynamiquement (tas). Fait a noter : la pile croit dans le sens negatif des adresses 
en memoire tandis que le tas croit dans le sens positif. 
II est par contre possible de specifier des sections additionnelles en plus des sections 
predefinies. Ceci est fait a 1'aide d'un attribut pouvant etre specifie a la fin de la 
declaration d'une variable, classe, structure ou fonction [20]. La syntaxe pour specifier 
une section est la suivante : 
type_var nom_var attribute ((section("nom_section"))); 
Une autre raethode proposee par le compilateur GCC est d'utiiiser deux options lors de 
la compilation : 
• -ffunction-sections 
• -fdata-sections 
Ces options de compilation permettent d'assigner une section a chaque fonction 
(-ffunction-sections) et a chaque variable globale (-fdata-sections). Le nom des 
sections ainsi creees depend de la section dans laquelle la variable ou la fonction se 
trouve et de son nom. A titre d'exemple, pour la fonction : 
void Func_l(char a, char b) 
qui reside dans la section .text par defaut, le compilateur lui assignera la section : 
. t e x t . Z6Func l c c 
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Cette mouvelle section peut ensuite etre utilisee par l'editeur de liens pour specifier un 
emplacement memoire pour cette fonction. Si l'option n'est pas utilisee lors de la 
compilation, il n'est pas possible de deplacer manuellement la fonction en memoire et le 
compilateur s'occupe de determiner l'emplacement le plus approprie. 
2.2.2. Edition des liens 
Suite a la compilation, le fichier objet cree ne contient aucune reference a des adresses 
en memoire. Les references se font a 1'aide des noms des fonctions et des variables 
(symboles). L'edition des liens est l'etape qui permet de remplacer ces symboles par leur 
adresse definitive dans la memoire. Ce processus permet egalement d'integrer le code 
provenant de librairies statiques au programme final ou de lier le programme a des 
librairies partagees [21]. Le resultat sera un executable ou une librairie, souvent sous le 
format ELF [24]. 
Une fonction importante de l'editeur de liens est la possibilite de specifier manuellement 
1'adresse desiree des differentes sections d'un programme [22]. Ceci peut etre effectue a 
l'aide d'un script qui sera ensuite passe en parametre a l'editeur de liens. A l'aide de 
cette fonctionnalite, il est possible de placer des sections a n'importe quelle adresse dans 
n'importe quelle memoire disponible sur le systeme [23]. 
2.2.3. Profilage 
Le profilage d'un programme est le processus selon lequel de 1'information sur le temps 
d'execution et la frequence d'execution des fonctions d'un programme est recueillie. 
Profiler un programme suggere generalement que le developpeur desire connaitre les 
points chauds de son application afin de pouvoir accelerer ces points chauds. En effet, 
selon la loi la du 90/10, un programme passe environ 90% de son temps a executer 10% 
du code [13]. II est done payant d'optimiser ce 10%. 
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Le profilage implique generalement l'ajout d'instructions qui comptent le nombre de 
cycles passes dans une fonction. Cette approche est utile lorsque le programmeur ne peut 
que compiler et executer son programme sur un processeur existant. Un fichier peut 
alors etre genere et peut servir a un outil d'interpretation graphique. L'inconvenient de 
cette approche est qu'elle peut avoir un impact non negligeable sur le temps d'execution 
du programme et peut biaiser les resultats. Par contre, elle ne necessite generalement 
aucune modification manuelle au programme de la part du developpeur puisque les 
outils existants se chargent eux-memes d'instrumenter le code [25]. 
Une deuxieme approche est d'utiliser un simulateur d'instructions (ISS) qui peut alors 
intercepter les instructions executees par le processeur simule [26]. Dans ce cas, le code 
original peut etre execute sans insertion de code d'instrumentation. Cette approche a 
l'avantage de n'avoir aucun impact sur le temps d'execution simule du programme et 
par consequent ne biaise pas les resultats. Par contre, il est necessaire de disposer d'une 
plateforme de simulation et le fait de simuler 1'execution ralentit sensiblement la vitesse 
d'execution. 
2.3. Optimisation de la hierarchie 
L'ajout d'une certaine hierarchie memoire implique qu'il devient necessaire d'effectuer 
une certaine exploration architecturale afin d'obtenir les meilleures performances 
possibles. Bien entendu, il est possible d'effectuer ces explorations manuellement 
lorsque les configurations offertes sont limitees. Par contre, lorsque Ton a affaire a un 
SoC hautement configurable, l'utilisation d'une methode automatique devient alors 
incontournable. Dans cette section, les methodes de partitionnement de memoire ainsi 
que les methodes d'optimisation de la configuration de la memoire cache sont presentees. 
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2.3.1. Memoire locale 
Avec 1'utilisation croissante de la memoire locale a 1'interieur de processeurs et des SoC, 
plusieurs techniques d'optimisation de 1'utilisation de la memoire locale ont ete 
developpees. Lorsqu'aucune technique d'optimisation n'est employee, 1'utilisation de la 
memoire locale se resume a: 
• Contenir les vecteurs d'interruption du programme, 
• Contenir le programme en entier, ou 
• A titre de memoire tampon[28]. 
Lorsque la memoire locale ne contient que les vecteurs d'interruption, le programme est 
contenu dans une memoire externe de taille plus importante. Ceci permet d'avoir des 
programmes de grande taille mais induit un delai significatif. 
Si le programme est de taille inferieure a la taille de la memoire locale, il est possible de 
le placer entierement dans la memoire locale. Ceci permet une rapidite d'acces optimale 
aux instructions et aux donnees, mais impose une contrainte de taille significative a 
l'application developpee. En effet, il suffit d'executer une application basee sur le RTOS 
HC pour observer que meme ce systeme d'exploitation simple depasse la taille maximale 
de 64 Ko pour un controleur de memoire locale. II va sans dire qu'il est done tres facile 
d'etre limite par la taille pour des systemes complexes. 
Finalement, la memoire locale peut etre utilisee comme tampon {scratchpad). Une 
memoire tampon est une memoire qui sert a stocker temporairement des donnees ou des 
instructions lorsque le programmeur desire acceder rapidement ou de facon deterministe 
a ces donnees. Ceci est un avantage de la memoire tampon par rapport au cache: le 
temps d'acces est deterministe. Par contre, e'est au programmeur de s'assurer que les 
bonnes donnees seront presentes lorsqu'elles seront necessaires. 
22 
Afin de remedier aux limites et a la difficulte pour le programmeur de manipuler 
manuellement le contenu de la memoire locale, plusieurs techniques ont ete developpees. 
Ces techniques se divisent en deux categories : statiques ou dynamiques. Pour les 
methodes d'optimisations statiques, le contenu de la memoire locale est determine a 
l'aide d'analyse de traces [27] ou d'analyse de code. Le contenu de la memoire locale 
restera alors fixe durant 1'execution du programme. Dans le cas des methodes 
d'optimisation dynamiques, un sous-systeme, semblable a de la memoire virtuelle, 
charge les donnees et les instructions dynamiquement dans la memoire locale durant 
1'execution du programme. L'avantage de cette approche est la plus grande flexibilite du 
contenu de la memoire locale mais elle impose des couts de gestion de la memoire. 
Parmi les methodes statiques notons tout d'abord la solution proposee par [29] qui 
presente une methode d'optimisation de la performance d'un systeme embarque utilisant 
une combinaison de memoire tampon et de cache. Bien que la methode proposee 
permette de determiner automatiquement ce qui devrait etre place dans la memoire 
tampon, elle ne propose pas de methode pour effectuer Pallocation. De plus, les tallies 
des caches ne sont pas determinees automatiquement. Par contre, la conclusion des 
auteurs est qu'il est important d'utiliser judicieusement la memoire locale et la memoire 
cache afin d'obtenir la meilleure performance possible, ce qui valide le travail presente 
dans ce memoire. 
Dans [30], la methode presentee, plus complete, utilise tout d'abord une trace 
d'execution afin de recueillir la frequence d'utilisation de chaque adresse. Ensuite, un 
algorithme analyse les entrees dans le profil cree precedemment et determine la solution 
optimale selon la taille fixee de la memoire locale, le gain de performance engendre pour 
chaque entree et le cout de partitionnement de cette entree. Finalement, un outil modifie 
directement le code executable afin de relocaliser les blocs dans la memoire locale. Cette 
methode permet d'ameliorer la performance de 20% par rapport a la performance 
obtenue lorsque le systeme utilise uniquement la memoire cache. 
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Plusieurs travaux [31] [32] et [33] ont abordes les methodes de partitionnement 
dynamiques. La methode proposee par [33] est particulierement interessante puisqu'elle 
utilise le MMU du processeur afin de permettre la gestion du contenu de la memoire 
locale. Pour utiliser cette fonctionnalite du processeur, les auteurs ont developpe un 
algorithme d'analyse ainsi qu'un moteur d'execution (runtime). Afin de permettre le 
fonctionnement de ce moteur d'execution, un profil de l'application est tout d'abord 
genere par 1'execution du programme a optimiser. Ensuite, un outil analyse ce profil et 
determine les dependances entre les blocs de base [34]. L'outil modifie ensuite le 
programme afin d'inclure ces donnees d'analyse et d'integrer le moteur d'execution 
dans le fichier binaire. L'approche permet done d'utiliser la memoire locale et la 
memoire externe comme mecanisme de memoire virtuelle. Ce mecanisme est ensuite 
combine a de la memoire cache pour ameliorer davantage les performances. Des gains 
de performance de 12% sont atteints par rapport a un systeme utilisant uniquement de la 
memoire cache. 
II existe nombre de systemes developpes utilisant des memoires locales afm d'ameliorer 
la performance. Un exemple d'un tel systeme mettant a contribution des memoires 
tampons ainsi que des memoires cache est propose dans [35]. Cette approche, combinee 
a une architecture utilisant trois processeurs configurables permet d'obtenir un gain de 
performance de 22,3x par rapport a une architecture monoprocesseur conventionnelle. 
2.3.2. Memoire cache 
L'optimisation de la configuration des caches a suscite beaucoup d'interet dans les 
dernieres annees et les outils d'exploration architecturale sont nombreux. Les methodes 
sont toutes centrees sur l'utilisation d'une trace d'execution et d'un simulateur de cache. 
Par contre, les approches different sur la methode utilisee pour simuler et egalement sur 
la methode utilisee pour recueillir la trace d'execution. 
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L'avantage d'utiliser une trace d'execution est qu'il devient possible d'effectuer 
P optimisation en differe mais surtout de diminuer le temps de simulation du cache en 
compactant la trace. En effet, une trace d'execution peut devenir rapidement tres 
volumineuse. Par exemple, la trace d'une seule seconde d'execution d'un processeur 
cadence a 100MHz peut occuper jusqu'a 500 Mo d'espace disque. 
Dans [37], les auteurs presentent une methode devaluation de la performance d'un 
cache en utilisant une approche basee sur l'echantillonnage de la trace d'execution. 
Puisqu'un echantillonnage est utilise, l'ensemble de la trace d'execution n'a pas a etre 
garde en memoire et un gain significatif de vitesse de simulation peut etre observe. 
La methode proposee dans [38] est une methode iterative qui reduit la taille de la trace a 
simuler a chaque iteration. Ceci permet de simuler rapidement un grand nombre de 
configurations de cache. Par contre, ce modele ne peut garantir 1'exactitude des resultats. 
W.-H. Wang et J.-L. Baer [39] proposent quant a eux de reduire des le depart la trace en 
utilisant un algorithme de compression. Leur methode simule un cache associatif mais, 
afin de compresser la trace, ils simulent d'abord un cache a acces direct et ne gardent 
que les instructions qui causent un echec ou une ecriture. Ceci leur permet d'obtenir une 
trace reduite et d'utiliser cette derniere pour simuler l'ensemble des configurations de 
cache associatif qui sont plus couteuses en termes de temps a simuler. 
II ne suffit pas uniquement de reduire la taille de la trace pour obtenir des performances 
satisfaisantes de simulation de cache. II importe aussi d'ameliorer l'algorithme de 
simulation. Dans [40] les auteurs presentent un outil permettant de simuler plusieurs 
configurations de cache en une seule iteration. Cet outil s'appuie sur le principe 
d'inclusion [36] qui stipule que si une donnee provoque un succes pour une certaine 
taille de cache, les caches de plus grande taille sont assures de generer egalement un 
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succes pour cette donnee. De plus, les auteurs utilisent une quantite d'ameliorations a 
I'algorithme leur permettant d'accroitre significativement l'efficacite de la methode. 
Plusieurs autres outils de simulation de cache ont ete developpes au fil des ans. Les 
outils Dinero IV [41] et CACTI [42] sont probablement les outils les plus connus, mais 
d'autres outils comme Mcsim [43] sont egalement disponibles. Par contre, ces outils ne 
se concentrent pas sur 1'optimisation de memoires caches mais surtout sur la simulation 
pure de ces caches. 
2.4. Environnement de simulation SPACE 
SPACE [44] est un environnement de conception de SoC qui repose sur SystemC. Cet 
environnement propose de multiples composantes basees sur un modele TLM: bus, 
simulateurs d'instructions (ISS), UART mais permet egalement a Futilisateur d'ecrire 
ses propres «modules » qui communiquent avec le reste du systeme en suivant le 
protocole SPACE. 
SPACE permet de concevoir et de simuler des systemes complets et de passer facilement 
d'un niveau d'abstraction a un autre. De plus, 1'environnement permet de faire un 
partitionnement logiciel/materiel. En d'autres mots, le concepteur peut, sans recoder son 
module, passer d'une execution logicielle sur un processeur a un module materiel 
connecte sur un bus et vice-versa. 
La plateforme SPACE rend ces fonctionnalites possibles grace a l'utilisation d'une 
couche d'abstraction SystemC/RTOS qui permet d'executer un module SystemC en tant 
que tache sur un RTOS et ce, tout en gardant les communications avec les autres 
modules materiels et logiciels intactes. De plus, SPACE utilise le concept d'adaptateurs 
qui permettent de connecter un module utilisateur a un bus TLM a haut niveau ou une 
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implementation a bas niveau. Ces fonctionnalites permettent de realiser et de simuler un 
SoC rapidement en tirant avantage des possibilites offertes par la librairie SystemC. 
Cette derniere section conclut done ce chapitre dans lequel les concepts de base des 
systemes sur puce, des methodes d'optimisation de la hierarchie memoire de tels 
systemes ont ete expliques. Arme de ces outils, les mises a jour a effectuer a la 
plateforme de simulation SPACE afin de permettre le support d'un outil d'optimisation 
de la hierarchie memoire peuvent alors etre decrites. Le chapitre suivant se concentre sur 
cette tache qui ouvre la voie a 1'implementation de l'outil MemoryOptimizer. 
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CHAPITRE 3 
MISE A JOUR DE LA PLATEFORME DE SIMULATION SPACE 
Les travaux realises anterieurement (voir section 2.3) ont demontres qu'il est necessaire 
d'utiliser une plateforme de simulation afin de concevoir et d'implementer un outil 
permettant d'optimiser la configuration de la hierarchie memoire. Cette plateforme 
permet de recueillir les traces d'execution et de simuler la configuration finale. Dans le 
cas present, l'environnement de simulation utilise est la plateforme SPACE. Cette 
plateforme, decrite brievement a la section 2.4, doit par contre etre modifiee afin 
d'accommoder les fonctionnalites requises par l'outil developpe. 
Ce chapitre traite tout d'abord de la plateforme MicroBlaze de la compagnie Xilinx, 
plateforme materielle qui sert de base au plus bas niveau d'abstraction de SPACE. L'etat 
des composants dans la version courante de SPACE sera ensuite discute. Par la suite, les 
modifications apportees a ces composants seront expliquees et finalement, l'outil 
permettant d'effectuer le tracage de 1'execution sera presente. 
3.1. Plateforme MicroBlaze 
La plateforme MicroBlaze est la plateforme de choix de l'environnement de simulation 
SPACE. Afin de permettre la recolte de resultats significatifs cette plateforme a done ete 
choisie puisque la majorite des composants sont deja implementes et testes. 
Dans un premier lieu, cette section presentera un survol de 1'architecture de SoC 
proposee par Xilinx. Par la suite, le MicroBlaze sera presente et finalement, le controleur 
MCH OPB SDRAM sera decrit brievement. 
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3.1.1. Architecture Xilinx 
La plateforme Xilinx specifie une architecture de systeme sur puce complete: 
processeurs embarques, bus, composants d'entree/sortie, interfaces bus pour des 
composantes utilisateur, interfaces point-a-point, etc. Sur cette plateforme, les 
processeurs sont generalement le point central et servent a orchestrer le fonctionnement 
du systeme. Chaque processeur et peripherique etant relie a un bus, une hierarchie de 
bus peut etre implemented afin de distribuer le trafic. De plus, les processeurs 
MicroBlaze et PowerPC implementent chacun une interface point a point, FSL [46] et 
APU [47] respectivement, qui permettent de communiquer directement avec un co-
processeur sans passer par le bus. La Figure 3.1 illustre un exemple d'un systeme sur 
puce comprenant un processeur PowerPC et un processeur MicroBlaze. 
Dans cet exemple, le PowerPC est connecte a une memoire locale OCM (On-Chip 
Memory) ainsi qu'au bus rapide PLB. A ce bus sont egalement connectes un controleur 
reseau Ethernet, une memoire externe SDRAM et un controleur DMA permettant 
d'effectuer des transferts sans 1'intervention du processeur. Ceci forme un sous-systeme 

































Figure 3.1 Exemple d'une plateforme Xilinx 
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Du cote du sous-systeme de droite, on retrouve, connecte au processeur MicroBlaze, une 
memoire locale LMB, un lien direct a la memoire exteme XCL et une connexion au bus 
lent OPB. On retrouve egalement une minuterie, une memoire externe SDRAM ainsi 
qu'une interface a utilisation generate GPIO. Ceci constitue un sous-systeme centre plus 
particulierement sur le controle de peripheriques lents. 
L'utilisation des deux bus (PLB et OPB) permet de reduire la contention et permet 
egalement d'utiliser deux domaines d'horloges separes ce qui a comme effet d'ameliorer 
la performance du systeme. Par contre, afin d'assurer la communication entre les deux 
sous-systemes, il est necessaire d'aj outer un point. Ce pont permet de traduire les 
protocoles PLB vers OPB et OPB vers PLB. II devient done possible, par exemple, au sll 
PowerPC de communiquer avec le MicroBlaze afin de lancer une tache d'entree-sortie. 
La plateforme Xilinx supporte done principalement (selon le FPGA utilise) deux types 
de processeurs : le processeur PowerPC [48] et le processeur MicroBlaze [49]. Un 
microcontroleur 8 bits nomme PicoBlaze [50] est egalement disponible mais ne sera pas 
discute ici puisqu'il n'est pas adapte aux types d'applications ciblees. Chacun de ces 
processeurs dispose egalement d'un bus adapte au processeur : le PowerPC utilise le bus 
PLB [51] tandis que le MicroBlaze dispose du bus OPB [52]. 
Sur les FPGA de Xilinx, le processeur PowerPC est integre sur le circuit et ses options 
de configuration sont limitees. En particulier, les tailles des caches sont fixes et le 
processeur ne contient aucune instruction optionnelle. Le processeur MicroBlaze, quant 
a lui, est un cceur de processeur logiciel {softcore) e'est-a-dire qu'il est instancie sur le 
FPGA. Contrairement au PowerPC, le MicroBlaze est tres configurable : il propose un 
nombre d'instructions optionnelles, un pipeline de profondeur configurable et des caches 
de taille configurable. Les deux processeurs proposent un acces dedie a de la memoire 
locale : le PowerPC possede le bus OCM [53] tandis que le MicroBlaze possede le bus 
LMB [54]. Vu ces differences de configurabilite et, puisque le but premier de l'outil 
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d'optimisation de la hierarchie memoire est de configurer automatiquement la taille et le 
contenu de la memoire locale ainsi que la taille des memoires caches, le processeur 
MicroBlaze a done ete choisi. 
3.1.2. Processeur MicroBlaze 
Le MicroBlaze est un processeur embarque 32 bits softcore ciblant les applications de 
contrdle. Ce processeur embarque comprend la majorite des fonctionnalites requises par 
ce type de systeme : pipeline, multiplieur et diviseur en materiel, support d'exceptions et 
interruptions, controleur de cache configurable, unite a virgule flottante, liens point a 
point, bus pour la memoire locale et bus systeme. Ces ressources font du MicroBlaze un 
excellent candidat pour les taches de calcul et de controle. 
3.1.2.1. Architecture 
La Figure 3.2 presente un schema bloc simplifie du MicroBlaze version 6. On peut 
remarquer dans ce schema le grand nombre d'options configurables (bloc en gris). Bien 
que le MicroBlaze ne soit pas aussi flexible qu'un processeur configurable comme le 
Xtensa [55], il reste hautement configurable comparativement au PowerPC. Comme 
options de configuration, le MicroBlaze possede un pipeline de 3 ou 5 etages qui permet 
d'ameliorer les performances en executant des instructions en parallele. Le nombre de 
liens point a point (FSL) peut etre configure jusqu'a 8 et une vingtaine d'instructions 
peuvent etre activees, comme par exemple les instructions de calcul a virgule flottante. 
D'interet particulier au projet sont les caches d'instructions et de donnees qui sont 
independamment configurables et qui permettent done d'effectuer une exploration 
architecturale afin d'ameliorer la performance du logiciel a executer. 
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Figure 3.2 Schema bloc du MicroBlaze 
3.J.2.2.Pipeline 
Sous la configuration a 3 etages du pipeline, on retrouve les etages Fetch, Decode et 
Execute. L'etage Fetch se charge de recuperer les instructions dans la memoire selon le 
Program Counter (PC) courant. L'etage Decode, comme son nom l'indique, decode 
1'instruction afin d'acheminer celle-ci vers la bonne unite d'execution et recupere la 
valeur des operandes dans les registres. Finalement, l'etage Execute se charge d'executer 
1'instruction, de lire ou ecrire les donnees dans la memoire et d'ecrire la valeur calculee 
dans le registre de destination. La configuration a 3 etages a pour but de reduire 
l'utilisation de la logique sur le FPGA mais a egalement l'inconvenient de reduire la 
performance du processeur par rapport a la configuration a 5 etages. 
La configuration a 5 etages suit l'architecture habituellement retrouvee dans les 
processeurs RISC simples [13], c'est a dire qu'elle inclut les etages Fetch, Decode, 
Execute, Memory et Writeback. Les etages Fetch et Decode sont identiques a ceux de la 
configuration 3 etages. La difference se situe dans les etages suivants. L'etage Execute 
n'effectue que les operations de calcul et d'acces FSL. L'etage Memory se charge 
d'effectuer les lectures et les ecritures des donnees en memoire. Finalement, l'etage 
Writeback ecrit la valeur calculee dans le registre de destination. Cette configuration 
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implique une plus grande latence pour 1'execution des instructions et une plus grande 
utilisation de logique mais permet une plus haute frequence de fonctionnement. 
L'utilisation d'un pipeline implique un delai de trois cycles lorsqu'un branchement est 
pris puisqu'il devient alors necessaire de vider les etages Fetch et Decode. Le 
MicroBlaze supporte done les branchements avec delay slot afin de reduire ce delai. 
Cela signifie que l'instruction suivant 1'instruction de branchement sera toujours 
executee que ce branchement soit prit ou non. La presence de ce mecanisme reduit done 
a deux cycles le delai de branchement. Certaines instructions ne peuvent se trouver dans 
la delay slot: les instructions IMM (immediat), les branchements et les instructions 
break (utilisees pour le debogage) puisqu'elles causeraient un comportement erratique 
de la part du processeur. De plus, si une interruption survient lorsque le processeur 
execute une instruction dans la delay slot, le traitement de cette interruption sera retardee 
jusqu'a ce que l'instruction dans la delay slot ait termine son execution. 
Puisque le processeur emploie des instructions multi-cycles comme la division et permet 
les acces a des peripheriques lents, le pipeline doit etre bloque par moment. Afin de 
minimiser l'impact de ce blocage, un tampon d'instructions est utilise afin de permettre 
au processeur de recuperer un certain nombre destructions durant le blocage. Ceci 
permet done au processeur de reprendre l'execution plus rapidement. De plus, puisqu'un 
pipeline introduit des problemes de dependance des donnees, un mecanisme de court-
circuitage (forwarding) est implements permettant d'acheminer le resultat d'un etage a 
un autre afin de maximiser la performance. 
Le MicroBlaze est concu selon 1'architecture Harvard, e'est-a-dire que les memoires 
d'instructions et de donnees sont separees physiquement. Le processeur implemente 
done des bus LMB, OPB et XCL distincts pour les instructions et les donnees. La 
memoire cache est organisee de facon similaire: une memoire cache pour les 
instructions et une pour les donnees. 
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3.1.2.3. Cache 
La memoire cache disponible sur le MicroBlaze est une memoire de type 
qui peut varier en taille de 64 octets a 64 kilo-octets. La taille des lignes de cache est 
egalement configurable entre 4 mots (16 octets) et 8 mots (32 octets). De plus, il est 
possible de specifier la plage d'adresse que le cache pourra contenir. Ceci signifie que 
lorsqu'un acces memoire est fait a Finterieur de cette plage, la donnee peut etre placee 
dans la memoire cache. Si l'adresse se trouve a Fexterieur de la plage, le processeur ne 
peut utiliser le cache pour accelerer Faeces a cette donnee et doit done toujours passer 
par le bus. La plage des adresses pouvant etre mises en cache est un mecanisme 
indispensable pour les communications avec des peripheriques sur le bus. En effet, si 
toutes les adresses pouvaient se trouver en cache, les lectures/ecritures dans les 
peripheriques pourraient ne pas refleter Fetat reel du peripherique puisque cet etat peut 
etre modifie sans que le processeur n'en soit avise. Finalement, le cache du MicroBlaze 
adopte une politique d'ecriture de type write-through et done chaque donnee est ecrite a 
la fois dans le cache et dans la memoire principale. 
3.1.2.4.Lien XCL 
Dans la majorite des processeurs, les acces aux donnees en memoire ne se trouvant pas 
en cache doivent passer par le bus systeme afin de recuperer ou d'ecrire la donnee en 
memoire. Cela engendre un delai de quelques cycles qui s'ajoute a la latence d'acces de 
la memoire. Afin de contrer ceci, le MicroBlaze propose un bus nomme XCL qui permet 
de connecter le processeur directement a un controleur memoire supportant ce lien. En 
accord avec Farchitecture Harvard, deux liens XCL sont disponibles : IXCL pour les 
instructions et DXCL pour les donnees. 
Le lien XCL est base sur une paire de liens FSL : 1 lien maitre en ecriture et un lien 
esclave en lecture. Chaque lien possede une largeur de 32 bits, correspondant a la taille 
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d'un mot. Une fonctionnalite importante du XCL est de permettre de recuperer une ligne 
de cache de 4 ou 8 mots en une seule lecture. De plus, puisqu'une ligne de cache est 
recuperee a chaque lecture, le mecanisme de mot critique d'abord - Critical Word First 
(CWF) en anglais - est utilise afin d'eviter le blocage du processeur si le mot requis n'est 
pas situe au debut de la ligne de cache. L'adresse du mot critique est envoyee au 
controleur de memoire et la ligne de cache contenant le mot critique est retournee en 
debutant 1'envoi par le mot critique, suivi des autres mots de la ligne de cache. Ceci 
permet au processeur de poursuivre son execution des que le mot critique est recupere 
sans devoir attendre le reste de la ligne de cache. Quant a l'ecriture, elle se fait a raison 
d'une donnee par acces: mot, demi-mot ou octet. La Figure 3.3 illustre le 
fonctionnement du protocole XCL. 
| Micjgblaze | | Memoire | 
i Demande de lecture ' 
! d'une adresse i 
! ex: 0x02 . ! 
Envoi du mot critique (0x02) 
| Envoi du mot suivant (0x03) 
r^ 
i 
! Envoi du mot suivant (0x00) 




Envoi du mot | 
a ecrire j 
• ! 
Figure 3.3 Diagramme de sequence du protocole XCL 
Contrairement aux autres bus, comme le bus LMB ou OPB, le XCL ne decouple pas les 
adresses et les donnees. Dans le cas d'une ecriture, il devient done necessaire d'envoyer 
d'abord l'adresse suivie de la donnee a ecrire. Puisque le XCL utilise des liens FSL, 
chaque lien comprend une memoire tampon contenant jusqu'a 16 mots ou 8 donnees en 
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ecriture. Par consequent, lorsque le tampon n'est pas plein, deux coups d'horloge sont 
necessaires. Dans le cas contraire, le processeur doit attendre que le tampon se vide pour 
pouvoir ecrire. Pour la lecture, 1'adresse a lire est d'abord envoyee, suit ensuite un 
minimum de 1 cycle d'attente entre l'envoi de 1'adresse et la reception du premier mot et 
fmalement, un minimum de 1 cycle pour chaque mot de la ligne de cache. Ceci fait un 
total de 6 coups d'horloge au minimum par lecture. Evidemment, ces temps sont 
significativement augmentes lorsqu'une memoire lente, comme de la SDRAM, est 
utilisee. 
3.1.3. Controleur de memoire MCH OPB SDRAM 
Afm de supporter des programmes volumineux, la plateforme Xilinx propose un grand 
nombre de controleurs de memoire externe : EMC, SDRAM, DDR SDRAM et DDR2 
SDRAM. En plus de proposer ces controleurs en version standard OPB, une version 
speciale supportant egalement 1'interface XCL est disponible. Ces controleurs 
permettent done d'ameliorer la performance lorsqu'ils sont lies a un processeur 
MicroBlaze via 1'interface XCL. 
Le controleur MCH (Multi Channel) OPB SDRAM supporte jusqu'a 4 canaux MCH 
supportant le protocole XCL. Un controleur peut done accueillir deux processeurs 
MicroBlaze, chaque processeur utilisant deux liens XCL : un pour les instructions et un 
pour les donnees. Chaque canal peut supporter une taille de ligne de cache differente de 
1, 4, 8 ou 16 mots, configurable a la synthese. De ces tailles de ligne de cache, le 
MicroBlaze ne supporte que les tailles de 4 et 8 mots. Le controleur permet aussi 
d'ameliorer la performance des acces sur le bus en supportant les transferts en mode 
«burst». 
Afm de minimiser les ressources utilisees, les interfaces OPB et MCH sont entierement 
optionnelles. II est done possible de reduire la taille du controleur d'environ 266 slices, 
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246 LUT et 166 flips-flops sur un FPGA Virtex-4 [56] en desactivant le support du bus 
OPB si le concepteur sait que la memoire ne sera utilisee uniquement que lorsque le 
cache sera active sur le processeur. De meme, si les interfaces MCH ne sont pas requises, 
elles peuvent etre desactivees. Lorsque le bus OPB ainsi qu'un ou plusieurs canaux 
MCH sont actives, un mecanisme d'arbitration a priorites fixes est utilise afin de 
determiner la prochaine transaction a executer. 
3.2. Environnement de simulation SPACE 
L'environnement SPACE dispose a priori d'un bon nombre de modeles de composants 
disponibles sur la plateforme Xilinx. Les bus LMB, OPB et FSL sont modelises ainsi 
qu'un grand nombre de peripheriques comme la memoire BRAM et SDRAM, le port 
seriel UART, minuteries, etc. Le MicroBlaze est egalement disponible sous la forme 
d'un simulateur d'instructions (ISS) afin de simuler 1'execution de logiciels. 
Dans cette section, l'etat des composants MicroBlaze et OPB SDRAM sera discute et 
compare a 1'implementation materielle de Xilinx. La section suivante traitera des 
modifications apportees a la plateforme afin de concilier ces differences au niveau de la 
simulation dans SPACE. 
3.2.1. ISS du MicroBlaze 
L'ISS du MicroBlaze dans SPACE est completement fonctionnel au niveau 
programmeur, c'est a dire qu'une application s'executant sur cet ISS exhibera le meme 
comportement que le MicroBlaze de Xilinx. Par contre, le modele ne rencontre pas les 
contraintes temporelles du MicroBlaze. En d'autres mots, un programme s'executant sur 
l'ISS ne s'executera pas en un meme nombre de cycles que le MicroBlaze original. 
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Le modele (Figure 3.4) est compose d'un processus SystemC, de deux modules d'acces 
memoire, d'un tableau modelisant les registres generaux et les registres speciaux, des 
bus LMB et OPB, de 8 liens FSL et des signaux d'horloge, reset et interruption. Des 























Figure 3.4 Architecture de PISS initial du MicroBlaze 
Le processus SystemC (sc_thread) est une boucle infinie qui effectue les operations des 
etages Fetch, Decode et Execute. Puisque le processeur est simule dans un seul 
processus SystemC, les acces a la memoire sont effectues sequentiellement et, par 
consequent, ne peuvent tirer avantage des bus d'instructions et de donnees qui 
permettent des acces concurrents. 
Une etude de la vitesse de simulation et de la precision temporelle du modele a ete 
effectuee dans [57]. La conclusion des auteurs est que bien que ce modele soit rapide a 
simuler (jusqu'a 442 KHz), il est clair qu'il n'est pas approprie pour une simulation qui 
demande de la precision. En effet, le modele presente un ecart du nombre de cycles 
simules allant jusqu'a 151% comparativement au MicroBlaze de Xilinx. De plus, ce 
nombre varie grandement selon 1' application executee et la configuration de la memoire. 
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Ce modele est done adapte pour une simulation purement fonctionnelle mais n'est pas 
approprie pour une simulation ayant pour but d'estimer la performance du systeme. II est 
done necessaire d'implementer un modele plus precis. 
3.2.2. Controleur OPB SDRAM 
Le composant OPB SDRAM disponible sur SPACE ne modelise que la memoire 
SDRAM et n'inclut aucun support pour les interfaces MCH. Par consequent, le 
protocole XCL n'est pas supporte. 
3.3. Mise a jour des composantes 
A cause des nombreuses differences entre les versions du MicroBlaze et du controleur 
SDRAM disponibles dans SPACE et les specifications de Xilinx, il est necessaire de 
mettre a jour ces composantes afin de permettre une evaluation plus precise de la 
performance attendue apres l'optimisation de la hierarchie memoire par 1'outil 
developpe. Le MicroBlaze et le controleur SDRAM sont les seuls composants touches 
puisque les bus et autres peripheriques possedent deja une implementation respectant les 
temps cycliques (cycle true) et possedent egalement les fonctionnalites requises. 
3.3.1. Implementation du lien XCL 
Avant de pouvoir implementer les differentes fonctionnalites reliees au cache dans le 
MicroBlaze et le controleur memoire, un modele du lien XCL est necessaire. En plus de 
respecter le protocole XCL, le modele doit etre cycle true et rapide. Afin de maximiser 
la vitesse de simulation, le modele du lien XCL est fait au niveau TLM et ne modelise 
done pas les signaux mais fait abstraction de ceux-ci avec des methodes et des type de 
donnees de haut niveau. Puisque le protocole XCL est relativement simple, il est aise de 
realiser un modele cycle true au niveau TLM. 
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Ce modele fait done abstraction des 2 liens FSL presents dans 1'implementation 
materielle. De plus, le protocole XCL est emule plutot que reellement simule tout en 
assurant un comportement identique. Ceci veut dire que, par exemple, pour une lecture 
d'une ligne de cache, un seul appel de fonction est necessaire afin de retourner la ligne 
de cache, la latence due au protocole et a la memoire externe etant reproduite a l'aide de 
la fonction waitQ [58] de SystemC. De cette fa9on, le modele peut s'executer 
rapidement sans avoir a modeliser le protocole et les bus FSL. 
Le modele XCL est compose de 2 classes et de deux interfaces. La classe XCLMaster 
modelise la portion maitre du lien XCL qui initie les transferts. La classe XCLSlave 
implemente la portion esclave du lien, qui repond aux requetes. L'interface 
XCLSlavelF permet, par exemple, d'utiliser la portion esclave comme type d'un 
§e_port. Finalement, l'interface XCLSlavelmplIF specifie les fonctions specifiques a 
l'esclave qui doivent etre implementees par la classe utilisant un objet XCLSlave 
comme attribut. 
La Figure 3.5 illustre le diagramme simplifie de classe du modele XCL ainsi qu'un 
exemple d'utilisation. La classe SampleMaster comprend une instance de la classe 
XCLMaster et la classe SampleSlave comprend une instance de la classe XCLSlave et 
implemente l'interface XCLSlavelmplIF. De plus, le port XCLIFPort de l'instance 
XCLMaster de la classe SampleMaster doit etre associe a l'instance XCLSlave de la 
classe SampleSlave. 
Ceci perniet de connecter la portion maitre et esclave du lien XCL. II suffit ensuite 
d'utiliser les differentes methodes exposees par la classe XCLMaster afin de 
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Figure 3.S Exemple d'utilisation d'un lien XCL en simulation 
3.3.2. Implementation du MicroBlaze version 6 
Le MicroBlaze est le composant presentant le plus grand nombre de divergences par 
rapport a la specification. Les modifications a apporter au modele du MicroBlaze sont 
les suivantes : 1'implementation des memoires cache d'instructions et de donnees avec 
support pour les liens XCL et l'amelioration de l'exactitude (cycle accuracy) du modele. 
Les resultats de ces modifications sont presentes dans [57]. 
3.3.2.1. Cache du MicroBlaze 
La premiere modification consiste done a implementer le cache du MicroBlaze. Comme 
mentionne a la section 3.1.2, le MicroBlaze possede deux caches : instructions et 
donnees. Chacun de ces deux caches est de type acces direct et peut etre configure pour 
avoir une taille situee entre 64 octets et 64 kilo-octets ainsi qu'une taille de ligne de 
cache de 4 ou 8 mots. De plus, le cache de donnees du MicroBlaze supporte l'ecriture 
en mode write-through. 
Le cache du MicroBlaze est modelise dans l'unite d'acces a la memoire nommee 
uBlazeV6MMU. Cette unite permet d'abstraire les methodes d'acces aux donnees du 
modele du processeur et permettra dans le futur d'implementer la gestion de la memoire 
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virtuelle disponible dans la version 7 du MicroBlaze. Dans la version initiale du modele 
du MicroBlaze disponible dans SPACE, la classe uBlazeV6MMU ne permettait que 
d'acceder aux donnees par les bus et ne modelisait pas la memoire cache. Afin de 
modeliser cette cache, deux tableaux ont ete implemented ainsi que plusieurs methodes 
permettant, par exemple, de determiner si le cache est active au niveau logiciel ou si une 
adresse demandee provoque un succes ou un echec dans le cache. Plusieurs attributs ont 
egalement ete rajoutes, ces attributs specifient la configuration de la memoire cache ainsi 
que d'autres attributs comme le masque de selection de ligne de cache. 
Chaque methode d'acces a la memoire a ensuite ete modifiee afin de prendre la memoire 
cache en compte. La logique de decision de la methode utilisee differe legerement selon 
que l'acces est une lecture ou une ecriture. La logique de decision pour la lecture et celle 
de 1'ecriture sont illustrees a la Figure 3.6 a) et b). Dans le cas du cache d5instructions, 
la logique d'ecriture n'est pas necessaire puisqu'on ne peut qu'y lire. 
HequSte 
r LecOjte de la 
donnte sur Le 
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" Ecriture de la 
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Figure 3.6 Logique de decision de la methode d'acces 
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Le cache lui-meme est implements en deux tableaux: un tableau contenant les lignes de 
cache (le tableau de cache) et un tableau contenant 1'etat de chacune de ces lignes (le 
tableau des tags). Le fonctionnement est realise a 1'aide des methodes cache_enabled(), 
cache_hitO» cache_shouldUpdate()» cache_update(). La methode cache_enabledO 
permet de determiner si le cache est active ou non en effectuant la lecture du registre de 
statut du processeur (MSR). Le bit a lire dans ce registre est dependant du type de cache, 
instructions ou donnees, qui est determine a 1'instanciation de la classe uBlazeV6MMU. 
La methode cache_hit() determine si l'adresse passee en argument declenche un succes 
ou un echec en accedant au tableau des tags. La methode cache_shouldUpdate() quant 
a elle determine si la ligne de cache correspondant a l'adresse peut etre remplacee dans 
le cas d'un echec. Finalement, la methode cache_update() effectue la lecture de la ligne 
de cache dans le cas d'un succes et remplace Fancienne ligne de cache par la nouvelle. 
La derniere etape dans 1'implementation du cache est 1'ajout du support du bus XCL. 
Ceci est fait en ajoutant une instance de la classe XCLMaster a la classe 
uBlazeV6MMU. Vu la nature asynchrone des transferts XCL dans le MicroBlaze, un 
processus SystemC XCLThreadO est ajoute a uBlazeV6MMU afm de permettre au 
processeur de continuer son execution et de ne pas bloquer durant le transfert XCL. De 
plus, plusieurs methodes de preparation du transfert XCL sont implementees et sont 
utilisees par les methodes de lecture et d'ecriture du MMU. Lorsque le tout est integre 






Figure 3.7 Schema bloc du composant uBlazeV6MMU 
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3.3.2.2.Pipeline 
Afin d'ameliorer 1'exactitude du modele, la structure du pipeline ainsi que les 
mecanismes associes ont ete implemented a haut niveau. Pour ce faire, des mecanismes 
SystemC tels que des processus, methodes, FIFO et signaux ont ete utilises pour 
modeliser les cinq etages et les differentes interactions entre ceux-ci. Le fait de 
modeliser cette architecture permet de simuler les delais et latences qui ne peuvent etre 
simules avec le modele existant puisque ces delais sont dependants de la sequence 
d'instructions a executer et done difficilement previsibles. 
Le modele comprend deux methodes qui permettent de simuler les etages Fetch et 
Decode ainsi que trois processus qui modelisent les etages Execute, Memory et 
Writeback. Chaque etage est relie au prochain a Faide d'une primitive sc_fifo qui prend 
le role de registre de pipeline {pipeline register). De plus, deux signaux indiquant qu'un 
branchement a eu lieu et si ce branchement comporte une delay slot, relient 1'etage 
Execute aux etages Fetch et Decode. Deux signaux s'occupent du court-circuitage 
(forwading) et relient 1'etage Memory a 1'etage Execute et 1'etage Execute a lui-meme. 
La raison de ce choix sera expliquee plus loin. Finalement, afin d'assurer la coherence 
des registres, un mecanisme de reservation des registres est implemente et permet de 
determiner si un registre est presentement utilise par une instruction dans le pipeline a 
titre de registre de destination. La Figure 3.8 presente un schema bloc du modele 
developpe. 
3.3.2.3. Registres internes 
Le modele du MicroBlaze utilise plusieurs registres internes [13] afin de maintenir la 
coherence des resultats et done d'assurer le bon deroulement de l'execution. Ces 
registres internes sont les registres de pipeline, les registres de court-circuitage et le 
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Figure 3.8 Architecture de l'ISS modifie du MicroBlaze 
Les registres de pipeline permettent de transferer 1'information d'un etage a un autre. En 
ce sens, ces registres doivent contenir une certaine quantite d'information afin d'assurer 
1'execution correcte de 1'instruction. Chacun de ces registres contient done 1'instruction 
elle-meme, l'adresse de l'instruction (PC), le type d'operation a effectuer, la liste des 
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registres utilises en source et en destination, la valeur de ces registres, la valeur de 
l'immediat, la taille du transfert (s'il s'agit d'un acces memoire) et, finalement, de 
1'information sur le court-circuitage. Ceci permet a chaque etage de savoir exactement 
quel travail effectuer pour cette instruction. La structure de ces registres est presentee au 
Tableau 3.1. 
Tableau 3.1 Structure des registres de pipeline 
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unsigned short (16 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
long (32 bits) 
long (32 bits) 
long (32 bits) 









Adresse de 1'instruction (PC) 
Type d'instruction : ALU, controle, immediat, 
no-op, lecture memoire ou ecriture memoire. 
Liste des registres source et destination utilises 
(Ra, Rb, Rd, immediat, registre special) 
Taille du transfert (si lecture ou ecriture) 
Registre source Ra 
Registre source Rb 
Registre destination Rd 
Valeur du registre Ra 
Valeur du registre Rb 
Valeur du registre Rd 
Valeur immediate 
Si le court-circuitage doit etre utilise pour le 
registre Ra. 
Si le court-circuitage doit etre utilise pour le 
registre Rb. 
Si le court-circuitage doit etre utilise pour le 
registre Rd. 
Nombre de fois que le registre Ra a ete reserve 
par I'etage Decode a 1'instant oil 1'instruction 
etait decodee. 
Nombre de fois que le registre Rb a ete reserve 
par I'etage Decode a l'instant ou 1'instruction 
etait decodee. 
Nombre de fois que le registre Rd a ete reserve 
par I'etage Decode a l'instant oil 1'instruction 
etait decodee. 
Si les valeurs dans le registre de pipeline sont 
valides. 
En plus des registres de pipeline et des banques de registres generaux et speciaux, le 
modele comprend trois banques de registres de statut dediees a la gestion de la 
reservation des registres generaux et qui entrent en compte lors de Putilisation du court-
circuitage. Ces banques de registres de statut permettent de determiner quels registres 
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generaux sont utilises par une instruction en cours d'execution comrae registres de 
destination et done pour lesquels la valeur sera modifiee par l'etage Writeback. Ces 
banques de registres permettent done de respecter la dependance des donnees. De plus, 
ces registres sont internes au modele et, par consequent, ne sont pas accessibles par le 
programme en cours d'execution sur le MicroBlaze. La premiere banque nommee 
Decode Registers Taken est modifiee par l'etage Decode a chaque fois qu'un registre 
general doit etre reserve. La seconde banque, Execute Registers Freed, est modifiee 
lorsque l'etage Execute doit supprimer une instruction a cause d'un branchement (flush), 
le registre de destination reserve par l'instruction supprimee doit done etre libere. 
Finalement, la derniere banque, Writeback Registers Freed, est modifiee lorsque 
l'etage Writeback libere un registre de destination apres 1'avoir modifie. L'etage Decode 
utilise alors ces trois banques aim de determiner si le registre de destination requis par 
l'instruction decodee est deja reserve et done que le mecanisme de court-circuitage doit 
etre utilise ou l'execution de l'instruction doit etre retardee en attendant que le registre 
se libere. 
II existe un dernier registre additionnel interne au modele qui permet de garder la portion 
superieure de la valeur immediate en memoire. Cette portion (16 bits superieur) est 
modifiee par l'instruction IMM lorsque celle-ci est executee par l'etage Execute. En 
effet, puisque le processeur ne supporte que des immediats de 16 bits, le MicroBlaze 
propose l'instruction IMM qui permet de specifier les 16 bits superieurs de la valeur 
immediate et de completer les 16 bits inferieurs avec la valeur immediate de l'instruction 
suivante. Ceci permet done d'obtenir une valeur immediate de 32 bits en deux 
instructions plutot que d'executer des operations de decalage de bits afin de reconstruire 
le mot de 32 bits et d'utiliser un registre intermediate. 
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3.3.2.4.Etages du pipeline 
Comme il fiit mentionne plus haut, le modele utilise deux methodes SystemC pour les 
etages Fetch et Decode et trois processus SystemC pour les etages Execute, Memory et 
Writeback. Chacun de ces etages execute une tache bien precise qui permet le bon 
fonctionnement du pipeline. 
L'etage Fetch a pour mission de recuperer les instructions de la memoire d'instructions. 
Pour ce faire, une methode SystemC nommee fetchStage envoie le PC courant a un 
processus nomme instructionFetchTask qui se charge de recuperer 1'instruction 
associee au PC de facon asynchrone. Pendant ce temps, fetchStage peut repondre aux 
signaux de branchement provenant de l'etage Execute. Si un branchement survient, 
fetchStage supprimera P instruction recuperee si necessaire et declenchera a nouveau le 
processus instructionFetchTask afin de recuperer la nouvelle instruction. Lorsque 
1'instruction recuperee est valide, fetchStage relaie 1'instruction a l'etage suivant par 
1'entremise du registre de pipeline F/D et demarre le processus de recuperation de 
1'instruction suivante en incremental le PC. Par contre, il est possible que l'etage 
Decode soit occupe et qu'une instruction non traitee soit deja presente dans le registre de 
pipeline. Dans ce cas, fetchStage stocke 1'instruction dans un tampon simple et recupere 
ensuite 1'instruction suivante. Les instructions presentes dans le tampon seront alors 
ecrites une a une dans le registre F/D lorsque l'etage Decode sera libre a nouveau. 
L'etage suivant est l'etage de decodage qui permet de recuperer la valeur des registres 
source et de determiner le type de 1'instruction qui servira aux etages suivant a decider 
des operations a effectuer. La methode SystemC decodeStage lit d'abord le contenu du 
registre de pipeline F/D et determine le type de 1'instruction, son sous-type et la taille du 
transfert. Ensuite, la valeur des registres de source est recuperee. Si un des registres n'est 
pas disponible, le mecanisme de court-circuitage est marque comme necessaire pour 
l'obtention de cette valeur. L'instruction decodee est alors ecrite dans le registre de 
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pipeline D/E si ce dernier est libre, sinon decodeStage doit attendre au prochain cycle 
d'horloge. Si un branchement survient durant le decodage de 1'instruction ou durant 
l'attente de liberation du registre de pipeline D/E, 1'instruction decodee peut etre 
supprimee. Lorsque 1'instruction a bien ete ecrite dans le registre de pipeline et que 
celle-ci utilise un registre de destination, ce registre sera alors marque comme etant 
utilise dans la banque de registres de statut Decode Registers Taken. 
L'etage Execute, quant a lui, se charge d'executer les instructions qui ne requierent 
aucun acces memoire. Ceci comprend les instructions de type ALU (operations 
mathematiques et logiques), les instructions de controle (branchements), 1'instruction 
IMM ainsi que les instructions qui accedent aux bus FSL. Le processus executeStage 
determine en premier lieu s'il y a eu une interruption ou une exception depuis sa 
derniere execution. Si oui, 11 declenche un branchement vers le vecteur d? interruption 
approprie. Si aucune interruption ou exception n'est survenue, le processus lit le registre 
D/E et determine alors si un branchement est survenu durant sa derniere execution et si 
1'instruction lue doit etre supprimee ou non. Si 1'instruction ne doit pas etre supprimee, 
le processus determine si elle doit etre executee selon son type. II recupere alors les 
valeurs manquantes en utilisant le court-circuitage en provenance de l'etage d'execution 
ou d'acces memoire ou en attendant que le registre concerne soit libere par l'etage de 
Writeback. Cette operation est effectuee dans cet etage afin de cacher une latence d'un 
cycle induite par l'utilisation d'un processus SystemC synchrone. Lorsque toutes les 
valeurs ont ete recuperees, 1'instruction peut alors etre executee. Si 1'instruction est une 
instruction multi-cycles, un waitQ est utilise afin de bloquer Fexecution de cet etage 
durant le nombre de cycles requis. Egalement, si 1'instruction utilise une valeur 
immediate, cette valeur immediate est completee avec les 16 bits superieurs si 
1'instruction etait precedee de 1'instruction IMM. Apres l'execution, si 1'instruction 
utilise un registre de destination, sa nouvelle valeur est ecrite dans le signal de court-
circuitage d'execution. L'instruction est finalement ecrite dans le registre de pipeline 
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E/M pour Penvoyer a Petage d'acces memoire. Cette ecriture est bloquante si Petage 
suivant n'est pas pret. 
L'etage Memory s'occupe d'effectuer les lectures et ecritures en memoire. Le processus 
memoryStage lit d'abord le registre de pipeline E/M et effectue P operation appropriee 
selon que Pinstruction soit une lecture ou une ecriture et selon la taille de Pacces a 
effectuer (mot, demi-mot, octet). Si Pinstruction est une instruction de type lecture et 
done qui utilise un registre de destination, la valeur lue sera ecrite dans le signal de 
court-circuitage de memoire a destination de Petage Execute. Ensuite, Pinstruction sera 
dirigee vers Petage suivant, Petage Writeback. 
L'etage final est Petage Writeback. Cet etage n'a qu'une fonction : ecrire la valeur 
finale calculee on lue dans le- bon registre general de destination. Lorsque cette valeur est 
ecrite, le registre de destination est libere (en incrementant la bonne valeur dans la 
banque Writeback Registers Freed) et Pinstruction termine done sa course dans le 
pipeline. Evidemment, si Pinstruction n'utilise pas de registre de destination, Petage 
n'effectue aucun traitement. 
3.3.3. Implementation du controleur MCH OPB SDRAM 
Les seules modifications majeures necessaires au controleur SDRAM sont Pajout des 
interfaces XCL au modele ainsi que Pajout d'un arbitre. Ceci est effectue en ajoutant 
quatre attributs de type XCLSIave puisque la specification prevoit un maximum de 
quatre ports MCH/XCL par controleur. De plus, il est necessaire d'implementer 
Pinterface XCLSlavelmplIF dans le controleur afin de permettre aux esclaves XCL 
d'acceder au modele de memoire directement. L'arbitre est implemente simplement sous 
forme d'un mutex qui regit Pacces au modele de la memoire. Lorsque ces changements 
sont effectues, les connexions entre le MicroBlaze et le controleur MCH OPB SDRAM 




















Figure 3.9 Connexions entre le MicroBlaze et le controleur MCH OPB SDRAM 
3.4,Outil de tracage d'execution 
L'outil d'optimisation de la hierarchie memoire necessite la presence d'une trace 
d'execution afin de pouvoir etablir le profil de facon non-intrusive, determiner le 
contenu de la memoire locale et enfin, simuler les configurations de cache. Un outil 
permettant de generer cette trace est done necessaire. Le traceur en question doit generer 
une trace d'execution permettant de generer le profil et de simuler les configurations de 
cache. La generation de cette trace doit impliquer un minimum de changements dans le 
modele du processeur et supporter les instructions et les donnees. Finalement, la trace 
generee doit inclure l'information necessaire a l'outil d'optimisation de la hierarchie 
memoire afin d'estimer la performance de la version optimisee. 
Deux types de trace sont done utilisees : un fichier de trace dedie a la generation du 
profil (trace de type memoire) et un fichier de trace dedie a la simulation des 
configurations de cache (trace de type cache). Chacun de ces types de fichier utilise la 
meme en-tete de fichier qui indique les differents parametres de la simulation. Lors de 
longues simulations et du a l'importante quantite d'information contenue dans ces traces, 
le volume de ces traces devient tres important, de l'ordre de centaines de mega-octets. II 
devient necessaire de compresser ces traces afin de diminuer la taille des fichiers generes. 
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Un algorithme specialise de compression est done utilise pour compresser chacun de ces 
types de trace. La classe resultante permettant d'effectuer ces traces se nomme 
uBlazeV6Tracer. 
3.4.1. Interface de la classe uBlazeV6Tracer 
La classe uBlazeV6Tracer est relativement simple a utiliser et un nombre restreint de 
methodes doivent etre utilisees afin de generer une trace complete. Les methodes se 
divisent en trois categories principales: methodes de collection des entrees de trace, 
methodes d'ajout d'un acces et fonctions accesseurs. Les methodes de collection des 
entrees de trace permettent de recueillir la trace elle-meme en ecrivant dans le fichier 
Padresse, la taille, le type et la latence de chaque acces. Les methodes d'ajout d'un acces 
permettent a la fois d'incrementer par un le nombre d'acces en lecture ou en ecriture 
comptabilises et d'ajouter une latence a la latence totale de lecture ou d'ecriture. Ceci 
permet de calculer la latence moyenne d'acces en lecture ou en ecriture a la memo ire 
externe. Finalement, les fonctions accesseurs permettent de recuperer les donnees de 
latence totale, de latence moyenne et le nombre total d'acces effectues. Deux dernieres 
methodes permettent d'assigner le nombre total de cycles simules (qui peut etre different 
du nombre total de cycles recueillis par la trace) et finalement de terminer le recueil de 
la trace et d'effectuer les operations de nettoyage. 
3.4.2. Fichier de trace 
Le fichier de trace est separe en deux portions : l'en-tete et les entrees de trace. L'en-tete 
contient l'information necessaire a l'outil d'optimisation qui lui permettra d'estimer la 
performance. Les entrees de trace permettent, selon le type de trace, d'effectuer le profil 
ou la simulation de cache. Le Tableau 3.2 expose l'information presente dans l'en-tete 
tandis que le Tableau 3.3 demontre l'information presente dans chaque entree de trace 
pour la trace de type memoire ou de type cache. 
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Tableau 3.2 En-tete de fichier de trace 












unsigned long (32 bits) 
unsigned long (32 bits) 
long long (64 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
unsigned char (8 bits) 
long long (64 bits) 
Adresse de base cachee 
Etendue des adresses cachees 
Nombre total de cycles executes en 
simulation 
Latence moyenne d'acces en lecture a la 
memoire principale 
Latence moyenne d'acces en ecriture a la 
memoire principale 
Mode de trace (Memoire ou Cache) 
Latence d'acces en lecture a la cache pour un 
succes 
Latence d'acces en ecriture a la cache pour 
un echec 
Latence moyenne d'acces en lecture pour la 
connexion dediee a la memoire principale 
Latence moyenne d'acces en ecriture pour la 
connexion dediee a la memoire principale 
Nombre total d'acces effectues lors de la 
simulation 
Tableau 3.3 Entrees du fichier de trace 
Trace Nom TyP e Description 
address unsigned long (32 bits) ou Adresse accedee 
unsigned char (8 bits) 
Memoire mode unsigned char (8 bits) Mode d'acces (taille, 
lecture/ecriture, information de 
compression). 
address unsigned long (32 bits) Adresse accedee/Ligne de cache 
accedee 
Cache mode unsigned char (8 bits) Mode d'acces 
lecture/ecriture) 
(taille, 
count unsigned char (8 bits) Acces consecutifs a la meme 
ligne de cache 
Afin de reduire la taille de la trace, un algorithme de compression est utilise pour les 
deux types de trace. L'algorithme de compression de la trace de memoire tire avantage 
du fait que les acces, tant dans une trace d'instruction que dans une trace de donnees 
sont generalement faits a des adresses rapprochees. Cela permet d'ecrire uniquement un 
deplacement d'un octet au lieu d'ecrire l'adresse entiere de 4 octets pour chaque acces. 






offset = address - previousAddress 








lat ency) { 
Figure 3.10 Algorithme de compression de la trace de memoire 
Pour chaque acces, le deplacement par rapport a Faeces precedent est calcule. Si ce 
deplacement est situe a l'interieur de la plage -127 a 127, seul ce deplacement de taille 
d'un octet sera inscrit dans le fichier de trace. L'entree aura une taille totale de 2 octets. 
Lorsque le deplacement depasse la plage, 1'adresse complete de 4 octets sera alors ecrite 
et l'entree aura alors une taille totale de 5 octets. Trois octets sont done economises, ce 
qui correspond a 60% de la taille non compressee. 
L'algorithme de compression pour la trace de cache est legerement plus complexe que 
celui de compression de trace de memoire. En effet, puisque la taille de ligne de cache 
minimale supportee par le MicroBlaze est de 4 mots, 1'algorithme de compression utilise 
certe taille de ligne de cache afin de reduire 1'information a ecrire dans la trace. Get 
algorithme est decrit a la Figure 3.11. Chaque adresse accedee est alignee selon une 
ligne de cache. Pour ce faire, un ET-logique est applique avec le masque OxFFFFFFFO 
sur 1'adresse. Pour chaque acces, l'algorithme determine alors si cet acces est situe dans 
la meme ligne de cache que l'acces precedent et incremente le compteur d'acces. 
Lorsque 1'adresse accedee ne correspond plus a la ligne de cache, l'entree precedente est 
ecrite dans le fichier de trace avec le nombre d'acces effectues sur la ligne de cache. 






writeCacheAccess(uint32b address, uint8b 
uint32b cacheLine 
cacheLine = address & OxFFFFFFFO 
if( (previousCacheLine == cacheLine) 
(previousMode == mode) ) 
if( ++consecutiveAccesses == 255 ) 
write(cacheLine, mode, consecut 
consecutiveAccesses = 0 
end if 
else 
if( consecutiveAccesses != 0 ) 
write(cacheLine, mode, consecut 
consecutiveAccesses = 1 
previousCacheLine = cacheLine 








Figure 3.11 Algorithme de compression de la trace de cache 
3.4.3. Integration du traceur dans 1'ISS du MicroBlaze 
L'integration du traceur a 1'ISS du MicroBlaze ne requiert que quelques modifications 
au code. La Figure 3.12 presente le pseudo-code de ces modifications. Le traceur doit 
premierement etre instancie pour les instructions et les donnees, ce qui peut se faire dans 
le constructeur de 1'ISS. Ensuite, les instructions et donnees doivent etre tracees. Le 
tracage des donnees est simple, il suffit de calculer le temps necessaire a Faeces pour 
determiner la latence du transfert et d'appeler la methode trace*() correspondant au type 
de transfert (lecture ou ecriture et taille du transfert). Ceci se fait dans 1'etage Memory. 
Le tracage des instructions quant a lui est plus ardu. Puisque certaines instructions ne 
sont pas executees, elles ne doivent pas etre ecrites dans la trace aim de ne pas 
influencer le profil. Par contre, leur latence d'acces a la memoire doit etre comptabilisee 
puisqu'elle peut affecter le temps moyen d'acces. II est done necessaire d'appeler la 
methode d'ajout d'un acces en lecture afin de calculer la latence d'acces moyenne. Ceci 
est fait dans 1'etage Fetch puisque e'est dans cet etage que les instructions qui seront 
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potentiellement executees sont recuperees. Le recueil de la trace elle-meme se fait a la 
fin de 1'etage Execute lors de P execution des instructions. Cela assure que seules les 
instructions reellement executees seront presentes dans la trace. 
La methode pour determiner la latence des transferts est simple : il faut d'abord 
recuperer le temps de simulation avant le transfert et le temps de simulation apres le 
transfert et soustraire les deux temps. Ensuite, il suffit de diviser le temps obtenu par la 
periode d'horloge, ce qui donne le nombre de cycles de latence du point de vue du 
processeur. 
Avec la presence de cet outil de tracage, il est done possible de generer des fichiers de 
trace de taille reduite qui contiennent toutes les donnees necessaires aux algorithmes 
d5 optimisation. De plus, il est possible d5integrer le traceur a d'autres ISS puisque son 
interface est plutot generique. Finalement, puisque le format de fichier est simple et 
connu, il est possible de creer un autre mecanisme de tracage compatible avec celui 
presente ici sans briser les applications dependantes des fichiers de trace. 
fetchStage(instructionAddress) { 
startSimulationTime = getSimulationTime() 
fetchNextInstruction(instructionAdddress) 
endSimulationTime = getSimulationTime() 
latency = endSimulationTime - startSimulationTime 
writeInstructionTraceLatency(latency) 
} 




memoryStage(dataAddress, accessMode, data) { 
if( accessMode == read ) 
startSimulationTime = getSimulationTime!) 
data = readData() 
endSimulationTime = getSimulationTime() 





























Figure 3.12 Ajout de la trace dans I'ISS 
Grace aux concepts presentes au chapitre 2 ainsi qu'aux modifications a la plateforme de 
simulation decrites dans ce chapitre, tous les instruments sont en place afin de permettre 
1'implementation de l'outil d'optimisation de la hierarchie memoire. Dans le chapitre 
suivaot, l'outil MemoryOptimizer est decrit en details. Cet outil permet a la fois 




MEMORYOPTIMIZER t OPTIMISATION DE LA HIERARCHIE 
MEMOIRE 
L'objectif de Memory Optimizer, l'outil de partitionnement de memoire et 
d'optimisation de la memoire cache developpe ici, est de tenter d'accelerer 1'execution 
du programme execute sur un processeur embarque, tout en minimisant 1'utilisation de la 
memoire integree au SoC. L'accomplissement de cette tache passe par quatre phases 
majeures: generation de la trace d'execution par l'entremise d'une simulation, 
partitionnement de la memoire, optimisation de la memoire cache et fmalement, la 
simulation de la configuration finale. De ces phases, MemoryOptiinizer automatise les 
etapes de partitionnement et d'optimisation. L'outil est relativement portable puisqu'il 
est code en Java mais depend de certains executables de Xilinx et est done limite aux 
plateformes sur lesquelles les outils de Xilinx sont disponibles. 
Dans ce chapitre, MemoryOptimizer est presente en details. Le flot d'execution de 
l'outil est d'abord aborde aiin de dormer une idee generate du fonctionnement. Ensuite, 
la portion de partitionnement de memoire est decrite. Suivra fmalement l'optimisation 
de la configuration de la memoire cache. L'interface graphique, quant a elle, est decrite a 
l'annexe B. 
4.1. Flot d'execution 
Le flot d'execution (Figure 4.1 Flot d'execution de MemoryOptimizer) debute par la 
simulation d'un systeme executant un programme sur l'ISS du MicroBlaze afin de 
recolter les traces d'execution de memoire. Ensuite, a l'aide du fichier executable ELF, 
des deux fichiers de trace et de certains parametres d'entree, la phase de partitionnement 
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peut effectuer son travail. Lorsque le partitionnement de memoire est termine, un fichier 
de type linker script (script de 1'editeur de liens) est genere. Ce fichier permet de 
recompiler Pexecutable avec la nouvelle configuration de la memoire. Si l'utilisateur a 
indique a l'outil qu'il desire egalement effectuer l'optimisation de la memoire cache, 
deux fichiers de trace de cache sont egalement generes. Ces fichiers contiennent 
uniquement les references aux instructions et donnees qui sont toujours en memoire, ce 
qui permet done de representer les acces au nouveau contenu de la memoire externe sans 
avoir a recompiler et a simuler de nouveau. 
Simulation 
Figure 4.1 Flot d'execution de MemoryOptimizer 
Avec ces deux fichiers de trace de cache, la phase d'optimisation du cache peut proceder 
et determiner la meilleure configuration en termes de ressources et de performance. 
L'outil fournit egalement des estimations de la performance qui doit etre attendue avec 
la nouvelle configuration suggeree. Enfin, l'utilisateur doit recompiler son fichier 
executable a l'aide du script de 1'editeur de liens et simuler de nouveau son systeme afin 
de verifier la performance finale de ce dernier. 
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Les phases de partitionnement de memoire et d'optimisation de la memoire cache 
constituent en eux-memes des outils distincts et en ce sens, ces deux phases sont 
independantes. A l'aide de 1'outil MemoryOptimizer, il est done possible de n'effectuer 
que Tune ou 1'autre de ces phases. Par exemple, si l'utilisateur ne desire qu'optimiser la 
configuration des memoires cache sans utiliser de memoire locale, l'etape de 
partitionnement de la memoire n'a pas a etre executee. Par contre, cela doit etre 
determine lors de la phase de simulation et de recolte des traces puisque l'optimisation 
de memoire cache utilise un format de fichier de trace different de celui ciblant le 
partitionnement de memoire. 
II est important de souligner que MemoryOptimizer assume que le systeme a analyser 
respecte une certaine configuration. Premierement, il assume que le processeur supporte 
une memoire locale de taille arbitraire avec une connexion directe au processeur, ce qui 
est le cas du MicroBlaze et du PowerPC qui sont utilises sur la plateforme Xilinx. De 
plus, lors de la phase d'optimisation de la memoire cache, MemoryOptimizer assume 
que le processeur supporte le meme systeme de cache que le MicroBlaze. De plus, il est 
assume que la memoire locale affiche une performance superieure a la memoire cache 
en terme de latence d'acces et done est favorisee. Finalement, MemoryOptimizer assume 
que le programme execute etait situe completement en memoire externe lors de la 
generation de la trace et que le fichier ELF n'a pas ete modifie depuis. Si une des ces 
conditions n'est pas remplie, 1'outil peut afficher un comportement erratique. 
4.2. Partitionnement de memoire 
L'objectif du partitionnement de memoire est d'accelerer l'execution du programme en 
relocalisant les symboles (fonctions, variables) presentant la plus grande utilisation du 
temps d'execution dans la memoire locale du processeur. Ceci permet de grandement 
diminuer le temps d'acces a ces symboles en plus de reduire la pression sur la memoire 
externe et le bus systeme. 
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Cette section s'attarde done a la description du fonctionnement du partitionnement de 
memoire. Un survol de 1'architecture de ce sous-systeme sera d'abord presente et sera 
suivi d'une description plus detaillee de chacune des etapes impliquees dans le 
partitionnement. 
4.2.1. Architecture 
La methode de partitionnement de memoire implantee dans Memory Optimizer est issue 
des methodologies statiques presentees a la section 2.3.1. En effet, dans un systeme 
embarque, le programme execute effectue, en general, les memes taches a repetition. II 
n'est done pas necessaire d'implementer un partitionnement de memoire dynamique 
puisque le contenu de la memoire locale ne changera que rarement. De plus, le 
MicroBlaze utilise dans ce projet ne supporte pas de MMU et done, certaines techniques 
de partitionnement dynamique ne sont pas possibles sur ce processeur. 
Le partitionnement de memoire (Figure 4.2) necessite trois fichiers d'entree : le fichier 
executable ELF utilise lors du recueil des traces, la trace des instructions et finalement la 
trace des donnees. En sortie, de un a trois fichiers seront generes selon les options 
choisies. De ces fichiers, seul le script de l'editeur de liens est toujours genere. Ensuite, 
si l'utilisateur desire poursuivre l'analyse avec l'optimisation de memoire cache, les 
traces de cache d'instruction et de donnees sont generees. 
L'analyse du fichier ELF constitue la premiere etape du partitionnement de memoire. 
Lors de cette phase, les differentes sections et symboles presents dans le fichier ELF 
sont examines. La taille et l'adresse de chaque section et symbole sont determinees et 
chaque symbole est associe a la section specifiee dans le fichier executable. De merae, 
chaque section se voit attribue la liste des symboles lui appartenant. Une hierarchie de 
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symboles et sections est ainsi creee et permettra aux phases subsequentes de disposer de 
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Figure 4.2 Diagram me de flux de donnees du partitionnement de memoire 
La phase suivante est la phase de profilage. Lors de cette phase, les deux fichiers de 
trace sont lus en entier et pour chaque acces lu, 1'algorithme determine a quel symbole 
Faeces fait reference et incremente le compteur d'acces en lecture ou en ecriture. Dans 
le cas de la trace de donnees, une operation supplemental est executee. Pour chaque 
acces pour lequel le symbole associe correspond a la pile ou au tas, 1'algorithme 
determine l'utilisation de ce segment de memoire. Ceci permet d'evaluer Futilisation 
maximale faite de la pile ou du tas et permettra par la suite a MemoryOptimizer de 
recommander a l'utilisateur une taille pour chacun de ces segments de memoire. 
L'algorithme de profilage analyse les traces d'instructions et de donnees 
sequentiellement. Par contre, puisque la correspondance adresse a symbole demande 
beaucoup de temps de calcul, le profilage est separe en plusieurs fils d'executions. Ceci 
permet de tirer avantage des ordinateurs multi processeurs et des processeurs multi 
coeurs. 
La relocalisation des symboles dans la memoire locale constitue l'etape subsequente. La 
relocalisation s'effectue selon la regie empirique de localite 90/10 [13]. Cette regie 
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stipule que 90% des instructions executees constituent 10% du code. II est done possible 
de deplacer une petite partie du programme en memoire locale et ainsi obtenir une bonne 
acceleration. L'algorithme tente done de remplir une memoire locale en relocalisant les 
symboles qui occupent jusqu'a 90% du temps d'acces a la memoire. Afin de limiter la 
taille de la memoire locale, l'utilisateur peut specifier une taille maximale de memoire a 
utiliser. L'algorithme de relocalisation se terminera done si l'une de ces deux conditions 
est remplie. Les symboles a relocaliser en memoire locale sont ajoutes dans une liste et 
les symboles devant rester dans la memoire externe sont ajoutes dans une seconde liste. 
A partir de ce moment, le script de l'editeur de liens peut etre genere puisque toutes les 
informations sur 1'emplacement des symboles sont disponibles. Chaque symbole devait 
etre relocalise en memoire locale est ajoute au script de l'editeur de liens et specifiee 
comme etant localise dans cette memoire. Puisque ce fichier contient deja des sections 
par defaut, aucune modification supplemental au niveau de ces sections et symboles 
n'est necessaire. Les symboles situes en memoire externe seront automatiquement places 
dans cette memoire par l'editeur de lien par l'entremise des sections presentes par defaut. 
La derniere modification effectuee au script de l'editeur de liens est la taille suggeree de 
la pile et du tas. Les tailles recommandees de ces segments sont calculees et inscrites au 
debut du fichier. 
L'estimation de la performance peut egalement etre effectuee a ce point. A l'aide des 
listes des symboles en memoire locale et en memoire externe, du profil d'execution ainsi 
que des differentes latences d'acces recueillies lors de la simulation du systeme, il est 
possible d'estimer la performance du programme apres le partitionnement de memoire. 
Par contre, cette mesure ne reste qu'un guide et ne constitue pas une valeur de 
performance absolue. Une simulation est necessaire afin de recueillir des metriques plus 
precises. 
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Finalement, la derniere etape du processus est la generation des traces de cache. Cette 
etape est optionnelle et n'est requise que si 1'utilisateur desire effectuer subsequemment 
1'optimisation de la configuration des memoires cache. Lors de la generation de ces 
traces, les fichiers de trace de memoire originaux sont lus et chaque acces a un symbole 
desormais situe en memoire locale est filtre. Les acces aux symboles non filtres sont 
finalement ecrits dans la trace de cache en version compressee. Lorsque cette etape est 
achevee, le partitionnement de memoire est egalement completement termine. 
4.2.2. Recuperation des symboles et des sections 
Afin de recuperer la liste des symboles, la liste des sections ainsi que les relations entre 
les symboles et les sections, il est necessaire d'analyser le fichier executable ELF. Ces 
operations sont effectuees par la classe CELFInfoLoader (voir Pannexe A.l pour la 
description des classes), utilisee par la classe CELFInfo, qui utilise quatre executables 
permettant de lire le contenu du fichier ELF et de decoder (demangle) les noms des 
symboles. Le decodage des symboles consiste a passer du nom C++ {mangled) a un nom 
comprehensible par un humain (demangled) [66]. 
CELFInfoLoader procede d'abord a charger la liste des sections en executant l'outil 
mb-objdump. Ce programme permet de recuperer une grande quantite d'information sur 
l'executable et en particulier la liste des sections avec l'option -h. L'information 
produite par mb-objdump est sous la forme suivante : 
Tableau 4.1 Format de la sortie de l'outil mb-objdump 
Ligne I : 
Ligne 2 : 
Index Nom 
Attributs 
Taille VMA LMA Offset Alignement 
Par exemple, les deux premieres entrees retournees pour un executable ciblant le 
MicroBlaze sont generalement les vecteurs de reset et d'exception logicielle. Ces 
vecteurs sont d'une taille de 8 octets, doivent etre alloues et charges en memoire, sont en 
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lecture seule et sont executables. Les emplacements en memoire reelle et en memoire 
virtuelle sont identiques puisque la memoire virtuelle n'est pas utilisee. Finalement, 
Palignement de ces deux entrees est fait sur 4 octets. 
Tableau 4.2 Exemple de sortie de l'outil mb-objdump 
0 .vectors.reset 00000008 00000000 00000000 000000f4 2**2 
CONTENTS, ALLOC, LOAD, READONLY, CODE 
1 .vectors.swexception 00000008 00000008 00000008 00000104 2**2 
CONTENTS, ALLOC, LOAD, READONLY, CODE 
L'etape suivante consiste en la lecture des symboles et de leur adresse de depart. Ceci 
est effectue a l'aide de l'outil mb-nm qui permet d'enumerer tous les symboles contenus 
dans le fichier EFL ainsi que leur adresse de depart. Par contre, il est necessaire 
d'executer mb-nm une deuxieme fois, cette fois-ci avec l'option - s ize -sor t , afin de 
recuperer la taille de chacun des symboles. 
Lorsque toutes les sections et les symboles ont ete charges, CELFInfoLoader procede 
alors au decodage du nom des symboles. Cela pourrait normalement se faire directement 
avec l'outil mb-nm et integre a l'etape precedente, mais du a un bogue dans 
1'implementation de la version specifique au MicroBlaze de l'outil, cette fonctionnalite 
est defectueuse. II est done necessaire d'utiliser l'outil c++f i i t qui prend en argument 
le nom encode et retourne le nom decode en sortie. Cet outil est utilise dans le mode en 
ligne afin d'accelerer la vitesse de traitement des symboles. 
Finalement, chaque symbole se voit associe a une section selon son adresse et chaque 
section se voit associe une liste des symboles. Pour chaque symbole dans la liste des 
symboles, l'algorithme recherche la section contenant l'adresse du symbole. La section 
est alors associee au symbole et le symbole est ajoute a la liste des symboles de la 
section. Ces associations sont tres utiles lors de la phase de generation du script de 
l'editeur de liens . 
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Lorsque toutes ces operations sont completers, les listes de symboles et de sections sont 
retoumees a 1'objet CELFInfo sous la forme de deux arbres bicolores indexes par 
adresse de depart et contenant respectivement des objets de type CELFSymbol et 
CELFSection. L'objet CELFInfo permet alors de recuperer un symbole ou une section 
assocle a une adresse ou de recuperer un symbole ou section selon son nom. II permet 
egalement de recuperer la liste complete des symboles et des sections 
4.2.3. Lecture de la trace 
La lecture des fichiers de trace de memoire se fait a 1'aide de la classe 
CMemoryProfileFileAccess qui herite de la classe CProfileFileAccess. La classe de 
base abstraite CProfileFileAccess implemente la lecture et l'ecriture de l'en-tete de 
fichier de trace ainsi que la lecture et l'ecriture des types de base (byte, short, int, long). 
La lecture et l'ecriture des entrees de trace sont la responsabilite des classes derivees 
CMemoryProfileFileAccess et CCacheProfileFileAccess. 
La class CProfileFileAccess utilise un objet de type RandomAccessFile (inclus dans 
Java) afin d'implementer les fonctions de bas niveau de lecture et d'ecriture en mode 
binaire. Par contre, RandomAccessFile utilise un mode de lecture et d'ecriture direct 
sans utiliser de tampon. Ceci pose de serieux problemes de performance. Java propose 
une vaste selection de classes permettant l'acces aleatoire a des fichiers dont des classes 
utilisant un tampon afin d'accelerer les acces mais aucune classe dans Java 1.5 ne 
supporte l'acces aleatoire avec tampon d'un fichier binaire. Un mecanisme de tampon a 
done ete implemente dans la classe CProfileFileAccess qui permet ainsi l'acces 
aleatoire accelere par un tampon a un fichier binaire. 
Ce tampon fonctionne comme une memoire cache. Lorsqu'une donnee a lire n'est pas 
presente dans le tampon, une lecture de la taille du tampon est effectuee dans le fichier et 
remplace les anciennes donnees presentes dans le tampon. Lorsqu'une ecriture doit etre 
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effectuee, le tampon est d'abord charge avec les donnees requises et fecriture s'effectue 
dans le tampon, qui est marque comme etant modifie (dirty). Lorsqu'une nouvelle 
ecriture ou lecture doit s'effectuer dans le tampon et si ce dernier a ete modifie, il est 
d'abord ecrit sur le disque avant de charger les nouvelles donnees. 
En plus d'implementer un tampon, la lecture et 1'ecriture des types de base ainsi que les 
fonctions de plus haut niveau de lecture et d'ecriture d'en-tete de fichier de trace, la 
classe CProfileFileAccess permet egalement de deplacer le curseur de position courante 
au debut de l'en-tete et au debut des donnees de trace. 
La classe CMemoryProfileFileAccess, derivant de CProfileFileAccess, permet de lire 
l'en-tete specifique a la trace de memoire. Par contre, pour l'instant, cet en-tete est 
identique a l'en-tete lu par la classe de base CProfileFileAccess. De plus, 
CMemoryProfileFileAccess permet de lire et d'ecrire une entree de trace 
(CMemoryProfileFileAccess) d'un fichier de trace compresse ou non. 
La lecture du fichier de trace est initiee par CMemoryEvaluator. Chaque acces lu est 
envoye au module de profilage via une FIFO qui peut ensuite effectuer son traitement 
sur 1'acces. Une FIFO synchronised est utilisee puisque le profilage est effectue 
parallelement par plusieurs taches et chaque tache doit pouvoir lire une entree dans cette 
FIFO sans affecter l'integrite des donnees. 
4.2.4. Profilage 
L'etape de profilage implique de multiples interactions entre les classes mais n'est pas 
complexe pour autant. CMemoryEvaluator est encore une fois le gestionnaire du 
processus. Le profilage est tout d'abord realise en deux etapes : la trace d'instructions est 
d'abord traitee, suivie de la trace de donnees. Pour chacune de ces etapes, 
CMemoryEvaluator s'occupe premierement de creer les taches qui effectueront le 
67 
profilage en parallele (Figure 4.3). CMemoryEvaluator effectue ensuite la lecture des 
acces dans les fichiers de trace et les envoient vers les taches de profilage. Au fur et a 
mesure que les acces sont ecrits dans la FIFO, chaque tache lit un nombre d'acces de 
cette FIFO et effectue son traitement sur ces acces. Lorsque les taches ont termine leur 
travail pour l'entierete de la trace, CMemoryEvaluator fusionne les profils de chaque 
tache. Lorsque les instructions et les donnees ont ete traitees, deux profils 
distincts restent: le premier contient le profil des instructions et le deuxieme, le profil des 
donnees. Ces deux profils sont par la suite fusionnes afin d'obtenir le profil final pour 
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Figure 4.3 Modele de multithreading pour le profilage 
4.2.4.1. Tache de lecture 
La premiere tache est la tache de lecture de la trace qui effectue le travail decrit a la 
section precedente. Cette tache ecrit les acces lus dans une FIFO afin de les faire traiter 
par les taches de profilage. Afin de diminuer la surcharge causee par la FIFO qui doit 
etre thread-safe, c'est-a-dire que son etat doit rester coherent lors d'acces concurrents, 
les acces lus sont regroupes par groupes d'un maximum de 1000 acces. Cela permet a la 
tache de lecture de la trace de reduire le nombre d'acces en ecriture a la FIFO et 
egalement aux taches de profilage de reduire le nombre d'acces concurrentiels en lecture 









4.2.4.2. Tdches de prqfllage 
Le profilage est effectue par les classes CInstructionMemoryProfileProcessor et 
CDataMemoryProfileProcessor qui derivent de CMemoryProfileProcessor. La classe 
CMemoryProfileProcessor implemente la methode runQ de la classe Thread et 
effectue dans celle-ci la lecture dans la FIFO des acces par bloc de 1000 acces ou mo ins. 
Chacune des classes derivees implemente une methode {processProfileFileEntryQ) qui 
est appelee par la methode runQ lorsqu'un acces doit etre ajoute au profil. Pour chacune 
des classes, la methode determine le symbole correspondant a l'acces a l'aide de la 
classe CELFnfo. Une entree de type CMemoryProfileEntry correspondant au symbole 
est ensuite recherchee dans le profil existant. Si l'entree existe deja dans le profil, son 
compte d'acces en lecture ou en ecriture est incremente de 1. Si le symbole n'est pas 
deja present dans le profil, une nouvelle entree est alors creee. 
En plus de ce traitement, la classe CDataMemoryProfileProcessor determine 
egalement l'utilisation de la pile et du tas. Pour chaque acces a traiter, ralgorithme 
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Figure 4.4 Algorithme ({'evaluation de ('utilisation de la pile et du tas 
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A la fin de l'analyse, les tailles maximales utilisees de la pile et du tas sont augmentees 
de 50% afin de compenser pour les conditions lors des executions subsequentes qui 
peuvent etre differentes que celles rencontrees lors du recueil des traces d'execution. 
Lorsque chaque tache de profilage a termine son traitement, les resultats de profilage 
sont fusionnes dans un seul objet de type CInstructionMemoryProfileProcessor ou 
CDataMemoryProflleProcessor selon que 1'algorithme analyse la trace d'instruction 
ou la trace de donnees. La methode de fusion est simple : 1'algorithme parcourt chaque 
profil et fait la sommation des acces des entrees faisant reference au meme symbole. 
Dans le cas de CDataMemoryProflleProcessor, en plus de cette fusion, la taille 
maximale utilisee de la pile et du tas pour chaque profil est egalement determinee. 
Le rnerne processus est effectue lorsque les instructions et les donnees ont ete traitees. 
Les profils d'instructions et de donnees sont fusionnes afin de dormer un profil global 
d'utilisation pour tous les symboles. Ce profil global est stocke dans 
CMemoryEvaluator a 1'aide d'une instance de CMemoryProflle. Les tailles 
maximales de la pile et du tas sont egalement recuperees et stockees dans des attributs de 
la classe CMemoryEvaluator. 
4.2.5. Algorithms de relocalisation des symboles 
L'algorithme de relocalisation des symboles s'occupe tout d'abord de determiner quels 
symboles doivent etre relocalises en memoire locale. Les symboles restants sont par la 
suite marques comme localises en memoire externe. II est a noter que seuls les symboles 
qui ont ete accedes durant l'execution se retrouvent dans l'une de ces listes. Les listes 
des symboles en memoire locale et en memoire externe, de meme que le profil global ne 
constituent pas un inventaire exhaustif des symboles presents dans le programme. La 
seule liste exhaustive des symboles se trouve dans la classe CELFInfo. 
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La relocalisation assume que chaque symbole present dans le fichier ELF peut etre 
deplace individuellement dans la memoire locale. Ceci implique que chaque symbole 
doit etre defini dans sa propre section de code lors de la compilation. Ceci est fait avec 
les options de compilation de GCC specifies a la section 2.2.1. Pour les fonctions et les 
donnees definies en assembleur, il est necessaire d'assigner une section a chacun de ces 
symboles manuellement en suivant la nomenclature de GCC. 
La relocalisation utilise deux parametres afin de limiter la taille de la memoire locale 
utilisee : le pourcentage de couverture et la taille maximale de memoire locale pouvant 
etre utilisee. Pour chaque symbole present dans le profil, ralgorithme determine le 
pourcentage d'utilisation du temps total par ce symbole. Ce pourcentage est determine 
par l'equation: 
NbLecturesx LatMemExtLectureMm + NbEcrituresx LatMemExtEcritureMm 
Util% = *2 5!a x ioo% Eq. 4.1 
Cycles^ 
Le nombre total de cycles dans le profil global (Cyclestotai) est calcule selon l'equation 
suivante : 
Symboles 
Cyclestotal = 2JNbLecturesi x LatenceMemExtLecture+ NbEcrituresi * LatenceMemExtEcriture Eq. 4.2 
i 
Puisque le profil est trie en ordre decroissant, les symboles utilisant le plus de temps 
apparaissent au debut du profil. II suffit done de faire la somme des pourcentages 
d'utilisation et d'ajouter des symboles a la liste des symboles en memoire locale jusqu'a 
ce que le pourcentage cumulatif atteigne le pourcentage de couverture. Egalement, la 
taille de chaque symbole est recuperee et additionnee a la taille courante de la memoire 
locale afin de determiner la taille optimale. 
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La pile et le tas (ainsi que certaines autres sections) subissent un traitement special par 
rapport aux autres symboles. En effet, le symbole present dans le profil sera le symbole 
indiquant le debut de la pile ou du tas. La relocalisation de ce symbole seul n'est pas 
suffisarite afin de relocaliser ces segments dans la memoire locale si 1'algorithme 
determine que l'un ou l'autre doit etre relocalise. La seule relocalisation de ces symboles 
entrainerait un comportement erratique du programme qui plantera assurement puisque 
les symboles indiquant la fin de la pile ou du tas seraient toujours situes en memoire 
externe. II est done necessaire de relocaliser la section elle-meme de la pile ou du tas en 
memoire locale. 
La methode de relocalisation presentee jusqu'ici contient par contre une faille. Si les 
symboles utilisant une grande quantite de cycles sont egalement volumineux, la taille de 
la memoire locale peut rapidement exploser. Un exemple d5un cas problematique serait 
un algorithme travaillant sur un tableau de grande taille (par exemple de 4 Mo). Les 
acces au tableau, qui ne seraient identifies que par un seul symbole, representeraient une 
grande partie du temps d'acces total a la memoire externe par le programme. 
L'algorithme determinerait done que ce tableau doit etre present en memoire locale. II 
est bien evident qu'une memoire locale d'une taille de 4 Mo n'est que rarement 
envisageable dans un systeme sur puce. Afin de resoudre ce probleme, une limite de 
taille est specifiee par l'utilisateur. L'algorithme tentera alors de rencontrer la contrainte 
de couverture tout en respectant la taille maximale de la memoire locale. Lorsque la 
taille du symbole a aj outer causerait un depassement de la taille maximale de la memoire 
locale ou que le symbole utiliserait 75% de la memoire locale par lui-meme, 
l'algorithme passerait tout simplement au prochain symbole dans le profil. 
La taille de la memoire locale pose un deuxieme probleme. Puisqu'en materiel, la taille 
de la memoire locale est en general une puissance de deux, il arrive parfois que 
Falgorithme atteigne le pourcentage de couverture et qu'une certaine quantite de 
memoire reste toujours disponible. Par exemple, pour un programme donne, 3008 octets 
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sont necessaires afin d'atteindre le pourcentage de couverture. Par contre, la taille de la 
memoire locale doit alors etre de 4096 octets. II reste done 1088 octets de libres dans la 
memoire locale. Afin de remplir cet espace libre, 1'algorithme continuera done a 
traverser le profil en ajoutant des symboles jusqu'a ce que la taille finale soit le plus pres 
de 4096 octets. 
Un troisieme probleme potentiel est cause par la relocalisation des symboles situes dans 
la section .bss. En effet, cette section est initialisee a 0 au demarrage de l'application par 
le moteur d'execution du langage C. Lorsque des symboles situes dans le .bss sont 
relocalises en memoire locale, ils ne sont pas initialises a 0. En simulation ceci ne pose 
aucun probleme puisque les memoires sont automatiquement initialisers a 0. Par contre, 
sur un FPGA, le comportement du logiciel peut etre affecte puisque les memoires ne 
sont pas explicitement initialisees. Une solution possible serait de s'assurer que le 
programme n'utilise jamais de variables qui ne sont pas explicitement initialisees par le 
programmeur. 
La relocalisation des symboles en memoire locale pose un dernier probleme, celui du 
calcul de la taille des symboles. Dans un systeme sur puce, la memoire locale et la 
memoire externe sont bien souvent distancees par plusieurs mega-octets dans l'espace 
d'adressage et ceci cause un probleme lors des branchements. En effet, les instructions 
de branchements prennent souvent en argument un immediat afin de specifier le 
deplacement. Cet immediat a une taille de 16 bits signe et est done limite a un 
deplacement maximal de 32Ko. Lorsqu'une instruction presente en memoire locale doit 
effectuer un branchement vers une instruction en memoire externe ou vice-versa, 
l'editeur de lien insere une instruction IMM qui permet alors de produire un immediat de 
32 bits. Par contre, ces instructions supplementaires ne sont rajoutees que lors de la 
phase d'edition des liens, apres la generation du script de l'editeur de liens optimise par 
ralgorithme. II est done necessaire d'estimer I'augmentation de taille de chaque 
symbole qui sera causee par ces instructions supplementaires. L'algorithme ajuste done 
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la taille de chaque symbole avec un pourcentage empirique de 1,5%. Ce pourcentage a 
ete determine en deplacant plusieurs symboles de la memoire externe a la memoire 
locale et en observant l'augmentation de leur taille. En moyenne, la taille des symboles 
augmentait d'environ 1%. Ce pourcentage a ete augmente a 1,5% afin de parer a 
certaines eventualites. 
Avec tous ces algorithmes et mecanismes, l'outil est alors en mesure de determiner le 
contenu de la memoire locale et d'estimer la taille de cette derniere. Toutes les donnees 
necessaires sont done disponibles afin d'estimer la performance apres partitionnement et 
d'effectuer la generation du script de l'editeur de liens. 
4.2.6. Algorithme d'estimation de la performance 
La performance de 1'application apres le partitionnement de memoire est estimee a 
1'aide du nombre d'acces en memoire locale et en memoire externe. Les acces sont 
divis^s en acces aux instructions et aux donnees. Les acces aux instructions en memoire 
locale et en memoire externe sont d'abord multiplies par la latence de leur memoire 
respective pour dormer le nombre de cycles, puis ces latences sont ensuite additionnees. 
Le meme calcul est fait aux acces aux donnees. Ensuite, la valeur maximale entre le 
nombre de cycles d'instructions et de cycles de donnees est determinee, ce qui donne le 
nombre de cycles total utilises par l'execution de la version optimisee. Le nombre de 
cycles total de la version originale non optimisee est finalement divise par le nombre de 
cycles total de la version optimisee, ce qui donne l'acceleration estimee. Les metriques 
disponibles suite a cette estimation de performance sont: 
• le nombre total de cycles obtenu en pre-optimisation; 
• le nombre de cycles pour les instructions et donnees en memoire externe obtenu 
en pre-optimisation; 
• le nombre de cycles pour les instructions et les donnees en memoire externe qui 
seront relocalisees en memoire locale; 
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• le nombre de cycles total obtenu en post-optimisation; 
e le nombre de cycles pour les instructions et donnees en memoire locale obtenu en 
post-optimisation; 
• le nombre de cycles pour les instructions et donnees en memoire externe obtenu 
en post-optimisation. 
Cette estimation n'est par contre pas exacte et done ne permet pas d'estimer avec 
precision le nombre de cycle que la version optimisee necessitera lors de l'execution. 
Premierement, elle ne compte pas les instructions recuperees mais non executees 
puisqu'elles ne sont pas presentes dans le fichier de trace (voir section 3.4.3). De plus, 
seuls les acces a des donnees presentes en memoire sont comptabilises, les acces aux 
peripheriques ne sont pas pris en compte et ceci peut done biaiser le calcul davantage. 
Finalement, certains symboles relocalises par le partitionnement de memoire ne peuvent 
etre relocalises en pratique, par exemple si le symbole n'est pas defini dans sa propre 
section. Ceci est le cas pour certaines librairies precompilers, pour le moteur 
d'execution du langage C et pour des etiquettes (labels) defmies en assembleur. 
4.2.7. Generation du script de l'editeur de liens 
Afin de pouvoir generer le script de l'editeur de liens, l'utilisateur doit d'abord specifier 
les memoires disponibles dans le systeme. Ceci se fait a l'aide de methodes disponibles 
dans la classe CMemoryEvaluator qui a son tour appelle les methodes appropriees du 
sous-systeme de generation du script de l'editeur de liens Lorsque cela est fait et que le 
partitionnement a ete effectue, CMemoryEvaluator procede alors en assignant les 
tailles minimales estimees de la pile et du tas. Ensuite, chaque symbole a relocaliser est 
ajoute sous forme d'une nouvelle section situee en memoire locale. L'algorithme 
realisant cette operation est decrit a la Figure 4.5. 
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Lorsque toutes les sections ont ete ajoutees, CMemoryEvaluator peut ensuite appeler la 
methode de CLinkerScriptGenerator permettant de generer le script de 1'editeur de 
liens Ce dernier est finalement ecrit dans un fichier texte et ce fichier est pret a etre 
utilise lors de la prochaine compilation. 
Pour chaque symbole a relocaliser en 
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Figure 4.5 Algorithme d'ajout des sections en memoire locale 
4.2.8. Generation de la trace de cache 
La derniere operation est la generation des traces de cache en vue de 1'optimisation de la 
configuration des memoires cache. Cette etape est optionnelle puisque Futilisateur 
pourrait ne pas vouloir optimiser la memoire cache ou merae pourrait ne pas vouloir 
utiliser de memoire cache du tout. 
La generation de la trace de cache passe d'abord par 1'identification de la liste complete 
des symboles qui seront situes en memoire externe. Cette operation est effectuee en 
parcourant la liste des symboles (contenue dans CELFInfo) et en ne copiant dans une 
liste separee que les symboles ne se retrouvant pas en memoire locale. Ceci genere alors 
une liste complete des symboles en memoire externe, contrairement a la liste generee a 
1'etape de relocalisation qui ne contient que les symboles profiles. 
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Ensuite, la liste des symboles (ordonnee en ordre croissant d'adresse de depart) est 
aplanie (Figure 4.6) afin d'eliminer les espaces vides en memoire laisses par les 
symboles situes maintenant en memoire locale. Cette operation est effectuee afin de 
tenter de reproduire la structure de la memoire resultante apres la recompilation avec le 
nouveau script de l'editeur de liens . 
Lorsque ce travail est accompli, les traces de cache d' instructions et de donnees peuvent 
alors etre generees. L'algorithme accompli le meme travail pour les deux traces. Chaque 
entree dans le fichier de trace original est lue. Pour chacune de ces entrees, Falgorithme 
determine d'abord si l'entree fait reference a un symbole desormais situe en memoire 
externe. Si oui, l'adresse accedee par l'entree est recalculee par rapport a la nouvelle 
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Figure 4.6 Aplanissement de la topographie memoire 
L'algorithme effectue ensuite le traitement pour la compression du fichier des entrees du 
fichier de trace de cache et les entrees sont finalement ecrites dans le fichier de trace. 
Cette serie d'operation est repetee pour la trace d'instructions et de donnees afin de 
generer les deux traces de cache necessaires a la phase d'optimisation de la 
configuration de la memoire cache. 
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4.3. Optimisation de la memoire cache 
L'optimisation de la memoire cache permet de determiner automatiquement la 
configuration de cache utilisant le moins de memoire tout en permettant d'accelerer de 
facon significative 1'execution du programme. Cette optimisation peut se faire a la suite 
du partitionnement de memoire ou independamment de celui-ci. 
Dans cette section, le systeme permettant d'effectuer cette optimisation est presente. 
L'architecture generate du systeme est d'abord decrite et est suivie d'une description 
plus specifique de chacune des etapes impliquees dans ce processus. 
4.3.1. Architecture 
L'algorithme d'optimisation de la memoire cache est base sur la technique presentee 
dans [40] mais elle permet, grace a 1'utilisation de deux taches, d'evaluer 1'ensemble des 
configurations de cache en parallele. L'architecture adoptee est done consequente de ces 
choix. 
Le systeme d'optimisation de cache est beaucoup plus simple que celui du 
partitionnement de memoire et ne comprend que trois etapes majeures (Figure 4.7). La 
premiere etape consiste a lire les entrees du fichier de trace et a simuler les acces pour 
chaque configuration de cache. Lorsque la simulation est terminee, le systeme evalue la 
performance de chaque configuration de cache. Finalement, un resultat est attribue a 
chaque configuration et la meilleure configuration de cache est selectionnee. Cette serie 
d'etapes est effectuee independamment pour la trace d'instructions et de donnees. 
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Figure 4.7 Diagramme de flux de donnees de ('optimisation de memoire cache 
4.3.2. Simulation des configurations de cache 
La simulation des configurations de caches se fait en deux etapes : la simulation des 
configurations de caches d'instructions et la simulation des configurations de caches de 
donnees. Egalement, 1'algorithme d'inclusion utilise pour effectuer ces simulations 
signifie qu'il est necessaire d'effectuer une simulation par longueur de ligne de cache. 
Puisque le MicroBlaze permet de configurer chacune des caches avec une taille de ligne 
de cache de 4 ou 8 mots, quatre simulations sont done necessaires afin d'obtenir les 
informations de performance pour toutes les configurations possibles. 
4.3.2.1 .Deroulement 
La simulation de caches d'instructions et de donnees est faite sequentiellement en 
debutant par la memoire cache d'instructions. Par contre, lors de la simulation, les 
caches ayant une taille de ligne de cache de 4 et 8 mots sont simules en parallele dans 
deux taches differentes. 
La tache de lecture du fichier de trace, demarree par CCacheEvaluator (voir Fannexe 
A.2 pour la description des classes), ecrit les acces lus dans le fichier de trace 
d'instructions dans deux FIFO synchronisees qui communiquent chacune avec une tache 
de simulation : la tache simulant les caches de 4 mots et la tache simulant les caches de 8 
mots. Les memes acces sont ecrits a la fois dans les deux FIFO. Ensuite, chacune des 
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taches de simulation lit sa propre FIFO et pour chaque acces lu, execute 1'algorithme de 
simulation. Les taches terminent leur traitement lorsque le fichier de trace est lu en entier. 
Ces operations sont ensuite repetees avec la trace de donnees afln de simuler les caches 
de donnees. 
4.3.2.2.Algorithme de simulation 
L'algorithme de simulation utilise est base sur le principe d'inclusion utilise dans [40]. 
Comme explique au chapitre 2, le principe d'inclusion stipule que, si un acces provoque 
un succes dans un cache d'une certaine taille, cet acces provoquera egalement un succes 
dans un cache de taille plus grande. En effet, puisque la methode pour determiner a 
quelle ligne de cache la donnee doit etre situee est une operation de type modulo, une 
donnee presente dans une cache d'une certaine taille se retrouvera toujours dans une 
cache de taille plus grande. L'inverse n'est par contre pas vrai, une donnee se retrouvant 
dans une cache de taille plus importante ne se retrouvera pas necessairement dans une 
cache plus petite puisqu'il se peut que la donnee en question ait ete remplacee par une 
autre a cause du manque d'espace. 
Ce principe impose par contre une restriction : seule la taille du cache peut varier, la 
taille des lignes de cache ou la politique de remplacement ne peut varier d'une cache a 
l'autre. Si la taille de ligne de cache varie, l'alignement des lignes de cache entre 
plusieurs tailles de cache ne correspond plus et ceci viole la premisse de base du principe. 
De facon similaire, si la politique de remplacement varie, il n'est alors pas garanti qu'un 
bloc se retrouvera dans deux caches de meme taille et encore moins dans deux caches de 
taille differente. 
Dans le contexte du MemoryOptimizer, les caches a optimiser n'etant que des caches de 
type acces direct, la politique de remplacement n'a done pas a etre consideree. Par 
contre, la taille des lignes de cache peut varier. Afin de permettre l'utilisation du 
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principe d'inclusion, il est done necessaire de simuler separement les deux tailles de 
ligne de cache d'ou Tutilisation de deux taches de simulation. 
4.3.3. Estimation de la performance 
L'estimation de la performance est faite pour chaque configuration de cache simulee. 
Lors de la simulation, le nombre de succes en lecture et en ecriture est comptabilise ainsi 
que le nombre d'echecs en lecture et en ecriture. De ces nombres ont peut deduire le 
nombre total de succes et le nombre total d'echecs. II devient ensuite aise de calculer les 
differentes mesures de performances. 
La premiere mesure de performance d'un cache est le pourcentage de succes et d'echecs. 
Ce calcul se fait simplement en divisant le nombre total de succes ou d'echecs sur le 
nombre total d'acces a la cache. La deuxieme mesure calculee est le nombre de cycles 
d'execution qu'entrainera 1'utilisation de ce cache. Cette mesure est calculee en 
multipliant le nombre d'acces par la latence de la memoire. Comme un succes implique 
une latence differente d'un echec et qu'une ecriture implique egalement une latence 
differente d'une lecture, il est necessaire de calculer la latence totale pour chacun de ces 
types d'acces. La performance en terme de cycles pour chaque cache est alors calculee 
par 1'equation suivante : 
Performance = NbCycles^^, + NbCyclesUcture_Miss + £ ^ ^ 
* Ecriture-Hit * Ecriture-Miss 
ou chaque NbCycles est calculee par : 
NbCyclesUaure_mt = NbHits^^ x LatenceCache 
-Lecture 
NbCyclesUaure_Miss = NbMiss^^ x Latencexc^Uaure + NbMiss^^ x iTailleUgne -1) 
NbCydestcriture_HU = NbHitsicrUure x MwiLatence^^Mtence^^) Eq. 4.4 
NbCyclesicrUure_Miss = NbMis^itwe x Ma^Latence^^Latence^^) 
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L'algorithme utilise presente par contre une faille qui peut biaiser ces calculs de 
performance. Les caches sont considered actives pour toute la duree de la simulation et 
les instructions de deactivation du cache ou de reinitialisation du cache disponibles 
dans le MicroBlaze sont completement ignorees. Les acces sont done toujours tous 
simules et ceci peut avoir pour effet de sous-estimer le nombre de cycles. Egalement, 
puisque les instructions recuperees mais non executees lors d'un branchement ne sont 
pas recueillies par la trace, ceci implique egalement une sous-estimation du nombre de 
cycles d'execution. 
4.3.4. Selection de la configuration optimale 
La performance en termes de cycles du cache ne permet pas a elle seule de selectionner 
la meilleure configuration de cache dans le contexte d'un systeme sur puce. En effet, si 
la performance etait le seul critere, la taille des caches serait trop souvent le maximum 
alloue par le materiel. II est done necessaire de prendre en compte le cout en materiel de 
ces caches. Pour ce faire, un calcul simple base sur l'utilisation de la BRAM par le cache 
est fait. La BRAM est allouee sur le FPGA par bloc de 2 Ko. La taille de la memoire des 
donnees se traduit directement en un certain nombre de blocs de BRAM. La taille de la 
memoire de tags est par contre fonction du nombre de lignes de cache. Chaque entree 
dans ce tableau est composee de l'etiquette et du bit de validite de la ligne de cache. En 
connaissant le nombre de lignes de cache, il est possible de calculer la taille en bits de 
chaque etiquette et done de connaitre la taille de chaque entree dans le tableau des 
etiquettes. 
Le resultat est calcule en divisant 1'acceleration par le nombre de blocs de BRAM 
utilises. L'acceleration est simplement le nombre de cycles d'execution sans la presence 
du cache, divisee par le nombre de cycles d'execution avec la presence du cache qui est 
calcule avec la relation presente a l'equation 4.5. Ceci implique done que plus le resultat 
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est eleve, plus la configuration du cache est efficace. II suffit done de selectionner le 
cache d5 instructions et de donnees qui affiche le plus grand resultat. 
_ Acceleration-^ c . c 
Score ,. = cache_ Eq 45 
cache NbBlocsBRAMc^ 
Dans ce chapitre l'outil Memory Optimizer a ete presente. Cet outil permet d'effectuer le 
partitionnement de memoire et l'optimisation des memoires caches d'un systeme sur 
puce a partir de traces d'execution generees par la simulation du systeme. Les resultats 
generes par l'outil incluent la nouvelle configuration du programme en memoire, la 
configuration des memoires caches ainsi qu'une estimation de la performance du 
systeme optimise. L'etape suivant consiste done en la validation de cette approche a 
Taide d'applications de test. Le chapitre suivant presente done la methodologie 
d'experimentation, les resultats obtenus et une analyse de ces resultats. 
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CHAPITRE 5 
ANALYSE, PERFORMANCES ET DISCUSSION 
L'objectif principal de Poutil d'exploration architectural etant d'accelerer l'execution 
d'une application contenue en memoire externe, en tirant profit de la hierarchie de 
memoire, il est de mise d'analyser les performances obtenues pour differentes 
applications a la suite de cette exploration architecturale. 
Ce chapitre presente done tout d'abord la methode de recueil des resultats ainsi que les 
applications utilisees pour verifier la performance de l'outil. Pour chacune de ces 
applications, les resultats sont presentes et discutes. Brievement, l'outil permet d'obtenir 
une performance tres proche de la performance obtenue lorsque le programme est 
contenu completement en memoire locale tout en diminuant par pres de 6 fois la taille de 
la memoire utilisee sur le FPGA. 
Une comparaison avec d'autres travaux est ensuite effectuee et la possibility d'etendre 
l'outil a d'autres processeurs est examinee. Finalement, une analyse de l'outil 
d'exploration architecturale par rapport aux objectifs enonces au premier chapitre est 
presentee. 
5.1. Methodologie d'analyse des performances 
La collecte de resultats est effectuee a l'aide de deux applications de test. De plus, deux 
volets sont examines : l'exploration architecturale et la compression de trace. Dans cette 
section, la methodologie de collecte des resultats pour chacun de ces volets est d'abord 
expliquee. La methodologie sera ensuite suivie par la presentation des deux applications 
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permettant d'analyser l'efficacite de l'outil de meme qu'une discussion sur les 
parametres utilises pour chacune de ces applications. 
5.1.1. Methodologie 
Le premier volet consiste a evaluer la performance des configurations generees par 
l'outil d'exploration et de comparer la performance de ces configurations en simulation 
par rapport a la performance des configurations non optimisees et optimisees a la main. 
En premier lieu, seule la memoire cache est optimisee. Ensuite, seule la memoire locale 
est partitionnee. Finalement, le partitionnement de memoire locale et 1'optimisation de 
memoire cache sont activees. 
Le deuxieme volet consiste a faire varier la taille des traces d'execution afin de 
determiner l'efficacite des algorithmes de compression sur la taille de celles-ci, de meme 
que sur la duree du processus d'exploration architectural. La trace de memoire et la trace 
de cache sont analysees independamment et les resultats sont compares entre eux. 
Deux applications de test sont utilisees : Dhrystone et IDCT. Pour chacune de ces 
applications, la methodologie de generation de resultats suivante, discutee brievement 
plus haut, est appliquee : 
1. Simuler l'execution lorsque l'application est contenue exclusivement en 
memoire externe et avec la memoire cache desactivee. 
2. Simuler l'execution lorsque l'application est contenue exclusivement en 
memoire locale. 
3. Effectuer plusieurs simulations afin de determiner la configuration optimale des 
caches ainsi que la performance obtenue avec cette configuration. Ceci est 
effectue en demarrant avec des caches de 64 octets et 4 mots par ligne de cache 
pour les caches d'instructions et de donnees et en augmentant progressivement 
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les tailles de chacun des caches jusqu'a ce que la performance maximale possible 
(plus petit nombre de cycles) soit atteinte. Ceci peut demander une vingtaine de 
simulations. 
4. Generer la trace de cache, executer 1'optimisation automatique de la cache et 
simuler la nouvelle configuration de cache. 
5. Generer la trace de memoire, executer le partitionnement de memoire en 
specifiant une taille maximale de memoire locale a utiliser. La taille maximale de 
64 Ko est d'abord choisie et permet a 1'algorithme de determiner la taille 
optimale de la memoire locale. Pour les executions subsequentes de 1'algorithme, 
la taille maximale de la memoire locale est progressivement diminuee jusqu'a la 
taille minimale de 2 Ko. Le nombre de configurations de memoire testees 
dependra done du programme execute. Par exemple pour Dhrystone, ceci donne 
des tailles de memoire locale de 8 Ko, 4 Ko et 2 Ko. Les configurations 
resultantes sont ensuite simulees afin de recueillir leurs performances en 
simulation et de comparer ces performances avec les performances estimees par 
Falgorithme. 
6. Generer la trace de memoire, executer le partitionnement de memoire pour 
plusieurs tailles maximales de memoire locale (tel qu'effectue a l'etape 5), 
executer 1'optimisation de memoire cache et finalement, simuler les 
configurations resultantes. 
7. Effectuer plusieurs simulations en faisant varier la longueur de l'execution afin 
de faire varier la taille de la trace de cache avec compression. Effectuer 
F optimisation de la memoire cache pour chacune des traces recueillies. 
8. Repeter l'etape 7 en generant la trace de memoire compressee et en effectuant le 
partitionnement de memoire 
9. Repeter les etapes 7 et 8 avec les traces non compressees. 
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Les simulations et les optimisations ont ete effectuees sur un ordinateur Core Solo 
1.83GHz sous Windows XP SP3 roulant dans une machine virtuelle avec 1 Go de 
memoire vive, Xilinx EDK 9.1, Eclipse 3.1 et Java 1.6 update 7. 
5.1.2. Dhrystone 
Dhrystone [59] est un test de performance cree en 1984 par Reinhold P. Weicker. La 
derniere version, 2.1, a ete concue en 1988 et est la version la plus utilisee. C'est done 
celle-ci qui est utilisee dans ce travail. Dhrystone permet de mesurer la performance 
d'un processeur en effectuant un grand nombre d'operations sur des entiers et sur des 
chaines de caracteres. A Tissue de l'execution, la performance est donnee sous la forme 
d'iterations de Dhrystone par seconde et de MIPS Dhrystone. La mesure de performance 
Dhrystone MIPS est calculee en divisant le nombre d'iterations par seconde par 1757. 
Le nombre 1757 est utilise puisque lors de la conception du test, 1'ordinateur VAX etait 
tres repandu et ce nombre correspond au nombre de MIPS du VAX. Le nombre de MIPS 
Dhrystone est done relatif a la performance du VAX pour ce test. 
Cette application de test a ete choisie parce qu'elle est simple a comprendre et a porter 
sur un processeur comme le MicroBlaze. Egalement, le code source est relativement 
compact mais depend de plusieurs librairies C [60], ce qui donne une taille finale a 
l'executable d'environ 64 Ko. Le jeu de donnees est tres petit et le code possede une 
localite de reference elevee. Finalement, aucune communication avec des peripheriques 
n'est necessaire durant l'execution. Tout ceci fait de Dhrystone un bon candidat afin de 
tester l'outil durant son developpement et afin de determiner l'efficacite de ralgorithme. 
La longueur de l'execution est controlee par le nombre d'iterations a effectuer. La 
longueur de l'execution est directement proportionnelle au nombre d'iterations. Lors du 
premier volet, revaluation du partitionnement de memoire et l'optimisation du cache, ce 
parametre est fixe a 100 000 iterations. Ce nombre a ete choisi puisqu'il permet a 
1'application de passer la majorite du temps a executer la boucle principale de Dhrystone 
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et ainsi de minimiser l'impact du temps requis par les fonctions d'initialisation du 
moteur d'execution du langage C ou de 1'initialisation du cache. Ceci reproduit done 
plus fidelement un programme execute sur un processeur embarque qui peut fonctionner 
pendant des heures, voire des jours sans etre reinitialise. 
Lors du volet d'analyse de la performance des algorithmes de compression des fichiers 
de trace et de la performance de ralgorithme d'exploration architecturale, le nombre 
d'iterations varie entre 10 000 et 400 000. Des traces de 12 Mo a 1 Go sont ainsi creees, 
ce qui permettra d'analyser le comportement des algorithmes selon la taille de traces. 
Suite a l'optimisation manuelle du cache pour Dhrystone, il a ete determine que la 
configuration permettant d'obtenir la meilleure performance est de 4 Ko de cache 
d5 instructions et 1 Ko de cache de donnees. Ces deux caches sont configurees avec une 
taille de ligne de 4 mots. 
5.1.3. IDCT 
La deuxieme application testee est une transformee inverse en cosinus discrete 
s'executant sur la plateforme logicielle SPACE qui elle-meme utilise le RTOS uC [61]. 
La transformee elle-meme ne comprend qu'une fonction d'environ 100 lignes de code et 
est executee dans une tache uC. Par contre, les calculs effectues sont exigeants 
puisqu'ils consistent principalement en des chargements et stockages ainsi que des 
additions, soustractions et multiplications. La transformee est appliquee a repetition sur 
les blocs de donnees disponibles. Ces blocs de donnees sont generes par une tache 
MicroC qui envoie les donnees a la tache de calcul via une FIFO. 
L'utilisation de la plateforme logicielle SPACE entraine une legere surcharge en termes 
de memoire utilisee et d'operations a effectuer. En tout, l'application utilise 85 Ko de 
memoire. L'utilisation des deux taches entraine egalement un cout de gestion des taches 
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et de synchronisation afin d'assurer la communication entre ces deux taches et un cout 
du a la gestion des interruptions. De ce fait, un grand nombre de fonctions sont alors 
utilisees lors de 1'execution du programme. 
La longueur de 1' execution est controlee par le nombre de blocs a traiter. Lorsque ce 
nombre de blocs est atteint, l'execution cesse. Encore une fois, la longueur de 
1'execution est directement proportionnelle au nombre de blocs a traiter. Lors du premier 
volet, le nombre de blocs est fixe a 1000 pour les memes raisons que Dhrystone. Lors du 
deuxieme volet, le nombre de bloc varie entre 100 et 4000. Ceci permet de generer des 
traces de tallies variant de 12 Mo a 704 Mo. 
Pour ce qui est de la taille optimale des caches, il a ete determine que la configuration 
permettant d'obtenir la meilleure performance est de 64 Ko de cache d5instructions et de 
32 Ko de cache de donnees, tout deux utilisant une taille de ligne de cache de 8 mots. II 
est important de remarquer que cette taille de cache depasse la taille totale du 
programme. Ceci est du au fait que la taille de chaque cache augmente par puissances de 
deux. 
5.2. Resultats de Pexploration architecturale 
Dans cette section, les resultats de Fexploration architecturale pour Dhrystone et IDCT 
sont presentes. Pour chacune de ces applications, les performances estimees et simulees 
sont presentees. Ces performances sont ensuite comparees entre elles et avec les 
performances obtenues lorsque 1'application est entierement contenue en memo ire locale, 
entierement contenue en memoire externe et finalement, entierement contenue en 
memoire externe avec les memoires caches optimisees. 
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5.2.1. Dhrystone 
La Figure 5.1 illustre les resultats du nombre de cycles d'execution estimes par Foutil et 
simules pour chaque configuration de memoire. La nomenclature pour chaque 
configuration est la suivante: methode de configuration utilisee (manuelle ou 
automatique) - taille de la memoire locale - taille du cache d'instructions/taille des lignes 
de cache - taille du cache de donnees/taille des lignes de cache. 
II est tout d'abord possible de remarquer que lorsque le programme est entierement 
contenu dans la memoire locale (Manuel - 64K-OK-0K), ce dernier s'execute 10 fois 
plus rapidement que lorsqu'il est situe en memoire externe (Manuel - 0K-0K-0K). Par 
contre, lorsque le programme est situe en memoire externe et que la memoire cache est 
configuree pour dormer une performance maximale, le gain de vitesse n'est que de 6,7. 
Evidemment, pour atteindre cette performance, seuls 5 Ko de memoire cache sont 
necessaires, comparativement au 64 Ko necessaires en memoire locale. Passer d'un gain 
de 6,7 a 10 necessite done une memoire au moins 10 fois plus volumineuse. 
Dhrystone - Temps d'execution en fonction de la configuration de la memoire 
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Figure 5.1 Temps d'execution en fonction de la configuration de la memoire pour Dhrystone 
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Le deuxieme groupe de resultats montre les resultats lorsque seul le partitionnement de 
memoire est active. II est done possible de voir la performance lorsque 2 Ko, 4 Ko et 8 
Ko de memoire locale sont utilises. La meilleure performance est atteinte lorsque 8 Ko 
de memoire locale sont utilises. Avec cette taille, le critere du pourcentage de couverture 
(90%) est respecte et meme depasse legerement (voir l'annexe C). Le nombre de cycles 
d'execution passe done de 580 millions a 62 millions, ce qui represente une acceleration 
de 9,35. Cette performance est tres rapprochee de la performance atteinte lorsque le 
programme est entierement contenu en memoire locale, la difference de performance 
n'etant que de 8.8%. 
L'utilisation d'une memoire cache permet d'ameliorer la performance de facon 
significative lorsque la taille de la memoire locale n'est pas optimale. En effet, la 
configuration Auto - 2K-1K/4-128/4 permet d'ameliorer la performance par un facteur 
de 2,3 par rapport a la configuration Auto - 2K-0K-0K. Pareillement, la configuration 
Auto - 4K-1K/4-64/4 permet d'ameliorer la performance par un facteur de 3,1 par 
rapport a la configuration Auto - 4K-0K-0K. Par contre, ce gain devient negligeable 
pour la configuration Auto - 8K-1K/4-64/4 qui passe alors a 60 millions de cycles par 
rapport a la configuration Auto - 8K-0K-0K qui necessite 62 millions de cycles. 
Ultimement, il revient a l'utilisateur de determiner si ces 2 millions de cycles sont 
critiques. A noter que 8 Ko de memoire locale est la taille minimale pour atteindre le 
pourcentage de couverture de 90%, a partir de ce moment, la taille de la memoire locale 
n'augmente plus meme si la taille maximale allouee est augmentee. 
Jusqu'a maintenant, les observations se sont concentrees sur les performances en 
simulation. Par contre, une fonctionnalite importante de 1'outil est de tenter de predire la 
performance de l'application. En observant les resultats du nombre de cycles estimes par 
rapport au nombre de cycles en simulation, il est evident que Palgorithme d'estimation 
de la performance ne rencontre par les attentes. Les temps d'execution estimes pour la 
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memoire locale sont assez rapproches de la realite, par contre, les temps estimes lorsque 
la memoire cache entre en jeu sont tres eloignes des temps en simulation. 
Une partie de l'explication se retrouve dans la methode de recueil de la trace. En effet, 
lors du recueil de trace, les instructions recuperees, mais non executees, ne sont pas 
enregistrees. Ceci peut done biaiser les resultats en dormant une meilleure performance 
puisque moins d'acces sont pris en compte. La deuxieme partie de l'explication vient de 
la facon dont la simulation de cache fonctionne lors du processus d'optimisation. Lors 
de 1'execution d'un programme, le cache doit etre active en logiciel par le programme, 
or, cela ne peut etre fait qu'au plus tot dans la fonction mainQ et done apres le code 
d'initialisation du moteur d'execution du langage C. Egalement, la deactivation du 
cache se fait immediatement avant la sortie du mainQ et done avant 1'execution du code 
de nettoyage du moteur d'execution. Le simulateur de cache ne tient pas compte de 1'etat 
d'activation du cache, il considere que celle-ci est toujours activee. Ce comportement, 
combine a l'explication precedente et le fait qu'en pratique, certains symboles ne 
peuvent etre relocalises (voir section 4.2.6), peut done biaiser les resultats de facon 
significative. 
Les derniers resultats significatifs concernent la taille estimee du tas et de la pile. Dans 
la version initiale de 1'application, le tas et la pile occupaient chacun un espace de 2 Ko, 
ce qui semblait raisonnable puisque le programme utilise un bon nombre de variable 
locale, d'appels de fonctions imbriquees et une certaine utilisation de Fallocation 
dynamique. Ces tailles permettaient done d'assurer le bon fonctionnement du 
programme sans toutefois etre minimales. Par contre, apres 1'execution de l'etape de 
partitionnement de memoire, ralgorithme suggerait une taille de 192 octets pour le tas et 
de 640 octets pour la pile. L'espace economised ne semble peut etre pas enorme, mais 
les nouvelles tailles permettent a Palgorithme de relocaliser completement le tas et la 
pile dans la memoire locale et done d'accelerer significativement Faeces aux donnees. 
92 







Les resultats (Figure 5.2) pour 1'IDCT sont similaires a ceux obtenus pour Dhrystone 
avec quelques differences. Encore une fois, on observe un gain de 10 fois lorsque le 
programme est completement contenu en memoire locale comparativement a la 
configuration en memoire externe. Lorsque le cache est utilise pour accelerer la 
performance du programme localise en memoire externe, le temps d'execution diminue 
d'un facteur de 6,9. 
IDCT - Temps d'execution en fonction de la configuration de la memoire 
Manuel-0K-0K-0K 
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Manuel - QK-64K/8-32K/'8 
Auto-2K-0K-0K 
Auto-4K-0K-0K 
Auto - 8K-0K-0K 
Auto-16K-0K-DK 










H | 1 









Sfciiuu. J i ^ „ . *_ . . . HOdi. 1 
50 100 150 200 250 
Temps d'execution (MCycles) 
300 350 400 
• Estime • Simule 
Figure 5.2 Temps d'execution en fonction de la configuration de la memoire pour IDCT 
L'utilisation du partitionnement de memoire permet de reduire d'un facteur de 4 
l'utilisation de la memoire locale (Auto - 32K-0K-0K) tout en obtenant des performances 
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tres proche de la configuration presentant la meilleure performance (Manuel - 128K-0K-
OK). Cette reduction de 1'utilisation de la memoire locale n'est pas aussi importante que 
pour Dhrystone, qui affichait une reduction d'un facteur de 8, mais cela reste une bonne 
amelioration, compte tenu de la performance atteinte. 
L'algorithme d'optimisation de la memoire cache suggere un cache destructions de 1 
Ko et un cache de donnees de 1 Ko comme meilleur compromis entre la performance et 
la taille des caches. Avec cette configuration, on obtient un modeste gain de vitesse de 
2,7. Si le concepteur n'est pas satisfait de ce choix, il est libre d'examiner les tableaux de 
resultats pour chaque configuration de cache, correspondant ici au Tableau 5.23 et au 
Tableau 5.24 en annexe, et decider de la configuration qui lui semble etre la mieux 
adaptee. 
Comme c'etait le cas pour Dhrystone, 1'utilisation de la taille optimale de memoire locale 
determinee par le partitionnement combinee a la configuration optimisee de memoire 
cache (Auto - 32K-2K/8-2K/8) permet de rejoindre la performance obtenue avec la 
configuration Manuel - 128K-0K-0K. Par contre, il est possible de remarquer que 
1'utilisation de la memoire cache dans ce cas ne fait qu'economiser 6 millions de cycles. 
Bien que ceci represente un gain de vitesse de 13%, il revient au concepteur de decider 
si cela en vaut la peine. 
Lorsque la taille de la memoire locale n'est pas optimale, la situation en est autrement. 
Contrairement a la configuration Auto - 32K-2K/8-2K-8, 1'utilisation du cache pour la 
configuration Auto - 16K-2K/8-2K/8 permet d'economiser 24 millions de cycles, soit 
27%. Cette configuration permet alors d'atteindre 61% de la performance de la 
configuration Auto - 32K-2K/8-2K/8 avec une memoire deux fois plus petite. Dans un 
systeme multiprocesseur, ce compromis peut etre interessant. 
94 
Une derniere observation peut etre tiree du graphique, celle-ci reliee aux temps 
d'execution estimes. Comme il etait le cas pour Dhrystone, les temps estimes pour les 
configurations avec cache sont tres differents des temps simules. Par centre, 
contrairement a Dhrystone, les temps estimes pour les configurations ou seul le 
partitionnement de memoire entre en jeu sont egalement tres optimistes. Ceci s'explique 
par le fait que beaucoup de symboles ne peuvent etre deplaces en memoire locale lors de 
la recompilation du programme et done le temps estime est sous-evalue par rapport au 
temps simule. 
Pour ce qui est de la taille suggeree du tas et de la pile, 1'algorithme suggere un tas de 0 
octet et une pile de 1344 octets. La taille nulle du tas s'explique par le fait que la 
plateforme logicielle SPACE ne supporte pas pour l'instant l'allocation dynamique de 
memoire, le tas reste done inutilise durant toute 1'execution. 




5.3. Efficacite des algorithmes de compression de trace 
L'objectif des algorithmes de compression des fichiers de trace est de reduire la taille des 
fichiers mais aussi de reduire le temps d'execution du partitionnement et de 
l'optimisation du cache en reduisant le temps passe a lire les traces. Cette derniere 
affirmation releve de l'hypothese que le processus de lecture de la trace a un impact 
signiflcatif sur le temps total d'execution des algorithmes d'exploration architecturale. 
5.3.1. Efficacite de la compression sur la taille des traces 
Comme le demontre le Tableau 5.3, la compression de la trace de cache permet de 
reduire la taille de la trace par pres du tiers pour les traces d'instructions. Cette reduction 
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est possible grace a la localite de reference elevee des instructions. Cela n'est pas le cas 
avec les traces de cache des donnees. En effet, la reduction est beaucoup moins 
importante, 71% et 86%. 
Si Ton compare ces resultats avec ceux obtenus pour les traces de memoire, on observe 
que ces dernieres sont beaucoup plus efficaces pour compresser les acces aux donnees. 
L'algorithme de compression des traces de cache n'est done pas aussi performant que 
prevu en ce qui concerne la reduction de la taille de la trace de donnees. En somme, les 
deux methodes sont appropriees au travail a accomplir mais elles meriteraient de s'y 
attarder afin d'ameliorer leur efficacite en terme de reduction de taille. 



















5.3.2. Efficacite de la compression sur le temps d'execution 
Le deuxieme objectif de la compression est de reduire le temps d'execution de 
1'exploration architecturale, aussi appele le temps d'analyse. Comme mentionne plus 
haut, l'hypothese est que si la taille de la trace est reduite, le temps de lecture sur le 
disque sera reduit, ce qui aura un impact sur le temps total d'execution de l'algorithme 
d'exploration architecturale. 
Tout d'abord, on peut remarquer dans la Figure 5.3 et la Figure 5.4 que la taille de la 
trace de memoire compressee a un impact negligeable sur le temps d'execution de 
l'algorithme de partitionnement. L'algorithme de compression de la trace de memoire 
permet done uniquement de reduire l'espace utilise sur le disque et ne permet pas de 
reduire le temps d'execution de l'algorithme de partitionnement de facon significative. II 
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est done possible de conclure que la lecture de la trace n'est pas un goulot 
d'etranglement en ce qui concerne le partitionnement de memoire. 
Temps d'anaiyse pour les traces de memoire en fonction du 
nombre d'iterations 
0 50000 100000 150000 200000 250000 300000 350000 400000 450000 
^Compressee QNon-compressee 
Figure 5.3 Temps d'anaiyse pour la trace de memoire en fonction du nombre d'iterations pour 
Dhrystone 
Temps d'anaiyse pour les traces de memoire en fonction du 
nombre de blocs 
0 500 1000 1500 2000 2500 3000 3500 4000 4500 
*Compress6e ONon-compress£e 
Figure 5.4 Temps d'anaiyse pour la trace de memoire en fonction du nombre de blocs 
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En ce qui concerne Falgorithme de compression de la trace de cache, les resultats sont 
plus encourageants. En effet, la trace compressee permet d'economiser beaucoup de 
temps comme le demontrent les graphiques a la Figure 5.5 et a la Figure 5.6. 
1800 
Temps d'analyse pour les traces de cache en fonction du 
nombre d'iterations 
50000 100000 150000 200000 250000 300000 350000 400000 450000 
O Compressee ONon-compressee 
Figure 5.5 Temps d'analyse pour la trace de cache en fonction du nombre d'iterations 
1200 
Temps d'analyse pour les traces de cache en fonction du 
nombre de blocs 
o 500 1000 1500 2000 2500 3000 3500 4000 4500 
O Compressee DNon-compressee 
Figure 5.6 Temps d'analyse pour la trace de cache en fonction du nombre de blocs pour IDCT 
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Pour ces deux graphiques, on remarque que le temps economise augmente rapidement 
selon la longueur de la simulation. Ceci est du principalement au fait que 1'algorithme de 
compression permet de regrouper plusieurs acces a la meme ligne de cache en un seul 
acces. L'algorithme de simulation des caches peut done utiliser directement ce nombre 
d'acces afin de simuler d'un coup ces acces. Ceci contraste avec la methode de 
compression de la trace de memoire qui ne peut effectuer ce genre de traitement et qui 
doit done lire et traiter chaque acces independamment. 
5.4. Extensibility a d'autres processeurs/plateformes de simulation 
L'outil d'exploration architecturale a ete concu de facon a etre flexible en terme de 
processeurs pouvant etre supportes. Par contre, le support d'une mouvelle plateforme de 
simulation est plus complexe. 
Puisqu'il est necessaire d'integrer l'outil de trace d'execution dans un simulateur 
d'instructions, il est essentiel d'avoir une plateforme de simulation en langage C/C++ 
afin de pouvoir reutiliser le code de trace existant. De plus, il est necessaire d'avoir 
acces au code source de 1'ISS afin d'integrer la trace dans ce dernier. Dans le cas ou la 
plateforme n'est pas en C/C++, il est alors necessaire de concevoir un nouvel outil de 
trace qui respecte le format de fichier. L'inaccessibility au code source de 1'ISS pose un 
probleme plus important puisqu'il devient alors impossible d'integrer l'outil de trace a 
ce dernier. Si 1'ISS possede des signaux de debogage, il est alors possible de s'y 
connecter et de tracer l'execution, mais si 1'ISS ne possede pas ces signaux et ne fournit 
aucune methode de trace, il devient alors tres difficile, voire impossible, de recueillir la 
trace. L'outil d'exploration architecturale ne pourra done pas fonctionner. 
De plus, l'outil de trace assume que le processeur est un processeur 32 bits. Ceci a des 
repercussions en ce qui a trait au stockage des adresses accedees dans la trace. Par 
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exemple, pour un processeur 64 bits, il devient necessaire de stocker des adresses de 64 
bits dans la trace et non des adresses de 32 bits. Une seconde modification importante 
est liee a la compression de la trace de cache. Puisque I'algorithme de compression de la 
trace de cache assume que la taille minimale des lignes de cache est de 4 mots de 32 bits, 
done 128 bits, un probleme survient lorsque cette taille de ligne de cache n'est pas 
supportee par le processeur ou si la taille minimale n'est pas de 4 mots. 
Du cote du partitionnement de memoire, l'algorithme ne requiert aucune modification 
majeure si le processeur respecte 1'architecture assumee par 1'algorithme. Le PowerPC, 
le processeur Xtensa ainsi que le NIOS-II [63] respectent cette architecture. II est bien 
sur necessaire de modifier les temps d'acces, les tallies de memoires possibles ainsi que 
quelques autres parametres, mais les changements restent mineurs. 
Des changements importants sont par contre necessaires pour ralgorithme 
d'optimisation de la memoire cache. En effet, la plupart des processeurs embarques ne 
sont pas limites a un cache a acces direct {direct-mapped) et supportent plutot des caches 
de type associatifs par ensembles {set-associative). C'est le cas pour le PowerPC et le 
Xtensa qui supportent soit un degre d'associativite fixe pour le PowerPC ou 
configurable pour le Xtensa. Certains processeurs plus avances implemented des caches 
supplementaires, comme des caches de niveau 2 ou 3 et ou des caches de victimes 
{victims caches) [64]. Ces architectures ne sont pas supportees par ralgorithme 
d'optimisation et, par consequent, requierent un algorithme different. Les systemes 
implementant la coherence de cache [13] ne sont pas non plus supportes puisque le 
contenu du cache peut etre modifie par un autre processeur. 
Finalement, un dernier obstacle au support d'autres processeurs, ce qui inclut le 
MicroBlaze version 7, est le support pour la memoire virtuelle [13]. En effet, les 
algorithmes n'ont aucune connaissance de la memoire virtuelle et leur comportement 
sera done erratique si celle-ci est employee. De plus, 1'implementation de la memoire 
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virtuelle varie d'un processeur a un autre, ce qui complique davantage les modifications 
a apporter aux algorithmes. 
5.5. Comparaison avec d'autres travaux 
Bien que 1'algorithme de partitionnement permette d'obtenir de bons resultats, il n'est 
pas parfait et peut etre ameliore. Les travaux presentes dans [30] peuvent etre 
particulierement utiles car ils touchent le partitionnement de memoire avec une 
granularite plus fine que la methode utilisee dans MemoryOptimizer. En effet, la plus 
petite unite sur laquelle MemoryOptimizer peut travailler pour le partitionnement de 
memoire est le symbole qui peut etre une fonction ou une donnee. Ceci pose probleme 
lorsque 1'algorithme rencontre des fonctions ou des donnees volumineuses, celles-ci 
doivent etre completement relocalisees en memoire locale. Souvent, une fonction 
contenant une boucle peut passer beaucoup de temps a executer cette boucle et peu de 
temps a executer le reste de la fonction. II devient alors utile de pouvoir isoler cette 
boucle et de la relocaliser en memoire locale. 
Du cote de l'optimisation du cache, la technique utilisee dans MemoryOptimizer est 
simple mais efficace. Par contre, plusieurs ameliorations peuvent etre apportees a 
1'algorithme. Tout d'abord, la compression de la trace de cache peut etre grandement 
amelioree en adoptant 1'algorithme de compression par echantillonnage presente dans 
[37]. Ceci permettrait de reduire la taille de la trace mais aussi d'ameliorer la vitesse de 
simulation des caches. 
Egalement, les methodes proposees dans la litterature ne se limitent pas a optimiser des 
memoires cache a acces direct mais permettent egalement de simuler des caches 
associatifs. Par exemple, l'algorithme presente dans [39] pourrait permettre d'accelerer 
la simulation de ce type de cache. Selon l'algorithme, il necessaire de modeliser le 
comportement d'un cache associatif par ensembles en plus d'un cache a acces direct. 
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Comme MemoryOptimizer modelise deja les caches a acces direct, le travail a 
accomplir est quelque peu reduit. 
II existe egalement une methode permettant de minimiser les echecs en relocalisant 
certains bouts de code a des emplacements differents dans une meme memoire. Cette 
methode, presentee dans [28], pourrait etre particulierement utile afin de reduire 
davantage la taille de la memoire cache. 
Pour ce qui est de la performance des configurations resultantes de l'execution de 1'outil 
de partitionnement de memoire et d'optimisation de cache, elles se comparent 
favorablement a la methode proposee dans [29]. La methode proposee par les auteurs 
permet d'obtenir des gains de performance de 7 a 8x alors que MemoryOptimizer 
permet d'obtenir des gains de performance de pres de lOx. II n'est par contre pas 
possible de comparer directement ces accelerations puisque les architectures materielles 
utilisees et les applications de test sont differentes dans le deux cas. En revanche, il est 
possible de conclure que les accelerations obtenues sont du meme ordre de grandeur et 
ce malgre le fait que MemoryOptimizer utilise des algorithmes d'optimisation beaucoup 
plus simples que ceux presentes par Panda, Dutt et Nicolau. Par contre, la methode 
d'estimation de performance presentee dans leur travail est superieure a celle de 
MemoryOptimizer. II serait done approprie de tenter d'adapter leur methode 
d'estimation a MemoryOptimizer. 
5.6. Rencontre des requis 
L'outil de partitionnement de memoire et d'exploration de la memoire cache 
MemoryOptimizer doit rencontrer un nombre de requis tel qu'enonce a la section 1.3. La 
plupart de ces requis sont evalues de facon qualitative puisque seules les mesures de 
performance peuvent etre evaluees quantitativement. 
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L'objectif principal de 1'outil est de permettre d'effectuer automatiquement le 
partitionnement de memoire et 1'optimisation de la memoire cache dans un systeme sur 
puce. Les resultats de 1'optimisation de la hierarchic de memoire pour deux applications 
presentees a la section 5.2 sont concluants. II est done possible de determiner 
automatiquement le contenu de la memoire locale ainsi que minimiser la taille de cette 
derniere. De plus, la configuration de cache la plus appropriee est determinee pour les 
caches d'instructions et de donnees. 
L'utilisation de 1'outil afin d'optimiser la hierarchie est egalement plus rapide que la 
methode manuelle. En effet, l'optimisation de la configuration des memoires cache peut 
necessiter plusieurs dizaines de simulations pour determiner la configuration optimale 
alors qu'il n'en faut qu'une pour permettre a 1'outil de determiner automatiquement la 
performance de chaque configuration de cache. Le temps d'execution de 1'outil est 
environ 5 fois plus rapide que la simulation comme le demontre le Tableau 5.4. 
Tableau 5.4 Temps de simulation et d'exploration pour Dhrystone 
Nb Temps d'execution de la Temps d'execution de 1'outil d'exploration 
Iterations simulation (s) architecturale (s) 
10000 287,3 41,4 
25000 596,0 112,3 
50000 1209,6 203,8 
100000 2562,5 410,0 
200000 5131,2 837,1 
400000 10420,2 1766,0 
L'outil d'optimisation est relativement independant de la plateforme de simulation. En 
effet, il ne necessite que des fichiers de trace, le fichier ELF ainsi que les programmes 
permettant d'effectuer la lecture du fichier ELF. La plateforme de simulation doit 
egalement permettre de respecter la configuration assumee par l'outil, e'est-a-dire la 
configuration processeur, memoire locale, memoire cache, bus et memoire externe. II 
suffit done principalement de porter l'outil de trace d'execution sur une autre plateforme 
et l'outil d'optimisation pourra alors etre utilise. 
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L'outil de trace peut facilement etre integre a d'autres processeurs. Comme il fut enonce 
a la section precedente, certains ajustements sont necessaires si le processeur n'est pas 
32 bits et si la taille minimale des lignes de cache n'est pas de 4 mots. Mis a part ces 
modifications, il est possible d'utiliser facilement l'outil de trace a l'aide de l'API fourni. 
L'interface graphique permet de simplifier le processus d'exploration architecturale. 
Tout d'abord, l'utilisateur n'a pas a entrer les parametres en mode texte mais peut 
utiliser des artefacts graphiques connus comme des boites de texte ou des menus 
deroulants. De plus, l'interface graphique permet de visualiser les resultats sous forme 
de graphiques, ce qui permet a l'utilisateur d'avoir une vue d'ensemble facile a 
comprendre. 
L'integration dans la plateforme SPACE ne devrait poser que peu de problemes. Le 
modele du MicroBlaze peut etre utilise tel quel dans la librairie SPACE. Par contre du 
cote de SpaceStudio, il est necessaire de concevoir les mecanismes qui permettront de 
configurer le MicroBlaze et le cache. Les liens XCL doivent egalement etre supportes 
par l'environnement de developpement. 
L'integration de l'interface graphique peut se faire assez aisement. Les API et les classes 
sont bien documented et l'interface graphique constitue en elle-meme un exemple 
d'integration des classes CMemoryEvaluator et CCacheEvaluator dans un 
environnement. Par contre, si un grand degre d'integration entre SpaceStudio et 
l'interface graphique est requis, il pourrait devenir necessaire de recoder plusieurs 
parties de l'interface graphique afin de l'lnformer automatiquement de la configuration 
du systeme modelise. Ceci permettrait de minimiser les donnees devant etre specifiers 
par l'utilisateur lorsque celui-ci desire optimiser son systeme. 
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CONCLUSION ET TRAVAUX FUTURS 
Avec la tendance a 1'integration d'un nombre grandissant de processeurs dans les SoC, 
l'utilisation efficace de la memoire integree a ces SoC devient un enjeu important afin 
de maintenir la performance. De nouvelles methodes permettant d'exploiter au 
maximum le potentiel de ce type de memoire sont done necessaires et les travaux 
effectues dans ce domaine le prouvent. 
Les differents concepts relies a ce domaine ont d'abord ete exposes. Les concepts de 
memoire locale et de caches ont ete expliques, suivis des differentes methodes 
d'optimisations publiees dans la litterature. Par contre, ces methodes se concentrent 
majoritairement sur 1'optimisation de la memoire locale ou de la memoire cache. Un 
seul ouvrage proposait une methodologie permettant d'optimiser les deux types de 
memoire. 
Un modele du processeur MicroBlaze, integre a la plateforme SPACE, a ete presente. Ce 
modele de processeur permet d'evaluer de facon plus precise le comportement du 
systeme que 1'ISS deja existant dans SPACE. A ce modele de processeur, un mecanisme 
de recueil de trace a ete adjoint. Cette trace permet de connaitre l'ensemble des acces a 
la memoire effectues par le processeur et forme le point de depart de l'outil 
d'exploration architecturale de la hierarchie de la memoire. 
Par la suite, l'outil MemoryOptimizer a ete introduit. Cet outil, se basant sur des travaux 
anterieurs, permet d'effectuer a la fois un partitionnement de memoire et d'optimiser la 
configuration des memoires caches. Ainsi, la taille de la memoire utilisee sur le FPGA 
est reduite tout en offrant de meilleures performances que lorsque la memoire externe 
seule est utilisee. De plus, cette reduction de taille permet au concepteur d'integrer plus 
de processeurs sur un MPSoC tout en maintenant une bonne performance. 
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Pour une application donnee, 1'utilisation du partitionnement de memoire et de 
T optimisation du cache permet de reduire par un facteur de pres de 8 la taille de la 
memoire integree utilisee. De plus, cette reduction de la taille de la memoire se fait avec 
un impact negligeable sur la performance puisque cette performance ne diminue que de 
5%. L'outil MemoryOptimizer permet done d'utiliser de facon efficace la memoire 
integree en tirant profit d'une combinaison de memoire locale et de memoire cache. 
Travaux futurs 
La presence de l'outil MemoryOptimizer ouvre un grand nombre de possibilites, tant a 
la plateforme SPACE que de facon independante. II devient maintenant possible de 
determiner automatiquement les tailles optimales des caches ainsi que le contenu et la 
taille de la memoire locale. Parmi les travaux d5integration on retrouve : 
1. Integration de 1'ISS et de l'outil de trace dans la librairie SPACE et utilisation de 
MemoryOptimizer independante de SpaceStudio. MemoryOptimizer n'est pas 
integre a SpaceStudio et opere de facon independante. 
2. Integration de PISS, de l'outil de trace dans la librairie SPACE et integration 
complete de MemoryOptimizer dans SpaceStudio. MemoryOptimizer peut done 
acceder a la configuration du systeme et il devient alors possible de reconfigurer 
automatiquement le systeme apres l'exploration architecturale. 
3. Port de l'outil de trace et de MemoryOptimizer afin de supporter un processeur 
different ou une plateforme de simulation autre que SPACE. 
4. Combinaison des algorithmes d'exploration architecturale avec les travaux de 
partitionnement automatique de Laurent Moss [65]. 
L'outil meme n'est par contre pas sans faute et plusieurs ameliorations peuvent etre 
apportees. Des ameliorations au niveau algorithmique ont ete discutees au chapitre 5 
mais d'autres ameliorations peuvent egalement etre apportees a l'outil. Parmi ces 
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ameliorations, il y a d'abord revaluation et le perfectionnement de la division du travail 
en taches. En effet, bien que les calculs aient ete divises en taches, 1'effet de cette 
division n'a pas ete etudie. A la lumiere de cette etude, il serait done possible de 
caracteriser le comportement et d'ameliorer cette division des calculs. L'algorithme 
d'optirnisation de la memoire cache pourrait tout particulierement beneficier d'une telle 
amelioration puisque pour 1'instant, seules deux taches sont utilisees afin de paralleliser 
la simulation des caches. 
II serait egalement tres interessant d'explorer des hierarchies de memoire plus 
complexes que celles supportees par l'outil. Une hierarchie employant une memoire 
cache unifiee de deuxieme niveau serait particulierement interessante a explorer. Dans la 
meme avenue, une architecture comportant une memoire locale connectee au bus au lieu 
d'etre connectee directement au processeur, serait egalement interessante puisque cela 
signifierait que le cache serait en moyenne plus rapide que cette memoire. 
II serait egalement possible d'approcher le probleme sous un autre angle. Au lieu 
d'effectuer d'abord le partitionnement avec une limite de memoire et ensuite 
1'optimisation de la memoire cache, une approche alternative serait d'effectuer une 
exploration architectural sur les deux types de memoire a la fois et l'utilisateur pourrait 
specifier une taille globale maximale de memoire a utiliser. L'algorithme pourrait alors 
determiner la taille optimale de memoire locale et de memoire cache en respectant cette 
taille. Cette approche rejoint les travaux realises par Panda, Dutt et Nicolau dans [28]. 
Ensuite, 1'interface graphique pourrait etre grandement modifiee afin de la rendre plus 
conviviale a utiliser. II serait done possible de simplifier les options presentees a 
l'utilisateur et d'implementer des fonctionnalites pouvant lui simplifier la vie comme la 
sauvegarde des resultats dans un fichier. 
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Finalement, un dernier travail, tres important, a effectuer serait d'evaluer la performance 
des configurations generees par l'outil dans un systeme sur FPGA. Dans le present 
travail, les configurations n'ont ete testees qu'en simulation. Bien que tous les efforts 
possibles on ete faits afin de s'assurer de la precision des resultats en simulation, il reste 
qu'il est imperatif de tester ces configurations sur un systeme reel. 
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ANNEXE A 
DIAGRAMMES DE CLASSES 
A. 1.Classes du partitionnement de memoire 
La phase de partitionnement de memoire est composee d'une trentaine de classes et 
interagit avec une demi-douzaine de classes et d'interfaces supplementaires. La Figure 
5.7 illustre les classes directement impliquees dans le partitionnement de memoire dans 
un diagramme de classe simplified 
La classe CMemoryEvaluator est la classe principale du sous-systeme de 
partitionnement. Elle permet de gerer les differents processus et les interactions entre 
ceux-ci. CMemoryEvaluator utilise plusieurs classes pour effectuer le travail de lecture 
du fichier ELF, de lecture des fichiers de trace, de profilage, de generation du script de 
l'editeur de liens et d'ecriture des fichiers de trace de cache. Par contre, elle effectue 
elle-meme le travail de relocalisation des symboles, d'estimation de performance et 
genere le contenu des fichiers de trace de cache. 
Les classes CELFInfo et CELFInfoLoader permettent respectivement de stocker et de 
lire les symboles (CELFSymbol) et les sections (CELFSection) contenus dans un 
fichier ELF. La classe CELFInfoLoader en particulier lit le fichier ELF, etablit les 
relations entre les symboles et les sections et stocke ces informations dans des structures 
contenues dans la classe CELFInfo. La classe CELFInfo permet de stocker ces 
























Figure 5.7 Diagramme de classes simplifie du partitionnement de memoire 
La lecture des fichiers de trace s'effectue a l'aide des classes 
CMemoryProfileFileAccess et CCacheProfileFileAccess qui derivent toutes deux de 
la classe de base CProfileFileAccess. Ces classes permettent de lire l'en-tete de fichier 
(CMemoryProfileFileHeader ou CCacheProfileFileHeader) et de lire les entrees 
(compressees ou non) contenues dans le fichier de trace. Chaque entree de trace lue est 
chargee sous la forme d'une instance des classes CMemoryProfileFileEntry ou 
CCacheProfileFileEntry. Ces classes permettent done d'abstraire le format des fichiers 
de traces et de simplifier Faeces aux entrees. 
Les profils d'execution quant a eux sont construits a l'aide des classes 
CInstructionProfileProcessor et CDataProfileProcessor. Chacune de ces classes 
derive de la classe CMemoryProfileProcessor qui derive a son tour de la classe Thread. 
Ceci permet a ces classes d'executer les operations de profilage dans leur propre fil 
d'execution. Les informations de profilage resultantes sont stockees dans un objet de 
type CMemoryProfile. 
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La classe CMemoryProfile contient 1'information de profilage pour chaque symbole 
rencontre durant la lecture du fichier de trace. Cette information est stockee sous la 
forme d'une liste d'objets CMemoryProfileEntry. Ces objets contiennent un lien vers 
le symbole (situe dans la classe CELFInfo) auquel Pobjet refere ainsi qu'un compte des 
acces en lecture et en ecriture. La liste est triee dans un ordre decroissant, les symboles 
les plus utilises sont situes au dessus de la liste et les symboles les moins utilises sont 
situes au bas de la liste. Les symboles qui ne sont pas accedes dans la trace ne se 
retrouvent pas dans cette liste. 
La classe CLinkerScriptGenerator ainsi que les classes qui lui sont reliees (non 
representees sur la Figure 5.7) permettent de generer le fichier script de l'editeur de liens 
qui permettra de relocaliser les symboles en memoire locale. Ce sous-systeme est decrit 
en details a la section 4.2.7. Finalement, 1'interface IProgressUpdater permet 
d'informer 1'interface graphique (si elle est presente) de la progression de 1'analyse. 
A.2.Classes de la generation de script de l'editeur de liens 
Le partitionnement de memoire utilise la classe CLinkerScriptGenerator afin de 
generer le fichier script de l'editeur de liens correspondant au nouveau partitionnement 
de memoire. A l'aide de cette classe, l'algorithme de partitionnement peut specifier les 
symboles a relocaliser ainsi que la taille de la pile et du tas. 
Le systeme de generation du script de l'editeur de liens (Figure 5.8) permet de generer 
un script specifique a un processeur en heritant de la classe CLinkerScriptGenerator et 
en implantant un certain nombre de methodes ainsi qu'en specialisant la classe 
CLinkerScriptStartupElement. A l'aide de ce systeme, il est possible d'ajouter un 
nombre arbitraire de sections et de memoires au script de l'editeur de liens ainsi que de 
specifier la taille de la pile et du tas. Finalement, il est possible de specifier 
l'emplacement en memoire de l'ensemble des sections definies. 
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La classe CLinkerScriptGenerator contient une liste d'elements de type 
CLinkerScriptElement. Ces elements peuvent etre une ou des definitions, le point de 
depart de 1'executable, le bloc de declaration des memoires ou le bloc de declaration de 
sections. L'element CLinkerScriptMemoriesElement contient a son tour une liste des 
memoires disponibles dans le systeme. L'element CLinkerScriptSectionsElement, 
quant a lui, contient les donnees a contenir dans le bloc de sections sous la forme d'une 
liste de CLinkerScriptSectionElement et contient done des elements de definition d'un 
symbole sous la forme d'un objet de type CLinkerScriptSectionElementDefine ainsi 

















Figure 5.8 Diagramme de classes du generateur de scripts de l'editeur de liens 
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L'objet CLinkerScriptSectionElementSection peut a son tour contenir un certain 
nombre d'enonces. Ces enonces specifient un alignement, une assignation de valeur a un 
symbole, un assignation de deplacement a un symbole ainsi qu'un enonce specifiant 
l'objet a inclure dans cette section. Cet objet constitue generalement une section definie 
dans un fichier objet. 
Finalement, chaque classe impliquee dans la generation du script de l'editeur de liens 
implemente la methode toStringQ. Cette methode est appelee recursivement par les 
objets et permet de generer le script sous la forme d'une chaine de caracteres qui peut 
ensuite etre ecrite dans un fichier. 
A.3.Classes de 1'optimisation du cache 
En accordance avec la simplicite du flux des donnees, le diagramme de classes (Figure 
5.9) correspondant est egalement simple et ne comprend qu'une dizaine de classes. La 
classe principale est la classe CCacheEvaluator qui effectue la creation des taches de 
simulation, la lecture des fichiers de trace, l'estimation de la performance et la selection 
des meilleures configurations de cache. 
Afin de lire la trace, CCacheEvaluator utilise la classe CProfileFileAccess qui permet 
la lecture d'un fichier de trace de cache compresse. Chaque entree lue dans la trace est 
representee par un objet de type CProfileFileEntry. II est egalement possible de lire 
l'en-tete de fichier qui est alors charge dans un objet CCacheProfileFileHeader. 
L'algorithme de simulation des caches, base sur le principe d'inclusion, est implemente 
dans la classe CCacheAnalysisThread qui permet done d'evaluer plusieurs 
configurations de cache en parallele. Cette classe lit les acces (CCacheAccess) a simuler 
en provenance de CCacheEvaluator (via une FIFO synchronised) et effectue la 
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Figure 5.9 Diagramme de classes simplifie de l'optimisation de memoire cache 
Chaque configuration de cache est representee par une instance de la classe 
CCacheModel. Cette classe modelise une cache de type acces direct et permet de 
specifier un grand nombre de parametres : taille du cache, taille d'une ligne de cache, 
plage d'adresses a cacher ainsi que les differentes latences d'acces. Puisque seuls les 
adresses accedees sont necessaires pour la simulation, le tableau des tags est suffisant et 
le contenu du tableau des donnees en cache n'a pas a etre simule. Ce tableau de tags est 
compose d'objets de type CCacheTagEntry qui contiennent Petiquette ainsi que les 




Afin de simplifier Futilisation des outils de partitionnement de memoire et 
d'optimisation des memoires cache, une interface graphique a ete developpee. A l'aide 
de ce GUI, il est possible de specifier le fichier ELF, les fichiers de trace a analyser ainsi 
que les differents parametres d'analyse. Finalement, l'interface permet de demarrer 
l'optimisation et d'afficher les resultats sous forme de graphiques, de tableaux et de 
texte. 
BJ.Flot 
Le flot d'utilisation de l'interface graphique consiste d'abord a configurer puis a lancer 
le processus d'optimisation de la hierarchie memoire. Lorsque cette optimisation est 
terminee, les resultats globaux, de meme que les resultats specifiques au partitionnement 
de memoire et a l'optimisation du cache, sont affiches. L'utilisateur peut alors 
sauvegarder le script de l'editeur de liens genere par le partitionnement de memoire et 
prendre en note la configuration recommandee par Foutil. A l'aide de ces informations, 
le systeme sur puce peut etre reconfigure par l'utilisateur et simule a nouveau. 
B.l.l. Configuration 
Avant de pouvoir demarrer l'optimisation de la hierarchie memoire, il est necessaire de 
specifier plusieurs parametres, comme le fichier ELF utilise lors de la simulation, les 
fichiers de trace generes par cette meme simulation, la taille maximale de la memoire 
locale, etc. Cette etape de configuration est activee en creant une nouvelle session 
d'optimisation (Figure 5.10). Cette action affiche la fenetre de configuration (Figure 
5.11) et l'utilisateur peut alors choisir s'il desire effectuer soit l'operation de 
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partitionnement de memoire, soit 1'optimisation de la memoire cache ou les deux. Si 
l'utilisateur selectionne le partitionnement de memoire, il doit specifier dans les cases 
appropriees les fichiers de trace de memoire. 
* File 1 Edit i--Windb*» Help 
If | Recommended Heap 5ise 
]' ' Recommended Stack 5i2e, 
: 5! Symbols m local memory 
I. Symbol f Section 
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Size (bytes) ~i 
Figure 5.10 Creation d'une nouvelle session d'optimisation 
Par contre, s5il selectionne uniquement Foptimisation de la memoire cache, il doit 
specifier les traces de cache dans les cases appropriees. Dans le cas ou l'utilisateur desire 
effectuer les deux operations, il n'a qu'a specifier les traces de memoire puisque les 
traces de cache seront generees automatiquement par le processus de partitionnement de 
memoire. 
Lorsque l'utilisateur selectionne le partitionnement de memoire, des options 
supplementaires sont activees. Le pourcentage de couverture peut etre modifie (la valeur 
par defaut est de 90%) et la taille maximale de la memoire locale peut etre changee. 
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Figure 5.11 Fenetre de configuration 
Finalement, les memoires disponibles dans le systeme sont ajoutees par l'utilisateur. Ce 
dernier doit specifier le nom de la memoire qui apparaitra dans le script de l'editeur de 
liens, 1'adresse de depart de la memoire et la taille de celle-ci. La derniere option est le 
type de memoire : locale ou externe. Les symboles devant etre places en memoire locale 
seront places dans la memoire de type locale et de meme pour les symboles devant etre 
places en memoire externe. 
Lorsque la configuration est terminee, l'utilisateur appuie sur le bouton OK et 
l'optimisation peut demarrer si les options choisies sont toutes valides. L'optimisation 






Figure 5.12 Fenetre indiquant la progression de I'optimisation 
B.1.2. Resultats 
Lorsque l'etape d'optimisation est terminee, les fenetres de configuration et de 
progression font place a la fenetre des resultats (Figure 5.13). Cette fenetre presente les 
resultats du partitionnement effectue et de l'optimisation des memoires cache. Dans le 
premier onglet nomine Overview, on retrouve l'essentiel de la nouvelle configuration 
memoire. La taille de la memoire locale est affichee de meme que la taille des deux 
memoires cache. Ensuite, F acceleration estimee tenant compte du partitionnement et des 
caches est affichee. De plus, les tailles du tas et de la pile sont presentees. Ensuite, on 
retrouve le tableau des symboles relocalises en memoire locale et fmalement un 
graphique illustrant le nombre estime de cycles. 
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Figure 5.13 Fenetre des resultats - Survol 
Le deuxieme onglet, nomme Memory (Figure 5.14), presente les resultats specifiques au 
partitionnement de memoire. Dans le premier sous-onglet, Results, on retrouve 
sensiblement les memes informations presentees a l'onglet de survol des resultats. Le 
tableau des symboles relocalises est d'abord presente. Ce tableau affiche chaque 
symbole qui doit etre relocalise, la section dans laquelle ce symbole se retrouve ainsi que 
la taille du symbole. On retrouve ensuite la taille suggeree du tas et de la pile ainsi que la 
taille de la memoire locale. L'acceleration estimee et le graphique du nombre estime de 
cycles sont egalement affiches. Par contre, l'acceleration et le graphique ne tiennent 
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Figure 5.14 Sous-onglet des resultats de partitionnement 
Le deuxieme sous-onglet presente les resultats du profilage sous la forme d'un 
graphique a barres. Le nom de chaque symbole ainsi que son temps relatif est affiche et 
trie en ordre decroissant. L'utilisateur peut ainsi comparer ce profilage avec les 
symboles relocalises en memoire locale pour confirmer les decisions de l'algorithme de 
partitionnement. Si l'utilisateur decide que les symboles relocalises ne sont pas a sa 
satisfaction, il est libre de modifier manuellement le script de l'editeur de liens presente 
dans le troisieme sous-onglet Linker Script. II peut ensuite sauvegarder sur le disque ce 
fichier script afin de l'utiliser lors de la prochaine compilation de son logiciel. 
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Figure 5.15 Sous-onglet de profilage des symboles 
Le dernier onglet presente les resultats de l'optimisation des memoires cache. Le sous-
onglet Results (Figure 5.16) presente les resultats sous la forme de deux tableaux. Le 
premier tableau presente les configurations des caches d'instructions tandis que le 
deuxieme tableau presente celles des caches de donnees. Chaque entree dans ces 
tableaux contient la configuration du cache selon le format « taille de la cache en octets/ 
taille des lignes de cache en mots». Le resultat de la configuration est ensuite donne 
suivi de l'acceleration estimee pour cette configuration. Finalement, la latence totale 
d'acces au cache est presentee et le pourcentage de succes et d'echecs sont presentes. La 
configuration presentant le meilleur resultat du tableau est surligne en vert et indique la 
configuration choisie par l'algorithme. 
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Figure 5.16 Onglet de resultats de l'optimisation des memoires cache 
Les trois derniers sous-onglets de l'onglet Cache presentent le resultat (Figure 5.17), 
1'acceleration et la latence estimee sous la forme de graphiques. Sur chaque graphique 
on retrouve la liste des configurations de cache (instructions ou donnees selon la 
selection au bas de la fenetre) a l'ordonnee et la metrique a l'abscisse. Le sous-onglet 
Score chart, Speedup chart et Latency chart presentent le resultat, l'acceleration et la 
latence estimee, respectivement. 
A l'aide de ces onglets il est done possible de visualiser graphiquement les metriques de 
performance de chaque configuration de cache. Selon les resultats presentes, si 
1'utilisateur n'est pas satisfait de la configuration choisie par Falgorithme, il possede 
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alors toutes les donnees de performance necessaires afm d'effectuer un choix eclaire. II 
peut done decider que les caches offrant les meilleures performances, peu importe leur 
taille, sont la configuration la plus desirable. 
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Figure 5.17 Sous-onglet des resultats des configurations de cache 
B.1.3. Classes 
L'interface graphique est composee d'un bon nombre de classes. La classe principale est 
CMemoryOptimizerMain qui gere les fenetres de configuration, de resultats et de 
progression en plus de demarrer les processus d'optimisation et de recueillir les resultats 













Figure 5.18 Diagramme de classe des classes principales du GUI 
La fenetre de resultats (CResultsWindow) est composee de trois onglets de resultats: 
survol, partitionnement de memoire et optimisation des caches. Chacun de ces onglets 
herite de la classe CResultTab qui implemente les fonctionnalites communes pour tous 
les onglets et sous-onglets de l'lnterface graphique. Les onglets sont contenus dans un 
objet TabFolder (classe faisant parti de SWT) dans CResultsWindow. Finalement, afin 
de permettre l'acces en ecriture aux donnees a afficher, la classe expose un certain 

















Figure 5.20 Diagramme de classe des onglets 
Chaque objet heritant de CResultTab contient un objet TabFolder qui lui permet de 
contenir ses propres sous-onglets. Dans le cas de COverviewMainResultTab, cet objet 
ne contient aucun sous-onglet puisque toute 1'information peut etre presentee sur une 
seule page. 
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CMemoryMainResultTab, qui presente les resultats du partitionnement de memoire, 
contient trois sous-onglets. Le premier, CResultsMemoryResulfTafo presente les 
recommandations de 1'algorithme de partitionnement de memoire. Le deuxieme sous-
onglet, CProfileMemoryResuItTab, se charge de presenter les resultats de profilage 
tandis que le dernier sous-onglet, CLinkerScriptMemoryResultTab, affiche le script 
de Pediteur de liens et permet de le sauvegarder. 
Afm de supporter la sauvegarde de ce fichier, la classe CReplaceFileDialog est utilisee 
lorsqu'un fichier possede le meme nom que celui specifie par l'utilisateur comme nom 
du script. CReplaceFileDialog permet done d'afficher une fenetre de dialogue qui 
demande a l'utilisateur s'il desire ou non ecraser le fichier existant et retourne la 
decision a CLinkerScriptMemoryResultTab. 
CResuItTab 
| I CLInkerScriplMemory I 
I ResultTab | 
Figure 5.21 Diagramme de classe des sous-onglets de partitionnement de memoire 
Finalement, l'onglet presentant les resultats de l'optimisation de cache, 
CCacheMainResultTab, contient quatre sous-onglets. Le premier sous-onglet, 
CResultsCacheResultTab presente les resultats combines pour toutes les 
configurations de cache. Les trois autres sous-onglets, CScoreChartCacheResultTab, 
CSpeedupChartCacheResultTab et CLatencyChartCacheResultTab, presentent 











Figure 5.22 Diagramme de classe des sous-onglets d'optimisation de cache 
ANNEXE C 
RESULT ATS DE PROFILAGE 
C.l.Dhrystone 







Proc_8(int*, int (*) [50], int, int) 
Proc_7(int, int, int*) 




























































































































































































































































































































































































































































fixsfs 1 cu 0 a °1 
1 C
M
 unpac 1 c 
'5 E 
c_av_ mallo 1 
allinfo 




 extern 1 0 "c3 £ 
X
 
3 obal_ctors_a do_gl I 









tartl CO 1 
ummy f ramed 






dcache aze_enable_ icroBl 
2 
icache aze_enable_ icroBl 
§ 
3d_mem c_max_sbrk< mallo I 
mem cmaxto ta l mallo 1 
csbrkbase mallo I 
0 c 0 
c_top_pad mallo I 
ond nesPerSec Dhrysto; 
conds icrose 
s 
3UI 5 CD P 
clock mallo I 
cunlock mallo 1 
azeinitdcacherange icroBl 
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Proc_8(int*, int (*) [50], int, int) 















Next Ptr Glob 





Proc_8(int*, int (*) [50], int, int) 
Func_2(char*, char*) 





Ch 2 Glob 
















































































































































































































































mal lo c_top_pad 






Proc_8(int*, int (*) [50], int, int) 
Func_2(char*, char*) 





Ch 2 Glob 
Arr_l_Glob 
Int Glob 




















































































































































































































SWBus::ModuleWrite(unsigned char, unsi; 
unsigned long, void*, unsigned long) 
SWBus::ModuleRead(unsigned char, unsij 























, unsigned char, 
unsigned char, 
unsigned char SpaceBaseModule::ModuIeRead<short>(unsigned 
char, unsigned char, unsigned long, short*, unsigned char) 
unsigned char SpaceBaseModule::ModuleWrite<short>(unsigned 




char, unsigned long, void*, unsigned char) 
SpaceBaseModule::ModuleWriteInternal(unsigned 
char, unsigned long, void*, unsigned char) 
DisplayPutNumber 
rodatastart 











































































































































unsigned char SpaceBaseModule : :ModuleRead<unsigned 
long>(unsigned char, unsigned char, unsigned long, 
unsigned char) 
unsigned char SpaceBaseModule: 
unsigned long*, 
:ModuleWrite<unsigned 





















IQTZ::IQTZ(sc_module_name, double, s 










































































































































































SemPoo 1: :Initial ize() 
nedf2 
FreeQPoo 1: rlnitial ize() 
_subdf3 
SpaceBaseModule::SpaceBaseModule(sc_module_name, double, 







IDCT::IDCT(sc_module_name, double, sctimeunit , unsigned 
char, unsigned char, bool) 
sc_module::sc_module(sc_module_name const&, unsigned char, 





HALRegisterModule(unsigned char, unsigned char) 
OSStart 
OSEventFreeList 






























































































































































































































































































































Tableau 5.10 Symboles en memoire locale pour IDCT - 2K-2K/8-1K/8 
Symbole Section Taille Taille Temps Temps 






























































































jn memoire locale pour IDCT - 4K-2K/8-1K/8 
Section 











unsigned char, unsigned char, 
long, void*, unsigned long) 
SWBus::ModuleRead(unsigned 
unsigned char, unsigned char, 
long, void*, unsigned long) 
OS_CPU_SR_Save 















































































































































































Tableau 5.13 Symboles en memoire locale pour IDCT - 16K-2K/8-2K/8 
Symbole 
EntryClassPool::EntryClassPoolTb! 






















unsigned char, unsigned 





Tableau 5.14 Symboles i 
Symbole 


































en memoire locale | 
: 
SWBus::ModuleWrite(unsigned char, unsigned 
char, unsigned char, 
unsigned long) 
SWBus::ModuleRead( 
char, unsigned char, 
unsigned long, void*, 
unsigned char, unsigned 




























































































































































































































































































































































































































RESULTATS DE SIMULATION DE CACHE 
D.l.Dhrystone 











































































































































Tableau 5.16 Resultats de la cache de donnees pour Dhrystone - 0K-2K/8-1K8 






































































































































Tableau 5.17 Res u I tats de la cache d'instructions pour Dhrystone - 2K-1K/4-128/4 





































































































































Tableau 5.18 Resultats de la cache de donnees pour Dhrystone - 2K-1K/4-128/4 






























































































































































































































































































































































































































Tableau 5.21 Resultats de la cache d'instructionss pour Dhrystone - 8K-1K/4-64/4 





































































































































Tableau 5.22 Resultats de la cache de donnees pour Dhrystone - 8K-1K/4-64/4 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tableau 5.34 Resultats de la cache de donnees pour IDCT - 32K-2K/8-2K/8 



































































nps (cycles) Succes (%) Echecs (%) 
1165057 54.926 45.074 
975840 64.054 35.946 
597462 82.307 17.693 
457301 92.448 7.552 
443259 93.126 6.874 
338175 99.885 0.115 
338098 99.890 0.110 
338063 99.891 0.109 
338056 99.892 0.108 
338056 99.892 0.108 
338056 99.892 0.108 
1902086 46.861 53.139 
1758899 51.258 48.742 
1186250 68.838 31.162 
855909 78.978 21.022 
833722 79.659 20.341 
668590 86.418 13.582 
338128 99.942 0.058 
338084 99.944 0.056 
338073 99.944 0.056 
338073 99.944 0.056 
338073 99.944 0.056 
