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INTRODUCTION 
Deux des principaux champs d'investigation de la chimie 011-
ganique sont l'analyse et la synthèse de produits organiques. L'· 
analyse identifie les composés chimiques; la synthèse tente de 
produire de nouvelles molécules en faisant réagir des substances 
cmmues et disponibles (et des composés déjà synthétisés). Les 
deux champs sont complémentaires; le chimiste recourt, en effet, 
à l'analyse pour vérifier et identifier les substances qu'il a 
spithétisées. 
ses: 
Les problèmes en synthèse peuvent @tre divisés en deux clas-
CLASSE I: on donne un produit de départ A et on étudie s,es 
propriétés, notamment les réactions possibles; 
Cas particulier: partant d'un produit de départ A et d'une 
stru.cture cible T, on désire connaitre un 
chemin réactionnel optimal permettant de 
passer de A à T; 
CLASSE II: connaissant une stro.cture cible T, on désire 
trouver les précurseurs possibles de T~· 
En pratique, une synthèse exiges 
1: le choix d'une molécule à synthétiser (ce qui implique la des-
cription de sa structure); 
21 la formulation d'un ensemble de chemins de synthèse "valides"; 
'3.: la sélection des étapes individuelles de réaction et leur or-
donnancement pour exécution au laboratoire; 
4: l'exécution des synthèses et la vérification des résultats·; 
5: la révision des synthèses si nécessaires. 
Le but de la synthèse assistée est de voir l'aide que peut 
apporter l'ordinateur durant la deuxième phase (formulation des 
chemins). La. figure 1 donne un exemple de chemins trouvés par le 
programme de Barone (référence, 7) pour synthétiser un alky'l thi-
azole.i 
Supposons que nous ayons à synthétiser une molécule dénom-
mée "molécule cible" et notée T. Une façon d'aborder le problè-
me est de trouver toutes les réactions qui produisent directe-
ment T~1 Soient C.p c2, ••• , en les prédécesseurs.: possibles de T
1 
(figure 2 ): ils donnent T en une seule étape. Il s'agit ensuite 
de créer les molécules C 1 , C 2, ••• , en: C 11 , C 12, ••• , C 1 i sont 
les prédécesseurs de c1.- Cette procédure est répétée jusqu'à 1 1 
obtention d'un ensemble de molécules considérées comme substan-
ces disponibles en laboratoire. 
T 
figure 2 
Un chemin de synthèse est donc, par exemple: c11-.c1-. T. 
L'ensemble des chemins de synthèse forme un arbre de synthèse • 
. Si chaque molécule a, en moyenne, n prédécesseurs et si nous; 
utilisons une synthèse de k étapes, nous avons nk séquences pos-
sibles. Sin égale 40, nk, pour k=5, vaut 108 • Certains de ces 
chemins sont soit absurdes, soit inefficaces. Il existe plusieurs 
str atégies qui permettent de les éliminer et de choisir les che-
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moire n'est pas d'imaginer une nouvelle stratégie mais plutat de 
concevoir et, éventuellement, d'implémenter des outils de travail 
en synthèse. Ces outils ne sont valables que pour une synthèse 
où: 
1: les matériaux de départ sont des composés commercialisés; 
2: les composés; intermédiares peuvent ~tre nouveaux; 
3: les différentes étapes de synthèse correspondent à des réactian.s 
connues . 
Les outils suivants ont été considérés: 
- représentation d'une structure moléculaire; 
- base de données des composés organiques·. actuellement connus et 
répertoriés; 
- représentation d'une réaction; 
- base de données des réactions: existantes; 
- système bibliographique permettant de retrouver les références 
d'un composé ou d'une réaction; 
- gestion des produits dans un laboratoire; 
- acquisition et restitution de structures. 
La majorité des stratégies de synthèse étant basée sur les 
groupes fonctionnels et les cycles de la stru.cture éible, un der-
nier outil à considérer sera la reconnaissance. de ces deux enti-
tés structurales. 
Dans la première partie de ce travail, nous donnons unedéfi- . 
ni tion d '1me base de d-onnées: (BD) et introduisons l.es notions d:e 
BD informations et topologiques. 
Grâce à la théorie des graphes, nous décrivons, dans la deu-
xième partie, un modèle de BD topologiques après avoir étudié l.es, 
concept.s de structure et de réaction. 
Les troisième et quatrième parties contiennent la descrip-
tion d1mi modèle de BD informations et un exposé de scm implémen-
tation.· 
L'exploitation de la BD générale étant le résultat de l'ex-
ploitation conjuguée des BD topologiques et informations, nous 
étudierons dans cette partie une façon de relier des informations 
provenant de ces BD. 
Enfin, la cinquième partie comporte des méthodes de représen-
tation d'informations propres à la synthèse assistée et un algo-
rithme de reconnaissance de cycles dans une structure. 
UOTES: 
-· 
~ l'implémentation du système bibliographique, de la gestion des 
produits et de l'acquisition et restitution de structures a é-
té effectuée sur le matériel disponible au département de chimie: 
PDP 11/45 (64 K-mots) sous système de ma.ltiprogrammation 
RSX-11M, trois disques 2.400.000 caractères, deex bandes ma-
gnétiques 7-9 pistes, un écran graphique GT 42, deux vidéo, 
une télétype, un lecteur de cartes et une table traçante BENSON; 
- en appendice, le lecteur trouvera certaines définitions qui lui 
permettront de mieux saisir les a:spects de chimie organique et 
de théorie des graphes utilisés dans notre exposé. 
" 
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PREMIERE PARTIE BASES DE DONNEES 
INTRODUCTION 
Historiquement, on a laissé se multipier les fichiers spé-
cifiques à une application (figure 3 )'. P'ar la suite, on a pris 
conscience de la nécessité de gérer plus rationnellement cet en-
semble de données; une nouvelle approche a été définies la ban-
que de données (figure~). 
La principale caractéristique de cette approche est le ren-
versement de la hiérarchie traitement-données au profit des 
données.' Les données sont saisies et stockées indépendamment des 
programmes qui doivent les· traiter (programmes statistiques, de 
gestion, d'édition, etc.). 
Les avantages espérés d'une telle approche sont une meilleu-
re cohérence des résu1tats des différents traitements, un gain 
au niveau du travail de saisie·, de codage et de transmission des 
données, une réduction du volume des mémoires de stockage, suite 
à la suppression des redondances et une meil1eure disponibilité 
des données, pour l'ensemble des utilisateurs=. 
6 
_____ /Q 
1 donnée 1. I • ( saisie 1 • 1 traitement 1 
1 trai tementl 1 dmmée 21/1 saisie 1~ 
1 donnée 3 [ ,_t_r_ai_t_e_m-en_t __ t 
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1. Principe d'rme banque de données 
Une banque de données est la réunion de différents ensem-
bles d'informations en un système commun, caractériaé par un ens-
semble de relations et par l'adoption de règles communes au ni-
veau de la codification et par la mise au point de procédures d' 
interrogation et d'utilisation suffisamment générales pour ~tre 
aux besoins de différentes catégories d'utilisateurs~' 
Une banque de données est donc un ens.emble composé des. ~é-
ments suivants;: 
- une base de données; 
- un système de gestion de la base; 
- un système d'exploitation; 
- un ensemble de programmes d'exploitation. 
2.1 La base de données · 
C'est un système physique qui réunit en un ensemble cohérent 
des données nécessaires à plusieurs fonctions. Son élaboration 
nécessite de répertorier et de classer ensuite les informations 
à gérer en considérant les; besoins à satisfaire. 
Une base peut être constituée par un ensemble cohérent de fi-
chiers physiquement indépendants les uns des autres, mais liés lo-
giquement entre eux {figure 5 ). 
Une base peut ~tre aussi intégrée auquel cas les notions d' 
enregistrement et de fichier n'ont plus de réalité physique ; C'est 
le système de gestion qui organise la base et crée ,m ensemble 
d'informations formant les entités, ayant entre elles des relations 
explicites ·( figure 6 ) • 
La. structure "ensemble cohérent de fichiers" facilite les 
réponses nécessitant le simple balayage des fichiers, tandis que 
la structure "intégrée" est mieux adaptée aux réponses nécessitant · 
la sélection de groupements d'informations vérifiant certaines 







création de la 
base= définition 
des fichiers 
création de la 
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----· 1 •I 1 
figure 6 
sont supprimées et remplacées par des pointeurs. 
3. Les bases de données intégrées en chimie 
Il n'y a pas d'organisation type pour· les bases de données· 
intégréesz la nature des données est un facteur déterminant de 
l'organisation de la base. 
En chimie, les bases de données doivent prendre en compte 
des ~ormations dont le caractère original est fonction de 1 1 
objet propre de la chimie: la molécule. Les bases de données chi-
miques ne peuvent @tre organisées qu'autour du concept de molécu-
les on y trouve, en effet, des données et des informations qui 
sont toutes associées à des molécules& 
- des informations structurales, qui définissent les molécules 
9 
(formule développée, par exemple); 
- des informations textuelles, qui précisent les données numéri-
ques ou bibliographiques, ou les noms systématiques ou triviaux 
associés aux molécules; 
- des informations expérimentales, qui expriment certains compor-
tements (RMlf., RX, etc.). 
La distinction faite ci-dessus se matérialise par la défini-
tion de bases de données distinctes. Chacune de ces bases de don-
nées est relative à un type particulier d'informations homogènes 
(structurales, textuelles ou expérimentales), adapté au traite-
ment automatique. 
Nous nous limitona au cas où nous n'avons pas à traiter d' 
informations expérimentales. La base de données inclut donc: 
1.t une base de données "informations• (BDI): à chaque composé i-
dentifié par ·son numéro de régistre (NR) correspondent toutes 
les informations textuelles que l'on juge utiles de mémoriser 
(origine et disponibilité du produit, références bibliographi-
ques sur une structure, etc.); 
2: une base de données "topologique" (BDT): les informationa con-
cernant les structures des composés s:>nt mémorisées dans cette 
base et chaque composé est repéré grâoe à son numéro de régis-
tre.· 
10 
DEUXIEME PARTIE: BASE DE DONNEES TOPOLOGIQUES 
INTRODUCTION' 
La. chimie est particulièrement favorisée par rapport à d'au-
tres disciplines car ses concepts fondamentaux sont graphiques 
dans leur expression: 
- les structures (S) ou sous-structures (SS) sont, en effet, re-
présentées p~r des. formules développées qui traduisent intégra-
lement la topologie de la molécule, explicitent les paramètres 
structuraux de base (nature des liais,ons et des atomes, ••• ) et 
réfèrent à des informations complémentaires (stéréochimie, lon-
gueurs de liaison, ••• ); 
11 
- les byperstructures (HS) ou ensembles de structures chimiques 
liées entre elles par des relations fo::rmelles ou réactionnelles 
sont représentées naturellement par des diagrammes de corrélatiœis . 
Ainsi, on peut dire que le véritable langage naturel du chi-
miste est un langage graphique: les lettres oont les atomes ou les 
liaisons, les: mots les structures: ou les sous-structures, les phra-
ses les hyperstru.ctures. 
Les hyperstructures ne seront pas étudiées dans ce travaill 
(références 30, 31 ) • 
CHAPITRE I: REPRESENTATION DES STRUCTURES 
1 .• Graphes en chimie 
Le concept de graphe~ mathématiquement représenté par G(X,U) 
où X est l'ensemble des sommets et U l'ensemble des ar~tes joue 
,m. rOle naturel en chimie. 
Si la formuJ.e chimique prise dans soru ensemble est une re-
présentation naturelle d'une entité, on lui associe toujours ,me 
nomenclature dans le but d'arriver à une description linéaire qui 
peut être manipuJ.ée pour diverses opérations. Ce métalangage ne 
peut ~treréalisé qu'en identifiant la formule chimique à ,m gra-
phe approprié. La puissance de la théorie des graphes se trouve 
dans ses poss~bilités de description topologique utile pour trai-
ter des combinaisons d'atomes en termes d'entité. 
Afin de pouvoir utiliser correctement le concept de graphe 
12 
en chimie, il est nécessaire de le préciser -par la notion de chro-
matisme~· 
1. . :1. Chromatisme 
Un graphe chromatique est un graphe dont les son:n:nets X et les 
ar~tes U sont différenciés symboliquement par des "couJ.eurs". Un 
composé chimique peut donc être assimilé à un graphe chromatique 
dont les sommets sont les atomes et les ar~tes les liaisons, les 
colorations se référant à des concepts et des relations les unis-
sant.' On représente un composé chimique par: 
Gf(X,U,fx,fu) où - X est l'ensemble des sommets; 
- U est l'ensemble des ar~tes; 
- fx est la fonction qui, appliquée à ,m 
élément de x, exprime sa couleur; 
- fu est la fonction qui, appliquée à un 
élément de U, exprime sa couleur. 
Le. graphe G(X, U) est appelé le graphe topologique associé 
au graphe chromatique Gf(X,U,fx,fu)• En chimie, ce graphe topolo-
gique représente le squelette du composé. 
Un graphe chromatique partiel es-t un graphe où certains élé-
ments de X, de u, de fx, de fu sont indétenninés. Dans la stru.c-
ture de la figure 7, qui est un graphe chromattque partiel, les 
atomes X et Y sont indéterminés, de m~me que les liaisons CH à X 
et CH à Y. 
CH ....... x -CH -cH, ... 
3 2 ................ 
,y 
figurm 7 
1 ·:,2·. • Coloration 
L'utilisation du concept de graphe chromatique dans un cer-
tain domaine (D) exige un recensement ·de toutes les cou1eu.rs de 
ce domaine, c'est-à-dire TD. Ceci implique la détermination des 
ensembles d'arrivée TX et Tu des fonctions fx et fu dont les en-
sembles de définition sont X et u. 
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La fonction fx d'un graphe chromatique associé à un composé 
chimique prend ses valeurs dans l'ensemble TX des 105 éléments de 
la table préétablie et hiérarchisée conformément au numéro atomi-
que de Mendeleev. 
La fonction fu, quant à elle, prend ses valeurs dans l'en-
semble TU des divers types de liaisons qu'on trouve dans un compo-
sé: simple, double, triple, aromatique, tautomérique, dative, •••. 
1o3•; Chromatisme et topologie 
En chimie, chromatisme et topologie sont interdépendants.: la 
couleur d'un sommet dépend de la nature d'un atome. Ceci implique 
la détermination du nombre d'électrons de valence que cet atome 
échange avec son environnement. En termes topologiques,· on dira 
que la coloration d'un atome impose son degré maximum; Le degré 
d'un atome détermine indirectement certains types de coloration 
des atomes environnants. 
NOTE: le graphe chromatique d'une structure peut ~tre simplifié 
en décidant, par convention, d'exclure les atomes d'hydrogène 
(degré 1). Le résultat est un graphe "transparent" à partir du-
quel on peut reconstruire le graphe explicite. 
1.4. Terminologie 
Le tableau 1 donne une correspondance possible entre cer-
tains termes de la théorie des graphes et de la chimie ~ 
Théorie des graphes 
graphe chromatique 
graphe topologique 
sommet x EX 
couleur du sommet 
ar~te u~U 




chabe den ar@tes 











valeur de la liaison 
molécule acyclique 
cycle 
fermeture de cycle 
n-polyène 
n-annulène 










2·. i Représentation des structures 
Les représentations sont classées en trois catégories: les 
représentations matricielles qui rendent aisés les calculs de pro-
priétés physico-chimiques, les tables de connexions dans. lesquel-· 
les on spécifie tous les atomes de la molécule ainsi que les liai-
_ .. 
sons, les notations linéaires où l'on désigne les liaisons, les 
cycles et les groupes fonctionnels par une séquence de symboles 
moins nombreux que le nombre d'atomes. 
2.·1. Représentation matricielle 
2.1.1. Matrice topologique A 
Premier type: matrice topologique des ar~tea 
Aij=1 si l'ar~te i est adjacente à 1 1ar~te j. 
a b C d e f 
a 1 0 0 0 
eab 0 1 0 0 1 0 1 0 0 
d C (l 0 1 0 1 0 
0 0 1 0 1 
f 0 0 0 1 0 
graphe G matrice A associée 
figure 8 
La matrice, A correspondant à 1lll graphe G de m ar~tes est une 
matrice mxm symétrique dont le rang est le nombre d' ar~tes •' 
Deuxième type: matrice topologique des sommets 
A .. =1 si le sommet i est adjacent au sommet j. 
l.J 
16 
1 2 3 4 5 6-
1 o. 1 0 0 Q; 1 
1 602 
5 3 
2 1 0 1 0 0 0 
3 Q; 1 0 1 0 0 
4 0 0 1 0 1 0 
4 5 0 0 1 0 1 
6· 0 0 0 1 Q 
graphe G matrice A associée 
:figure 9 
La matrice A correspondant à un graphe G den sommets est 
,me matrice mm symétrique dont le rang est le nombre de sommets. 
Cette matrice A non seulement décrit l'ensemble de la struc-
ture mais permet le calcul de plusieurs propriétés physicochimi-
ques qui dépendent de la topologie: 
soit A la matrice topologique associée à un graphe G; 
1 1 
"' n 1 1.e polyn8me p(x) = det. A + x: E. =i~~ k 1x - où 
- E est une matrice uni té de m~me tail1.e que A., 
- x est une variable, 
- n est le nombre de sommets, 
- ki est le iè!e coe:fficient du polynOme, 
est appelé polyn~me caractéristique associé à G. 1 La figure10 dœme 
quelques exemples de polynOmes caractéristiques. 
c-c-c-c-c 
x5 - 5x3 + 5x - 2 
figure 10 
H C 1 3 
1 7 
En égalant ce polyn8me à o, on obtient l'équation polynomia-
le p(x) = 0 et n va.leurs propres (n = le nombre d'atomes). 
Il :faut noter que p(x) ne définit pas. biunivoquement le gra-
phe d1rm composé: deux graphes qui ne sont pas équivalents topolo-
giquement (c'est-à-dire non-isomorphiques) peuvent, dans certaines 
conditions, donner le meme polyn.Ome caractéristique et donc lem@-
me spectre de valeurs propres (:figure 11 ). Pour cette raison, il 
C C 1 2 3 4 1 1 
1 0 1 0 0 
2 0, û 1 1 
2 C ï\ } Q; 1 0 1. GÛC 4 0: 1 1 0 
3 4 C 3 4 C 
graphe G graphe G' p(x) 4 2 = X - .4X - 2x + 1 
figure11 
1 2 3 4 5 6, 
CH l 0 1 0 0 0 0 31 3 
2 1 Q, 1 1 1 Q 
2 5 6 3 0 1 0 0 0 0 J CH 2 CH 3 4 1 0 0 0 Û' 5 1 0 0 0 n· CH 3 61 0 o. 0 1 0 
graphe G matrice topologique 
équation caractéristique: 6 
- 5x4 + 3x2 X 
valeurs propres: - 2.075 - 0.8}5 o.o ) 
O•.O + 0.835 + 2.075 
figure 12 
1 8 
peut ~tre nécessaire de préciser· la matrice A: 
Aii ~ symbole atomique de l'atome i, 
A~j = valeur de la liaison entre l'atome i et l'atome j. 
1. 2 } 4 
1 C 1 Q 0 
c_c C 2 1 C 2 1 
1 2'\.73 3- Q. 2 C 1 
4 o., 1 1 c4 
graphe G matrice A associée 
c4 - 7C 2 + 4C + 1 
polyname caractéristique associé 
figu.re13 
Cette nouvelle matrice A caractérise bi,mivoquement le graphe 
associé G. 
La méthode de détermination du polynôme caractéristique .re-
pose sur un algorithme issu du théorème de Sachs (référence 2 ). 
Soient un graphe G den sommets et Sn :L'ensemble des sous.-graphes 
disjoints contenant n sommets ou un cycle de taille n. 
Théorème: les coefficients du po.lynOme caractéristique sont don-
nés par-: 
(I) {~: f. H>°2r 
où - 1 = nombre de composantes simplement connexes de 
chaque sous-graphe associé, 
ilgoritbmea 
- n = nombre de sommets considérés p·our l'ensemble 
Sn' 
- r = nombre de cycles dans Sn• 
étape 1: construire les ensembles S, 
n 
étape 2: calculer k
0






k 0 = 1 
k 1 = 0 
s1 = 0 





s4 a l } 0 
k2 ~ (-1)120 + (-1)120 + (-1)120 + (-1)120 = -4 
~ = (-1) 121 = -2 
k4 = (-1)
22° = 1 
polyneme caractéristique: x4 - 4x2 - 2x + 1 
2·.1.·2. Matrice d'incidence I 
601 a2 
e b 
5 C 3 
d 4 
graphe G 
Iij = 1_ si la jè!e ar~te est . incidente au i è!e 
sommet. 
a b C d e f 
:1 1 0 o. 0 0 
2 1 1 0 0 0 
3 0 1 1 0 0 
4 0 0 1 1 0 
5 0 0 1 1 
6 0 0 0 1 
matrice I associée 
figure 15 
La matrice I correspondant à un graphe de m arêtes et den 
sommets est une matrice mxm. 





entre A et I: 
soient - un graphe Gr de n sommets., et de m ar@tes, 
- I(G) la matrice d'incidence de G, 
- k(G) la matrice topologique de G, 
- L(G), la matrice formée en remplaçant les ar~tes de G par . 
des sommets tels que deux d I entre eux sont liés si les 
ar@tes correspondantes de G sont adjacentes, 
alors A(L(G).)l • I(G).I(G)t - 2.u , où '!t" signifie la transpo.sé·e 
d';une matrice et U la matrice unité m:xm. 
2.·1. 3.1 :Matrice des cycles .C 
a b C d e f g: h 
C1 1 0 0 0 0 1 1 0 
e C2 C2 0 1 0 0 1 ü 1 1 
C3 0 0 1 1 0 0 0 1 
c3 C4 1 1 1 1 1 1 0 0 
C4 
graphe G matrice C associée 
figure 16 
Pour une molécule ayant l cycles indépendants, la matrice C 
correspondant à son graphe G composé de m ar@tes est une matrice 
1xm..: 
Harary (référence 2 ) a démontré la relation suivante: 
c.~t: o (mod 2) pour tout graphe G. 
2.1.4~ Matrice des distances D 
Dij = nombre minimum d'arêtes nécessaires pour 
passer du sommet i au sommet j, 
= 00 s'il n'existe pas de chemin allant de 











1 2 3 4 5 6, 
0, 1 2 } 2 
1 0 1 2 3 
2 1 0 1 2 figure 17 
3 2 1 0 1 
3 2 1 0 
2 3 2 1 
matrice D associée 
La matrice D correspondant à un graphe G den sommets est 
une matrice nxn. 
2~11 .'5. Matrice de Hflckel H 
C'est une matrice (tridiagonale pour une molécule acyclique) 
où: - d.. n l'intégrale de Coulomb pour deux atomes adjacents, 
- P.,= l'intégrale correspondante de résonance entre ces 
deux atomes, 
- €' = une val0.1 r propre de 1 1 énergie pour ce système. 
Dan.s ,:..une théorie de Hflckel simplifiée, tous _les termes en o-.. sont 
égaux, ainsi que les termes en ~ : les liaisons sont considérées 
comme équivalentes (figure 18 ) • Le déterminant de la matrice s' 
appelle le détermina.nt séculair~. 
21 
On peut montr.er l'équivalence entre les matrices topologiques 
et les matrices de Httckel (référence 3 ) • Grâce à ce résu1 tat, 
nous pouvons tirer de la matrice A des propriétés physico-chimi-
ques , ; notamment: 
- l e calcul des orbitales moléculaires pour une valeur propre 
donnée d'une molécule, 
- le calcul de la densité de charge autour d'un noyau atomique, 
-
- etc.· ., • 
1 2 3 4 5 6 
1 1 d.-f_' r., 0 0 0 f.> 602 2 ~ cl.-f ~ 0 0 0 3 0 r., ~-E' B 0 0 5 3 
4 0 f.> d-e' f., 4 0 0 
5 0 0 0 ~ d-e.' B 
~ cl - f 1 6 (b 0 0 0 
graphe G matrice de HUckel associée 
figure 18 
-----
2.2. Table de connexions 
Les atomes de la structure sont d'abord numérotés de façon 
arbitraire. Une table d'identification est ensuite construite où, 
pour chaq_ue atome, nous indiq_uons sa couleur (au sens. de la thé~-
rie de graphes), celle des liaisons auxq_uelles il participe, ain-
si que le numéro des atomes adjacents. Les figu.res 19 et 20donnent 
les tables de connexions 
structure cycliq_ue. 
structure acyclique: 







_1 ___ -=----i----·~5 ___ 7 
CH 3 CH GH 2 C OH 
22 
numéro couleur 1 numéro 1 numéro cou1eur numero couleur, couleur 1 
de 1 1: del' atome de la 1 atome de la 1 atome de la 1 
atome atome adjacent liaison adjacent liaioon: adjacm t liaison 
1 




2: 1 1 
1 
1 C 1 3 1 4 
. 3, Cl 1 1 
- - 1 - -
4. c:· 2 1 5 1 l 
- -
5 C 4 1 6~ 2 1 7 1 1 
6, 0 5 2 
- - 1 - -








numéro cou1eur numéro cou1eu.rl numéro couleur 
de 1 1, del' atome de la 1 a.tome de la l 
atome atome adjacent liaiso:ni adjacent liaison 
1 
1 0 2 1 1 3 1 
2 C 1 1 1 5 1 
3 C 1 1 1 7 2 
4 C 2 1 1 8 1 
5 Br 2 1 1 - -
figare 20 
6 C 3 1 1 8, 1 
·7 0 :; 2 1 
- -
8 C 4 1 1 6 1 1 
L'inconvénient de ce genre de table est la présence d'infor-
mations redondantes: chaque liaison est notée deux fois.' Il est 
possible d'éliminer cette redondance en prenant ml certain nom-
bre de conventions: 
convention t: lors de la numérotation de la structure, dès qu'un 
atome est numéroté, tous les atomes adjacents à ce 
demier sont numérotés en série; 
convention 2: dans la table de connex:ions, . seul.es les liaisons 
vers des atomes de numéro inférieur sont citées.· 
La table ainsi construite s'appelle table de connexions comnac-
tée.· Pour les structures de·s figure 19 et 20 , les tables de con-
ne xi'ons compactées sont: 
numéro couleur numero couleur 
del' del' atome liaison 
atome atome adjacent 
1 C 
- -
2 C 1 1 
3, Cl 2 1 
4- C 2' 1 figure 21 
5 C 4 1 
6. 0 5 2 
7 0 5 1 
numéro couleur numéro couleur 
del' del' atome liaison 
atome atome adjacent 
1 0 
- -
2 C 1 1 
J C 1 1 
4- C 2 1. 
5 Br 2 1 
6 C 3 1 figure 22 
7 0 :; 2 
8 C 4 1 
~---------,,..,_- ------~-------
fermeture de 
cycle: 6-8 1 
1 
23 
Table de connexions de Ray et Kinsch: 
Les atomes et toutes les liaisons multiples sont numérotés; 
on leur associe les atomes et liaisons adjacents (figure 23 ),. 
Cl H 
CL 8 S ,~3,~10 .-____,6 c--
f 7 
Cl 
numéro couleur adjacents 
1 0 2 
2 2 1,J 
3; C 2',4,6 
4 H } , 
5 Cl 6 
6i C 3,7,5,8 
7 Cl 6, 
8, Cl 6 
:figure 23 
2·.3. Notations linéaires 
Le chimiste possède des nomenclatures lu:1i permettant d'iden-
tifier les composés chimiques. Il s'agit donc de prévoir, dm.ea.nt 
la conception d'mie base de données chiJD.ique, :La possibilité del' 
interroger au moyen de ces langages. En 1957, IUPAC (Internatio-
nal Union of Pure and Applied Chemistry) a standardisé mie nomen-
clature des composés chimiques acceptée par la plupart des chimis-
tes.; L'interrogation de la base peut aussi se faire en donnant di-
rectement la formule moléculaire. Deux problèmes se posent: comment 
vérifier la validité d'une notation et comment la traduire en une 
représentation plus accessible par l'ordinateur (table de conne- -
xj.ons)i ? Nous introduis:ons ici quelques éléments de grammaire des 
langages. Nous donnons ensuite les règles- syntaxiques du langage 
IUPAC et des formules moléculaires, et les règles sémantiques né-
cessaires pour traduire ces notations en tables de connexions. ,· 
. 1 
2. 3,. 1 • Grammaire des langages 
Une phrase française "simple" est formée d'un groupe-nom, sui-
vi d'un verbe et d'un groupe-nom. Le groupe-nom est wi. nom commun 
précédé d'un article. On dispose alors d'wi. dictionnaire qui indi-
que les mots que l'on peut utiliser comme nom, article, verbe. Par 
exemple, un verbe sera "soigner" ou "traiter"; un nom comnnm. sera 
"médecin" ou "patient", un article "un" ou "le", ••• • La phrase: 
"le médecin soigne un patient" sera une phrase correcte, car elle 
est construite en respectant la stru.cture définie par la. grammai-
re. On peut représenter cette structure par le diagramme suivant: 
PHRASE 
GROUPE-NOM VERBE GROUPE-NOM 
~ÎICLE NOMICOMMUN 
le médecin soigne 
~ARTICLE NOM COMMUN 
l l 
un patient 
La phrase est donc syntaxiquement correcte. Le m~me diagram-
me permet d'affirmer que "le patient soigne un médecin" est aussi 
correct. La syntaxe ne s'intéresse donc qu'à la structure et la 
constru.ction et non à la signification (la sémantique) de la phra-
se~\ Le langage de description de la grammaire, c'est-à-dire les 
termes qui figurent dans le diagramme, s'appelie métalangage • . 
Une des notations les plus simples permettant de décrire les 
règles d'une grammaire est la forme normale de Backus B.N.F. (Bac-
kus Normal Form): 
::= signifiant "est défini par", 
signifiant "ou bien", 





signifiant que la (es) variable(s) métalingµistique(s) 
incluse(s) dans les crochets. peut (peuvent) ~tre 
répétée(s) de 1 à n fois. 
2·.3.2. Langages, 
On appelle ~lphabet un ensemble fini non vide d'éléments ap-
pelés symboles. Un mot sur cet alphabet est une sui te finie de 
symboles pris dans cet alphabet. 
où: 
On appelle grammaire formelle G un quadruple G = (V,T,P,A) 
11 V est un alphabet général ou vocabulaire, 
21 Test un alphabet terminal (TC V), 
3: Pest un ensemble fini de productions ou règles de pro-
duction de G, 
4: A est un symbole distingué de V - T appelé axiome de G.. 
L*ensemble V est celui des éléments du métalangage et du .lan-
gage: groupe-nom, article, médecin, le, •••. L'ensemble T regrou-
pe les éléments du langage: médecin, examiner, un, •••. P es.t un 
ensemble de doublets (u,v) notés u i:= v (u est la partie gau~ 
che de la production (u,v), celle qui contient l'axiome,' v est la 
partie droite). 
On appelle monoîde sur un alphabet Tet noté TK, l'ensemble 
de tous les mots sur cet alphabet. 
11 
-NOTESa - par opposition à T, alphabet terminal, V - T sera souvent 
appelé alphabet non-terminal de G, ou notions de G; 
- l'axiome de G doit appara!tre au moins une fois en partie 
gauche de P. Il peut apparaitre en partie droite. 
2.3.3.• Grammaire des formules moléculaires 
Chaque atome est caractérisé par un nom unique (symbole ato-
mique), un poids unique (poids atomique) et un numéro unique (nu-
méro atomique). Les atomes sont combinés entre eux pour former les 
composés chimiques représent és par une formule moléculaire. A cha-
27 
que atome entrant dans la combinaison est associé un nombre indi-
qua.nt la proportion de l'atome présent dans le composé (s'il n'est 
pas présent, par convention, il est égal à 1). Exemples: H20 (for-
::nuJ.e moléculaire de l'eau), H2so4 (formule moléculaire de l'acide 
sulf'u.rique). 
Les éléments du métalangage sont: formule (F), cha!ne compo-
sée (CC), chaîne ionig_ue (CI), chaîne non-ionique (CNI),' chatne 
(o)i,1 cha!ne élémentaire (CE), cha!ne fe:rmée (CF), facteur de ré-
pétition (FR), facteur de répétition intégral (FRI), facteur de 
répétition non-intégral {FRNI), chiffre (CH), symbole atomique 
(SA), signe (S); ceux du langage sont: 0,1.,2,3,4,5,6, 'T,8,9,+,-, et 
les 1·05 symboles atomiques de la table de Mendeleev. La. formule 
est l'axiome et les productions sont données dans la figure 25 • 
Les f igures 26, 2 7, 2 8 donnent les vérifications syntaxiques de 
quelques formules moléculaires. 
2.3.·4~· Grammaire du système IUPAC (référence 17 ) 
Dans: ce système de nomenclature, on exprime: 
1 : la longueur de la chaine de carbone (PENT, := une cha.!ne de lon-
gueur 5, HEX de longueur 6, ••• ) , 
2: un ou plusieurs préfixes indiquant le numéro du carbone auquel 
est attaché un groupe fonctionnel, suivi par ce dernier, 
3: les numéros des carbones et les types de non-saturation qui cons-
tituent le suffixe primaire, 
4: un suffixe secondaire reprenant les points d'attaches des grou-
pes fonctionnels, 
5: le type de fonctionalité (simple ou multiple). 
Le composé est l'axiome; les figures 29et 30 fournissent les 
productions et un exemple de vérification syntaxique. 
2~3.5 .' Règles aémanti4ues associées 
Les grammaires doivent s'accompagner d'un certain nombre de 
règles sémantiques afin de transformer un nom de composé en table 









<formule> : : = <eha1ne composée> 
<cha1ne composée>::= <chat.ne non-ionique>l<:0ba1ne ionique> 
<Cha1ne ionique> : : = !;: chable non-ionique~<facteur répéti-
tion intégral><Signe>j jschabe non-io-
nique:g<signe> -
< cha1ne non-ionique> : : = - f chatne élémentaire::), J n I 
28 
. ["tcha1ne fermée> J 1 
(scha!ne:g't tcba!ne élémentaire>}] n 
<Cha!ne> :t= cf<chatne fermée> \ :Cr~}e fermée> 1 
'\:::cha!ne élémentairej J 1 1 
<chable fermée>::= ( <cha.!ne élémentaire::>) <facteur répétition> 
<chatne élémentaire>::= <symbole atomiq'Üë><fact_eur répétition> 
<facteur ré!é ti tion> : :_= <facteur répéti tian' intégral>l<fac- . 
teur répétition non-intégral> 
P19 <facteur répétition non-intégral>::= <facteur répétition in-
tégral>.<facteur répé-
tition intégral> 
P110 <facteur répétition intégral> : : = [<chiffre> J n 
Pt11 <chiffre>::= ol1J2]3!4]5l6l7la]9l 1 
P.112 <symbole atomiq;e-;. :::- .-AclALÏAMIASIBAIBKI ••• JXEIYTIY]ZN]ZR 
------ -----





[ CR 2 0 7. 
1 1 1 1 
sa ch sa ch 












3 l CH 2 C 1 
OH ·ccL3 
C 1 H 3 - C 1 ( 0 1 H 1 ) 1 ( C f ff 3 ) 
~al Jal haj Jal ~al f taj !a( 
ch ch ch ch ch ch ch ch 
1-C1H3 
1 ~al Ja 1 
ch ch ch 
l 1 1 1 1 1 l 1 1 1 1 
f · fr fr fr fr" fri fri fr fri fr fri 
1 1 1 1 t t 1 1 1 1 1 
fr fr fr fr fr fr r fr fr fr fr 
t ' 
ce ce ce ce Cf ce ce ce ce 
I' :f ., of X 





composé non-stoichiométrique Hr 1 • 9 2 
29 
1 
sa 1h qh c,h ill 'fri f~i ZR1H1 .92 











P2.1 <Composé> : : = <Préfixe) <Carbone> <Suffixe> 1 <Carbone><auffixe) 
P22 <carbone>::= <alkyl-cyclique>l<non satll:!'.'ation) 
P23 <alkyl-cyclique> : : = <a,lk:yl) 1 CYCLO <alkyl> 
P24 <alkyl> ::= METHl~r~IBUTl~IHExlocTINONIDEC 




P26- <Préfixe> : := fpréfixe)~ité> l(w1ité.> !(Unité sans label> 
PZ] <uni té> : : = . ~pointeur)::_<groupe fonct .) ::1 
œroupe de groupes fonct .) ::. 
P'28 <unité sans label>::= <groupe f'onct.">=-
P29 <Suffixe> : := .(suffixe p:7:imaire) <suffixe secondaire> 1 
fgroupe non-saturé><su:ffixe seaondaire)I 
<suffixe primaire){'groupe suffixe) (suffixe se-
condaire) 1 <groupe non-saturé)('groupe suffixe) 
(suffixe secondaire>! 
P210 <groupe non saturé>::= <groupe non-saturé)(groupe suffixe> 
<suffixe primaire) 1 (grou.pe suffixe> 
<suffixe primaire)J-{suffixe primaire) 
P211 <suffixe primaire> : : = AN IEN ID · 
P212 <suf:fixe secondaire>::= OL!ONEIALIOICIACIDI0ICIAMIDEI0ATEI 
0NITRILEI0YLIE 
P2'13 <groupe. suffixe> : := !-<deux fois)\-<trois fois>l-(une :fois') 




P215 <groupe de groupes fonct.> ::= (deux :fois>~grou.pe fonct.)J 
itrois· :fois> (groupe :fonct;,> 
P216 <deux :fois >: := (deux)-DI 
P217 <trois :fois> ::= <deu:x:),(Pointeur)-TRI 
--P218 <Une fois>::= zyointeur).:::_ 
P219 <pointeur>::= entier 
P220 <deux> : : = .('.pointeur) ~<pointeur) 
figura 29 
31 
2'. - HYDROXY - 3 • 5 - DI CHLORO 1 • 4 - OCT ADI - EN - 6 - YN E 
1 1 l 1 1 r 
<PO . t';) L. oin ·;>(p i ~ /.. oin ~ 
<groupe <groupe (alk:yl 





























Grammaire IUPAC: la table de connexions (figure 31 ) est composée 
de quatre colonnes: la colonne 1 contient· les points d'attache des 
groupes fonctionnels, la colonne 2 les types de liaisons multiples 
(double (EN) ou triple (YN)), la colonne 3 les groupes fonctionnels, 







règle sémantique associée 
créer une nouvelle entrée dans la table, 
entrer la fonctionalité en colonne>• S'il 
n'existe pas d'entrée correspondante dans 
la colonne 11, entrer un • 1' par défaut (le 
premier carbone est, par convention, utili-
sé s'il n'existe pas d'autres spécifications, 
entrer l'information en colonne 2,1 
déterminer la longueur de la cha.1n.e de car-
bone, 
entrer le type de suffixe secondaire en co-
lonne 4. 
tableau 2 
Grammaire des formules moléculaires: la colonne 4 n'existe plus 
puisque l'information n'est pas présente (figure 32 ). 
règle syntaxique règle sémantique associée 
Pl1 déterminer la longeur de la cha!.ne, 
P15 entrer le type de liaison en colonne 2, 
P16 cré·er üne nouvelle entrée dans la table, 
entrer le type de fonctionali té. 
t abl eau 3 
OH 
rLongueur cle la cha'ine C 
2 - HYDROXY - 3. 5 - DI CHLORO - 1 • 4 - OCT ADI - EN - 6 - YN E 
, type fonctionalité sui'fixee numero 
carbone liaison secondaires 
2 1 OH 
-
3 1 Cl -










[ 3 rl3 
CH3 __ j_é_H_2_G __ tH3 
OH 
C1H3 - C1(011!1)1(C1H3)1 
C CL 3 
- C1Ei2 - C1 - C1H3(C1Cl3)2 













CHAPITRE II s ALGORITHME DE NUMEROTATION DES ATOMES 
Si la table de connexions est caractéristiq_ue d'une struc-
tuxe de graphe Gf(X,U,fx,fu), la numérotation des atomes doit ê-
tre faite sans ambigu.!té: deux molécules identiq_ues doivent avoir 
la même numérotation. L'algorithme q_ue nous présentons se base sur 
celui de Morgan (référence 18 ) dont nous avons modifié certaines 
règles et q_ue nous avons généralisé au cas de la stéréachimie. 
1. Stéréochimie 
Un stéréocentre est un centre de la molécule q_ui, s'il est 
inversé, produit un stéréoisomère différent. En chimie organiq_ue, 
on considère habituellement deux types de stéréocentres: les ato-
mes de carbone asymétriq_ues et les. liaisons C=C capables de cia-
trans isomérisme. NOTE: une liaison vers l'avant ·est représentée 
par Il , tandis q_u•une liaison vers l'arrière se note---·• Le 








figure 33 figure 3, 
Un stéréocentre du premier type (carbone tétrahédral) peut 
~tre représenté par une liste d'atomes: le premier atome est pla-
cé en haut, les autres sont notés dans le sens des aiguilles d'une 
montre. Douze listes sont donc possibles (:figure 35). Nous dirons 
q_ue deux listes sont éq_uivalentes s'il est possible de retrouver 
l'une à partir de l'autre par un nombre pair d'inversions d'ato-
mes. La liste abcd est éq_uivalente à dacb car abcd-bacd----dacb. 
Si le stéréocentre possède un hydrogène implicite, le nombre de 
listes possibles est réduit à trois, car, par convention, nous le 















Un stéréocerttre du deuxième type (C=C) est ordonné de :façon 
similaire: les atomes liés à ceux qui participent à la double liai-
son sont ordonnés dans le sens des aiguilles d'une montre (:figure 
36 ).· L'équivalence entre deux listes est définie de la m~me :fa-
çon , que pour les carbones asymétriques. Les atomes d'hydrogène 
sont situés en dernière position (figure 37). 
:figure 36 
=======2 /1 \ 
3 4 
:figure 3 7 
2.· llgorithme de numérotation 
1 : 2 
2 : 1 
5 
3 
1 : 2 6 





Introduisons, d'abord, quelques définitions et notations: 
- le degré d'un sommet i est noté- d(i), 
- la couleur du sommet i est notée fx(i), 
~ celle de l'ar~te j, fu(j), 
- pour chaque atome, nous définissons la somme des couleurs des a-
tomes voisins, notée SCV, par les relations de récursivité (II), 
- partitions sur SCV: il est possible de partitionner l'ensemble 
des SCV trouvés à 1 1 étape j en class:es: deux SCV appartiennent 
(II) 
soit SCV(i,j) la somme des couleurs des atomes voisins de 
l'atome i à l'étape j; 
pour tout atome i, SCV(i,1) 
à l'étape j: SCV(i,j) = L 
kEKi 
= d(i); 
SCV(k,j-1) où K. est l'ensemble 
l. 
des atomes voisins dei. 
à la même classe si ces: deux valeurs sont égales; 
- une séquence ordonnée de scv, notée SOSCV, est un ensemble de 
de SCV arrangés par ordre croissant; 
- ordre lexicographique: 
soient deux séquences (x1, x2, ••• ,~)et (y1, y 2 , ••• , Yn) et 
considérons la relation L définie par: 
- ou bien x1 < y 1 , 
- ou bien il existe un indice h < n tel que xi · = y i 
pour tout 1< h et ~ < Yh, 
- ou bien x1 = yi pour tout i( n et· ~( Yn• 
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La relation Lest une relation d'ordre total, que l'on appelle 
ordre lexicographique, car E étant l'alphabet d'une langu.e ordon-
né dans l'ordre normal (a,b, ••• , z), l'ordre des mots dans un 
dictionnaire est un ordre de cette nature. 
algorithme: 
soit une stru.cture comportant n atomes (les atomes·. H ne sont 
pas repris) numérotés arbitrairement au départ de 1 à n; 
étape 1 i pour tout atome 1, SCV(i, 1) = d(i); s.oi t C ( 1) le nombre 
étape 2.j 
de classes différentes obtenu en partitionnant les SCV ob-
tenus; k = 2; 
: pour tout atome i, SCV(i,j)= ~ SCV (k,j-1); pa.r-
ktK1 
titionner les SCV obtenus; soit C(j) le nombre de clas-
ses différentes; sd. C(j) >c(j-1), j =j+1 et réitérer; 
sinon retenir les SCV de l'étape j-1 et aller à l'éta-
pe 3; 
étape 3 a numéroter les atomes en utilisant les règles RM suivan-
tea (en respectant l'ordre): 
RM1 : - choisir l'atome i dont la valeur SCV(i,j-1) est 
la plus grande, 
- lui ass·igner le numéro 1 ; 
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RM2.1 : - as.signer la séquence 2, 3, ••• , j+1 aux j ato-
mes liés à 1 ; on assigne les= numéros inférieurs: 
aux atomes de valeurs SCV supérieures; 
RM2'.2 : - assigner de la m~me façon la s.équence j+2, 
j+2+k aux k atomes liés à l'atome 2; 
... , 
RM2.3: - continuer ce processus jusqu'à ce qu'il .ne 
soit plus possible de numéroter d'autres ato-
mes; 
RM3: - si un choix se pose entre plusieurs atomes, pren-
dre celui qui est rattaché par la liaison de cou-
leur supérieure (liaison simp].e < double < tri-
ple); 
RM4: - si ,m choix se pose entre plusieurs atomes, pren-
dre celui de couleur supérieure (AC< AL(. ·AM( 
AS < BA ~ BK ( • • • ( XE ( YT < Y ( ZN ( ZR) ; 
si, après avoir appliqué ces règles, 11 reste des ambi-
guités, aller à l'étape 4; 
étape 4 s essayer toutes les combinaisons possibles: pour chacune 
d'elles générer le code correspondant (dont la descrip-
tion est donnée plus loin); choisir la numérotation qui 
correspond au code lexicographiquement inférieurr s'il 
reste des atomes dont la numérotation est a.mbiga!, ils 
sont symétriques et numérotés arbitrairement. Le-ur numé-
ro est repris dans un descripteur ajouté à la ~in du co-




.Le code est f'ormé de sept descripteurs juxtaposas.1 
descripteur FROM: pour chaque atome (par ordre de numéro croissant)., 
on reprend l'atome de plus petit numéro auquel il est relié; 
descripteur RING CLOSURE: il comprend toutes ies liaisons; non re-
prises dans le descripteur FROM et classées par ordre croissant 
(la liaison entre les atomes 4 et 9, par exemple, précède celle en-
tre 9· et 12 car 0409 < 0912); 
descripteur ATOM TYPE: il donne la couleur des atomes (par ordre 
de numéro croissant); 
descripteur BOND TYPE: il donne la couleur des liaisons (par ordre 
d'apparition dans les descripteurs FROM et RING CLOSUBE); 
descripteur· MODIFICATIONt charges, masses isotopiques, valences a-
normales y sont spécifiées,; 
descripteur STERE01: il donne pour chaque atome du descripteur FROM 
sa parité; 
descripteur STERE02: il donne pour chaque double liaison (par ordre 
d'apparition dans le descripteur BOND TYPE) aa parité; 
La pari té d.11lll atome ou d'une double liaison peut prendre les 
valeurs suivantes: 
0 pour un non-stéréocentre, 
1 pour un stéréocentre impair, 
2 pour un stéréocentre pair, 
3 pour ,m stéréocentre de parité inconnue. 
Un stéréocentre de type 1 (carbone asymétrique) est pair (respec-
tivement impair) si le nombre d'inversions nécessaires pour amener 
la séquence des atomes, qui décrivent le stéréocentre, en ordre 
croissant est pair (respectivement impair). Initialement, l'·atome 
lié par la liaison • (c'est-à-dire celui qui se trouve au-des-
sus du plan de la f'euille) est ·placé le premier, l'atome lié par 
la liaison ---(c'est-à-dire celui qui se trouve en-dessous du 
plan de la f'euille) le dernier; pour les atomes restant, on commen-
ce par celui qui possède le numéro le plus petit suivi par les au-
tres parcourus dans le sens des aiguilles d'une montre (:figure 38 ). 
Un stéréocentre de type 2 (C=C) est pair (respectivement impair) 
si le nombre total des inversions nécessaires pour amener les deux 
séquences en ordre croissant est pair (respectivement impair). Ini-
tialement,· les séquences sont ordonnées séparément comme pour les · 
-1 
15 
stéréocentres de type 1. 
OH 
permutations: 
1 2-4-3-5 4,3 2-3-4-5 
2 1-7-6-8 7,6; 1-6-7-8, 
3, 1-9-10 
;tQ 16-3.-15 16,,3 3-16-15 
12 H-6-11.-9 H,9 •9-6-1.1-H 












atomes du plan superieur 
atomes du plan de la feuille 






• 3-15-16: pair 
6!9 • 6-9-11-H pair 
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Appliquons l'algorithme de numérotation au composé de la fi-
gure 39 • 
étapes 1 et 2: 
étapes a b C d e f g h i j k 1 m 
l • 1 1' 3, 2 2' 3 1 4 1 2 1 4 l 
2.'1 1 1, 4 5 5 7 1 10 1, 5 1 7 1 2.1/ H1 1 7 9 12 16, 1 20 1 11 1 13 1 
2.3 1 1 11 1,9 23 33 1 41 1 21 1 23 1 
' 





























































n 0 classes 
1 1 4 
1 1 5 
1 11 8 
1 1 7 
Après l'étape 3-, nous obtenons la séquence suivante: 
h ( f ( 1 < j < i < e < g, (tm,n \ (o < k < d ( c < la,b:} 
Une a.mbigu.tté subsistant, nous appliquons l'étape 4; 
étape 4: toutes les combinaisons possibles sont générées: 
combinaison 1: h,f,l,j,i,e,g,m,n,o: ,~ ,d . ,c . ,a.. ,b 
numérotation: 1 2 3 4 5 6 1 B 9 10 11 12 13 14 15 
combinaison 2: h,f,l,j,i,e,g,n,m,o ,k ,d ,c ,a ,b 
numérotation: 1 2 3 4 5 6 7 S 9 10 11 12 13 14 15 
combinaison 3: h,f,l,j,i,e,g,m,n,o ,k ,d ,c ,b ,a 
numérotation: 1 2 3 4 5 6 7 8 9 10 11 12 1} 14 15 
combinaison 3: h,f,l,j,i,e,g,n,m,o ,k ,d ,c ,b ,a 
numérotation: 1 2 } 4 5 6 7 8 9 lO 11 12131415 
Pour chacune des combinaisons, noua générons le code correspon-
dant: 
•combinaison • h f l j i e g m n 0 k d C a b • 
numérotation • 1 2 3 4 5 6) 7 s 9 10 11 12 13 14 15 • 
FRŒJ • 2 1 1 1 1 2 2 3 3 3 4 6 14 - --• 
RING CLOSURE • 
-• 
ATOlil: TYPE • C C C C CL C C C C BR C C C C C • 
BOND TYPE • 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 • 
ecombinaison • h f 1 j i e g n m 0 k d C a b • 
- -
numérotation • 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 • 
FROM • 2 1 1 1 1 2 2 3 3, 3 4 6 14 --
-• 
RING CLOSURE • • 
ATOM TYPE • C C C C CL C è C C BR C C C C C • 





• combinaison .. h :f 1 j i e g m n 0 k d C a b • 
- -
-
numérotation • 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 • 
FH.0M • 2 1 1 1 1. 2 2 3 3 3 4 6 14 - --• 
RING CL0SURE • • 
AT0M TTI?E • C C C C CL C C C C BR C C C C C • 
BOND TTI?E • 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 • 
• combinaison • h f l j i e g n m 0 k d C b a • 
- - - -
numérotation • 1 2 3 4 5 6 7 8 9 10 11 12 13 14- 15 • 
FH.011 • 21 1 1 1 1 2 2 3 3 3 4 6 14 - --.
RING CL0SURE • • 
AT0M TYPE • C C C C CL C C C C BR C C C C C • 
BOND TYPE • 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 • 
Les codes étant lexicographiquement équivalents, il n'est pas pos-
sible de discerner les atomes {m,n\ et {a, b\ • ils sont symétri-• 
ques.1 Le descripteur SDJIETRY est donc: (8,9 • 14, 15) . -,
En résumé, la numérotation et le code associé à la structure 
de la figure 39 sont donnés dans la figuret.0 , tandis que la :fi-
gure 1.1 reprend l'ensemble de la codification. 
h,:f,l,j,i,e,g,m,n,o ,k ,d ,c ,a ,b 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 






ATOM TYPE BOND TYPE 
000000090000000000000000000000 00 02 0809 00 1415 
,... 
STERE01 
-Neol serie~ ! serie2 
NSYM sep, 




code place mémoire 
nombre d'atomes 1 byte 
descripteur des 1 byte par atome 
liaisons 
nombre de cycles 1 byte 
remarques 
1 Z7 atomes max. 
l'ordre est don-
né par l'algo. 

















1 byte par atome 
1 byte par liaison 
2 bits par atome 
1 byte 
parité des dou- 2 bits par liaison 
bles liaisons, 
nombre de séries 1 byte 
d'atomes symétri~ 
ques 
descripteur de 1 byte par atome 
symétrie 
00 non-stéréo 
01 stéréo impair 
10 stéréo pair 
11 inconnu 
le dernier byte est 
rempli par des 00 
idem 









La place totale occupée en mémoire est donc: 
4 bytes+ NATOM • 3 bytes+ NRING H 2 bytes+ LNDB H 2 bits] bytes 
+ [ NATOM H 2 bita] byte a + ~f.'sYM1 + (NSYM - 1 ) H 1 bytes 
où les crochets signifient une conversion du nombre de bits. en by-
tes entiers et SYMi est le nombre d'atomes appartenant à la série 
de symétrie i. 
Il est possible de définir un certain nombre de critères per-
mettant de juger de la valeur d'un système de codification: simpli-
cité, concision, facilité de manipulation par des méthodes automa-
tiques, pouvoir descriptif, biunivocité. Le code que nous venons 
d'exposer réalise la synthèse de ces- différentes exigences: 11 per-
met en un petit nombre de bytes (la stru.cture de la figure 39 u-
tilise 58 bytes) d'appréhender entièrement les graphes chromati-
ques qui modélisent les structures. Il reste à montrer la biunivo-
cité du code. 
3. Biunivocité du code 
Il s'agit de prouver (1) que toute représentation correcte 
d'un m~me composé donne le m@me code; (2) que deux composés non 
identiques sont codés différemment. 
3.-1.1 Toute représentation correcte d •un m~me composé donne le m~-
:m.e code 
Le problème revient à montrer que le code est indépendant de 
la position spatiale des sommets et de la n-wnérotation initiale 
de la structure. 
Soient A et B, deux représentations correctes du composé Z; 
A et B ont le m@me ensemble de sommets (X) et d'ar~tes, (U), et à 
tout sommet de A doit correspondre un sommet de B: A et B sont iso-
morphiques~' Les deux représentations possédant les m~mes composi-
tion et con:figuration, elles ne peuvent différer que par la posi-
tion ·spatiale des atomes (sauf pour les stéréocentres) et leur nu-
1 
l 
mérotation.-1 Les coordonnées des atomes n'intervenant pas dans, la 
codification, il reste à montrer que la n1.Dnérotation finale est 
indépendante des numéros initiaux attribués aux atomes •1 
45 
L'algorithme est basé sur les valeurs SCV des atomes (étapes 
1 et 2) et n'utilise que les degrés des atomes (et non leur numé-
ro).1 La numérotation est donc invariante si, durant l'étape 3, au-
cun choix ne se pose entre deux atomes de même valeur scv ., Par c:on-
tre,: si une ambigu!té apparait, toutes les combinaisons sont esaa-
yées~1 Soit S l'ens,emble des séquences de numérotation correspon-
dant à chaque combinaison: chaque séquence si de S ne dépend que 
des valeurs SCV des atomes et produit ,m code n. (11 faut noter qu• 
J il n'existe pas de correspondance un à un entre l'ensemble des sé-
quences et l'ensemble des codes N, puisque, si une structure est 
symétrique, deux séquences différentes peuvent donner le même code).· 
Le code final est le code~ dont la valeur numérique est minima-
le. Puisque N et S sont indépendant de la numérot.ation initiale, 
nous avons; NA = N.R et nA. = ,• Donc toute représentation correcte 
du m~me composé Z conduit au m~me code. 
3~•2.; Les représentations de composés. non identiques donnent des 
codes différents 
Prouvons la contraposée: si deux représentations ont le m~me 
code;' alors elles sont équivalentes et correspondent au m~me com-
posé.; Rappelons que le code est formé· de sept descripteurs: FROM, 
RING CLOSURE, ATOM TYPE, BOND TYPE, MODIFICATION, STERE01 et STERE02·. 
Si deux codes sont identiques, tous les descripteurs correspondant 
sont égaux. Entre autres, les deux représentations ont le m&le nom-
bre d1ato~es (X= X') et de liaisons (U = u•)~ Les squelettes (dé-
crits par les descripteurs FROM et RING CLOSURE) sont identiquesz 
G(x;u) · G'(X',U'). De plus, les colorations des deux graphes: sont 
les m~mes (fX = fx, et fu = fu 1 ), puisque les descripteurs ATOM TY-
PE et BOND TYPE sont respectivement égaux. L'équivalence entre les 
descripteurs MODIFICATION indique que les charges, masses isotopi-
ques', ' •1 •• sont les m~mes dans les deux représentations. Enfin, les 
stéréocentres y sont identiques puisque les descripteurs STERE01 
et STERE02 correspondent. Les deux représentations sont donc équi-
valentes et correspondent au m@me composé. 
1 -
1 • 
CHAl'ITRE III: INTERROGATION: QUESTIONS DE NATURE TOPOLOGIQUE 
Deux: types: de recherches sont à envisager: 
- recherche d'informations topologiques: l'utilisateur s'intéresse 
à une seule structure complète (figure 42 ); 
11 le composé ci-dessus, existe-t-il dans le fichier? " 
figure 4 2 
- recherche en vue d'établir une corrélation: l'utilisateur peut 
s'intéresser à une famille de composés et les retrouver dans le 
fichier en indiquant la sous-structure ou le motif qui les carac-
térise (figure 43 ). 
"quels sont les composés du fichier qui contiennent la 
la sous-structure ci-dessus?• 
figure 43 
Une structure chimique présente plusieurs ordres possibles 
(figure 44 ). La recherche de l'ordre à induire sur un graphe chro-
matique permet de résoudre ces deux problèmes de façon efficace. 
1~1 Recherche des informations topologiques 







le graphe chromatique correspondant est: 
(b) (o) 
(a) préordre: un sommet peut @tre son propre père 
et grand-père, 
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(b) ordre partiel: un père peut avoir plusieurs fils 
et un fils a un seul ~ère, 
( c) ordre linéaire: un père a un fils et vie e~versa·; 
figure 44 
sont - isotopologues s'il existe une bijection entre X et X' com-
patible avec une bijection entre U et u•, c'est-à-dire si 
leur graphe topologique associé sont isomorphiques; 
- isochromatiques sur les sommets ou les ar~tes s'ils sont 
isotopologues et si fX = fx, ou fu = fu,; 
- isomorphiques s 1 i.ls sont isochromatiques sur les sommets et 
ar~tes. 
Dans la figure 45 , (a), (b), (c), (d) sont isotopologues; (a), (di) 
et (b);: (c) sont isochromatiques sur les sommets; (a) ,(c) et (b.);, 







Le problème de la recherche d'un composé de graphe G dans mi 
fichier, revient à y trouver ,m graphe G' qui est isomorphique à: 
G, '. en vérif'iant les trois critères définissant l'isomorphisme de 
deux graphes·. Si 1 1 on induit un préordre sur les graphes, la com-
paraison devient difficile, car elle est "multidirectionnel1.e": il 
s'agit,· en effet, de traverser les deux graphes en essayant toutes: 
les combinaisons possibles de comparaison de sommet à sommet en 
appliquant les trois critères à chaque fois (l'algorithme est dé-
fini plus loin). De plus, le parcours: de tout le fichier des com-
posés est obligatoire. 
L'induction d'un ordre linéaire sur les graphes ramène la 
comparaison multidirectionnelle à une comparaison linéaire (c'est-
à-dire un élément après l'autre); or nous disposons d'un algori• 
thme de numérotation des atomes qui induit un ordre linéaire au ni-
veau du graphe chromatique et au niveau de sa représentation. La 
détection d'un isomorphisme éventuel peut donc ~tre réalisé par· 
une comparaison de représentations linéairea. 
1 ~/2".1 Ordres dans l'algorithme de numérotation 
Dorant la numérotation des sommets, qui est une façon d'in-
duire un ordre, le chromatisme des sommets ou des ar@tes est uti-
lisé pour régler les cas d'ambigu.!tés restant après les premières 
étapes.1 Le résultat de la numérotation est une représ entation li-
néaire,' numérique et biunivoque. L'ordre partiel est induit sur le 
graphe par valuation topologique globale: chaque sommet est valué 
par son degré de connectivité; les sommations de ces valeurs sont i-
térées jusqu'à stabilisation. Le graphe final est renuméroté sui-
vant les valeurs; :finales et des décisions chromatiques lexicogra-
phiques., ce qui induit 1 1 ordre linéaire.• 
r~3~! Algorithme de recherche 
Si le fichier des composés est séquentiel, il s'agit de com-
parer les codes: les ,ms après les autres avec celui du composé à 
rechercher. S'il est possible d'utiliser les fichiers; en accès.- di-
rect, le code du composé peut servir de clé d'accès étant donné sa.· 
biunivocité; 
2.1 Recherche en vue d'établir une corrélation 
Le problème est de voir si G} est un sous-graphe de Gf et, 
par conséquent, d-'identifier certaines parties de Gf (problème de 
reconnaissance de forme ou d'homomorphisme de graphes chromatiques). 
Dans ce cas, l'induction d'un ordre linéaire ne présente pas 
le m~me avantage que pour la recherche d'isomorphisme, puisqu'il 
n ' _Y a aucune raison pour que l'ordre sur la partie de Gf soit le 
m~me que celui sur G} • Sauf' pour de rares, exceptions, le graphe 
Gf et J.e sous-graphe Gf n'.ont pas la m@me origine pour l'ordre (fi-
gure 46 )~i 
G' f 






Plusieurs procédures sont poss,ibles: 
11 
12 O · 
cH;---s Fn3 6C~ 17 2 
16 7 
14 
- recherche d'homomorphisme par procédé direct: ces procédures 
s 1;8.ppliquent directement aux graphes,, 
O · 
18 
: recherche d'homomorphisme par ensembles ordonnés: ces procédures: 
sont appliquées après une étape d'utilisation d' ''écrans" qui 
expriment les analogies; structurales entre les structures et la 
sous-stru.cture-ques;tion, et qui sont obtenus par génération au-
tomatique.' 
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2.·1 ;1.·1 ~1 Comparaison sommet par sommet 
définition 
L'ordre de Tarry de parcours d'un graphe à partir d'un sommet 
est celui défini par un promeneur qui, partant du sommet choisi, 
rencontre pour la première fois chaque sommet en respectant les 
règles sui vantes:: 
~ le promeneur quitte le sommet où il se trouve et chemine dans le 
--
sens des ar~tes, en prenant le sommet de numéro (as.signé par 1' 
algorithme. de numérotation) le plus petit qui lui est adjacent; 
~ lorsque cela n'est plus possible, il fait demi-tour et remonte 
les ar@tes dans le sens, contraire jusqu'à ce qu•il atteigne un 
sommet d'où parte une ar~te qu'il n•·a pas encore utilisée; il ap-
plique, ensuite, à nouveau la règle précédente; ' 
~ le promeneur retient ( ensemble A) les sommets qu I il quitte pour· 
la première. fois:; 
- le promeneur n'emprunte jamais une 
de A.1 Cette arête est une corde. 
ar~te qui aboutit à un sommet 
Le graphe de la figure ~ 7 est parcouru en empruntant succes-
sivement les sommets: 1,2,5·,7,3,·,6,10,9,4,8.- Cela revient à construi-
re un arbre maximal à partir du sommet choisi. 
algoritblne 
Pou:r essayer de faire correspondre le sous-graphe Gf avec au 
moins une partie de Gf, nous appliquons la procédure suivante: 
étape 1 a générer la table de connexio'ns de Gf; · 
étape 21 générer la table de corinexïons de Gf-;_ · 
étape 31 prendre chaque sommet de Gf comme racine et générer l'ar-
bre maximal correspondant en parcourant le graphe suivant 
l'ordre de Tarry; 
étape 4: prendre le sommet numéro 1 de G} comme racine et générer 
de la même façon l'arbre maximal; 
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mal de G} et un sous-arbre des arbres maximaux de Gf par 
une comparaison niveau par niveau. 




- la génération des tables de connexions rend plus aisée celle 
des arbres maximaux; 
- il n'est pas nécessaire de générer d'abord tous les arbres ma-
ximaux de Gf: une génération niveau par niveau permet d'éliminer 
rapidement certains arbres.' L'arbre généré à partir de l'atome 
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110 dans la figure 4 S est éliminé dès le niveau 5 car, si les a-
tomes et les liaisons correspondent, les cordes ne correspondent 
pas (figure 4 9 ) ; 
- ce type de recherche ne peut se faire qu'en parcourant tout le 
fichier des composés qui, de plus, doit ~tre réduit afin qu'elle 
ne soit pas trop longue; 
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Dans ce type de recherche, la sous-structure ne peut ~tre 
qu'une entité connue (en général, un groupe fonctionnel). L'ensem-
ble de ces groupes constitue le fichier des motifs. Par une métho-
de de recherche d~isomorphisme (premier type), on vérifie ~ue la 
sous-structure existe dans le fichier, d'où on retrouve tous les 
composés qui la contiennent. 
Lors de l'entrée d'un nouveau composé, on recherche tous les 
motifs qu'il contient en essayant de faire correspondre les graphes 
des motifs avec une partie du graphe de ce composé (méthode précé-
dente). 







atome est faite une fois pour toute lors de l'entrée du composé 
(sur base du fichier des motifs qui est assez réduit), et non plus 
lors de chaque question, oe qui permet un temps de réponse meilleur. 
2.1'~i2~1 Ensemble ordonné 
Dans la méthode de recherche par motifs, on extrait du gràphe 
Gf un ensemble de sous-graphes figés. La méthode par ensemble or-
donné permet une fragmentation dynamique et flexible de la struc-
ture: on extrait des graphes Gf et G1. un ensemble de sous-graphes 
standards, non nécessairement disjoints. Ensuite, par une méthode 
de recherche d'isomorphisme, on vérifie que les sous-graphes dé-
finis dans G} sont présents dans Gf. Si ce n'est pas le cas, il n' 
y a pas homomorphisme. 
définition 
Un écran canonique (c'est-à-dire défini par un règle) est l'. 
environnement retenu à partir de chaque atome de degré supérieur 
ou égal à trois et constitué de deux zones concentriques: (couches 
A. et B). Chaque écran dans une structure est décrit indépendamment 
des autres atomes (figure 50 ). 
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Les écrans associés à une stru.cture ne la décrivent pas ex-
haustivement (il existe une perte d'information, particulièrement 
pour les chatnes linéaires puisque les sommets de degré inférieur 
ou égal à deux ne sont pas pris en considération). Cependant la 
collection des écrans d'un composé décrit de façon très spécifique 
les aspects topologiques ess:entiels et le chromatisme intéressant 
de ce composé: 
- les motifs sont centrés sur des atomes de haut degré et donc· 
décrivent les parties de la molécule riches en chromatisme et 
topologie; 
- la m~me zone de la molécule est souvent couverte par plusieurs. 
écrans.' L1 overlapping illustre les caractéristiques topologiques: 
importantes de la molécule ( figure 51 ) • 
figure 51 
Lors d'une recherche par sous-structure, il su:ffit de compa-
rer les écrans de la question aux écrans ass,oc iés aux composés du 
fichier pour décider de la pertinence d'un composé. Soient C' l'en-
~ 
semble des composés que l'on désire accéder par la recherche et C 
1 •.ensemble des composés qui contienne les écrans de la sous-atru.c-
,..., . ,-1 
ture; C est contenu dans C mais C devrait ~tre très proche de C: 
la compara~son des écrans doit permettre de sélectionner rapidement 
avec le moins de br:u it possible (une réponse est accompagnée de 
b:rùit si cette réponse inclut des éléments non pertinents pour la 
question posée) et peu de silence (une réponse est accompagnée de 
silence si des éléments pertinents pour la question posée n'appa-
raissent pas dans la réponse). Le brwi.t peut ~tre complètement é-
liminé en terminant la recherche par une phase de comparaison ato-
me pa.:t' atome entre la sous-structure et les composés résuJ.t~t de 
la comparaison des écrans qui n'a alors pour objectif qu'un cribla-
ge primaire du fichier des composés. 
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CHAPITRE IV: ACQUISITION ET RESTITUTION: GTDES 
L1,originali té de la documentation chimique automatique réside 
dans le fait qu'elle manipule simultanément des informations tex-
tuelles et structurelles; l 'intér@t des sys..tèmes graphiques se .si-
tue au niveau des fonctions d'acquisition et de restitution: 
- acquisition: les systèmes graphiques permettent à l'utilisateur 
de s'exprimer dans son langage familier (formule développée asso-
ciée d'une structure) par simple dess-in sur une console graphique 
pour formuler sa question ou pour créer la base de données struc-
turales; 
---
- restitution: les systèmes graphiques permettent à l'utilisateur 
de prendre connaissance, par l'intermédiaire d'une console, des 
structures qui satisfont à ses paramètres d 1 interrogation · et é-
ventuellement d'affiner ces derniers et de conduire ainsi sa re-
. cherche en mode conversationnel. 
Nous avons mis au point un programme (GTDES) d'acquisition et 
de restitution de structures sur une console graphique DIGITAL GT42 
(figure 5 2 ) .• 
acquisition 
-table de connexions 
restitution 
figure 52 
La structure est dessinée en trois étapes successives: 
- dessin des atomes et de leur couleur, 
- dessin des charges atomiques, 
- dessin des liaisons et de leur couleur. 
Une quatrième phase permet de corriger, éventuellement, le dessin.-· 
.A chaq_ue étape correspond un "schéma" dif':férent: un schéma .compor-
te des mots-contrôle que l'on peut activer par l'intermédiaire d'un 
crayon optique. L'ensemble des mots-contrôle forme le "menu" du 
schéma.1 
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lëi Dessin des atomes: schéma 1 
Pour dessiner un atome, on place d'abord correctement le re-
père (un losange) qui indiquera sa position sur l'écran. On active 
ensuite un des mots-contrôle du menu: 
(1) CAR.BON: atome de carbone, 
(2) HYDROGEN: .atome d'hydrogène, 
(3) GROUPE: groupe fonctionnel, 
(4) ERASE: effacer tous les atomes, 
(5) EXIT: passer à l'étape suivante, 
(6) ERATOM: effacer un atome en particulier5 
(7) HETERO: hétéro-atome. 
En activant le dernier mot-contrôle, un schéma intermédiaire 
apparatt: 
(1) NITROGEN: atome N., 
(2) PHOSPHORUS: atome P, 
(3) OXYGEN: atome o, 
(4) SULFUR: atomes, 
(5) IODINE: atome I, 
(6) FLUORINE: atome F, 
(7) BORON: atome B, 
(8) CHLORINE: atome CL, 
(9) SELENIUM: atome SE, 
(10) EXIT: ·retourner au schéma 1. 
2-. , Dessin des charges: schéma 2 
Pour désigner des atomes chargés positivement ou négativement, 
on active le mot-contrôle correspondant. On pointe ensuite l'atome 
concerné. La présence d'une charge sur un atome lui permet d'~tre 
connecté par un nombre de liaisons différent de sa valence: 
( 1) CHARGE +, 
( 2) CHARGE -, 
(3) CHARGE +2, 
(4) CHARGE ~2, 
(5) CHARGE +3, 
(6) CHARGE -3, 
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(7) EXIT: passer à l'étape suivante. 
}.1 Dess,in des liaisons: schéma 3 
On pointe d'abord un· des mots-contrôle puis les deux atomes 
concernés par la liaison. Quand le nombre maximum de liaisons p.er-
mis pour un atome (valence+ sa charge) est dépassé, un message d' 
erreur appara!t et la liaison est détruite: 
(1) SINGLE: liaison simple C.--.C 
(2) DATIVE: liaison dative C •-·-·- -•C 
(3) FORWARD: Liaison en avant C. • .. c 
(4) BACKW.ARD: liaison en arrière C.---.C 
(5) DOUBLE: liaison double C •====•C 
(6) TRIPLE: liaison triple C•==3•C 
4. Correction 
Une fois la strcuture dessinée, l'utilisateur peut modifier la 
position d'un ou de plusieurs atomes afin de rendre son dessin plUS, 
clair: il sujj'fit de pointer l'atome à déplacer et d'indiquer, au 
moyen du repère, la nouvelle position de l'atome. Ce dernier et tou-
tes les liaisons: qui y sont attachées sont déplacées automatiquement . 
5. Exit 
Les informations (contenues dans la table de colll'frions géné-
rée par le programme) nécessaires pour redessiner la structure sont 
mémorisées dans ,m fichier. 
6.1 Représentation des données 
Les données (figure 53) sont représentées par une série de 
tableaux: 
(1) ATPOS: les coordonnées des atomes sur l'écran, 
(2) ATOM: les cou1eurs des atomes, 
(3) GRPOS: position des groupes fonctionnels (pointeur vers un ato-
me de ATPOS), 
(4) GROUPE: les groupes fonctionnels, 
(5) BOND: - pour chaque liaison, ce tableau contient la position 
NBAT 
des atomes qui y participent (pointeurs vers ATPOS), 
- les couleurs des liaisons, 
(6) CHARGE: - position de l'atome (pointeur vers ATPOS), 
- charge de l'atome (-3(:.c ~+3). 
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7'~1 Améliorations possibles. de GTDES 
7 .~1 .= Amélioration de 1 1 édition graphique 
La molécule peut être représentée par le modèle de Dreiding. 
Dans ce cas, la molécule est matérialisée par 1m. agencement de bou-
les et de batonnets figurant les atomes et leurs liaisons. Les bou-
les sont caractérisées dans le plan d'observation par des cercles 
identiques ou proportiornels au rayon de covalence. Les liaisons sont 
représentées par une série de droites parallèles étroitement rappro-
chées. 
Des options permettent d'améliorer cette représentation en 
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précisant les points d'attaches des liaisons sur les boules et en 
faisant varier l'échelle de l'image en fonction de la distance ob-
s.ervateur-objet. L'effet de perspective produit peut ~tre représen-
té par un effet de perspective locale obtenu en représentant la li-
aison par un batonnet conique dont l'épaisseur varie avec la diffé-
rence de niveau des atomes qui la constituent (figure s, ). 
7'.'2'e1 Amélioration de l'interaction 
Il serait souhaitable d'avoir la possibilité d'agrandir et de 
regarder la molécule sous tous les angles et d'avoir simultanément 
plu.sieurs représentations de la m@me vu.e suivant l'option d'édition 
choisie.i 
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CHAPITRE V: REPRESENTATION DES REACTIONS 
Une réaction élémentaire se décrit par une relation entre deux 
membres (figure 55 ). Le produit COOMe s'appelle le produit P1 de 
R 





départ, CH20H le produit P2 d'arrivée, LAH le réactif (RCT). Rest 
le sens réactionnel, AR le sens antiréactionnel. Une réaction est 
1 
donc un triplet (P1,RCT,P2). Dans le sens R, pour P1 et RCT donnés, · 
il existe un et un seul triplet (P1,RCT,P2); dans le sens AR, pour 
RCT et P2 donnés, il existe un ensemble (i € I) de triplets (Pi,RCT, 
P2) (figure 56 ) • Une réaction est un ensemble de triplets (P1 ,RCT1, 
COOMe + LAH ---•• CH20H 
figure 56 
P2),' (P2,RCT2,P3), (P3,RCT3,P4), ••• , (Pn-1,RCTn-1,Pn), c'est-à-dire 
(P1','.PR,·Pn) où PR = (RCTt ,RCT2, • •., RCTn-1). Noua, supposerons qu' 
une réaction élémentaire ne modifie qu'un ensemble d'atomes et de 
liaisons adjacents. 
1 .1. Exigences du chimiste 
Dans la documentation des réactions, le chimiste peut fixer 
son att·ention sur différents points: 
- produit d'arrivée: il doit "préparer" un produit et désire savoir 
si ce produit a déjà été préparé et par quelle(s) réaction(s); 
- produit de départ: le chimiste possède un produit et désire con-
na1tre les réactions possibles sur ce produit; 
- produit de départ et d'arrivée ou produit de départ et réactif ou 
62 
réacti:f et produ.i t d!.arrivée: q_uelles sont les: réactions; possibles? 
- type de réactions: les réactions, en chimie organiq_ue, sont ré-
ties en classes d'après la nature des transformations q_ui s'y pro-
duisent. On peut, en effet, observer q_ue les changements produits 
par les réactions peuvent se ramener à un petit nombre de· types, 
tels q_ue: constitution d'un édifice moléculaire à partir d'éléments 
d'abord séparés (réactions de synthèse), ou l'inverse (dissocia-
tion), échange d'éléments, ou de groupes d'éléments: ( q_u' on nomme 
radicaux), entre des espèces chimiq_ues (réactions: de substitution 
ou d'échange), union de deux espèces chimiq_ues pour donner un seul 
composé (réactions d'addition), échange de protons(réactions aci-
de-base), échange d'électrons (réactions d'oxydoréduction), etc. 
Parmi l'ensemble des réactions-réponses q_ui lui sont proposées, 
le chimiste peut ne s'attacher q_u•à une classe particulière; 
- réaction directe ou indirecte: la réaction doit se faire en une 
ou plusieurs étapes; 
- mécanisme de réaction: le chimiste ne s'attache plus au produit 
de départ et d'arrivée mais aux sites. Un site (réactionnel ou 
antiréactionnel) est un ensemble d'atomes, de liaisons ou cycles. 
modi:fiés par la réaction (dans le produit _de départ ou d'arrivée). 
2~1 Représentation 
L'analyse de ces exigences fait apparaître la nécessité de 
représenter une réaction de différentes façons: 
- méthode orientée composée: chaq_ue produit du triplet (P1,RCT,P2) 
est codé et accédé par les méthodes vues précédemment; 
- méthode orientée groupe fonctionnel: dans ce cas, une réaction 
opère une transformation entre les groupes GF1 du produit P1 et 
GF2 du produit P 2; 
- méthode orientée site: la réaction est décrite indépendamment des 
produits de départ et d'arrivée. En fait ceux-ci ne sont q_ue les 
états de la réaction. Si nous considérons les produits P1 et P2 
des réactions de la figure 57, R1 et R2 sont du m~me type: for-
mation d'rm a.mine à partir d'un nitro (AR-N02 .,.AR-NH2). Par 
contre, si nous regardons le type de transformation, nous avons: 
dans R1 et R2, une rupture N, O et une formation N, H,' une rup-
ture c, Net lllle formation c, N. 
R 1 ~ 





3.1 Recherche du site d'une réaction 
Le site d'une réaction est formé par le rassemblement de pe-
tites structures; partielles appelées fragments (figure SS). 
C 0 
figure 58 
- fragm.emts centrés sur un atome: 
\ \ \ \ \ d ~ 1 ' 
/ / / 
N1 N2 N 3 
figure 59 
-
~~fragments centrés sur une liaison: 
\ \ Q \ 1 
\ \ 
1 \ 






- :fragments centrés sur ,m cycles 
QC C1} \, o-C C' ) è I J I NtS---_....1'Z ./ I 
f'J2N3'l(' / 
. ~4 c / 
:fligure 61 
Le c,ode des :fragments est :formé par la couleur de l'élément 
central (atome= numéro atomique, liaison= valeur· de la liaison, 
cycle = taille du cycle) suivi, par ordre croiss:ant, des couleurs 
des éléments d'un m~me niveau. La :figure f>2 donne les. codes de 
quelques :fragments. 
type de :fragment exemple code 
atome ni veau 1 C 06 
niveau 2 c- 0601 
niveau:;, c-o 060116 
liaison niveau 1 - 0 2 
niveau 2 c=c 020606 
niveau 3 ::::C-==-c - 020601060101 
0
'c-c-c 
1 . . 
niveau 4 0206.0106060106016 (Y -
' 
1 • 
.cycle ni veau 1 Q 0101010102· 
niveau 2 <a::J' 01010101020606060606 . C C 
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Pour former le site d'une réaction, ies produits, de départ et 
d'arrivée sont analysés en termes; de fragments. Les deux ensembles 
de fragments sont ensuite comparés,: 
- certains fragments sont communs. Parmi ceux-là, certains a.ont com-
muns en nombre et en conformation (fragments COM); d'autres· sont 
communs en conformation et non en type (~ragments EXTRA); 
- certains; ne sont paa c.ommuns, (fragmenta NONCOM)~· 
EXTRA V NONCOM forme 1 1 ensemble d,es fragments sur lequel sera basé 
le réassemblage du site. NOTE: les fragments. doivent être du m~e 
type.i Cherchons, par exem.ple, le sàte liaison niveau 3 de la; réac-
tion de la figure 63 • 
P1 P2 
figure 63 
L1,ensemble des fragments, liaison niveau :; pour P1 et P2 sont: 
Pl nombre P2 nombre 
c-o- (1) o=c< ( 1 )i 
=-c-c- (1) ·">o-c- (6) 
~c-o- (1) -c-c- (3) 
-c.-c- (5), >c=c< (1) Il 
-c-c- (2) 
.:>c=c- (1) 
>c c< (1') 
NOTE: les chiffl:'es entre parenthèses donnent la fréquence du fl!'Bg-
ment dans le composé:. 
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EXTRA a (-c-~- , -c-c-] 
NONCOM. = ( c-o- , =c-c-, >c-o-,>c c-, 04 
En parcourant la structure de départ et d'arrivée dans 1.'ordre as-
·sign.é par l 'algori thm.e de numérotation biuni vo'que aux atomes, on 
assemble 1es fragments appartenant soit à EXTRA, soit à NONCOM . 
(figure 6 5). 
c··---o 
c ~ c" 
li je"-. 
figure 65 
Le code d'un site de type donné est obtenu par juxtaposition 
(par ordre croiasant) des codes des fragments, qui le forment (fi-
gure 66 ):.• 
01061601 011601060102 020601060101 0106010602 
• ~ 
Fl f2 F3 F4 
----P 0216060101 01060106010216 0106010601 




NO~E: nous conseillons au lecteur de consulter d'abord le chapit~e 
concernent le système bibliographique qui a été implémenté et qui 
définit les principaux concepts in:formatiques utilisés:~' 
Le code, qui sert de type d'indicatif pour plu.sieurs types d' 
entité, est composé de pointeurs vers les· descripteurs·, ce qud.. per-
met de classer et d'accéder les composés par descripteur: 
- deux composés qui ont, par exemple, le m~me descripteur FROM, com-
portent le m@me pointeur vers ce descripteur; 
- à partir d'un descripteur, on peut accéder aux composés qui le 
comportent. 
Les trois types de représentations d'une réaction sont présents ' 
(figure 67 ) : - transformation de produits, 
- transformation de sites, 
- transformation de groupes fonctionnels:.' 
Après avoir accédé à. un réactif, à ,m. site, à un groupe fonc-
tionnel, ou à un composé (par l'intermédiaire du code, du nom ~u. 
de la formule développée), on peut retrouver toutes les. réactions; 
concernées. L'utilisation de listes inversées permet la recherche 
de réactions: satisfais·ant à plu.sieurs conditions. Par exemple: " Quel ~ 
1 e II sont les réactions travaillant sur le groupe fonctionnel UN-
TEL et par l'intermédiaire de tel réactif ?W 
Enfin, en ass·ociant à un composé l'ensemble des écrans; qu'il. 
comporte, on permet la recherche de atIUctures par écrana canoni-
ques:.i 
La figure 67 donne un essai de diagramme stru.ctura1 pour une 
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diagramme du système topologique 
figure 67 
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TROISIEME PARTIE : BASE DE DONNEES INFORMATIONS 
INTRODUCTION 
Les exigences à satisfaire lors de la création d 1ime base de 
données in:formations (BDI)1 sont différentes. Les. informations à. 
traiter sont des suites de donnéea textuelles ou de valeurs numé-
riques qu'il est difficile de coder et qui doivent ~tre restituées-
sans déformation. 
Les champs d'applications de cette BDI, dans notre problème, 
sont limités. Ils sont de deux types: 
~ système b!l.bliographique: il s'agit de fournir au chercheur la 
bibliographie existante sur im composé ou une réaction; 
- système de gestion des composés commerciaux: "tel composé exis-
te-t-il sous forme commercialisée? Si oui, sous quelle forme et 
quelle est la quantité en stock ?tt 
Cependant, nous avons voulu généraliser ces deux systèmes afin 
de les, rendre opérationnels indépendamment du problème et de répon-
dre à des questions du type: "quels sont les articles écrits par 
l'auteur UNTEL, en telle année et sur tel sujet ? 11 ou "quels sont 
les composés commerciaux de telle marque utilisés dans tel domai-
ne d'application ? 11 • 
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CHAPITRE I: BASES DE DONNEES 
Nous définissons dans ce chapitre quelques notions concer-
nant l'organisation d'une base de données., notamment celles· d'en-
tité et de relation. 
1. Définitions 
- type d'item: nom donné à un ensemble A non vide représentant les 
caractéristiques d'un fait ou d'un objet sur lequel on désire 
enrégistrer des informations; 
- item: un élément de l'ensemble A; 
- type d •.entité: nom donné à une association B de types d'items; 
- entité: un élément (qui est une association d'items) de l'ensem-
ble B; 
- indicatif: item qui sert à repérer l'entité da4s laquelle il est 
contenu; 
type d'indicatif: type d'item dont les éléments sont utilisés com-
me indicatifs. 
2·. Relations 
On appelle relation Rentre x et y décrivant respectivement 
deux ensembles A et B, toute propriété définie sur A x B, c•est-
à-dire une propriété caractéristique des éléments d'une partie G 
de A x B. G s'appelle le graphe de la relation R. On dit que (x,y) 
appartient à G ou que x et y vérifient la relation binaire R: 
R(x,y) < )(x,y) €. G 
ou . . G =. \ (x,y) E A x B ( R(x,y)} 
Supposons A= B = E. Une relation entre x et y de E est appe-
lée relation simple entre éléments de E ou relation simple définie 
sur E.; elle est caractérisée par son graphe G qui est une partie 
de E x E. 
A partir d'un ensemble fondamental R, appelé référentiel, dont 
les éléments sont susceptibles de vérifier une certaine propriété 
caractéristique p, on peut définir un autre ensemble E dont les é~ 
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léments vérifient cette propriété. On écrit parfois E(p) pour rap-
peler que les éléments de E sont caractérisés par la propriété p. 
NOTE: une propriété est caractéristique ·si tout élément de R qui 
la vérifie appartient à l'ensemble défini E, et si tout élément 
qui n'appartient pas à E ne la vérifie pas,. Au sous-ensemble des 
éléments. qui conviennent correspond rme relation tmaire,· car, pour 
chaque élément pris individuellement, il ea.t possible de dire s·'il 
est ou non dans la relation. Une relation unaire peut donc @tre con-
sidérée comme une partie d'un référentiel. 
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CHAPITRE II: SYSTEME BIBLIOGRAPHIQUE 
La base de données a été structurée en fonction des questions 
susceptibles de lui ~tre posées: 
- quels sont les articles correspondant à un mot clé? 
- quels sont les articles écrits par un auteur? 
- quels sont les. articles parus en telle année? 
- quels sont. les. articles possédés par· un. chercheur? 
- quels sont les articles traitant d'un composé ou d'une réaction? 
- quels sont l.es: articles correspondant à un mot clé et parus en 
telle année? 
- quels sont les·: sujets traités par un auteur ? 
- etc • . 
1.' Types. d'entités et d'items 
types d'entités 
les mots clés (CLE.) 
les auteurs (AUTEUR) 
les propriétaires: (PROPRIETAIRE] 
les composés ou réactions 
(STRUCTURE) 
les références (REFERENCE) 
tableau 6 
types d'items 
mot clé . ( MOT) 
nom .· (NOM), initiales·, (INIT) 
nom (NOM) 
nom (NOM), formule (FOR) 
numéro de bibliographie (NB) 
titre (TITRE) 
revue (REVUE) 
année de parution (.ANNEE) 
numéro du volume (VOL) 
première page (PG1 ); 
dernière page (PG2) 
Les figures 69 et 78 donnent deux autres formes de représen-
tations possibles, œes types d'entités. 




n O titre revue année volume page1 page2 
bibl:Lo. 









-, } PROPRIETAIRE 
NOM 
figure 69 
sous forme de diagramme: 
G2 
7'0Rl 
NOM INIT r MOT )~=\ NOM FOR PROPRIETAIRE 
figure 70 
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Si nous analysons les questions, nous remarquons qu'elles- sont 
de deux types: les questions élémentaires et les questions compo-
aées.1 
2'~1 •1 Question élémentaire 
~ quels sont les articles écrits: par: --
- quels sont les articles parus durant: --
- etc. 
Il s'agit de retrouver tous les articles qui satisfont à une 
condition p. 
2.i2.i Question composée 
Imaginons ].a question suivante: "quels sont tous les articles; 
écrits. par UNTEL et AUTRETEL en 1972 ?"; elle peu,t se décc,mposer 
en trois questions élémentaires1 
(1) quels sont les articles écrits par UNTEL? 
(2) parmi ceux-ci, quels sont les articles écrits par AUTRETEL? 
(3) parmi ceux-ci, quels sont les articles parus en 1972? 
La condition composée P peut s'exprimer avec quelques condi-
tions élémentaires- p1 , p,2,., ••• , pn liées entre elles par un opéra-
teur logique. Nous n'avons retenu que l'opérateur .AND.· qui est le 
plus fréquent. 
Le tableau ~ donne les relations que nous- avons considérées 
entre les types d'entités, les opérateurs et les chemins ~'accès 
associés. Le chemin d'accès associé à une relation Rest 1e chemin 
qui implémente physiquement la relation; l'opérateur associé est 
la procédure qui, en parcourant le chemin d'accès, permet de retrou-
ver les éléments qui satisfont à la relation. 
3',~! Implémentation des chemins d'accès 
A une relation R(A,B,a) entre les types d'entités A et B, qui 
à une entité a de A associe toutes les entités de B satisfaisant 
à la relation R, nous avons associé deux chemins d'accès: 
Relation 
I) Re·lations binaires 
Rl ~tre auteur de 
R2 ~tre mot clé de 
1 




R5 ~tre écrit par 
• 
R6 traiter de 
R7 ~tre possédé par-· 

















opérateur associé chemin d' accèa 
OAUT(AUTEUR,REF,autenr) 
- à ttauteu.r" 
- de "auteur"· à tous les ar-
ticles dont il est l'auteur 
OCLE(CLE,REF,clé) 
- à 11clé11 
- d·e 11-clé" à tous les articles 
dont il est le mot clé 






- de "structure" à tous les 
art. q_ui la référencent 
- à "prop11 
~ de 11prop" à tous les articleE 
q_u'il possède 
- à l'article den° 11nb11 
- de cet article à tous ses 
auteurs 
- à l'article de n° 11nb1" 
- de cet article à tous ses 
mots clé 
- à l'article de n ° rtnb11 
- de cet article à son 
propriétaire 
- à l'artie!le den° "nb" 
- de cet artic.le à toutes les 
structures référencées 
-,-- -
II) Relations simples 
R9 précéder AUTEUR - OLAUT(AUTEUR) ordre lexicographique ., 
lexicographiquement sur les auteurs 
R10 précéder CLE - OLCLE(CLE) ordre lexicographique 
lexicographiquement sur les mots clé 
R11 précéder STRUC'TURE - OLSTRU(STRUCTURE) ordre lexicographique 
lexicographiquement sur les noms de structures 
R1.2 précéder PROF - OLPROP(PROPRIETAIRE), ordre lexicographique 
lexicographiquement sur les propriétaires 
R13 précéder REF - OLREF(REFERENCE). ordre lexicographique 
lexicographiquement · sur tous les articles 
III) Relations unaires 
R14 ~tre paru. en REF année .OANN(nb) ' l'article de n ° "nb11· a 












" ' - -' ...... - --
" ....... - ---
\ 
FOR 
ANNEE VOL -PG1 PG2 
R1 RS 
R 2 R6 





Graphe des relations et des chemins d'accès 
:figure 71 
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- chemin d'accès direct: qui permet de retrouver l'entité a; 
- chemin d'accès par itinéraire: qui, à a, associe toutes l .es en-
tités de :a liées par R. 
3e11.~ Chemins d •accès par :itinéraire associés aux relations binaires 
Nous avons choisi de les implémenter sous forme de listes . 
inversées. Par cette méthode, la composition d'opérateurs (pour 
répondre aux questions composées) est facilitée: il su:ff'it de fai-
re J. 'intersection des listes. inversées correspondantes:. ' Nous, ap-
pelons liste inversée un ensemble cl' éléments, non nécessairement 
adjacents, chaque élément étant divisé en deux champs: 
- le premier champ contient un pointeur sur l'information définie 
par cet élément; 
- le deuxième champ contient un pointeur sur l'élément suivant de 
J.a liste. 
L'accès; à la liste peut se fair~ à l'aide d'un pointeur P sur 
J.e premier élément; le dernier contient '\me entrée spéciaJ.e, no-
tée•, pour signifier· un pointeur nu1 dans le second champ. 
La relation R1 qui, à un auteur, ass.ocie tous les. articles 
dont il est l'auteur, est implémentée par la liste inversée LI1 




article 1 C--îarticle 2\ 
figure 72 
En groupant les éléments de la liste par bloc den éléments, 
nous réalisons un gain de place, car certains pointeurs. deviennent 
inutiles . (figure 73 ). 
NOTES: 






article 1 article 2 article m 
figure 73 
le est aussi caractéFistique de relations que nous appellerons 
"non-disjointes". 
définition 
- soit une relation R(A,B); ~ pour tout ai €. A, construisons B1 = \ b1 é B:. \ R(ai, bi )' { ; 
- nous dirons qu'une relation est disjointe si B1·, (\B. = i5, pour· J ' 
tout i,j. Elle est non-disjointe dans le cas contraire~' 
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La relation R1 (~tre auteur de), par exemple, est non-disjoin-
-
te·, i car plusieurs auteurs peuvent avoir écrit le même article. 
Une relation non-disjointe ne peut pas être l!Illplémentée sous 
forme de liste simple: des difficultés de parcours se poseraient 
(figure 71, ). Ces. dernières n'existent plus dans le cas de relations· 
disjointes que l'on peut donc créer au moyen de listes simples si 
le problème de recherche d'intersection ne se pose pas (figure 75 ). 
auteur 1 
' article 1 article 2 article 3 * 
figure 71,,: . 1 relation @tre auteur de•; supposons que l'au-
teur 1 ait écrit trois articles et l'auteur 2 ,m. 
seu1. Comment savoir (sans artifice) que l'au-
teur 2 n'a pas éci·i t l'article 3 ? 
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père 1 père 2· 
fils ~ ~ 
figure 75 : •relation @tre père de'; deux pères différents 
ne peuvent avoir le même fils. Le parcours des 
listes simples n'est donc pas ambigu..· 
(2) Une relation R(A,B) qui à uri.e entité a de A assooie une et une 
seu1e entité b de B (relation biunivoque) est une liste inversée 
d'un type particu1ier (figure 76 ); on peut remplacer cette liste 





3•;;12~1 Chemins d'accès par :Ltinéraire as,sociés aux relations 
simples. 
Ils sont représentés par des chaînes:. Nous appelions cha!ne 
un ensemble d'entités liées les unes aux autres. L'accès à une en-
tité ne peut se faire que par balayage de la cha1ne à partir de 
l'une ou l'autre extrémité. 
Une ehatne associée à une relation simple sur un ensemble d' 
entités d'un type donné parcourt ceux-là par ordre alphabétique 
(figure 78 ). L'accès aux cha1nes triées (CT) se fait par l'inter-
médiaire d'une table de pointeurs (figure 79 ). L'utilisation de 
ces chatnes facilitent l'édition de classements par mot clé, struc-
. ture,· auteur, propriétaire ou titre. 
• 
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Aitken A.C • 
Hamburger P. 
Norman R.Z. 
)r-------11.,.ijPeterson G.R~· 1 •f 
Baer J.L. 
figure 78 
1-----i pointeur vers la CT1 des mots clé 
i------t 
pointeur vers: la CT2 des noms de structures 
----• 
pointeur vers la CT3 des auteurs 
t-----• pointeur, vers la CT4 des propriétaires 
pointeur vers la CT5 des titres 
figure 79 
3.3.' Chemins d'accès directs 
Ces chemina découlent de la méthode adoptée pour le rangement 
des entités, méthode 4ui dépend de ce 4ue l'on veut en faire et 
notamment de la nécessité de procéder à des recherches: d'entités 
en ordre aléatoire. 
Rangement par "adresses, calculées" 
Cette méthode consiste à ranger les entités~ une adresse 4ui 
découle de l 1indicatif par un .. calcul plus ou moins complexe. Qœmd 
on veut ranger une entité, on calcule l'adress.e 4u'elle doi-t occu-
per.' Cette adresse pourra ~tre aisément recalculée 4uan.d il s'agi-
ra de retrouver l'entité pour une conaultation ou mise à jour.' 
Le rangement en adresses calculées demande d'examiner: 
- le choix d'une méthode de calcul, 
,_ 
- le rangement des "synonymes:", 
- le groupement des entités, 
- le traitement des entités en longueur variable. 
La coefficient de remplissage et le temps de recherche dépendent 
de ce choix. 
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Les méthodes de calcu1 d'adresse présentent l'inconvénient d' 
introduire des, "synonymes:", ce qui revient à. a:ffecter à œeux o.Ui pl u-
sieurs entités~ m~me adresse. On résou.d ce problème en créant des 
zones de débordement: à cOté de la zone normale de rangement, on 
prévoit lllle zone où ranger 1 1 entité qui ne trouve pas place à a.on 
lieu normal de s,tockage, du :fait qu'il est déjà occupé~1 
Le premier problème est donc de trouver, à partir. d:e ]a z-.one 
normale de stockage, l'endroit où est stockéel'entité rejetée, pour· 
,me recherche éventuelle. 















A ceté de la zone réservée à l'entité, s,e trouve llll emplacement 
réservé. où sera rangé· 1•·adresse de l'entité déplacée (figwre 80 ). 
méthode des concaténations 
entité primaire indicatif ladresse indicatif ;adresse ••• 
figure 81 
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ll s'agit de prévoir à c8té de l'entité primaire, i•emplacement ~• 
une zone de cha1na.ge où l'on range l'adresse de renvoi et l'indica-
tif des entités déplacées . (figure .81 ). Cette méthode évite, en cas 
de rejets. multiples:, de faire des extractions successives; mais el-
le oblige à la prévision anticipée du nombre de rejets et entratne 
une perte de place assez, importante. 
Le deuxième problème es.t de d:é:finir la taille. des zones d 'im-
plantation des entités primaires et de déhordement. La première zo-
ne est définie une :fois pour toutes. La deuxième peut ~tre agran-
die au fur et . à mesure des besoins: par un système d 1 all.ocation dy-
nallliq_ue de mémoire. 
- zone d 1 implantat.i.on supérieure à la zone die déb.o-rdement: le nom-
bre de rejets, s;era peu élevé et la longueur moyenne des listes 
également, ce q_ui entra!ne une diminution du temps de recherche 
d'une entité déplacée. Cette méthode représente cependant ·une per-
te de place importante en raison du nombre initial él.evé de 
"trous" dans. la zone d'implantation; 
~ zone d'implantation inférieure à la zone de débordement: les lis-
tes de synonymes s'allongent mais la perte de place diminue: la 
zone d'implantation esrt minime et, dès le départ, entièrement 
remplie, tandis que la zone de débordement pourra augmenter au 
fur et à mesure des ajoutes:. 
Notre objectif étant un gain de place, la première méthode de 
chacun des problèmP-s a été ~etenue. 
Le premier objectif du calcul d'adresse est d'établir une cor-
respondance entre les nombres représentant les adresses: de la zo-
ne mémoire affectée à un fichier, et les indicatifs des: entités;. Le 
deuxième but es;t d'obtenir une distribution uniforme des entités 
dans les différentes listes. 
Les indicatifs (mot clé, nom d'auteur, nom de propriétaire, 
nom de structure) possèdent un certain nombre de caractéristiques·s 
_,, 
~ ils ne comportent q_ue des caractères alphanumériq_ues, 
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- tout l'indicatif est repEésentatif: il n'est pas possible de ne 
retenir, dans l'indi catif, que la partie la plus représentative 
et d'écarter le rest e qui ne jouerait que peu sur l'-individuali-
té de l'indicatif, 
- l'indicatif ne peut pas ~tre découpé en zones ay.ant une signifi-
cation de nature, de région, d'e catégorie. 
méthode de calcul d'adresse en Fortran: 
soit 1lll. indicatif de m caractères; 
(1) tronçonnage: nous ne considérons que lea n premiers caractères. 
de l'indicatif af in d'abréger le calcul; 
(2) pliage: soI:llD.e des valeurs internes de ces: n caractères; 
(3) division: nous divisons la somme par X, le reste R (0~ R~X-1) 
donne l'adresse de rangement dans la z.one d'implantation, re-
lative à l'adresse origine: X= taille de la zone d'implanta-
tion - 1. 
La division peut produire des restes égaux pour deux indica-
tifs différents: ils déterminent des "synonymes." rangés dans la zo-
ne de débordement. 
3-i3 .3 .• ï Groupement d • articles 
En Fortran, la portion de mémoire unitairement adressable est 
le record logique déf ini dans le DEFINE FILE n(m,p) où n es:t le 
numéro logique du fichier, m la taille en mots (de deux bytes) d' 
un enregistrement, p l e nombre d'enregistrements logiques-.· 
Il n'est donc pas possible de ranger plusieurs synonymes ·dans 
1lll.e m~me portion de mémoire afin de diminuer le nombre d'accès au 
disque.' 
3;.-3)_-4-., Rangement d I ent ités de longueur variable 
Toutes les entités traitées dans ce système sont de longueur 
variable. Le titre, par exemple, peut varier de 50 à 200 carac.tè-
res.1 Réserver une place maximale pour ces entités entra.!nerait 1lll.e , 
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perte de place très importante. Si on réserve, par exemple, 250 
bytes pour le titre qui fait en moyenne 100 caractères, on perd 
150 bytes. 
Le Fortran ne permet malheureusement pas la manipulation d' 
enregistrements de longueur variable. Nous avons procédé de la ma-
nière suivante: les. items de longueur fixe sont groupés au débu.rt 
de 1 1 entité; les items de longueur variable sont d'.écoupés. en se@-
ments de longueur fixe:. A l'adresse que 1 1 entité doit normalement 
oc.cuper d'après, le calcul. effectué, nOU$i rangeons un pointeur vers 
une zone t .ertiaire (zone des découpes): où une chat-
ne permet de retrouver tous les segments de l'item (figure 82 ). 
11superconduct~vi té11' •adr.1 
\con1füîr 
bt1v1I 'h (té ,,,, 
figure 82 









Les seules mises à jour à effectuer dans notre système sont 
des changements de propriétaire d'un article et des ajoutes d'ar-
ticles. 
Le mode de rangement par adresses calculées est spécialement 
conçu en vu.e de la consul.tation et de la mise à jour instantanée. 
En conséquence, l'ajoute d'articles. fait appel aux méthodes décri-







lité de synonymes, recherche et rangement en zone de· débordement. 
En ce qui concerne le changement de pro.priétaire, à chaque ar-
ticle est associé ,m numéro de bibliographie qui n'est autre qu'une 
numérotation séquentielle suivant leur entrée. Lors d',me demande 
de changement, l'utilisateur ~epère l'article par son numéro, entre 
le nom de l'ancien propriétaire (en vue d'une vérification) et ce-
lui du nouveau (figure 83 ) • 
pointeur vers les fragments du titre 
__ NB. = X 








1 LI des \ 1 1 ... · 
1 mots clé 
1 ) 
'----- ---- - ------ __ ,,,, 
l I LI des articles, poss.édés 
par l'ancien propriétaire 
pointeur vers les fragments du nom 
.--....... --......,. LI des articles, possédés 
par le nouveau propriétaire 
------ avant la modification 
après la modification 
figure 83 
5;~ Système d'interrogation 
Pour l'utilisateur, les- opérateurs apparaissent sous forme 
de questions élémentaires:, une composition d'opérateurs sous forme 
de question composée qui n'est en fait qu'une série de questions 
élémentaires. 
11Quels sont tous les articles écrits par -- sur le sujet 
- parus en -- ?". Les opérateurs correspondant sont: 
OAUT .'AND• OC LE .AND. O.ANN • 
(1) quels sont les articles écrits par --- ? 
(2) quels sont les articles traitant du sujet -- ? 
(3) quels sont. les articles parus durant --- ? 
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Il faut noter que, si les questions sont poséea séquen~ielle-
ment,1 les opérateurs ne sont pas appliqués de la même façon: un 
opérateur simple parcourt une liste inversée; une composition ~•o-
pérateurs réalise une intersection de listes inversées." Cette in-
tersection (un ensemble de numéros de bibliographie) est stockée 
dans ,m fichier auxiliaire qui permet à l'utilisateur de voir évo-
luer ses réponses; il est ainsi mieux à m~me de préciser les ques- . 
tions lorsque les réponses ne lui paraissent pas satisfaisantes. 
On évlte ainsi à l'utilisateur de devoir conditionner complètement 
sa question avant l'interrogation: la mise au point de la ques~ion 
devient ainsi tout-à-fait conversationnelle. La figure 86 donne un 
exemple de dialo.gu.e en vue d'une recherche babliographique. 
6. Edition des résultats 
Une fois la recherche terminée, il est évidemment nécessaire 
de pouvoir procéder à une vérification. A cet effet, il est prévu 
une commande permettant l'affichage sur vidéo ou sur écran graphi-
que (figure 87 ), de toutes les informations relatives, à un numé-
rode bibliographie donné. On peut ainsi s'assurer de la pertinen-
ce de chaque résultat. 
Par ailleurs, pour pallier le caractère temporaire d'un affi-
chage sur l'écran, il est possible d'obtenir un listing sur pa-
pier des bibliographies~ 
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SYSTEME BIBLIOGRAPHIQUE: diagramme d'accès 
CT . 
OREFERENCE 1 
_-;,,-'I~~-:::::.-..!: 1 . 
_... .,- / ' ...... - -- . 
.,,,... / '- --- --
...-...-- / ' ' ....... -- --
.,. ' ....... -.. ---NB · TITRE REVUE ÀNNEE ._--VOL -..PG1 -PG-2 
~--L-i _______________________ ...,. 









LI: liste inversée 
CT s chabe triée 








NOTE: les types d'entités soulignés sont les types d'indicatifs 
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SYS,TEME BIBLIOGRAPHIQUE: enchatnement des modules programmés-
1 TRI ]4 ADR- 1------1-.. SR- 1-----i~ 
. ~ ---
. 
' • 1 
• 
l i / / 
. / ./· 
1 . / 





























___ l modules 
-·-·-·-+ transfet de données 
---• appel de module Ô fichiers ,----, 1 1 1 ' ·--------
zone de comnnmica-
tion entre modules 



















fonction du module 
donniées en entrée 
adresse d'une entité 
adresse d'une entité 
données en sortie et fonction 
items fixes de cette entité 
items fixes de cette entité 
recomposition des items (de 
longueur variable) 
indicatif d'une entité adresse de l'entité 







n° de bibliographie 
nouveau propriétaire 
insertion de l'entité (corres-
pondant à l'indicatif) dans la 
chatne triée 
statistiques sur l 1utilisation 
de la BDI 
création ~e la BDI 
vérification des données 
coordination des modules de 
mises à jour 
coordination des moduJ.es de 
consultation 
dessin de(s) structu:re(a) réfé-
rencée( a) d'ans un article 
ajouter des articles dans la 
BDI 
changement de propriétaire 
d'un article 
ensemble des opérateurs 





EDTION fichier réponses 
EDIT n° de bibliographie 
EDITI n° de bibliographie . 
GTEDI n° de bibliographie 





Y.nchaîn.ement des opérateurs en 
vue d'un classement des arti-
cles; suivant un des ordres dé-
finis 
- enchabement des opérateurs 
pour répondre à la question 
posée 
- les nb appartenant à l! (\ 
91 
sont stockés dans le F. réponse 
enchaînement des opérateurs en 
vue de préciser· une ques.tion 
posée 
édition du fichier réponse 
édition sur imprimante des ren-
seignements sur un article 
édition sur terminal des ren-
seignements sur un article 
édition sur écran graphique des 
renseignements sur mi article 
et des structures référencées 
par cet article 
parcours d'une de ces chabes 
calcul de 1 1 adress:e de 1 1 entité 
module d'interrogation 
gestion des listes 
~ ------------ --- -----------------------, 
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CHAPITRE III: SYSTEME DE GESTION DES PRODUITS COMMERCIAUX 
Lorsqu.'on recherche, par exemplle, le MERCURE. OXYDE (MERCURI-
QUE) dans le catalogue des produits de la marque BILLAULT, on trou-
ve les renseignements suivants: 
nom du composé: mercure oxyde (mercurique), 
formuJ.e: HgO, 
extension: rouge pull'' pour analy,ses FB-, 
numéro de catalogue: 625788, 
imité de vente: 1 kg, 
prix. unitaire: 200 fb, 
degré de pureté:. supérieur· à 99%, 







domaine d'application: réactu.· pour analyse, 
liste des, synonymes: mercwre peroxyde, mercure (II) oxyde. 
NOTES: 
(1) signification de la notion d'extens~on: 
exemple: ANHY.DRIDE. IODIQUE pur pour analys-es FB 
nom du composé: ANHYDRIDE IODIQUE 
extension: pur pour analyses FB; 
(2) pour un m@me nom de composé~ il peut exister des produits cor-
respondant à des extensions différentes& 
exemple: FER CHLORURE (FERRIQUE) en solution à 30° B'é 
FER CHLORURE (FERRIQUE) en solution à:. 45° Bé 
FER CHLORURE (FERRIQUE) seo 
FER CHLORURE· (FERRIQUE) hexaby.draté pur pour analyses 
FB· 
etc.; 
(>) pour·1m m@me composé, il peut exister des produits- correspon-
dant à des; marques différentes,: 
exemple: .ANHYDRIDE SELENIEUX sublimé-
commandé chez·, BILLAULT 
ANHYDRIDE SELENIEUX pur sublimé 
commandé: chez LABOS!; 
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· (4) pour un m~me numéro de catalogue, il peut exister des produits 
de versions dilféxentes: 
exemple: mercure oxyde (mercurique) rouge pur pour analyses FB 
numéro de catalogue: 625788. 
première version: unité de vente: 1 kg, 
prix uni taire: 200 f .b, 
deuxième version: unité de vente: 5 kg, 
prix unitaire: 800 fb. 
En prenant ces informations comme base, nous avons réalis-é ,m. 
système qui permet de répondre à des questions du type: 
- quels sont les produits appartenant à. tel domaine d 1applicatim? 
. -
- quelles sont les références d'un produit de tel nom ou de l!WlD.é-
rode catalogue untel? 
. . 
- quels sont les produits utilisables dans tel domaine et œe telle 
marque? 
Ce système doit aussi ~tre capable de gérer les stocks· des: 
produits dans un laboratoire et de vérifier la circulation des 
produits: 
- qui possède tel produit et par quel projet cette personne est-el-
le concernée ? 
- quels sont les produits actuellement en pos;session d •un chercheur 
travaillant sur tel projet? 
1) Types d'entités et d'items 
types d'entités 
les domaines d'application 
(DOMAINE) 
les noms des produits 
(STRUCTURE) 
les références des produits 
(REFERENCE) 
types d'items. 
domaine d'application (DOM) 
nom (NOM) 
formule (FOR) 
nmnéro de catalogue (NOCA) 
marque (MAR) 
les extensions (EXTENSION) 
les synonymes; ( SYNONYME;) 
les impuretés (IMPURETE) 
. les stocks (DISPONIBILITE) 
les chercheurs (CHERCHEUR) 
les projets (PROJET) 
4uantité. de vente (QVEN) 
imité de vente (UVEN) 
prix unitaire (PUNI)i 
unité monétaire (UNIM) 




4ua.ntïté en. stock (QSTO) 
· date d'ouverture du produit 
(DOUV) 













NOM INIT POST 









QSTO DOUV DVAL 
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Relation 
I) Relations binaires 




R2 ~tre nom de STRUCTURE REF• 
R3, avoir pour STRUCTURE SYNONYME 
SYllOD.YiilleS 
R4- ~tre extenxion de EXTENSION REF·. 
R5 posséder CHERCHEUR REF• 
R6 utiliser PROJET· REF. 
Jrl ~tre utilisé dans REF. DOMAINE 
RB avoir pour nom REF. STRUCTURE. 
- - --- - ~- --~-----
opérateur associé chem:iin d'accès 
- ODOM(DOM.AINE,REF,dom), 
- à "domaine" i 
- de "domaine": à tous les pro- f 
duits qui y sont utilisables 
OSTR(STRUCTURE,REF,stru.cture) - à "·stru.cture"' 
- de "structure" à toua les 
produits: de ce nom 
OSYN(STRUCTURE,SYNONYME, - à •t structure'" 
structure) - de "structure'' à tous ses, 
synonymes 
-
OEXT(EXTENSION ,REF,extension) - à "'extension'' 
- de "extension" à tous les 
produits de cette extension 
OCHE(CHERCHEUR,REF,chercheur) - à. "chercheur" 
- de "chercheur" à tous les 
produits qu'il possède 
OPRO(PROJET,REF,projet), - à "projet" 
- de ttprojet" à, tous les 
produits, utilisés: 
OREF1(REF,DOMAINE,np) - au produit de n° np 
- du produit à tous ses do-
maines d'application 
OREF2(REF,STRUCTURE,np) - au produit de n° np 










R~ avoir pour· extension REF. EXTENSION 
' 
R10 avoir pour REF. IMPURETE 
impuretés 
R11 avoir pour stock REF. DISPONIB[LITE 
Rt2 ~tre possédé par REF. CHERCHEUR 
R13: ~tre utilisé par· REF. PROJET 
R14 ~tre synonyme de S"E\J'ONDIE STRUCTURE 
II) Relations; simples, 
R15 précéder lexicoè REF. 
R16 précéder lexico. DOMAINE 
' 












- au produit de n° np 
- du produit à son extension 
- au produit den° np 
- du produit à toutes ses· impu-
retéa 
- au produit den° np 
- du produit à tous ses stocks 
- au produit de n° np 
- du produit au chercheur· qui 
le possède 
- au produit de n° np 
- du produit au projet qui J_t 
utilise 
- au "synonymett 
- au nom dont il est le syno-
nyme 
- ordre lexico. sur les numéros 
- ordre lexico. sur les domaines 





R18 précéder lexd.co. CHERCHEUR OLCHE ( CHERCHEUR) 
- ordre lexico. sur les noms 
-
, R19 précéder lexico. PROJET OLPRO (PROJET): 
- ordre lexico. sur les noms 
l R20 exister en d 1·autres REF. OVREF(REF) - au produit den° np 
j versiona 
-
du produit à toutes ses ver-1 
sions. 




l R21 ~tre de la marque REF. MAR OMA.R(np) - au produit den° np 






2~ Implémentation des chemins d'accès 
Les chemins d'accès par itinéraire assoc i és aux relations sim-
ples sont des chaînes triées. 
Les chemins d'accès par itinéraire associés aux relations bi-
naires sont implémentés sous forme de listes inversées rendant ain-
si la composition d'opérateurs plus aisée. Cas particuliers: 
- la relation R10 est créée au moyen d'une lis te inversée car, m~-
me si elle n'est pas impliquée dans une rec~erche d'intersection, 
elle est non-disjointe: de nombreux composé3 ont les m~mea impu-
retés; 
- la relation R11 est disjointe et n'intervie::i.t pas dans une re-
cherche d'intersection: elle est implémentéa sous forme de liste 
simple; 
. . 
- les relations RB, R9, R12 et R13 sont biunivoques: elles sont 
implémentées, par des pointeurs.-






GESTION DES PRODUITS COMMERCIAUX: diagramme d'accès 
p 
STRUCTURE,__ __ _ 
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figure 89 
LI: liste inveraée 
CT: cha!ne triée 
















,, ' ~ ' QSTO DOUV DVAL 
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NOTE: les types d'entités soulignés sont les types d'indicatifs 
l 1 . 
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appel de module 
fichiers 
-·-·-·-· transfert de données 
ï - - - -, zone de coni.munication !_ ___ _i 
entre moduJ.es 


















fonct.ion du module 
donn:.ées en entrée données: en sortie et fonction 
adresse d'une entité items fixes de cette entité 
adresse d'une entité items fixes de cette entité 
recomposition des. items (de .. 
longueur variable) 
indicatif d'une entité adresse de l'entité 




n° de stock 
n° de produit 
n° de chaine triée 
insertion de l'entité (corres-
pondant à. l'indicatif) dans la 
chaîne triée 
création de la BDI 
coordination des modules de 
mises à jour 
coordination des modules de 
consultation 
ajouter des produits dans 
la BDI 
- mise à jour d'un stock 
- changement de propriétaire 
( che~cheur et/ ou projet) d'un, 
produit 
ensemble des opérateurs 
encha1nement des opérateurs en 
vue d'un classement des pro-
duits suivant un ordre défini 
enchatnement des opérateurs en 








n° de produit 
n° de produit 





édition sur imprimante des ren-
seignements sur un produit 
édition sur terminal des ren-
seignements sur un produit 
parcours d'm1e de ces chaines 
calcul. de l'adresse de 1 •·enti-
té 
module d'interrogation 
gestion des listes 
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CHAPITRE IV: INTEGRATION 
Ltutilisateur· doit pou.voir accéder aux deux bases informations 
et topologiques conjointement afin. d'obtenir des réponses à. des 
questions de nature mixte du type: 
- quels sont. les composés comportant telle sous-structure et quel-
les en sont les références bibliographiques? 
- sous quelle(s) forme(s) existe le composé référencé dans tel ar-
ticle? 
- quel est le dee,sin (sur écran graphique), de la structure de te] 
composé? 
Des questions de nature triple sont aussi {l.. envisager: 
- quelles sont les références bibliographiques et les produits 
disponibles; concernant telle structure des·sinée sur 1•écràn. ? 
L' ent:il.té STRUCTURE: étant commune à toutes les BD,· il est pos-
sible de ne la représenter qu'une seule fois (figure 91 ). Cette 
façon de procéder entra.!ne une complication due au grand nombre 
d~informations qu'il faudra pouvoir accéder. Pour répondre à une 
question de type mixte, d.eux BD doivent ttre présentes:: soit. 
BDT et BDI1 (système biblio.graphique), soit BDT et BDT2 (li..e systè-
me de gestion des produits). Les réponses à des questions triples 
nécessitent l'accès aux trois BD. 
Puisque le nombre d'armoires à. disques est généralement limi-
té et donc le nombre d'informations acces·sibles. en m~me temps in-
suffisant sur un mini-ordinateur, il faudra accéder s·éparément aux 
BD.- L'interface est facilement réalisable: chaque structure to~o-
:togiq_ue est répérée par son numéro de composé (:Ne), chaque réac-
tion par son numéro de réaction (NR). Le numéro de bibliographie 
(NB) caractérise un article et un numéro de produit (NP) un..pro)-
duit commercial (figure 92 ). 
Une !)résélection est établie dans lm.e des BD; dans, l'autre 
une recherche est effectuée à partir du ffichier ré!)onse: les, nu-
méros de sortie servent d'entrée dans cette BD. La question "quels 
· sont les composés comportant telle sous-structure et ~uelies en 
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sont les'. références bibliographiques ? 11 comporte deux séJlections: 
(1) recherche dans la BDT des composés. comportant la sous-structu-
re spécifiée; les réponses sont des NB; 
(2) recherche dans la BDT1 des références concernant. les NB d-m 
fichier réponse. 
~ 




1 BDT 1 












1 NP· . 
t,l 
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QUATRIEME PARTIE : SYNTHESE ASSISTEE 
INTRODUCTION 
Tous les oUitils de représentation d'1 entités en synthèse assis-
-
tée ont été étudiés dans. les chapitres précédents. Il reste à défi-
nir des outils facilitant l'énumération automatique de toutes les 
voies d'accès possibles et plausibles au. produit à synthétiser. 
Nous présentons d'abo,rd brièvement les "heuristiques'" de Corey 
qui fut le premier à dé:finir un ensemble de règles et de stratégies 
permettant de choisir les chemms de synthèse optimaux:~1 Rappellons 
quiune heuristique est un procédé empirique, une stratégie, un tour 
qui améliore 1 1 ef:ficacité d 1'Wl système qui tente de découvrir les 
solutions d 1'\lll problème complexe. Un programme heuristique est un 
programme automatique qui utilise ces heuristiques. 
11 0 
CHAPITRE I: HEURISTIQUES DE COREY 
En chimie organique (B-?), on essaye 
- de former des liaisons stratégiques, 
- d'ajouter des groupes fonctionnels. très sensibles aux aci'des, 
bases le plus tard poss.ible, 
- de créer le plus de f onctionali tés posai bles·, 
- d'insérer des groupes: d'interférences après les autres étapes. 
· (exemples création de liaisons stratégiques), 
- de favoriser la rupture de ponts chimiques, 
- d'utiliser des réactions puissantes et utiles:. 
Corey se base sur ces caractéristiques pour définir ,m ensem-
ble. de règles de stratégies: 
1. Liaisons stratégiques. C--C 
Une liaison stratégique C--C doit satisfaire aux règles sui-
vantes: 
( 1 ), appartenir à un cycle de taille 5, 6 ou 7, 
(2) ne pas appartenir à un cycle de taille inférieure à;, 
(3) ne pas appartenir à l'intersection de deux cycles dont l'enve-
loppe possède plus de sept atomes, 
(4) ne pas appartenir à un stéréocentre. 
L'heuristique accompagnant ce concept est de briser ces liai-
sons le plus vite pos-s=ible: il s'agit, en effet, de simpli:frier- la 
structure par des ruptures de liaisons qui conduiront à un précur-
seur plus accessible et plus simple et qui minimiseront le nombre 
de cycles pontés et de cycles. de tailles; moyennes ou grandes. 
2.;i Entités complexes: 
Toujours dans ,m but de simplification, on tente de supprimer 
le plus. de groupes fonctionnels, de centres stéréochimiques, de 
groupes d'interférences possibles.. Par exemple, si la rupture d'une 
liaison stratégique interfère avec ,me sous-stru.cture~ on applique 
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une réaction qui supprimera cette sous-structure. 
3.· Choix des réactions 
Les synthèses les plus puissantes sont celles qui utilisent 
des réactions, puissantes: les réactions Diela-Alder·, Robinson an-
nulation, Bi rch. reduction, cation-olefin cyclization. 
4'~1 Utilisationi d • "annexes" 
Une annexe de cycle est un groupe d'atomes attachés au cy.c].e 
par une liaison n'appartenant pas au cycle lui-m~me. 
Un atome peut définir une annexe si: 
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(1) la liaison entre l'atome et le cycle n'appartient pas au cycle, 
(2) soi.t l'atome est un atome de carbone, soit l'atome est un hété-
roatome avec au moins deux atomes de carbone. 
NOTE: les annexes. de cycles à trois liaisons ne sont pas pris en 
considération. 
Une branche annexe doit contenir· au moins- trois atomes, de car-
bone et doit prendre son origme soit en un atome n'appartenant pas 
au .cycle et qui a trois. ou plus de liaisons vers . des atomes autres 
qu'hydrogène, so1t en des liaisons; doubles. ou triples non termina-
les:.1 
On choisira l'annexe de telle façon que sa rupture entra!ne 
une simplification significative de la molécule cible et ré~uise 
l .e nombre de branchements dans la structure, Différentes stratégies 
sont possibles: 
(1) stratégie RA-RA (annexe de cycle vers annexe de cycle): 
deux annexes appartenant au m~me cycle ou à des cycles diffé-
rents sont reliés l'une à l'autre; 
(2) stratégie RA-R (annexe de cycle vers cycle): 
un atome sur une annexe est relié à un cycle ou à . un atome 
f .onctionnel directement rattaché à un cycle; 
(3.) reconnection acyclique: 




5.· Interconversion de la fonctionalité 
Une interconversion de fonctionalité (FGI) est la transforma-
tion, dans la molécule, d'un groupe fonctionnel en un autre (figu- · 
re 93 ).. Le but de la stratégie est de produire une séquence (d.ont 
la profondeur est au maximun 4). de FGI qui conduira à. une simplifi-
cation de la molécule par des .ruptures de liaisons stratégiques ou 
là formation de cycles. 
Dans la aéquence de FGI de la figure 94 A, B~ c, D, E sont 
des groupes fonctionnels, A es,t le groupe cible ou sujet, B le grou-
pe but ou objet; B, c, D sont les groupes intennédiaires et P1, P2, 




P1 P2 P3 P4 
A __ _. B, ------ C ----- D ___ .,. E 
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CHAPITRE II: GROUPEMENT DES INFORMATIONS 
De nombreux chercheurs ont proposés d'autres heuristiques (ré-
férences 34 à 52) mais toutes se basent sur les informations con-
tenues dans la table de connexions de la molécule à synthétiser. 
Dans; ce chapttre, nous: essayons de grouper ces informations. 
de telle façon qu'elles. soient plµs facilemen.t manipulablespar ces 
stratégies. 
1.1 Table de connexions 
Initialement, les informations concernant la molécule cible 
sont contenues; dans deux tables: celle des atomes; et celle des liai-
sons (figure 95 ). 
1 .·1. Table des atomes; 
1 C 1 3 3 2 6,7 1,6,7 
2 C 1 3 3- 1,3,12 1, 2, 13 
3 C 1 3 3- 2,4,9 2,3,10 
4 C 1 4 4 3, 5 ,s, 13 3,4,9, 14 
5 C 0 2 2 4,6 4,5 
6, C 1 4 4 5,1,10,11 5,6,11;12 
7/ C 0 2 2 1,8 7,8 
8 C 2 3 3 7 ,4, 14 8,9,15 
9. N 0 1 1 3· 10 
10 0 0 1 1 6 11 
11 C 0 1 1 6· 12 
12 C 0 1 1 2 13 
1.3 H 0 1 1 4 14 
14 0 0 1 1 8 15 
colonne 1 : numérotation des atomes; 
colonne 2: couleur des atomes 
colonne 3: stéréocentre (0 = non-stéréo, 1 = stéréo, 2 = non spécifié 
colonne 4: nombre d'électrons de valence 
l -
colonne 5: nombre d'atomes adjacents 
colonne 61 numéro des atomes adjacents 
colonne 71 numéro des liaisons adjacentes 
1.,2. Table des liaisons. 
1 1 0 1 2 
2 1 0 2 3 
3 1 0 } 4 
4 1 0 4 5 
5 1 0 5 6, 
6 1 0 61 1 
7 1 0 1 7 
8 1 0 7 8 
9 1 0 8 4 
10 1 1 3 9 
1 1 1. 6 6, 10 
12 1 1 6: 11 
13; 1 0 2 12 
14 1. 1 4 13 
15 1 4 a 14 
colonne 1: numérotation des liaisons 
colonne 2: couleur des liaisons 
colonne 3: (0 = non-stéréo, 1 = liaison vers l'avant, 
vers: l'arrière, 4 = position indéfinie) 
colonne 4: no du premier atome 







6 = liaison 
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2'. 1 Groupement d'informations en "set" 
Certaines informations contenues dans les tables sont groupées 
en "set". Un set es.tune chatne de bits référencée par· le nom d1 
une propriété, dans laquelle le iè~e bit est 1 si la. "iè!!!e chos,e" 
posaède cette propriété. 
2.·1.1 SETs d'atomes 
A1- atomes partageant 
A2.;. atomes; partageant 
A3- atomes partageant 
A~ atomes; C 
. 
A5- atomes; H 
A6- atomea O 
-A7- atomes: P 
AB- atomes. S 










A10- atomes, portant 1 atome non-hydrogène 
A11- atomes portant 2 atomes, non-hydrogène 
A12• atomes portant 3. atomes non-hydrogène 
A13- atomes- portant 4 atomes. non-hydrogène 
··-
A 1 ~atomes. ne portant aucune charge 
<> A.15- atomes: prtant une charge+ 
A16- atomes portant des électrons- non appareillés 
A17- atomes portant une charge négative 
A18- atomes N, o, s, P (hétéroatome) 
A19- atomes portant un atome E explicite ou implicite 
A2.0- atomes portant un atome H explicite 
A21- atomes. terminaux. 
A22- atomes. t~tes de pont 
A23- stéréocentres 
A24- atomes origines d'un groupe ~onctionnel 
A2.5- atomes· appartenant à• un cycle aromatique 
A26(i)- atomes appartenant au cycle i 
AZ{(a)- atomes; adjacents à l'atome a 
~ ---- - - - - - - - - - - - -- -- -
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A28(b)- atomes; adjacents à la liaison b 
A29 (a,n)- atomes: n fois plus éloignés de l •·atome a 
· A30(a1,a2,, ••• ,ai)- atomes: adjacents; à un ensemble d'atomes a1, ••• ,Eti 
A~1(b1,b2·, ••• ,bj;)- atomes. adjacents à un ensemble de liaisons: 
2·~2,~l SETs de liaisons 
L1- liaisons simples 
L2- liaisons doubles 
L3- liaisons, triples 
L4- liaisons vers un hétéroatome 
L5~ liaisons vers un atome H 
-·~. 
L6- .liaisons muJ.tiples conjuguées 
' L7- liaisons appartenant à un cycle 
--
LB- liatsona doubles: appartenant à un stéréocentre 
L9- liaisons appartenant àun cycle aromatique 
L10(i)- liaisons appartenant au cycle i 
L11(a)- liaisons adjacentes à l'atome a 
L·12(b)- liaisons adjacentes à la liaison b 
L13(b,n)- liaisons n fois plus éloignées de b 
b1, •.•., bj 
L14(b1,b2, ••• ,bj)- liaisons adjacentes: à l'ensemble de liaisons 
b1, ••• ,bj 
L15(a1,a2, ••• ,ai)- liais,ons adjacentes: à l'ensemble d'atomes1 
at,.· .. ','ai 
2.-r,,. Opérations; sur les SETs 
L'avantage des SETs est qu.•·ils, sont facilement manipulables 
par des opérations: et fonctions logiques. 
2.'3 .1 •4 Opérations: logiques 
(1) OR(S1,S2): 
( 2) AND ( S 1 , 3;2) : 
OU inclusif entre lea deux ensembles S1 et S2, 
c • est-à-dire S1 VS2 = {. s tq s E S1 ou s: ES2 \ ; 
intersection des deux ensembles . S1 et S2, 
c'est-à-dire S11""\S2 ={s tq sE:S1 et sEs2\; 
(3:) XOR(S1 ,S2)- : 
(4) NOT(S1) • • 
OU exclusif' entre les deux ensembles S1 et 
c'est-à-dire S1 \.s2 = t s I s: E S1, s E S2 \ 
complément de l'enaemble s1, 
c •est-à-dire (s1 = { s I a: Eu, s·/s1 ) 
2 .• 3 . :2•. Fonctions logiques 
NOTE: deux ensembles sont équivalents; 
si pour tout i, v1 (i); = v 2(1) 
\S1 : S2) 






(2) l\IBM(S 1a) 
: :iif S1; S2 then EQV = .TRUE. else EQV = .FALSE. 




else, lvŒM = .FALSE. 
z g atome a f S then begin 
end 
ON = .TRUE.· 
ajouter a dans: S 
else ON = .FALSE. 
: if atome aE, S then be~ 
OFF = • TRUE ~ i 
enlever a de S 
end 
-
else OFF= .FALSE. 
-
: g S1 C S2 then SUB = .TRUE. else SUB = .FALSE. 
2;3 .• 3:.~ Fonctions\ integer 
( 1) COUNT(S): 
( 2) NEXT(S,a), 
• • 
: 
charger le nombre d'éléments dans S dans la 
variable COUNT 
mettre l'élément suivant a dans la variable 
NEXT 
3.1 Groupement d'informations en liste 
Une liste permet le stockage d'informations en nombre varia-




( 1) liste des: cycles ( figure 9 6 ), 
CYCLES 
figure 96 
n° d'identification du cycle 
taill.e 
·· ... --1 1 1 l)t 1 
--+----- ..... 
n° de la liaison participant au cycle 




n° d'identification du GF 
type du GF 
1111-r- ..... ~ 
····--~1 I* 1 
n° de l'atome appartenant au GF 
(1) la reconnaissance des groupes fonctionnels peut se faire par 
l'une des méthodes vues précédemment; 
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CfuLPITRE III: RECHERCHE DES CYCLES 
La recherche des cycles dans une structure présente plusieurs 
difficultés. Si des structures tri-dimensionnelles sont manipulées, 
il est nécessaire de les projeter dans un plan. La projection peut 
varier suivant le plan choisi (figure 98 ): la projection A fait 
apparaitre un cycle de taille 5 contenant deux cycles de taille 5 
et ·6; la projection B présente deµx cycles 5 dans un cycle 6. Min 
d'éliminer l'arbitraire de la projection choisie, il est nécessai-
re de considérer des cycles d'importance égale (cycles fondamen-
taux:)•. • 
La deuxième difficulté provient des conventions utilisées dans 
les systèmes de documentation pour reconnaître un cycle et qui ne 
correspondent pas toujours aux vues du chimiste. Supposons laques--
tion: "Quelles sont les structures contenant ,m N.T et ,m S sur un 
cycle de taille 6· ? 11 (figure 99 ) • Si les conventions sont telles: 
que seules les structures A et D sont retenues, soit le chercheur 
sera orienté vers des structures qui ne l'intéressent pas, soit 












(vue du point If) 
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1 •1 Définitions 
- un cycle simple et élémentaire est 1m cycle qui ne passe qu'une 
et une seule fois par chacun de ses sommets et chacune de ses a-
r@tes utilisés. 
Les cycles simples et de la figure 100 
sont: - 1,2,3,4,16,17,1 
élémentaires du composé 




- 16 , 4, 5 , G, 7 , 1 5 , 16, 
- 15,7,a,12,13,14,15 
- 12,a,9,10,11,12 
- 1,2,3,4,5,6~7,15,16,17 (taille 11), 
- 1,2,3,4,5,6,7,B,12,13,14,15,16,17,1 (taille 16); 
- etc. 
Il est évident que cette définition ne correspond pas au point 
de vue du chimiste, pour qui il existe trois cycl·es 6 et un cycle 5. 
-
- une union disjointe de cycles est l'ensemble des liaisons appar-
tenant à deux ou plusieurs cycles disjoints deux~ deux.: Deux 
cycles sont disjoints s'ils ne sont pas :fusionnés et s'ils n'ont 




{oo o} { o o} 
figu.re. 100 
n'est pas une union disjointe de 
cycles 
est une union disjointe de cycles 
1 
1 • • 
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- somme de liaisons: S1 8 S2. Soient deux ensembles de liaisons 
S1 et S2; S1 8 S2 (ou exclusif) est l'ensemble des liaisons ap-
partenant à S1 ou S2, mais non à S1 et S2. 
L'ensemble X de tous les cycles et de toutes les unions dis-
jointes de cycles forme un groupe muni de la loi interne @: 
- la loi ffi est associative: (R1 S R2) f!:)R3 = R1@ (R2@ R3), 
- le cycle de taille O est l'élément neutre, 
- tout élément est symétrisable: R1@ R2 = R2 S R1. 
Chaque cycle ou union disjointe de cycles forme un vecteur 
dans cet espace. 
- cycle fondamental: soient na le nombre d'atomes , ~ le nombre 
de liaisons dans une structure G et T un arbre maximal de -G; 
alors n - 1 est le nombre de liaisons dans Tet n1 - n + 1 est a a 
le nombre de cordes dans G. Soit, de plus, mie ·ar~te joignant 
ai et aj: T contient ai et a. (par définition d'un arbre maximal), 
et un chemin entre ai et aj ~par définition d'un graphe simple-
ment connexe) qui est unique (T est acyclique).· Si mi ajoute m1.e 
corde à T, on forme un cycle .appele cycle fond.am.enta]. Il existe 
une correspondance un à un entre les n1 - na+ 1 cordes et l'en-
semble des cycles, fondamentaux de G. 
~oient R = (bt' b2, •••• b1 , bi+1, bi+2, •••• bj) un cycle, 
où b1 , · b2, · ••• , bi sont des cordes et b1+1, ••• , bj des liaisons 
de T,i et~ le cycle fondamental correspondant à la corde 1\:; for-
mons R 1 = R1 (B R2 • • • @ Ri: R et R 1 contiennent b1, b2, ••• , b1 •1 
De ce qui précède, deux propositions sont déductibles: 
(1) R ® R1 contient uniquement des liaisons de T; 
(2) R S R1 est un cycle ou une miion disjointe de cycles.; 
Ces deux propositions sont contradictoires: il faut donc que 
R ffi R 1 = ,, ou 4ue R =· R 1 •· Tout cycle peut donc être exprimé com-
me une combinaison linéaire des cycles fondamentaux (figure 101 ). 
¾: étant le seul cycle fondamenta~ contenant ~ et Rit: ne . pou-
vant pas ~tre exprimé comme 8 d'autres cycles :fondamentaux, ces 




6</;Q10 1 g 
2 5 . 
8 ~ 
- l'_ensemble des ·cordes est: ( (6,J-), (5, 7), (5,8), (10,9) ) 
- -
... . 
...; R1 = ( (6, 2), (2,1), ( 1,3)l, (3,61) ) 
R2 = ( (5,2), (2,1), ( 1·,3.)-, (3,7), (7,5) ), 
R3 = ( (5,2), (2,1), (1,4), (4,a), cs,5) ) 
R4 = ( (10,7), (7·,3), (3,1), (1,4), (4,9), (9, 10) ) 
wa- • J. 
;. R a ( (6,3i)i, (3,7), (7,5,), (5,2'), (2·,6-) 1 
- · ---
-- 1 
- R . = R1 @ R2 = ( (6,2), (5,2), (3-,6), (3"-,7);, (7,5) ) 
- 1 
..; donc R s:s R 
figure 101 
poux 1 1.espace des cycles, qui est de dimension n1 - na + 1 ~• 
·-
- 'Uil. cycle minimal: pour décrire complètement un réseau de cycle, 
il est nécessaire de considérer des cycles autres que celPC con-
tenus dans la base. Le nouvel ensemble A formé doit ttre tel que 
tout cycle qui n'y appartient pas puisse ~tre généré par une @ 
de cycles de l'ensemble (il est à noter que les cycles, de A ne 
sont pas nécessairement linéairement indépendants).i L'ensemble A 
s'appelle ensemble de cycles minimaux. Un cycle minimal est un 
cycle qui ne peut pas ~tre exprimé comme une ffi de cycles plus 
petits ~ Si pour une liaison b donnée, il n'existe pas de cycle 
plW3 petit que le cycle R contenant b, alors Rest un cycle mi-
nimal,' car il ne peut pas @tre exprimé comme ffi de cycles plus , 
. 1 
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petits.' L'ensemble A contient la base de l'espace des cycles. 
2. Algorithme pour trouver l'ensemble des cycles minimaux 
première étape: génération d'un ensemble A de cycles :fondamentaux 
Ri en construisant un arbre maximal; 
(1) choix de la racine de l'arbre maximal: l'atome de numéro 1; 
(2), construire l'arbre en parcourant pour chaque sommet ceux qui 
lui sont adjacents (par ordre croissant); s.i, en empruntant 
,me liaison, on aboutit à un sommet déjà noté, cette liaison 
est une corde et un cycle :fondamental. est formé ;, 
deuxième étape: génération de l'ensemble des cycles fonda.mentaux. 
Supposons un ensemble de cycles Sr' qui contient 
l'ensemble des cycles minimaux. Soit Sms un ensem-
ble vide: si on y inclue les cycles les plus petits 
de Sr qui sont linéairement indépendants. aveo les 
cycles de S , alora S contient l'ensemble des 
ms ms 
cycles minimaux. 
Soit R = ( b1, b2., •••• bi' b1+1, •••• bj) ,m cycle où b 1~ •• •., bi 
sont des cordes; supposons R plus grand que chacun des Rit (pour· 
tout k = 1 à i, 1\:. est le cycle :fondamental associé à la corde ~).1 
R n 1,est pas un cycle minimal, car il peut ~tre exprimé comme combi-
naison linéaire de cycles plus petits. Si, pour toute corde b1 , 
on rassemble les cycles qui ne sont pas plus grands que Ri• on :for-
mera l'ensemble des cycles minimaux. 
(1) Etant donné un ensemble de cycles :fonda.mentaux Ri (i a 1 à 
E-N+1), on :forme Ri.j = Ri 9 Rj (i<:j~E-N+1); 
(2) on ordonne l'ensemble R1 Rij en utilisant la hiérarchie sui-
vante: - taille minimale 
- somme arithmétique des numéros maximale 
- s€quence des numéros lexicographiquement inf'érieur; 
(3) à partir de cet ensemble ordonné, on sort les (E-N+1) premiers 
éléments linéairement indépendants. 
Recherchona les cycles minimaux. de la structure de la figure101: 
- cycles fondamentaux: R1 = 6-2-1-3 
R2 = 5-2-1-~7-
R3 = 5-2-1-4-8 
R4 = 10-7-3-1-4-9 
- les combinaisons: R12 = R1 (B R2· • 5-2-6-3-7 
R13 = R1 ©R3 = 5-2-6-3-1-4-8 
R14 = R1 @R4 = 10-7-3-6-2-1-4~ 
R23 = R2 fBR3 = 7-3-1-4-8-5 
R24 = R2 ® R4 = 9-4-1-2-5-7-10 
R34 = R3 0 R4 = 10-7-3-1-2-5-8-4-9 
- les. cycles pris en compte suivant les règles hiérarchiques: 
R1 , . R12, R3, R2; 
-
..,; R2 étant combinaison linéaire de R1 et R12, on le remplace par 
le cycle R4 sélectionné d'après les règles. L'ensemble des cycles 
minimaux est donc formé par R1, R12, RJ, R4 qui sont linéairement 
indépendants et forment encore une base de l'espace des cycles. 
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CHAPITRE IV I SYNTHESE ASSISTEE 
1.· Représentation de l'arbre de synthèse 
Les données concernant un précurseur sont représentées de la 
façon suivante: 
pointeur vers le PARENT 
pointeur vers le FRERE 
pointeur vers le 1~! FILS, 
n° d'ordre de création 
descripteurs de codification 
pointeur vers la REACTION utilis:ée 
taux r1 du chimiste 
taux r2 du programme 
changement par rapport au PARENT 
coordonnées des atomes 
figure 102 
Ces données sont stockées en mémoire auxiliaire. Chaque fois 
qu'un précurseur est ?hoisi comme molécule à synthétiser, sa table 
de connexions, ses SETs et listes sont générées,. 
Les taux r1 et r2 sont des estimations, soit calculées, soit 
dormées par le chimiste, de la probabilité de réussite de l'étape 
en cours~ 
Les changements. de structure que présente un. précurseur par 
rapport au parent sont décrits au moyen des opérations; éléme~tai-
res suivantes.: 
( 1:) DELA n ° atome : supprimer l'atome repéré par son. nmnéro 
et les liaisons qui y aboutissent; 
(2) ADDA n° 
(3) BREB-n° 
(4) MAKB n° 
(5) MOVU no 
(6), DEIC no 
C7) A.Dro no 
atome, o. 
liaison 
at:1, no at2, C 
at1, n•0 at2 
atome 
atome 
: ajouter ,m atome de coul.eUII" c; 
: briser· une liaison; 
: créer une liaison de couleur e 
entre deux atomes,; 
: déplacer la charge d'un atome 
vers un autre; 
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: supprimer la charge d~un. atome; 
·: ajouter une charge sur 1ml. atome.· 
L'intér~t de ces opérations élémentaires est qu'il n'est pas 
nécessaire de mémoriser la table de connexions: des prédécesseurs:: 
elle peut ~tre retrouvée à partir de la table de la moJlécule ci-
ble T';1 
Grâce aux pointeurs PARENT, FILS, FRERE on pourra à tout mo-
ment soit sortir un chemin particu1iel!'·, soit sortir tous. les che-
mins déjà générés (figure 103). 
figure 10 3 
2;l Organigramme d'une session de travail en synthèse 
La figure 104 donne un organigramme général des différentes 
phases d'une synthèse assistée. L'utilisateur développe la struc-
ture de la molécu1e à synthétiser, sur écran1 graphique~' Le program-









lécu1e, les informations pertinentes, pour l'analyse notamment, lles 
groupes. :fonctionnels, les cycles, les SETs, etc.. Si plusieu:t"'S, stra-
tégies sont disponibles, l'utilisateur· peut en choisir une en par-
ticulier sinon elles; seront utilisées les unea après· les. autres. 
Les précurseurs- sont générés niveau par niveau et présentés au cher-
cheur· pour évaluation. Celui~ci peut demander certaines référence$ 
afin de repérer dans. l'ensemble des précurseurs proposés ceux qui 
lui semblent les plus pertinents;, les autres étant supprimés de 1 1 
arbre de synthèse. L'·utilisateur peut choisir un précurseur parti-
cu1ier comme nouvelle molécule à synthétiser (et éventuellement une 
nouvelle stratégie) sinon tous les précurseurs de ce niveau seron..rt 















dans la molécule T 
1 
recherche des précur-
s.eurs d'un niveau 
1 
recherche des référen-
ces sur les précurseurs 
a 
• mise à jour de l'arbre 
de synthèse 
• tous les précurseurs sont 
des produits disponibles 


















dessin de la structure de 







curseur à synthétiser 
(éventuellement: spéci-
fication d'une stratégie) 
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CONCLUSION ET PROLONGEMENTS POSSIBLES 
Actuel]ement, plusieurs systèmes de codification des compo-
sés et réactions: chimiques sont opérationnels. Citons, par exem-
ple, les systèmes: GREMAS, CCBF (Compu~er Processing of Chemical 
and Biological Facts), IDC (Internationale Dokumentationsgesells-
chaf't fUr Chemi.e mbH, Frankfurt). 
Ces systèmes présentent tous un inconvénient majeur: la 
translation de la formule chimique en son code exige un exercice 
intellectuel dont seuls sont capables des spécialistes doués d'u-
ne connaissance approfondie des règles; parfois compliquées de co-
dage.1 
En considérant. une structure chim:i.que coI1DJ1e un graphe simple 
et non orienté, nous disposons; d'un langage de description et d 1 
un outil de manipuJ.ation: la théorie des graphes. La codification 
est plus aisée et non ambigu.M; de plus, nous l'avons rendue trans-
parente à l'utilisateur qui peut s'exprimer dans son langage natu-
rel de visualisation au moyen d'un écran graphique. 
En synthèse assitée, les, outils que nous avons conçus et, pour.' 
certains d'entre eux, implémentés permettent: 
- une meilleure représentation des informations manipuJ.ées, 
- à partir de références; bibliographiques et commerciales, une meil-
leure évaluation, par l'utilisateur, de l'arbre de synthèse, 
~ des recherches de stratégies; plus rapides et plus générales grâ-
ce à l'utilisation d'une base de données. topologiques.• 




mité à la synthèse assistée: les, BDI et BDT peuvent ~tre utilisées 
en tant que systèmes d'information et de documentation indépen-
dants. 
A partir· ce ce travail, plusieurs prolongements sont souhai-
tés: 
Tout d'abord, il nous semble intéressant d'implémenter la 
Une stratégie de synthèse basée sur ces outils de représenta-
tion et de manipulation porrait ~tre mise au point. 
"" 
La mise en place de la base orientée vers la gestion des pro-
duits devrait permettre d'évaluer les arcs a•un chemin de synthè-
se au niveau des co-0.ts (prix des produits intervenant dans les ré-
actions, co-n.ts des expériences, etc.) et au niveau des rendements 
dea réactions,. 
ANNEXE 1 : RAPPELS DE: THEORIE DES GRAPHES 
Un graphe G est un coup1-e G = (X, U) cons,ti tué par: 
- un ensemble X= x1, x2, ••• , :xn fini ou dénombrabie, dont 1es 
éléments sont les sommets du graphe, 
- une famill.e U = (u1, u2, ••• , un) d'éléments, dans X x X, appe-
lés les arcs du. graphe. 
Intuitivement, un graphe est un schéma constitué par un ensem-
ble de pomts, x1, x2, ••• , xn en nombre :fini ou dénombrable et que 
1 1 cm. appelle sommets, reliés entre eux par des branches orientées 
u1 ,· u2, •'•., un que l'on appelle arcs (figure -105"). 
figuxe .;fOb 
Lorsque, pour des raisons conceptuelles, on néglige l'orient~ 
tion des arcs d''un graphe, on dit que l'on obtient un muJ.tig;raphe. 
Les, branches non orientées sont alors appelées les arêtes du multi-
graphe. Un multigraphe Gest donc un couple G = (X,Ü) où X est l' 
-ensemble des; sommets et U la. famille des arêtes: (figure -106). 
;ax, U7 94 
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CONCEPTS NON ORIENTES 
-soit, G =, (X, U) un mul.tigraphe; 
- 1 tordre du mul.tigrapb.e es,t le nombre de s;es sommets; 
- si. u = (x.°;i. ) est une arête du multigraphe, ~ est 1 1 extrémité 
initiale ~e i et x. l'extrémité- terminale de u; 
J 
- deux sommets sont adjacents. s:'ils sont les extrémités d'une ar~-
te les reliant; 
- deux. arête$ sont adjacentes si elles ont au moins une extrémité 
commune; 
- une ar~te eat incidente à un sommet si ce sommet est l'une de ses 
extrém.i. tés;; 
- ie degré d'un sommet est le nombre d'arêtes qui lui sont inciden-
tes; 
- une ar~te est incidente à un sous-ensembie A de so:mmets si l'mie 
de ses extrémités (et une seule) se trouve dans A. Le degré de A 
es,t donc aussi 1.e nombre d'arêtes: incidentes à. A. 
- Un ps,eudo-cha!ne est une suite u i::: (ü1, ••• , '½__1, ü1 , ~+1 ' • • •, 
û ) d' ar~tes (pas néces.sairemen t distinctes) telle que chaque a-
rite ~ ( 1 ~ :t ~ q) est r-eli.ée à û1_ 1 par une de s;es extrémités: et 
à '½:+1 par· l'autre; 
- le nombre q d'arêtes composant la suite est la longueur de la 
ps:eudo-chatne; 
- un ps.eudo-cycle es:t une pseudo-cha.!ne qui part d'un sommet xi et 
aboutit au m~me sor:unet x1 ; 
- une chaîne est une pseudo-chaîne dans laquelle, s'il y a répéti-
tion d'arêtes, chaque- arête répétée est parcourue dans le même 
sens:f 
- un cycle es.t un ps,eudo-cycle dans. lequel, s'il y a répétition 
d 1ar~tes, chaque arête · répétée est parcourue dans le m~me sens; 
- une chaine est s,imple lorsqu'elle n •utilis.e pas plus d •une fois 
la. m~me ar~te; 
- un cycle est simple lorsqu'il n'utilise pas plus d'une fois la 
même ar~te; 
- une chatne es;t élémentaire lorsqu'elle ne passe pas . plus d'une 
fois par chacun de ses- s.ommets; 
- un cycle est élémentaire lorsqu'il ne passe pas plus: d'une fois 
par chacun de ses s,ommets; 
\JI'\ 
- G est multigraphe sans cycle s'il es:t impossible d ':r trou.ver 
une sùite d'ar~tes; définissant un cycle; 
- Gest un graphe simplement connexe s'il existe une cha.!ne entre 
tout couple de sommets distincts; 
- un arbre est un graphe simplement connexe et sans cycle; 
- une arborescence es:t un arbre q_ui possède une racine .(un s:ommet 
a 3 
qui est ascendant à tout sommet du graphe est appelé une racine); 
- G est un graphe :f'ortement connexe s •u existe deux chemins reliant 
en. sens. opposés tout couple de sommets. distincts; 
- un arbre maximal d'un graphe G simplement connexe est un ·sous-gra-




SIMPLEMENT CONNEXE NON SIMPLEMENT CONNEXE 
• 
FORTEMENT CONNEXE NON FnRTEMENT CONNEXE 
ANNEXE 2 : ELEMENTS DE CHIMIE ORG-ANTQUE 
L'expérience montre que, si le nombre des différentes subs-
tanc.es que l..'on peut rencontrer es;t très élevé, toutes ces subs-
tances peuvent être obtenues; à partir d'un petit nombre (,me cen-
taine) de corps que l'on n.omm.e "simples.", tous l.es autres étant• 
des "composés". Il était naturel, puisque toute matière est formée 
de particules, de penser qu'à chaque corps simple correspond une 
partimle ultime, la plus petite parcelle susceptible d'entrer en 
combinaison, et qu'on nomme atome; de telle sorte qu',m échantil-
lon de corps simple est formé d'atomes tous identiques, alors qu• 
un échantillon, et m~me une particule ultime d'un corps composé-
sont formés: par· 1tunion d'atomes différents, provenant de diffé-
rents· corps, simples-. 
Classification naturelle périodique des éléments 
Les éléments y sont rangés par numéro atomique croissant et 
disposés: horizontalement suivant des périodes, correspondant au 
remplissage progressif des couches- K, L, M, ••• ; verticalement, 
en groupes. d'éléments analogues chimiquement. 
Notation chimique 
Chaque élément est représenté par son symbole, formé de la 
lettre initiale majuscule du nom de l'élément, suivie, en cas de 
confusion possible, d'une deuxième lettre minuscule; la liste des 
symboles; se trouve dans le tableau des masses atomiques. Chaque 
corps pur, simple ou composé, est représenté par sa formule, cons-
tituée à l'aide d.es symboles des éléments: qui entrent dans la com-
position du. corps:; en outre, le symbole de chaque élément :représen-
te par définition une masse déterminée de cet élément. 
Liaisons chimiques 
Tous. les corps sont formés d'atomes; il est cependant peu fré-
quent que, dans les conditions ordinaires, un échantillon de ma-




(gaz. iinertes}; pres,que toujours., desi liaisons chimiques unissent 
entre eux des; atomes, semblables ou différents; le résultat de cet-
te union interatomique peut être la formation de mo.lécules, parti-
cules pluriatomiques et élec.triquement neutres. dont les dimens,ions; 
sont généralement dle 1.' ordre d,e quelques angstrl5ms:; le corps pur 
est dans ce cas formé de molécules; toutes :ldentiques, il est d.e 
constitution moléculaire; des forces. d'attraction intermoléculai-
re assurent, dans les états: condensés,, c'est-à-dire solide et li-
quide,· la cohés.ion de l'ensemble; _ elles deviennent beaucoup plus 
faibles dans les:. états dilués (gaz, solutions) en raison des dis-
tances plus grandes qui. séparent en moyenne, les molécules. Les: 
corps purs de constitution moléculaire sont très; nombreux; citons 
l'hydrogène, l'oxygène, l'azote, le chlore, l'eau, •••• et surtout 
la presque totalité des corps: organiques:: méthane, acétbyl.ène, al-
c:001,· •1.-. • 
Réaction chimique 
On dit qu •un système de corps a été le s,iège d •une réaction 
chimique lorsque. l'analyse immédiate permet de retirer de ce sys-
tème des espèces chimiques qui ne se trouvaient pas dans. le mélan-
ge initial, à tout le moins lorsque les proportions; relatives des 
espèces chimiques. ont varié. Exemple: H2 + Cuo ~ Cu + H2o • 
Une réaction chd.mique es,t donc une transformation qui. fa.i t passer 
un système de corps d •un état initial à un état final.' 
Isomérie 
La formuJ.e brute ne su:ffit pas à. caractériser-une substance. 
Par exemple, l'alcool éthylique et l'oxyde de· méthyle ont tous deux 
la formule brute C 2H6_o • Ils. sont a:ppelés isomères. L'expérience 
montre que le nombre d'isomères croît très vite dès que la formu-
le brute se complique; on connaît 13 composés différents pour 
c5H12o, des; mill.ions sont prévus, pour c30H50o 4 N2 • 
Fôrmu.les développées planes 
Si. les is:omères: sont constitués. par les· m~mes atomes en m~me 
· nombre., ils s.e· dis,tingu.ent l'un de 1 'autre par un arrangement dif-
'I 
b3 
férent dea atomes, au sein de la molécule. On a supposé·, les atomes 
reliés les uns aux autres, et cette dépendance a été symbolisée 
par un tiret appelé liaison. La formule développée plane :représen-
te l'assemblage deux à deux des atomes; elle est dite plane du fait 
que cet enchatnement peut ~tre traduit sur l!Ille feuille de p~pier. 
Valence 
L'hydrogène ne peut réunir deuoc atomes: il ne dispose que d' 
une seuJ..e liaison; il est dit univalent. Les; halogènes, à de très 
rares exceptions, sont également univalents. Le problème est moins 
simple pour les autres éléments·. Dans le méthane, le carb0lle est 
lia à quatre atomes: d'hydrogène; il est donc, ici, quadriva.lent; 
dans l'.éthane, le carbone est qua.drivalent. De même si 1 1,o:x:ygène 
est bivalent. dans l'alcool méthylique H~COH, il_ est univa.l!ent dans; · 
H ~ 
l t aldéhyde H3,c - C o • 
Liaisons, multiples 
En remarquant que le carbone de valence apparente inférie'lll"e 
à 4,1 l'oxygène d:e valence inférieure à 2, l'azote de valence infé-
r:Leu:re à 3 étaient touj·ours; voisins dl'mi atome présentant la m~ 
me anomalie, les chindstes: on.t convenu d'unir les atomes à valence 
incomplète par plu.sieurs liaisons: l'éthylène est écrit CH2 = CH2 , 
l'aldéhyde CH} - CH. = 0 • Lee, composés dont la formule renferme des: 
liaisons multipl..es sont dits non sturés; en effet, ils peuvent ad-
Q. 
ditionn.er· 2 ou 4 atomes, d'hydrogène pour conduire à. de nouvel1es 
molécules dans: lesquelles toutes-. les valences: redeviennent norma-
les: CH} - C ; N + 2Hi2 ---• CH3 - CH2 - NH2 • Moyennant cet arti-
fice, les valences respectives 4, 2, 3 du carbone, de l'oxygène, de 
l'azote deviennent cons:tantes, ce qui con:fère à. la notion de valen~ 
ce une grande simplic:iité.• 
Formul.es semi-développées 
Les formules d:éveloppées planes; tiennent beaucoup de place. 
On convient de les condenser en groupant certains atomes dont la. 
disposi t:ii.on n'offre aucune amb:lguI.té. C 'es,t ains:i qu'on- écrira l' 
. éthane CH3 - CH3 • 
Stéréochimie 
Nous; avons considéré jusqu'ici que toutes les formul.es écri-
tes dans le plan sont équ.:il.valentes pourvu qu'elles; respectent 1• 
encha!neme:nt success:i:f des diversi atomes. Or l'expérience a mon-
tré- que certa:ilnes; formules planes représentent plus-ieu.rs· is'omères 
renc~ntrés; par· exemp1e, aux forIInl!les planes CH3 - CHOH - COtI, 
CH3; ~ CHCl - CHOH· - CH3 , cor:i:-espondent respect~vement 2 et 4 i-
somères connus. Les: formules planes sont donc insu.f'fisantes. pour 
les distinguer et il convient dl.' étudier la :forme de la molécule 
dans l'espace; c'est le but de 1~ stéréochimie. 
Carbone tétraédrique 
Les 4 valences: émanant d'un atome de carbone ne sont pas dans 
un m~me plan; si lesi 4 substituants; du carbone sont monoatomiques 
et identiques (CH.4), les 4 atomes identiques occu,pent les sommets 
d'un tétraèdre régulier dont le carbone occupe le centre: 
3:h les 4 substituants ne sont pas identiques, le tétraèdre est dé-
formé. mais: ils ne sont jamais dans: le m~me plan. Un carbOl'le lié à 
4 radicaux tous; différents s'appel1e carbone asymétrique.' 
Notation: les: substituants: Z et T sont vers. l'observateur, X et Y 
en ar:rière." 
Isomérie géométrique 
Soit un. compos.é Cll = CXY , X et y · étant définis comme ci-des-
sus.• Les deux atomes de carbone et les quatre atomes: attachant X 
et Y à. ces carbones sont dans un m@me plan; il y a donc deux dispo-
sitions: 
cis trans 
On. trouve donc une nouvelle isomérie, di te is:omérie cis-trans ou 
géométrique. 
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