Many inter-consistency efforts force empirical agreement between sensors viewing a source nearly coincident in time and geometry that ensures consistency between sensors rather than obtain an SI-traceable calibration with documented error budgets. The method described here provides inter-consistency via absolute radiometric calibration with defensible error budget avoiding systematic errors through prediction of at-sensor radiance for a site viewed by multiple sensors but not necessarily viewed at coincident times. The method predicts spectral radiance over a given surface site for arbitrary view and illumination angles and for any date dominated by clear-sky conditions. The foundation is a model-based, SItraceable prediction of at-sensor radiance over selected sites based on physical understanding of the surface and atmosphere. The calibration of the ground site will include spatial, spectral, and sun-view geometric effects based on satellite and ground-based data. The result is an interconsistency of hyperspectral and multispectral sensors spanning spatial resolutions from meters to kilometers all relative to the surface site rather than a single sensor. The sourcecentric philosophy of calibrating the site inherently accounts for footprint size mismatch, spectral band mismatch, and temporal and spatial sampling effects. The method for characterizing the test site allows its use for SI-traceable calibration of any sensor that can view the calibrated test site. Interconsistency is obtained through the traceability and error budget rather than coincident views. Such an approach to inter-consistency provides better understanding of biases between sensors as well producing more accurate results with documented SI-traceability that reduces the need for overlapping data sets.
INTRODUCTION
The goal of cross-calibration is to allow for accurate intercomparison of sensor data. Note that there is a subtle difference between intercomparison and cross-calibration. A radiance intercomparison implies that spectral radiance derived from two or more sensors can be compared to determine their level of agreement. Ideally, the derived results, when viewing the same source at the same time, will agree to within the stated uncertainties for the sensors. Such a comparison is effectively a validation of each sensor's calibration. Cross-calibration can use the identical data sets for an intercomparison, but the calibration of one of the sensor's is adjusted so that the spectral radiances from both sensors matches taking into account view, spectral, and temporal differences. While strictly not correct, the two terms are used interchangeably in this paper for simplicity.
Cross-calibration methods are used extensively for both on-orbit and prelaunch characterization and the typical methods rely on knowledge of a source that is common to both sensors. As described below, one approach to cross-calibration uses near-coincident views of the common source. More recent work has emphasized methods that do not require simultaneous data collections but evaluate the temporal nature of the source through laboratory transfer radiometers, insitu measurements of ground scenes, or assume the sources to be invariant. *kurtis.thome@nasa.gov; phone 1 301 614-6671 Accurate radiometric calibration based on following a set of well-defined and reproducible protocols should allow the comparison of data from two sensors calibrated in different facilities with agreement that is within the stated uncertainties when the sensors view a common source. Such a concept had been demonstrated in the laboratory through traveling transfer radiometers participating in round-robin exercises.
1, 2, 3 Similar conceptual approaches have been developed over the past 20 years for comparisons between two satellite-based imagers while on orbit.
One of the first applications of cross-calibration techniques dates to Hovis et al. (1985) who measured the radiance above a ground target from a high-altitude aircraft to verify the degradation of the response of the Coastal Zone Color Scanner's shorter wavelength bands. 4 Sensors on an ER-2 aircraft provided cross-calibration of the Advanced Very High Resolution Radiometer (AVHRR) via sensors onboard the ER-2 aircraft. 5 The basic concept remains the same today with the goal being that two sensors view the same test site at the same time from the same viewing geometry with identical spectral bands. Teillet et al. developed a variation of the approach to account for the unavoidable small differences in view and solar geometry. The method relies on a spatially and spectrally characterizing the surface reflectance from aircraft data and using the reflectance with coincident atmospheric data to predict the at-sensor radiance. 6 Such an approach was used to cross-compare data from a wide array of sensors viewing the Railroad Valley test site on a single day. 7 The simultaneous nadir overpass (SNO) method is a further extension of the Teillet method. 8, 9, 10 Large numbers of nearcoincident views can occur near polar regions between sensors on typical sun synchronous platforms. The approach is limited to spectral regions for which the radiance from snow and ice can be well predicted. Uncertainties tend to be dominated by spectral differences between sensors. Obtaining hyperspectral information about the surface reflectance limits errors due to spectral mismatch between sensors being compared.
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Improved precision of vicarious approaches using ground-based measurements has allowed their results to be used as cross-comparison approaches in a fashion similar preflight, laboratory calibrations. The characterization can be based on a model-centric approach such as that developed for the comparison of AVHRR sensors over time based on desert scene data, 12 or it can rely on in-situ measurements acting as the transfer standard. 13 The difficulty of developing a comprehensive inter-consistency effort is that past work concentrates on one-to-one comparisons between sensors and applying such a philosophy to the more than 50 sensors in space for the purpose of terrestrial imaging of the earth-atmosphere system is clearly a daunting process. Further complicating the issue is that these sensors are combinations of national and international efforts from every continent except Antarctica and more than 15 countries. The sensors range in spatial resolution from 0.3 to 1000 m at nadir and ranging from multispectral to hyperspectral spanning the wavelength regions from visible, near-infrared, through the thermal infrared and beyond to radar wavelengths. Swath widths and repeat visits also span a wide range of values leading to opportunities to study global earth-processes in an unprecedented manner. What is needed is a method that permits ready comparisons of a wider array of sensors and well-known sensors to evaluate new methods.
Examples of well-calibrated sensors include imaging sensors on the Aqua and Terra platforms (Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), 14 Multi-angle Imaging Spectroradiometer (MISR), 15 and Moderate Resolution Spectroradiometer (MODIS), 16 Landsat series of sensors (Enhanced Thematic Mapper Plus (ETM+) 17 and Thematic Mapper (TM) 18 , MEdium Resolution Imaging Spectrometer (MERIS), 19 and and Advanced Very High Resolution Radiometer (AVHRR) 20 as examples. All of these sensors went through extensive on-ground testing, have varying degrees of on-orbit calibrators, and have been studied using vicarious approaches allowing their calibration to be understood over time and to track possible degradation effects.
Such well understood sensors are one of the keys to implementing a new approach to interconsistency since they permit evaluation of the approach as well as providing a baseline for additional sensors to be characterized against. The work described here builds on the concepts used for these sensors such as past work using hyperspectral data to reduce the effects of spectral differences, 21 using consistent solar models, 22 and correcting for surface directional reflectance effects. 20 The solar irradiance case is an excellent example of multi-national groups working within agencies such as the CEOS and the Global Earth Observing System of Systems (GEOSS) to develop the best set of results.
The basic philosophy is prediction of at-sensor radiance for arbitrary view-sun geometries and ranges of spatial resolutions and arbitrary spectral bands. The predictions rely on surface and atmospheric characterization data from historical archives of imagery and other ancillary information for a given test site. The approach allows a user to select a view angle and azimuth and sensor altitude as well as a set of spectral bands. A predicted image at a spatial resolution of 30-m over an area of 20 km by 20 km is the end product allowing intercomparisons of a wide range of sensors using the test site as the basis of the calibration. The source-centric philosophy of calibrating the site inherently accounts for footprint size mismatch, spectral band mismatch, and temporal and spatial sampling effects. Development of a defensible error budget with SI-traceability based on physical understanding of the surface and atmosphere at the site provides calibration of any sensor that can view the calibrated test site. Interconsistency is obtained through the traceability and error budget rather than coincident views. Such an approach to inter-consistency provides better understanding of biases between sensors as well producing more accurate results with documented SI-traceability that reduces the need for overlapping data sets. Inclusion of high-accuracy sensors such as Climate Absolute Radiance and Refractivity Observatory (CLARREO) 23 or Traceable radiometry underpinning terrestrial-and helio-studies (TRUTHS) 24 will permit the future improvement of the site knowledge such that calibrations of imaging sensors will be at a level to develop climate quality data records.
ONE-TO-ONE COMPARISONS
The most straightforward cross-calibration approach is one in which the sensors view the same area with the same view angle at the same time. Ideally, the spectral bands would also be identical. The ASTER/MODIS intercomparison case satisfies all but the last, in that while several bands are similar between the sensors, they are not identical. The sensors are two of the five on the Terra platform launched December 18, 1999. MODIS has 36 spectral bands covering the visible, near infrared, and a portion of the thermal infrared regions of the spectrum. The spatial resolution of the MODIS sensor varies due to the applications and signal-to-noise characteristics of each band and has values of 250 m, 500 m, and 1000 m. 25 The ASTER sensor has spatial resolution of 15 m or 30 m for the nine, multispectral, reflective bands. 26 The selection of the Railroad Valley test site is made primarily to permit a large number of data sets to be used. A drawback of the ASTER sensor is that its relatively narrow swath width of 60 km coupled with data rate limitations of the Terra platform requires that the sensor be tasked to collect data over a given area. That is, while MODIS data is continuously operating, ASTER is not. The Railroad Valley site is one of the highest frequency collections by ASTER due to the sites use as a reflectance-based calibration site. Even so, only <40 ASTER scenes of the Railroad Valley region exist over a five-year period from launch to 2004. Such a small number of scenes limits the approaches ability to determine a statistically significant trend in the radiometric calibration. However, it still permits evaluation of issues related to cross-calibration approaches. Figure 1 shows the calibration of ASTER band 1 as derived through cross-calibration to MODIS band 4. Each data point represents a common 1 km 2 area. The fact that all dates also include ground measurements gives confidence that skies were clear for the cross-calibrations. Results are corrected for spectral differences by using ground-based spectral measurements over a representative region to modify MODIS-based radiances at the sensor to predict those for ASTER spectral bands. Surface reflectance measurements are made across an area roughly 1 km x 1 km. These spectral corrections vary from 1-5% depending on date and spectral band. Several features are notable in the figure. First, there is a degradation of the radiometric calibration apparent in the data and this degradation has been verified through onboard and other vicarious calibration approaches. The degradation appears to slow past day 800 and it is these data that demonstrate the variable nature in the cross calibration results. Scatter in the results are apparent prior to day 800, especially around day 100, but the nearly flat response later in the mission makes the day-to-day scatter more dominant. The causes of the scatter must be caused by errors in 1) the spectral correction; 2) registration of the common areas used for the cross-calibration; 3) temporal variability in the sensors relative to one another.
Of the error sources given above, the dominant error is the registration between the two data sets with the large footprint size of the MODIS sensor causing most of the difficulties. Such an error is reduced when larger, more homogeneous areas are used. This was the goal of including the White Sands Missile Range site used in past reflectance-based approaches as well as African desert sites similar to those used in past work. 12 Figure 2 shows the results given in Figure 1 and in addition includes data from the in-situ ground measurement vicarious approach and from the African and White Sands test sites. One key result is that the vicarious result and cross-calibration Railroad Valley data sets show a bias that is the result of a bias between the ground-based measurement approach and the MODIS calibration. The bias seen between the desert site results, White Sands, and the other two data sets is caused by the spectral differences between ASTER and MODIS not being properly corrected.
The large scatter in the Africa/desert site work is caused by the fact that several test sites were used to increase the possible number of data sets. Each test site is quite large allowing the entire 60-km ASTER scene to be averaged for the cross calibration. The uniformity of the test sites and large areas used for the calibrations means that registration effects that are dominant in Figure 1 are effectively zero for the African test sites. The scatter is a result that each test site has its own unique spectral reflectance creating slightly different spectral band difference effects at each site. The scatter seen in Figure 2 demonstrates the difficulties in performing cross-calibration even under the ideal conditions of identical view and simultaneous collections.
SOURCE-BASED PHILOSOPHY
The scatter seen in Figure 2 demonstrates the difficulties in performing cross-calibration even under the ideal conditions of identical view and simultaneous collects. The complexity of the sensors and scenes in earth sciences, coupled with possible degradation during the mission, makes such direct comparison difficult and assessment of sensor and intersensor calibration problematic. Thus, it is highly relevant at this point to make a concerted effort to bring as many sensors as possible to a common radiometric and geometric scale through better characterization of the test sites. The goal of the improved characterization is to achieve absolute radiometric understanding of the sites through SI-traceable approaches that lead to comprehensive sets of long-term, consistent, and calibrated data and products.
The method proposed by Teillet et al. accounts for small changes in view and solar geometry by sampling the spatial and spectral variation in surface reflectance of a test site. 6 The derived surface reflectance is an input to a radiative transfer code, along with the coincident atmospheric data which permits prediction of the at-sensor radiance. In essence, the method is a source-based calibration philosophy in that the goal of the method is to characterize the site in a general fashion and use the information of the source to provide the calibration of a selected sensor.
An example of this approach was demonstrated for a wide array of sensors viewing the Railroad Valley test site on a single day but at varying times and with varying view angles. 7 The Railroad Valley interconsistency study included MODIS, ALI, ETM+, Hyperion, and Ikonos. The results are based on a surface reflectance derived from atmospherically correcting ETM+ data for a 1 km x 1 km area of Railroad Valley. Atmospheric data from a Cimel Sunphotometer from the Aeronet network were used for the atmospheric correction. The multispectral ETM+ surface reflectance were converted to hyperspectral values using historical ground data. Combining the surface reflectance with the Aeronet data as input to a radiative transfer code provided the predicted at-sensor radiance. The basic assumption is that the reflectance is constant with time and invariant over the different view times and angles of the multiple sensors. Figure 3 shows the results from this effort.
The results are shown as percent differences from the predicted radiance of the test
SI-TRACEABLE, MODEL-BASED RADIANCE
The method described here follows the cross-comparison approach developed at Railroad Valley. The premise is to determine the at-surface spectral reflectance and atmospheric conditions over the site at the time a sensor is to be calibrated. Proper understanding of the surface reflectance allows for corrections for sun-sensor geometry permitting a prediction of at-sensor radiance for arbitrary view and solar geometry. The surface and atmospheric conditions are ideally based on physical models developed from measurements of the selected site and the model would permit predictions of test site conditions both backward and forward in time. An SI-traceable prediction of at-sensor radiance over selected sites would accomplish this without having to rely on precise, relative sensor-to-sensor comparisons. Emphasis on accuracy determination following the lessons learned from the National Metrological Institutes (NMIs) as well as those developed under the QA4EO program that is part of CEOS would allow the needed sensor agreement.
The method builds upon the knowledge that has been gained over the past 20 years of vicarious calibration efforts to develop techniques that ensure accurate radiometric calibration. The initial method proposed here follows that of the Meteosat sensors with development of a hyperspectral BRDF model of the surface and a set of average atmospheric conditions allowing users to select a view angle and azimuth and sensor altitude as well as a set of spectral bands. 27, 28 A look-up table approach would supply the user with an image at a spatial resolution of 30-m over an area of 20 km by 20 km sufficient to allow intercomparisons between a wide range of sensors. An assessment of the errors is coupled with the characterization at a level that is compatible with the CEOS WGCV's QA4EO leading to an SI-traceable sensor calibration. Inherent to the characterization and error budget analysis is a set of protocols allowing the ability to assess the quality of a test site for interconsistency work.
The major advantage to SI-traceability is that, once truly followed, biases between sensors and those caused by test site effects naturally fall out of the comparisons. Unattributed differences lead to re-assessments of the error budgets leading to an improved understanding of the calibration results. Such error analysis is important to interconsistency studies because the temporal degradation of one sensor relative to another will complicate the accuracy of cross-comparison and can confuse the attribution of the errors. Consider an effort to cross-compare a narrow swath, sun-synchronous sensor in a 16-day repeat orbit with another sensor in a similar orbit. The maximum number of possible intercomparisons would be 23 based on the 16-day repeat and nearly-identical orbits. An approach with precision better than 1.0% is required to evaluate a relative temporal degradation of 0.5% with any certainty.
The need for using multiple sites for interconsistency studies becomes clearer, and the quality of those sites relative to one another must be known. Testing of the method makes use of several well understood sites such as those used for reflectance-based calibrations and the Dome C test site in Antarctica. Dome C and the in-situ sites make useful initial locations because of their status as a CEOS WGCV core site and extensive use in past work for MODIS, the Advanced Land Imager (ALI), Hyperion, ETM+, MERIS, and the Disaster Monitoring Constellation (DMC) series of sensors. The Dome C location near the poles allows for a sufficient number of data sets both to develop the surface and atmospheric models as well as opportunities to evaluate the quality of the results and develop a proper error budget. The desert sites used for reflectance-based calibrations have the advantage of large amounts of ground data to permit development of atmospheric and surface models. The Dome C site's altitude and pristine environment help to limit uncertainties from atmospheric effects while the high reflectance of the desert sites likewise limits atmospheric uncertainties. The advantage of the Dome C test site is that the surface composition is reasonably straightforward to understand making the development of a surface model more likely to succeed. The "simplicity" of the Dome C site for the model-based radiance prediction approach permits the emphasis to be placed on the error budget analysis and SI-traceability evaluation.
SI-TRACEABILITY AND UNCERTAINTIES
Past approaches concentrating on one-to-one comparisons estimates errors by evaluating the variability of the results. The lack of SI-traceability means that these methods are only useful in cases where there is overlap in sensor operation. Note, there is not a requirement in coincident views, and as such this is a vast improvement over methods developed as recently as 10 years ago. The difficulty occurs when there are gaps in the data records between sensors. Creating a SItraceable at-sensor radiance would solve these issues. An SI-traceable approach also automatically determines the uncertainties.
A true SI-traceable method would include the impact of uncertainties due to atmospheric effects and surface BRDF within a realistic error budget. The pathway to SI-traceability begins with current sensors preflight source-based calibration as well through on-board calibrators such as lamps and diffusers. Well understood sensors such as Aqua MODIS are recommended for initial absolute characterization towards an SI-traceability based on both the preflight source-based calibration of the sensor as well through the on-board diffuser and an SI-traceable solar irradiance. Alternatively, a physically-based approach to the surface model to derive an absolute BRDF coupled with an SItraceable solar irradiance would provide SI-traceability. The end goal is the development of a physically-based approach to the surface model to derive an absolute BRDF coupled with an SI-traceable solar irradiance. Such an approach would give greater confidence that the predicted radiance from a given test site would be applicable backward in time as well as forward and have the ability to overcome gaps in sensor coverage.
Error budget development should be closely coupled with sensitivity analyses based on typical conditions seen at a site such as Dome C site in particular. Inclusion of data from sensors such as CLARREO, which will have vastly improved absolute accuracies over current systems, will permit enhanced understanding of the test sites. The higher accuracy and spectral sampling will allow separation of surface effects from atmospheric effects permitting the development of the needed models for the at-sensor radiance prediction.
One way to achieve an accurate, SI-traceable test site is by including a basic set of protocols with rigorous attention to sampling methodology and its impact on instrument behavior. Such attention includes error budgets fashioned in a way that follows that of the NMIs. SI-Traceability is obviously the key, but separation of Type A and Type B uncertainties is crucial to achieving well-understood error budgets. Understanding the Type A uncertainties related to statistical fluctuations is needed to assess better the limits of the typical test site. The Type B uncertainties associated with nonstatistical uncertainties are the piece of the puzzle needed to evaluate possible biases and a pathway to accurate, SItraceable inter-consistency between imaging sensors.
Past error analyses already exist for many of the methods, such as the reflectance-based approach. 29, 30 Studies have also evaluated the level of sampling needed to evaluate a sensor's degradation. 31 Evaluation of a given test site requires a consistent assessment of accuracy and precision across the multiple methods of interconsistency and the multiple sites currently in use. The error budget development would follow past efforts related to the reflectance-based method which show that the current estimate of absolute uncertainty is 2.5% in the mid-visible portion of the spectrum. This assessment is summarized in Table 1 and details on these results can be found in Thome et al. 30 The first column in the table lists the error source for the method with the second column giving the current assessment of the uncertainty in obtaining the listed parameter. The last column is the uncertainty in the predicted at-sensor radiance due to the error in each parameter.
The current suite of Aqua, Landsat, and Terra sensors provides a unique opportunity to verify the error estimates from the model-based approach. In addition, the inclusion of the multiple approaches helps ensure that realistic accuracy assessments are developed allowing possible improvements in the methods to improve precision and absolute accuracy.
The ultimate goal of the proposed work is to develop a QA4EO compliant approach requiring fully documented procedures meeting QA4EOQAEO-GEN-DQK-002 standards. The standards are designed to meets guidelines of uncertainty measurement (based on Guidelines for Evaluating and Expressing the Uncertainty of Measurement Results (GUM) QA4EO-QAEO-GEN-DQK-006) and to be traceable via QA4EO-QAEO-GEN-DQK-007.
All material and documentation required to validate derived uncertainty must be available on a user accessible web site
The proposed work follows the effort begun as part of the CEOS/QA4EO efforts. The approach taken for that effort is to consider the calibration of a sensor as combination of multiple modules built to derive the overall estimate of the absolute uncertainty. Each module has its own documentation that meets QA4EO standards with its own quality assessment and quality control elements. The first step is to divide the process into small enough steps suitable for module development.
Consider the calibration of at-sensor radiance at the Dome C test site. Strictly speaking, this would be a single module in understanding a given sensor. The Dome C absolute radiance module is made up of multiple smaller modules describing the uncertainty of the at-sensor radiance. The list of modules would include surface variability across the site, surface variability with view direction, surface variability with solar illumination geometry, atmospheric variability with time, atmospheric variation across the site. Also keep in mind that there are sensor-related effects that can impact the quality of the calibration and these would also have their own modules. Such factors would include detector stability, detectorto-detector response variability, system noise, and dark offset, pointing knowledge and accuracy, calibration drift.
One advantage to the proposed source-centric method is that it bypasses the need to develop a new set of modules for each sensor under study. Rather, the method of using a site such as Dome C is the module and will be sensor independent. Separate sets of modules are required for each additional site used. The management of these modules is non-trivial and aggregation of modules is one way to simplify the process. For example, a single surface reflectance module is under consideration that would aggregate the BRDF, spectral, spatial, and temporal effects into a single module. Such aggregation gives greater flexibility and easier flow control but could hinder evaluation of the dominant error sources and complicate the surface model development.
The end result of applying the QA4EO methodology to a source-centric calibration approach will lead to bias removal. It is clear that estimating the uncertainties for the proposed method is a daunting proposition. It is also likely that the 
CONCLUSIONS
The exciting prospect for cross-calibration methods is that they have, in general, improved dramatically in recent years, both in precision and accuracy. Much of the improvement has been obtained by doing comparisons in reflectance rather than radiance reducing uncertainties caused by differences in solar zenith angles. Further improvements through the collection and inclusion of hyperspectral surface reflectance data to reduce the effects of spectral differences. Likewise, efforts to operate sensors with a consistent solar model have helped.
Many sensors have already been cross calibrated in paired comparisons and these past results are the basis for evaluating a source-centric approach. The uniqueness of the method described here is that it can be broadly applied to additional sites as well as to any sensor viewing the selected site. The attention to SI traceability and documented error budgets in terms recommended by CEOS QA4EO will provide a better understanding of biases between sensors as well as producing more accurate results with documented SI-traceability that reduce the reliance on overlapping data sets.
Recent activities have led to greater understanding of the behavior of test sites as a function of time including solar and view angle geometry, spectral stability, and atmospheric behavior. Coordination of multiple sensors has allowed hyperspectral measurements to be made of key test sites that are excellent candidates for the method described here. Multi-angle data sets permit greater understanding of surface directional reflectance effects. Monitoring by Aeronet radiometers is helping to parameterize atmospheric conditions. Such data sets continue to be critical if there is any hope of achieving an SI-traceable approach.
Inclusion of data from future sensors such as CLARREO and TRUTHS are further necessary to permit enhanced understanding of the test sites. The proposed requirements for such sensors are absolute uncertainties <0.3% in bandintegrated albedo. 23 Such accuracies are required to allow those sensors to be used in the development of climate benchmark data sets. The high accuracy and spectral sampling of such sensors is vital to allow separation of surface effects from atmospheric effects permitting the development of the needed models for the at-sensor radiance prediction. Similarly well-calibrated and characterized ground-based instrumentation and airborne sensors are likewise needed to improve site assessments.
A major issue that must be overcome is the emphasis on forcing sensor-to-sensor agreements without understanding the cause of the differences. Simply correcting one sensor relative to another can cause a real bias that is caused by sampling or other sensor differences to be overlooked. Additionally, improved understanding of the intercomparison approaches has to have the discussion as to why the sensors differ. As an example, consider that the recommended parameter for comparison is the spectral reflectance (actually a spectrally-dependent, hemispheric-conical reflectance factor, but reflectance is used here for simplicity). The main reason for relying on reflectance is that it varies less in time than does spectral radiance that includes the effects of solar zenith angle. Forcing two sensors to agree in reflectance is the correct approach, but can introduce biases if the difference in the solar irradiance used by the two sensor programs is not understood.
The past efforts now make it possible to consider placing ground test sites on an SI-traceable scale that allows their use at a level of precision and accuracy once only considered possible for lunar measurements. Coordinated international efforts to understand the ground sites will permit a physically-based understanding allowing predictions of at-sensor radiance with absolute uncertainties <1%. Such accuracy will rely heavily on the advent of high-accuracy sensors such as CLARREO and TRUTHS and are necessary to permit future improvement of imaging sensors necessary to develop climate quality data records.
