Abstract-Traditional distributed algorithms for QoS routing in wired networks may not work in the ad-hoc domain, due to interference between links. We propose a heuristic interferenceaware QoS routing algorithm (IQRouting) that chooses candidate paths based on localized information at the source nodes. The candidate paths are compared in a distributed manner using probe packets, with the best path confirmed by the destination node. Simulations demonstrate significant (up to 30%) improvements in admission ratio over traditional shortest path algorithms, and better performance than other QoS routing algorithms in literature as well.
I. INTRODUCTION
In wired networks, bandwidth requirements are per-link constraints -traffic carried by a link must be less than or equal to its capacity. On the other hand, traffic on an wireless link interferes with neighboring links, significantly reducing the capacity of ad-hoc networks. Providing bandwidth-guaranteed service in ad-hoc networks therefore requires consideration of the underlying interference model.
Many prevalent QoS routing algorithms are based on shortest path techniques [1] . However, shortest paths often pass through the middle of the network -so these links are the first to run out of capacity. In an ad-hoc network where each path interferes with multiple links in its vicinity, the effect is greatly exaggerated. Consequently, QoS routing algorithms using shortest path tend to have low admission ratios.
Several other distributed algorithms for QoS routing follow the Bellman-Ford architecture [2] . However, these techniques encounter a problem in ad-hoc networks, since they do not conform to Bellman's Principle of Optimality [3] . This states: Partial paths of optimal paths are themselves optimal. A failure of this principle implies that paths computed by distributed algorithms are not guaranteed to be globally optimal.
Figure 1(a) illustrates an example in an ad-hoc network where the principle of optimality is not valid. In this example, we attempt to find the widest paths. We show the links in the ad-hoc network using solid lines, and also indicate the interference between links using dotted lines. Let the channel capacity be C. Clearly, the widest path (with capacity C) from node 1 to node 3 is 1-3. However, the extension of 1-3, yielding the path 1-3-4-5 can at most achieve C/3 since its three links A, D and E all interfere with each other. On the This work was supported by the Defense Advanced Research Project Agency under Grant N66001-00-C-8062. other hand, the maximum capacity C/2 from node 1 to node 5 is achieved by a different path 1-2-3-4-5. This counterexample suggests that we need to rely on heuristic algorithms to perform QoS routing in ad-hoc networks. IQRouting is fully distributed and relies primarily on localized information. Global state exchange is kept to a minimum, and that too can withstand delays. Because a distributed algorithm may not yield the best answer, we attempt several candidate paths, and choose the best -thereby achieving admission ratios that are significantly superior than competing algorithm choices.
In order to choose candidate paths for IQRouting, we utilize our past experience from the wired domain. We develop ad-hoc versions of several well-known QoS routing algorithms, and demonstrate their efficacy and limitations in ad-hoc networks.
The paper is organized as follows. Sec. II briefly discusses related work in the field. The specific challenges of QoS routing in the ad-hoc domain are addressed in Sec. III. IQRouting mechanisms are described in Sec. IV. Finally, Sec. V provides simulation results to compare IQRouting against other ad-hoc QoS algorithms, before Sec. VI concludes the paper.
II. RELATED WORK
The problem of QoS routing in ad-hoc networks has intrigued researchers for some time now, and several solutions have been suggested to achieve end-to-end quality for flows. The initial solutions considered the bandwidth on an ad-hoc link individually, and attempted to find paths that satisfied the quality requirements (e.g. AODV-QoS [4] and ticket-based probing [5] ). Such solutions did not consider the interference between neighboring links, or between multiple hops of the same flow.
One way to effectively provide QoS guarantees for a flow is to settle on a time division multiplexing (TDM) scheme that chooses the exact time slots to be used by a flow along each link. This approach was proposed by Lin in [6] , and extended in [7] . The authors of [8] also proposed a way to achieve fair and maximum allocation of the shared wireless channel. These proposals make a key assumption: By overlaying a Code Division Multiplexing (CDM) scheme on top of the TDM infrastructure, they allow multiple local sessions to share the same slot. This is difficult to implement in a real network due to issues of code and time synchronization between the nodes. More recently, [9] and [10] have proposed other algorithms to determine the exact schedule of slots for a flow through the network. These schedules take interference into account, and guarantee bandwidth for constant bit rate flows.
Our work does not assume any TDM/CDM scheme available in the network, and works with only the bandwidth requirement on the flows. A similar bandwidth based approach is suggested in [11] , which considers the interference between neighboring links, as also the interference between multiple hops on the same flow. The route requests are flooded through the network to determine a feasible path that satisfies the bandwidth constraints. The AQOR protocol [12] also maintains neighbor information to incorporate interference, and broadcasts the route request. By utilizing the neighborhood bandwidth information for the new flow, feasible paths are detected; the final choice is made at the destination.
III. QOS ROUTING CHALLENGES IN AD-HOC NETWORKS
As illustrated by the example in Sec. I, distributed QoS routing algorithms in ad-hoc networks are constrained by the effects of interference, and causes us to re-think our existing ideas of QoS routing. However, that is not to say that the existing algorithms (e.g. Dijkstra, Bellman-Ford) are completely unhelpful, simply that we need to augment them suitably for the ad-hoc domain, and address their limitations.
A. Admission Control using Cliques
A conflict graph models the interference relationship between the links of an ad-hoc network. Every link in the graph G is represented by a vertex in the conflict graph CG. Two vertices in CG are connected by an edge if the vertices correspond to links in G that interfere. Fig. 1(b) shows the corresponding conflict graph to Fig. 1(a) . Further, we know from Graph Theory that a complete sub-graph is called a clique. A maximal clique of a graph is a clique that is not contained in any other clique. In the conflict graph in Fig. 1(b) , ABC, ACD and ADE are all maximal cliques. Maximal cliques in a conflict graph may be approximated in a distributed and polynomial algorithm, as presented in [13] .
Cliques in a conflict graph are closely related to capacity, since only one link in a clique may be active at once. We can evaluate constraints based on cliques [14] by ensuring that the sum of allocated flows on the links of a clique do not exceed the channel capacity. For instance, let the allocated flow on each link in Fig. 1 be denoted by F A , F B etc. Then, the clique constraints for clique ACD would be given by:
where C denotes the channel capacity.
In [15] , the authors showed that given an ad-hoc network, and a flow vector on its links, clique constraints are necessary conditions for a feasible schedule to exist. In [14] , we demonstrated that clique constraints are in fact sufficient if they are satisfied on a network whose link capacities are scaled by
Note that the sufficient conditions still only ensure the existence of a feasible schedule under an idealized scheduler. If we do not control the distributed MAC algorithms (e.g. using 802.11), it might well choose a conflicting schedule, even if a feasible schedule exists. In Sec. IV-F, we discuss a scheme to incorporate measurements into IQRouting, thereby accounting for the inefficiencies in scheduling.
In IQRouting, we rely on cliques in the conflict graph for admission control. When a new flow is to be placed, we check that the clique constraints are satisfied everywhere in the network. A link typically belongs to many maximal cliques in the network. Then, link i's available bandwidth Γ i is defined as the minimum slack over all clique constraints that this link belongs to, i.e.
where Q j is the j th clique in the network, and C is the scaled capacity on each link.
B. QoS Routing Algorithms for Ad-Hoc Domain
We need to incorporate this altered understanding of admission control and available bandwidth in any QoS routing algorithm for the ad-hoc domain. We illustrate the methodology by considering the Shortest Widest Path (SWP) algorithm.
The SWP algorithm finds the widest path through the network, and upon ties, picks the shortest. This was presented in [16] as an effective QoS routing strategy for wired networks. The Bellman-Ford architecture [2] works well for this problem, resulting in a distributed and localized algorithm. The SWP is determined by the path width -the maximum feasible flow rate on the path. In a wired network, this is simply the bandwidth available on the bottleneck link in the path.
The Ad-Hoc SWP algorithm is similarly distributed and follows the Bellman-Ford architecture. However, the critical parameter that determines the width of the path is the bottleneck clique. To explain further: Each link in a path belongs to multiple cliques, and the least available bandwidth over all these cliques determines the width of the path.
In [17] , we describe in detail the Ad-Hoc SWP algorithm. To achieve a distributed operation, we need to compute the width of a one-hop extended path, i.e. given a path and its width, we want to calculate the new width if the path were to be extended by another hop. We show that this computation can indeed be carried out distributedly, using only localized clique information. Hence, we may choose such paths in a polynomial manner, and compute their widths distributedly.
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Of course, interference in the ad-hoc domain implies that the distributed Ad-Hoc SWP we calculate may not be globally optimal (as in the example in Sec. I). To address this issue, we may resort to the heuristic k-SWP scheme. Instead of remembering only the best record at each node, k-SWP requires each node to remember the k best records. As k increases, the path chosen is closer to the actual SWP. Experiments with k values of 1, 2, 4 and ∞ are given in [17] .
In a similar manner, we have also created the ad-hoc versions of several other QoS routing algorithms. These include:
• Widest Shortest Path (WSP). Choose the shortest path. If multiple choices, pick the widest path [18] .
• Shortest Feasible Path (SFP). Find the shortest path, only considering those links that have adequate capacity.
• OSPF-like Weighted Path Cost (OSPF). Assign a cost to each link, and choose path with least total cost [19] . In each of these cases, we ensure that the clique constraints are satisfied, and that available bandwidth is calculated as shown above. While the above schemes will each find a suitable path, none of them is guaranteed to be the optimal. As such, we use a heuristic mechanism that uses all of the above algorithms.
IV. IQROUTING ALGORITHM

A. Link State Exchange
IQRouting minimizes the control overhead by separating information into local and global categories. Local information is used to calculate cliques and clique constraints. As described in [13] , each node needs to know the location of other nodes, and the total flow at each link, only in its local interference neighborhood. We present a distributed and localized algorithm that enables us to approximate all maximal cliques, in polynomial time.
The global link state protocol, on the other hand, is used to propagate the ad-hoc connectivity information to the entire network. In addition, a single value per link, the available bandwidth Γ i (from Eqn. 1), is also piggy-backed on this throughout the network. IQRouting does not assume that the topology information is accurate. In fact, the heuristic algorithm is meant to account for delays and inaccuracies in the propagation of state information throughout the network (also modeled in simulations in Sec. V).
It is prudent to accept the mobility limitations of this scheme. While none of the ideas presented here precludes the nodes from moving, rapid motion executed by the nodes may obsolete the topology and available bandwidth information. We feel that this scheme would hence be best suited for a stationary, or slowly changing environment (e.g. the military deploying an array of camera-mounted sensors to form an adhoc observation network in a city).
B. Source Based Routing
The essence of IQRouting lies in recognizing that a single distributed algorithm may not find the best path. Consequently, we compute several "candidate paths" and choose the best amongst them. This is admittedly a heuristic, but we provide simulation results to demonstrate significant improvements in admission ratio (up to 30%) over other routing algorithms.
A flow request includes the source, destination, and bandwidth requirement. IQRouting is executed at the source node based on the local view of the network topology and available bandwidth. The candidate paths are simply the best paths computed by a number of ad-hoc source-routing algorithms. All of these algorithms, as described in Sec. III-B, are localized and polynomial. Hence the total computational complexity is manageable.
IQRouting uses the following candidate paths:
• Ad-Hoc Shortest Widest Path (SWP).
• Ad-Hoc Widest Shortest Path (WSP).
• Ad-Hoc WSP Complement (WSPC). All links used by Ad-Hoc WSP are removed, and WSP is selected in the remaining graph.
• Ad-Hoc Shortest Feasible Path (SFP). Broadcast requests are forwarded in all directions with enough resources. This is the path that would result from a broadcast algorithm like AQOR [12] or AODV-QoS [4] .
• Ad-Hoc OSPF. The cost associated with each link is given by + (C − Γ i ), where Γ i is the available bandwidth on link i, and is a small quantity used to ensure strictly positive costs. Some of the above paths may be the same, in which case we have fewer than five candidates.
SFP and SWP requires calculating the path width. The source assumes a 2-hop interference model, whereby each link on a path only interferes with links that are two hops before and after. Let β be the required bandwidth on the path. Then, the source node approximates the feasibility constraint at links on the path as:
old − 5β, for other links in path Γ i new is then used to evaluate the path width in SFP and SWP. All this action takes place at the source alone. Thus, there is no control overhead to choose the candidate paths, and the computational complexity too is only polynomial.
C. Distributed Admission Control and Path Comparison
Once the candidate paths are chosen, we send out a probe packet along each path, the entire path being included in the packet. Admission control is carried out distributedly at each hop in the path, by evaluating the clique constraints.
To check if the flow is admissible, each node on the path π checks its updated clique constraints, by including the new flow. Let Γ i j be link i's slack on clique Q j . Then, for each link i ∈ π, we need to ensure
Note that the flow being probed is not introduced into the network, each node only calculates the effect that it would have. Thus it is possible to independently evaluate each candidate path without affecting the admissibility of the other candidates. An example is shown in Fig. 2 where source node 1 is probing a path π of bandwidth β along links A, B, ..G to node 8 (the links on the paths are shown as arrowed links). At link C we would calculate
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. Link D is on both cliques shown and needs to evaluate
. It is adequate to limit the re-evaluation on only the links along the path since any violated clique must include a path link, whose bandwidth is altered by the introduction of the new flow.
In addition to admission control, the nodes on the path also carry out a distributed comparison of the path metric. For each link i on the path, the node evaluates Γ When multiple probe packets reach the destination, it chooses the path which has the best cumulative metric. The destination then sends a path confirmation back to the source, and nodes along the path reserve the resources to carry the flow. If any of the candidate paths is invalid (due to the source having outdated information), or if any of the cliques on the path have inadequate capacity -the request probe is dropped. If no request reaches the destination, it is unable to respond, and the source node times out. The flow is then rejected as inadmissible.
D. Multiple Metrics of Comparison
We propose two flavors of IQRouting: IQR-Width (IQRW) and IQR-Cost (IQRC), based on the metric of comparison. IQR-Width chooses the candidate path with the largest width, where width of path π is given by w π = min i∈π Γ i . And IQRCost chooses the candidate path with the minimum cost, where cost of path π is given by c π = i∈π + (C − Γ i ) . Both these metrics can be evaluated distributedly, and accumulated as the probe packet proceeds hop by hop along the path.
Note that this architecture admits a fair degree of flexibility. We may choose some paths using IQR-Width while other paths are chosen with IQR-Cost, simply by indicating the choice in the probe packet. Further, any other metric is also applicable, as long as the metric is monotonic and cumulative.
E. Control Messages
The link state protocol is periodic in nature. All link state changes related to position, topology, or available bandwidth, are accumulated over an aggregation period of T seconds, and then broadcast to all neighbors. The state change information propagates across the network, taking ∆T seconds to pass each hop. Thus we are upper bounded to N/T updates per second in the entire network, where N is the number of nodes. By choosing appropriate values of T and ∆T , we can limit the control overhead. For the simulations in Sec. V, N = 100 and T = 200ms, having a cumulative control over head of 500 pkts/sec in the entire network.
Setting up an IQRouting flow requires the sending of 5 probe packets, and 1 confirmation packet in return. The number of links traversed by each of these is the length of the path, thus the total control overhead ≈ 6 × path length. This may be favorably compared with a flooding protocol like AODV-QoS [4] , or AQOR [12] , where the path setup message is broadcast on every link of the network. Also, all flow paths are meant to have soft states that time out after a period of inactivity -hence there is no need for a tear-down protocol.
Re-routing in IQRouting is handled similar to the ideas advocated by Xue and Ganz in AQOR [12] . When an IQRouting destination node detects a failure (link fault, or QoS violation), it performs a route update. It does so by choosing candidate paths (Sec. IV-B) back to the source node, and sends out probe packets. The source node picks the best candidate path (Sec. IV-C), and re-routes its traffic to this new path.
F. Augmentation: Measurement-based IQRouting
As described in Sec. III-A, the clique constraints provide necessary and/or sufficient conditions for a feasible schedule to exist. In reality, a distributed MAC (like 802.11) may choose a less optimal schedule. To take this effect into consideration, we can augment IQRouting to include measurements.
A node divides its total time into four parts -transmitting time, receiving time, noisy time, and idle time [11] . Assuming that the traffic seen by an ad-hoc node over a suitable time period is representative of the average, the measured available bandwidth γ i on link i is given by γ i = idle total × C, where C is the channel capacity. In measurement-based IQRouting, the nodes exchange the value of this available bandwidth γ i . When a new flow is to be admitted, the source node uses its knowledge of γ i in the network to generate the candidate paths. The distributed comparison of path metrics is still executed as before, using the clique constraints -since we have no knowledge of the scheduling inefficiencies ahead of time. However, once the flow starts, the nodes on the path recompute γ i new by measuring, and this new value propagated through the network is used for admitting future flows.
V. SIMULATION STUDY A. Algorithms to Compare Against
To evaluate performance, we compare IQRouting (both IQR-Width and IQR-Cost) against several other ad-hoc QoS matter experts for publication in the IEEE GLOBECOM 2005 proceedings. This full text paper was peer reviewed at the direction of IEEE Communications Society subject routing algorithms:
• Shortest Path (SP): This is the simplest algorithm, and also used as the baseline.
• OSPF: Distributed OSPF algorithm using link costs, but assuming an idealized situation where all state information is available instantly. would be computed by AQOR [12] or AODV-QoS [4] . IQR-Width and IQR-Cost are distributed algorithms that work only with localized information. Further, they are simulated using an event-driven simulator to account for the delay in propagation of state information. We assume that the link state update messages take 50 ms to travel each hop.
B. Simulation Parameters
Our simulations in Matlab [20] involve an underlying topology where the interference range is chosen to be twice the transmission range. Flows arrive at random following exponential inter-arrival times, and are assigned uniformly to one of pre-designed source-destination pairs. Flows are of varying sizes, and stay alive for an exponentially distributed length of time. We apply the same set of flows to each of the algorithms, and measure the admission ratio over the duration of 1000 flows.
In order to test the behavior of IQRouting in a variety of scenarios, we investigate several different parameters.
• Topology. We consider a grid topology and a random topology, both of 100 nodes.
• Mean inter-arrival times and flow durations. By altering these, we impose different "load" on the network. This is the aggregate of the end-to-end flow rates active simultaneously. Note that this does not translate directly to the link loads since a multi-hop flow could use many links. We consider flow loads between 1 to 10 Mbps.
• Flow rates. We consider thin flows at 10 kbps (e.g. voice)
and thick flows at 100 kbps (e.g. video).
• Source-Destination pairs. We consider two different types of traffic patterns on the network. First, we choose 5 pairs of nodes at random and assign flows amongst these pairs. We call this the 'Fixed Pairs' scenario. Next, we assign flows from all 5 source nodes to all 5 destination nodes -resulting in 25 pairs. This is the 'All Pairs' scenario.
C. Admission Ratios and Path Lengths
To study the behavior of IQRouting, we first consider a grid topology. We have 100 nodes arranged in a 10 × 10 grid, with the nodes being separated by the transmission range. We consider five sets of source-destination pairs in the grid that are 7 hops apart, and assign flows randomly to these pairs.
In Fig. 3(a) , we compare the admission ratios effected by the different algorithms, as the "load" on the network increases. Clearly, SP provides the lowest admission ratios, while IQRWidth and IQR-Cost admits 20-30% more flows. IQRouting algorithms also outperforms OSPF, SFP and ASFP. An explanation for the superior performance of IQRouting is provided in Fig. 3(b) , where we compare the average path lengths. Clearly, SP always has length 7, since the node pairs were chosen to be 7 hops apart. We see that OSPF chooses paths that are slightly longer, but independent of the load. On the other hand, the average path length of IQRouting grows with the load (e.g. > 10 for IQR-Width at high loads). As the load increases, IQRouting adapts better by finding longer paths, thus admitting more flows.
D. Random Topology Results
We also compare the different QoS routing algorithms in a random topology. We place 100 nodes at random in a 3km × 3km field, with transmission range = 500m and interference range = 1km. We simulate over several combinations of the parameters outlined in Sec. V-B. Fig. 4 shows a sample of the results.
We use the admission ratio of SP as the baseline, and use this as the X-axis. Then, we plot the difference in admission ratio due to each of the other algorithms. As seen in the figure, the two IQRouting algorithms are able to achieve significantly better admission ratios than SP, and also better than OSPF or ASFP. In fact, IQRouting performance is typically better than even the centralized ILP-based optimal SFP algorithm. This supports the proposal that we need to consider multiple candidates rather than choose a single optimal path.
At low loads (i.e. high SP admission ratios), gains due to all the other algorithms are bunched together, since the maximum possible gain is limited by (1 − SP admission ratio).
E. Contribution of Each Candidate Path
We wanted to probe the contribution of each component algorithm (Sec. IV-B) within IQRouting. comparison of the percentages that each algorithm is chosen, when the IQRouting route is admitted. We consider 4 illustrative simulation runs, covering the grid and random topologies, as also the Fixed Pairs and All Pairs traffic patterns.
We notice that OSPF is the most commonly chosen algorithm for IQR-Cost, while the choice in IQR-Width is more evenly spread between OSPF, SWP and WSP. Note that the sum of the percentages add up to > 100%, because of cases where two algorithms pick the same path, and are hence double counted. We propose a novel mechanism to choose QoS routes in an ad-hoc network. Instead of relying on a single routing algorithm, IQRouting uses local knowledge and state information at the source node to choose multiple candidate paths. These paths are probed using flow setup packets, which compare the candidate paths in a distributed fashion. The destination chooses the best path amongst the feasible candidates.
We outline two flavors of IQRouting: IQR-Width and IQRCost, and compare their performance against traditional shortest path algorithms, as well as other ad-hoc QoS routing schemes. Simulations demonstrate significant gains in admission ratio achieved by IQRouting.
The main contributions of this paper are as follows. We observe that traditional distributed QoS routing algorithms are sub-optimal in ad-hoc networks. As a result, we consider several candidate paths, by developing ad-hoc versions of wellknown QoS routing algorithms. Finally, IQRouting allows us to compare these candidate paths in a distributed manner across the network, using only localized information.
While IQRouting is fully localized, distributed, and limits the control overhead, it nonetheless relies upon a link state mechanism to distribute information about topology and available bandwidth. A limitation of this mechanism is that rapid movement amongst the nodes will make this information unreliable, and thereby degrade the performance; for that matter, quality is hard to achieve in any rapidly mobile adhoc network.
IQRouting as presented here should not be considered a complete protocol, but only the skeleton of ideas. We have not yet addressed critical issues like signalling protocol, packet format, recovery of lost probe/confirmation packets, etc. We will need to address these details in future, in order to formulate a practical IQRouting protocol for ad-hoc networks.
