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1 Bevezete´s
Napjainkban az egyik leginka´bb ko¨zkedvelt informa´cio´szerze´si leheto˝se´g
az internet haszna´lata. Az internet gyors e´s egyszeru˝ leheto˝se´get biztos´ıt
to¨bb ezer Webszerver adatainak a megismere´se´re, leto¨lte´se´re. Az inter-
net haszna´lata az elmu´lt e´vekben rohamosan no¨vekedett. A felhaszna´lo´k
sza´ma a 2001-es 474 millio´ro´l 2002-re 590 millio´ra no¨vekedett. 2006-ra az
internetet haszna´lo´k sza´ma ele´rte a 948 millio´t. Figyelembe ve´ve, hogy
1996-ban mindo¨sszesen 40 millio´an haszna´lta´k az internetet, a no¨vekede´s
u¨teme igen jelento˝s. A felhaszna´lo´k sza´ma´nak no¨vekede´se´vel pa´rhuzamosan
no¨vekedett az internet forgalma is. Ennek hata´sa´ra egyre nagyobb ige´ny
mutatkozik a sz´ınvonalas e´s gyors internet ele´re´sre e´s kiszolga´la´sra. Az
informa´cio´-kerese´s e´s leto¨lte´s ko¨zben a va´lasz a ta´voli Web szerverto˝l a
kliens ge´pe´ig gyakran igen sok ido˝t vesz ige´nybe. Egy tartalom to¨bbszo¨ri
e´s egyideju˝ ele´re´se miatt a va´laszido˝k no¨vekednek, eze´rt indokolt a tar-
talmak felhaszna´lo´k ko¨rnye´ke´n valo´ ta´rola´sa, amely a´ltal a ke´sleltete´s
cso¨kkentheto˝. Ennek egyik megolda´si leheto˝se´ge a bo¨nge´szo˝ szoftverbe
valo´ implementa´la´s ( [1]). Ebben az esetben a ta´rolt adatokhoz azonban
csak egy szeme´ly fe´rhet hozza´. Egy ma´sik leheto˝se´g Proxy Cache szerver
haszna´lata.
Telep´ıte´si helyu¨k alapja´n a Proxy Cache szerverek ke´t t´ıpusa´t ku¨lo¨n-
bo¨ztetju¨k meg: Kliens oldali Proxy Cache szerverro˝l besze´lu¨nk, amikor
a Proxy Cache szerver a kliens ha´lo´zata´nak re´sze. Megford´ıtott Proxy
Cache szerverro˝l besze´lu¨nk, amikor a Proxy szerver a ta´voli Web szer-
ver ko¨zele´be van telep´ıtve. Ebben az esetben a Web szerver nagyobb
ige´nysza´mot tud kiszolga´lni, valamint javul a szolga´ltata´s mino˝se´ge is.
Jelen disszerta´cio´ kerete´ben a kliens oldalra telep´ıtett Proxy Cache szer-
vereket fogjuk vizsga´lni.
A kliens oldali Proxy Cache szervereket a konfigura´cio´juk alapja´n 2 cso-
portba soroljuk:
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1.1. a´bra. Proxy Szerver konfigura´cio´: (a) egyedu¨la´llo´, (b) transzparens
• Egyedu¨la´llo´ Proxy Cache szerver:
Ez a konfigura´cio´ la´thato´ az 1.1a. a´bra´n. A konfigura´cio´ egyik
ha´tra´nya, hogy amennyiben a Proxy Cache szerver elromlik, a klien-
sek sza´ma´ra az ege´sz internet kapcsolat ele´rhetetlenne´ va´lik. Ilyen
esetben a ha´lo´zat u´jrakonfigura´la´sa szu¨kse´ges a Proxy Cache szerver
jav´ıta´sa´ig.
• Transzparens Proxy Cache szerver:
Ez a konfigura´cio´ la´thato´ az 1.1b. a´bra´n. Transzparens Proxy Cache
szervert haszna´lva megszu¨ntethetju¨k a Proxy Cache szerverek egyik
legnagyobb ha´tra´nya´t, nevezetesen a kliens Web browserek konfi-
gura´cio´ja´nak szu¨kse´gesse´ge´t.
A felhaszna´lo´ szemszo¨ge´bo˝l ne´zve le´nyegtelen, hogy az a´ltala keresett fa´jl
fizikailag hol tala´lhato´: egy Proxy Cache szerveren valahol a munka-
helye´nek belso˝ ha´lo´zata´n vagy a vila´g tu´lso´ fele´n egy ta´voli Web szerveren.
A keresett dokumentum e´rkezhet a ta´voli Web szerverto˝l vagy a Proxy
Cache szerverto˝l. Kliens oldalro´l ne´zve a Proxy Cache szerver funkcio´ja
ugyanaz mint egy Web szervernek, valamint a Web szerver felo˝l ne´zve a
Proxy Cache szerver ugyanu´gy viselkedik, mint egy kliens.
Felte´telezheto˝, hogy egy Proxy Cache szerver beu¨zemele´se egy ce´g belso˝
ha´lo´zata e´s az internet ko¨ze´, kisebb sa´vsze´lesse´g ige´nyt valamint kisebb
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va´lszido˝ket eredme´nyezhet [14]. I´gy a va´llalatok to¨bb felhaszna´lo´t kap-
csolhatnak ugyanakkora sa´vsze´lesse´gre, mivel a Proxy Cache szerver re-
dunda´nsan ta´rolja az adatokat, to¨bb felhaszna´lo´ sza´ma´ra.
Kora´bbi kutata´sok elso˝sorban a ku¨lo¨nbo¨zo˝ ”Cachele´si” algoritmusok vizs-
ga´lata´val illetve fejleszte´se´vel foglalkoztak [1], [4], [26], [31].
Jelen disszerta´cio´ kerete´ben a Proxy Cache szerverek hate´konysa´ga´t vizs-
ga´ljuk meg. Kutata´sunk nem a ku¨lo¨nbo¨zo˝ algoritmusok ko¨zo¨tti ku¨lo¨nb-
se´gekre ira´nyu´l, hanem kifejezetten azt vizsga´lja, hogy milyen ko¨rnyezeti
felte´telek mellett e´ri meg egy Proxy Cache szerver u¨zemeltete´se [11], [9],
[7], [10].
A disszerta´cio´ tova´bbi re´sze a ko¨vetkezo˝ke´ppen van struktu´ra´lva: A 2.
fejezetben egy ro¨vid, le´nyegreto¨ro˝ ismerteto˝t adok a sorbana´lla´si rend-
szerekro˝l e´s ha´lo´zatokro´l, majd a 3. fejezetben bemutatom a [32] a´ltal
fela´ll´ıtott Web szerver modell matematikai alapjait, valamint ne´ha´ny nu-
merikus eredme´nnyel szemle´ltetem a Web szerver modell mu˝ko¨de´se´t. To-
va´bbi Web szerver modellek tala´lhato´ak a [22], [21], [19] cikkekben.
A 4. fejezetben bemutatom az a´ltalunk a´ltala´nos´ıtott Proxy Cache szer-
ver modellt, majd megvizsga´ltam, hogy milyen parame´tere´rte´kek mellett
e´rheti meg egy Proxy Cache szerver u¨zemeltete´se, azaz milyen esetek-
ben lesz egy ige´ny teljes va´laszideje alacsonyabb Proxy Cache szerver
haszna´lata´val, mint ne´lku¨le.
Az 5. fejezetben tova´bbi a´ltala´nos´ıta´ske´nt felte´teleztem, hogy mind a
Web szerver mind pedig a Proxy Cache szerver elromolhat, azaz nem
megb´ızhato´ak. Az ı´gy kapott modell bonyolultsa´ga miatt a va´laszido˝k
kisza´mı´ta´sa´hoz a MOSEL (Modeling, Specification and Evaluation Lan-
guage) [6] programcsomagot haszna´ltam. A MOSEL egy le´ıro´ nyelv, mely
seg´ıtse´ge´vel ku¨lo¨nbo¨zo˝ programcsomagokat haszna´lhatunk, mint pe´lda´ul
az SPNP-t (Stochastik Petri Net Package) vagy a TimeNet programcso-
magot. A MOSEL a´ltal szolga´ltatott eredme´nyeket grafikusan is a´bra´zolni
tudjuk az IGL (Intermediate Graphical Language) seg´ıtse´ge´vel, mely re´sze
a MOSEL-nek.
A 6. fejezetben az e´rkeze´si folyamat egy u´gynevezett ”GI - General inter-
arrival” folyamat, melyet az e´rkeze´si ido˝ko¨zo¨k va´rhato´ e´rte´ke´vel e´s a re-
lat´ıv szo´ra´sne´gyzete´vel (c2) jellemzu¨nk, valamint a kiszolga´la´si ido˝ ba´r-
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milyen a´ltala´nos eloszla´su´ lehet. Az ı´gy kapott modellben a rendszerpa-
rame´terek kisza´mı´ta´sa´hoz a QNA GI/G/1 approxima´cio´t haszna´ltam [12].
Az aproxima´cio´ valida´la´sa´hoz egy szimula´cio´s programot ke´sz´ıtettem.
A 7. fejezetben megvizsga´ltam, milyen hata´ssal van a heteroge´n forga-
lom a Proxy Cache szerver hate´konysa´ga´ra. Ebben az esetben a kere-
sett fa´jlokat a me´retu¨k alapja´n ke´t oszta´lyba soroljuk. Ebben az esetben
a va´laszido˝k kisza´mı´ta´sa´hoz ku¨lo¨n kell vizsga´lni a ke´t csoportba tartozo´
ke´re´sek va´laszidejeit, majd ezek seg´ıtse´ge´vel kaphatjuk meg egy tetszo˝leges
ige´ny a´tlagos va´laszideje´t.
Ve´gu¨l a 8. fejezetben a disszerta´cio´ban szereplo˝ eredme´nyek o¨sszefoglalo´ja
tala´lhato´.
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2 Sorbana´lla´si rendszerek e´s
ha´lo´zatok
Mint a´ltala´ban a sza´mı´to´ge´pes rendszerekne´l, a Web szerverek is to¨bb
ke´re´st kell kiszolga´ljanak, melyek mindegyike verseng a szu¨kse´ges ero˝-
forra´soke´rt. Mivel egy ido˝ben egy ke´re´s egyszerre csak egy ero˝forra´st
e´rhet el, ı´gy a to¨bbi ke´re´snek va´rakoznia kell egy pufferben. Amint egy
ero˝forra´s felszabadul, egy ke´re´s a pufferbo˝l automatikusan a´tkeru¨l a ki-
szolga´lo´csatorna´ba, valamint minden u´jonnan e´rkezo˝ ke´re´s a pufferbe keru¨l
amennyiben a kiszolga´lo´ csatorna nem szabad. A sorbana´lla´s elme´let
seg´ıtse´ge´vel sza´mı´thato´ak ki a rendszer jellemzo˝i, mint a sorhossz (a rend-
szerben le´vo˝ ige´nyek sza´ma), a va´laszido˝ (egy ige´ny rendszerben elto¨lto¨tt
ideje), stb., valamint a sorbana´lla´si rendszerek e´s ha´lo´zatok seg´ıtse´ge´vel
vizsga´lhato´ak a bonyolultabb alkalmaza´si rendszerek is [21], [18], [20].
Ebben a fejezetben igyekszu¨nk egy ro¨vid, le´nyegreto¨ro˝ bemutata´st adni
a sorbana´lla´si rendszerekro˝l e´s ha´lo´zatokro´l.
2.1. Sorbana´lla´si rendszerek vizsga´lata:
Egy sorbana´lla´si modellt az ala´bbi szerkezetu˝ ko´ddal jellemezhetu¨nk:
A/B/m/k/n/P,
ahol
• A - az egyma´st ko¨veto˝ ige´nyek bee´rkeze´se ko¨zo¨tt eltelt ido˝ eloszla´sa:
– D - determinisztikus
– M - exponencia´lis
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2.1. a´bra. Egyszeru˝ sor
– G - a´ltala´nos
• B - a kiszolga´si ido˝ eloszla´sa:
– D - determinisztikus
– M - exponencia´lis
– G - a´ltala´nos
• m - a kiszolga´lo´ egyse´gek sza´ma.
• k - a rendszer kapacita´sa. Abban az esetben ha nincs megadva akkor
a kapacita´st ve´gtelennek tekintju¨k.
• k - az ige´nyek forra´s kapacita´sa. Abban az esetben ha nincs megadva
akkor a kapacita´st ve´gtelennek tekintju¨k.
• P - a kiszolga´la´si protokoll. E´rte´kei lehetnek:
– FIFO - First In Last Out
– LIFO - Last In First Out
– Priorita´sos kiszolga´la´s.
Abban az esetben ha nincs megadva az alape´rtelmezett a FIFO.
A 2.1-es a´bra´n egy egyszeru˝ sorbana´lla´si modell la´thato´, ahol az e´rkeze´si
intenzita´s (az egyse´gnyi ido˝ alatt bee´rkezett ige´nyek a´tlagos sza´ma) λ,
valamint az a´tlagos kiszolga´la´si ido˝ 1µ . Amennyiben az e´rkeze´si inten-
zita´s kisebb mint a kiszolga´la´s intenzita´sa (λ < µ) azt mondjuk, hogy
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2.1 Sorbana´lla´si rendszerek vizsga´lata:
a rendszer stabil, azaz minden ke´re´s ki lesz szolga´lva, valamint a rend-
szerben tarto´zkodo´ ige´nyek a´tlagos sza´ma (N) ve´ges. Egy ke´re´s a´tlagos
tarto´zkoda´si ideje (T ) a Little formula (la´sd [27]) alapja´n:
T =
N
λ
. (2.1)
AzM/M/1-es sorbana´lla´si rendszerro˝l besze´lu¨nk, amennyiben az e´rkeze´sek
ko¨zo¨tti ido˝intervallumok fu¨ggetlen λ parame´teru˝ exponencia´lis eloszla´su´
valo´sz´ınu˝se´gi va´ltozo´k valamint a kiszolga´la´si ido˝ eloszla´sa is exponencia´lis
µ parame´terrel. Ebben az esetben a rendszer parame´tereket a ko¨vetkezo˝
ke´pletek adja´k (stabil esetben):
• P0 annak a staciona´rius valo´sz´ınu˝se´ge, amikor a rendszer u¨res
P0 =
1
1 +
∑∞
k=1
(
λ
µ
)k
,
(2.2)
P0 = 1− λ
µ
.
• Pk az a staciona´rius valo´sz´ınu˝se´g, amikor a rendszer a k a´llapotban
van, ahol
Pk = P0
(
λ
µ
)k
. (2.3)
• A rendszerben tarto´zkodo´ ige´nyek a´tlagos sza´ma:
N =
ρ
1− ρ, (2.4)
ahol ρ = λµ .
• A pufferben tarto´zkodo´ ige´nyek a´tlagos sza´ma:
Nq =
ρ2
1− ρ. (2.5)
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• A szerver kihaszna´ltsa´ga
Us = 1− P0 = ρ. (2.6)
• Az a´tlagos va´rakoza´si ido˝
W = N
1
µ
=
ρ
µ(1− ρ) . (2.7)
• A rendszerben to¨lto¨tt a´tlagos ido˝
T =
1
µ− λ. (2.8)
2.2. Sorbana´lla´si ha´lo´zatok vizsga´lata
Rendszerint egy egyedu¨li sor nem alkalmas egy bonyolultabb rendszer mo-
delleze´se´hez, mint pe´lda´ul egy Web szervert tartalmazo´ rendszer. Ilyen
rendszereket a´ltala´ban ha´lo´zati modellekkel a´bra´zolhatunk, ahol a rend-
szerben le´vo˝ sorokra u´gy tekintu¨nk, mint ku¨lo¨na´llo´ csomo´pontokra. Az
ilyen sorbana´lla´si ha´lo´zatokat nyitottnak nevezzu¨k, ha az u´j ige´nyek a
rendszeren k´ıvu¨lro˝l e´rkeznek, e´s a ke´so˝bbiekben el is fogja´k hagyni a rend-
szert. Egy nyitott sorbana´lla´si ha´lo´zatot nyitott Jackson ha´lo´zatnak ne-
vezu¨nk, ha teljesu¨lnek a ko¨vetkezo˝ felte´telek:
• Az i-edik sor kiszolga´la´si ideje µi parame´teru˝ exponencia´lis eloszla´su´
valo´sz´ınu˝se´gi va´ltozo´
• Az i-edik sorhoz a ha´lo´zaton k´ıvu¨lro˝l e´rkezo˝ ke´re´sek Λi parame´teru˝
Poisson-folyamat szerint e´rkeznek
• A kiszolga´la´si protokol FCFS
Burke e´s Jackson te´tele alapja´n (la´sd [12]) a ko¨vetkezo˝ mega´llap´ıta´sokat
tehetju¨k:
• Poisson-folyamatok ve´letlen ela´gaztata´sa´val Poisson-folyamatokat ka-
punk. (La´sd 2.2 grafikont.)
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2.2. a´bra. Folyamatok egyes´ıte´se e´s oszta´sa
• Fu¨ggetlen Poisson-folyamatok egyes´ıte´se Poisson-folyamat. (La´sd
2.2 grafikont.)
• M/M/1-es sorbana´lla´si rendszer esete´ben a ta´voza´si folyamat Poisson-
folyamat, intenzita´sa pedig megegyezik az e´rkeze´si intenzita´ssal.
• A rendszerben le´vo˝ ku¨lo¨na´llo´ sorok u´gy viselkednek mintha fu¨gget-
lenek lenne´nek egyma´sto´l.
• A sorokhoz e´rkezo˝ folyamatok Poisson-folyamatke´nt viselkednek ab-
ban az esetben is ha valo´ja´ban nem azok. Ilyen eset pe´lda´ul a direkt
visszacsatola´s (La´sd 2.3 a´bra´t), mely esetben a sorhoz e´rkezo˝ folya-
mat nem Poisson-folyamat, de a ta´voza´si folyamat Poisson.
Tekintsu¨nk egy nyitott Jackson ha´lo´zatot, melyben K darab sor tala´lhato´.
Az i-edik sorhoz a rendszeren k´ıvu¨lro˝l e´rkezo˝ folyamat legyen Poisson-
folyamat Λi parame´terrel. A Λi = 0 intenzita´s azt jelenti, hogy az i-edik
sorhoz nem e´rkezik k´ıvu¨lro˝l ige´ny. Mivel egy nyitott rendszerro˝l besze´lu¨nk,
felte´telezzu¨k, hogy legala´bb egy Λj > 0. A i-edik csomo´pont a´ltal ki-
szolga´lt ige´ny a j-edik csomo´ponthoz tova´bb´ıto´dik pi,j valo´sz´ınu˝se´ggel,
vagy elhagyja a rendszert
(
1−∑Kj=1 pij) valo´sz´ınu˝se´ggel. A j-edik sor
9
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kiszolga´la´si ideje µj parame´teru˝ exponencia´lis eloszla´s, valamint a sorhoz
e´rkezo˝ folyamat teljes e´rkeze´si intenzita´sa λj , ahol
λj = Λj +
K∑
i=1
λipij (2.9)
minden j = 1, 2, · · · ,K esete´n.
Rendszerparame´terek:
• Teljes a´tereszto˝ke´pesse´g:
λ =
K∑
i=1
Λi. (2.10)
• A´tlagos forgalmi intenzita´s a j-edik csomo´pontna´l:
ρj =
λj
µj
. (2.11)
• Egy ige´ny la´togata´sainak sza´ma a j-edik csomo´pontna´l:
Vj =
λj
λ
=
Λj
λ
+
K∑
i=1
Vipij . (2.12)
• Az a´tlagos ige´nysza´m a j-edik csomo´pontna´l:
Nj =
ρj
1− ρj . (2.13)
• Az a´tlagos va´laszido˝ a j-edik csomo´pontna´l:
Tj = Vj ∗ Nj
λj
, (2.14)
azaz
Tj =
Nj
λ
=
1
λ
ρj
1− ρj . (2.15)
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2.3. a´bra. Direkt visszacsatola´s
• Az a´tlagos ige´nysza´m a rendszerben:
N =
K∑
j=1
Nj =
K∑
j=1
ρj
1− ρj . (2.16)
• Az a´tlagos va´laszido˝ a rendszerben:
T =
N
λ
=
1
λ
K∑
j=1
ρj
1− ρj =
K∑
j=1
Bj
1− λBj , (2.17)
ahol Bj =
Vj
µj
egy ige´ny teljes a´tlagos feldolgoza´si ideje a j-edik
csomo´pontna´l.
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3 Web szerver modell
Ebben a fejezetben bemutatjuk, hogyan lehet modellezni egy egyszeru˝
Web szervert nyitott sorbana´lla´si ha´lo´zatok seg´ıtse´ge´vel. (La´sd [32].) Egy
Web szerver mu˝ko¨de´si modellje la´thato´ a 3.1 a´bra´n. A modell re´szletesebb
ismertete´se elo˝tt sorbavesszu¨k a va´laszido˝t meghata´rozo´ fo˝bb parame´tere-
ket:
• E´rkeze´si intenzita´s (λ): A Web szerverhez e´rkezo˝ HTTP fa´jl ke´re´sek
a´tlagos sza´ma ma´sodpercenke´nt.
• Az a´tlagos fa´jl me´ret (F ): A Web szerver a´ltal kiszolga´lt fa´jlok
a´tlagos me´rete byteban megadva. Ez az e´rte´k terme´szetesen nagy-
ban fu¨gg a Web szerverto˝l is.
• Puffer me´ret (B): A Web szerverhez tartozo´ puffer me´ret, mely a
szerver diszk blokk me´rete´vel egyezik meg. [32] alapja´n az a´tlagos
puffer me´retet 2000 byte.
• Inicializa´cio´s ido˝ (I), Statikus szerver ido˝ (Y ) valamint a Dinami-
kus szerver ara´ny (R) egyu¨ttesen a Web szerver kiszolga´la´si inten-
zita´sa´t hata´rozza´k meg. Az I a´bra´zolja a Web szerverhez valo´ kap-
csolo´da´shoz szu¨kse´ges o¨sszes egyszeri inicializa´cio´s ido˝t, mint pe´lda´ul
a TCP kapcsolat kie´p´ıte´se, vagy a ”suffix mapping”. Ennek a cso-
mo´pontnak a kiszolga´la´si intenzita´sa 1I . Y reprezenta´lja a puffer fel-
dolgoza´sa´val to¨lto¨tt ido˝t, mely fu¨ggetlen a puffer me´rete´to˝l. R pedig
a byte/ma´sodpercben megadott ara´nyt jelenti, mellyel a Web szer-
ver a puffer tartalma´t tova´bb´ıtja. A Web szerver a´tlagos kiszolga´la´si
intenzita´sa ezek alapja´n:
µWeb =
1
Y + BR
. (3.1)
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A Web szerver kiszolga´la´si intenzita´sa´t meghata´rozo´ parame´terek
re´szletes le´ıra´sa megtala´lhato´ a [32]-ben.
• Kliens ha´lo´zati sa´vsze´lesse´g: Nc, Szerver ha´lo´zati sa´vsze´lesse´g: Ns.
Amint la´thato´ a 3. a´bra´n a modell 4 csomo´pontot tartalmaz. Ke´t csomo´-
pont a´bra´zolja a Web szerver architektu´ra´ja´t, valamint 2 csomo´pont a´b-
ra´zolja a kliens e´s szerver oldali ha´lo´zati kommunika´cio´s ido˝t (File trans-
fer time). Gyakran az egyszeru˝ ha´lo´zati kommunika´cio´t is sorbana´lla´si
modellel a´bra´zolja´k, de jelen esetben megele´gszu¨nk egyszeru˝en konstans
transzfer ido˝k haszna´lata´val ( [32], [8]). Felte´telezzu¨k, hogy az ige´nyek
λ parame´teru˝-Poisson-folyamat alapja´n e´rkeznek a kliensek felo˝l. Mielo˝tt
az ige´nyek mege´rkezne´nek a Web szerverhez, elo˝szo¨r a´t kell essenek egy
egyszeri inicializa´cio´s elja´ra´son, amit az elso˝ csomo´pont szemle´ltet. Az
inicializa´cio´s ido˝t a
TInit =
1
1
I − λ
(3.2)
ke´plet szolga´ltatja. Ha a felhasznlo´ a´ltal ke´rt fa´jl me´rete nagyobb, mint
a szerver kimeno˝ puffere, akkor egy visszacsatola´si ciklus kezdo˝dik, mely
addig tart, mı´g az ige´ny kiszolga´la´sa be nem fejezo˝dik. Legyen q annak a
valo´sz´ınu˝se´ge, hogy a fa´jlt elso˝ pro´ba´lkoza´sra sikeru¨l feldolgozni, ahol
q = min
(
1,
B
F
)
. (3.3)
Ezek alapja´n a Web szerverhez e´rkezo˝ ige´nyek intenzita´sa, figyelembe ve´ve
az esetleges visszacsatola´st:
λ2 =
λ
q
. (3.4)
A kora´bbiak alapja´n a Web szerver kiszolga´la´si intenzita´sa:
µWeb =
1
Y + BR
, (3.5)
ı´gy a Web szerver kiszolga´la´si ideje (2.15) alapja´n:
TWeb =
1
λ
· λ2
µWeb − λ2 . (3.6)
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A teljes va´lszido˝ho¨z (T ) a modell alapja´n me´g hozza´ kell vegyu¨k azt a
transzfer ido˝t amı´g az ige´ny a´tjut a szerver e´s a kliens ha´lo´zata´n. Ezek
alapja´n va´laszido˝t az ala´bbi ke´plet adja:
T =
1
1
I − λ
+
1
λ
∗ λ2
µWeb − λ2 +
F
Ns
+
F
Nc
=
I
1− λ ∗ I +
Y R+B
qR− λ(Y R+B) +
F
Ns
+
F
Nc
.
(3.7)
A ko¨vetkezo˝ ne´ha´ny grafikonon megvizsga´ljuk, hogyan va´ltozik a Web
szerver va´laszideje a szerver sebesse´ge´nek valamint a fa´jl me´rete´nek va´l-
toztata´sa´val. Mivel jelen esetben minket csak a Web szerverrel kapcso-
latos va´laszido˝k e´rdekelnek a 3.7 ke´pletet annyiban mo´dos´ıtjuk, hogy az
a´thalada´si ido˝t a kliens e´s a szerver ha´lo´zatokon nem vesszu¨k figyelembe.
I´gy a
TInit+Web =
I
1− λ ∗ I +
Y R+B
qR− λ(Y R+B) (3.8)
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3.2. a´bra. Fa´jl me´ret hata´sa a Web szerver va´laszideje´re
ke´plettel vizsga´lni tudjuk a ha´lo´zati transzfer ido˝kto˝l megtiszt´ıtott va´lasz-
ido˝t.
A 3.2 grafikonon megfigyelhetju¨k, milyen hata´ssal van a fa´jl me´rete´nek
no¨vele´se a va´laszido˝re. A sza´mı´ta´sban haszna´lt parame´terek e´rte´kei a 3.1.
ta´bla´zatban la´thato´ak.
A (3.3) ke´plet alapja´n la´thatjuk, hogy nem to¨rte´nik visszacsatola´s a Web
szerveren, amı´g a fa´jl me´rete el nem e´ri a puffer me´rete´t. Teha´t a va´laszido˝
konstans ege´szen addig, mı´g el nem e´ri a fa´jl a puffer me´retet. Ezt figyel-
hetju¨k meg a 3.2 grafikonon is. Amint la´thato´, ahogy a fa´jl me´rete megha-
ladja a puffer me´rete´t, elkezdo˝dik a Web szerverne´l a visszacsatola´s, azaz a
tarto´zkoda´si ido˝ no¨vekede´snek indul. A 3.3 grafikonon a va´laszido˝t szinte´n
a fa´jl me´ret fu¨ggve´nyeke´nt a´bra´zoltuk. La´thatjuk, hogy a va´laszido˝ a fa´jl
me´rete´nek no¨vele´se´vel szinte´n no¨vekszik. A 3.4 grafikonon a Web szer-
ver sebesse´ge´nek hata´sa´t figyelhetju¨k meg a va´laszido˝re. Amint azt va´rni
lehetett, a szerver sebesse´ge´nek no¨vele´se´vel a va´laszido˝ cso¨kken.
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3.3. a´bra. Fa´jl me´ret hata´sa a Web szerver va´laszideje´re 2
3.4. a´bra. A Web szerver sebesse´ge´nek hata´sa a va´laszido˝re
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3.1. ta´bla´zat. Web szerver modell parame´terei
λ: Az e´rkeze´si intenzita´s 50 ke´re´s/ma´sodperc
F : Az a´tlagos fa´jl me´ret (byte-ban) va´ltozo´
B: A Web szerver kimeno˝ puffere (byte-ban) 2000 byte
I: Inicializa´la´si ido˝ (ma´sodperc) 0.004 ma´sodperc
Y : Statikus szerver ido˝ (ma´sodperc) 0.000016 ma´sodperc
R: Dinamikus server ara´ny (byte/ma´sodperc) 1310720 byte/ma´sodperc
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Ebben a fejezetben re´szletesen bemutatjuk egy Proxy Cache szerver ma-
tematikai modellje´t e´s annak mu˝ko¨de´se´t.
A fejezetben szereplo˝ eredme´nyek a [9] cikku¨nkben szereplo˝ modell a´lta-
la´nos´ıta´sa.
4.1. A javasolt modell
Proxy Cache szervert haszna´lva, ha egy fa´jlt le akarunk to¨lteni egy ta´voli
Web szerverro˝l, elo˝szo¨r meg kell vizsga´lni, hogy a keresett fa´jl megtala´lhato´-
e a Proxy Cache szerveren. Ennek a valo´sz´ınu˝se´ge´t p-vel jelo¨lju¨k. Amennyi-
ben a keresett dokumentum megtala´lhato´ a Proxy Cache szerveren, egy
ma´solat a fa´jlro´l azonnal tova´bb´ıto´dik a felhaszna´lo´nak. Amennyiben
a dokumentum nem tala´lhato´ meg a Proxy Cache szerveren, az ige´ny
tova´bb´ıto´dik a ta´voli Web szerverhez. A dokumentum a Web szerverro˝l
elo˝szo¨r a Proxy Cache szerverre e´rkezik vissza, ahonnan egy ma´solat a
fa´jlro´l azonnal a felhaszna´lo´hoz keru¨l. Az eredeti pe´lda´ny ta´rolo´dik a
Proxy Cache szerveren, ı´gy a ke´so˝bbiekben ele´rheto˝ lesz a felhaszna´lo´k
sza´ma´ra. A Proxy Cache szerver hate´konysa´ga a ko¨vetkezo˝ te´nyezo˝kto˝l
fu¨gg:
• tala´lati ara´ny (a ke´rt dokumentum milyen valo´sz´ınu˝se´ggel tala´lhato´
meg a Proxy Cache szerveren)
• Proxy Cache szerver karakterisztika´ja - sebesse´ge
• kliens oldali sa´vsze´lesse´g
• szerver oldali sa´vsze´lesse´g
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4.1. a´bra. Proxy Cache szerver modellje
• a belso˝ e´s ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa
• Web szerver karakterisztika´ja - sebesse´ge
A Proxy Cache szerver matematikai modellje´nek megalkota´sa´hoz a [32]
e´s [11] modelljeit vettu¨k alapul. A [11]-ben szereplo˝ Proxy Cache szerver
modellben a Web szerver e´s a Proxy Cache szerver ugyanannak a za´rt
re´szha´lo´zatnak a csomo´pontjaike´nt voltak a´bra´zolva, mely nem tekintheto˝
megfelelo˝nek mivel ebben az esetben a Web szerver leterheltse´ge´t csak a
Proxy Cache szerveren nem tala´lhato´ ige´nyek hata´rozza´k meg, valamint a
Proxy Cache szerver a´bra´zola´sa is hia´nyos, mivel a kerese´si ido˝t e´s a Proxy
Cache szervert egy csomo´pontke´nt jelo¨lte. Ezen k´ıvu¨l a Proxy Cache
szervert a´bra´zolo´ csomo´pontot a Web szerverekre jellemzo˝ visszacsatola´s
ne´lku¨l a´bra´zolta, mely szinte´n torz´ıtja a kapott eredme´nyeket. A [8]
cikku¨nkben re´szletesen bemutattuk a [11]-ben szereplo˝ modell hia´nyossa´gait.
Az a´ltalunk a´ltala´nos´ıtott modell a 4.1 a´bra´n la´thato´. A 4.1 a´bra egy ige´ny
lehetse´ges u´tja´t mutatja a felhaszna´lo´to´l kiindulva ege´szen a visszae´rkeze´sig.
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4.1 A javasolt modell
A modellben szereplo˝ parame´terek lista´ja a 4.3 ta´bla´zatban la´thato´. A
modell alapja´n a ta´voli Web szerverhez ke´t ira´nybo´l e´rkezhetnek ige´nyek.
Egyfelelo˝l a Proxy Cache szerver ira´nya´bo´l, valamint a Proxy Cache szer-
verto˝l teljesen fu¨ggetlenu¨l e´rkezhetnek az u´gynevezett ku¨lso˝ ige´nyek, me-
lyek terme´szetesen nem mennek keresztu¨l a Proxy Cache szerveren. Felte´-
telezzu¨k, hogy az ige´nyek a Proxy Cache szerverhez λ parame´teru˝ Poisson-
folyamat szerint e´rkeznek, valamint a Web szerverhez k´ıvu¨lro˝l e´rkezo˝ ige´-
nyek Λ parame´teru˝ Poisson-folyamat alapja´n e´rkeznek.
Az egyenes vonal (λ1) reprezenta´lja azt az esetet, amikor a keresett fa´jl
megtala´lhato´ a Proxy Cache szerveren. Szaggatott vonallal rajzolva jelo¨ltu¨k
(λ2) azon ige´nyek u´tja´t, melyek nem tala´lhato´ak meg a Proxy Cache szer-
veren, ı´gy ezek az ige´nyek tova´bb´ıto´dnak a ta´voli Web szerverhez. λ1 e´s
λ2 ezen ige´nyek intenzita´sai:
λ1 = p ∗ λ, (4.1)
λ2 = (1− p) ∗ λ, (4.2)
ahol p a tala´lati valo´sz´ınu˝se´g.
Ahogy ma´r kora´bban jeleztu¨k, a Web szerver nem csak a Proxy Cache
szerver felo˝l e´rkezo˝ ige´nyeket szolga´lja ki, hanem az u´gynevezett ku¨lso˝
ige´nyeket is, melyek e´rkeze´si intenzita´sa Λ. λ3 jelo¨li a Web szerverhez
e´rkezo˝ o¨sszes ke´re´s e´rkeze´si intenzita´sa´t, mely
λ3 = λ2 + Λ. (4.3)
Ahogy a 3. fejezetben ismertettu¨k, a Web szerverhez e´rkezo˝ ige´nyeknek
elo˝szo¨r a´t kell esniu¨k egy egyszeri inicializa´cio´n. Jelen modell alapja´n ez
az inicializa´la´s a λ3 intenzita´su´ folyamaton megy ve´gbe, e´s az inicializa´la´si
ido˝:
1
1
Is
− λ3
. (4.4)
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A Web szerver e´s a Proxy Cache szerver hate´konysa´ga´t ha´rom - ha´rom
parame´terrel ı´rhatjuk le (la´sd a 3. fejezetet). Ezek rendre a Bs, Ys, Rs
illetve Bxc, Yxc, Rxc. Ha a ke´rt fa´jl me´rete nagyobb mint a Web szer-
ver kimeno˝ puffere´nek me´rete, akkor egy visszacsatola´si ciklus kezdo˝dik,
mely addig tart mı´g a fa´jl feldolgoza´sa teljes ege´sze´ben be nem fejezo˝dik.
Legyen
q = min
(
1,
Bs
F
)
(4.5)
annak a valo´sz´ınu˝se´ge, hogy a fa´jl tova´bb´ıta´sa elso˝re sikeru¨lt. Legyen λ
′
3
a Web szerverhez e´rkezo˝ ige´nyek intenzita´sa figyelembe ve´ve a visszacsa-
tola´si ciklust. I´gy
λ
′
3 =
λ3
q
. (4.6)
Hasonlo´an a Proxy Cache szerver esete´n legyen
qxc = min
(
1,
Bxc
F
)
(4.7)
annak a valo´sz´ınu˝se´ge, hogy a keresett fa´jl tova´bb´ıta´sa a Proxy Cache
szerverne´l elso˝re sikeru¨lt, valamint legyen λ
′
a Proxy Cache szerverhez
e´rkezo˝ ige´nyek intenzita´sa, ahol
λ
′
= λ1 + λ2 + (1− qxc) ∗ λ′ (4.8)
azaz
λ
′
=
λ
qxc
. (4.9)
A fenti eredme´nyeket felhaszna´lva kapjuk Txc-t, egy belso˝ ige´ny teljes
va´laszideje´t Proxy Cache szerver haszna´lata´val, ahol
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Txc =
1
1
Ixc
−λ + p
{
F
Bxc
1
(Yxc+BxcRxc )
− λ
qxc
+ FNc
}
+ (1− p)
 11Is−λ3 + FBs1(Ys+BsRs )−λ3q
+ FNs +
F
Bxc
1
(Yxc+BxcRxc )
− λ
qxc
+ FNc
} (4.10)
valamint 3.7 alapja´n legyen T egy ige´ny va´laszideje Proxy Cache szerver
haszna´lata ne´lku¨l, ahol
T =
1
1
Is
− (λ+ Λ) +
F
Bs
1(
Ys+
Bs
Rs
) − (λ+ Λ)/q +
F
Ns
+
F
Nc
. (4.11)
A Txc va´laszido˝ ha´rom re´szbo˝l tevo˝dik o¨ssze: az elso˝ annak az ido˝tartama,
mı´g eldo˝l, hogy az ige´nyelt fa´jl megtala´lhato´-e a Proxy Cache szerveren
vagy nem. Ez a (2.8) ke´pletbo˝l ado´dik, ahol Ixc az a´tlagos kiszolga´la´si
ido˝. A ke´plet ma´sodik tagja annak a va´laszideje, amikor az ige´ny meg-
tala´lhato´ a Proxy Cache szerveren, melynek kiszolga´la´si intenzita´sa (3.5)
alapja´n 1
Yxc+
Bxc
Rxc
valamint FNc az ”utaza´si” ido˝ amı´g a keresett fa´jl ke-
resztu¨ljut a kliens ha´lo´zaton. A ke´plet harmadik tagja reprezenta´lja an-
nak az ige´nynek a va´laszideje´t, mely nem tala´lhato´ meg a Proxy Cache
szerveren. Ez tova´bbi o¨t re´szre tagolo´dik. Az elso˝ a 3.2 alapja´n az
egyszeri inicilaiza´la´si ido˝, a ma´sodik a 2.15 alapja´n a Web szerver ki-
szolga´lo´egyse´ge´ne´l to¨lto¨tt ido˝. A harmadik a Web szerver ha´lo´zata´n valo´
a´thalada´shoz szu¨kse´ges Web szerver oldali transzfer ido˝. A negyedik re´sz
a fentiekhez hasonlo´an a Proxy Cache szerverhez visszae´rkezo˝ ige´nyek kli-
ens fele´ valo´ tova´bb´ıta´sa´nak ido˝tartama´t a´bra´zolja. Az utolso´ o¨to¨dik re´sz
pedig a kliens ha´lo´zat transzfer ideje´t a´bra´zolja.
A rendszer akkor lesz stabil, ha a rendszerben minden sorbana´lla´si csomo´-
pont stabil. A 4.1 modellben 4 sorbana´lla´si csomo´pont tala´lhato´, melyek
mindegyike´re teljesu¨lnie kell a ko¨vetkezo˝ felte´teleknek:
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• Kerese´si csomo´pont:
ρLookup < 1, ahol ρLookup = λ ∗ Ixc, azaz λ < 1Ixc .
• Proxy Cache szerver:
ρPCS < 1, ahol ρPCS =
λ
′
µPCS
, azaz λ < RxcqxcYxcRxc+Bxc .
• Egyszeri inicializa´la´si csomo´pont:
ρInit < 1, ahol ρInit = λ3 ∗ Is, azaz λ < 1(1−p)Is − Λ1−p .
• Web szerver:
ρWeb < 1, ahol ρWeb =
λ
′
3
µWeb
, azaz λ < Rsq(1−p)(YsRs+Bs) − Λ(1−p) .
Teha´t a rendszer stabil, ha
λ < min
(
1
Ixc
, RxcqxcYxcRxc+Bxc ,
1
(1−p)Is − Λ1−p ,
Rsq
(1−p)(YsRs+Bs) − Λ(1−p)
)
.
(4.12)
4.2. Numerikus eredme´nyek
A numerikus eredme´nyek a MAPLE 9 program seg´ıtse´ge´vel lettek kisza´-
molva. A sza´mı´ta´sokhoz a Web e´s Proxy Cache szerver parame´terek
e´rte´keit [28] alapja´n hata´roztuk meg. Ezek az e´rte´kek: Is = Ixc = 0.004
ma´sodperc, Bs = Bxc = 2000 byte, Ys = Yxc = 0.000016 ma´sodperc,
Rs = Rxc = 1.25 Mbyte/ma´sodperc, Ns = 1544 Kbit/ma´sodperc vala-
mint Nc = 128 Kbit/ma´sodperc. A fejezetben tala´lhato´ grafikonokban
pontozott vonallal a´bra´zoltuk a Proxy Cache szervert tartalmazo´ esetet,
valamint egyenes vonallal a Proxy Cache szervert nem tartalmazo´ esetet.
4.2.1. Az e´rkeze´si intenzita´s hata´sa a va´laszido˝re
A 4.2 a´bra a teljes va´laszido˝t a´bra´zolja a Proxy Cache szerver felo˝l e´rkezo˝
ige´nyek intenzita´s fu¨ggve´nyeke´nt. Ezen a grafikonon a ku¨lso˝ ige´nyek e´rke-
ze´si intenzita´sa Λ = 100 ige´ny/ma´sodperc, valamint a tala´lati valo´sz´ınu˝se´g
p = 0.1. Mint ahogyan la´thato´, Proxy Cache szerver installa´la´sa csak igen
magas belso˝ e´rkeze´si intenzita´s (λ > 100 ige´ny/ma´sodperc) esete´n e´ri meg.
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A 4.3 grafikon esete´ben ugyanazokat a parame´tereket haszna´ltuk, egyedu¨l
a tala´lati valo´sz´ınu˝se´get no¨veltu¨k p = 0.15-re. Megfigyelhetju¨k, hogy ilyen
parame´terek esete´ben a Proxy Cache szerver haszna´lata´val a va´laszido˝k
ma´r λ > 80 ige´ny/ma´sodperc esete´n alacsonyabbak, mint Proxy Cache
szerver haszna´lata ne´lku¨l.
A 4.4 grafikonon azt az esetet vizsga´ltuk meg, amikor alacsony tala´lati
valo´sz´ınu˝se´g mellett p = 0.1, egy relat´ıve leterhelt Web szerverto˝l ke´ru¨nk
le adatot. (A ku¨lso˝ ke´re´sek intenzita´sa Λ = 150 ke´re´s/ma´sodperc). Mint
ahogyan va´rhato´ volt, terhelt Web szerver esete´n a Proxy Cache szerver
u¨zemeltete´se ma´r kis belso˝ ige´ny intenzita´s esete´n is megte´ru¨l. (λ > 50).
Amennyiben pedig a belso˝ kerese´si szoka´sok hasonlo´ak, azaz a tala´lati
valo´sz´ınu˝se´g magasabb e´s a Web szerver is leterhelt (p = 0.15 e´s Λ = 150),
a Proxy Cache szerver haszna´lata ma´r λ > 20 intenzita´s esete´n is alacso-
nyabb va´laszido˝ket eredme´nyez, mint ahogyan a 4.5 grafikonon la´thato´. A
4.2, 4.3, 4.4 valamint 4.5 a´bra´k tanulma´nyoza´sa alapja´n mega´llap´ıthatjuk,
hogy a Proxy Cache szerver haszna´lata alacsonyabb va´laszido˝ket eredme´-
nyez, amennyiben magas p > 0.15 tala´lati valo´sz´ınu˝se´get vagy leterhelt
Web szervert haszna´lunk.
4.2.2. A ku¨lso˝ e´rkeze´si intenzita´s hata´sa a va´laszido˝re
A ko¨vetkezo˝ re´szben megvizsga´ljuk, hogyan hat a Web szerverhez e´rkezo˝
ku¨lso˝ ige´nyek intenzita´sa a belso˝ ige´nyek teljes va´laszideje´re. A 4.6 grafiko-
non a Proxy Cache szerver felo˝l e´rkezo˝ ”belso˝” ige´nyek intenzita´sa viszony-
lag alacsony λ = 20 ke´re´s/ma´sodperc, valamint a tala´lati valo´sz´ınu˝se´g
is alacsony p = 0.1. Mint ahogyan la´tjuk a va´laszido˝ me´g Λ = 170
ke´re´s/ma´sodperc ku¨lso˝ e´rkeze´si intenzita´s mellett is nagyobb Proxy Cache
szerver haszna´lata´val mint ane´lku¨l. A 4.7 grafikonon az elo˝zo˝ esethez
ke´pest csak a belso˝ e´rkeze´si intenzita´st no¨veltu¨k λ = 70 ke´re´s/ma´sodperc-
re, a tala´lati valo´sz´ınu˝se´g maradt va´ltozatlan (p = 0.1). Mint ahogy
la´thatjuk, amennyiben a Web szerver leterheltse´ge alacsonyabb (Λ < 130)
a va´laszido˝k Proxy Cache szerver haszna´lata´val nagyobbak mint ne´lku¨le.
Viszont ha a ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa magas (Λ > 130) akkor a
va´laszido˝ alacsonyabb Proxy Cache szerver haszna´lata´val. A 4.8 grafiko-
non a tala´lati valo´sz´ınu˝se´g megdupla´za´sa (p = 0.2) mellett vizsga´ltuk a
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4.2. a´bra. p = 0.1, F = 5275 byte, Λ = 100
4.3. a´bra. p = 0.15, F = 5275 byte, Λ = 100
26
4.2 Numerikus eredme´nyek
4.4. a´bra. p = 0.1, F = 5275 byte, Λ = 150
4.5. a´bra. p = 0.15, F = 5275 byte, Λ = 150
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4.6. a´bra. p = 0.1, F = 5275 byte, λ = 20
va´laszido˝ket alacsony belso˝ e´rkeze´si intenzita´s mellett (λ = 20). Ebben
az esetben azt la´thatjuk, hogy a va´laszido˝k alacsonyabbak Proxy Cache
szerver haszna´lata´val, ha Λ > 100. A 4.9 garfikonon azt la´thatjuk, hogy
magas tala´lati valo´sz´ınu˝se´g haszna´lata mellett (p = 0.3) a va´laszido˝k ma´r
minden egye´b parame´terto˝l fu¨ggetlenu¨l alacsonyabbak Proxy Cache szer-
ver haszna´lata´val.
4.2.3. A fa´jl me´rete´nek hata´sa a va´laszido˝re
Ebben a fejezetben arra kerestu¨k a va´laszt, hogyan befolya´solja a fa´jl
me´rete a Proxy Cache szerver hate´konysa´ga´t. Mint ahogyan a 4.10 ke´p-
letbo˝l la´tszik a fa´jl me´ret az u´gynevezett ”transzfer” ido˝n k´ıvu˝l a vissza-
csatola´si valo´sz´ınu˝se´g me´rte´ke´t befolya´solja, mely mind a Web szervert
mind a Proxy Cache szervert e´rinti. A Proxy Cache szerver ne´lku¨li eset
4.11 ke´pletben szinte´n szerepel mind a kliens mind a szerver oldali ”transz-
fer” ido˝, valamint a Web szerver esete´ben a visszacsatola´si valo´sz´ınu˝se´g.
Proxy Cache szerver haszna´latakor, ha a keresett fa´jl megtala´lhato´ a Proxy
28
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4.7. a´bra. p = 0.1, F = 5275 byte, λ = 70
4.8. a´bra. p = 0.2, F = 5275 byte, λ = 20
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4.9. a´bra. p = 0.3, F = 5275 byte, λ = 20
szerveren az ige´ny nem kell keresztu¨lhaladjon a szerver ha´lo´zata´n, vala-
mint a Web szerveren, csak a kliens ha´lo´zaton e´s a Proxy Cache szer-
veren. Ezek alapja´n azt va´rjuk, hogy a fa´jl me´rete´nek no¨vele´se´vel a
Proxy Cache szerver haszna´lata egyre kifizeto˝do˝bb lesz. A 4.1 ta´bla´zatban
a va´laszido˝ket figyelhetju¨k meg a fa´jl me´rete´nek fu¨ggve´nye´ben ahol a
haszna´lt parame´terek: λ = 70, Λ = 50, p = 0.2. Amint la´thatjuk kis
fa´jlme´ret esete´n Proxy Cache szerverrel nagyobb va´laszido˝ket kapunk,
mely a fa´jl me´rete´nek no¨vele´se´vel egyre jobban ko¨zel´ıti a Proxy Cache
szerver ne´lku¨li ido˝ket, mı´gnem 7000 byte feletti fa´jlme´ret esete´n a Proxy
Cache szerver haszna´lata´val ma´r alacsonyabb va´laszido˝ket kapunk.
4.2.4. A tala´lati valo´sz´ınu˝se´g hata´sa a va´laszido˝re
A 4.10 grafikonon la´thatjuk a tala´lati valo´sz´ınu˝se´g hata´sa´t. A teljes va´-
laszido˝ Proxy Cache szerver haszna´lata ne´lku¨l fu¨ggetlen a tala´lati valo´sz´ı-
nu˝se´gto˝l. Ezt a grafikonon a konstans T = .3726542708 vonal a´bra´zolja.
A grafikont vizsga´lva la´thatjuk, hogy a tala´lati valo´sz´ınu˝se´g no¨vele´se´vel a
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Fa´jl me´ret Va´laszido˝ Proxyval Proxy ne´lku¨l Ku¨lo¨nbse´g
1000 0.0793576509 0.0763196223 0.0030380285
2000 0.1476041906 0.1449469371 0.0026572535
3000 0.2162571163 0.2139376511 0.0023194652
4000 0.2852891224 0.2833129458 0.0019761766
5000 0.3548299856 0.3532714229 0.0015585627
6000 0.4250825771 0.4241768649 0.0009057122
7000 0.4963874129 0.4967750462 -0.0003876333
8000 0.5693749309 0.5728735971 -0.0034986662
9000 0.6453916529 0.6582764074 -0.0128847545
10000 0.7280473497 0.7874725350 -0.0594251853
4.1. ta´bla´zat. A fa´jl me´rete´nek hata´sa a va´laszido˝re
va´laszido˝ Proxy Cache szerver haszna´lata´val egyre jobban cso¨kken. p ≈
0.2 e´rte´kne´l a ke´t va´laszido˝ megegyezik, mı´g p > 0.2 esete´n Proxy Cache
szerver haszna´lata´val alacsonyabb va´laszido˝ket kapunk.
A bemutatott numerikus eredme´nyekhez haszna´lt konstans adatok a [28]
alapja´n lettek kiva´lasztva. Az eml´ıtett konstansokkal rendelkezo˝ rend-
szer a mai ha´lo´zatokat tekintve nem tekintheto˝ megfelelo˝nek, eze´rt a pa-
rame´tereket megva´ltoztattuk. A mo´dos´ıtott konstans e´rte´kek: Is = Ixc =
0.004 ma´sodperc, Bs = Bxc = 4000 byte, Ys = Yxc = 0.0000016 ma´sodperc,
Rs = Rxc = 50 Mbyte/ma´sodperc, Ns = 5 Mbit/ma´sodperc valamint
Nc = 20 Mbit/ma´sodperc.
A 4.11 grafikonon la´thatjuk, hogy a mo´dos´ıtott parame´terek mellett a
belso˝ e´rkeze´si intenzita´sa´nak hata´sa´t a va´laszido˝re. Ha a fa´jl me´retet
1 Mbyte-ra a´ll´ıtjuk, akkor a va´laszido˝k Proxy Cache szervert haszna´lva
le´nyegesen alacsonyabbak, mint Proxy Cache szerver haszna´lata ne´lku¨l.
A nagyobb elte´re´s abbo´l ado´dik, hogy a kliens oldali sa´vsze´lesse´g jo´val
nagyobb mint a szerver oldali, ı´gy a Proxy Cache szerver haszna´lata
le´nyegesen jobb eredme´nyt szolga´ltat. A 4.2 ta´bla´zatban a va´laszido˝ket fi-
gyelhetju¨k meg a fa´jl me´rete´nek fu¨ggve´nye´ben ahol a haszna´lt parame´terek:
λ = 20, Λ = 10, p = 0.2. Amint la´thatjuk kis fa´jlme´ret esete´n Proxy Cache
szerverrel nagyobb va´laszido˝ket kapunk. Amikor a fa´jlme´ret ele´ri a 10
Kbyte-ot alacsonyabb va´laszido˝t kapunk Proxy Cache szerver haszna´lata´val,
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4.10. a´bra. λ = 20, Λ = 100, F = 5275 byte
4.11. a´bra. p = 0.25, F = 1 Mbyte, Λ = 10
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Fa´jl me´ret Va´laszido˝ Proxyval Proxy ne´lku¨l Ku¨lo¨nbse´g
1000 byte 0.009296574550 0.006564973644 0.002731600906
5000 byte 0.01575827084 0.01464310722 0.00111516362
10 Kbyte 0.02422346863 0.02522606314 -0.00100259451
100 Kbyte 0.1731753428 0.2114664212 -0.0382910784
0.5 Mbyte 0.8572366484 1.067839041 -0.2106023926
1 Mbyte 1.717521088 2.154404036 -0.436882948
1.5 Mbyte 2.623580309 3.527825467 -0.904245158
4.2. ta´bla´zat. A fa´jl me´rete´nek hata´sa a va´laszido˝re, mo´dos´ıtott
parame´terek mellett
de ku¨lo¨nbse´g le´nyege´ben elenye´szo˝. Amikor a fa´jl me´ret ele´ri a 100 Kbyte-
ot a ku¨lo¨nbse´g me´g mindig csak 0.038 ma´sodperc. Viszont amikor a
fa´jl me´retetet 1.5 Mbyte-ra emeltu¨k Proxy Cache szerver haszna´lata´val
a va´laszido˝k ko¨zti ku¨lo¨nbse´g ma´r megko¨zel´ıti az 1 ma´sodpercet.
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4.3. ta´bla´zat. A Proxy Cache szerver modell jelo¨le´sei
λ: A belso˝ ige´nyek e´rkeze´si intenzita´sa
Λ: A ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa
F : Az a´tlagos fa´jl me´ret (byte-ban)
p: A tala´lati valo´sz´ınu˝se´g
Bxc: A Proxy Cache szerver kimeno˝ puffere (byte-ban)
Ixc: A Proxy Cache szerver kerese´si ideje (ma´sodpercben)
Yxc: A Proxy Cache szerver statikus szerver ideje (ma´sodpercben)
Rxc: A dinamikus szerver ara´ny a Proxy szerveren (byte/ma´sodperc)
Nc: Kliens ha´lo´zati sa´vsze´lesse´g (bit/ma´sodperc)
Bs: Web szerver kimeno˝ puffere (byte-ban)
Is: Inicializa´la´si ido˝ (ma´sodpercben)
Ys: A Web szerver statikus szerver ideje (ma´sodperc)
Rs: A Web szerver dinamikus szerver ara´nya (byte/ma´sodperc)
Ns: Szerver ha´lo´zati sa´vsze´lesse´g (bit/ma´sodperc)
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szerver meghiba´soda´sa´nak hata´sa
Jelen esetben az elo˝zo˝ fejezetben ismertetett Proxy Cache szerver modellt
a´ltala´nos´ıtjuk u´gy, hogy egy me´ginka´bb valo´sa´ghu˝ modellt kapjunk. A 4.
fejezetben mind a Proxy Cache szerver, mind pedig a ta´voli Web szerver
megb´ızhato´ak voltak, most pedig feltesszu¨k, hogy egyik sem megb´ızhato´,
azaz ba´rmelyiku¨k elromolhat. Az a´ltala´nos´ıta´ssal az a ce´lunk, hogy meg-
vizsga´ljuk a szerverek meghiba´soda´sa´nak hata´sa´t a rendszerparame´terekre.
A tova´bbiakban vizsga´lni fogjuk a teljes´ıtme´nybeli ku¨lo¨nbse´geket, amennyi-
ben ”blokkolt” valamint ”intelligens” forra´sokat felte´telezu¨nk.
A fejezetben szereplo˝ eredme´nyek ko¨zle´sre be vannak nyu´jtva (J6).
5.1. A javasolt modell
Mivel a vizsga´lt Markov-la´nc a´llapottere, mely a mo´dos´ıtott modellt le´ırja
tu´l nagy, az egyensu´lyi egyenlet fel´ıra´sa e´s ezek megolda´sa tu´l bonyolult
lenne, eze´rt a MOSEL programcsomagot haszna´ljuk a modell le´ıra´sa´ra
valamint a rendszerjellemzo˝k kisza´mı´ta´sa´ra. A MOSEL (Modeling, Spe-
cification and Evaluation Language) [6] egy le´ıro´ nyelv, mely seg´ıtse´ge´vel
ku¨lo¨nbo¨zo˝ programcsomagokat haszna´lhatunk, mint pe´lda´ul az SPNP-t
(Stochastik Petri Net Package) vagy a TimeNet programcsomagot. A
MOSEL a´ltal szolga´ltatott eredme´nyeket grafikusan is a´bra´zolni tudjuk az
IGL (Intermediate Graphical Language) seg´ıtse´ge´vel, mely re´sze a MOSEL-
nek. A modellu¨nk grafikus a´bra´zola´sa nem va´ltozott a mo´dos´ıta´sokkal, ı´gy
az 5.1 a´bra´n la´thatjuk egy ige´ny lehetse´ges u´tja´t a felhaszna´lo´to´l kiindulva
ege´szen a visszae´rkeze´sig. A modellben szereplo˝ parame´terek lista´ja a 4.3
ta´bla´zatban la´thato´. Mint ahogyan a 4. fejezetben, most is felte´telezzu¨k,
35
5 A Web szerver e´s a Proxy Cache szerver meghiba´soda´sa´nak hata´sa
5.1. a´bra. Proxy Cache szerver modellje
hogy az ige´nyek a Proxy Cache szerverhez λ parame´teru˝ Poisson-folyamat
szerint e´rkeznek, valamint a Web szerverhez k´ıvu¨lro˝l e´rkezo˝ ige´nyek Λ
parame´teru˝ Poisson-folyamat alapja´n e´rkeznek. Az 5.1 (hasonlo´an a 4.1.-
hez)a´bra´n egyenes vonal (λ1) reprezenta´lja azt az esetet, amikor a keresett
fa´jl megtala´lhato´ a Proxy Cache szerveren valamint szaggatott vonallal
rajzolva jelo¨ltu¨k (λ2) azon ige´nyek u´tja´t, melyek nem tala´lhato´ak meg a
Proxy Cache szerveren, ı´gy ezek az ige´nyek tova´bb´ıto´dnak a ta´voli Web
szerverhez. A Web szerver valamint a Proxy Cache szerver karakterisz-
tika´ja´t meghata´rozo´ parame´terek Bs, Ys, Rs valamint Bxc, Yxc, Rxc rendre
a szerver kimeno˝ puffere, a statikus szerver ido˝ valamint a dinamikus szer-
ver ara´ny. A (3.5) ke´plet alapja´n a Web szerver kiszolga´la´si intenzita´sa:
µWeb =
1
YS +
BS
RS
, (5.1)
valamint a Proxy Cache szerver kiszolga´la´si intenzita´sa:
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µPCS =
1
Yxc +
Bxc
Rxc
. (5.2)
Ha a keresett fa´jl nagyobb mint a Web szerver kimeno˝ puffere akkor
egy visszacsatola´si ciklus kezdo˝dik, mely addig tart mı´g a teljes fa´jl ki-
szolga´la´sa be nem fejezo˝dik. Legyen q annak a valo´sz´ınu˝se´ge, hogy a fa´jlt
egybo˝l sikeru¨l tova´bb´ıtani, ahol
q = min
(
1,
Bs
F
)
. (5.3)
Teljesen hasonlo´an modellezheto˝ a Proxy Cache szerver is, ahol a ta´vozo´
folyamat visszacsatola´sa´nak a valo´sz´ınu˝se´ge 1− qxc ahol,
qxc = min
(
1,
Bxc
F
)
. (5.4)
A Proxy Cache szerver e´s a Web szerver meghiba´sodhat a (t, t+ dt) inter-
vallumban δpcsdt+ o(dt) valamint δwebdt+ o(dt) valo´sz´ınu˝se´ggel ha szaba-
dok, valamint γpcsdt+ o(dt) e´s γwebdt+ o(dt) valo´sz´ınu˝se´ggel ha foglaltak.
Ha a Proxy Cache szerver vagy a Web szerver foglalt a´llapotban romlanak
el, akkor a megszakadt ige´ny feldolgoza´sa a jav´ıta´s befejeze´se uta´n foly-
tato´dik. A jav´ıta´si ido˝ exponencia´lis eloszla´su´ 1/νpcs e´s 1/νweb a´tlaggal.
Ha a szerverek ko¨zu¨l valamelyik elromlik ke´t ku¨lo¨nbo¨zo˝ eset lehetse´ges.
• Blokkolt eset: a szerver meghiba´soda´sa alatt nem e´rkezik u´j ige´ny
a szerverhez.
• Nem blokkolt eset: a szerver meghiba´soda´sa alatt is e´rkezhetnek
u´jabb ige´nyek a szerverhez.
Amint la´thato´ a modellezett rendszer figyelembe vesz ke´tfe´le meghiba´soda´si
esetet: foglalt vagy szabad szerver a´llapotot, valamint ke´t kiszolga´la´si ese-
tet: blokkolt e´s nem blokkolt esetet, mely a rendszer nagyme´rte´ku˝ bonyo-
lultsa´ga´t eredme´nyezi.
A rendszer a´llapota´t a t ido˝pillanatban a
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XPCS(t) = (YPCS(t), CPCS(t), QPCS(t)), (5.5)
valamint a
XWeb(t) = (YWeb(t), CWeb(t), QWeb(t)) (5.6)
folyamat ı´rja le, ahol YPCS(t) = YWeb(t) = 0 ha a szerver mu˝ko¨dik, e´s
YPCS(t) = YWeb(t) = 1 ha a szerver hiba´s, valamint CPCS(t) = CWeb(t) =
0 ha a szerver nem foglalt, valamint CPCS(t) = CWeb(t) = 1 ha a szerver
foglalt. Legyen QPCS(t) e´s QWeb(t) a pufferben le´vo˝ ige´nyek a´tlagos sza´ma
a Proxy Cache szerver valamint a Web szerver esete´n.
Mivel a haszna´lt valo´sz´ınu˝se´gi va´ltozo´k fu¨ggetlen exponencia´lis eloszla´su´ak
a rendszer a´llapota´t le´ıro´ folyamatok ve´ges a´llapotteru˝ Markov-la´ncok.
Legyenek a staciona´rius valo´sz´ınu˝se´gek:
PPCS(q, r, j) = lim
t→∞P (YPCS(t), CPCS(t), QPCS(t)), (5.7)
q = 0, 1, r = 0, 1, j = 0, · · · ,KPCS ,
e´s
PWeb(q, r, j) = lim
t→∞P (YWeb(t), CWeb(t), QWeb(t)), (5.8)
q = 0, 1, r = 0, 1, j = 0, · · · ,KWeb,
ahol KPCS e´s KWeb a szerverek puffer me´rete.
Amint sikeru¨lt megkapnunk a fenti valo´sz´ınu˝se´geket, az egyensu´lyi a´lla-
pothoz tartozo´ rendszerjellemzo˝ket a ko¨vetkezo˝ ke´pletek alapja´n kapjuk
meg:
• A szerverek kihaszna´ltsa´ga
US,PCS =
KPCS∑
j=0
PPCS(0, 1, j), (5.9)
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US,Web =
KWeb∑
j=0
PWeb(0, 1, j). (5.10)
• A szerverek ele´rheto˝se´ge
APCS =
1∑
r=0
KPcs∑
j=0
PPCS(0, r, j), (5.11)
AWeb =
1∑
r=0
KWeb∑
j=0
PWeb(0, r, j). (5.12)
• Az a´tlagos ige´nysza´mok
MPCS =
1∑
q=0
1∑
r=0
KPcs∑
j=0
jPPCS(q, r, j), (5.13)
MWeb =
1∑
q=0
1∑
r=0
KWeb∑
j=0
jPWeb(q, r, j). (5.14)
• Az a´tlagos va´laszido˝k
A Little formula´k felhaszna´la´sa´val [27] az a´tlagos va´laszido˝k a ko¨vet-
kezo˝ o¨sszefu¨gge´sekkel kaphato´ak meg:
TPCS = MPCS/λPCS , (5.15)
ahol λPCS a Proxy Cache szerverhez e´rkezo˝ ige´nyek a´tlagos inten-
zita´sa, valamint
TWeb = MWeb/λWeb (5.16)
ahol λWeb a Web szerverhez e´rkezo˝ ige´nyek a´tlagos intenzita´sa
• Az ige´nyek teljes va´laszideje
T = TLookup + p ∗
(
TPCS +
F
Nc
)
+ (1− p) ∗
(
TInit + TWeb +
F
Ns
+ TPCS +
F
Nc
)
,
(5.17)
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5.2. a´bra. p = 0.25, Λ = 10, νpcs = νweb = 10, and δpcs = δweb = γpcs =
γweb = 0.2
ahol TLookup =
1
1
Ixc
−λ a kerese´si ido˝, amı´g eldo˝l, hogy az ige´nyelt
fa´jl megtala´lhato´-e a Proxy Cache szerveren vagy nem, valamint
TInit =
1
1
Is
−λ3 az egyszeri inicializa´la´si ido˝.
5.2. Numerikus eredme´nyek
A ko¨vetkezo˝ekben a numerikus eredme´nyeket grafikusan a´bra´zoljuk, hogy
bemutassuk a meghiba´soda´si e´s a jav´ıta´si intenzita´sok hata´sa´t a teljes
va´laszido˝kre. A sza´mı´ta´sokhoz a Web e´s Proxy Cache szerver parame´terek
e´rte´keit [28] alapja´n hata´roztuk meg mint ahogyan a 4. fejezetben is.
Ezek az e´rte´kek: Is = Ixc = 0.004 ma´sodperc, Bs = Bxc = 2000 byte,
Ys = Yxc = 0.000016 ma´sodperc, Rs = Rxc = 1.25 Mbyte/ma´sodperc,
Ns = 1544 Kbit/ma´sodperc valamint Nc = 128 Kbit/ma´sodperc.
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5.3. a´bra. p = 0.25,λ = Λ = 10, νpcs = νweb = 10, and δpcs = δweb =
γweb = 0.2
5.4. a´bra. p = 0.25,λ = 30,Λ = 10, νpcs = νweb = 10, and δweb = γpcs =
γweb = 0.2
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5.5. a´bra. p = 0.25,λ = 40,Λ = 10, νweb = 10, and δpcs = δweb = γpcs =
γweb = 2
5.6. a´bra. λ = Λ = 10, νpcs = νweb = 10, and δpcs = δweb = γpcs = 0.2
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5.7. a´bra. λ = Λ = 10, νpcs = νweb = 10, and δpcs = γpcs = γweb = 0.2
5.8. a´bra. λ = Λ = 10, νpcs = 10, and δpcs = δweb = γpcs = γweb = 2
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5.9. a´bra. λ = 30,Λ = 10, νpcs = νweb = 10, and δpcs = δweb = γpcs =
γweb = 0.2
5.10. a´bra. λ = 40,Λ = 10, νpcs = νweb = 10, and δpcs = δweb = γpcs =
γweb = 0.2
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5.2.1. Eredme´nyek
• Az 5.2 grafikonon a haszna´lt parame´terek e´rte´kei: p = 0.25 a tala´lati
valo´sz´ınu˝se´g, Λ = 10 ige´ny/ma´sodperc a ku¨lso˝ ige´nyek e´rkeze´si in-
tenzita´sa, νpcs = νweb = 10 a jav´ıta´si intenzita´s, azaz az a´tlagos
jav´ıta´si ido˝k 1νpcs =
1
νweb
= 0.1, e´s δpcs = δweb = γpcs = γweb = 0.2 a
Proxy Cache szerver e´s a Web szerver meghiba´soda´sa´nak intenzita´sa
u¨resja´rati e´s foglalt a´llapotokban. A grafikonon az ige´nyek teljes
va´laszideje´t la´thatjuk a belso˝ e´rkeze´si intenzita´s fu¨ggve´nye´ben blok-
kolt e´s nem blokkolt esetekben. Amint la´thato´ az a´tlagos va´lszido˝ a
belso˝ e´rkeze´si intenzita´s no¨vekede´se´vel szinte´n no¨vekszik, amint azt a
4. fejezetben la´thattuk. Megfigyelhetju¨k, hogy amennyiben egy szer-
ver blokkolt e´s nem blokkolt a´llapota´ban vizsga´ljuk a va´laszido˝ket,
az e´rkeze´si intenzita´s no¨vekede´se´vel a ke´t allapot ko¨zo¨tti ku¨lo¨nbse´g
cso¨kken.
• Az 5.3 valamint az 5.4 grafikonokon a Proxy Cache szerver meghiba´-
soda´sa´nak hata´sa´t vizsga´lhatjuk meg a teljes va´laszido˝re, foglalt e´s
u¨resja´rati szerver a´llapotban. A haszna´lt parame´terek: p = 0.25,λ =
Λ = 10, νpcs = νweb = 10, e´s δpcs = δweb = γweb = 0.2 valamint a
5.4 grafikonon haszna´lt parame´ter e´rte´kek: p = 0.25,λ = 30,Λ = 10,
νpcs = νweb = 10, e´s δweb = γpcs = γweb = 0.2. Amint megfigyel-
hetju¨k a va´laszido˝k alacsonyabbak a blokkolt Proxy Cache szerve-
rek esete´ben, mint a nem blokkolt esetekben. Megvizsga´lva a 5.4
(az a´tlagos va´lszido˝ az u¨resja´rati Proxy szerver meghiba´soda´sa´nak
fu¨ggve´nye) grafikont azt tapasztaljuk, hogy abban az esetben ami-
kor a Proxy Cache szerver ugyanabban az a´llapotban van e´s csak
a Web szerver a´llapota va´ltozik, pl. Proxy Cache szerver blokkolt
e´s a Web szerver egyik esetben blokkolt a ma´sikban nem (ke´k gra-
fikonok), valamint a Proxy szerver nem blokkolt e´s a Web szerver
egyik esetben blokkolt a ma´sikban pedig nem (piros grafikonok) a
va´laszido˝t a´bra´zolo´ go¨rbe´k pa´rhuzamosak. Ez abbo´l ado´dik, hogy
a Web szerver meghiba´soda´si e´s jav´ıta´si intenzita´sai azonosak, csak
a Web szerver blokkola´si tulajdonsa´ga va´ltozik. Tova´bb vizsga´lva a
5.4 grafikont azt tapasztaljuk, hogy amennyiben a Proxy Cache szer-
ver blokkolt az ige´nyek teljes va´laszideje magasabb meghiba´soda´si
egyu¨tthato´ esete´n konstans lesz, azaz fu¨ggetlen lesz az u¨resja´rati
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meghiba´soda´si intenzita´sra.
• Az 5.5 grafikonon megvizsga´lhatjuk a Proxy Cache szerver jav´ıta´si
intenzita´sa´nak hata´sa´t a va´laszido˝kre. A haszna´lt parame´terek: p =
0.25,λ = 40, Λ = 10, νweb = 10, e´s δpcs = δweb = γpcs = γweb = 2.
Amint la´thato´ a jav´ıta´si intenzita´s no¨vele´se´vel a va´laszido˝k cso¨kken-
nek. Ebben az esetben a Web szerver meghiba´soda´si e´s jav´ıta´si in-
tenzita´sai va´ltozatlanok, ebbo˝l ado´dik, hogy amikor a Proxy Cache
szerver blokkola´si algoritmusa megegyezik (blokkolt e´s nem blok-
kolt esetek) e´s csak a Web szerver blokkola´si meto´dusa ku¨lo¨nbo¨zo˝
a va´laszido˝ket a´bra´zolo´ go¨rbe´k pa´rhuzamosak. (piros illetve ke´k
go¨rbe´k).
• Az 5.6 e´s 5.7 grafikonokon a Web szerver meghiba´soda´si intenzi-
ta´sa´nak hata´sa´t figyelhetju¨k meg a va´laszido˝kre foglalt valamint
u¨resja´rati esetekben. A grafikonon haszna´lt parame´terek e´rte´kei:
λ = Λ = 10,νpcs = νweb = 10, e´s δpcs = δweb = γpcs = 0.2
az 5.6 grafikonon, valamint λ = Λ = 10,νpcs = νweb = 10, e´s
δpcs = γpcs = γweb = 0.2 az 5.7 grafikonon. Amint la´thato´ a tel-
jes va´laszido˝k nagyobbak lesznek minden esetben (blokkolt vagy
nem blokkolt esetek) amennyiben nagyobb meghiba´soda´si ara´nyt
haszna´lunk. Az elo˝zo˝ esetekhez hasonlo´an amikor a Web szerver
blokkola´si meto´dusai megegyeznek e´s csak a Proxy Cache szerver
blokkola´si mo´dszerei va´ltoznak a va´laszido˝ket a´bra´zolo´ go¨rbe´k pa´r-
huzamosak. (Web szerver blokkolt e´s a Proxy szerver blokkola´si
mo´dszere va´ltozik valamint a Web szerver nem blokkolt e´s a Proxy
szerver blokkola´si mo´dszere va´ltozik).
• Az 5.8 a´bra azt mutatja meg, hogyan va´ltozik a teljes va´laszido˝
a Web szerver jav´ıta´si intenzita´sa´nak no¨vekede´se´vel. A grafikonon
haszna´lt parame´terek: λ = Λ = 10, νpcs = 10, and δpcs = δweb =
γpcs = γweb = 2. Amint la´thato´, a va´laszido˝k az 5.5 grafikonhoz
hasonlo´an cso¨kkennek a javita´si intenzita´s no¨vele´se´vel. Az 5.6 e´s 5.7
grafikonok esete´ben megmutatott pa´rhuzamossa´g itt is megfigyel-
heto˝ ugyanolyan blokkola´si mo´dszer esete´n. (A Web szerver blok-
kola´si mo´dszere megegyezik, csak a Proxy Cache szerver blokkola´si
mo´dszere´t va´ltoztatjuk.)
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• Az 5.9 e´s az 5.10 grafikonok a va´laszido˝t a Proxy Cache szerver puf-
fer me´rete´nek fu¨ggve´nyeke´nt a´bra´zoltuk. A haszna´lt parame´terek:
λ = 30,Λ = 10,νpcs = νweb = 10, e´s δpcs = δweb = γpcs = γweb = 0.2
az 5.9 grafikonon, valamint λ = 40,Λ = 10,νpcs = νweb = 10, e´s
δpcs = δweb = γpcs = γweb = 0.2 az 5.10 grafikonon. Mindke´t
grafikonon megfigyelhetju¨k, hogy amennyiben a Proxy Cache szer-
ver blokkolt, u´gy a va´laszido˝k egy bizonyos puffer me´ret uta´n ma´r
nem va´ltoznak tova´bb. Viszont amennyiben a Proxy Cache szer-
ver nem blokkolt, akkor a va´laszido˝k a puffer me´rete´nek no¨vele´se´vel
terme´szetesen no¨vekszik. A kora´bban mega´llap´ıtott pa´rhuzamossa´g
itt is megfigyelheto˝.
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6 A Proxy Cache szerver GI/G/1
approxima´cio´s modellje
A jelen fejezetben bemutatjuk a Proxy Cache szerver GI/G/1 appro-
xima´cio´s modellje´t, mely egy pe´lda a Parame´ter dekompoz´ıcio´s elja´ra´s
haszna´lata´ra (la´sd [12]), ahol az egyes csomo´pontokat egyma´sto´l elku¨lo¨-
nu¨lten vizsga´ljuk.
A fejezetben szereplo˝ eredme´nyek a [7] cikkben lettek publika´lva.
Ebben a modellben az e´rkeze´si folyamat egy u´gynevezett ”GI - General
inter-arrival” folyamat, melyet az e´rkeze´si ido˝ko¨zo¨k va´rhato´ e´rte´ke´vel e´s
a relat´ıv szo´ra´sne´gyzete´vel (c2) jellemzu¨nk, valamint a kiszolga´la´si ido˝
ba´rmilyen a´ltala´nos eloszla´su´ lehet.
6.1. A GI/G/1 approxima´cio´
Az approxima´cio´ haszna´lata´hoz a ko¨vetkezo˝ felte´teleknek kell teljesu¨lniu¨k:
• Az e´rkeze´si folyamat u´gynevezett ”felu´j´ıta´si” folyamat kell legyen,
azaz az e´rkeze´si ido˝ko¨zo¨k fu¨ggetlen, azonos eloszla´su´ valo´sz´ınu˝se´gi
va´ltozo´k.
• A kiszolga´la´si ido˝k valo´sz´ınu˝se´gi va´ltozo´ja ba´rmilyen a´ltala´nos el-
oszla´su´ lehet.
• Adott az e´rkeze´si folyamat inetenzita´sa λA, valamint az e´rkeza´si fo-
lyamat relat´ıv szo´ra´sne´gyzete (c2A).
• Adott a kiszolga´la´si ido˝ va´rhato´ e´rte´ke τS , valamint a kiszolga´la´si
ido˝ relat´ıv szo´ra´sne´gyzete (c2S).
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• Az azonnali visszacsatola´st, amikor egy sor ta´vozo´ folyamata vissza
van ira´ny´ıtva egybo˝l ugyanahhoz a sorhoz, ku¨lo¨n kell vizsga´lni.
Ez az aproxima´cio´ olyan algoritmusokat szolga´ltat, melyekkel modellez-
hetju¨k az a´ltala´nos ha´lo´zati folyamatokat, mint pe´lda´ul a forgalom egye-
s´ıte´st, a sorto´l valo´ ta´voza´st, valamint a forgalom sze´tva´la´sa´t.
Minden esetben, a re´szletes sza´mı´ta´sok elo˝tt a modellt mo´dos´ıtanunk kell,
hogy elimina´lhassuk az azonnali visszacsatola´sokat. Ezt a mo´dos´ıta´st az
e´rintett sor kiszolga´la´si ideje´nek megva´ltoztata´sa´val ve´gezzu¨k, melyet a
ke´so˝bbiekben re´szletezu¨nk.
A szu¨kse´ges kalkula´cio´k eredme´nyeke´p az aproxima´cio´ seg´ıtse´ge´vel meg-
kapjuk a szu¨kse´ges rendszerjellemzo˝ket (a´tlagos sorhossz, a´tlagos va´ra-
koza´si ido˝, stb.), mind a sorokra, mind pedig az ege´sz ha´lo´zatra vonat-
kozo´an.
A ko¨vetkezo˝ekben bemutatjuk azon approxima´cio´s egyenleteket, melyek
seg´ıtse´ge´vel le´ırhato´ak a kora´bban eml´ıtett ha´lo´zati forgalomhoz tartozo´
folyamatok, mint pe´lda´ul az egyes´ıte´s, sze´tva´la´s, ta´voza´s, valamint bemu-
tajuk az azonnali visszacsatola´s to¨rle´se´hez szu¨kse´ges parame´ter va´ltozta-
ta´sokat. (la´sd [12], [5]).
1) GI folyamatok egyes´ıte´se: n darab fu¨ggetlen GI folyamat (mindegyiket
rendre jellemez a λj e´s c
2
j , j = 1, . . . , n) egyes´ıte´se amint egy ko¨vetkezo˝
csomo´pontba le´pnek, egy GI folyamattal ko¨zel´ıtheu¨nk, mely parame´terei:
λA e´s c
2
A, az a´talgos e´rkeze´si intenzita´s e´s az e´rkeze´si ido˝ko¨zo¨k relat´ıv
szo´ra´sne´gyzete. Az a´tlagos intenzita´st e´s a relat´ıv szo´ra´sne´gyzetet az
ala´bbi egyenletek szolga´ltatja´k (la´sd [12]):
λA =
n∑
j=1
λj , (6.1)
e´s
c2A = $
n∑
j=1
λj
λA
c2j + 1−$, (6.2)
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ahol
$ =
1
1 + 4(1− ρ)2(ν − 1) , (6.3)
ν =
1∑n
j=1
(
λj
λA
)2 (6.4)
e´s ρ a csomo´pont kihaszna´ltsa´ga, azaz ρ = λAτS e´s τS a ksizolga´la´si ido˝
va´rhato´ e´rte´ke.
2) Egy sorto´l ta´vozo´ folyamat: Egy csomo´pontto´l ta´vozo´ folyamatot ko¨-
zel´ıthetu¨nk egy GI folyamattal, ahol λD jelenti az a´tlagos ta´voza´si in-
tenzita´st, valamint c2D jelenti a ta´vozo´ ige´nyek ko¨zo¨tti ido˝ko¨zo¨k relat´ıv
szo´ra´sne´gyzete´t. Az egyensu´lyi a´llapot ko¨vetkezme´nyeke´nt tudjuk, hogy
az a´tlagos e´rkeze´si intenzita´s megegyezik az a´tlagos ta´voza´si intenzita´ssal,
azaz
λD = λA. (6.5)
A ta´voza´si folyamat relat´ıv szo´ra´sne´gyzete pedig megkaphato´ a ko¨vetkezo˝
egyenlettel:
c2D = ρ
2c2S +
(
1− ρ2) c2A. (6.6)
3) Egy GI folyamat ve´letlen oszta´sa: Egy GI folyamatot, melyet a λ e´s c2
parame´terek jellemeznek n darab fu¨ggetlen folyamatra osztunk, rendre pi
valo´sz´ınu˝se´ggel (
∑n
i=1 pi = 1). Ekkor az i-edik folyamat parame´tereit a
ko¨vetkezo˝ke´ppen sza´mı´thatjuk ki:
λi = piλ, (6.7)
c2i = pic
2 + (1− pi). (6.8)
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4) Az azonnali visszacsatola´s to¨rle´se: Ha egy csomo´pontto´l ta´vozo´ folya-
matot azonnal visszaira´ny´ıtunk ugyanahhoz a sorhoz (Qi), akkor a Qi sor-
hoz e´rkezo˝ folyamat valo´ja´ban a csomo´ponton k´ıvu¨lro˝l e´rkezo˝ ige´nyek in-
tenzita´sa´nak (λi), valamint a visszacsatolt folyamat intenzita´sa´nak (piiλi)
az o¨sszege.
Az azonnali visszacsatola´s megszu¨ntete´se a sor a´tlagos kiszolga´la´si ideje´nek
valamint a relat´ıv szo´ra´sne´gyzetnek a megfelelo˝ mo´dos´ıta´sa´val to¨rte´nik.
Felte´telezve, hogy a kiszolga´la´si ido˝ eloszla´sa´nak az eredeti parame´terei:
τS,U - az a´tlagos kiszolga´la´si ido˝, e´s c
2
S,U - a kiszolga´la´si ido˝ relat´ıv szo´-
ra´sne´gyzete, az azonnali visszacsatola´s elimina´la´sa´val a kiszolga´la´si ido˝
eloszla´sa´nak mo´dosult parame´terei a ko¨vetkezo˝k:
τS,M =
τS,U
1− pii , (6.9)
c2S,M = pii + (1− pii)c2S,U , (6.10)
e´s
Wq,M =
Wq,M
1− pii . (6.11)
5) A´tlagos va´rakoza´si ido˝:
Ha a vizsga´lt csomo´pont egy GI/G/1 -es sor akkor alkalmazhatjuk a Kra-
mer e´s Langenbach-Belz approxima´cio´t (la´sd [37]):
Wq =
τS · ρ(c2A + c2D)β
2(1− ρ) , (6.12)
ahol
βWeb =
{
exp
(
2(1−ρ)(1−c2A)2
3ρ(c2A+c
2
D)
)
, c2A < 1
1, c2A ≥ 1
.
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6.1. a´bra. Proxy Cache szerver mo´dos´ıtott modellje
6.2. A Proxy Cache szerver GI/G/1 modellje
Az eddig tanulma´nyozott Proxy Cache szerver modellt (la´sd a 4. fejezetet)
u´gy szeretne´nk a´ltala´nos´ıtani, hogy a modellben szereplo˝ M/M/1-es sorok
helyett GI/G/1-es sorokat haszna´lunk. A k´ıva´nt rendszerparame´tereket a
fentebb ta´rgyalt GI/G/1 -es approxima´cio´ seg´ıtse´ge´vel fogjuk megkapni.
Felte´telezzu¨k, hogy a belso˝ ige´nyek a Proxy Cache szerverhez GI folyamat
szerint e´rkeznek λ e´rkeze´si intenzita´ssal, e´s c2λ relat´ıv szo´ra´sne´gyzettel.
A Web szerverhez k´ıvu˝lro˝l e´rkezo˝ ige´nyek szinte´n GI folyamat alapja´n
e´rkeznek Λ e´s c2Λ parame´terekkel.
A 6.1 a´bra a mo´dos´ıtott modell alapja´n mutatja egy ige´ny lehetse´ges u´tja´t
a felhaszna´lo´to´l kiindulva ege´szen a visszae´rkeze´sig. A modellben szereplo˝
parame´terek lista´ja a 4.3 ta´bla´zatban la´thato´.
A ”PCS LOOKUP” szemle´lteti azt a sort melyne´l eldo˝l, hogy a keresett
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fa´jl megtala´lhato´-e a Proxy Cache szerveren vagy nem. A ”PCS LO-
OKUP” sorhoz tartozo´ kiszolga´la´si ido˝ ba´rmilyen tetszo˝leges eloszla´s le-
het µLookup, c
2
Lookup parame´terekkel. Az ”Initialisation” sor kiszolga´la´si
ideje az elo˝zo˝ekhez hasonlo´an szinte´n a´ltala´nos eloszla´su´ µInit e´s c
2
Init pa-
rame´terekkel. A Web szerver valamint a Proxy Cache Szerver kiszolga´la´si
ideje´nek eloszla´sa´t a µWeb, c
2
Web e´s µPCS , c
2
PCS parame´terek jellemzik
ahol:
µLookup =
1
Ixc
, (6.13)
µInit =
1
IS
, (6.14)
e´s
µWeb =
1
YS +
BS
RS
, (6.15)
µPCS =
1
Yxc +
Bxc
Rxc
, (6.16)
ahol Ixc a Proxy Cache szerverhez tartozo´ u´gynevezett ”kerese´si” ido˝ (la´sd
a 4. fejezetet) valamint Is a Web szerverhez tartozo´ u´gynevezett egyszeri
inicializa´la´si ido˝ (la´sd a 3. fejezetet).
A Bs a´s Bxc parame´terek a Web szerver illetve a Proxy Cache szerver
kimeno˝ puffer kapacita´sa, az Ys e´s Yxc a statikus szerver ido˝k valamint az
Rs e´s Rxc a dinamikus szerver ara´ny a Web szerver e´s Proxy Cache szerver
esete´n.
Az eredeti modell mo´dos´ıta´sa´nak az elso˝ le´pe´se a szerverekne´l esetlege-
sen elo˝fordulo´ azonnali visszacsatola´sok to¨rle´se a sorok parame´tereinek
mo´dos´ıta´sa´val. A 6.1-es a´bra az eredeti 4.1-es a´bra mo´dos´ıta´sa, ahol a
Proxy Cache szerver e´s a Web szerver visszacsatola´sai to¨ro¨lve vannak.
A visszacsatola´sok to¨rle´se uta´n a ke´t szerver mo´dos´ıtott parame´terei a
(6.9), (6.10) alapja´n:
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µWeb,M = µWeb ∗ q, (6.17)
c2Web,M = (1− q) + q ∗ c2Web, (6.18)
e´s
µPCS,M = µPCS ∗ qxc, (6.19)
c2PCS,M = (1− qxc) + qxc ∗ c2PCS . (6.20)
Az u´j modellben 2 forgalom sze´ta´gaza´si pont (S1,S2), 2 darab forgalom
egyesu¨le´si pont (M1,M2), valamint 4 darab ku¨lo¨na´llo´ sor tala´lhato´ (PCS
Lookup, PCS Server, Initialization, Web server). Ezekben a pontokban a
folyamatok parame´tereit u´jra kell kalkula´lnunk.
Az S1 pontban az ige´nyek ke´t ira´nyba a´gaznak sze´t p e´s 1−p valo´sz´ınu˝se´ggel.
A ”PCS Lookup” sort elhagyo´ ige´nyek ta´voza´si folyamata´nak (DLookup) az
u´jrakalkula´lt parame´terei (ta´voza´si intenzita´s, ta´vozo´ige´nyek ido˝ko¨zeinek
relat´ıv szo´ra´sne´gyzete) a (6.5) e´s a (6.6) ke´pletek alapja´n a ko¨vetkezo˝ek:
λD = λ, (6.21)
c2DLookup = ρ
2 ∗ c2Lookup +
(
1− ρ2) ∗ c2λ, (6.22)
ahol
ρ =
λ
µIxc
. (6.23)
A 6.1 a´bra´n az egyenes vonallal (λ1) azokat az ige´nyeket jelo¨ltu¨k me-
lyek megtala´lhato´ak a Proxy Cache szerveren, azaz egybo˝l tova´bb´ıthato´ak
a kliensnek. Szaggatott vonallal (λ2) a´bra´zoltuk azokat az ige´nyeket,
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melyek nem szolga´lhato´k ki a Proxy Cache szerverrel, azaz az ige´nyek
tova´bb´ıto´dnak a ta´voli Web szerver fele´.
A ke´t folyamathoz tartozo´ parame´terek e´rte´kei a (6.7) e´s a (6.8) alapja´n:
λ1 = p ∗ λD, (6.24)
c21 = p ∗ c2DLookup + (1− p), (6.25)
e´s
λ2 = (1− p) ∗ λD, (6.26)
c22 = (1− p) ∗ c2DLookup + p. (6.27)
Az M1 pontban a belso˝ ige´nyek egy re´sze (λ2) egyesu¨lnek a ku¨lso˝ ige´nyekkel.
Az ı´gy kapott folyamat (λ3) parame´terei felhaszna´lva a (6.1) valamint a
(6.2) ke´pleteket:
λ3 = λ2 + Λ, (6.28)
c23 = w ∗
(
λ2
λ3
∗ c22 +
Λ
λ3
∗ c2Λ
)
+ (1− w), (6.29)
ahol
w =
1
4 ∗ (1− ρ)2 ∗ (ν − 1) , (6.30)
ν =
1(
λ2
λ3
)2
+
(
Λ
λ3
)2 , (6.31)
e´s
ρ =
λ3
µInit
. (6.32)
Az egyszeri inicialza´la´si sorto´l ta´vozo´ ige´nyek (λ3,DInit) parame´terei:
λ3,DInit = λ3, (6.33)
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c23,DInit = ρ
2 ∗ c2Init +
(
1− ρ2) ∗ c23, (6.34)
ahol
ρ =
λ3,DInit
µInit
. (6.35)
Az egyszeri inicializa´la´s uta´n az ige´nyek mege´rkeznek a Web szerverhez,
ahonnan ma´r kora´bban to¨ro¨ltu¨k a visszacsatola´st. A Web szervert elhagyo´
folyamat (λ3,DWeb) parame´terei:
λ3,DWeb = λ3, (6.36)
c23,DWeb = ρ
2 ∗ c2Web,M +
(
1− ρ2) ∗ c23,DInit , (6.37)
ahol
ρ =
λ3
µWeb,M
. (6.38)
Az S2 pontban a Web szervert elhagyo´ λ3,DWeb folyamat ke´t ira´nyba a´gazik
el. Az ige´nyek egyik re´sze a ku¨lso˝ ige´nyek, melyek Λλ2+Λ valo´sz´ınu˝se´ggel
ta´voznak, valamint az ige´nyek ma´sik re´sze a belso˝ ige´nyek (λ2,R) melyek
tova´bb´ıto´dnak a Proxy Cache szerver fele´.
A λ2,R folyamat parame´terei:
λ2,R = λ2, (6.39)
e´s
c22,R =
λ2
λ2 + Λ
∗ c23,DWeb +
(
1− λ2
λ2 + Λ
)
. (6.40)
Az M2 pontban a λ1 folyamat e´s a Web szerverto˝l visszate´ro˝ λ2,R folyamat
egyesu¨l. Az ı´gy kapott λA folyamat parame´terei:
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λA = λ1 + λ2,R = λ1 + λ2 = λ, (6.41)
c2A = w ∗
(
λ1
λ
∗ c21 +
λ2
λ
∗ c22,R
)
+ (1− w), (6.42)
ahol
w =
1
4 ∗ (1− ρ)2 ∗ (ν − 1) , (6.43)
ν =
1(
λ1
λ
)2
+
(
λ2
λ
)2 , (6.44)
e´s
ρ =
λ
µPCS,M
. (6.45)
I´gy a teljes va´laszido˝t a (4.10) alapja´n a ko¨vetkezo˝ egyenletek adja´k.
Txc = TLookup + p ∗
{
TPCS +
F
Nc
}
+ (1− p) ∗ {TInit + TWeb + F
Ns
+ TPCS +
F
Nc
}
,
(6.46)
ahol a (6.12) alapja´n kapjuk:
TLookup = WLookup +
1
µLookup
=
=
1
µLookup
∗ ρLookup ∗
(
c2λ + c
2
Lookup
)
∗ β
2 ∗ (1− ρlookup) +
1
µLookup
,
(6.47)
β =

exp
(
− 2∗(1−ρLookup)∗(1−c
2
λ)
2
3∗ρLookup∗(c2λ+c2Lookup)
)
, c2λ < 1
1, c2λ ≥ 1
,
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ρLookup =
λ
µLookup
,
valamint
TPCS = WPCS +
1
µPCS,M
=
=
1
µPCS,M
∗ ρpcs ∗
(
c2A + c
2
pcs,M
)
∗ β
2 ∗ (1− ρpcs) +
1
µpcs,M
,
(6.48)
ahol
β =
 exp
(
−2∗(1−ρpcs)∗(1−c
2
A)
2
3∗ρpcs∗(c2A+c2pcs,M)
)
, c2A < 1
1, c2A ≥ 1
,
ρpcs =
λA
µpcs,M
.
Isme´t felhaszna´lva a (6.12) ke´pletet kapjuk:
TInit = WInit +
1
µInit
=
=
1
µInit
∗ ρInit ∗
(
c23 + c
2
Init
) ∗ βInit
2 ∗ (1− ρInit) +
1
µInit
,
(6.49)
ahol
βInit =
 exp
(
−2∗(1−ρInit)∗(1−c
2
3)
2
3∗ρInit∗(c23+c2Init)
)
, c23 < 1
1, c23 ≥ 1
,
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ρInit =
λ3
µInit
,
e´s
TWeb = WWeb +
1
µWeb,M
=
=
1
µWeb,M
∗ ρweb ∗
(
c2DInit + c
2
web,M
)
∗ βweb
2 ∗ (1− ρweb) +
1
µweb,M
,
(6.50)
βWeb =
 exp
(
− 2∗(1−ρweb)∗
(
1−c2DInit
)2
3∗ρweb∗
(
c2DInit
+c2web,M
)
)
, c2DInit < 1
1, c2DInit ≥ 1
,
ρweb =
λ3
µweb,M
. (6.51)
6.3. Numerikus eredme´nyek
A Numerikus eredme´nyekhez az elo˝zo˝ fejezetekben haszna´lt parame´tereket
vesszu¨k alapul. Azaz a haszna´lt szerver parame´terek a ko¨vetkezo˝ek: Is =
Ixc = 0.004 ma´sodperc, Bs = Bxc = 2000 bytes, Ys = Yxc = 0.000016
ma´sodperc, Rs = Rxc = 1.25 Mbyte/s, Ns = 1544 Kbit/s, e´s Nc =
128 Kbit/s. Mint ahogyan a kora´bbi fejezetekben le´ırtuk a haszna´lt pa-
rame´terek a [28] eredme´nyek alapja´n lettek kiva´lasztva.
Az approxima´cio´s elja´ra´s valida´la´sa e´rdeke´ben egy szimula´cio´s programot
ke´sz´ıtettu¨nk. A program Microsoft Visual Basic 2005 -ben ı´ro´dott, .NET
framework 2.0 alatt. A szimula´cio´t egy T2300 Intel processzort (1.66 GHz)
e´s 2 GB RAM memo´ria´t tartalmazo´ PC-n futtattuk. Elo˝szo¨r az elke´sz´ıtett
szimula´cio´s program valida´la´sa´t kellett elve´gezzu¨k.
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A valida´la´si folyamathoz a szimula´cio´s program seg´ıtse´ge´vel a va´laszido˝ket
exponencia´lis eloszla´su´ modell esete´n sza´mı´tottuk ki, melyet ma´r o¨ssze
tudtunk hasonl´ıtani az analitikus eredme´nyekkel, melyeket a (4.10) ke´plet
alapja´n sza´molhatunk. A szimula´cio´s e´s analitikus eredme´nyek expo-
nencia´lis eloszla´s este´n a 6.1 ta´bla´zatban tala´lhato´ak. Amint la´thato´ a
va´laszido˝k nagyon ko¨zel vannak egyma´shoz, e´rte´ku¨k az elso˝ 4 tizedesje-
gyig megegyeznek.
Az approxima´cio´s elja´ra´s valida´la´sa´hoz a ko¨vetkezo˝ eloszla´sokat haszna´ltuk:
(La´sd [34])
• Abban az esetben ha a relat´ıv szo´ra´sne´gyzet 0 < c2X < 1 akkor egy
Ek−1,k a´ltala´nos´ıtott Erlang-eloszla´st haszna´lunk ami egy Ek−1 e´s
egy Ek Erlang-eloszla´s kevere´ke, melynek a su˝ru˝se´gfu¨ggve´nye:
f(t) = p∗µk−1 ∗ t
k−2
(k − 2)! ∗e
−µt+(1−p)∗µk ∗ t
k−1
(k − 1)! ∗e
−µt (6.52)
ahol 0 ≤ p ≤ 1, e´s t ≥ 0.
Ebben az esetben az Ek−1,k eloszla´s p (ill. 1 − p) valo´sz´ınu˝se´ggel
k − 1 (ill. k) fu¨ggetlen µ parame´teru˝ exponencia´lis eloszla´s o¨sszege.
Ha p illetve µ e´rte´keit az ala´bbi mennyise´gek alapja´n va´lasztjuk
p =
1
1 + c2X
(
kc2X −
(
k
(
1 + c2X
)− k2c2X)1/2) e´s µ = k − pE(X)
akkor az Ek−1,k eloszla´s va´rhato´ e´rte´ke E(X) e´s relat´ıv szo´ra´sa cX ,
valamint 1k ≤ c2X < 1k−1 .
• Amennyiben cX > 1 egy H2(p1; p2;µ1;µ2) hyper-exponencia´lis el-
oszla´st haszna´lunk, melynek su˝ru˝se´gfu¨ggve´nye:
f(t) = p1 ∗ µ1 ∗ e−µ1t + p2 ∗ µ2 ∗ e−µ2t (6.53)
ahol 0 ≤ p1, p2 ≤ 1, e´s t ≥ 0.
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Parame´terek Analitikus eredm. Szimula´cio´ Approx. Elte´re´s
λ = 20,Λ = 100 0,425793 0,425706 0,425793 0,000087
λ = 80,Λ = 100 0,430135 0,430136 0,430135 0,000001
6.1. ta´bla´zat. Szimula´cio´ valida´la´sa
Mivel a hyper-exponencia´lis eloszla´st az elso˝ ke´t momentuma nem
hata´rozza meg egye´rtelmu˝en, a
p1
µ1
=
p2
µ2
kiegyensu´lyozott va´rhato´e´rte´k felte´telt haszna´ljuk. (la´sd [34])
Amennyiben a H2 eloszla´s parame´tereit az ala´bbi e´rte´kek alapja´n
va´lasztjuk
p1 =
1
2
(
1 +
√
c2X − 1
c2X + 1
)
, p2 = 1− p1,
e´s
µ1 =
2p1
E(X)
, µ2 =
2p2
E(X)
.
akkor a H2 hyper-exponencia´lis eloszla´s va´rhato´ e´rte´ke E(X) e´s re-
lat´ıv szo´ra´sa cX .
A numerikus eredme´nyek egyszeru˝bb a´tla´thato´sa´ga ve´gett a modellben
szereplo˝ minden sor esete´ben ugyanazt a relat´ıv szo´ra´sne´gyzet e´rte´ket
haszna´ltuk.
A 6.2 ta´bla´zatban la´thato´ak a ku¨lo¨nbo¨zo˝ parame´terekkel sza´mı´tott szi-
mula´cio´s e´s approxima´cio´s eredme´nyek.
6.4. Konklu´zio´
A disszerta´cio´ jelen re´sze´ben mo´dos´ıtottuk a 4. fejezetben bemutatott
Proxy Cache szerver modellt u´gy, hogy az exponencia´lis eloszla´su´ e´rkeze´si
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E´rkeze´si intenzita´s c2 Szimula´cio´ Approxima´cio´ Elte´re´s
0,1 0,423084 0,423129 0,000045
λ = 20 0,8 0,425127 0,425189 0,000062
Λ = 100 1,2 0,423042 0,426328 0,003286
1,8 0,421744 0,427979 0,006235
0,1 0,423591 0,423974 0,000383
λ = 80 0,8 0,428624 0,428725 0,000101
Λ = 100 1,2 0,425821 0,431507 0,005686
1,8 0,424049 0,435869 0,01182
6.2. ta´bla´zat. Approxima´cio´s eredme´nyek
folyamatok helyett GI folyamatot haszna´lunk, valamint az exponencia´lis
kiszolga´la´si ido˝k helyett tetszo˝leges G eloszla´st haszna´lunk. Hogy meg-
kapjuk a teljes va´laszido˝t a QNA approxima´cio´s elja´ra´st haszna´ltuk. A
szimula´cio´s e´s approxima´cio´s eredme´nyek a 6.2 ta´bla´zatban la´thato´ak.
Amennyiben c2 < 1 az approxima´cio´s elja´ra´ssal e´s a szimula´cio´s program-
mal kapott va´laszido˝k nagyon ko¨zeliek; legala´bb az elso˝ 3-4 tizedesjegyig
megegyeznek. Abban az esetben, amikor c2 > 1 a szimula´cio´s e´s appro-
xima´cio´s elja´ra´ssal kapott va´laszido˝k csak az elso˝ 2-3 tizedes jegyig egyez-
nek. La´thato´, hogy amikor a relat´ıv szo´ra´sne´gyzet 1, 2, a ke´t elja´ra´s ko¨zo¨ti
ku¨lo¨nbse´g 0, 005686, valamint ha a relat´ıv szo´ra´sne´gyzet 1, 8, a va´laszido˝k
ko¨zo¨tti ku¨lo¨nbse´g nagyobb (0, 01182). E´szrevehetju¨k, hogy nagyobb re-
lat´ıv szo´ra´sne´gyzetet haszna´lva az approxima´cio´ pontossa´ga cso¨kken.
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7 A heteroge´n forgalom hata´sa a
Proxy Cache szerverek
hate´konysa´ga´ra
Jelen fejezetben a 4. fejezetben megismertetett modellt szeretne´nk a´l-
tala´nos´ıtani u´gy, hogy a felhaszna´lo´kto´l e´rkezo˝ ige´nyeket ke´t csoportba
soroljuk a leke´rt informa´cio´k, fa´jlok me´rete alapja´n.
7.1. To¨bb ige´ny-oszta´lyt tartalmazo´ sorbana´lla´si
ha´lo´zatok
Tekintsu¨nk egy nyitott Jackson-ha´lo´zatot, melyben K darab sor tala´lhato´.
Te´telezzu¨k fel, hogy a rendszerben le´vo˝ e´s oda e´rkezo˝ ige´nyek C ku¨lo¨nbo¨zo˝
oszta´lyba sorolhato´ak. Minden c oszta´ly nyitott λc o¨ssz e´rkeze´si inten-
zita´ssal. I´gy a rendszerhez tartozo´ e´rkeze´si intenzita´st a
λ = (λ1, λ2, · · · , λC)
vektor ı´rja le. A k-adik sorhoz a rendszeren k´ıvu¨lro˝l e´rkezo˝, ba´rmely
oszta´lyhoz tartozo´ folyamat legyen Poisson-folyamat Λc,k parame´terrel. A
Λc,k = 0 intenzita´s azt jelenti, hogy a k-adik sorhoz nem e´rkezik k´ıvu¨lro˝l
c oszta´lyhoz tartozo´ ige´ny. Mivel egy nyitott rendszerro˝l besze´lu¨nk, felte´-
telezzu¨k, hogy legala´bb egy Λc,j > 0.
Az i-edik csomo´pont a´ltal kiszolga´lt c oszta´lyhoz tartozo´ ige´ny a j-edik
csomo´ponthoz tova´bb´ıto´dik pc,ij valo´sz´ınu˝se´ggel, vagy elhagyja a rend-
szert
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1− K∑
j=1
pc,ij

valo´sz´ınu˝se´ggel.
A j-edik sor kiszolga´la´si ideje µj parame´teru˝ exponencia´lis eloszla´s, vala-
mint a sorhoz e´rkezo˝ c oszta´lyhoz tartozo´ folyamat teljes e´rkeze´si inten-
zita´sa:
λc,j = Λc,j +
K∑
i=1
λc,ipc,ij (7.1)
minden j = 1, 2, · · · ,K esete´n.
Rendszerparame´terek: [27]
• A c-edik oszta´ly a´tereszto˝ke´pesse´ge a k-adik csomo´pontna´l:
Xc,k = λcVc,k, (7.2)
ahol Vc,k a c oszta´lyhoz e´s k-adik sorhoz tartozo´ la´togata´sok sza´ma,
azaz
Vc,k =
λc,k
λc
. (7.3)
• A c-edik oszta´ly teljes a´tereszto˝ke´pesse´ge:
Xc = λc. (7.4)
• A c oszta´ly kihaszna´ltsa´ga a k-adik csomo´pontna´l:
Uc,k = Xc,kSc,k = λcDc,k, (7.5)
ahol Sc,k a c oszta´lyhoz tartozo´ a´tlagos kiszolga´la´si ido˝ a k-adik
sorna´l, valamint
Dc,k = Vc,kSc,k. (7.6)
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• A kihaszna´ltsa´g a k-adik csomo´pontna´l:
Uk =
C∑
c=1
Uc,k. (7.7)
• A c oszta´lyhoz tartozo´ a´tlagos ige´nysza´m a k-adik csomo´pontna´l:
Nc,k =
Uc,k
1−∑Cj=1 Uj,k . (7.8)
• A c oszta´lyhoz tartozo´ a´tlagos va´laszido˝ a k-adik csomo´pontna´l:
Tc,k =
Dc,k
1−∑Cj=1 Uj,k . (7.9)
• A c oszta´lyhoz tartozo´ a´tlagos ige´ny sza´m a rendszerben:
Nc =
K∑
j=1
Nc,j . (7.10)
• A c oszta´lyhoz tartozo´ a´tlagos va´laszido˝ a rendszerben:
Tc =
K∑
j=1
Tc,j . (7.11)
• Egy tetszo˝leges ige´ny a´tlagos va´laszideje a rendszerben:
T =
C∑
c=1
TcXc
X
, (7.12)
ahol
X =
C∑
c=1
Xc. (7.13)
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7.2. Mo´dos´ıtott Proxy Cache szerver modell
A ko¨vetkezo˝ re´szben re´szletesen bemutatjuk a 4. fejezetben ismertetett
modellben ve´grehajtott mo´dos´ıta´sokat, melyek seg´ıtse´ge´vel vizsga´lni tud-
juk a heteroge´n fa´jlok hata´sa´t.
A kliensek a´ltal keresett fa´jlokat ke´t oszta´lyba soroljuk a me´retu¨k alapja´n.
Amennyiben a fa´jl me´rete az a´tlagosna´l nagyobb az a oszta´lyba soroljuk,
mı´g ellenkezo˝ esetben amikor a fa´jl me´rete kicsi ”norma´l” fa´jlro´l besze´lu¨nk
e´s a b oszta´lyba soroljuk. Mindke´t oszta´lyba tartozo´ ige´ny esete´n elo˝szo¨r
megvizsga´ljuk, hogy a fa´jl megtala´lhato´-e a Proxy Cache szerveren vagy
sem. Ezt a tala´lati valo´sz´ınu˝se´get pa illetve pb -vel jelo¨lju¨k az a illetve a b
oszta´lyhoz tartozo´ fa´jlok esete´n. Amennyiben a keresett fa´jl megtala´lhato´
a Proxy Cache szerveren, akkor mindke´t oszta´ly esete´n a fa´jl egy ma´solata
azonnal tova´bb´ıto´dik a klienshez. Ellenkezo˝ esetben, amikor is a fa´jl nem
tala´lhato´ meg a Proxy Cache szerveren az ige´ny tova´bb´ıto´dik a ta´voli Web
szerverhez fu¨ggetlenu¨l az oszta´lya´to´l. Miuta´n az ige´nyelt fa´jl visszae´rkezik
a Proxy Cache szerverhez egy ma´solat tova´bb´ıto´dik a klienshez.
Az 7.1 a´bra mutatja egy belso˝ fa´jl lehetse´ges u´tja´t az ige´ny indula´sa´to´l
ege´szen a fa´jl klienshez valo´ mege´rkeze´se´ig. Az a´bra´n az a illetve b index
jelo¨li, hogy a keresett fa´jl az a vagy a b oszta´lyhoz tartozik. Az a´bra´n e´s
a fejezetben haszna´lt jelo¨le´sek megtala´lhato´ak a 7.4 ta´bla´zatban.
Felte´telezzu¨k, hogy a belso˝ a oszta´lyhoz tartozo´ ige´nyek a Proxy Cache
szerverhez λa, mı´g a b oszta´lyhoz tartozo´ ige´nyek λb parame´teru˝ Poisson-
folyamat szerint e´rkeznek, valamint a Web szerverhez k´ıvu¨lro˝l e´rkezo˝ i-
ge´nyek Λa illetve Λb parame´teru˝ Poisson-folyamat alapja´n e´rkeznek az a
illetve b oszta´lyhoz tartozo´ ige´nyek esete´n.
Az egyenes vonal (λa,1 ill. λb,1) reprezenta´lja azt az esetet amikor a kere-
sett fa´jl megtala´lhato´ a Proxy Cache szerveren. Szaggatott vonallal raj-
zolva jelo¨ltu¨k (λa,2 ill. λb,2) azon ige´nyek u´tja´t, melyek nem tala´lhato´ak
meg a Proxy Cache szerveren, ı´gy ezek az ige´nyek tova´bb´ıto´dnak a ta´voli
Web szerverhez. A λa,1 e´s λa,2 valamint λb,1 e´s λb,2 intenzita´sok e´rte´kei:
λa,1 = pa ∗ λa e´s λb,1 = pb ∗ λb, (7.14)
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7.1. a´bra. Proxy Cache szerver heteroge´n forgalmi modellje
λa,2 = (1− pa) ∗ λa e´s λb,2 = (1− pb) ∗ λb. (7.15)
A Web szerverhez e´rkezo˝ ige´nyek teljes intenzita´sa a Web szerver fele´
tova´bb´ıtott belso˝ ige´nyek illetve a ku¨lso˝ ige´nyek intenzita´sa´nak az o¨sszege,
azaz
λa,3 = Λa + λa,2 e´s λb,3 = Λb + λb,2. (7.16)
A 4. fejezetben ta´rgyaltak alapja´n a Web szerverhez e´rkezo˝ ige´nyeknek
a´t kell esniu¨k egy egyszeri inicializa´la´si folyamaton, melyet a 7.1 a´bra´n az
”Inicializa´la´s” csomo´pont szemle´ltet. Az egyszeri inicializa´la´shoz szu¨kse´ges
ido˝ mindke´t oszta´lyhoz tartozo´ fa´jlok esete´n:
1
1
Is
− (λa,3 + λb,3)
. (7.17)
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A Web szerver valamint a Proxy Cache szerver karakterisztika´ja´t meg-
hata´rozo´ parame´terek Bs, Ys, Rs valamint Bxc, Yxc, Rxc rendre a szerver
kimeno˝ puffere, a statikus szerver ido˝ valamint a dinamikus szerver ara´ny
(la´sd a 3. fejezetet), alapja´n a Web szerver e´s a Proxy Cache szerver
kiszolga´la´si intenzita´sa
µWeb =
1
YS +
BS
RS
, (7.18)
µPCS =
1
Yxc +
Bxc
Rxc
. (7.19)
Ha a keresett fa´jl nagyobb mint a Web szerver kimeno˝ puffere, akkor
egy visszacsatola´si ciklus kezdo˝dik, mely addig tart mı´g a teljes fa´jl ki-
szolga´la´sa be nem fejezo˝dik. Legyen qa illetve qb annak a valo´sz´ınu˝se´ge,
hogy keresett a illetve b oszta´lyhoz tartozo´ fa´jlt egybo˝l sikeru¨l tova´bb´ıtani,
ahol
qa = min
(
1,
Bs
Fa
)
(7.20)
illetve
qb = min
(
1,
Bs
Fb
)
. (7.21)
Teljesen hasonlo´an modellezheto˝ a Proxy Cache szerver is, ahol a ta´vozo´
folyamat visszacsatola´sa´nak a valo´sz´ınu˝se´ge 1−qa,xc illetve 1−qb,xc, ahol
qa,xc = min
(
1,
Bxc
Fa
)
(7.22)
az a oszta´lyhoz tartozo´ fa´jl esete´n, illetve
qb,xc = min
(
1,
Bxc
Fb
)
(7.23)
a b oszta´lyhoz tartozo´ fa´jl esete´n.
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A belso˝ a oszta´lyhoz tartozo´ ige´nyek va´laszideje´t T xca -vel valamint a belso˝
b oszta´lyhoz tartozo´ ige´nyek va´laszideje´t T xcb -vel jelo¨lju¨k, melyeket a ko¨vet-
kezo˝ ke´pletek hata´roznak meg:
T xca =
1
1
Ixc
− (λa + λb)
+ pa ∗

1
qa,xc
∗ (Yxc + BxcRxc )
1−∑bj=a λjqj (Yxc + BxcRxc ) +
Fa
Nc

+ (1− pa) ∗
 11
Is
− (λa,3 + λb,3)
+
1
qa
∗ (Ys + BsRs )
1−∑bj=a λj,3qj (Ys + BsRs ) +
Fa
Ns
+
1
qa,xc
∗ (Yxc + BxcRxc )
1−∑bj=a λjqj,xc (Yxc + BxcRxc ) +
Fa
Nc
 ,
(7.24)
e´s
T xcb =
1
1
Ixc
− (λa + λb)
+ pb ∗

1
qb,xc
∗ (Yxc + BxcRxc )
1−∑bj=a λbqb,xc (Yxc + BxcRxc ) +
Fb
Nc

+ (1− pb) ∗
 11
Is
− (λa,3 + λb,3)
+
1
qb
∗ (Ys + BsRs )
1−∑bj=a λj,3qj (Ys + BsRs ) +
Fb
Ns
+
1
qb,xc
∗ (Yxc + BxcRxc )
1−∑bj=a λbqb,xc (Yxc + BxcRxc ) +
Fb
Nc
 .
(7.25)
I´gy a teljes va´laszido˝:
Txc =
λa
λa + λb
∗ T xca +
λb
λa + λb
∗ T xcb . (7.26)
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A T xca az a oszta´lyhoz tartozo´ fa´jlok esete´ben egy belso˝ ige´ny a´tlagos
va´laszideje. Ennek a kisza´mı´ta´sa´hoz a ha´lo´zati modellu¨nket ha´rom re´szha´-
lo´zatra bontjuk. Ennek megfelelo˝en a T xca va´laszido˝ ha´rom re´szbo˝l tevo˝dik
o¨ssze. Az elso˝ re´sz annak az ido˝tartama, mı´g eldo˝l, hogy a keresett a
oszta´lyu´ fa´jl megtala´lhato´-e a Proxy Cache szerveren vagy sem. Ez a (7.9)
ke´pletbo˝l ado´dik, ahol Ixc az a´tlagos kiszolga´la´si ido˝. (La´sd 4. fejezetet.)
A ke´plet ma´sodik tagja annak a va´laszideje, amikor a keresett fa´jl meg-
tala´lhato´ a Proxy Cache szerveren, melynek sebesse´ge, azaz kiszolga´la´si
intenzita´sa a (3.5) alapja´n Yxc +
Bxc
Rxc
. Ennek az esetnek a valo´sz´ınu˝se´ge
pa. A ma´sodik tag szinte´n ke´t re´szbo˝l tevo˝dik o¨ssze. Az elso˝ a (7.9) ke´plet
alapja´n a Proxy Cache szerverne´l elto¨lto¨tt ido˝, ahol a szerverhez e´rkezo˝ a
oszta´lyu´ fa´jlok e´rkeze´si intenzita´sa λ
′
a =
λa
qa,xc
. A ke´pletre´sz ma´sodik tagja,
pedig a kliens ha´lo´zaton valo´ a´thalada´si ido˝, mely a 3. fejezetben le´ırtak
alapja´n FaNc . A ke´plet harmadik tagja azt az esetet ı´rja le, amikor a fa´jl
nem tala´lhato´ meg a Proxy Cache szerveren, eze´rt az ige´ny tova´bb´ıto´dik
a ta´voli Web szerverhez. Ennek az esetnek a valo´sz´ınu˝se´ge 1 − pa. A
ke´plet ezen re´sze tova´bbi o¨t tagbo´l a´ll. Az elso˝ a (3.2) e´s (7.9) alapja´n az
u´gynevezett egyszeri inicializa´la´si ido˝. A ma´sodik tag az ige´ny Web szer-
verne´l elto¨lto¨tt ideje, ahol a Web szerverhez e´rkezo˝ ige´nyek intenzita´sa
λ
′
a,3 =
λa,3
qa
. A harmadik e´s az o¨to¨dik tag a fa´jlnak a szerver illetve kliens
ha´lo´zaton valo´ a´tjuta´shoz szu¨kse´ges ”utaza´si” ido˝. A negyedik tag a Proxy
Cache szerverhez visszae´rkezo˝ ige´ny kliens fele´ tova´bb´ıta´sa´nak az ideje.
A (7.25) ke´plet egy b oszta´lyhoz tartozo´ belso˝ ige´ny va´laszideje´t jelo¨li.
Amenynyiben nem haszna´lunk Proxy Cache szervert, akkor a keresett
va´laszido˝k a ko¨vetkezo˝ke´ppen alakulnak:
Ta =
1
1
Is
− ((λa + Λa) + (λb + Λb))
+
1
qa
∗ (Ys + BsRs )
1−∑bj=a (λj+Λj)qj (Ys + BsRs ) +
Fa
Ns
+
Fa
Nc
,
(7.27)
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e´s
Tb =
1
1
Is
− ((λa + Λa) + (λb + Λb))
+
1
qb
∗ (Ys + BsRs )
1−∑bj=a (λj+Λj)qj (Ys + BsRs ) +
Fb
Ns
+
Fb
Nc
.
(7.28)
I´gy egy belso˝ ige´ny va´laszideje Proxy Cache szerver ne´lku¨l:
T =
λa
λa + λb
∗ Ta + λb
λa + λb
∗ Tb. (7.29)
Megvizsga´lva a (7.24)-(7.29) ke´pleteket la´thato´, hogy azokban az esetek-
ben amikor valamelyik nevezo˝ nulla´hoz ko¨zel´ıt a va´laszido˝ a ve´gtelenhez
tart. Legyen λb/λa = Λb/Λa = m a b illetve a oszta´lyhoz tartozo´ ige´nyek
e´rkeze´si intenzita´sa´nak a ha´nyadosa. I´gy a va´laszido˝ a ve´gtelenhez ko¨zel´ıt,
amennyiben a lenti egyenletek ko¨zu¨l az egyik teljesu¨l.
λ = 1Ixc ,
λa =
qa,xcqb,xcRxc
(qb,xc+mqa,xc)(YxcRxc+Bxc)
,
λb =
mqa,xcqb,xcRxc
(qb,xc+mqa,xc)(YxcRxc+Bxc)
,
λa,3 + λb,3 =
1
Is
,
λa,3 =
qaqbRs
(qb+mqa)(YsRs+Bs)
,
λb,3 =
mqaqbRs
(qb+mqa)(YsRs+Bs)
,
λ+ Λ = 1Is ,
λa + Λa =
qaqbRs
(qb+mqa)(YsRs+Bs)
,
λb + Λb =
mqaqbRs
(qb+mqa)(YsRs+Bs)
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7.3. Numerikus eredme´nyek
A ko¨vetkezo˝ekben vizsga´lt numerikus eredme´nyekhez a haszna´lt szerver
parame´terek a kora´bbi fejezetekben haszna´ltakkal megegyeznek. A sza´mı´-
ta´sokhoz a Web e´s Proxy Cache szerver parame´terek e´rte´kei [28] alapja´n:
Is = Ixc = 0.004 ma´sodperc, Bs = Bxc = 2000 byte, Ys = Yxc =
0.000016 ma´sodperc, Rs = Rxc = 1.25 Mbyte/ma´sodperc, Ns = 1544
Kbit/ma´sodperc, valamint Nc = 128 Kbit/ma´sodperc. Az a illetve b
oszta´lyhoz tartozo´ fa´jlok me´rete´t [28] alapja´n va´lasztottuk: Fa = 7000
byte, valamint Fb = 1000 byte. A fejezetben tala´lhato´ grafikonokon pon-
tozott vonallal a´bra´zoltuk a Proxy Cache szervert tartalmazo´ esetet, va-
lamint egyenes vonallal a Proxy Cache szervert nem tartalmazo´ esetet.
7.3.1. A belso˝ ige´nyek e´rkeze´si intenzita´sa´nak hata´sa a
va´laszido˝re
A 7.2 grafikonon a va´laszido˝t a belso˝ ige´nyek e´rkeze´si intenzita´sa´nak fu¨gg-
ve´nyeke´nt a´bra´zoltuk. Ebben az esetben az a oszta´lyu´ fa´jlok ara´nya
az o¨sszes ige´ny ko¨zo¨tt 10 %, a ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa 100
ke´re´s/ma´sodperc, a Proxy Cache szerveren a tala´lati valo´sz´ınu˝se´gek rendre
pa = pb = 0.25. A ke´t oszta´lyhoz tartozo´ fa´jl me´retek pedig Fa = 7000
byte valamint Fb = 1000 byte. Amikor λ kisebb 75 ke´re´s/ma´sodperc-
ne´l, a va´laszido˝ Proxy Cache szerver haszna´lata´val nagyobb mint Proxy
haszna´lata ne´lku¨l. Azaz ebben az esetben igen magas λ > 75 kell legyen
a belso˝ ige´nyek e´rkeze´si intenzita´sa, hogy mege´rje a Proxy Cache szer-
ver u¨zemeltete´se. A 7.3 grafikonon ugyanazokat a rendszer parame´tereket
haszna´ltuk, csak az a oszta´lyhoz tartozo´ ige´nyek ara´nya´t no¨veltu¨k meg
20%-ra. Mint ahogyan la´thato´, ebben az esetben a va´laszido˝k ma´r λ > 65
ige´ny/ma´sodperc esete´n alacsonyabbak Proxy Cache szerver haszna´lata´val.
A 7.4 grafikonon azt az esetet la´tjuk, amikor az a oszta´lyu´ fa´jlok esete´ben a
tala´lati valo´sz´ınu˝se´get no¨velju¨k pa = 0.4-re. A grafikonon haszna´lt to¨bbi
parame´ter e´rte´kei: az a oszta´ly ara´nya = 20%, a ku¨lso˝ e´rkeze´si inten-
zita´s Λ = 100 ige´ny/ma´sodperc, a haszna´lt fa´jl me´retek Fa = 7000 byte,
Fb = 1000 byte, valamint a belso˝ ige´nyek esete´n a tala´lati valo´sz´ınu˝se´g
pa = 0.4 e´s pb = 0.25. A grafikonon la´thato´, hogy ilyen magas tala´lati
valo´sz´ınu˝se´g esete´n a va´laszido˝k minden belso˝ ige´ny e´rkeze´si intenzita´s
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7.2. a´bra. 10% a oszta´ly, Λ = 100, pa = pb = 0.25, Fa = 7000 bytes,
Fb = 1000 bytes
mellett alacsonyabbak Proxy Cache szerver haszna´lata´val. Amennyiben
csak az a oszta´lyhoz tartozo´ fa´jlok tala´lati valo´sz´ınu˝se´ge´t cso¨kkentju¨k,
terme´szetesen a Proxy Cache szerver hate´konysa´ga drasztikusan romlik.
Ezt la´thatjuk a 7.5 grafikonon ahol a haszna´lt parame´terek megegyeznek
a 7.4 grafikonon haszna´lt e´rte´kekkel, kive´ve az a oszta´lyu´ fa´jlok tala´lati
valo´sz´ınu˝se´ge´t, ami pa = 0.15. A grafikonok elemze´se´vel la´thato´, hogy
a Proxy Cache szerver hate´konysa´ga alacsonyabb tala´lati valo´sz´ınu˝se´g
esete´n, csak magas belso˝ e´rkeze´si intenzita´s mellett ja´r alacsonyabb va´-
laszido˝kkel. Viszont extre´m magas tala´lati valo´sz´ınu˝se´g haszna´lata´val
(pa = 0.4) a Proxy Cache szerver haszna´lata minden esetben alacsonyabb
va´laszido˝ket eredme´nyez.
7.3.2. A ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa´nak hata´sa a
va´laszido˝re
A ko¨vetkezo˝ grafikonok seg´ıtse´ge´vel a ku¨lso˝ ige´nyek hata´sa´t fogjuk meg-
vizsga´lni. A 7.6 grafikonon haszna´lt parame´terek: az a oszta´ly ara´nya
= 30%, a belso˝ ige´nyek e´rkeze´si intenzita´sa λ = 10 ige´ny/ma´sodperc, a
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7.3. a´bra. 20% a oszta´ly, Λ = 100, pa = pb = 0.25, Fa = 7000 bytes,
Fb = 1000 bytes
7.4. a´bra. 20% a oszta´ly, Λ = 100, pa = 0.4, pb = 0.25, Fa = 7000 bytes,
Fb = 1000 bytes
76
7.3 Numerikus eredme´nyek
7.5. a´bra. 20% a oszta´ly, Λ = 100, pa = 0.15, pb = 0.25, Fa = 7000 bytes,
Fb = 1000 bytes
haszna´lt fa´jl me´retek Fa = 7000 byte, Fb = 1000 byte, valamint a Proxy
Cache szerveren a tala´lati valo´sz´ınu˝se´gek rendre pa = pb = 0.25. Amint
la´thato´, ha a ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa Λ > 125 ige´ny/ma´sodperc
alacsony belso˝ e´rkeze´si intenzita´s (λ = 10) e´s viszonylag alacsony tala´lati
valo´sz´ınu˝se´g (pa = pb = 0.25) mellett is alacsonyabb va´laszido˝ket ka-
punk Proxy Cache szerver haszna´lata´val. A 7.7 grafikonon a haszna´lt pa-
rame´terek megegyeznek a 7.6 grafikon parame´tereivel, csak a belso˝ ige´nyek
e´rkeze´si intenzita´sa´t no¨veltu¨k λ = 50-re. Amint va´rhato´ volt ebben az
esetben ma´r alacsonyabb ku¨lso˝ e´rkeze´si intenzita´s mellett is alacsonyabb
va´laszido˝ket kapunk Proxy Cache szerver haszna´lata´val (Λ > 105). Meg-
vizsga´lva a 7.6 - 7.7 grafikonokat a´ltala´nossa´gban elmondhatjuk, hogy
a ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa´nak no¨vele´se´vel a va´laszido˝k no˝nek
fu¨ggetlenu¨l a Proxy Cache szerver jelenle´te´to˝l. Amennyiben a ku¨lso˝ ige´nyek
intenzita´sa ele´g nagy, viszonylag kis belso˝ e´rkeze´si intenzita´s e´s tala´lati
valo´sz´ınu˝se´g esete´n is alacsonyabb va´laszido˝ket kaphatunk Proxy Cache
szerver haszna´lata´val.
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7.6. a´bra. 30% a oszta´ly, λ = 10, pa = pb = 0.25, Fa = 7000 bytes,
Fb = 1000 bytes
7.7. a´bra. 30% a oszta´ly, λ = 50, pa = pb = 0.25, Fa = 7000 bytes,
Fb = 1000 bytes
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7.3.3. A fa´jlme´ret hata´sa a va´laszido˝re
A 7.8-7.9 grafikonokon a teljes va´laszido˝t az a oszta´lyhoz tartozo´ fa´jl
me´rete´nek fu¨ggve´nyeke´nt, mı´g a 7.10 grafikonon a b oszta´lyhoz tartozo´
fa´jl me´rete´nek fu¨ggve´nyeke´nt a´bra´zoljuk. A 7.8 grafikonon a haszna´lt pa-
rame´terek e´rte´kei: az a oszta´ly ara´nya = 40%, a belso˝ ige´nyek e´rkeze´si
intenzita´sa λ = 50 ige´ny/ma´sodperc, a ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa
Λ = 100 ige´ny/ma´sodperc, a haszna´lt b oszta´lyhoz tartozo´ fa´jlok me´rete
Fb = 1000 byte, valamint a Proxy Cache szerveren a tala´lati valo´sz´ınu˝se´gek
rendre pa = pb = 0.25. Amint a grafikonon la´thato´, az a oszta´lyu´ fa´jlme´ret
no¨vele´se´vel a va´laszido˝k mind Proxy Cache szerver haszna´lata´val, mind
ne´lku¨le no¨vekednek. Az a´bra´zolt ke´t go¨rbe csak Fa > 15000 byte esete´n
ta´volodik el egyma´sto´l. A re´szletesebb vizsga´lat e´rdeke´ben a kapott pon-
tos va´laszido˝ket a 7.1 illetve a 7.2 ta´bla´zatokban la´thatjuk, ahol az a
oszta´ly ara´nya rendre 20 illetve 40 sza´zale´k. A 7.1 ta´bla´zatban megfi-
gyelhetju¨k, hogy kisebb a oszta´lyu´ fa´jlme´ret esete´n a Proxy Cache szerver
haszna´lata nagyobb va´laszido˝ket eredme´nyez. De amint a fa´jl me´rete ele´ri
a 12000 byte-ot a va´laszido˝k alacsonyabbak lesznek Proxy Cache szer-
ver haszna´lata´val. A 7.2 ta´bla´zatban a teljes va´laszido˝ket la´thatjuk ami-
kor az a oszta´ly ara´nya 40%. Megfigyelhetju¨k, hogy magasabb a oszta´ly
ara´ny mellett a va´laszido˝k szinte´n magasabbak, viszont a Proxy Cache
szerver haszna´lata´nak az elo˝nye ma´r kisebb fa´jl me´retne´l megmutatkozik
(Fa = 6000 byte).
A 7.9 grafikonon az alap parame´terek va´ltozatlanok, egyedu¨l az a oszta´ly
ara´nya´t no¨veltu¨k meg 70%-ra. Megfigyelhetju¨k, hogy a grafikonon szereplo˝
ke´t go¨rbe ko¨zo¨tti elte´re´s sza´mottevo˝en no˝ a fa´jl me´ret no¨vele´se´vel, azaz
magas a oszta´lyu´ ara´ny e´s nagy fa´jl me´ret haszna´lata´val a Proxy Cache
szerver haszna´lata kifizeto˝do˝. A 7.10 grafikonon a teljes va´laszido˝t a b
oszta´lyhoz tartozo´ fa´jl me´rete´nek fu¨ggve´nyeke´nt a´bra´zoljuk. A haszna´lt
parame´terek: az a oszta´ly ara´nya = 40%, a belso˝ ige´nyek e´rkeze´si in-
tenzita´sa λ = 50 ige´ny/ma´sodperc, a ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa
Λ = 100 ige´ny/ma´sodperc, a haszna´lt a oszta´lyu´ fa´jl me´rete Fa = 7000
byte valamint a Proxy Cache szerveren a tala´lati valo´sz´ınu˝se´gek rendre
pa = 0.25 illetve pb = 0.35.
Amint la´thato´, Proxy Cache szerver haszna´lata´val a haszna´lt parame´terek
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Fa´jl me´ret(a oszta´ly) Txc T Elte´re´s
Fa = 2000 0.09446809706 0.09317433644 0.00129376062
Fa = 4000 0.1217843586 0.1207717535 0.0010126051
Fa = 6000 0.1491608228 0.1484324701 0.0007283527
Fa = 8000 0.1766073005 0.1761686716 0.0004386289
Fa = 10000 0.2041361569 0.2039958857 0.0001402712
Fa = 12000 0.2317632395 0.2319342123 -0.0001709728
Fa = 14000 0.2595092442 0.2600101405 -0.0005008963
Fa = 16000 0.2874017905 0.2882593062 -0.0008575157
Fa = 18000 0.3154786670 0.3167308131 -0.0012521461
7.1. ta´bla´zat. Fa´jlme´ret hata´sa a va´laszido˝re, az a oszta´ly ara´nya
20%
Fa´jl me´ret(a oszta´ly) Txc T Elte´re´s
Fa = 2000 0.1077452991 0.1067106059 0.0010346932
Fa = 4000 0.1624380248 0.1619687395 0.0004692853
Fa = 6000 0.2174133590 0.2175321551 -0.0001187961
Fa = 8000 0.2727864463 0.2735464100 -0.0007599637
Fa = 10000 0.3287558693 0.3302670825 -0.0015112132
Fa = 12000 0.3856999610 0.3881879423 -0.0024879813
Fa = 14000 0.4444483664 0.4484027240 -0.0039543576
Fa = 16000 0.5072639578 0.5139139582 -0.0066500004
Fa = 18000 0.5833834923 0.5970200201 -0.0136365278
7.2. ta´bla´zat. Fa´jlme´ret hata´sa a va´laszido˝re, az a oszta´ly ara´nya
40%
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Az a oszta´ly ara´nya Txc T Elte´re´s
10 0.1219838832 0.1209124357 0.0010714475
20 0.1628746062 0.1622902553 0.0005843509
30 0.2038840246 0.2037976778 0.0000863468
40 0.2450404415 0.2454704817 -0.0004300402
50 0.2863831749 0.2873589491 -0.0009757742
60 0.3279687079 0.3295360446 -0.0015673367
70 0.3698815197 0.3721118312 -0.0022303115
80 0.4122543652 0.4152604812 -0.0030061160
90 0.4553092755 0.4592749103 -0.0039656348
7.3. ta´bla´zat. Az a oszta´ly ara´nya´nak hata´sa a va´laszido˝re
mellett a va´laszido˝k ve´gig kisebbek mint Proxy Cache szerver haszna´lata
ne´lku¨l. Megfigyelhetju¨k, hogy a ”norma´l” - azaz b oszta´lyu´ fa´jl me´rete
1000-2000 byte-os intervallumban le´nyegesen nem befolya´solja a Txc − T
ku¨lo¨nbse´get.
A 7.3 ta´bla´zatban az a oszta´lyhoz tartozo´ fa´jlok ara´nya´nak hata´sa´t la´t-
hatjuk a va´laszido˝re. A haszna´lt parame´terek: a belso˝ ige´nyek e´rkeze´si
intenzita´sa λ = 50 ige´ny/ma´sodperc, a ku¨lso˝ ige´nyek e´rkeze´si intenzita´sa
Λ = 100 ige´ny/ma´sodperc, a haszna´lt a illetve b oszta´lyu´ fa´jl me´retek
Fa = 7000 byte illetve Fb = 1000 byte valamint a Proxy Cache szerveren a
tala´lati valo´sz´ınu˝se´gek rendre pa = 0.25 illetve pb = 0.25. La´thatjuk, hogy
az a oszta´lyhoz tartozo´ tartalom ara´nya´nak no¨vele´se´vel a va´laszido˝k no˝nek
fu¨ggetlenu¨l atto´l, hogy installa´ltunk-e Proxy Cache szervert vagy sem.
Valamint megfigyelhetju¨k, hogy az a oszta´lyhoz tartozo´ fa´jlok ara´nya´nak
no¨vele´se´vel a ku¨lo¨nbse´g a ke´t va´laszido˝ ko¨zo¨tt (Txc − T ) egyre kisebb
e´s 40% fo¨lo¨tti a oszta´lyu´ tartalom esete´n a haszna´lt parame´ter e´rte´kek
mellett, Proxy Cache szerver haszna´lata´val ma´r alacsonyabb va´laszido˝ket
kapunk, mint Proxy Cache szerver haszna´lata ne´lku¨l.
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7.8. a´bra. 40% a oszta´ly, λ = 50, Λ = 100, pa = 0.25, pb = 0.25, Fb = 1000
bytes
7.9. a´bra. 70% a oszta´ly, λ = 50, Λ = 100, pa = 0.25, pb = 0.25, Fb = 1000
bytes
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7.10. a´bra. 40% a oszta´ly, λ = 50, Λ = 100, pa = 0.25, pb = 0.35, Fa =
7000 bytes
7.4. ta´bla´zat. Heteroge´n forgalomi modell parame´terei
λa: belso˝ a oszta´lyu´ ige´nyek e´rkeze´si intenzita´sa
λb: belso˝ b oszta´lyu´ ige´nyek e´rkeze´si intenzita´sa
Λa: ku¨lso˝ a oszta´lyu´ ige´nyek e´rkeze´si intenzita´sa
Λb: ku¨lso˝ b oszta´lyu´ ige´nyek e´rkeze´si intenzita´sa
Fa: az a oszta´lyhoz tartozo´ fa´jl me´rete (byte-ban)
Fb: a b oszta´lyhoz tartozo´ fa´jl me´rete (byte-ban)
pa: tala´lati valo´sz´ınu˝se´g az a oszta´lyhoz tartozo´ fa´jlok esete´n
pb: tala´lati valo´sz´ınu˝se´g a b oszta´lyhoz tartozo´ fa´jlok esete´n
Bxc: a Proxy cache szerver kimeno˝ puffere (byte-ban)
Ixc: a Proxy Cache szerver kerese´si ideje (ma´sodpercben)
Yxc: a PCS Statikus szerver ideje (ma´sodpercben)
Rxc: a dinamikus szerver ara´ny a Proxy Cache szerveren (byte/ma´sodperc)
Nc: kliens ha´lo´zati sa´vsze´lesse´g (bit/ma´sodperc)
Bs: Web szerver kimeno˝ puffere (byte-ban)
Is: Inicializa´la´si ido˝ (ma´sodpercben)
Ys: a Web szerver statikus szerver ideje (ma´sodperc)
Rs: a Web szerver dinamikus szerver ara´nya (byte/ma´sodperc)
Ns: kliens ha´lo´zati sa´vsze´lesse´g (bit/ma´sodperc)
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A disszerta´cio´ban a Proxy Cache szerverek hate´konysa´ga´t vizsga´ltam meg
re´szletesen. A 2. fejezetben ro¨vid, le´nyegreto¨ro˝ ismerteto˝t adtam a sor-
bana´lla´si rendszerek e´s ha´lo´zatok elme´leti ha´ttere´ro˝l, majd a 3. fejezetben
ismertettem a Slouthber a´ltal fela´ll´ıtott [32] Web szerver modellt.
Proxy Cache szervert haszna´lva, ha egy fa´jlt le akarunk to¨lteni egy ta´voli
Web szerverro˝l, elo˝szo¨r meg kell vizsga´lni, hogy a keresett fa´jl megtala´lhato´-
e a Proxy Cache szerveren. Ennek a valo´sz´ınu˝se´ge´t p-vel jelo¨lju¨k. Amennyi-
ben a keresett dokumentum megtala´lhato´ a Proxy Cache szerveren, egy
ma´solat a fa´jlro´l azonnal tova´bb´ıto´dik a felhaszna´lo´nak. Amennyiben
a dokumentum nem tala´lhato´ meg a Proxy Cache szerveren, az ige´ny
tova´bb´ıto´dik a ta´voli Web szerverhez. A dokumentum a Web szerverro˝l
elo˝szo¨r a Proxy Cache szerverre e´rkezik vissza, ahonnan egy ma´solat a
fa´jlro´l azonnal a felhaszna´lo´hoz keru¨l. Az eredeti pe´lda´ny ta´rolo´dik a
Proxy Cache szerveren, ı´gy a ke´so˝bbiekben ele´rheto˝ lesz a felhaszna´lo´k
sza´ma´ra.
A 4. fejezetben re´szletesen bemutattam az a´ltalunk a´ltala´nos´ıtott Proxy
Cache szerver modellt, mely egy tetszo˝leges ige´ny u´tja´t a´bra´zolja a fel-
haszna´lo´to´l kiindulva ege´szen a visszae´rkeze´sig. Felte´teleztem, hogy az
ige´nyek a Proxy Cache szerverhez λ parame´teru˝ Poisson-folyamat sze-
rint e´rkeznek, e´s a Web szerverhez k´ıvu¨lro˝l e´rkezo˝ ige´nyek Λ parame´teru˝
Poisson-folyamat alapja´n e´rkeznek, valamint mind a Proxy Cache szer-
ver mind pedig a Web szerver kiszolga´la´si ideje exponencia´lis eloszla´su´
valo´sz´ınu˝se´gi va´ltozo´. Kisza´mı´tottam egy tetszo˝leges belso˝ ige´ny va´laszi-
deje´t Proxy Cache szerver haszna´lata esete´n, valamint Proxy Cache szerver
haszna´lata ne´lku¨l. I´gy viszga´lni tudtam a Proxy Cache szerver hate´kony-
sa´ga´t ku¨lo¨nbo¨zo˝ parame´tere´rte´kek mellett.
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Tanulma´nyoztam a Proxy Cache szerver hate´konysa´ga´t a belso˝ valamint
ku¨lso˝ e´rkeze´si intenzita´sok fu¨ggve´nye´ben, valamint vizsga´ltam a keresett
fa´jl me´rete´nek e´s a Proxy Cache szerver tala´lati valo´sz´ınu˝se´ge´nek hata´sa´t a
va´laszido˝re. Mega´llap´ıtottam, hogy a fa´jlme´ret no¨vele´se´vel a Proxy Cache
szerver hate´konysa´ga javul, azaz Proxy Cache szerver haszna´lata´val kisebb
va´laszido˝ket kapunk mint Proxy Cache szerver haszna´lata ne´lku¨l. Szinte´n
no¨velheto˝ a Proxy Cache szerver hate´konysa´ga a tala´lati valo´sz´ınu˝se´g va-
lamint a ku¨lso˝ e´s belso˝ e´rkeze´si intenzita´s no¨vele´se´vel.
Az 5. fejezetben a kora´bban ismertetett Proxy Cache szerver modellt
a´ltala´nos´ıtottam u´gy, hogy egy me´ginka´bb valo´sa´ghu˝ modellt kapjunk.
A kora´bbiakban mind a Proxy Cache szerver, mind pedig a ta´voli Web
szerver megb´ızhato´ak voltak, most pedig felte´teleztem, hogy egyik sem
megb´ızhato´, azaz ba´rmelyiku¨k elromolhat. Az a´ltala´nos´ıta´ssal az volt a
ce´lom, hogy megvizsga´ljam a szerverek meghiba´soda´sa´nak hata´sa´t a rend-
szerparame´terekre.
A vizsga´lt Markov la´nc a´llapottere, mely a mo´dos´ıtott modellt le´ırja tu´l
nagy, az egyensu´lyi egyenlet fel´ıra´sa e´s ezek megolda´sa tu´l bonyolult lenne.
Eze´rt a MOSEL (Modeling, Specification and Evaluation Language) [6]
programcsomagot haszna´ltam a modell le´ıra´sa´ra valamint a rendszerjel-
lemzo˝k kisza´mı´ta´sa´ra. Felte´teleztem, hogy a Proxy Cache szerver e´s a
Web szerver meghiba´sodhat a (t, t+ dt) intervallumban δpcsdt+ o(dt) va-
lamint δwebdt+ o(dt) valo´sz´ınu˝se´ggel ha szabadok, valamint γpcsdt+ o(dt)
e´s γwebdt + o(dt) valo´sz´ınu˝se´ggel ha foglaltak. Ha a Proxy Cache szerver
vagy a Web szerver foglalt a´llapotban romlanak el, akkor a megszakadt
ige´ny feldolgoza´sa a jav´ıta´s befejeze´se uta´n folytato´dik. A jav´ıta´si ido˝
exponencia´lis eloszla´su´ 1/νpcs e´s 1/νweb a´tlaggal. Ha a szerverek ko¨zu¨l
valamelyik elromlik ke´t ku¨lo¨nbo¨zo˝ esetet ku¨lo¨nbo¨ztettem meg:
• Blokkolt eset: a szerver meghiba´soda´sa alatt nem e´rkezik u´j ige´ny
a szerverhez.
• Nem blokkolt eset: a szerver meghiba´soda´sa alatt is e´rkezhetnek
u´jabb ige´nyek a szerverhez.
A MOSEL programcsomagot haszna´lva meghata´roztam a va´laszido˝ket.
Megvizsga´ltam a Proxy Cache szerver e´s a Web szerver ku¨lo¨nbo¨zo˝ meg-
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hiba´soda´si e´s jav´ıta´si parame´tereinek hata´sa´t a va´lszido˝re mind foglalt
mind pedig szabad szerverek esete´ben.
A 6. fejezetben az e´rkeze´si folyamat egy u´gynevezett ”GI - General inter-
arrival” folyamat, melyet az e´rkeze´si ido˝ko¨zo¨k va´rhato´ e´rte´ke´vel e´s a re-
lat´ıv szo´ra´sne´gyzete´vel (c2) jellemzu¨nk, valamint a kiszolga´la´si ido˝ ba´r-
milyen a´ltala´nos eloszla´su´ lehet. Az approxima´cio´ [12] haszna´lata´hoz a
ko¨vetkezo˝ felte´teleknek kell tejesu¨lniu¨k:
• Az e´rkeze´si folyamat u´gynevezett ”felu´j´ıta´si” folyamat kell legyen,
azaz az e´rkeze´si ido˝ko¨zo¨k fu¨ggetlen, azonos eloszla´su´ valo´sz´ınu˝se´gi
va´ltozo´k.
• A kiszolga´la´si ido˝k valo´sz´ınu˝se´gi va´ltozo´ja ba´rmilyen a´ltala´nos el-
oszla´su´ lehet.
• Adott az e´rkeze´si folyamat inetnzita´sa λA, valamint az e´rkeze´si fo-
lyamat relat´ıv szo´ra´sne´gyzete (c2A).
• Adott a kiszolga´la´si ido˝ va´rhato´ e´rte´ke τS , valamint a kiszolga´la´si
ido˝ relat´ıv szo´ra´sne´gyzete (c2S).
• Az azonnali visszacsatola´st amikor egy sor ta´vozo´ folyamata vissza
van ira´ny´ıtva egybo˝l ugyanahhoz a sorhoz, ku¨lo¨n kell vizsga´lni.
Ez az aproxima´cio´ olyan algoritmusokat szolga´ltat, melyekkel modellez-
hetju¨k az a´ltala´nos ha´lo´zati folyamatokat, mint pe´lda´ul a forgalom egye-
s´ıte´st, a sorto´l valo´ ta´voza´st, valamint a forgalom sze´tva´la´sa´t.
Minden esetben, a re´szletes sza´mı´ta´sok elo˝tt a modellt mo´dos´ıtanunk kell,
hogy elimina´lhassuk az azonnali visszacsatola´sokat. Ezt a mo´dos´ıta´st az
e´rintett sor kiszolga´la´si ideje´nek megva´ltoztata´sa´val ve´gezzu¨k.
A szu¨kse´ges kalkula´cio´k eredme´nyeke´pp az aproxima´cio´ seg´ıtse´ge´vel meg-
kapjuk a szu¨kse´ges rendszerjellemzo˝ket (a´tlagos sorhossz, a´tlagos va´ra-
koza´si ido˝, stb.), mind a sorokra, mind pedig az ege´sz ha´lo´zatra vonat-
kozo´an.
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Mo´dos´ıtottam a Proxy Cache szerver modellt, hogy alkalmazni lehessen
ra´ a GI/G/1 approxima´cio´t. U´jrakalkula´ltam a szu¨kse´ges rendszerjel-
lemzo˝ket, hogy megkapjam a keresett va´laszido˝ket. Az ı´gy kapott eredme´-
nyek valida´la´sa´ra egy szimula´cio´s programot ke´sz´ıtettem, mely seg´ıtse´ge´vel
elleno˝rizheto˝ az approxima´cio´ helyesse´ge. Megvizsga´ltam ke´t ku¨lo¨nbo¨zo˝
esetet. Abban az esetben amikor a haszna´lt relat´ıv szo´ra´sne´gyzetek egyne´l
kisebbek illetve azt az esetet amikor a haszna´lt relat´ıv szo´ra´sne´gyzetek
egyne´l nagyobbak.
Mega´llap´ıtottam, hogy amennyiben a haszna´lt relat´ıv szo´ra´sne´gyzet egyne´l
kisebb az approxima´cio´val sza´mı´tott va´laszido˝k az elso˝ 3-4 tizedesjegyig
megegyeznek a szimula´cio´s eredme´nyekkel. Amikor a relat´ıv szo´ra´sne´gyzet
egyne´l nagyobb az approxima´cio´val kapott va´laszido˝k csak az elso˝ 2-3 ti-
zedesjegyig egyeznek.
A 7. fejezetben mo´dos´ıtottam az eredeti Proxy cache szerver modellt,
hoggy vizsga´lni lehessen a heteroge´n forgalom hata´sa´t a Proxy Cache szer-
verek hate´konysa´ga´ra. A kliensek a´ltal keresett fa´jlokat me´retu¨k alapja´n
ke´t osztolyba´ soroltam. Az a´tlagosna´l nagyobb me´retu˝ fa´jlok az a, mı´g a
kis me´retu˝, u´gynevezett ”norma´l” fa´jlok a b oszta´lyba keru¨lnek. Mindke´t
oszta´lyba tartozo´ ige´ny esete´n elo˝szo¨r megvizsga´ljuk, hogy a fa´jl meg-
tala´lhato´-e a Proxy Cache szerveren vagy sem. Ezt a tala´lati valo´sz´ınu˝se´get
pa illetve pb -vel jelo¨lju¨k az a illetve b oszta´lyba tartozo´ fa´jlok esete´n.
Amennyiben a keresett fa´jl megtala´lhato´ a Proxy Cache szerveren, akkor
mindke´t oszta´ly esete´n a fa´jl egy ma´solata azonnal tova´bb´ıto´dik a kliens-
hez. Ellenkezo˝ esetben, amikor is a fa´jl nem tala´lhato´ meg a Proxy Cache
szerveren az ige´ny tova´bb´ıto´dik a ta´voli Web szerverhez fu¨ggetlenu¨l az
oszta´lya´to´l. Miuta´n az ige´nyelt fa´jl visszae´rkezik a Proxy Cache szerver-
hez egy ma´solat tova´bb´ıto´dik a klienshez.
Felte´teleztem, hogy mindke´t oszta´lyhoz tartozo´ ige´nyek a Proxy Cache
szerverhez Poisson-folyamat szerint e´rkeznek, e´s a Web szerverhez k´ıvu¨lro˝l
e´rkezo˝ ige´nyek szinte´n Poisson-folyamat alapja´n e´rkeznek, valamint mind
a Proxy Cache szerver mind pedig a Web szerver kiszolga´la´si ideje fu¨gget-
len exponencia´lis eloszla´su´ valo´sz´ınu˝se´gi va´ltozo´. Kisza´mı´tottam egy tet-
szo˝leges belso˝ ige´ny va´laszideje´t Proxy Cache szerver haszna´lata esete´n,
valamint Proxy Cache szerver haszna´lata ne´lku¨l. I´gy viszga´lni tudtam a
Proxy Cache szerver haszna´lata´t ku¨lo¨nbo¨zo˝ parame´tere´rte´kek mellett.
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Megvizsga´ltam a Proxy Cache szerver hate´konysa´ga´t a belso˝ valamint
ku¨lso˝ e´rkeze´si intenzita´sok fu¨ggve´nye´ben, valamint vizsga´ltam az a illetve
b oszta´lyhoz tartozo´ fa´jlok me´rete´nek e´s az a illetve b oszta´ly ara´nya´nak
hata´sa´t a va´laszido˝re. Megmutattam, hogy mind a belso˝ mind pedig a
ku¨lso˝ e´rkeze´si intenzita´s no¨vele´se´vel a va´laszido˝k no˝nek, fu¨ggetlenu¨l a
Proxy Cache szerver jelenle´te´to˝l. Amennyiben az a oszta´lyos ke´re´sek
ara´nya´t no¨velju¨k a va´laszido˝k szinte´n no˝nek, valamint magas a oszta´ly
ara´nyt haszna´lva ma´r alacsonyabb e´rkeze´si intenzita´s esete´n is mege´ri
a Proxy Cache szerver haszna´lata. Alacsony a oszta´ly ara´ny, alacsony
e´rkeze´si intenzita´s e´s alacsony tala´lati valo´sz´ınu˝se´g haszna´lata´val Proxy
Cache szerverrel magasabb va´laszido˝ket kapunk mint ne´lku¨le.
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8 O¨sszefoglalo´
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9 Conclusion
The first part of the dissertation (see Chapter 2) was devoted to give a
small overview on the queueing and queueing network theory. In Chapter
3. I described a Web server model created by Slouthber [32].
Using Proxy Cache server, if any information or file is requested to be
downloaded, first it is checked whether the document exists on the Proxy
Cache server or not. (We denote the probability of this existence by p).
If the document can be found on the Proxy Cache server then its copy is
immediately transferred to the user. In the opposite case the request will
be sent to the remote Web server. After the requested document arrived
back to the Proxy Cache server then a copy of it is delivered to the user.
In Chapter 4. I described a Proxy Cache server model, which illustrates
the path of a request starting from the user and ending with the return of
the answer to the user. We assume that the requests of the Proxy Cache
server users arrive according to a Poisson process with rate λ, and the
external requests arrive to the Web server according to a Poisson process
with rate Λ, respectively, and the Proxy Cache server and Web server have
an exponentially distributed service time distribution. I have calculated
the overall response time with and without Proxy Cache server. I analyzed
how various factors affect the performance of a Proxy Cache server. These
factors include the arrival rates of requests, the ”cache hit rate” probability
and the external arrival rates. I also examine the effect of the file size. I
noticed that, when the arrival rate of requests increases, then the response
times increase as well, regardless of the existence of a Proxy Cache server.
When we used a high visit rate with a high cache hit rate probability,
then the response time gap was more significant between the cases with
and without a Proxy Cache server, so in this case we get smaller response
time using Proxy Cache server. Increasing the visit rate for the external
users, the difference between response time with and without a Proxy
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Cache server was smaller and smaller until this difference vanished and
the existence of a Proxy Cache server resulted lower response times. We
can increase the performance of Proxy Cache server using higher file size
or higher cache hit rate probability.
In chapter 5. I generalize the performance model of the Proxy Cache
server using a more realistic case when the Proxy Cache server and the
remote Web server are unreliable. Our aim is to illustrate graphically the
effect of the non-reliability of both Proxy Cache servers and Web servers
on the steady state system measures.
Since the state space of the describing Markov chain is very large, it is
dificult to calculate the system measures in the traditional way of writing
down and solving the underlying steady-state equations. To simplify this
procedure we used the software tool MOSEL (Modeling, Specification and
Evaluation Language), see [6], to formulate the model and to obtain the
performance measures. The Proxy Cache server and the Web server can
fail during the interval (t, t+dt) with probability δpcsdt+o(dt) and δwebdt+
o(dt) if they are idle, and with probability γpcsdt+o(dt) and γwebdt+o(dt)
if they are busy, respectively. If the Proxy Cache server or the Web server
fails in busy state, it continues servicing the interrupted request after it
has been repaired. The repair time is exponentially distributed with a
finite mean 1/νpcs and 1/νweb. If one of the servers fails two different
cases can be treated:
• Blocked case: during the CPU is down, no new requests may come
to the server buffer.
• Unblocked case: the new requests can fill the server buffer during
the breakdown, until it is full.
All the times involved in the model are assumed to be mutually indepen-
dent of each other. Using Mosel I had to calculate the overall response
time. I examined the effect of the non-reliability of both Proxy Cache
servers and Web servers on the steady state system measures and the
difference in the performance using blocked and intelligent sources.
In Chapter 6. we assume that the arrival process is a general (GI) arrival
process characterised by a mean arrival rate and a squared coefficient of
variation (SQV) of the inter-arrival time, and the service time may have
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any general distribution. In order to apply the GI/G/1 approximation we
assume the following:
• The arrival process to a network node is renewal, so the arrival
intervals are independent, identically distributed random variables.
• The service time may have any general distribution.
• We know the parameters of the arrival process: λA - the mean arrival
rate and c2A - the SQV of the inter-arrival time.
• We know the parameters of the service time τS - the mean service
time, and c2S - the SQV of the service time.
• Immediate feedback, where a fraction of the output of a particular
queue enters the queue once again, needs special treatment.
This approximation contains procedures required for modeling of the basic
network operations of merging, departure and splitting, arising due to the
common sharing of the resources and routing decisions in the network.
Before the detailed analysis of the queueing network is done, the method
first removes immediate feedback in a queue by suitably modifying its
service time. The approximation provide performance measures (i.e. mean
queue lengths, mean waiting times, etc.) for both per-queue and per-
network.
I modified the performance model of Proxy Cache servers to get a more
powerful variant when the inter-arrival times and the service times are
generally distributed. In this case we can use the GI/G/1 approximation
to obtain the overall response time. I recalculated the basic performance
parameters of the modified performance model using the approximation
method. The accuracy of the new model is validated by means of a simu-
lation study over an extended range of test cases. I studied two different
cases. When the SQV < 1 the overall response time obtained by appro-
ximation is very close to the response time obtained by simulation; they
are the same at least up to the 3rd-4th decimal digit. In case when the
SQV > 1 the response times are the same only to 2nd-3rd decimal digit.
So, using greater SQV the approximation error is greater.
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The focus of the Chapter 7. is to examine the performance behavior of
Proxy Cache servers when we use heterogeneous traffic. In this thesis
we describe the multi-class queuing network model of the Proxy Cache
server, where we separate the requests in two classes by virtue of their
size. If the size of the requested document is greater than average we put
it into class a. In the opposite case, when the size of the requested file is
small we put it into class b. In booth cases first it is checked whether the
document (class a or class b) exists on the Proxy Cache server or not. We
denote the probability of this existence by pa in case of class a and by pb
in case of class b. If the document can be found on the Proxy Cache server
then its copy is immediately transferred to the user. In the opposite case
the request will be sent to the remote Web server. After the requested
document arrived back to the Proxy Cache server then a copy of it is
delivered to the user.
We assume that the requests of the Proxy Cache server users for both
classes arrive according to a Poisson process with rate λa and λb, and
the external requests for booth classes arrive to the Web server according
to a Poisson process with rate Λa and Λb, respectively, and the Proxy
Cache server and Web server have an exponentially distributed service
time distribution. I have calculated the overall response time with and
without a Proxy Cache server. I analyzed how various factors affect the
performance of a Proxy Cache server when we use heterogeneous traffic.
In general when the arrival rate of requests increases, then the response
time increases as well regardless of the existence of a Proxy Cache server.
Increasing the percentage of the class a the response time increases too.
When we use a higher percentage of the class a and we use a high arrival
rate, then the response time gap is more significant between the cases with
and without a Proxy Cache server. Using a low percentage of class a files,
a low arrival rate and low cache hit rate probability we get higher response
time in presence of a Proxy Cache server.
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