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Abstract
Elasticity refers to the auto-scaling ability of clouds towards optimally matching their
resources to actual demand conditions. An important problem facing the infrastruc-
ture and service providers is how to optimise their resource configurations online, to
elastically serve time-varying demands.
Most scaling methodologies provide resource reconfiguration decisions to maintain
quality properties under environment changes. However, issues related to the time-
liness of such reconfiguration decisions are often neglected. A trade-off between the
optimality of the reconfiguration solutions and the time cost to obtain these solutions
is evident in the current literature. Highly accurate algorithms require a lot of data
and time to execute, while more simplistic models may be fast to converge but provide
poor quality solutions.
In this thesis, we present a methodology for online optimisation of cloud configura-
tions. Our motive is to balance the optimality versus timeliness trade-off in dynamic
configurations management. We first employ a search-based approach to extract
near-optimal configurations considering mutually conflicting performance and busi-
ness quality attributes. Towards reducing the burden of time-consuming fitness eval-
uations of the configurations’ quality during search-based optimisation, we develop
surrogate models to predict the configurations’ quality based on history observations.
We evaluate our technique using CloudSim-based cloud simulation. Our experimental
results show that the proposed methodology can produce high quality configurations
with lead time of seconds and prediction error within 6%.
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assive data growth, challenging economic conditions, and the physi-
cal limitations of power consumption and space availability have been
exerting pressure on today’s enterprises [113]. Common datacenter
design malpractices such as overprovisioning fixed resource capacities [118, 129, 13, 25]
to anticipate peak workloads, have resulted over the years in low server utilisation, un-
controlled expenditures, and difficulties to keep up with service’s demand [123, 184].
Enterprise workloads can change in terms of both intensity and requests mix[77]. To
manage the changing application requirements, different amounts and distributions of
resources should be allocated to applications, rather than static at all times, dedicated
hardware capacities[77]. Therefore, investigating new architectures with potential to
deliver more business value to providers has become an important objective for the
industry.
The cloud computing [131, 147] paradigm offers a solution to the above concerns.
Computing facilities (e.g., remote storage) accessed via APIs, are provided by a cloud
provider to a cloud client. Often a client may be a third party company, who will
use the computing facilities to provide a service to their users [149]. For example,
1
Amazon is a cloud provider supplying a storage API to Dropbox, who use the API
to provide file synchronisation service to domestic and commercial users [97].
1.1.1 The Cloud Computing Paradigm
Several areas of research have converged to the single concept of cloud computing,
defined by the National Institute of Standards and Technology (NIST) [147] as:
“A model for enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released
with minimal management effort or service provider interaction.”
The existing technologies, that have been merged into the notion of cloud are:
• Grid computing: A distributed computing paradigm that coordinates net-
worked resources to achieve a common computational objective [72].
• Utility computing: A model for providing resources on-demand and charging
customers based on actual usage rather than a flat rate [170].
• Virtualisation: A technology that abstracts away the details of physical hard-
ware providing the capability of dynamically (re)assigning virtual resources to
applications on-demand [177, 16].
• Autonomic computing: An architectural model focusing on the engineering of
so-called self-aware IT systems and services [110]. The vision of self-awareness
describes systems that are (i) self-reflective i.e. aware of their software archi-
tecture, hardware infrastructure and operational goals (e.g., QoS requirements,
cost- and energy-efficiency targets), (ii) self-predictive i.e. able to predict and
anticipate possible performance problems, (iii) self-adaptive i.e., adapting as
2
the environment evolves in order to ensure that their operational goals are con-
tinuously met and (iv) self-optimising i.e. able to decide optimal actions to
improve their execution.
The central technical attributes of the cloud paradigm are summarised in the
concept of elasticity. Elasticity defines the ability of IT systems to automatically
adapt to environment changes by provisioning (scale out) and de-provisioning (scale
in) resources, such that at each time point the available resources match the current
demand as closely as possible [95]. As a result users experience an effect of infinite
computing resources available on-demand.
Cloud computing represents a shift towards new operational model of computing.
Rather than viewing software and the hardware upon which it executes as fixed
assets to be purchased and therefore subject to depreciation, the cloud model treats
both software and hardware as rented commodities. This is a profound change, with
potential to remove both the business issue of depreciation and technical concerns
such as resource fragmentation, scalability and platform interoperability [87]. Cloud
computing is often presented as a layered architecture as shown in figure 1.1.
The infrastructure layer is typically composed of hardware arranged in racks and
clusters of racks. The racks are physically located in series of geographically dis-
tributed datacenters. Hardware servers host and manipulate multiple virtual ma-
chines using virtualisation [169] . Infrastructure-as-a-Service(IaaS) provide a man-
agement front-end API for a set or pool of resources in order to offer to higher level
services or third parties, demand based scalability, fail-over and operating system
hosting [130]. IaaS examples are MapReduce [56] and GoogleFS [79]. The platform
layer entails programming and execution environment services. For example, cus-
tomers provide code to Google App Engine [103] and Google automatically manages
execution and scaling. The top layer contains applications running in the cloud, of-
fered directly to the general public. Popular current applications are Microsoft Office
3
Figure 1.1: The cloud stack architecture [130]
.
Live [141] and Google Docs [102]. Work in modelling interactions among the cloud
layers [149], reports complex patterns and strong inter-dependencies between layers.
As an example, an end-user for executing a given task may use services from only
a single IaaS, PaaS, or SaaS provider, or might use resources from multiple such
providers at the same time. As a result rather than clearly distinguishable IaaS,
PaaS, and SaaS service delivery models, a so-called mixed delivery model is gaining
increasing popularity [180].
1.2 Problem Statement
In this study we focus on the IaaS cloud layer. An IaaS-level requirement that brings
advantages to the whole cloud stack is the so called elasticity. Elasticity is defined
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as the ability of cloud datacenters to add (scale-out) or remove (scale-in) resources
at a fine grain such that at each point in time the available datacenter resources
match the current demand as closely as possible [10, 95]. The precision of scaling is
a critical elasticity attribute. If the resource requirements of an application are not
fulfilled, the application can face increased response times, time-outs and failures.
Therefore adequate resource provisioning is directly linked to the Quality of Service
(QoS) i.e., measurable levels of quality attributes such as availability, reliability and
performance.
Capacity planning methods are central for provisioning resources to applications
and therefore guaranteeing continuous QoS in dynamic environments [117]. Capacity
planning relies on resource partitioning and allocation towards ensuring predictable
behaviour of applications. The goal is to identify cost-effective resource configurations
to optimally cope with environment changes such as workload fluctuations at runtime.
However, traditional datacenters require a lead time of weeks to scale resources [10]
and therefore have resorted to fixed dedicated hardware to anticipate demand spikes.
This is because deciding how to optimally modify datacenter configurations is a
hard task. First, an optimal configuration must exhibit a good trade-off between
mutually conflicting non-functional goals such as applications’ performance and con-
figuration cost. Second, the space of all possible datacenter configurations is huge due
to the number of the available configuration parameters such as CPU time, memory,
and network bandwidth. Therefore, using a manual or brute force search for finding
an optimal configuration is infeasible. Third, clouds are highly volatile; parameters
as workload demand, resource availability and energy price might change at run-time.
Such changes require the initially chosen datacenter configuration to be accordingly
updated. Finally, the cost of the optimisation process itself makes runtime configura-
tion adaptation complex because of the additional time and computational resources
needed to find the improved cloud configurations. For example when the workload
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is rapidly changing it may be better to suffer slight performance degradations than
trigger expensive reconfiguration actions, whose costs may never be recouped before
a new reconfiguration is needed.
The second critical attribute of elasticity is the speed of resources adaptation.
Rapid elasticity is critical to eliminate over-provisioning without compromising the
applications’ performance under dynamically changing conditions. Unfortunately
cloud providers have not yet solved the problem of finding optimal datacenter con-
figurations at runtime, to adapt their systems to non-trivial, dynamic changes such
as unexpected fluctuations, sudden spikes in the service demands, complexity in vir-
tualised applications and heterogeneity of resources inside the clouds [77]. Existing
commercial clouds such as Amazon EC2 rely on users to specify their own rules for
scaling resources according to their needs [172]. Such rule-based approaches tend
to be wasteful in terms of resource usage [69]. The current literature offers a lot of
possible methods to reconfigure cloud datacenters, however a trade-off between the
precision of the solutions and the cost as well as time to obtain these solutions is ev-
ident. Very accurate algorithms (such as Search-based Software Engineering, briefly
described below) need a lot of data and time to execute [86, 74] while more simplis-
tic algorithms (such as greedy heuristics) are very fast to execute but provide poor
estimations [174, 66].
In this thesis, we aim to extend the current state-of-the art with a methodol-
ogy to balance the trade-off between optimality and timeliness of the reconfiguration
decisions, towards enabling elasticity in cloud datacenters. Our approach consid-
ers cloud services as black-box resource requests. This black-box model enables us
to abstract from the internal services architecture and focus on the infrastructure
provider’s viewpoint, that is often services-agnostic due to legal boundaries among




Search-Based Software Engineering (SBSE) is an engineering approach that focuses on
reformulating software engineering problems as optimisation problems and applying
metaheuristic optimisation techniques to discovering (near) optimal solutions to the
problem [89]. The interest in SBSE has been growing in recent years , with it being
successfully applied to all aspects of the software development life-cycle [12, 68, 199].
To reformulate a software engineering problem as an optimisation one needs to per-
form two actions; (i) define a representation of the problems solution space that can be
used within the metaheuristic technique and (ii) devise a fitness function to measure
the quality of each candidate solution [89]. The output of the fitness function is used
to guide the metaheuristic technique towards optimal solutions. In our approach, we
will first exploit SBSE algorithms to search for near optimal cloud configurations.
Surrogate-based Optimisation
In SBSE algorithms it is often implicitly assumed that there exists an explicit fitness
function formula to evaluate solutions [111]. However in the majority of real-world
problems fitness evaluations are not straightforward because analytical formulas to
associate solution candidates with quality metrics do not exist. In cloud environments
particularly, applications may have complex software architectures and it is not always
clear what are the relationships between system configurations, parameter settings,
resource allocations, incoming workloads and the end-to-end application QoS [77].
As a result, fitness values are typically estimated using computation simulations or
physical experiments. In practice such tactics become non-trivial as each fitness eval-
uation is highly time-consuming. Therefore the overall SBSE convergence becomes
prohibitively costly. Surrogates can be used to alleviate the computational burden,
providing an alternate and explicit expression for the fitness function, based on data
describing the mapping between the design parameters and the quality of the design
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[134]. Using the approximated fitness functions in the SBSE formulation is orders of
magnitude cheaper to run, than the full analysis.
1.3 Research Hypothesis
The research hypothesis addressed in this thesis is as follows:
A generic surrogate-assisted search-based reformulation of the cloud configuration
improvement problem, would enable the high-quality optimisation results achieved
with SBSE to a wealth of existing research, to be applied at runtime.
Search-Based Software Engineering have been successfully applied to all aspects
of the software engineering life-cycle [90, 6, 12]. More recently SBSE techniques
are being applied to achieve near-optimal solutions for many of the problems posed
by the migration of computation to cloud computing platform [74, 87]. However,
SBSE complexity highly depends on the complexity of the fitness function. As in
the datacenter configuration optimisation problem, there is no obvious analytical
expression for estimating the quality metrics of interest for datacenter configurations,
Highly time-consuming simulations are typically employed to evaluate configurations,
leading to cost prohibitive optimisation processes, that require hours or even days to
converge. In the following we briefly describe the approach adopted in this work,
to achieve a balance between optimality of the configurations and the timeliness of
convergence, for the cloud configuration optimisation problem.
Approach Overview
Our approach aims to provide an on-line optimisation framework to cloud providers,
to adjust the configurations of cloud systems at runtime in order to maintain contin-
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uous QoS despite possible environment disturbances. The QoS properties we study
are the cloud applications’ response time QRT and cloud datacenter total energy con-
sumption cost QE. Our focus on this problem is to balance the trade-off between the
optimisation output quality and the time needed for the optimiser to converge.
Figure 1.2 provides a high-level overview of our optimisation framework. We
have assumed that a software cloud monitoring tool exists to provide notifications
of changes in the cloud environment and therefore triggers to call the optimisation
framework. Hence, input to our framework is a cloud configuration to be improved.
Figure 1.2: Overview of our cloud configuration optimisation approach.
Exact optimisation models need a lot of time to execute, while very simplistic mod-
els such as greedy heuristics are very fast to use but provide poor estimations. SBSE
offers an efficient way to explore the vast cloud design space and explore optimal or
near-optimal solutions by introducing smart operators, that balance the exploration of
new areas of the space and exploitation of already explored good solution candidates.
Thus, the first step in our method is the reformulation of the optimisation problem
as SBSE, by encoding the input candidate in a genotype representation as discussed
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in Section 5.1. The metrics QRT and QE act as fitness functions to measure the
quality of individuals and differentiate better from worse candidates. However, in the
cloud configuration optimisation problem, there is no obvious analytical expression to
model the relationship between configurations’ characteristics and the non-functional
properties QRT and QE. We therefore resort to alternative methods i.e, simulation to
measure the candidates’ fitness. Yet, the use of simulation introduces delays in the
execution of the meta-heuristic search and is not appropriate at runtime. The sec-
ond step aims to bridge the gap between the non-functional properties (here; QRT ,
QE) and the cloud configurations, by approximating the unknown relation between
them. As described in Section 6.2 a series of different surrogates is built for each
fitness function. The meta-heuristic search replaces the use of the computationally
expensive, simulation-based fitness functions with surrogates. Based on the above
our initial research hypothesis (see Section 1.3) can be redefined as:
A generic surrogate-assisted search-based reformulation of the cloud configuration
optimisation problem on the non-functional properties QRT and QE), would enable
the high-quality optimisation results achieved with SBSE to a wealth of existing
research, to be applied at runtime.
1.4 Thesis Contributions
The primary contributions made in this thesis are summarised below.
1.4.1 Primary Contributions
• The demonstration of feasibility to apply SBSE and achieve near-optimal trade-
off cloud configurations considering the quality attributes of energy consumption
and hosted services response time.
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• The development of light-weight surrogate models by using statistical regression
techniques, to make the SBSE optimisation process suitable at runtime.
• An empirical evaluation of our methodology on the extended CloudSim. Our
findings show that our surrogate-assisted optimisation approach can guide the
search to good trade-off cloud configurations with a lead time of seconds and
prediction error within 6%.
1.4.2 Secondary Contributions
• The definition of a generic representation of models to describe cloud IaaS
configurations that is amenable to a wide range of existing metaheuristic opti-
misation techniques.
• The extension of the current state-of-the-art cloud simulation platform
CloudSim [36] with SBSE and surrogate features, integrating open-source
tools such as the multi-objective optimisation platform MOEA 1 and the
statistical environment R 2.
1.5 Thesis Structure
Chapter 2 presents a review of the related literature. First, we provide the necessary
background information overview on virtualisation, search-based optimisation and
statistical analysis to facilitate the understanding of our approach. Second we discuss
related work in the field of cloud configurations optimisation.
Chapter 3 demonstrates our use-case scenario to motivate our research contri-
bution and analyse the challenged we will address. We also formalise our problem




Chapter 4 introduces our abstract representation of cloud IaaS configuration mod-
els. The proposed formalisation of the cloud infrastructure core structures and degrees
of freedom serves to enforce design constraints and specify which valid changes may
be implemented towards tuning the configuration quality attributes without affecting
the functionality of the system.
Chapter 5 reformulates the problem of cloud configurations optimisation as SBSE
problem. We describe the key components of our SBSE representation and use it to
discover near-optimal solutions.
Chapter 6 addresses the timeliness concern for the problem of cloud configurations
optimisation. First we describe the foundations of statistical regression and then
apply these principles to devise a series of surrogates using past cloud historical
data that describe the configuration components and their quality under different
workloads.
Chapter 7 describes the evaluation process to validate our methodology towards
balancing the optimality versus timeliness trade-off in the cloud optimisation problem.
We first demonstrate that SBSE can be used to achieve near-optimal cloud configu-
rations. Next we showcase the robust predictive ability of our devised surrogates and
use them as alternate fitness functions under different environment conditions.
Chapter 8 concludes the work. It summarizes our methodology, lists the achieved
scientific contributions, discusses the limitations of our solution, and illustrates the





his thesis proposes a framework for elastic cloud configuration optimi-
sation. In this chapter we review the existing literature in the area of
resources provisioning and optimisation in cloud configurations. We
have started our analysis studying traditional virtualised datacenters and providing
a brief overview on virtualisation technology. These concepts are important for the
foundation of cloud systems, as cloud virtual and physical resources are “pooled”
together towards seamlessly serving multiple customers based on virtualization tech-
nology. Evolving the traditional virtualised environments, clouds employ a new oper-
ational model [209], that focuses on rapid elasticity, i.e. the ability of infrastructure
to instantly scale up or down to optimally meet the customer demand while min-
imising capital and operating expenses. In this chapter we will track the evolution of
resource provisioning and optimisation methods through the transition of virtualised
datacenters to cloud datacenters. Our aim is to critically overview the literature and
outline the gap in the area of elastic cloud optimisation.
The structure of this chapter is as follows; In Section 2.1 we provide overviews of
virtualisation, SBSE and statistical regression that are necessary to understand this
thesis. Then the critical review of existing literature in resource provisioning follows,
classified under two different trends in Sections 2.2 and 2.3. The first category applies
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traditional performance modelling techniques such as regression to estimate future
application workloads and changes in the environment. As a result the system can
anticipate environment changes and may scale in or out according to the predicted
estimates. We will refer to this family of approaches as proactive. The second category
adjust the cloud resources on demand, based solely on recent behaviour. As we will
see such contributions mainly focus on the optimisation of configurations based on
predefined single or multiple stakeholder objectives. We will refer to this family of
approaches as reactive. Finally in Section 2.4 we present our conclusions and discuss
the research gap.
2.1 Background
This section overviews the basic techniques over which the thesis develops; virtuali-
sation, SBSE, and statistical regression.
2.1.1 Virtualisation
Virtualisation is a technology that abstracts away the details of physical hardware
and provides virtualised resources to higher-level applications. A virtualised server is
called a virtual machine (VM) [16, 168]. The most common methods in the develop-
ment of VMs include full system virtualisation, where an entire hardware architecture
is replicated virtually and paravirtualisation, where an operating system is modified
so that it can be run concurrently with other paravirtualisation-compatible operating
systems [168]. Virtualization allows applications to share the same physical server
by creating multiple virtual machines in a manner such that each application can as-
sume ownership of the virtual machine [192]. The use of VMs, enables many software
environments to run concurrently on a single physical machine (PM) with high per-
formance, providing better use of physical resources and isolating individual software
14
instances [120]. Software layers that control memory partitions and CPU scheduling
from the host PM to the hosted VMs are called hypervisors. One of the most com-
monly used hypervisors is Xen [16]. Typically, a single application is considered to
be executing in a single VM [16].
Virtualisation is a cloud computing foundation because it provides the capability
of pooling computing resources and dynamically assigning and reassigning resources
to applications on demand [209]. This flexible control of infrastructure resources is
possible via managing the VMs e.g., by activating new VMs when demand surges
and deactivating existing VMs when demand decreases. However, the main feature
of virtualisation is VM migration [120], that allows to flexibly remap at runtime phys-
ical resources to virtual servers towards handling workload dynamics and hotspots.
The concept of VM migration is considered the basic virtualisation feature towards
improved performance, manageability and fault tolerance [196]. VM migration refers
to the actual transition of a VM from a source PM to a destination PM in an isolated
and fault tolerant fashion. The migration of a VM is typically triggered from a critical
event such as e.g. CPU overload. The VM and its applications remain agnostic of
the process. Migration can occur in a stop-and-copy or live mode [29]. The former
moves a VM from a source host to a target by pausing the original VM, copying its
memory contents and then reusing these to the destination VM. Migration with live-
ness constraints indicates that the VM continues to run while transferring its memory
and local persistent state (i.e., the VMs file system). Live migration of VMs provide
a significant benefit for virtual server mobility without disrupting service [137].
A popular method of implementing live migrations is the “iterative pre-copy”
technique, where memory pages are iteratively pre-copied by the hypervisor from the
source to the destination PM without ever stopping the migrating VM. Normally
though, there is a set of pages that is modified so often that the VM must be stopped
for a period of time, until this set is fully transferred to the destination [196].
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It has been observed that live migration of VMs allows workload movement with
a negligible application downtime. Nevertheless, the performance of a running ap-
plication is likely to be negatively affected during the migration process due to the
overhead caused by successive iterations of memory pre-copying [196]. The VM mem-
ory size has been found to mainly affect downtimes and network traffic [137]. During
the pre-copying process extra CPU cycles are consumed on both the source and desti-
nation PMs. An extra amount of bandwidth is consumed as well, potentially affecting
the responsiveness of web-based applications. In addition, when the VM resumes af-
ter migration, a slowdown is expected due to the cache warm-up at the destination.
Downtimes affecting the applications’ performance may vary due to the different ap-
plications’ memory usage and access patters. Reported downtimes vary within the
window of 60 ms to 3 seconds [196]. Finally VM migrations are associated with
additional energy consumption costs. Previous studies have shown that the energy
consumption is mainly affected by the VM data transmission rate [137].
Virtualisation Challenges in Modern Datacenters
Overall, virtualization technology allows cloud stakeholders to create multiple Virtual
Machine (VMs) instances on a single physical server, and therefore improve the uti-
lization of resources and increase the return of their investment. Reduction in energy
consumption can be achieved by switching-off idle PMs and VMs to eliminate the
idle power consumption, resulting from idle servers. Idle power consumption is not
negligible and is estimated up to 60% of peak power consumption [146]. Moreover,
by using live migration, the VMs can be dynamically consolidated to the minimal
number of PMs according to their current resource requirements [22]. However ef-
ficient resource management in clouds is not trivial as modern service applications
often experience highly variable workloads causing dynamic resource usage patterns
[22]. If the resource requirements of an application are not fulfilled, the applica-
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tion can face increased response times, time-outs or failures. The reconfiguration
actions themselves pose additional computational costs and risks. For example VM
migrations, the key reconfiguration action, impose latencies due to VM downtimes
and additional energy consumption due to the additional CPU and memory required
during the migration. Similarly the time to boot new hardware and virtual nodes
might might hinder timely reconfiguration actions, that are critical especially when
the workload is dynamically changing.
While aggressive consolidation of VMs offers a simple and straightforward re-
source management approach, it can also lead to performance degradations, partic-
ularly when applications experience increasing demands, that result in unexpected
rise of resource usage. Additionally the total number of reconfiguration actions has
to be controlled, towards minimising the performance penalties of these management
actions. Dynamic scaling the infrastructure in response to workload or performance
changes presents a key challenge for resources provisioning techniques [17], that has
concerned the academic community the recent years and still appears to be an open
problem. An effective scaling solution should allocate resources to optimise multiple
objectives such as cost, performance and reliability[17]. However software quality
attributes are often in mutual conflict: e.g., performance versus cost. In general im-
proving one quality property can deteriorate another thus quality properties cannot
be improved in isolation. Consequently, configurations that exhibit a good trade-off
between multiple quality criteria must be achieved. The reconfiguration solution itself
should also be scalable, i.e., capable of dealing with large, rapidly changing workloads
and with the complex cloud resources design space.
2.1.2 SBSE Artefacts
In this Section we detail the key concepts of SBSE and metaheuristic search, that con-
stitute the necessary background for our optimisation approach in Chapter 5. SBSE
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is an approach that treats software engineering problems as optimisation problems.
SBSE is based on the observation that it is often easier to check that a candidate
solution solves a problem than it is to construct a solution to that problem. Indeed,
solutions to some software engineering problems may be theoretically impossible or
practically infeasible; SBSE techniques can help discover acceptable solutions to these
problems [89]. The re-formulation of an engineering problem as a search-based opti-
misation problem requires two key ingredients according to SBSE practice:
• A problem representation choice.
• A fitness function definition.
The first SBSE artefact is an encoding of the problem domain. The problem rep-
resentation defines a model of the studied system in a unique way, that is amenable to
symbolic manipulation [89]. For several SBSE applications in the literature, a prob-
lem representation is simply a string of binary digits [145] or a floating point array
[37]. This representation is then translated into the native format of the optimisation
problem solution, to be manipulated by the fitness function [199]. Cloud software
optimisation [74] for example, translates a representation of an integer vector to soft-
ware components and reconfiguration rules, that define a cloud software application.
This mapping from the search-amenable encoding representation to the real-world
representation is so called genotype-to-phenotype mapping [171]. The representation
is also known as genotype, while the phenotype correspond to the representation
translation, used by the fitness function. Constituents of the genotype, such as bits
or integers, are known as genes while alleles correspond to the specific values assigned
to the genes. Genes can be grouped in larger structures that are called chromosomes.
An important property of representations according to Rothlauf, is the locality [171].
The term is used to describe the effect of small genotype changes to the phenotype.
In high-locality representations neighbouring genotypes correspond to neighbouring
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phenotypes, while low locality relates to the opposite. High locality is important, as
the search algorithm can be guided smoothly towards the optimal solution through
small genotypic changes.
The fitness function is used to evaluate the solution candidates and measure how
“close” they are to solving the given problem [199]. A fitness function assigns to
each genotype a fitness score, that is used to differentiate better from worse solution
candidates. More specifically, a fitness function f : X → Y assigns to each genotype
candidate xi in the decision space X an objective value yi in the objective space Y ,
to evaluate the quality of each solution [215]. Figure 2.1 shows an abstract overview
of the process and Figure 2.2 illustrates the fitness assignment process.
Figure 2.1: Abstract illustration of the representation and fitness function artefacts.
Figure 2.2: The fitness function assignes to each genotype candidate in the decision
space an objective value in the objective space.
Metrics consist a natural choice for fitness functions, because they act as “pro-
jections” of qualities of interest in software systems [86]. If a metric does not meet
the required quality standards, the software engineers will naturally take corrective
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action. The one-to-one correspondence between metrics and fitness functions means
that many metrics, such as lines of code or fault density, are a straightforward choice
to guide the search for near optimal solutions [86]. This also allows metrics to move
from being a passive assessment of a system or process to an active driver for improve-
ment [90] Overall defining a suitable fitness function is an important task, critical to
decide the outcome of an SBSE formulation. A well-defined fitness function is able
to distinguish between subtly different solutions in such a way that it substantially
increases the chance of guiding the search algorithm through the search space to some
optimal solution [199].
Clarke et al. [51] specify four characteristics of software engineering problems that
make them suitable for being reformulated as SBSE problems. These include:
• the problem has a large and multi-modal solutions search space. Such spaces
typically arise when a number of competing constraints have to be balanced, to
a arrive at an acceptable solution. Typically for such problems precise, analytic
algorithms are infeasible, yet it is possible to determine the best between two
candidate solutions.
• There are no known solutions that are efficient to compute.
• It is reasonably easy to determine the quality of a candidate. Fields of soft-
ware engineering with a large number of readily accepted metrics, that can act
directly as fitness functions , consist for example good SBSE practice areas.
• Generating solutions is computationally cheap. Commonly, search-based al-
gorithms require many executions of the fitness function to converge to near-
optimal areas of the search space. Therefore, the speed of execution of the
fitness function is crucial.
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After an appropriate representation and a fitness function have been defined for
the problem, any metaheuristic search algorithm may be applied, to explore trade-offs
in the problem design space.
Metaheuristic Search
Metaheuristic search algorithms are high-level optimisation algorithms that incre-
mentally improve a given initial solution, until an optimal or near-optimal solution
is identified [26]. They aim to efficiently explore the solution space of a problem i.e.
the possibly infinite set of all possible problem solution candidates. As opposed to
heuristic techniques which are designed to address specific problems, metaheuristics
are not problem specific, and can be therefore applied to a wide range of problems
[26]. Metaheuristics are usually non-deterministic and many of the metaheuristic
approaches rely on probabilistic decisions made during the search for near-optimal
solutions. They differ from random search though, as here randomness is not used
blindly but in “an intelligent, biased form” [182]. The strength of metaheuristic al-
gorithms is that they seek iteratively an optimum solution within a landscape that
may be very complex and even discontinuous [51].
Metaheuristic algorithms may operate either on a single solution candidate or on
a set of solution candidates, the so called population. We briefly overview two main
types of metaheuristic algorithms:
• Trajectory-based: Trajectory algorithms are local search techniques, that
operate upon a single candidate solution, attempting to improve its quality until
an optimal or near-optimal solution has been found [143]. A well known example
of a local search techniques is hill-climbing. Hill climbing [143, 51] is initialised
by selecting a solution candidate either at random or by exploiting some pre-
existing domain knowledge. Then, the algorithm searches a neighbourhood of
solutions for a fitter candidate, which becomes the current problem solution.
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The process repeats until a satisfactory solution has been found, or until a pre-
defined amount of time has elapsed. Hill climbing is prone to traps to local
optima as the restriction of selecting only improved solution candidates limits
the exploration ability of the search. An alternative is offered by simulated
annealing which allows less fit individuals to be selected based on a gradually
reducing probability [143]. In other words worsening moves are accepted but as
the time passes it becomes less likely that a worsening move will be selected.
The process enables the algorithm to avoid local optima.
• Population-based: As their name suggests, population-based algorithms op-
timise a population of solutions. The most widely used population-based al-
gorithm is the genetic algorithms (GAs) [90, 80]. GAs are inspired by the
biological process of evolution. The guiding principle is to create new offspring
based on a current population of candidates, and then select the fittest candi-
dates to survive and mate. A generic genetic algorithm routine is showed in
Snippet 1.
Algorithm 1 A Generic Genetic Algorithm
1: procedure
2: Set generation number, m := 0
3: Define initial population of candidate solutions, P (0)
4: Evaluate the fitness of each individual Fi (P (0)) in P (0)
5: loop:
6: Recombine P (m), P (m) := R (P (m))
7: Mutate P (m), P (m) := M (P (m))
8: Evaluate F (m)
9: Select P (m), P (m) := M (S (m))
10: m := m+ 1
11: exit: when stop condition satisfied
12: end loop
A typical GA is initialised by a randomly chosen population. The iterations, so
called generations, evaluate the fitness of the population applying the fitness function
and then breed the fittest individuals to produce a new population [143]. The process
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terminates when a population satisfies some pre-determined condition or a certain
number of generations have been exceeded [90]. In many GA algorithms the fittest
solutions in a population, so called the elite, are maintained unaltered in the new
population. This encourages the elites to become parents and therefore attempt to
improve the fitness of the children, though this can cause the population to prema-
turely converge on local optima.
As there usually exists no single global optimum, the output of GAs is a Pareto
optimal set of solutions (also referred to as Pareto optimum) in the decision space
[143]. This Pareto optimal set comprises individuals for which the improvement of one
objective (e.g., low energy consumption costs) would inevitably lead to a deterioration
of another objective (e.g., higher response times). Each Pareto solution is so called
non-dominated, i.e., incomparable to the rest candidates of the Pareto set because
no other solution has better values for all objectives. The image of the Pareto set to
the decision space is referred to as Pareto front [215].
Genetic Operators
Figure 2.3: Illustration of single-point crossover (left) and two-point crossover (right).
Genetic operators are used to breed new solution candidates. The goal of genetic
operators is to help discover new and possibly superior individuals. The breeding
phase of GAs typically consists of the application of two genetic operators; crossover
and mutation. The crossover operator ensures that features of the parents will be
passed to the offspring promoting convergence to good solutions found so far (ex-
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ploitation). The application of crossover produces two children from two parent
individuals by mixing their genotypes. The most common crossover operators are
single-point crossover and two-point crossover, shown in Figure 5.3. The mutation
operator is then applied to the set of children produced through crossover. It makes
stochastic changes to the offspring, to maintain diversity in the population, and avoid
premature converge on a single area of the solution space (exploration). The probabil-
ities of crossover and mutation are configurable and referred to as crossover rate and
mutation rate. Depending of the particular representation that the search-algorithm
is being applied to, different mutation and crossover operators are defined.
Selection
The goal of selection is to pick the best individuals of a generation. There are nu-
merous techniques to select individuals from the population. In fitness-proportionate
selection, an individual is selected for reproduction based on its fitness in compar-
ison with the rest of the population [143]. However, fitness-proportionate selection
has been criticised because fit individuals that appear early in the progression of the
search lead the search to prematurely converge on local optima. [91]. To remedy this
problem, several stochastic selection techniques have been proposed. In roulette wheel
selection, individuals with higher fitness have higher probability of being selected [82].
A popular selection strategy is the tournament selection [143]. In tournament selec-
tion, an individual is randomly chosen from the population and is pairwise compared
with a randomly selected opponent. The individual with highest fitness is the “win-
ner”. A fixed number n of tournaments take place, and the winner is being kept after
each round. After n tournaments the new population has been selected, comprising
the tournament “winners”.
Different GAs employ different fitness assignment schemes to enable the selection
of near-optimal solution candidates. The non-domination rank measure is used by
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NSGA-II [57] to differentiate better from worse candidates. Each individual of the
current Pareto set are assigned the best (lowest) rank. Then, all candidates of the
Pareto set (i.e., that have been so far assigned the lowest rank) are removed and
the Pareto set of the remaining candidates is assigned a rank of two and then are
removed. This approach is repeated until all candidates are assigned a rank. Between
two solutions with differing non-domination ranks, the solution with the lower rank
will be selected. The pareto strength, used by SPEA [214], assigns to each individual
in the population a real value ∈ [0, 1), proportional to the population members it
dominates. Then, the fitness of each an individual corresponds to the sum of the
strength values of all candidates dominating the individual. Smaller fitness values are
preferred during the selection process.
To discriminate between candidates with the same fitness additional measures
are introduced to enable the selection of the promising individuals. The crowding
distance, used by NSGA-II, measures the perimeter of the cuboid formed using the
nearest neighbours of c as vertices. Another density measure introduced in SPEA2
[216], that calculates the density of a solution as the inverse of the distance to its k-th
nearest neighbour.
The selection process in combination with the crossover genetic operator, can be
seen as inducing innovation as good solutions are combined into potentially better
solutions [199, 81]. On the other hand, the selection process in combination with the
mutation operator, can be seen as evoking continual improvement to the population’s
fitness by introducing variation.
2.1.3 Statistical Regression Foundations
In this Section we detail the key concepts of statistical regression, that constitutes the
necessary background for our surrogate models in Chapter 6. Overall, every regres-
sion analysis procedure involves the following steps [41]: (i) Problem formulation: the
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question to be addressed must first be accurately defined, (ii) Variables specification:
a set of variables relevant to explaining the response is identified, (iii) Data collec-
tion: data from the environment are observed, usually consisting of observations on
n subjects. Each subject corresponds to a specified variable, (iv) Regression model
selection: an initial model form (i.e., linear or non-linear) that could relate the re-
sponse to predictors is specified, (v) Model fitting: The regression model parameters
are estimated based on the collected data and (vi) Validation: Regression analysis
is an interpretive process in which outputs are used diagnose, validate, criticize and
modify the inputs as Figure 2.4 shows.
Figure 2.4: A schematic illustration of the iterative nature of regression processes.
Assumptions are initially made about the models and tested using a series of test
statistics and graphs. Based on this testing feedback, assumptions can be refined or
changed continously till the desired results are achieved.
2.1.4 Regression Analysis
Regression analysis is a method for investigating functional relationships among vari-
ables [41]. The relationship is expressed in the form of an equation which models the
effect of one or more independent or predictor variables X1, .., Xp on a dependent or
response variable Y e.g., the effect of CPU request sizes on the request response time.
When dealing with one response variable, the regression analysis is called univariate
and in cases of two or more response variables the regression is called multivariate.
Additionally, when we consider a single predictor the regression is called simple, oth-
erwise multiple.
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The true relationship between Y and X1, .., Xp can be approximated as [41]:
Y = f(X1, X2, ..., Xp) +  (2.1)
where p is the number of predictors and  represents a random error, accounting for
the failure of the model to fit the data exactly. The model f can have linear or
nonlinear form as described in the following.
The bias versus variance trade-off discussed in Chapter 5 in the context of multi-
objective optimisation, appears in regression analysis as well. Balancing bias and
variance is crucial towards selecting a regression model with good generalisation per-
formance, i.e. good prediction capability on independent data.
Let us consider a response variable Y , a predictor X and a regression model f(X)
that has been estimated from a training dataset T . We assume Y = f(X) + , where
E() = 0 and V ar() = σ2 . The loss function for measuring errors between Y and
predicted outputs f(X) is denoted by L(Y, f(X)). Typical choices are:
L(Y, f(X)) =

(Y − f(X))2 squared error
|Y − f(X)| absolute error
The prediction error over the test sample T is called test or generalisation error:
ERRT = E[L(Y, f(X))|T ] (2.2)
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The generalisation error of a regression fit ˆf(X) at a data point X = x0 using
squared error loss can be decomposed as follows [92]
ERR(x0) = E[(Y − ˆf(x0))2|X = x0]
= σ2 + [E
ˆf(x0)− ˆf(x0)]2 + E[ ˆf(x0)− Ef(x0)]2
= σ2 +Bias
2(f(x0)) + V ar(f(x0))
= Irreducible Error +Bias2 + V ariance
(2.3)
From Equation 2.3 we observe that bias measures how far the model predictions
are from the correct values, while variance indicates how much the predictions for a
given point vary between different regression model realisations.







Figure 2.5: From Left to right: high bias, balanced bias-variance trade-off, high
variance.
As a regression model becomes more and more complex it uses the training data
more and is able to adapt to more complicated underlying structures. This means
that there is a decrease in the bias and increase in the variance[71]. The training
error consistently decreases with model complexity, typically dropping to zero if we
increase the model complexity enough. However, a model with zero training error
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is overfit to the training data and will typically generalize poorly. In contrast, if
the model is not complex enough, it will underfit and may have large bias resulting
in poor generalization. To visually represent the bias-variance trade-off, Figure 2.5
show examples of underfitted and overfitted models. In the left part of the Figure
we observe a model that is too simple but the solutions are biased and do not fit the
data. In the right part we observe the opposite problem; the model is very complex
and becomes too sensitive to small changes in the data.
In the following we will present a series of widely used regression models. Our
discussion starts from simple models such as linear regression and proceeds to more
complex models such as Gaussian processes.
Linear Regression
In this regression technique, the relationship between a response Y and predictors
X1, .., Xp is described by a linear model:
Y = β0 + β1X1 + ...+ βpXp +  (2.4)
where β1, ..., βp are called slopes, β0 intercept and  is a random error. Together,
β0, β1, ..., βp are called regression coefficients. The model building process derives the
regression coefficients based on the available set of collected data observations.
The residual for observation i is defined as the difference between the observed (yi)
and predicted (yˆ) values. For a linear regression model the residual for observation i
is given by




The popular least squares method estimates the coefficients, so as to minimise the
sum of squares of the vertical distances from each data point to the regression line,
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To find the minimum, the derivative of RSS is set to zero and solved for each coeffi-
cient. The residual sum of squares is given by [92]:
RSS = (y −Xβ)T (y −Xβ) (2.7)
where X denotes the (N × (p+ 1)) vector of inputs and y the N vector of outputs
in the training dataset
Differentiating with respect to β yields [92]:
∂RSS
∂β
= −2XT (y −Xβ) (2.8)
Under the assumption that X has full column rank and hence XTX is positive
definite, the unique solution βˆ is obtained by [92]
XT (y −Xβ) = 0
βˆ = (XTX)−1XTy
(2.9)
If the columns of X are linearly dependent, X is not full rank. Then XTX is
singular and the least squares coefficients βˆ are not uniquely defined.
Figure 2.6 shows the geometry of vertical distances from the observed data points
to the line for a model with 2 predictors.
Assumptions
Linear models are based on the following assumptions [92]. Minor violations of the
underlying assumptions do not compromise the conclusions drawn for the regression
30
Figure 2.6: Linear least squares fitting [92]. We seek the linear function of X that
minimizes the sum of squared residuals from Y.
analysis. However, gross violations of the model assumptions can seriously distort
the conclusions.
• Linearity: The model that relates the response Y to predictors X1, X2, ..., Xp
is assumed to be linear in the regression parameters β0, β1, ..., βp, conforming to
the form [41]:
Y = β0 + β1X1 + ...+ βpXp +  (2.10)
This implies that observation i will take the form
yi = β0 + β1xi1 + ...+ βpxip + i, i = 1, 2, ..., n (2.11)
• Errors: The errors 1, 2, ..., n in 2.11 are assumed to be independently and and
identically distributed random variables with zero mean and common variance
σ2. The fact that all the errors 1, 2, ..., n have the same variance is also known
as the homoscedasticity assumption. The fact that all errors are independent
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of each other means that their pairwise covariances A.1 will equal zero, and is
known as the independent-errors assumption [41].
• Predictors: The predictor variables X1, X2, ..., Xp are assumed to be non ran-
dom. The observations x1j, x2j, ..., xnj, j ∈ [1, p] of the predictors are fixed and
measured without error. The latter assumption is hardly ever satisfied in prac-
tise. The magnitude of the violation effects mainly depends on the standard
deviation of the errors of the measurements and the correlation among the er-
rors. The predictor variables are also assumed to be linearly independent of
each other. If this assumption does not hold, the problem is referred to as the
collinearity problem [41].
• Observations: All observations are considered equally reliable and have ap-
proximately equal role in determining the regression results and in influencing
conclusions [41].
The main virtues of the linear model are its simplicity of implementation and
interpretability. Its main drawback is that allows limited flexibility; if the relationship
between input and output cannot reasonably be approximated by a linear function,
the model will generalise poorly.
Classification and Regression Trees (CART)
Tree-based methods partition the feature space into a set of rectangles, and then fit a
simple model (e.g., a constant) in each one. Considering p predictors and a response
Y , the feature space is initially split in two regions, and the response is modelled by
the mean of Y in each region. Then one or both of these regions are split into two
more regions, and this process is continued, until a predefined stopping rule is applied.
Figure 2.7 illustrates a tree model with 5 regions: initially X1 is split at X1 = t1,
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then region X1 ≤ t1 is split at t2 and the region X1 > t1 is split at t3. Finally the
region X1 > t3 is split at t4.
Figure 2.7: Classification and Regression Trees (CART) with 5 partitions [92].
Assuming M partitioned regions and a constant cm to model the response at each




cmI(x ∈ Rm) (2.12)
where I denotes each region.
Adopting as a partition criterion the minimisation of the sum of squares
∑
(yi −
f(xi)), the best approximation for cˆm is the average of yi in region Rm. However,
finding the best binary partitions in terms of minimum sum of squares is computa-
tionally infeasible. Hence CART forms partitions based on a greedy algorithm. The
algorithm seeks a splitting variable j and a splitting point s that define a pair of half
planes:
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(yi − c2)2] (2.14)
For each j, s the solution for the inner minimisation equation is:
cˆ1 = ave(yi|xi ∈ R1(j, s)) and cˆ2 = ave(yi|xi ∈ R2(j, s)) (2.15)
The size of the tree is adaptively decided based on the available data. The most
popular strategy typically grows the tree till a predefined minimum node size is
reached. To avoid overfitting the initial large tree T0 is reduced using cost-complexity
pruning, which results to a subtree T ⊂ T0. T is obtained by pruning T0 i.e., col-
lapsing any number of its non terminal nodes. The idea is find the subtree T0 that
minimises 2.16. Let us denote |T | the number of terminal nodes in T and index
terminal nodes by m, where node m represents region Rm. Letting:


















NmQm(T ) + αT (2.16)
The parameter α in 2.16 governs the trade-off between the tree size and its good-
ness of fit to the data. Large values of α result in smaller trees and conversely for
smaller values of α. The pruning process successively collapses the internal nodes
resulting in the smallest increase in
∑
mNmQm(T ).
Multivaritate Adaptive Regression Splines
Multivaritate Adaptive Regression Splines (MARS) [92] can be viewed as a gener-
alisation of linear regression or a modification of the CART method to improve the
latter’s performance. MARS models consist of piecewise linear functions in the form
(x− t)+ and (t− x)+, defined as:
(x− t)+ =





t− x, if x < t
0, otherwise
where the + denotes the positive part and the value t is called the knot. Figure
2.8 shows an example of piecewise linear functions with a knot t = 0.5.
The idea is to form piecewise functions for each predictor Xj, j ∈ [1, p] with knots
at each observation xji, i ∈ [1, n]. Therefore, the collection of basis functions is
C = (Xj − t)+, (t−Xj)+
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Figure 2.8: Piecewise linear functions with knot t = 0.5 [92].
where t ∈ x1j, x2j, ..., xNj and j ∈ [1, p]. At the end of the fitting process the MARS
model is a weighted sum of hinge functions and constant coefficients βi




where hi(X) is a function in C, or a product of two or more such functions. The
coefficient parameters βi are estimated by the method of least squares as for the linear
regression model. The model is constructed iteratively, starting with a null model
with only the intercept β0. The algorithm iteratively adds a hinge function to the
model, that produces the largest decrease in training error. The process is continued
until the model set M contains a predefined maximum number of terms. This model
typically overfits the data, so a backwards deletion process is finally applied. The
term whose removal causes the smallest increase in residual squared error is deleted
from the model at each stage.
Support Vector Regression
Let us assume a training dataset x comprised of N pairs (x1, y1), (x2, y2), . . . , (xN , yN)
with x1 ∈ (X = Rp). The modelling aim in Support Vector Regression (SVR) is to
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identify a function f(x) that has at most  deviation from the actually obtained
targets yi for all the training data and at the same time as flat as possible [178, 92].
The case of a linear f takes the form:
f(x) = 〈ω, x〉+ b , ω ∈ X, b ∈ R (2.18)
where 〈. . . 〉 denotes the dot product in X. Flatness in 2.18 means small ω. One
way to achieve flatness is to minimise the the Euclidean norm i.e., ||ω||2. The problem







yi − 〈ω, x〉 − b ≤ 
〈ω, x〉+ b− yi ≤ 
(2.19)
The above optimisation problem is feasible on cases when a function f exists that
approximates all pairs (xi, yi). Sometimes this is not the case and errors are allowed










yi − 〈ω, x〉 − b ≤ + ξ
〈ω, x〉+ b− yi ≤ + ξ∗
ξ, ξ∗ > 0
(2.20)
where C is a constant that determines the trade-off between flatness of f and
the amount tolerated deviations from . The geometry of slack variables is shown in
Figure 2.9. The equations are finally solved for ω and b utilizing Lagrange multipliers
and exploiting the Karush-Kuhn-Tucker conditions [92, 178].
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Figure 2.9: Slack variables [45].
SVR can be made nonlinear by preprocessing the training data xi applying a map
Φ : X −→ F into a higher dimensional feature space F. The same SVR algorithm is
then applied in F. SVR only depends on dot products between the training data xi,
hence it suffices to know k(x, x′) = 〈 Φ(x),Φ(x′)〉 rather than Φ explicitly. The func-
tion k(x, x′) is so called kernel function. Some common kernel choices are presented
in Table 2.1.
Kernel Formula
d-th degree polynomial k(x, x′) = (1 + 〈x, x′〉)d
Radial basis k(x, x′) = exp(−γ||x− x′||2)
Neural network k(x, x′) = tanh(κ1 〈x, x′〉) + κ2)
Table 2.1: Common kernel choices.
Gaussian Processes
Rather than making assumptions about the characteristics of the underlying mod-
elling functions, Gaussian Processes (GPs) for regression assign a prior probability to
every possible function [92]. These probabilities represent prior beliefs over the kinds
of functions expected to be observed before seeing the data. Assuming that a dataset
D becomes available, higher preference is given to the functions close the data points.
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As Figure 2.10 illustrates, the combination of prior and data leads to the posterior
distribution over functions [165].
Figure 2.10: Left: samples of prior distributions without observed data points. Right:
samples of posterior distribution after 2 data points have been observed. [165].
A Gaussian Process (GP) is a collection of random variables, any finite number of
which have a joint Gaussian distribution. A GP is completely specified by its mean
m(x) and covariance function K(x, x′):
f(x) ∼ GP (m(x), K(x, x′)) (2.21)
For simplicity a mean function of zero is usually assumed. Assuming n noise free
observations {(xi, fi)|i = 1, . . . , n} , the joint distribution of training outputs f and





K(X∗, X) K(X∗, X∗)

 (2.22)
where for n∗ new test points K(X,X∗) denotes the n × n∗ matrix of covari-
ances evaluated for all pairs of training and test points, and similarly for the en-
tries K(X,X), K(X∗, X∗) and K(X∗, X). The predicted outputs f∗ are given by the
conditional probability:
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f∗|X∗, X, f ∼ N (K(X∗, X)K(X,X)−1f,K(X∗, X∗)
− K(X∗, X)K(X,X)−1K(X,X∗))
(2.23)
Model Selection and Assessment
This section discusses common strategies for the evaluation of the generalisation per-
formance of regression models. This performance assessment is very important since
it drives the choice of learning method or model and gives a measure of the quality
of the ultimately chosen model. The process of performance assessment involves two
separate steps: (i) Model selection which involves the performance assessment of a
series of different models on test data in order to decide the best and (ii) Model
assessment where the prediction error of the best model is estimated on new data
[92].
In data-rich situations, the most common performance assessment strategy ran-
domly divides the dataset into three parts; a training set, a validation set and a test
[92] set as illustrated in Figure 2.11.
Figure 2.11: Data split example.
The training set is used to fit the models while the validation set is used to estimate
prediction error for model selection. Finally the test set is used for the assessment of
the generalisation error of the final chosen model. No general rule applies on how to
choose the number of observations in each of the three parts. A typical split shown
in Figure might be 50% for training, and 25% each for validation and testing [92].
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K fold cross-validation is probably the most widely used assessment strategy,
particularly for situations where data is scarce and practitioners cannot afford to set
aside a test set [92]. In K-fold cross-validation, the initial dataset is split into K folds.
Typical choices for K are 5 and 10. For the k-th part, we fit the model to the other
k − 1 parts of the data, and calculate the prediction error of the fitted model when
predicting the kth part of the data. The method iterates through k = 1, 2, . . . , K and
finally combines the K estimates of the prediction error. Figure 2.12 illustrates the
10-fold cross-validation process.
Figure 2.12: 10-fold cross-validation.
Cross-validation ensures that every example of the original set has the same chance
of appearing in the training as well as test sets.
Performance Evaluation Metrics
Numerous metrics may be used to measure the prediction error between the fore-
casts and corresponding observations [208, 107, 49, 197]. Assuming a dataset of n
observations, we present in the following the most common metrics:
• Coefficient of Determination (R2): It gives information about the goodness of
fit of the model, indicating the percentage of variability in the response variable
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R2 ranges from zero to one, with one indicating a perfect fit. Improvement in
the regression model results in proportional increases in R2. A pitfall though,
is that it increases as more predictors are added to the regression model, which
may lead to false indication of improved performance. This increase in R2 is
artificial when useless predictors are added to the model, i.e., predictors that do
not improve the model’s fit but only add unnecessary complexity. To remedy
this R2 must be studied in combination with other metrics discussed in the
following.
• Mean Absolute Error (MAE): MAE calculates the absolute errors between the







MAE has the same unit as the original data, and it can only be compared
between models whose errors are measured in the same units. A lower value of
MAE implies a better fit of the prediction model.
• Mean Squared Error (MSE): MSE measures the average of the squares of the
prediction errors and incorporates both the bias and variance of a model as







• Root Mean Squared Error (RMSE): RMSE is the standard deviation of errors,
measuring the typical spread of data around the regression line.
RMSE =
√∑
i = 1n(Yi − Yˆi)2
n
(2.27)
RMSE is measured in the same units as the data. Lower values indicate better
predictive performance. RMSE is the most widely used measure of prediction
error and a good measure of how accurately the model predicts the response.
In contrast with the R2 metric which is a relative measure of fit, RMSE is an
absolute measure of fit. This means that there is no accepted cut-off value with
which to decide whether an estimate is acceptable or not, but the metric is
useful when comparing predictive models for the same problem.
• Mean Absolute Percent Error (MAPE): MAPE offers a weighted error measure,
expressing a generic percentage term in comparison to the previous measures






MAPE measures how higher or lower are the predictions in comparison to the
actual data, e.g., 20% MAPE means that the predictions will be within a range
of 20% higher or lower than actual.
An efficient regression model complexity should trade bias off with variance in
a way that optimises the aforementioned performance metrics. As more and more
parameters are added to the model the complexity rises and high variance becomes a
concern while bias steadily falls. At the same time the training error tends to decrease
but the model does not generalise well on new data (i.e., large test error occurs). In
contrast a simplistic model has increased bias, resulting again in poor generalisation.
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Figure 2.13: Bias and variance as a function of model complexity [71].
As Figure 2.13 suggests golden section of any model is the level of complexity at
which the increase in the bias value is equivalent to the reduction in the variance
value[71].
2.2 Reactive Methods
In this section we present an overview of reactive resources provisioning methodolo-
gies in virtualised and cloud environments, that mainly focus on achieving optimised
configurations without having a priori knowledge about future environment changes
such as workload fluctuations. An optimal configuration is considered to best balance
different non-functional goals. Common optimisation goals in the current literature
include minimisation of energy/power consumption and maximisation of services per-
formance, that are in mutual conflict with each other; e.g., while additional CPU
increases the processing capacity of the system and therefore more requests can be
served it also increases the capital and operating costs of the datacenter and vice
versa [96, 99, 192].
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A typical method to achieve minimised energy/power costs is the consolidation of
hardware [117]. Before the advent of virtualisation technology and the first hypervi-
sor in 2003 [16], a hardware server was typically dedicated to each single application
[121]. Therefore business growth resulted to the phenomenon of server and storage
“sprawl”, i.e., the proliferation of underutilised hardware. Virtualised and cloud dat-
acenters consume large amounts of electrical energy contributing to high operating
costs and carbon footprints to the environment [21]. Consolidation is used to reduce
the number of active PMs in datacenters by grouping together multiple applications
executing in VMs, in the minimal amount of hardware nodes. Consolidation is facili-
tated via VM migrations. Not only does it facilitate reduced operating costs, but also
is used as a mean towards green computing [151, 138]. However lowering the energy
usage of datacenters is a complex issue because computing applications and data are
growing so quickly that increasingly larger servers and storage are needed to process
them fast enough [35]. Consolidation is therefore essential for clouds to guarantee
that future application growth will be sustainable. Otherwise, cloud computing with
increasingly pervasive front end client devises interacting with back end servers will
cause an escalation of energy usage [21]. To address these issues cloud resources such
as VMs and PMs must be allocated not only to satisfy the applications Quality of
Service (QoS) but also to reduce energy usage. The problem of identifying a minimal
configuration that balances the trade-offs of maximum QoS and minimum energy use
is the biggest challenge of consolidation efforts, and is identified as NP-hard [96, 201].
Khanna et al. [121] present a framework for consolidation at runtime. The authors
assume a homogeneous datacenter, where all nodes have equal CPU and memory ca-
pabilities. First, resource utilisation rates are mapped to (Service Level Agreement)
SLAs compliance ratios. Therefore, exceeding predefined utilisation levels is associ-
ated with SLA violations. A performance violation triggers the proposed resources
re-allocation algorithm, that updates the current datacenter configuration by iden-
45
tifying the most computationally efficient migrations. This is based on the authors’
observation that migrating VMs from low utilised PMs is cheaper than migrating from
highly utilised PMs. The algorithm sorts the PMs in a decreasing utilisation order.
In the case of SLA violations, a VM from the lowest utilised PM is migrated to the
highest utilised PM, with enough capacity to host it. If the action does not solve the
issue, a new PM is activated. The algorithm is evaluated on a sample environment
of 11 VMs and 3 PMs while the convergence time is not reported.
This approach is restricted to a single degree of freedom i.e VM migrations. The
single adaptation point limits the design space exploration achieved during optimi-
sation. Hence the proposed framework cannot allow fine-grained tuning of non func-
tional requirements.
Entropy [96] is a consolidation framework that operates in two phases; the first
allocates the available VMs to the minimum amount of PMs and the second optimises
the initial plan by employing a minimum amount of migrations. The authors posit
the identification of globally optimum configuration solutions. To this end constraint
programming is used, over heuristics to avoid traps to local optima. The proposed
reconfiguration manager is triggered each time a VM changes state (i.e,. from active
to inactive). The optimiser initially enumerates every possible configuration. The
configuration with minimum servers that satisfies SLAs (i.e., is viable) is considered
globally optimal. Towards improving the search time, non viable configurations are
rejected using time-outs, upper and lower bounds on the number of total VMs that
can be hosted from a PM and VMs are classified together according to their similarity
(i.e., same capabilities). The second phase of the optimisation process improves the
initial configuration based on a refined set of constraints, that achieve a minimal
number of migration actions. Based on the authors’ observation that the migration
overhead depends on the migration duration, which is dependent on the migrating
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VM memory size, a constraint satisfaction problem is formed restricting the memory
consumption of the migrations in the overall reconfiguration process.
Entropy introduces valuable concepts and ideas for engineering consolidated dat-
acenters, such as the association of the VM memory size with the total migration
overhead. However the authors do not elaborate on the convergence time of the
optimisation algorithm. Exhaustive exploration of the configurations design space
is computationally expensive and therefore limits the adaptability of the system at
runtime.
“Shirako” [83, 106] is a resources management framework aiming to provide auto-
mated and dynamic adaptations to changing workloads in virtualised environments.
To achieve adaptations at real time, the authors employ bin-packing heuristics to
flexibly reconfigure the system. For example the utilised “worst-fit” algorithm places
a VM to the emptiest PM. The authors also focus on reconfiguring the system with
the minimum possible amount of VM migrations to avoid services downtime. There-
fore VM migrations are only instantiated if there is no free space to place new VMs
after the execution of the bin-packing heuristics.
Similar to Khanna et al. [121] the authors introduce a single degree of freedom,
that results in coarse-grained design space exploration. An advantage of the intro-
duction of a single degree of freedom is the simplification of the optimisation process
by reducing the possible reconfiguration paths. However the authors do not evaluate
the quality of the achieved configuration solutions. Hence the gains of the problem
abstraction are unclear.
Verma et al. propose “pMapper” [192], a framework that minimises power con-
sumption in virtualised systems, subject to predefined performance SLAs. The au-
thors aim to minimise the amount of migrations in the datacenter as well, since each
migration requires additional CPU and memory to complete and therefore consumes
additional power. The authors resort to a series of local search algorithms such as
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the min Power Parity (mPP). The mPP algorithm first computes target utilization
thresholds for each PM towards guaranteeing the predefined performance SLAs, and
then executes a first-fit-decreasing greedy bin packing algorithm to tightly place the
VMs to the PMs. The first-fit-decreasing algorithm sorts the existing VMs in de-
creasing order based on their size and places each VM to the first PM with sufficient
capacity to accommodate it. Another algorithm, namely the incremental First Fit
Decreasing (iFFD) takes effect next. The iFFD algorithm identifies the PMs, whose
resource demands still exceeds the utilisation thresholds. To free space capacity in
the heavily loaded PMs, VM migrations are triggered. Under the authors’ assump-
tion that the impact a of VM migration in performance is only dependent on the VM
characteristics, the smallest sized VMs are migrated to minimise downtime effects.
A similar greedy packing methodology for energy efficient cloud configurations is
“EnaCloud” [132]. A variation of first-fit-decreasing greedy bin packing algorithm
is used. The difference is that each time a new workload arrives, the heuristic does
not simply place the request to the first VM that can accommodate it. Instead
the heuristic tries to displace already packed workloads that are smaller than the
newcomer, with the newcomer. The smaller workloads are then reinserted in a similar
manner. Based on the observation that smaller workloads are easier to be inserted in
to gaps, the algorithm aims to tightly pack applications to the existing infrastructure
without activating new nodes, and therefore regulating the total energy consumption
of the system.
The aforementioned pMapper and EnaCloud frameworks both rely on the use of
greedy bin packing heuristics. An advantage of greedy optimisation approaches is the
simplification of the underlying problem. However the authors do not elaborate on
the trade-off between the achieved quality of the optimised configuration solutions
and the timeliness of the optimisation process. Hence it remains unknown how well
similar frameworks can be used in real world scenarios.
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Van et al. are concerned with the problem of SLAs satisfaction and resources
management in cloud environments [187]. The problem is divided in two stages;
the provisioning and the placement stage. The first stage is responsible for allocating
resource capacity in the form of VMs to the applications. The authors resort to utility
functions to measure the current level of applications’ satisfaction based on current
workloads and available resources. The utilities will drive the required resource needs
per application. The placement stage is responsible for allocating to the VMs the
required CPU and RAM resources of the PMs, constrained by the total capacity of
the cloud. Each stage is described as a constraint satisfaction problem and solved
by exhaustive search as in [96]. Due to the complexity of the exhaustive search, the
approach is evaluated in a small cloud of 4 PMs.
Van et al. hypothesise that the cloud applications’ behaviour is explained with the
introduced utilities functions. However it remains unclear how the utility functions
were derived and whether these can reflect runtime system variability attributes.
Furthermore, the high computation time of the algorithm limits the ability of the
system to react to changes in a timely fashion. Exhaustive optimisation approaches
are not appropriate for cloud systems, where the inherent elasticity requirement makes
runtime adaptation critical.
Yazir at al. propose a framework for dynamic resource allocation in cloud envi-
ronments [207]. The authors’ primary objective is avoid under-utilisation and over-
utilisation. The first causes unnecessary costs due to idle active servers, that still
consume up to 60% of their peak power consumption [146]. The second causes high
application response times and therefore may result in SLA violations. To remedy
the above, agents are coupled with every PM in the cloud to monitor its state. If
an anomaly (i.e., over-utilisation or under-utilisation) is observed, corrective action is
taken by initiating an optimal number of VM migrations using multi-criteria decision
analysis. Three main criteria are used to evaluate each possible action; CPU, mem-
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ory and bandwidth consumption. Predefined weights are assigned to prioritise each
criterion. Next, all possible alternative actions are evaluated and pair-wise compared
to identify the best sequence of migration actions.
A limitation of the approach is the introduction of predefined weights to prioritise
the optimisation criteria. The weight values have been decided oﬄine, at design
time and therefore do not provide the means to adapt to unpredictable environment
conditions.
Ferreto et al. [70] note that a plethora of consolidation methodologies rely on
greedy VM migration, which might result in unpredictable applications performance
degradations. The authors propose a Linear Programming (LP) formulation, that
is re-solved periodically, and restricts VMs with steady resources usage from being
migrated. According to the authors this policy assists hotspots resolution, without
triggering unnecessary disruptions to properly functioning VMs.
A similar approach towards cost-efficient cloud configurations is proposed by Pa-
pagianni et al. [159]. As before, the authors’ motivation is to optimally allocate user
requests to virtualised resources. Each request is modelled as an undirected graph.
Nodes in the graph indicate resources i.e., CPU, memory, storage while links are
associated with bandwidth capacity. The resource allocation problem of mapping re-
quests to the cloud VMs is formulated as a mixed integer programming problem. The
objective is to minimise the amount of allocated resources in terms of nodes and links
in the graph. To solve the problem a randomised rounding technique and shortest
path algorithm are employed.
Breitgand et al. [53] also contribute with a framework for cost minimisation in
cloud configurations. The authors aim to minimise revenue losses in the provider’s
side, due to SLA violation penalties and unnecessary VM migrations. The problem
is formalised as an integer linear program. Additional constraints describe placement
restrictions for VMs, towards minimising the number of allowed VM migrations. Bre-
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itgand et al. differentiate their position from Chaisiri et al. above, noting that “an
exact solution would be impractical since more than 10 million variables would have
to be tuned”. Therefore the authors apply a greedy packing heuristic to simplify the
problem. The heuristic identifies a configuration plan, that achieves the highest PMs
utilisation while respecting the predefined placement constraints.
The aforementioned contributions by Breitgand et al. [53], Papagianni et al.
[159] and Ferreto et al. [70] use of integer linear programming for optimisation.
The inherent assumption of linearity may hamper the applicability of the framework
because it is seldom verified in real world cloud environments.
Jung et al. address the problem of online resources consolidation in cloud datacen-
ters [143]. Online consolidation is critical, to achieve satisfactory performance in the
cloud under changing workload conditions. The authors differentiate their approach
from previous works, by explicitly considering the additional costs of adaptation ac-
tions such as VM migrations and switching PMs/VMs on and off. According to the
authors’ rationale, expensive adaptation actions (e.g., switching on new hosts) should
not be preferred when the workload is rapidly changing, because the investment made
will never be recouped as the system is continuously evolving. The proposed optimi-
sation methodology is two-fold. First a bin-packing heuristic is used to find configu-
rations that balance the applications’ performance and power consumption trade-offs.
The solution output is considered optimal. Next a search graph is constructed where
edges are the adaptation actions and vertices are the possible configurations. The
goal is to find the cheapest path leading to the optimal solution. The adaptation
costs are calculated based on experimental oﬄine estimations. As the search time
increases exponentially with the size of the graph, the search space is reduced by
grouping together configurations based on their similarity.
Jung et al. provide valuable insights on the importance of modeling the transient
adaptation costs, that have been assumed as negligible by the majority of existing
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literature. However contrary to the authors’ assumption, the output of the initially
applied greedy heuristic provides no guarantees that the achieved solution is near-
optimal. Furthermore the adaptation costs represented in the proposed search graph,
have been estimated empirically oﬄine, at design time. Besides cost-inefficiency, if
the design-time assumptions do not hold, static system configurations may become
inefficient and the adaptation algorithm may stop behaving as expected. Overall we
observed that the introduced assumption may hamper the generalisation ability of
the proposed solution.
Ardagna and Gibilisco [9] formulate a mixed integer linear program approach to
assist cloud users find a minimum cost cloud configuration to host a given application.
Each VM is modelled a a M/G/1 queue and an extension of the palladio performance
modelling language [20] is used to estimate the response time of each VM by analyti-
cally solving a layered queueing network. A VM configuration with minimum cost of
usage, that honours pre-defined response time level constraints is selected. To further
optimise the solution obtained, the authors apply stochastic local search to further
fine tune the number and type of selected VMs.
A shortcoming of the proposed approach is that analytic models, like queuing
networks, must be defined and tuned at design time and therefore hardly adapt to
unpredictable configurations. Furthermore white-box modeling can be limiting in
the cloud domain, because of the legal barriers between service and infrastructure
providers [149].
Threshold-based policies are popular in current industrial applications as they
are simple and intuitive to understand. They are applied by defining lower and up-
poer limits on target metrics such as resource utilisation. Behaviours outside the
ranges trigger reconfiguration actions. Threshold-based approaches are currently im-




rules are typically empirically decided at design time, that limits the adaptability of
reconfigurations to unpredictable runtime conditions. Furthermore as rules are typi-
cally empirical they can be coarse-grained and therefore imprecise.
Durteilh et al. [62] present a resource scaling approach based on static thresholds,
that picture the desired system performance (i.e., expected average response time).
A control-loop is executed at specific time intervals that monitors the current system
state. In case the thresholds are violated corrective action is taken by means of
allocating or deallocating a fixed amount of VMs. The uncertainty of environmental
changes is a challenge for the approach, because the time intervals when the controller
takes action do not always comply with the pace of environment changes, leading to
instability.
Belaglazov et al. [21] propose a threshold-based energy-aware methodology for the
management of cloud datacenter resources. CPU utilisation is considered the main
driver for power consumption and it is typically proportional to the system load.
Based on this observation, the authors’ goal is to keep the datacenter CPU utilisation
within a set of predefined upper and lower thresholds, that can guarantee both SLA
compliance and energy savings. The proposed allocation scheme operates in two
steps; the first assigned new resource requests to VMs and maps the VMs to PMs. The
second ensures that the CPU utilisation stays withing the predefined thresholds. If the
utilisation falls below the lower threshold, all VMs will have to be migrated to another
PM, and the current host will be switched-off to save energy. If the utilisation exceeds
the upper threshold, some VMs will be migrated to reduce the utilisation. This way
free resources are preserved in the PMs, to avoid SLA violations due to consolidation
in cases when the applications’ resource demand increases. In any case the minimum
amount of migrations is triggered. Belaglazov et al. further expanded their work
by proposing adaptive utilisation thresholds for the cloud hosts [22], since static
thresholds utilised in [21] are not suitable for the dynamic cloud environments. The
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auto-adjustment of utilisation thresholds is based on statistical analysis of historical
data collected during the lifetime of VMs. The main idea of the proposed adaptive-
threshold algorithm is to adjust the value of the upper utilisation threshold depending
on the strength of the deviation of the CPU utilisation. According to the authors, a
high deviation indicates a high likelihood that the CPU utilisation will reach 100%
and cause SLA violations. To avoid over-utilisation, the upper utilisation threshold
is set to a lower value.
Rule-based approaches extend threshold-based solutions by considering different
types of events and allowing rules to trigger actions following the common ECA (event,
condition, action) paradigm. A rule-based approach for cloud resources reconfigura-
tion is proposed by Merino et al. [167]. The authors leave full control for users to
express their own rules and trigger appropriate reconfiguration actions according to
customised performance preference. The possible reconfiguration rules include resiz-
ing VMs to increase ore decrease their computational capabilities, adding new VM
instances or migrating services to another cloud provider. An example of the pro-
posed ECA scheme is e.g., “if more than 50 tasks execute on a particular VM, replace
the VM with a bigger one.”
Evolutionary metaheuristics is a category of randomised search algorithms that
are gaining increasing momentum in the cloud community. Metaheuristic search al-
gorithms optimise either a single solution or a set of solutions, known as a population.
Each candidate solution is evaluated to calculate its fitness a measure of how close
that solution comes to solving the problem [199, 89]. Below we summarise a series of
current works that position the use of evolutionary metaheurstics to solve the problem
of optimal resources allocation in the cloud.
One of the first contributions was proposed by Zeng and Ye [205]. The authors
aim to optimise the energy efficiency of cloud systems. A multi-constraint objective
function is formulated that represents the goal of minimising the active servers in the
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system while meeting hosted services performance requirements. The evolutionary
algorithm NSGA-II is then deployed to search for near-optimal resource combinations.
Xu et al. [204] use the Grouping Genetic Algorithm (GGA) to simultaneously
optimise the possibly conflicting objectives of resources usage, power consumption
and thermal dissipation costs. GGA groups configuration solutions into a collection
of mutually disjoint subsets. In particular, fuzzy logic is used to distinguish three
subsets of configurations as small resources wastage, low power and low temperature.
A “membership function” assigns a value per candidate, as for the degree it satisfies
each configuration subset. During the evaluation phase of the GGA, the membership
functions per candidate are assessed. The algorithm selects solutions with the highest
degree of membership to all groups.
More recently Frey et al. [74] encode the problem of optimising the deployment
of software in the cloud as a search-based problem. The authors are concerned with
the deployment of software to cloud VMs but not with the mapping the configured
VMs to the available PMs. Each deployment decision - so called a cloud deployment
decision (CDO) comprises a combination of a specific cloud environment, services
composition and reconfiguration rules. The considered reconfiguration rules are de-
scribed as “shrink”, that removes VMs from the current CDO, and “grow” that adds
new VM instances to the current CDOs. The design space of all possible CDOs is ex-
plored with the NSGA-II algorithm [57]. The CDOs that best balance the trade-offs
between configuration cost, response time and sla violations are finally selected. Due
to the long convergence time of the algorithm, the authors restrict the population
size of the algorithm to 50 individuals.
Similar with Frey et al., Zhao et al. employ the NSGA-II genetic algorithm to
optimise the scaling of VMs in dynamic cloud scenarios to meet SLAs [212]. The
authors aim to develop an adaptive VM scaling framework that satisfies the changing
user requirements at a minimum cost. Each VM is encoded as a chromosome, and
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a group of chromosomes represent a possible scaling solution. The quality of each
solution is estimated by running a k-nearest neighbour algorithm to estimate the
response time of the VM configuration. Based on the estimation, the SLA satisfaction
ratio is measures and the most promising configurations are selected accordingly.
Xu et al. propose a framework for the dynamic deployment of VMs in cloud
datacenters towards optimally managing the users’ requirements at runtime [203].
The optimisation criterion is defined here as the maximisation of resources’ usage.
Each PM’s resources are modelled as a triplet of available CPU units, memory size
and bandwidth. Similarly each VM is a triplet of requests CPU, memory and band-
width. A parameter matrix H is defined that describes the deployment options for
all VMs to the available PMs. The authors resort to particle swarm optimisation
evolutionary heuristic search the matrix H for the optimal parameters. Candidate
solutions are evaluated using an a priori defined analytical objective function, that
models the optimisation objective of the system i.e., maximum resources usage. The
authors terminate the algorithm when 500 iterations are reached, that results in a
fast convergence time of approximately 20 seconds.
Guo et al. [84] combine machine learning and genetic algorithms to flexibly pro-
vision cloud resources to multi-tier applications. In particular the authors focus on
provisioning the optimal cache size to current workloads to improve the request pro-
cessing times. First, a clustering algorithm is employed to classify the incoming
requests as static or dynamic. According to the identified request content a genetic
algorithm is used to search different caching combinations that will minimise the total
processing times of all requests. Candidate caching solutions are evaluated using an
a priori defined analytical formula to estimate their processing costs. Although the
presented approach is an interesting solution to dynamically provision infrastructure
resources to applications, the authors introduce a predefined at design time fitness
function to assess the solutions’ quality. It is not detailed how the formula is derived
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but if design-time assumptions do not hold, the achieved configurations may become
inefficient, systems may saturate, and services may stop behaving as prescribed by
their SLAs.
More recently Pandit et al. [158] have proposed a solution to maximise resources
utilisation in cloud environments and therefore offer cheaper configurations to cloud
users. The authors formulate a multi-parameter bin-packing problem to allocate VMs
to PMs. Each parameter represents a computing resource type i.e., CPU, RAM,
storage and bandwidth. Then the simulated annealing evolutionary algorithm is
employed to search for the most cost-efficient resource configurations [143]. Similar
to Guo et al. [84] the authors also apply an analytic formula to evaluate the cost of
candidate solutions, that may as already discussed restrict the runtime applicability
of the framework.
Casalicchio et al. [38] address the issue of optimally allocating VMs to PMs
in clouds, to maximise the infrastructure provider’s revenue. The authors formally
specify the provider’s revenue as a function of the total VM migrations and the
penalty to outsource VMs to another cloud provider in case the workload demand
exceeds the maximum resource availability of the system. The authors resort to local
search, proposing a heuristic based on hill climbing techniques [38], to search for VM
allocations that optimise the provider’s revenue.
Barrett et al. apply reinforcement learning techniques to tackle the problem of
dynamically scaling the cloud VM configurations to meet varying application work-
loads [17]. Reinforcement learning techniques operate on the premise of punishment
and reward, with agents biased towards actions that yield the highest rewards. The
reinforcement learning problem is modelled using markov decision processes (MDP),
a mathematical framework to model decision making under uncertainty. A MDP is
represented as a four tuple consisting of system states, actions, transition probabil-
ities and rewards. The cloud system state is modelled as the conjunction of three
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variables; the total number of user requests, the total number of allocated VMs and
timestamps. At each time step the agent chooses among all possible actions within
the current state, those leading to the highest reward. Rewards are estimated via an
analytic formula based on a pre-defined SLA denoting the applications’ performance.
To improve the convergence time of the algorithm, the authors introduce a parallel
reinforcement learning solution, where neighbouring agents operate simultaneously
on the same task. However neither the initial nor improved execution times are dis-
cussed in this work. Similar reinforcement learning based approaches to optimise
cloud configurations are presented by Dutreilh et al. [61] and Rao et al. [164].
Summarising the aforementioned approaches of Guo et al. [84], Pandit et al.
[158], Casalicchio et al. [38], Xu et al.[203], Zhao et al.[212], Frey et al. [74], Zeng
and Ye [205] we observe that the application of evolutionary metaheuristics to ex-
tract near-optimal solutions is growing in popularity in the cloud literature. However
the computational complexity of evolutionary algorithms highly depends on the com-
plexity of the fitness function used to assess the quality of candidate solutions. It is
worth noting that a computationally cheap a-priori known analytical fitness function
as used e.g. in [158, 84] may introduce design time assumptions, that can hamper the
generalisation ability of the framework. On the other hand a highly accurate fitness
function derived from simulation or physical experiments as e.g. in [74] can introduce
prohibitive convergence times. Existing contributions employing evolutionary meta-
heuristics focus on the exploration of near-optimal configurations rather than on the
challenge of runtime adaptations.
2.3 Proactive Methods
The goal of prediction-based methods is to forecast possible changes in the environ-
ment such as workload fluctuations or changing resource usage patterns. By antici-
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pating future changes, the system aims to proactively adapt its configuration to avoid
performance problems or inefficient resource usage.
Wood et al. have proposed “Sandpiper”, a framework for proactive SLA man-
agement in virtualised environments [201]. An SLA violation occurs if the aggregate
usage of any resource (i.e., CPU, memory or network) exceeds a predefined threshold
W . The authors first use OS-level statistics to construct resource usage profiles for
each VM. Future resource usage values are predicted using time series analysis, based
on the collected profiles. In particular the framework relies on first order autore-
gressive predictors [28] for predictions. Once a hotspot has been detected Sandpiper
decides if it can be resolved locally within the VM or needs migrations. In the first
case, VM resizing actions are employed to align the current VM capabilities with the
actual workload. Otherwise, if there are sufficient free resources on other PMs, a
greedy heuristic is triggered. PMs and VMs are sorted in a decreasing order by their
degree of overload. The algorithm proceeds by placing the highest loaded virtual
machine from the highest loaded server to the least loaded physical server. If there
is not enough free space in the PM hosts, VM swaps are triggered. A swap involves
exchanging a high load virtual machine hosted in a highly loaded PM with one or
more low loaded VMs from an under-loaded PM.
The use of black-box modeling for workload prediction is appropriate for cloud
scenarios since it enables loose coupling between the infrastructure and services layers.
The authors have focused on an approach that takes corrective action as a response to
workload fluctuations. However the approach does not support the identification of
optimal or near-optimal configuration solutions to balance non-functional trade-offs.
A similar approach is proposed by Bobroff et al. [27], towards minimising the
overall cost of running a virtualised datacenter. In other words the authors propose
a framework to dynamically manage SLAs while minimising the number of active
hardware servers. Honouring SLAs is translated to providing guarantees for sufficient
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CPU access to VMs. Based on this, the goal is to minimize the number of active
PMs, subject to the constraint that the probability of exceeding the VMs’ actual
capacity does not violate a predefined threshold p during datacenter operation. The
architecture of the proposed system is comprised of a monitoring unit, a time series
forecasting module and a resources reconfiguration module. First, the resource de-
mand of each VM is forecast based on the monitored data. The prediction is fed
to a greedy first-fit heuristic bin-packing algorithm, that maps the available VMs
to PMs such that the overloading probability of each VM will be less than p. The
reconfiguration algorithm is triggered periodically, every 15 minutes.
Time-series prediction is a powerful tool for resource provisioning if the system’s
parameters exhibit regular patterns. Either off-line or on-line training can be used
to capture the system’s dynamics and provide accurate predictions. However, the
technique is not general and heavily depends on predictable system patterns.
Kusic et al. [126] present a methodology towards the maximisation of “revenue”
in virtualised datacenters. In other words, the authors’ goal is to minimise the power
consumption and the penalties imposed due to SLA violations, towards reducing the
overall expenditures in the system. Additional costs, so called “costs of control”
are assigned to the resource reconfiguration actions. Such costs of control include
the power consumed by machines being powered up or down during reconfigurations,
without performing useful work. The cost of migrations is not considered in this study.
The problem of minimising the total power consumption, SLA violations and control
action costs is expressed as a utility maximisation problem, solved with lookahead
control [5]. Future workloads are predicted using a Kalman filter. The a priori
knowledge on workload arrivals, is used to estimate a sequence of control actions over
a prediction horizon to improve the expected utility. The possible control actions
may be resize of the VMs’ CPU, as well as tuning of the number of active VMs and
PMs. At each time step the lookahead controller applies only the first action of the
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sequence and the rest are discarded. The entire process is repeated at the next time
interval, given new environment information and updated workload forecasts. The
framework may operate on a small datacenter, with up to 5 PMs.
The approach assumes a-priori known workload patterns. However previously un-
seen utilisation patterns may cause the predictive controller to fail to provide adequate
reconfiguration actions.
Chaisiri et al. [39] propose a methodology for optimal VMs allocation across mul-
tiple cloud infrastructure providers. The authors address the challenge of minimising
the users’ costs, for reserving an optimal amount of VM instances to host their ap-
plication workloads. The proposed framework distinguishes three operational phases;
reservation, utilisation and on-demand. In the reservation phase the cloud broker
provisions an initial resources plan to the users. The utilisation phase starts when
the reserved resources start being used. Finally the on-demand plan provisions possi-
ble additional resource requirements, that cannot be covered by the initial reservation
plan. The application workloads and reservation prices are considered a priori known,
based on statistical analysis of historical data. Then, the authors obtain the optimal
solution by formulating a deterministic integer programming problem, to minimising
the total cost of VMs reservation based on the user VM instances requirements and
the provider prices. In case that new trends are emerging in the cloud and the his-
tory data are no longer relevant, the uncertainty in the prices and user demands is
expressed via a stochastic integer program formulation. An exact solution is obtained
by transforming the stochastic program to a deterministic equivalent.
The authors do not detail the convergence time of the algorithm and how such
resource reservations can be used to balance the trade-off between infrastructure costs
and application performance.
Chuen et al. [50] propose another proactive solution to the problem of optimal
VMs placement in cloud datacenters. First, the application workloads are predicted
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using a combination of different techniques namely kalman filter, exponential smooth-
ing and markov chains. Then, to balance the trade-offs between the cloud provider’s
resources capacity, the cost of the total configuration and the users’ demand the au-
thors resort to genetic algorithms. The authors apply a hybridized algorithm that
combines particle swarm optimisation and ant colony optimisation [143]. To avoid
traps to local optima the algorithm tracks at each iteration the current global best
solution, and propagates it to the next iterations. The “goodness” of each candidate,
is evaluated using a mathematical formula that assigns a cost to each configuration,
based on predefined resource reservation prices. Ant colony optimisation was also
used by Li et al. [133] to load balance workload requests to the cloud VMs, aiming
to minimise the total response time of the workload. The approach clearly improved
the response times, in comparison with greedy bin packing heuristics.
Feller et al. have proposed a consolidation approach for energy efficient cloud
configurations. Workload demands are assumed a priori known [66]. A workload
is considered request for VMs. The problem is reduced to an instance of Multi-
dimensional bin packing problem, in which the PMs represent the multi-dimensional
bins of resources (CPU, network bandwidth, RAM) and the workload are the items to
be packed in the bins. The authors employ evolutionary algorithms, i.e., ant colony
optimisation to minimise the number of active servers and therefore consolidate the
resources pool. The validation results compare the proposed approach with bin-
packing heuristics. The results reveal marginal energy savings and significantly higher
computation times. This shortcoming may be related with the constructive-based
approach of ant colony optimisation, where possible configurations are constructed
and explored probabilistically. The probability values based on which the search space
is explored, are manually tuned which might be a hindrance to fast exploration. In a
later work, the authors resort to a series of greedy bin packing heuristics to achieve
energy efficient cloud configurations [67].
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The constructive approach of ant colony optimisation heuristics as used in the
aforementioned [50, 133, ?] does not seem well applicable in the cloud reconfigura-
tion problem space. More specifically ant colony optimisation employs the notion of
“pheromone trails” construction to indicate the desirability/fitness of solution com-
ponents. The pheromone trails have to bee adjusted with time to update fitness of
solution according to newly discovered components [143]. We observe that the authors
in [50] have deduced the pheromone modeling process to a predefined mathematical
formula. The authors do not detail how the mathematical has been derived and how
this may be generalised to other cloud environments.
A solution to the problem of maximising the provider’s revenue is proposed by
Wu et al. [202]. The optimisation objective is to minimise the cost of using the
cloud by minimising the number of active VMs and to reduce the penalties of SLA
violations. The authors observe that the cloud industrial services typically allocate
dedicated VMs to each customer that might end up wasting hardware resources due
to under-utilisation at non-peak loads. Based on this, Wu et al. differentiate their ap-
proach by consolidating many user requests to a single VM. An additional heuristic is
employed to minimise possible SLA violations resulting from the consolidation by re-
serving resources according to the customers’ future resource requirements, estimated
according to historical records.
Huber et al. propose another solution to address the performance versus efficient
resources utilisation trade-off [99]; highly variable workloads make it challenging to
provide quality-of-service guarantees while at the same time ensuring efficient resource
utilisation. The authors use the palladio component model [20] as an architecture-
level performance model to explicitly model usage profiles and resource allocations.
Predictions are achieved by simulating a queueing network. After the future usage
patterns are extracted a greedy heuristic is applied to optimise the resources usage. If
SLA violations are identified, the “push” phase of the algorithm increases the amount
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of allocated resources of all types (i.e., CPU, memory). To improve the resource usage
the “pull” phase of the algorithm releases resources that are not utilised by current
applications. If an SLA violation is predicted as a result of the change in resources,
then the change is reversed.
The approach does not provide means to reason on the effect of uncontrolled
changes in working conditions in cloud environments, that may affect the availability
of physical resources and the end-to-end QoS of applications that they run.
More recently Gambi et al. [76, 75] have proposed the use of kriging models
(i.e., Gaussian processes) to predict and manage service performance under different
workloads. Kriging models offer a black-box method to model workloads as opposed
to analytical models as in [99]. Black-box models offer an advantage in the context of
cloud over white-box models because the IaaS and SaaS providers are often different
organisations and therefore IaaS providers may only access limited information about
the services due to legal boundaries [149]. Additionally clouds are highly dynamic
therefore the controllers must be quickly to learn and fast to adapt to the fast changing
workloads conditions. As the authors demonstrate, kriging can be tuned at runtime,
that is an advantage over analytic or rule based models that must be tuned at design
time. After the performance has been predicted, a generic decision maker decides the
most relevant corrective action.
Gambi et al. have contributed a methodology for predictive workload modeling
in cloud environments. However the approach does not offer an optimisation solution
to exploit the results the predictive analysis.
Jung and Kim [115] are concerned with the problem of optimising the deployment
of service workflows in heterogenous clouds towards reducing the cost of executing
services and optimising the services’ execution times. First the authors use a directed
graph to formalise the search space of all possible deployments. Next time series anal-
ysis and in particular the auto-regressive moving average filter is applied to predict
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the computation times per workflow. The optimisation problem is then reduced to
a weighted shortest path problem and solved with a heuristic search algorithm that
iteratively revisits alternatives to find better paths. To reduce the running time of
the algorithm the authors reduce the graph vertices based on a criticality criterion.
The authors map the initial problem to a simplified equivalent, but do not assess
the trade-off between the timeliness of the optimisation process versus the optimality
of the achieved solutions.
Fernandez et al. [69] observe that the majority of current cloud scaling platforms
offer the same QoS level to all customers, despite the fact that different customers
typically have varying preferences e.g., different requirements for service availability
and performance. To fill this gap, the authors propose a resources scaling framework
that adapts to changing workloads considering the different customer QoS require-
ments. In the proposed scheme each customer can tune its own cost/SLA fulfilment
trade-off using a “metal” classification scheme (i.e., gold, silver and bronze customers)
which defines different criteria for the selection of scaling plans based on the respec-
tive customers’ QoS preferences. To prevent SLA violations in advance, time-series
analysis is first used to predict the future services demand, based on past resource us-
age monitoring data. Horizontal scaling reconfiguration actions (i.e., the possibility
to add and remove VM instances) may be explored to adapt the system to work-
load variations. To decide which type and amount of VM instances must be added
or released, a decision tree is constructed, that contains all possible reconfiguration
combinations. The cost of each scaling plan is estimated as the cost of the infras-
tructure usage and the cost incurred by possible SLA breaches. For each customer
the optimal performance/cost path is different according to his metal classification;
i.e gold users pay more to get a higher QoS while bronze users are willing to accept
QoS degradations for a cheaper configuration.
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Fernandez et al. have assumed the existence of a cloud resource reconfiguration
engine. On top of the later, they have contributed a pricing model to harness varying
client budgets.
Zhang et al. [210] are motivated by enterprise IaaS providers and observe that the
price of the VM instances fluctuates based on the rule of supply and demand; when
the demand is low, the datacenter becomes underutilised and renting VMs is cheap.
On the other hand when the demand increases it is desirable for the cloud provider to
raise the price of the instances to increase revenue. The authors propose a framework
to maximise the total IaaS provider’s revenue while minimising the energy costs.
The authors resort to control theory to formalise the problem of dynamic resource
allocation. The future customer demand is modelled using time series analysis and
the model is used to exercise control on the cloud resources configuration over a time
horizon. Each VM is modelled as a M/G/c queue. Changes in the configuration are
associated with a penalty. The goal is to minimise a cost function that expresses the
cost of configuration penalties and price changes over the time period of control. The
problem is finally solved analytically by exhaustively exploring a series of possible
reconfiguration actions in the control period.
The authors provide useful insights on connecting the infrastructure usage with
pricing estimates. However the application of M/G/c queues to model the cloud VMs
is not generalisable since explicit assumptions are made on request arrival times and
services’ runtimes.
2.4 Conclusions
Cloud computing extends traditional virtualised systems with the requirement for
elasticity [95] i.e., the requirement of cloud datacenters to automatically adapt to
environmental changes to match the current demand as closely as possible. Elasticity
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has two dimensions; speed and precision [95]. Therefore resource reconfigurations
must not only be fast towards meeting dynamically changing workloads but also pre-
cise to achieve maximum operating cost savings such as energy consumption costs.
Dynamic environments may lead to complete rethinking of the best strategy to im-
prove configurations. For example when the workload is rapidly changing, it may be
better to suffer a slight performance degradation rather than trigger expensive recon-
figurations whose costs may never be recouped before another adaptation is needed
[114]
In this chapter we have presented an overview of current cloud resource provision-
ing approaches. Resource provisioning frameworks manage the datacenter configu-
rations to guarantee satisfactory performance under changing conditions. Therefore
resource provisioning methods are key facilitators of an elastic design. The most com-
mon optimisation goals in the literature are the maximisation of services performance
(typically measured in SLA violations) and the minimisation of energy consumption
costs. These optimisation goals are in mutual conflict with each other, therefore a
solution that combines a globally optimum energy consumption and a globally opti-
mum performance is not realistic. Instead, the literature focuses on achieving a good
balance between these trade-offs.
Existing commercial IaaS clouds such as Amazon EC2 rely on the users to spec-
ify the conditions for adding or removing servers according to their changing needs.
While such rule-based approaches are easy to implement, they are imprecise and
wasteful in terms of resources usage and SLAs fulfilment [69]. Consequently more po-
tent academic solutions have been proposed. We have divided the literature overview
in two main categories based on the way they handle the dynamic cloud environment
changes such as e.g. workload fluctuations; proactive and reactive. Proactive schemes
resort to workload predictions to pro-actively plan an optimal amount of resources and
guarantee SLAs. When the predictions are accurate, this scheme provide very good
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results. However predictions can be inaccurate when the changes are unpredicted.
With reactive schemes the resource allocation is adjusted on-demand based solely on
recent behaviour;a change is detected and the allocations are adjusted accordingly.
Reactive allocation is computationally attractive since it does not require extensive
knowledge of the services resource demands. Additionally legal boundaries between
cloud vendors, further restrict the access on service’s knowledge. However, the reac-
tive schemes’ efficiency in practice depends on their ability to adjust allocations in
response to changes in a timely fashion [117].
Apart from the use of predictive modelling techniques, both reactive and proactive
contributions resort to similar methods to optimise the resource configurations. The
optimisation techniques listed in Sections 2.2 and 2.3 vary from simplistic to very
sophisticated contributions. Frameworks that attempt to identify a global optimum
for performance or costs, typically specify a constraint, single objective optimisation
and employ exhaustive optimisation techniques to solve it [70, 96, 31, 9, 159, 62,
62, 17, 126, 39, 115, 69]. The discussed exhaustive optimisation techniques include
control theoretic formulations, integer programming, decision trees and reinforcement
learning approaches. These methods search exhaustively the cloud design space for
the best configurations actions and offer the advantage of high accuracy. However
cloud design space is large due to the number of the available configuration parame-
ters. Each machine contains a large number of configurable parameters, such as CPU
time, memory, and network bandwidth, and the VMs on the same host may interfere
with each other. Therefore the time that exhaustive optimisation algorithms take
to converge conflicts with the requirement of rapid elasticity. This is possibly the
reason that analytic methods are typically evaluated on trivial cloud systems includ-
ing a minimum number of PMs and VMs (e.g., 6 nodes in total [126]). Additionally
techniques as integer programming or control theory make strong assumptions about
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the cloud environment such as linearity that are seldom verified in highly varying
environments [77].
Heuristic algorithms are implemented by the majority of of the proposed contribu-
tions to balance accuracy and speed of convergence. Simpler implementations include
bin-packing heuristics that greedily pack VMs to PMs [83, 106, 132, 201, 27, 67] to
either avoid SLA violations or increase resources usage. We observe that greedy al-
gorithms can be fast to execute but often lead to low quality approximations of near-
optimal configuration solutions. An example of a problematic situation that may
be caused by greedy heuristics is system instability; greedily switching-on servers to
avoid SLA violations can lead to violations of allowed energy consumption thresholds.
In a similar fashion, servers will be greedily switched-off to resolve the energy con-
sumption thresholds violation, possibly triggering performance degradation of hosted
services, that will call again for activating new servers etc.
Stochastic search algorithms are a powerful tool to explore near optimal configura-
tions when the configuration space is huge and an exhaustive search is infeasible [89].
Multi-Objective Evolutionary Algorithms (MOEAs) is the most popular technique
used in the current state-of-the-art to efficiently explore large design spaces balancing
the trade-offs of exploration of new areas of the design space with exploitation of
already known good solutions. Discussed evolutionary meta-heuristics in this chap-
ter include ant colony optimisation [66, 67], NSGA-II [74, 212] and particle swarm
optimisation [203]. However, MOEAs’ complexity highly depends on the complexity
of the function used to evaluate the quality of candidate solutions, so called fitness
function [86]. In the datacenter configuration optimisation problem, there is no obvi-
ous analytical expression for estimating the quality metrics of interest for a candidate
datacenter configuration. Highly time-consuming simulations or physical experiments
are typically employed to evaluate configurations, leading to cost prohibitive optimi-
sation processes, requiring hours or even days to converge [74].
69
We observe that existing frameworks do not systematically consider the trade-offs
between optimality and cost of the optimisation process limiting their applicability to
oﬄine scenarios. The convergence times of the proposed frameworks are not reported
with the exception of Xu et al. in [203]. In the remainder of this thesis, we develop a
methodology to optimise datacenter configurations at runtime. Contrary to existing





he literature surveyed in Section 2 uncovered a number of existing
approaches on cloud datacenters resource provisioning. A distinction was
made between proactive and reactive control; proactive approaches use
predictive demand to allocate resources before they are needed while reactive schemes
react to immediate fluctuations before periodic demand prediction is available [209].
In this chapter our goal is to scope our research.
In particular this Chapter is structured as follows: In Section 3.1 we analyse the
problems of over-provisioning and under-provisioning in enterprise datacenters. In
Section 3.2 we present an industrial case study to examine these limitations in practice
and convey the challenges of purely proactive resource management methods. Next,
in section 3.3 we present our motivating scenario focusing on the challenges of cloud
datacenters resource provisioning that this thesis will aim to address. Next, in Section
3.4 we formulate our problem statement. Finally in Section 3.6 we describe how we
model the cloud environments under study using simulation.
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3.1 Over-provisioned and Under-provisioned Dat-
acenters.
Changes in the environment conditions may cause the datacenter to transit from a
stable to an unstable state where functional and/or non-functional targets are missed.
An example of environment changes is varying usage patterns (e.g. seasonal customer
demand spikes such as during Christmas shopping). Workload spikes may stress the
system more than its provisioned capacity and therefore compromise non-functional
quality attributes (such as e.g., response time and reliability). [124].
Figure 3.1: The effect of elastic adaptation [113].
As Figure 3.1 illustrates, an ideally elastic system dynamically self-optimises its
available resources to closely match the actual demand. If the expected demand esti-
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mation is set too low, the system is under-provisioned and peaks of resource require-
ments cannot be met. This results in performance degradations are measured e.g.
with SLA breaches and consequently poor customer experience. On the other hand
if the provisioned resources exceed the actual demand the system is over-provisioned,
which causes significant capital and operating costs to the system providers. Over-
provisioning is a common tactic in modern datacenters to guarantee adequate per-
formance and availability at peak usage times [14]. Currently the average server
utilization in a typical datacenter does not exceed 30%, but idle servers still consume
60% of peak power [146]. Therefore, over-provisioning results in the proliferation of
enterprises’ operating costs [146].
The requirement of engineering elastic datacenters involves the datacenters’ abil-
ity to anticipate and optimally adapt to dynamic environment changes by continu-
ously guaranteeing the system’s QoS performance goals. A traditional approach to
tackle this challenge is proactive resource allocation which employs predictive mod-
els to estimate in advance the datacenter’s future capacity requirements. Existing
methodologies often build architecture-level detailed models that explicitly capture
the software architecture and the execution environment of the system. The goal of
these efforts is to predict the system performance by transforming architecture-level
performance models into predictive performance models (e.g. Layered Queueing Net-
works or Petri Nets) [100]. Another important tool consist trace-based methods such
as time-series analysis [150]. Here the general idea is that historic traces offer a model
of the environment, which will be representative of the future applications and user
behaviour.
As a result of a proactive resource management the physical resources are al-
ready installed and changes are managed seamlessly with zero procurement time [117].
When predictions are accurate this scheme provides very good performance. However
it fails to accommodate newly seen trends such as when unprecedented sharp changes
73
in workloads occur. Proactive methods also fail when the collected history traces do
not follow any predictable patterns or in the case of very noisy datasets[117]. Another
disadvantage of the proactive approach is that the models are build at design time to
estimate the future resource needs of the running system. However, at system design-
time the model parameters are often estimated based on approximation techniques
which may hamper the accuracy of the predictions [32]. In Figure ?? the graph “Cost
versus Capacity” highlights with red the inaccuracies between the predicted system
capacity and the actual resource demand. Any failure to accommodate the additional
system demand results in SLA breaches which translate to monetary penalties and
reputation decline of the system provider [163]. Furthermore inaccurate resources
procurement cancels the cloud vision, which promises an infinite set of resources to
the cloud consumer through its ability to elastically adapt to environment changes.
3.2 An Industrial Workload Study
During my internship in “CAS Software AG” 1 from March to May 2014 I was given
the opportunity to study enterprise workloads and assist the engineers with the fol-
lowing tasks: (i) characterisation of workload patterns (ii) identification of possible
significant changes in user behaviour and (iii) assessment of the resource pool capac-
ity needed to support the workloads. Based on the above, we will examine in this
section industrial resource utilisation patterns and explore the notions of over and
under-provisioning in practice. Based on the observed utilisation patterns we will
employ a predictive resource provisioning method towards better matching available
resources to incoming workloads.
“CAS Software AG” is a small and medium-sized enterprise (SME) offering to
other SMEs customer relations management (CRM) solutions. We have analysed
1http://www.cas.de/en.html
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workloads from “CAS PIA” 2, a CRM tool offering functions as appointments man-
agement, project management, e-mail integration and mobile synchronisation. “CAS
PIA” features an industry standard 3−tier architecture.
Figure 3.2: The CAS PIA user interface with mock data.
The data were collected from the application tier during the 15 day period 7-21
April 2014 and describe transaction arrivals and CPU utilisation records. Days 12−13
and 19 − 20 correspond to weekends. Days 18 − 21 correspond to bank holidays. A
transaction is defined here as a user activity in the “CAS PIA” console, shown in
Figure 3.2. There exist 10 unique system-level transactions, that originate from user
interface-level transactions such as e.g., pressing the “save” button, summarised in
the first column of Table 3.1. The second column of Table 3.1 indicates the relative
2http://www.cas-pia.com/
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frequency each transaction in the monitored total of 8, 978, 568 transaction events.
Overall two data traces were devised for the analysis; one containing transaction
arrivals per hour and one containing CPU utilisation (%) per minute. The two data
traces will be studied in parallel as they convey complementary information.
It is important to understand the past when trying to anticipate future devel-
opments. Therefore it is useful to extract deterministic patterns that occur in time
series history. Successful forecasting of patterns could both alert operators of in-
coming crises and also enable an optimal proactive allocation of CPU resources. To
this end we have used time series analysis to predict upcoming periods of high util-
isation. All discussed models have been implemented using the R forecast package
[101]. A time series X is a discrete function that represents real valued measurements
xi ∈ R for every time point ti in a set of n equidistant time points t = t1, t2, . . . , tn
: X = x1, x2, . . . , xn [179]. A time series can be decomposed into the three following
components [28]: (i) trend: which describes a monitoring increasing or decreasing
function (ii) season: which captures recurring patterns in the data and (iii) noise:
which is an unpredictable, random overlay of frequencies.
Time series analysis offers a broad spectrum of methods to calculate forecasts
based on monitored history data [94]. One of the most generic and widely used [211,














Table 3.1: CAS PIA transaction types and frequencies.
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The three model parameters are the auto-regressive (p), integrated (d) and moving
average (q). The p autoregressive terms describe the dependencies among successive
observations. The integrated element d suggests trends in the data. Finally the q
moving average terms describe the persistence of random error from one observation
to the next. Using ARIMA, the underlying process that generate the time series has
the form:
Yt = φ1Yt−1 + · · ·+ φpYt−p + t + θ1t−1 + · · ·+ θqt−q (3.1)
where Yt and t correspond to previous observations and error accordingly while φp 6=
0, θq 6= 0.
The parameters of the ARIMA models are identified by examining patterns in the
plots of the autocorrelation function (ACF) [175] and partial autocorrelation function
(PACF) [175] of the time series[179]. ACF measures the linear predictability of the
series at time t, while PACF measures the ACF between Yt and Yt+k time series
observations with the linear dependence through the observations removed. Figure
3.3 shows the ACF and Figure 3.4 the PACF for the transaction arrivals time series.
The observed sine-wave in the ACF plot indicates the existence of trend in the time
series. The ACF plot shows three spikes in the first three lags which indicate the
existence of q = 3 moving average terms. The PACF plot spikes at lag two, which
indicates the existence of p = 2 autoregressive terms. We further confirm the identified
parameters using the R auto.arima() function. We therefore devise an ARIMA(2,1,3)
model to predict the future transaction arrivals. The forecast and the observation
values in the course of time are plotted in Figure 3.5.
We observe that the periodicity and average values of the time series are appro-
priately modelled by the ARIMA model. However the majority of arrival peaks are
not correctly anticipated. To avoid dropping incoming requests, the widely followed
approach of over-provisioning resources employs a dedicated group of servers for each
application with enough total capacity to accommodate requests at peak rates [117].
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Figure 3.3: ACF for transaction arrivals.

















































Figure 3.5: Comparison of the actual and predicted observations of the transaction
arrivals time series.
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The downside of this tactic has been a server and storage sprawl with low utilization
rates [129]. The same practice of over-provisioned hardware can be clearly depicted
in the analysis of the CAS CPU utilisation traces.
Figure 3.6: Histogram of CAS CPU utilisation. We observe that mainly CPU usage
falls within 20%.
Figure 3.6 shows that CPU utilisation mainly oscillates within 0−20%, suggesting
that the CAS hardware servers are significantly over-provisioned. Figure 3.7 shows
the raw CPU utilisation time series. In comparison to the transaction arrivals time
series, the CPU time series is not suitable for proactive analysis. We observe a lack of a
distinct periodic behaviour while the ACF in Figure 3.8 is weak and quickly decaying.
The CPU trace characteristics make it difficult to forecast future utilisation patterns
[27].
Summary and Vision
Resource provisioning is central for every application to comply with its SLAs. The
datacenter capital and operating costs are directly related to the selected resource
provisioning techniques. Common practices such as machine dedication to appli-
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Figure 3.7: CPU utilisation time series.

















Figure 3.8: ACF for the CPU time series.
enterprises, stemming from the ever increasing data centre size required to host more
applications that grow as well in size and complexity [117]. Our findings in Section
3.2 are consistent with several reports, demonstrating that hardware servers remain
underutilised most of the time [146]. As quoted in [117] “According to Tony Iams,
Senior Analyst at D.H. Brown Associates Inc. in Port Chester, NY, servers typically
run at 15 − 20% of their capacity”. In addition, it is reported that that current en-
terprises have spent 140 billion dollars more in capital infrastructure expenses than
necessary to satisfy their workload requirements [3]. Keeping large scale computing
facilities and datacenters running, require large amounts of energy, that results in
proliferation of operating costs. For example in 2006 datacenters consumed 28 billion
kWh, equalling approximately 2% of the total U.S electricity consumption and trends
show that datacenter power consumption keeps growing by 18% annually [132, 162].
In 2015 the estimated energy consumption of US datacenteres reaches 100 billion
kWh [24].
To alleviate these issues datacenters must have fewer but more utilised machines.
Cloud Computing is a paradigm where optimisation of resources usage and services
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performance lies in the very center. Elasticity poses the requirement for systems
to adapt to workload changes by provisioning and de-provisioning resources in an
autonomic manner, such that at each point in time the available resources match
the current demand as closely as possible [95].The benefits of an elastic architecture
span low capital and operating costs and reliable Quality of Service (QoS) delivery
[209]. Based on previous research on self-aware, autonomic systems [122, 47], an
elastic system must first comprise monitoring capabilities to enable the collection of
environment data and provide the functionality to track dynamic changes. Second,
a proactive mechanism is important to anticipate the effect of changes and enable
proactive planning of possible adaptation actions. However, as our findings in Section
3.2 show, predictions at design-time may not always be accurate.
Resource corrective actions can also happen in a reactive manner. With reactive
schemes, allocation is adjusted on-demand based solely on recent run-time behaviour.
At run-time, all system components are implemented and deployed in the production
environment. This makes it possible to obtain much more accurate estimates of
the various model parameters by taking into account the real execution environment
[32]. Therefore the third component of the envisioned elastic architecture is a reac-
tive mechanism, that adjust the resource allocations to align them with the actual
environment conditions.
The efficiency of a reactive technique however, highly depends on its ability to
respond to changes in a timely fashion. If the system cannot adjust quickly enough
to environment changes, it will fail to perform adequately, making it hard to provide
QoS guarantees in terms of performance and availability.
As Figure 3.9 suggest an elastic architecture must combine both predictive com-
ponents to pro-actively plan for periodic environment changes as well as reactive
components to refine design-time predictions and adapt the system to unprecedented
volatilities. A monitoring unit is also necessary to track environmental informa-
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Figure 3.9: Elastic architecture vision based on [47].
tion and provide notifications for changes. This dissertation focuses on a reactive
methodology to optimise the competing objectives of services performance and en-
ergy consumption after an environment change has been detected. The challenge is
to estimate near-optimal configurations in a timely fashion, to refine possible previ-
ous proactive analysis and ensure that the allocated resources match the incoming
workload at all times. In the following we convey our motivation to focus on this
problem, through a use case scenario.
3.3 Use case Scenario
We consider the example of an Infrastructure Provider (IP) with distributed data-
centers. Each datacenter is comprised of M heterogeneous PMs and N Amazon EC2
VMs of different capabilities and costs. A Service Provider (SP) rents part of the
infrastructure to provide web-hosting services (e.g, on-line newspaper) to its clients.
Web hosting services are considered 3-tier (i.e., web, application and database). Repli-
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cas of each tier are hosted in each VM. The allocation of services to VMs and VMs
to PMs forms a cloud configuration. Replicated tiers are balanced by load-balancers,
also hosted in separate VMs. The workload of the services is represented by the
mean request rates for each application tier. We further consider a SLA which sets
the maximum service response time threshold at 120 seconds 3.
Figure 3.10: Cloud configuration example.
The best interest of SP is maximum services performance measured as minimum
mean response time. Therefore, SP anticipates unlimited infrastructure scaling to
support every possible incoming workload size. On the other hand, the more work-
load is being served, the more infrastructure resources must be activated to host it,
increasing energy costs. While the IP must be able to provide sufficient infrastruc-
ture resources, his budget is constrained. Therefore the IP’s best interest is to keep
operating costs (such as energy consumption) controlled. Hence, the first challenge is
to identify a near optimal configuration, to balance trade-offs between performance
3We base our selection of maximum response time SLA on the SLA used by Gambi in [77]. The
selected threshold is similar, to real application SLAs. For example, Rackspase cloudfiles [98] provide
a worse case response time of 180 seconds [18] while an average of 100 seconds has been observed
for amazon aws services [128]
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requirements and available budget. Figure 3.10 shows a highlevel configuration exam-
ple, where part of the infrastructure serves the requested (servers indicated with gray)
service instances while another part is deactivated to regulate energy consumption
(servers indicated with blue).
Figure 3.11: Reconfiguration to match increasing workload.
Changes in the environment will affect the initially deployed configuration. In case
of a load surge, new servers must be activated to ensure compliance with the SLA
while considering energy costs. Figure 3.11 shows a reconfiguration example; The
PM server k initially hosts two EC2 c3.large VMs (2 vCPUs, 3.75 Memory GiB). To
support the workload increase one initial VMs is resized to c3.xlarge (4 vCPUs, 7.5
Memory GiB) while a new m3.medium (1 vCPU, 3.75 Memory GiB) and m1.small (1
vCPU, 0.615 Memory GiB) are switched-on. It is critical that the new configuration
will be decided and deployed within the SLA threshold of 120 seconds. Otherwise,
IP risks revenue losses due to SLA violation penalties.
Driven by the law of supply and demand, consumer’s requirements may also dy-
namically vary with time, which sets the requirement for dynamic SLA negotiations.
Service requirements can change over time, due to e.g., continuing changes in business
operations and operating environment, and thus may require amendments of original
service requests. To support this, configuration management tools must output sets
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of solutions in the space of the optimisation objectives to enable “what-if” analysis,
rather than a single deterministic solution [191].
Reasoning about the pool of possible configurations for e.g., a cloud of 5 hetero-
geneous PMs and 10 VMs reveals the problem complexity. Considering up to e.g.,
4 Amazon EC2 instances to configure the VMs there are 410 (re)-configuration pos-
sibilities. If the system administrator further decides to switch on 2 more PMs and
rebalance the VMs to the 7 now active PMs there are up to 710 = 282475249 addi-
tional reconfiguration options. Assuming that the evaluation of each configuration
candidate takes 1 second (that is a low threshold as e.g. Koziolek [124] refers to 5−50
seconds evaluation times), full design space exploration will take ∼ 9 years. The de-
sign space of this trivial example is overwhelmingly large to be neither manually nor
fully explored.
The goal of this thesis is to determine how to automatically adapt cloud infras-
tructure configurations to dynamic changes at runtime. Our focus in this problem is
achieving a useful balance between the feasible optimality of architecture candidates
and the timeliness of the optimisation procedure.
3.4 Problem Statement
Our goal is to produce near-optimal configurations that simultaneously honour the
IP and SP non-functional requirements.
Given: A cloud datacenter is comprised of M heterogeneous PMs and N VMs
of different capabilities, hosting the SP’s multi-tier web services. A workload profile
W describes the services request arrival patterns, resource consumption demands
and runtime variability. A set of q quality objectives defines the stakeholder quality
requirements Q = {Q1, ..., Qq}. Finally an SLA defines that the maximum services
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response time threshold is T .
Problem: Find within time t ≤ T a set of configurations to host the web ser-
vices workload W , that differ in their non-function trade-offs according to Q.
We consider the following two (q = 2) QoS metrics for optimising cloud configu-
rations:
• The mean response time QRT which measures the mean time needed to serve a
given web services workload. This QoS metric represents the SPs’ requirements
for increased availability and scalability to seamlessly manage workload surges.
Amazon for example, has reported that 100 milliseconds of latency costs 1%
drop in sales [85].
• The energy consumption QE of a configuration which measures the overall en-
ergy consumed by the physical and virtual servers in the cloud datacenter to
serve a given workload. This QoS metric represents the IPs’ requirement for
controlled operating costs.
3.5 Problem Characteristics Summary
As showed in the description of our use case scenario in Section 3.3, deciding at
runtime how to optimally modify cloud datacenter configurations is a challenging task.
First, an optimal configuration must exhibit a good trade-off between stakeholder
non-functional goals which often mutually conflict with each other. For example
as Figure 3.12 shows, more hardware servers can accommodate higher loads and
therefore improve the services performance (measured e.g., in Service Level Agreement
(SLA) violations) but also cause increased energy costs and vice versa.
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Figure 3.12: Energy-performance trade-off in a cloud of 100 PMs serving Web services’
load [33].
Additionally, we seek to provide an automated decision support tool that will
help stakeholders take fast and well-informed design decisions by showing multiple
near-optimal trade-off solutions in the space of the optimisation objectives.
Second, the space of all possible datacenter configurations is huge due to the num-
ber of the available configuration parameters. Each machine contains a large number
of configurable parameters, such as CPU time, memory, and network bandwidth, and
the VMs on the same host may interfere with each other. Therefore, using a manual
or brute force search for finding an optimal configuration is infeasible. In practice,
only a limited set of configurations can be evaluated. Third, clouds are highly volatile;
parameters as workload demand, resource availability and energy price might change
at run-time. Such changes affect the underlying optimisation problem instance and
therefore the initially chosen datacenter configuration must be updated. Finally, the
cost of the optimisation process itself makes runtime configuration adaptation com-
plex because of the additional time and computational resources needed to find the
improved cloud configurations. Often it may be better to make a suboptimal decision
quickly rather than invest time and energy searching for savings that are not enough
to recoup the investment [114]. Overall, it is critical that the optimisation process
will not consume more resources than it can save.
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3.6 Use-case Simulation Settings
The target system is an IaaS enterprise cloud environment, expected to create a view
of infinite computing resources to users by optimising the trade-offs between QRT and
QE. It is therefore important to evaluate the proposed methodology on a large-scale
enterprise datacenter infrastructure. However, it is extremely difficult to conduct
repeatable large-scale experiments on a real infrastructure, which is required to eval-
uate and compare the proposed methodology. Therefore, to ensure the repeatability
of experiments, simulations have been chosen as a way to evaluate the performance
of the proposed heuristics.
In this work, we have used CloudSim [36] to simulate cloud datacenters as it is
the single currently mature cloud simulation framework. In contrast to older alter-
native simulation tool-kits such as GridSim [34], and GangSim [60], CloudSim allows
the modelling of virtualised environments, supporting on demand resource provision-
ing, and management. Another advantage is the realistic modelling of energy con-
sumption, using real data providedby the SPECpower benchmark 4. As Figure 3.13
illustrates, CloudSim features a multi-layer design for modeling and simulation of vir-
tualized cloud-based datacenters. The CloudSim simulation layer provides dedicated
services, VM and PM management interfaces as well as memory, storage and band-
width control policies. Fundamental issues as provisioning of hosts to VMs, scheduling
resources among co-hosted VMs, managing the services execution and monitoring the
dynamic cloud datacenter state are also handled by this layer. The up-most layer in
the CloudSim stack enables the generation of workload request distributions (also
referred to as cloudlets) and the specification of customised cloud configurations.
We consider typical datacenter computational capabilities [189, 22]; for PMs we
simulate HP ProLiant ML110 G4 (2 cores × 1860 MHz), HP ProLiant ML110 G5 (2
cores × 2660 MHz), IBM x3470 (4 cores × 2933 MHz), IBM x3250 (4 cores × 3067
4http://www.spec.org/power_ssj2008/
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Figure 3.13: The CloudSim layered architecture [36].
MHz), IBM x5670 (6 cores × 2933 MHz) and IBM x5675 (6 cores × 3067 MHz). Using
CloudSim simulation, the frequency of the servers’ CPU are mapped onto (Million
Instructions Per Second) MIPS ratings [22]; 1860 MIPS each core of the HP ProLiant
ML110 G4 server, 2660 each core of the HP ProLiant ML110 G5 server, 2933 MIPS
each core of the IBM x3470 and x5670 servers , 3067 MIPS each core of the IBM
x3250 and x5675 servers. Each server is also modeled to have 1 GB/second network
bandwidth.
The VM characteristics correspond to the following Amazon EC2 instances 5:
high memory extra large, high CPU medium, extra-large, small and micro. The
difference is though that the modelled VMs are single-core. The CPU and RAM
characteristics for each VM type are: high-CPU medium instance (1000 MIPS, 1.7
GB), extra large instance (2000 MIPS, 3.75 GB), small instance (1000 MIPS, 1.7 GB)
5http://aws.amazon.com/ec2/instance-types/
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and micro instance (500 MIPS, 613 MB) [22].In our experiments we consider cloud
sizes combining 100− 1000 PMs and 100− 1000 VMs, representing commercial cloud
settings.
Recent findings [40, 166] from Google trace analysis provide a broad characteriza-
tion of cloud workloads, reporting heavy-tailed job durations and job shapes. There-
fore, we model workloads as synthetic Bag-of-Task (BoT) [105]. According to BoT
cloud services are considered black-box resource requests with Weibull arrival pat-
terns, sizes and runtimes [49]. Figure 3.14 shows a BoT workload example, comprised
of four BoTs.
Figure 3.14: BoT example. The Y axis shows different users and the X axis shows
the time. We observe that user U1 has submitted three BoTs; G1, G2 and G3 while
the user U2 has submitted a single BoT G4. The BoTs G2 and G3 contain one task
while the BoT G1 contains two tasks and the BoT G3 contains three. The individual
tasks within BoTs may have different staring times as well as different runtimes [105].
The BoT workload model is decoupled from the actual services architecture and
components since only request resource sizes, arrivals and runtimes are required.
Hence it is a realistic model for IPs because due to legal boundaries internal services
information is often restricted from infrastructure providers [149]. In this study we
examine the effect of workload sizes with [20000−90000] tasks on the cloud configura-
tions. This workload triggers scaling up and down scenarios for our cloud. In Section
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7.3 we discuss in more detail the implementation we followed for the generation of
BoT workloads.
In our simulation environment, the BoT tasks are assigned to the available VMs
in the datacenter for execution. The VMs with lowest CPU utilisation are prioritised
for hosting tasks. Each VM may host more than one BoT tasks. A BoT task models
a cloud service and is essentially a request for CPU and memory resources with a
corresponding runtime, that defines the total execution time of the particular service.
We consider that each BoT, possibly comprising many tasks, is a composition of
services providing a higher-level functionality to the end-user. After all tasks have
been mapped to the VMs, the CloudSim VM scheduler is responsible for allocating
the requested resources to meet the demand. The BoT tasks compete for the available
resources of the VMs at each time. In case there are not sufficient resources available
to enable execution, the VM Scheduler places the tasks in a queue. Each VM is
associated with its own queue depending on the tasks assigned to it. Periodically, the
VM scheduler checks the resources availability and changes the status of tasks from
queued to executing.
3.7 Summary
Cloud computing has evolved from a series of mature technologies, that include vir-
tualisation, autonomic, grid and utility computing. By implementing elasticity cloud
systems can closely adapt to environment changes by provisioning and de-provisioning
their resources accordingly. As a result higher server utilisation rates can be achieved,
which alleviates the problem of over-provisioned infrastructure and reduces capital
and operating costs of organisations. There are two general approaches to dynamic
resource provisioning: proactive and reactive. The first allocates resources in advance
of environment changes and as a result the system can seamlessly adapt. Proactive
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techniques provide very good performance when the changes are periodic. However
they fail when predictions are not possible due to e.g., unforeseen patterns or noisy
data. In reactive allocation the resources are updated at run-time after a workload
change has been detected. Reactive provisioning is attractive as the resource alloca-
tion is based on recent system behaviour and therefore can enable highly accurate
estimates. However the efficiency of reactive schemes practically depends on their
ability to respond to changes in a timely fashion.
Both proactive and reactive components are crucial in an elastic architecture im-
plementation to both pro-actively plan changes and fine-tune the predictions at run-
time to improve performance and resources availability. In this dissertation we focus
on a reactive framework to optimise the quality objectives of services mean response
time (QRT ) and cloud energy consumption QE in a cloud datacenter. The problem
challenges may be summarised as:
• large design space exploration
• environmental volatility
• trade-off optimisation
• convergence of the optimisation process at run-time
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Chapter4
Formalisation of the Cloud Design Space
T
his thesis describes a framework for optimising at runtime the energy
consumption (QE) and services response times (QRT ) of IaaS clouds,
running mutli-tier web applications. Manually checking for possible
configuration alternatives in a trial-and-error approach for improvement, would be la-
borious and error-prone. Additionally human intervention may result to overlooking
valuable solutions because of bias [88]. To overcome these limitations, we discuss in
this chapter how our framework can benefit from an automated process of improving
configurations. We apply Model Driven Engineering (MDE) concepts to formalise the
cloud configurations domain and specify which changes to configurations are valid,
towards tuning their non functional qualities without interfering with their function-
ality. The work presented in this chapter has been published in [43].
4.1 Towards an Automated Configurations’ Im-
provement Method
Following Fleurey et al.’s [1] definition,
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“ a model is a collection of objects and relationships between them that
together provide a representation of a real system.”
MDE proposes a move away from human interpretation of high-level models such
as sketches and natural language, towards a more automated process where struc-
tured models are used as the first artefacts of the software engineering process [1].
While unstructured models are useful for communication they cannot be used with
automated processes due to their ill-defined semantics. Instead, in MDE a model’s
structure is defined by a meta-model, that is another model to specify the concepts
and constraints available to the models. The use of models in complex software en-
gineering problems abstracts away from the implementation complexity and enables
a stronger understanding of the problem domain. Additionally developing a model
enables reasoning about a system without suffering the cost of actually implementing
it [142], hence higher productivity can be achieved. The process is also maintainable
because the domain can be easily updated as requirements change.
The goal of an automated improvement process is to find meaningful configura-
tion alternatives in the design space. We define as the design space the set of all
configuration models reachable by the automated improvement method [124]. How-
ever, to improve an input cloud configuration model, the automated method requires
a formulation of how this model may change in order to find improved alternatives in
the design space. Configurations cannot change arbitrarily but must adhere to pre-
defined design constraints, to ensure that they are viable. Additionally after changes,
the configuration functionality must remain unmodified and the system must still be
realisable[124].
To enable an automated method for cloud configurations optimisation, we propose
a metamodel to describe the cloud domain semantics, focusing on the IaaS layer. We
also define how the configuration design can be changed to tune the quality without
affecting the functionality by formalising the concept of Degrees of Freedom (DoF).
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The proposed metamodel aims to formalise the achievable cloud design space. This
enables subsequently, the use of complex optimisation methods such as metaheuris-
tics, to efficiently explore all reachable configuration models by tuning the formalised
DoFs.
The Object Management Group1 (OMG) have defined a standard for a metamod-
elling architecture, called the Meta-Object Facility (MOF) [156]. The architecture
is composed of four layers: The top layer, M3, provides a metamodelling language
for specifying metamodels in the second layer,M2. The Unified Modeling Language
(UML) [2], the de facto modelling language, is an example of an M2 metamodel. The
third layer, M1, contains models that conform to metamodels in M2, for example
UML class diagrams. Finally M0 is the object layer - i.e. the real-world problem
being modelled [199].
To design the cloud metamodel we have used the Eclipse Modeling Framework.
The Eclipse Foundation 2 have implemented their own metamodelling architecture
that aligns with MOFs four-layer architecture. The Eclipse Modeling Framework
3 (EMF) has a MOF-equivalent metamodelling language called Ecore and provides
stable and well maintained tool support for modelling activities, such as a graphical
editor for defining metamodels and tools for automatically generating model editors
from a metamodel.
4.2 The Cloud Metamodel
In this section we describe the proposed cloud metamodel, that was designed utilising
EMF. This metamodel has abstracted away from other cloud layers such as PaaS and





virtual hardware resources as a service to stakeholders towards meeting fluctuating
workload needs, allowing also for an optimum resource utilisation [188].
In current literature there have been different approaches to model resources ac-
cording to the environment they are contained. For example PCM metamodel [20]
provides a coarse-grained resource container, supporting component based software
context. On the other hand, DMM meta-model [100] is a fine-grained description of
virtualised datacenters. However, a specification of resources in the cloud domain has
not been yet covered.
Figure 4.1: Cloud System Metamodel. Each box is a meta-class and the lines represent
references between meta-classes. References and attributes of a meta-class are known
as meta-features. The black diamonds on the relations represent composition, mean-
ing e.g. in this Figure that Wrokload, Configuration and Component can only exist if
they are contained in the Cloud. The asterisks on a reference specifies the multiplicity
of this reference. Fianlly the white triangular arrowhead represents inheritance. In
this exmple we see that both Workload and Cloud inherit from NamedElement.
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The root entity comprising all the other entities is the Cloud. The deliveryModel
property refers to the commercial Cloud realization (i.e., public, hybrid or private).
More specifically a private cloud is provisioned for exclusive use by a single organi-
zation, a public cloud is provisioned for open use by the general public and a hybrid
cloud infrastructure is a composition of two or more distinct cloud infrastructures
(i.e., private and public) [147] The property budget denotes the provider’s invested
capital (e.g. in $). The budget will dictate how much the cloud can afford to scale in
the face of unexpected workloads. A Cloud’s purpose is to serve an arbitrary amount
of Workloads. The Workload properties type, periodicity and userProfile specify
the intensity and characteristics of the imposed workloads.
The Cloud can have many possible Configurations, denoting the system’s hard-
ware and software components as well as the possible mappings between them. The
Cloud Components can be encountered in different states, as enumerated in Compo-
nentState, indicating their health and availability. We distinguish five different states:
“Switched-on” indicating that the component is in use; “Switched-off” indicating that
the component has been deactivated; “Idle” indicating that no function or service
is running on this component; “Overloaded” indicating that there are not enough
resources in this component to complete a requested task; and “Non-responding”
indicating a possible failure.
4.2.1 Cloud Components
The central entity Component abstracts the Cloud infrastructure. As Figure 4.2
shows, we distinguish between two component types, the HardwareComponent de-
noting the Hardware Infrastructure and the SoftwareComponent denoting the Soft-
ware Infrastructure.
The software landscape can be summarized as DeployedServices executing on
Virtual Machines (VM) while assisted by RuntimeEnvironment Entities, e.g., the
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Figure 4.2: Cloud Infrastructure.
hypervisor. Other properties that the VM class entail, are vCPU i.e., the quantity of
physical CPU assigned to it, vMemory i.e., the quantity of physical Memory assigned
to it, and the downtime i.e., time period when a VM is unavailable as a VM migration
is being carried out. The relation interactsWith models shared communication among
VMs.
The HardwareComponent’s properties utilizationRatio capacity and operating-
Cost provide feedback relevant to the efficiency and cost of a configuration. Core
entity of the hardware landscape are the Physical Machines (PM), comprised of stor-
age and CPU. PMs can host multiple VMs during their operation.
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4.2.2 Cloud Variability
In Figure 4.3 the volatility of the Cloud’s context and its capability to adapt ac-
cordingly are depicted. Imagine for example, the case of two VMs sharing resources
and assume that the workload of one increases leading to an SLA violation. The
Cloud configuration will have to be changed by e.g., increasing the CPU size of the
overloaded VM so as to support its hosted services without triggering SLA viola-
tions. In this section we specify the degrees of freedom (DoFs) of the configurations,
i.e., the configuration parameters that are free to be varied to affect QoS, leaving
the functional part unaffected. As the DoFs conform to the metamodel, we ensure
that changes to configuration models will also comform to the metamodel and will
be meaningful.
Cloud stakeholders may have many possible generic High Level Goals to guarantee
the quality of the system as well as enforce economic considerations. Examples of
quality attributes may be based on [124]:
• Performance: Performance is concerned with the timing behaviour and re-
source efficiency of the system. Important performance measures are response
time of system services, resource utilization, and throughput.
• Reliability: Reliability is the capability of a system to provide functionality
as expected for a specified period of time in the intended execution context. It
is for example measured as the probability of failure on demand.
• Modifiability: Modifiability is concerned with the costs of changing the sys-
tem, e.g. if new functionality should be added or if corrective changes are made.
• Security: Security is the capability of the system to resit unauthorized usage,
i.e. to protect sensitive data and services so that only authorized users can
access them.
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Figure 4.3: Cloud Variability.
• Testability: Testability describes how well the software can be tested to detect
faults.
• Usability: Usability describes how easy users can work with the system and
accomplish their tasks
Additionally,the economic considerations may comprise [124]:
• Costs: Costs are the main quality to trade-off against the software quality
attributes named above. What types of costs need to be considered depends
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on the organizational context: Usually, the direct development costs have to
be considered. Additional costs are maintenance costs, hardware procurement
costs, operating costs, or licensing costs.
• Monetary Benefit:The benefit to be achieved by the developed software sys-
tem can be quantified and compared to the expected costs, to calculate the
return-of-investment
• Time to Market:Development time may be important if a new type of system
is developed that is supposed to capture a share of an emerging new market.
Many of the aforementioned quality attributes are in mutual conflict with each
other: For example, security and reliability often negatively influence each other:
While a system is secure if it offers few places that keep sensitive data, such an
organization may lead to single points of failure and decreased reliability.
To specify a meaningful optimisation function of reasonable complexity, the De-
tector interface diagnoses the most relevant subset of High Level Goals with respect
to the current stakeholder requirements and forms a corresponding multi-objective
optimisation problem, modelled by the Revenue entity. The Revenue denotes a -
closely aligned with the runtime context - objective function, expressing the quantity
or quantities that have to be currently maximised (e.g., server utilisation ratio) or
minimised (e.g., network Traffic) to achieve the required system configuration. A
straightforward way to express an objective function in real-world systems where an
exact formula to correlate system properties with quality does not exist [112] is the
”Metrics as Fitness Functions” approach (MAFF) [86]. According to MAFF, metrics
are regarded as means towards evaluating a property of interest, allowing metrics to
both assess and improve a system. More details are discussed in Section 5.1.4.
The realisation of the Revenue yields an AdaptationStrategy, which provides
means towards a Cloud reconfiguration. The AdaptationStrategy is implemented
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via a concatenation of AdaptationActions. The AdaptationActions entity captures
the DoFs of a Cloud resources landscape describing the types of actions that can
be performed towards transitioning from an old configuration to an improved candi-
date. The identified possible action types span: (a) VMResize i.e., how much virtual
memory or virtual CPU should a VM receive (b)VMCreate i.e., creation of a new
VM (c)VMMap: (re)selection of PMs to host the aforementioned VMs (d)VMDestroy
i.e., switch off a VM (e)PMSwitchOn i.e., activation of a new PM (f) PMSwitchOff
i.e., switching-off a PM.
The property variationRange specifies the range in which the aforementioned
entities may vary, while the property variationDuretion indicates time limits for the
reconfiguration actions.
Figure 4.4 shows a simple cloud configuration example. The configuration is
comprised of three PMs (PM0, PM1, PM2) hosting two intercommunicating VMs
(VM0, VM1), each one executing a different enterprise service (DeployedService0,
DeployedService1). Let us assume an energy optimisation problem, declared in the
Revenue entity. The Adaptation Strategy contains a series of DoF changes to tune the
quality of the configuration towards meeting the Revenue objective. In 4.4, the recon-
figuration actions to tune the energy targets of the current model include: Switch-off
PM1 which does not currently host any VMs, and migration of VM0 from PM2 to
PM0.
4.3 Summary
In this chapter, we discuss how stakeholders can be supported by an automated
cloud configuration improvement method, that enables them to reason about QoS
attributes and map them to the configuration design. A leading question is how
configuration models may be changes automatically. The main requirements for the
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Figure 4.4: A configuration model instance example.
automated variation of cloud configurations is that (i) the changes must capture
influential factors on quality properties and (ii) after the changes are applied to the
initial model, the result must be a meaningful alternative with unchanged functional
behaviour. To this end, we have introduced the concept of degrees of freedom (DoFs),
that describe independent ways a given configuration model may be varied.
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We have presented our metamodel, designed with EMF, to describe the cloud
configurations structure with focus on the IaaS perspective. Our metamodel also
specifies the DoFs of configurations. By tuning candidates along the DoFs, complex
heuristics may be used, as Chapter 5 discusses next, to efficiently explore the problem
design space, towards improving the QoS metrics of interest.
As will be discuss in the next Chapters, this thesis has focus on the runtime opti-
misation of the response time (QRT )and energy consumption (QE) metrics. However
the proposed approach may be generalised to different quality objectives, that may
be specified in the the Detector entity of the cloud metamodel.
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Chapter5
Search-Based Optimisation of Cloud
Configurations
S
earch-Based Software Engineering (SBSE) [91, 89, 88] is an approach that
treats software engineering problems as optimisation problems. Software
engineers often face problems associated with the balancing of compet-
ing constraints and managing conflicting trade-offs between requirements. Perfect
solutions are often either impossible or impractical and the nature of the problems
often makes the application of analytical algorithms problematic. SBSE techniques
can help discover acceptable solutions to these problems, based on the observation
that while it might be infeasible to identify a precise “best” solution to the problem, it
is still possible to decide which solution is “better” among a set of candidate solutions
[89].
The term was coined in 2001 by Harman and Jones [89] and has ever since received
exponential popularity in the literature. Numerous publications show that SBSE has
now permeated almost every area of software engineering activity such as software
testing [90], software architecture optimisation [6], requirements engineering [12] and
project planning [68].
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After an overview of the key concepts of SBSE in Chapter 2.1.2, we focus in
this Chapter on the key areas of relevance of SBSE for this thesis: representing and
re-formulating the cloud configuration optimisation problem as a search problem.
The proposed SBSE reformulation of the cloud configuration optimisation problem,
detailed in Section 5.1, has been published in [44].
5.1 Reformulating Cloud Configuration Optimisa-
tion as SBSE Problem
We have chosen to utilise a linear, integer-based genotype, structured in a way that
allows the complete expression of cloud configuration models, as specified in Chapter
4. A linear genotype enables coupling and cohesion of the domain class diagrams, as
each gene represents a different feature in the class diagram. A linear representation
has the advantage that the plethora of existing linear genotype-based search algo-
rithms, such as genetic algorithms, evolutionary strategies, simulated annealing and
hill climbing can be readily used [143] without the need to define more complicated
genetic operators or new metaheuristic techniques[199].
Figure 5.1: The genotype of our representation
Figure 5.1 shows the genotype that we have defined to encode cloud configura-
tions. The genotype is comprised of a number of chromosomes, that represent the
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configurations’ constituents. Three chromosomes have been specified to describe a
configuration: Cloud Configuration (CC), the Physical Machine (PM) and the Vir-
tual Machine (VM). The CC chromosome defines a container for the PM and VM
chromosomes to be grouped together, to express the architecture of configuration
solutions. Different cloud architectures may comprise different computational capa-
bilities resulting from variable VMs and PMs combinations. As a result genotypes
may also exhibit variable lengths to express corresponding heterogeneous cloud con-
figurations. The length limits are configurable and depend on user preferences for
the number of available computing nodes. As described in Chapter 3.6, we consider
in this work, configurations comprising 100-1000 VMs and 100-1000 PMs. Therefore
genotypes’ lengths may comprise a minimum of 100 PM and VM chromosomes and
a maximum of 1000 PM and VM chromosomes.
ID Description
PA PM Activate Hardware has an effect on quality attributes. More active
servers can make the datacenter perform better.
PD PM Deactivate Deactivation of low utilised servers provide a way to nego-
tiate trade-offs such as datacenter speed, reliability, cost.
VR VM Resize The capabilities of a VM can be resized. For example
a VM may receive a bigger CPU slice from its host to
enforce its processing power.
VC VM Create New VMs can be instantiated to exploit more processing
capacity and increase parallelism.
VD VM Destroy VMs may be destroyed to release its reserved resources
to promote cost saving policies.
MI VM Migration VM migration can alleviate resource contention issues
from overloaded servers or redistribute the VMs to re-
lease idle resources.
Table 5.1: Formalised Degrees of Freedom (DoF) in Cloud Resource Configurations.
We have already mentioned in Section 2.1.2 that the building blocks of chromo-
somes are specified by genes. Here, the genes are used to model two different dimen-
sions of cloud configurations: (i) the building blocks of VMs and PMs, as presented
in Chapter 4, such as e.g. CPU and virtual CPU and the (ii) Degrees of Freedom
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Gene Unit Description Chromosome
CC N Cloud configuration id CC
VM N Virtual machine PM
SE N Service id VM
vCPU MIPS Virtual CPU id VM
vRAM MB Virtual RAM id VM
VR N VM resize DoF VM
VC N VM create DoF VM
VD N VM destroy DoF VM
MI N VM migrate DoF VM
PM N Physical machine entity CC
CPU MIPS Physical CPU capacity type PM
RAM MB Physical RAM capacity type PM
PA N PM activate DoF PM
PD N PM deactivate DoF PM
Table 5.2: Design of used genes in the chosen representation.
of the configurations (DoFs) i.e., which adaptation actions may be applied to a con-
figuration towards tuning its quality without affecting the functionality. Varying the
specified DoFs during the search achieves reconfigurations of the cloud genotypes. As
the DoFs define the reconfiguration points of the solution candidates, they are also
the only parts of the genotype that may change during the metaheuristic search. All
specified genes used to form our configurations encodings are summarised in Table
5.2. The genes correspond to meta-features and chromosomes correspond to meta-
classes of our proposed cloud meta-model [43] discussed in Chapter 4, for specifying
the structure of IaaS configurations. Conformance to the meta-model structural rules
ensures that genetic operators applied to configurations will always lead to meaning-
ful solution alternatives, enabling the engineering of an automated method for design
space exploration.
The figures 5.2a and 5.2b illustrate the chromosomes for encoding a VM and a PM
node. Dark coloured boxes indicate chromosomes while light indicate genes. A VM
may comprise one or more service genes, a vCPU and vRAM which correspond to a
slice of the physical CPU and RAM that the VM is allowed to access. As discussed in
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(a) The VM chromosome.
(b) The PM chromosome.
Figure 5.2: Overview of VM and PM chromosomes. Symbols 1 and + indicate that
the elements occur exactly once and more than once respectively.
Section 3.6 our services follow the BoT model, and therefore service genes correspond
to black-box resource requests for vCPU (in MIPS) and vRAM (in GB). A VM may
be reconfigured via the Resize (VR), Create (VC), Destroy (VD) and Migrate (MI)
genes. These genes encode the relevant as DoFs described in Table 5.1. As described
in Section 3.6 the simulated VM in our study may exploit the following CPU and
RAM configuration settings; (1000 MIPS CPU, 1.7 GB RAM), (2000 MIPS CPU,
3.75 GB RAM), (1000 MIPS CPU, 1.7 GB RAM) and (500 MIPS CPU, 613 MB
RAM). Hence, the regarding the Resize (VR) reconfiguration DoF, our framework
supports three different CPU and RAM resizing units; The possible CPU resize units
are 2000, 1000, and 500 MIPS while the possible RAM resize units are 3.75 GB, 1.7
GB and 613 MB. The resize actions are decided at random, and applied only if the
host PM has enough available resources to support the new VM configuration.
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A PM comprises one or more CPU cores, RAM capabilities and may host one or
more VMs. A PM is reconfigured via the Activate (PA) and Deactivate (PD) genes,
which correspond to DoFs in Table 5.1 accordingly.
Coming back to the genotype example in Figure 5.1, we observe that this cloud
configuration encoding contains two PMs with ids 1 and 2, each hosting a single VM.
The services with ids 5 and 10 run on the VM with id 4 while the service with id 3
runs on VM with id 3. As discussed in Section 3.6, a service is modelled as a resources
request (e.g., 1000 MIPS). The VM 4 is assigned a resize reconfiguration rule, and
the VM 3 is assigned a migration reconfiguration rule to the PM with id 7.
5.1.1 Initialisation
In the general case, the initial search population of a population based algorithm
such as a genetic algorithm is generated by assigning random values to each gene.
This would spread the initial population randomly about the search space, allowing
a wide area to be explored [199]. The selection of the initial population can be also
done in more constructive ways. For example, depending on the problem it may be
beneficial to seed the population with variants of an existing model or with a-priori
known possible solutions. It has been recognized that if the initial population to the
genetic algorithm is good, then the algorithm has a better chance of converging to an
optimal or near optimal solution. To the contrary, if the initial supply of individuals
is not large enough or not good enough, then it might be difficult for the algorithm
to explore high quality solutions [161]. Regarding the size of the population, if it is
too small the GA may not adequately explore the search space while if it is too large,
the algorithm may take a long time to converge [136].
To balance the trade-off we pick an initial population of 100 . This is a commonly
used population size setting [160, 185] and consistent with several literature studies
that suggest the use of a population size of 50 for each optimisation objective [136].
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In our case, input to the GA is a cloud configuration ci to be optimised with refer-
ence to the non-functional requirements QRT and QE, that as discussed in Section 3.4
stand for response time and energy consumption respectively. To inject a portion of
possibly improved quality solutions in comparison with the starting configuration in-
put, random mutations are introduced to ci. The mutations are achieved by applying
the six mutation operators defined in Section 5.1.2 to ci . The process of randomly
mutating ci constructs 20% of the initial population. The rest 80% is comprised of
randomly chosen cloud configurations, that are assigned the same service workload
as the original configuration ci. To allow for a diverse population individuals are
allowed to differ in length. They may randomly comprise 100 − 1000 PM chromo-
somes, corresponding to the cloud capability limits we are exploring in this work (see
Section 3.6). The common point among all the initial configuration candidates is the
workload assignment. Each individual in the initial population is associated with the
same workload as the input configuration ci. The generation of a diverse initial popu-
lation with different VM and PM capabilities but with the same workload assignment
will create candidates that differ in the non-functional qualities QRT and QE. For
example configurations with a small amount of PMs and VMs will have high response
times (QRT ), that trades-off with low energy consumption costs (QE). On the other
side configurations with large cardinality of PMs and VMs will show low response
times (QRT ) but high energy costs (QE). The diverse initial population will provide
a potent starting point for the algorithm to apply the explore the search space while
exploiting already promising areas towards converging to an optimal or near-optimal
solution.
5.1.2 Genetic Operators
The linear genotype described in section 4.2 permits standard genetic operators, such
a single-point crossover, to be used. When a crossover operator is allowed to operate
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at any point of the representation, it might be detrimental for the search. The
resulting introduction of increased variation to the population can potentially disrupt
the breeding process and prevent useful genetic traits from being forwarded to the
children [199]. To regulate the amount of disruption we only allow crossover to occur
at points between PM chromosomes. More specifically we implement an single-point
crossover that allows groups of PMs, each containing one or more VM chromosomes,
to be copied to the child being created. The crossover cutting points are selected at
random, with respect to the PM chromosomes’ boundaries. As a result, the offspring
may have variable lengths, enabling the generation of a diverse population. The
crossover rate is an important factor as well. A moderate crossover rate is able to
achieve a good balance between exploration in the whole search space and exploitation
of the specific most promising areas in the search space. Consistent with literature
studies that observe that a crossover rate in the range [0.45, 0.95] typically performs
well [93], we set it to 80%.
Figure 5.3: Crossover operator example.
Figure 5.3 shows an example of applying the crossover operator. Both parents
include two PM chromosomes; the first parent comprises the PMs with ids 1 and 2
112
while the second parent comprises the PMs with ids 5 and 6. After the crossover has
been applied, the PM chromosomes representing the PMs with ids 2 and 6 have been
swapped, resulting in two new individuals.
After two parent individuals have produced two children with the help of crossover
operator, the mutation operator is applied to each child. In our case while the
crossover affected the whole genotype and generated new individuals by swapping
PM chromosomes, the mutation operates within the chromosomes’ structure. Intro-
ducing small modifications to the individuals’ chromosomes in a random manner,
mutation fosters exploration of so far unexplored genetic material. We have imple-
mented six different mutation operators. The goal of each mutation, is to modify the
PMs and VMs along their formalised DoFs (see Table 5.1 ) and therefore create new
feasible configuration solution alternatives. According to our meta-model structure,
a VM may be modified along three DoFs; resize of vCPU or vRAM, creation of a
new VM, termination of an existing VM, and migration of a VM from a source to a
destination PM. A PM may be modified along two DoFs; activate a new server and
deactivate an existing one. The available mutation operators are described in the
following:
• M-VR: Mutates the gene VR (see Table 5.2). Here either the RAM or CPU
capabilities of a randomly selected VM are upgraded or downgraded. As a result
the mutated VM phenotype will be able to accommodate more or less workload
demand than its previous state. As discussed in Chapter 3.6 available ranks for
CPU are (500 MIPS, 1000 MIPS, 2000 MIPS) MIPS and for RAM (613 MB,
1.7 GB, 3.75 GB ). As a sanity check, a VM cannot be resized if the action
exceeds the RAM or CPU capabilities of its host PM.
• M-VC: Mutates the number of VM chromosomes. After the mutation is ap-
plied, a new VM is created. As discussed in Chapter 3.6, the available VMs
configurations simulate the Amazon EC2 high-CPU medium, extra large, small
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and micro instances. According to the selected instance size the appropriate
genes for vRAM and vCPU are also added to the new VM chromosome. A M-
VC mutation also affects the PM chromosome, as the new VM will be mapped
in a random PM, with enough free CPU and RAM resources to host it. If
no PM has enough computational capabilities to host the new VM, the M-VC
action will not be applied. The maximum limit of the VMs’ cardinality in our
settings is 1000, as discussed in Section 3.6.
• M-VD: Mutates the number of VM chromosomes. After the mutation is ap-
plied, an existing random VM has been destroyed. Both relevant vCPU and
vRAM genes are removed. As a result, CPU and RAM capabilities will be
released from the PM, previously hosting the terminated VM.
• M-MI: Mutates a VM, mapping it from one PM to another, with enough re-
sources to host the particular VM instance. After the mutation, CPU and RAM
capabilities have been released from the source PM, while the VM cardinality in
the destination PM have been increased. If no PM has enough computational
capabilities to host the migrating VM, the M-MI action will not be applied.
• M-PA: Mutates the number of hardware nodes in the cloud configuration, with
respect to the user-defined maximum available PMs limit. After the mutation
a new PM has been added. The cloud configuration has enforced capabilities
and may scale up to serve more demand. The maximum limit of the PMs’
cardinality in our settings is 1000, as discussed in Section 3.6.
• M-PD: Mutates the number of hardware nodes in the cloud configuration. The
mutation operator may be applied only to empty PMs, that do not currently
host any VMs. After the mutation, a PM has been switched-off. The cloud
configuration has less activated resources and may scale down to save energy
costs.
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Figure 5.4: Mutation operator example. The M-VD operator removes a VM chromo-
some from its PM host.
Our mutations always result in coherent new configurations, as there is a sanity
check before the application of each action. As described above, the VM mutations are
only applied if the underlying host PM has enough available capabilities to support
the change in the hosted VM configuration (e.g., increased CPU). Additionally the
PM mutations are only applied if maximum limit of 1000 nodes has not been reached.
The above mutations have been designed to generate random diversity to the
population by injecting small changes to the individuals. The effect of mutations to
the phenotypes correspond to architecture-level reconfigurations. These reconfigura-
tions have a direct effect on the QoS metrics of interest QRT and QE (see Section
3.4) because they may scale up the cloud resources to facilitate the accommodation
of service requests and therefore improve the services response time QRT or release
resources enabling energy consumption QE savings.
However, such reconfigurations are not free and depending on the reconfiguration
action they may introduce performance overheads and/or additional energy costs
[114]. VM resizing and VM migration have been the standard tools for online re-
configuration in virtualised environments [192, 193, 152] because they allow on the
fly resources adaptation to intensify the exploitation of current datacenter resources.
Findings of Verma et al. [195, 194] have shown that model hypervisors implement
VM resize with a negligible performance overhead. On the other hand VM migra-
tion may affect both energy consumption and the service performance because in
requires spare CPU resources to complete. Verma et al. show that VM migration
might increase the CPU utilisation of the host server up to 50%. Extra energy is
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therefore being consumed in the host PM, due to the linear relationship between
CPU utilisation and power consumption [22]. If the required CPU resources are not
available, the migration duration will be prolonged. This can increase the downtime
of the hosted services and thus degrade the performance of the migrating VM. Finally
the actions of adding new VMs and PMs are considered computationally expensive
because while they can achieve a more radical effect on improving the datacenter
capabilities, the overall datacenter management cost is directly proportional to the
number of its computing nodes [194].
Dynamically changing workloads can lead to a complete rethinking of the best
strategy for cloud reconfigurations. For example, when the workload is rapidly chang-
ing, it may be better to implement cheap but moderate changes than drastic but ex-
pensive ones like powering up new hosts, whose costs may never be recouped before
new adaptations are required [114]. To avoid flooding the cloud with uncontrolled,
costly reconfigurations, we impose priorities on the mutations based on their respec-
tive overhead effect. The driving idea is that every problem that occurs should be
solved with reconfigurations of the lowest overhead level. Only if this is not possible,
the problem is tried to be solved on the next level, and again, if this fails, on the next
one, and so on. This prioritisation scheme is aligned with Maurer et al. framework
for resolving SLA violations in a cost-efficient manner [144]. The authors divide the
possible reconfiguration actions to so-called escalation levels. The levels are ordered
in a way such that lower levels offer faster and more local solutions than higher ones.
ones. The first (lowest) escalation level tries to change the amount of VMs’ storage or
memory. The next level offers VM migration actions followed by turning PMs on/off
at the final escalation level. Similar to our approach, low escalation levels are first
attempted to resolve cloud performance problems. If the action does not solve the
problem, the next escalation level is explored.
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In our case a M-VR mutation will trigger VM resize actions, to examine how
changes in VMs’ entitlements can manipulate the throughput of existing VMs and
therefore affect the overall cloud QoS. If VM resize actions cannot apply or do not
suffice to tune performance, VM migrations are explored next by applying the M-MI
operator, aiming to release the load from over-utilised PMs and better exploit the
capabilities of other, under-utilised active servers. In case the current configuration
comprises PMs with over-utilised VMs, requests are queued degrading the services
response time while the capabilities of the host PMs are not necessarily fully exploited.
We therefore apply the M-VC mutation, that attempt to create new VM instances in
active PMs towards alleviating the congestion in neighbouring VM nodes.
In the demand still outgrows the cloud capabilities, new PMs are switched-on with
the M-PA operator. VMs are may be deactivated only when they are inactive, i.e.,
they are not assigned a service resource request. PMs may be switched off when they
are idle as well, i.e., they do not host VMs.
Figure 5.5: Mutation operators priorities.
Our priorities shown graphically in Figure 5.5 are implemented in the form of
semi-formal constraints, that seek to apply low overhead mutations first:
Sr denotes a service resource request size, IVM a VM instance type in the avail-
able pool of EC2 VM configurations, > stands for demand overload, < stands for
underload,  contain and HPM a PM hosting one or more VMs.
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(Sr > VM) ∧ (∃IVM  Sr) ∧ (HPM  IVM)→ IVM(M-VR up) (5.1)
Sr < VM → IVM(M-VR down) (5.2)
(Sr > VM) ∧ (
∑
VM > PM)→ IVM(M-MI) (5.3)
(@VM ∈ PM  Sr) ∧ (HPM  IVM)→ IVM(M-VC ) (5.4)
@Sr ∈ VM → IVM(M-VD) (5.5)
@VM ∈ PM → HPM(M-PD) (5.6)∑
PM ⊀
∑
Sr → HPM(M-PA) (5.7)
In our simulation setting the BoT workload model (see Section 3.6) models cloud
services as black-box resource requests with Weibull arrival patterns, resource request
sizes and runtime durations. Each service request is assigned to VMs for execution
by the CloudSim VM scheduler [36]; as the service requests compete for the same
available capabilities, at each time the services that cannot satisfy their resource
needs are queued till VM capabilities become available again.
The constraint (5.1) states that if a service resource request cannot be satisfied
by its current host VM, but a new EC2 instance suffices to host the request while
the host PM has still enough resources to accommodate this new instance, then the
VM will be resized (i.e., scaled up) to the particular instance type (e.g., c3.large).
Constraint (5.2) states that if a VM’s resources remain underutilised from its hosted
services, the VM is scaled down to a smaller EC2 instance. (5.3) states that if both
a VM and its host PM are overutilised, the VM is migrated to another PM with
enough free capabilities. (5.4) states that a VM is created if no VM in the host PM
can serve a request and the PM has enough free resources to accommodate the new
VM instance. 5.5 states that an idle VM where services have completed execution
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is deactivated. Similarly in 5.6 an idle PM is deactivated. Finally 5.7 states that
if the active PMs do not suffice to map the current service request size, a new PM
is switched on. Finally we also vary the mutation rates per operator, according to
the performance overhead of the corresponding reconfiguration action. Low overhead









Table 5.3: Mutation rates.
5.1.3 Genotype-to-Phenotype Mapping
The previous section presented the structure of an individual in our generic rep-
resentation of cloud configuration models. Each of the integers in the individual
is responsible for identifying part of the configuration being represented. Once the
population of individuals has been created, the next step is to map them to their real-
world phenotype representation, to be used by the fitness function. In our problem
the real world individual representation corresponds to a CloudSim-based configura-
tion simulation as described in Section 3.6. To map each individual to a simulated
configuration we take the following steps:
1. Genetic modifications resulting from mutation and crossover operators, are ap-
plied to the genotypes. The mutation and crossover operators result in recon-
figuring the initial solution candidates.
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2. During mutations and crossovers the individuals are checked for conformance
to the structural constraints of our meta-model. Compliance to the meta-model
provides a sanity check for the coherence of the new population.
3. Each candidate’s chromosomes are mapped to CloudSim entities, to simulate a
cloud datacenter. During simulation, the assigned workloads to each VM are
processed and at the end of the experiment each configuration is assigned a re-
sponse time (QRT ) and energy consumption (QE) score. The QRT indicates the
time needed to serve the total workload and QE measures the energy consumed
during this time.
Figure 5.6: The genotype-to-phenotype process. The cloud genotypes are assigned
mutation and crossover operators and checked for structural cosistency. Each geno-
type is mapped to a simulated cloud datacenter using CloudSim. The output of the
simulation is the score (QRT and QE) for each candidate.
5.1.4 Fitness Functions
After the individuals have been mapped to their phenotype representation the fit-
ness function can be applied to estimate their fitness scores and differentiate better
from worse solutions. The one-to-one correspondence between QoS metrics and fit-
ness functions allows to use the metrics of interest QRT and QE (see Section 3.4)
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as fitness functions to guide the search for optimal or near-optimal cloud configura-
tions. In cloud computing as in numerous real world problems, an analytical formula
to associate candidate solutions with quality metrics does not exist. Practitioners
may use physical experiments to most accurately estimate the quality of possible
solutions. However the cost of such experiments is often prohibitively high [112].
Computationally more efficient simulations are preferred to enable the repeatability
of experiments [112]. We therefore employ a full system simulation on CloudSim as
discussed in Section3.6, to estimate the QRT and QE metrics for each configuration.
The measurements achieved for each individual in both metrics constitutes its fitness
score.
The use of simulation to measure the candidates’ fitness captures is more realistic
than employing physical experiments and captures the system behaviour with high
fidelity [112], it can still be highly time consuming. The required time to simulate on
CloudSim a single candidate solution in the selected population pool of cardinality
100, may rage from ∼ 8 seconds to ∼ 3 minutes depending on the the assigned
workload sizes. As discussed in Section 3.6, in this work we examine workload sizes
in the range of [20000− 90000] BoT tasks. To limit the computation cost of the
search we limit the number of GA generations to 30. Using our settings of population
size 100 and 30 generations search requires 3000 evaluations to execute. This takes
from ∼ 7 hours to ∼ 7 days to run, depending on the size of the assigned workload
5.1.5 Summary
In this chapter has introduced SBSE, a state of the art approach to optimise software
engineering problems. We then defined a representation and appropriate genetic op-
erators to enable the reformulation of the cloud configuration optimisation problem to
SBSE. Figure 5.7 summarises the search-based optimisation process discussed in this
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Chapter, to explore configuration solutions that best balance the trade-offs between
the quality metrics of interest; response time (QRT ) and energy consumption (QE) .
Figure 5.7: Optimisation process.
The first step generates the problem’s initial population of cardinality N = 100.
Each individual is then evaluated using simulation and all candidates are assigned
a two-fold fitness score, corresponding to their measurements for QRT and QE. In
the selection step the most promising individuals are selected as “parents” for the
breeding phase, using tournament operators. In the reproduction step, new solutions
are generating based on the previously identified “parents” using crossover and mu-
tation operators. The process iterates till a configurable termination condition has
been reached. Commonly, the GA terminates after a number of generations has been
reached or after a certain time is elapsed [88]. As discussed in Section 5.1.4, our
algorithm terminates when 30 iterations have been reached.
The problem of cloud configuration optimisation complies with the characteristics
specified by Clarke et al. [51] to identify good application candidates for SBSE; The
search space of all possible configurations is large because of the number of available
parameters and adaptation actions. Each machine contains a large number of con-
figurable components such as CPU, memory, VMs and the VMs at each host may
interfere with each other competing for the available resources. Additionally, there are
no a-priori known or intuitively understood good solutions that could simultaneously
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balance the QoS metrics of response time QRT and energy consumption QE. Changes
in the dynamic cloud environment such as workload fluctuations affect the underlying
optimisation problem and would require a new execution of the metaheuristic search
to update the best trade-off configurations according to the current environmental
conditions. The one-to-one correspondence of metrics and fitness functions allow a
straightforward use of the metrics of interest QE and QRT to guide the optimisa-
tion search. However the use of simulation to estimate QE and QRT can be highly
time-consuming and may take us from ∼ 7 hours to ∼ 7 days to run, violating the
cloud run-time constraints. The next Chapter describes the use of surrogate models





earch-based software engineering (SBSE) approaches are ideal to explore
large complex problem spaces with competing objectives. The ease of re-
formulating problems as search-based problems and the robustness of the
achieved solutions have contributed to the establishment of SBSE as credible op-
timisation tools with applications ranging from aircraft construction [176], financial
forecasting [55] and drug design [127] to to all aspects of the software development
life-cycle [12, 68, 199]. However, it is often implicitly assumed that there exists a
simple means for evaluating the fitness functions towards measuring and comparing
the quality of possible solutions. In practice however, straightforward definitions of
analytical fitness evaluation formulas do not exist for the majority of real-world op-
timisation problems. As a result, full system simulations or physical experiments
are required to evaluate the quality of the solution candidates. In Section 5.1.4 we
described the use of CloudSim simulations, to measure the QoS criteria QRT and QE
of cloud configuration solution candidates. The use of simulation to evaluate a popu-
lation of 100 candidates over 30 generations result in a cost-prohibitive optimization
processes that can take up to 7 days to run.
In this Chapter we address the problem of time-consuming fitness function evalu-
ations towards making our optimisation framework affordable at runtime. Our goal is
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to use appropriate statistical regression techniques so-called surrogates, to devise an
explicit, analytical formula of the fitness function and substitute the costly simulation-
based evaluations. In Section 6.1 we detail different techniques for approximating
complex fitness functions. Having introduced in Section 2.1.3 the foundations of
statistical regression, we detail in Section 6.2 the process of implementing problem
specific surrogate models. Finally section 6.3 presents an overview of the chapter.
6.1 Approximate Fitness Functions
The complexity of the SBSE meta-heuristic algorithm is proportional to the complex-
ity of the fitness function used to evaluate the quality of candidate solutions [112].
As a result experiment-based or simulation-based fitness estimation choices are ex-
tremely time consuming and often result in cost-prohibitive optimization processes,
which require several hours or even days to converge [111].
As in numerous real world problems, an analytical formula to associate candidate
solutions with quality metrics does not exist for the cloud configuration optimisation
problem. To estimate the quality metrics “Response Time” QRT and “Energy Con-
sumption” QE that comprise our fitness functions, we employ a full system CloudSim
simulation per configuration candidate. While the measured metrics reflect the true
system behaviour, the simulation for each single fitness evaluation is timely and may
range from ∼ 8 seconds to ∼ 3 minutes depending on the workload settings. Conse-
quently a single run of our NSGA-II algorithm may require from 7 hours to ∼ 7 days
as discussed in Section 5.1.4.
An intuitive way to reduce the search time of MOEAs when dealing with expensive
fitness functions, is the use of computationally efficient approximation models [134].
Using approximation models the computational burden can be greatly reduced since
the efforts required to build and use them are orders of magnitude lower than those
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required in a simulation-based fitness evaluation approach. Prominent strategies to-
wards fitness approximations are based on machine learning and may be classified
into the following categories [30, 111]:
• Problem approximation: The original problem statement is replaced by one
which is approximately the same as the original problem but easier to solve.
• Data-driven functional approximation: An analytical expression is con-
structed for the fitness function based on history data observations describing
the mapping between the design parameters of solutions and the quality of the
design. The approximation models derived from history data traces are often
known as surrogates. The field of statistical regression offers several techniques
for developing efficient surrogates such as Neural Networks [78], Gaussian Pro-
cesses (also referred to as Kriging models)[92], Support Vector Machines [92].
• Evolutionary approximation: This type of approximations aims at reducing
the number of required fitness function evaluations by estimating (i.e., imitat-
ing) an individual’s fitness from other similar individuals. Popular techniques
towards fitness imitation are clustering, and instance based learning. Clustering
techniques divide candidates into multiple groups according to their similarity.
Then only a single individual is selected to represent the fitness of each clus-
ter. Instance based learning methodologies suggest the inheritance of fitness
among candidates. These simplistic methods are prone to errors because of the
coarse-grained fitness estimations and have been found not to perform well for
multi-objective problems [59].
While both data-driven and evolutionary approximations are relevant for reducing
the burden of expensive fitness function calls, we decide to focus on surrogate models
in our study. Our decision is based on the fact that surrogates make a minimal number
of initial hypothesis on the characteristics of the fitness landscape. For example
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clustering techniques require in advance specification of the number of clusters while
fitness imitation ignores information of new solution candidates. To the contrary,
surrogate techniques can accurately “learn” the true fitness function from recorded
data, in which the environment features (e.g., workload) and the quality outcomes
(QRT , QE) are observed.
6.2 Specifying Surrogates for Fitness Approxima-
tion
In this section we will detail the process of developing surrogate models to approx-
imate the QoS metrics of interest in this study QRT and QE. The surrogates will
provide a series of different models of the relationship between the cloud configura-
tion predictor variables with the QoS metrics of interest QRT and QE, that constitute
our dependent. In Section 6.2.1 we describe the task of selecting variables that can
effectively model QRT and QE. To this end we have followed an iterative process
of forming assumptions and testing them with graphical methods and test statistics
presented in Section 6.2.2, till the most appropriate variables are extracted. Finally in
Section 6.2.3 we build a series of linear and non-linear surrogates and comparatively
measure their performance towards selecting the most promising models.
6.2.1 Selection of Relevant Variables
Our goal is to select appropriate predictor variables in our cloud scenario that can
efficiently explain our QoS criteria of mean response time (QRT ) and energy consump-
tion (QE). Towards this purpose there are two conflicting requirements [41]. On the
one hand regression models must account for high variation to fit the data closely,
which points in the direction for inclusion of large number of variables. On the other
hand efficient models must adhere to the principle of parsimony, which suggests the
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use of a minimum amount of predictors for ease of understanding and interpretation.
Based on the above, our goal is to identify the minimum number of predictors that
can sufficiently explain our response variables.
Application performance modelling in virtualised datacenters is a ripe area of
research. Several studies have investigated the key virtualisation architecture inde-
pendent parameters, which influence the performance of a diverse set of applications
[58, 139, 154, 186, 155]. Identifying the ideal set of performance influencing parame-
ters in a datacenter, further requires that these are controllable and sufficiently high-
level to facilitate comprehension by system administrators and easy manipulation by
automated improvement processes. This is particularly relevant for our problem: our
predictors must be tunable points for controlling rather than observing the configura-
tions’ quality. This way extracting the predictor values during the fitness evaluation
process (see Chapter 5 ) can enable direct estimation of the configurations’ quality
without the need to e.g. run additional simulations/experiments to observe and get
information of the system execution state. For example the CPU allocation is a vari-
able that consists a tunable control point because its modification is independent of
the system execution state and maps directly to the system performance [125]. To
the contrary CPU utilisation rate is not a tunable point because it is depended on
the system execution state and cannot be modified by external processes [125].
Typically the QoS influencing parameters in virtualised environments fall into one
of the following categories: (i) workload, (ii) software and (iii) hardware parameters
[23]. The workload parameters describe the load imposed to the system of inter-
est. The software parameters describe features of the basic software and finally the
hardware parameters describe the physical components of the system.
A common practise in application performance modelling correlates the average
or peak CPU utilization of an application and its observed performance [58, 139, 200,
140]. However, CPU utilization is an observable rather than controllable parameter
128
and therefore it is ill-suited for our problem. Yet, forcing applications within specific
CPU utilisation levels is important for manipulating application performance, as ac-
cess to CPU resources is a critical parameters for the applications QoS. Based on the
findings of Kundu et al. [125] we use instead of CPU utilization the percentage CPU
allocation which imposes an upper limit on CPU utilization, and is a basic perfor-
mance control parameter across all virtualization architectures and solutions. The use
of memory utilization for modelling application performance has been also explored
[181]. Following the same rationale for the CPU, the memory allocation rather than
utilisation parameter is better suited for our problem. Other performance influencing
factors reported in the literature, include request arrivals rate [48], resource queue
lengths [23], disk and network bandwidth usage. Influencing parameters for energy
consumption in a virtualised environment typically include the consumption of CPU,
memory disk, network interfaces and cooling systems [33].
Based on the literature and our requirement for utilisation independent variables
we investigate the following predictors, summarised in Table 6.1. The Load predictor
models the incoming workload size and for our problem corresponds to the size of
the submitted BoT (i.e., total jobs number). The Request size represents the average
CPU request in MIPS. The predictors PMs and VMs denote the total number of
active hardware and virtual nodes in the cloud respectively. PMs in our case study
are multi-core and may combine from 2 − 6 processing units each. The processing
cores are also heterogeneous with frequency within the range [1860, 2660, 2933, 3076]
MIPS. The variable Cores models the total number of processors in the cloud and
the Processor speed models the average core processing power in the system. The
variable Allocated CPU denotes the percentage of CPU allocation in the cloud. The
allocated CPU indicates the maximum level of CPU utilisation that can be achieved
using the current system settings. The allocation percentage is the ratio of the sum
of MIPS corresponding to the virtual CPU capabilities of the total active VMs, to
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the sum of MIPS corresponding to the CPU capabilities of the total active PMs. The





As the VMs act as a container for the incoming services to execute, the sum of virtual
CPU capabilities define the maximum amount of physical CPU that may be utilised
by the services. In a cloud datacenter of many PMs and a single VM for example, the
incoming services can only utilise the virtual CPU of the particular VM, and cannot
access additional resources unless more VMs are activated.
Similarly the variable Allocated RAM is the ratio of the sum of MB corresponding
to the RAM capabilities of the total active VMs, to the sum of MB corresponding to
the RAM capabilities of the total active PMs.
Possible Predictor Description
Load Total submitted number of resource requests in the cloud since the beginning of time
Request size Average CPU demand per resource request
PMs Total number of Physical Machines in the cloud configuration
Cores Total number of processing units in the cloud configuration
Processor speed Average processor speed in the cloud configuration
VMs Total number of Virtual Machines in the cloud configuration
Allocated CPU Upper limit on CPU utilisation of the cloud configuration
Allocated RAM Upper limit on the RAM utilisation of the cloud configuration
Table 6.1: Potential predictor variables. The predictor values will vary among dif-
ferent cloud configurations and explain variations in the metrics of interest QRT and
QE accordingly.
After the identification of potentially relevant factors to explain our responses
QRT and QE summarised in Table 6.1, we proceed with collecting data from our
environment to begin the analysis.
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(a) Cores vs response time























(b) Cores vs energy

















(c) PMs vs response time























(d) PMs vs energy
Figure 6.1: Scatter plots of predictors cores and PMs versus the responses energy QE
and response time QRT
6.2.2 Data Collection
Large data samples tend to result in close to zero p-values A.2.1. This effect may
lead scientists to claim results of no practical significance [135, 11]. Published sample
estimation tables recommend a maximum threshold of 1111 observations [109, 173,
206] considering 95% confidence level. We therefore uniformly sample our parameter
space described in 3.6 to collect 1000 configurations.
Before collecting the full data set, we assess the usefulness of our predictors to ex-
plain QRT , QE by examining their correlations A.2 and corresponding scatter plots on
an initial sample of 200 observations. Our goal is to eliminate irrelevant explanatory
variables at an early stage to save time and resources.
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(a) CPU allocation vs response
time.
















(b) CPU allocation vs energy




















(c) RAM allocation vs response
time




















(d) RAM allocation vs energy
Figure 6.2: Scatter plots of predictors CPU and RAM allocation versus the responses
energy QE and response time QRT
Figure 6.1 illustrates pairwise plots of the predictor variables cores and PMs versus
the responses. We observe that the inclusion of both variables is redundant as they
appear to add the same amount of information towards explainingQRT andQE. Cores
and PMs appear to be highly correlated with correlation of 0.995, which verifies our
previous point, that they add redundant information to the model. Similarly CPU
and RAM allocation shown in Figure 6.2 have correlation of 0.999. Finally we observe
in Figure 6.3 that the processor speed develops no clear pattern with neither response,
measuring correlation of −0.111 and −0.06 with QRT and QE respectively.
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(a) Processor speed vs response
time























(b) Processor speed vs energy
Figure 6.3: Scatter plots of predictor processor speed versus the responses energy QE
and response time QRT
After this initial measurement of predictors’ usefulness we proceed with collecting
the full dataset of 1000 observations considering only the most influential predictors,
as summarised in Table 6.2.
Predictor Description
Load Total submitted number of resource requests
Request size Average CPU demand per request
PMs Total number of Physical Machines in the cloud
VMs Total number of Virtual Machines in the cloud
Allocated CPU Upper limit on CPU utilisation of the cloud
Table 6.2: Reduced predictor variables.
Figures 6.4 and 6.5 show pairwise scatter plots between the predictors and our
response variables response time and energy respectively. The numerical values inside
the grid boxes are highlighted with red stars and provide the corresponding measure-
ments for correlations; for example the response time has correlation 0.19 with load,
no correlation with PMs, 0.85 correlation with VMs etc. Finally in the diagonal we
observe the distributions of recorded data for each variable of interest.
As discussed in Section 2.1.4, some regression models make strong assumptions
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Figure 6.4: Pair-wise scatter plots and correlation measures between the response
variableQRT and the predictors in the recorded dataset. The nummerical values inside
the grid boxes, highlighted under the three red stars notion, show the correlation
values. The diagonal boxes of the grid show the data distributions of the studied
variables. From left to right in the diagonal we see the data distribution of the
dependent variable; i.e., response time and predictors i.e., load, PMs, VMS, allocated
CPU and resource size. All other boxes in the grid depict pair-wise relationships
between the response and the predictors and among the predictors themselfs. The
Y axis corresponds to the variable described in the diagonal box of the same row
and the X axis corresponds to the variable described in the diagonal box of the same
column. The grid boxes below the diagonal show the graphical relationships between
the corresponding Y and X variables. The grid boxes above the diagonal show the
correlation values between the corresponding Y and X variables. For example in the
first box of the second from the top row show the function between load (Y axis)
and response time (X axis). In the second box of the top row the correlation value











































































200 600 1000 0 1000000
Request Size
Figure 6.5: Pair-wise scatter plots and correlation measures between the response
variable QE and predictors i.e., load, PMs, VMS, allocated CPU and resource size in
the recorded dataset.
normality of errors assumption in linear models. Violations of normality may rise
because the distributions of predictors and/or responses are themselves significantly
non-normal or because the linearity assumption is violated. Non-linear transforma-
tions serve many functions in quantitative data analysis, including improvement of
the normality of distributions, equalisation of variance and preparing the data for
modelling by reducing the influence of unusual variable values. Zimmerman [213]
has further pointed out that normalising the data is not only relevant for parametric
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regression, which makes strong assumptions about the data structure, but also non
parametric regression models, where no explicit assumption of normality is made,
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Figure 6.6: Pair-wise scatter plots and correlation measures between the response
QRT and predictors i.e., load, PMs, VMS, allocated CPU and resource size in the
transformed dataset.
We therefore pre-process the recorded dataset by applying appropriate non-linear
transformations. A log transform corrected here the right skewness in the predictor
“Allocated CPU” and in response “Energy”, while a negative power transformation
compressed large values in the response “Response Time” and spread out larger ones
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Figure 6.7: Pair-wise scatter plots and correlation measures between the response
QE and predictors i.e., load, PMs, VMS, allocated CPU and resource size in the
transformed dataset.
while no transformation managed to improve the shape of “PMs”. Figures 6.6 and 6.7
show the new scatter plots and correlations. We observe an overall improvement of
correlations between responses and predictors after transforming the recorded data.
Regarding “Response Time”, its correlation with “Load” improved from 0.19 to 0.21,
VMs from 0.85 to 0.93 and CPU 0.28 to 0.4. Similarly, the correlations between
“Energy” and “Load” improved from 0.74 to 0.82 and CPU from 0.51 to 0.59. Our
analysis shows that the predictor “PMs” is not influential as it does not develop
clear patterns with neither response variable. This point is also confirmed by the
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corresponding correlations, which approach zero. As a result, the predictor “PMs” is
also eliminated. Table 6.3 summarises the finally considered predictors.
ID Predictor Description
Load Load Total submitted number of resource requests
Reqsize Request size Average CPU demand per request
Vms VMs Total number of Virtual Machines in the cloud
Cpualloc Allocated CPU Upper limit on CPU utilisation of the cloud
Table 6.3: Final predictor variables.
Based on the identified predictors the surrogates SiRT and SiE to predict QRT and
QE respectively will take the following forms:
SiRT = fi(load, reqsize, vms, cpualloc) (6.2)
SiE = gi(load, reqsize, vms, cpualloc) (6.3)
Training Data
Having identified the most influencing variables to explain QRT and QE we proceed
to collecting the training dataset. Each dataset entry describes the relation between
a configurations’ structure with respect to the predictors (load, request size, VMs and
allocated CPU) and its corresponding quality with respect to the responses QRT and
QE. The data reflect the cloud operation in a steady-state, which means that the
neither the workload nor the datacenter capabilities (e.g., CPU, RAM) are chang-
ing during this time. Therefore the system structure and quality measurements are
consistent.
The cloud system is simulated on CloudSim as discussed in Section 3.6. As men-
tioned in Section 3.6, the studied cloud settings in this work span BoT workloads
of size 20000 − 90000 and VMs scale within 100 − 1000. Table 6.4 summarises the
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parameter ranges used to train the models. The training ranges are extracted by
uniform sampling within the use case parameter limits.
ID Predictor Training Range
Load Load 20000− 90000 BoT jobs
Reqsize Request size 14433− 21051 MIPS
Vms VMs 100− 1000
Cpualloc Allocated CPU 0− 100% MIPS
Table 6.4: Training data ranges.
6.2.3 Surrogate Models Description
So far we have presented the selection process of influential variables to explain the
Response Time (QRT ) and Energy Consumption (QE) in cloud configurations. We
then collected data from our simulation environment (see 3.6) consisting of 1000
observations on the specified 4 predictors 6.3 and our 2 responses; QRT and QE. The
next step is to identify the form of the models ˆQRT and QˆE that will relate each of our
responses to the set of predictors in the form of a multiple regression equation. For
this purpose we will devise and asses the predictive ability of a set of diverse models
presented in Section 2.1.4. All models are implemented in the open source statistics
tool R [4].
Linear Surrogates
First we use linear regression to model our response variables “Response Time” QRT
and “Energy”’ QE, which is the most widely used statistical technique describing
the simplest possible, non-trivial relationship among the variables of interest. The
resulting models ˆQRT and QˆE are described by the equations 6.4 and 6.5 respectively.
Tables6.5 and 6.6 show the regression outputs for each model, summarising the coef-
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ficient values, standard errors, t-values and p-values, estimated using the R function
lm() [4] for linear regression.












Variable Coefficient Standard Error t-value p-value
Constant 2.742e− 03 1.740e− 04 15.759 < 2e− 16
Load −2.799e− 09 3.869e− 10 −7.234 8.27e− 13
Vms 3.264e− 06 3.812e− 08 85.634 < 2e− 16
Cpualloc 6.209e− 05 1.007e− 05 6.165 9.61e− 10
Reqsize −1.692e− 07 8.135e− 09 −20.805 < 2e− 16
Table 6.5: Regression Output for ˆQRT .
Variable Coefficient Standard Error t-value p-value
Constant 2.653e+ 01 6.459e− 01 41.076 < 2e− 16
Load −1.486e− 04 1.436e− 06 −103.437 < 2e− 16
Vms −7.022e− 03 1.415e− 04 −49.625 < 2e− 16
Cpualloc −2.960e− 01 3.739e− 02 −7.916 5.49e− 15
Reqsize −9.822e− 05 3.020e− 05 −3.253 0.00118
Table 6.6: Regression Output for QˆE.
The p-values in Tables 6.5 and 6.6 are much less than 0.05 indicating that all es-
timated coefficients are highly significant. However, the models cannot be considered
valid if any of the standard linear regression assumptions 2.1.4 are violated by the
fitted data. Figures 6.8 and 6.9 summarise diagnostic tests on the linear regression
assumptions for ˆQRT and QˆE respectively. The normal Q-Q plot in Figure 6.9 shows
that the points deviate from the reference line, indicating that the residual errors












































































































































































Figure 6.9: Diagnostic checks for Energy.
define a parabolic plot which indicates that the errors violate the the homoscedastic-
ity assumption. Furthermore, for both models the Scale-Location and Residuals vs
Leverage plots show points that are scattered away from the center, which suggests
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that some observation have excessive leverage. The presence of leverage indicates
that the models have failed to capture important data characteristics. The diagnos-
tics showed that linear models do not suffice to explain our response variables, hence
we reject both models described in 6.4 and 6.5.
Non-Linear Surrogates
When building non-linear regression models on R, a set of parameters must be tuned.
In particular for the CART model, the parameter minisplit specifies the required
minimum number of observations in a tree node to split a new leaf, and cp is an
indicator of the acceptable tree complexity. For the MARS model, the parameter nk
is the maximum number of hinge functions, thresh is a termination criterion for the
pruning process, and nprune the maximum number of hinge functions after pruning.
For the SVR model, the parameter kernel stands for the kernel function, gamma
specifies kernel parameters, and cost defines a penalty for the model complexity.
Finally for the GPs model the parameter kernel is the covariance function.
The goal is to find the optimal parameter settings for the considered regression
models. The choice of the optimal parameters is decided here by an exhaustive
search on the possible combinations of parameters in the range shown in Table 6.7.
The range of explored parameter values has been based on common practice choices
[183, 153, 148, 54, 7]. The search process finally selects the parameter combinations
which reduce the Root Mean Squared Error (RMSE) of the studied model.
The next step after parameter tuning for the surrogates, is the identification of the
best subset of predictor variables that are sufficient for explaining their joint effect
on the response variables studied in this problem; QRT and QE. This step is part of
the model selection process ( see Section 2.1.4 ), which aims at trading bias off with
variance in a way that performance metrics, detailed in Section 2.1.4, (i.e., R2, MAE,
MSE, RMSE, MAPE) are optimised. Apart from balancing the bias vs variance trade
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Model Parameters Tested Range Used Values
CART
minisplit [10, 100] 50
cp [0, 1] 0.01
MARS
nk [5, 100] 6
thresh [0.001, 0.005] 0.005
nprune [1, 80] 5
SVR
kernel [polynomial,radial basis,sigmoid] radial basis
gamma [1e− 6, 0.1] 0.1
cost [0.1, 10] 10
GPs kernel [radial basis, hyperbolic, laplacian] radial basis
Table 6.7: Examined Model Parameters
off, the selection of most influential subset of predictors increases the interpretability
of the models.
The CART models on R were constructed using the function rpart() [4, 183]. The
integrated model selection process in rpart(), identified “VMs” (vms) as the only
significant predictor for modelling QRT . The corresponding model is shown in Figure
6.10a. In a similar fashion, the CART for QE used the predictors “Load” (load) ,
“Request size” (reqsize) and “Allocated CPU ” (cpualloc). The corresponding tree
for modelling QE is shown in Figure 6.10b.
For the construction of the MARS models on R we used the function earth()
[4, 148]. The integrated model selection process in earth(), identified vms and reqsize
as significant predictors for modelling QRT . Figure 6.11a shows the corresponding
model selection process, illustrating that two out of the total four predictors were
selected and four hinge functions remained in the final model after pruning. The
MARS for QE included two predictors as well; vms and load while five hinge functions
remained in the final model as Figure 6.11b shows.
For the construction of the GP models on R we used the function gausspr()
from the package kernlab [4, 7]. As there is no integrated model selection function
here, we applied a custom backward elimination procedure. Beginning with a full













































(b) CART model for Response Time QE .
Figure 6.10: 3-dimensional scatter view of the recorded transformed data.








































(a) MARS model selection for QRT .












































(b) MARS model selection for QE .
Figure 6.11: MARS models selection.
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performance errors. The selected GP model for QRT used a subset of three predictors
(vms, cpualloc, reqsize). For QE three predictors (load, vms, cpualloc) were selected.
Finally, for the construction of the SVR models on R we used the function svm()
from the package kernlab [4, 7]. The selected SVR model for QRT and QE included
the full predictor set. Figure 6.12 summarises the overall process.
Figure 6.12: Identifying surrogates with sufficient predictor subsets [64].
6.2.4 Surrogate Models Selection
In Section 6.2.3 we described the devised regression models to approximate the re-
sponses QRT and QE. The first part of the model selection process tuned the different
regression model parameters and complexity to optimise their prediction accuracy
based on the performance metrics R2, MAE, MSE, RMSE and MAPE as shown in
Figure 6.12. The next step, illustrated in Figure 6.13, is to compare the predictive
ability of the tuned regression models, towards selecting those that best reflect the
real QRT and QE behaviour. Table 6.8 summarises the predictive ability of each
model using 10 fold cross-validation on the recorded dataset. The technique starts
by randomly partitioning the initial data set in 10 subsets. Once the subsets are
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Figure 6.13: Identifying surrogates with sufficient predictor subsets [64].
created, it proceeds by iterating the following activities for all the subsets i where
i = 1, . . . , 10: (i) Remove from the original dataset the chosen subset i ; (ii) train
the model with the remaining data; and, (iii) calculate the prediction error using the
subset i. At the end of the process, the prediction error is aggregated over the 10
folds.
Figure 6.14 visualises the difference in performance among the models, using the
MAPE and R2 metrics.
QoS Model Accuracy Metrics
R2 RMSE MAE MAPE
Response Time (QRT )
CART 0.89 0.0002 0.0001 8.78%
MARS 0.95 0.0001 0.0001 5.89%
SVR 0.91 0.0002 0.0001 7.65%
GPs 0.95 0.0001 0.0001 6.02%
Energy (QE)
CART 0.85 1.19 0.95 12.21%
MARS 0.96 0.57 0.44 5.45%
SVR 0.97 0.51 0.39 5.02%
GPs 0.96 0.56 0.42 5.37%
Table 6.8
Overall the surrogates appear to perform very well. MARS and GP seem to
exhibit the best performance for predicting QRT with 0.95 R
2 and approximately 6%
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Figure 6.14: Prediction accuracy for the surrogates.
MAPE. On the other hand, SVR seems to exhibit the best performance for predicting
QE with 0.97 R
2 and approximately 5% MAPE.
6.3 Summary
In this chapter we have discussed the importance of fitness function approximations
to reduce the burden of computationally expensive cloud configuration candidates
evaluation. After a brief overview on statistical regression techniques we presented a
series of surrogate models to approximate the quality metrics “Response Time” QRT
and “Energy Consumption” QE, which define our fitness function. We have used
a diverse range of regression techniques to develop our surrogates ranging from the
highly interpretable CART and MARS to the more complex SVR and GPs.
Figure 6.15 summarises the model construction process. Overall, the devised
surrogates demonstrated good predictive ability based on 10-fold cross validation
results on the recorded dataset. Therefore all statistical models with the exception
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Figure 6.15: Model construction overview.
of the linear model, were accepted at this point. The final model selection will to be





his thesis has presented a methodology for improving the quality of cloud
IaaS configurations, considering the quality metrics QRT , that stands
for the hosted services response time, and QE, that stands for the
cloud datacenter energy consumption. The previous Chapters 5 and 6 have presented
the building components of our approach, namely (i) the SBSE reformulation of
the cloud optimisation problem to explore the cloud configuration search space of
optimal or near-optimal solutions and (ii) the development of data-driven surrogate
approximations to speed-up the search space exploration. Up to this point there has
been little discussion about the quality of the optimised configuration outputs of our
proposed framework. In this chapter we validate the hypothesis that our approach
can optimise cloud configurations at runtime. The validation is structured around
three main goals: (i) to assess the efficiency of the cloud configuration optimisation,
(ii) to assess the performance of the surrogate models as fitness functions in the
optimisation process in terms of their prediction accuracy and timeliness and (iii) to
to highlight the strengths and weaknesses of our proposed methodology. The work
presented in this chapter has been published in [42, 44].
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7.1 Research Questions
To validate our optimisation approach we seek to answer a series of Research Ques-
tions (RQs), presented below.
RQ1 Is the use of SBSE application effective for the optimisation of cloud con-
figurations ?
The goal of this RQ is to demonstrate that the use of SBSE for optimising cloud
configurations is robust and can lead to high-quality solutions. Towards proving this
point we will compare the performance of the multi-objective optimisation genetic
algorithm, applied to explore the cloud configuration search space with purely ran-
dom search. According to SBSE practices [91, 90, 89] the performance of the genetic
algorithm must comfortably outperform a random search for improved configurations,
to demonstrate that the cloud configurations optimisation problem is not trivial and
that our search-based approach is indeed effective.
This point also provides a sanity check for the parameter choices in the config-
uration of the genetic algorithm; while the genetic algorithm is randomised, it is
still able to smartly balance the exploration vs exploitation trade-off and introduce
biases towards promising areas of the search space. To study this RQ, we use a
simulation-based fitness function to measure the quality metrics of interest QRT and
QE on CloudSim. We will refer to the simulation-based fitness function as “expen-
sive” fitness function as well, due to the high computation cost required to evaluate
the quality of the population.
RQ2 Are the devised surrogates accurate with respect to their predictive ability?
Our methodology develops lightweight surrogate models to substitute the initial, ex-
pensive simulation-based fitness function with an analytic formula. The models re-
ceive as input data on a series of predictor variables (see Table 6.2) that describe a
configuration’s structure, and yield estimations of the expected fitness of the config-
uration. The accuracy of the estimations is of paramount importance to the meta-
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heuristic search. Inaccurate predictions may lead the search to low-quality solutions
and therefore end up wasting system resources or interfere with the services perfor-
mance. The goal of this question is to assess the prediction accuracy of the devised
models and test if they are able to maintain a reasonable level of quality even when
noise and unexpected workloads are introduced to the system.
Evaluating the robust performance of our surrogates under unexpected conditions
goes beyond our study in Section 6.2.4. In Chapter 6 we presented an interpolation
scenario i.e., we have used our training dataset of 1000 samples described in Section
6.2.2 to estimate a set of performance metrics for each surrogate. More specifically
using 10-fold cross validation, the original dataset is iteratively (for fold i = 1, . . . , 10)
split in the training set and the validation set; the first is used to fit the models while
the latter is used to compute the R2, RMSE, MAE and MAPE metrics. The results
per iteration are combined to give us the final performance estimations described in
Section 6.2.2.
Overall, the interpolation scenario evaluates the performance of our surrogates
under controlled, anticipated conditions. However, in real world systems parameters
such as the workload intensity cannot be controlled, and may vary outside the original
training dataset range. In this RQ we introduce extrapolation scenarios, where we
change the workload intensity and variability outside the training values range. Our
goal is to prove that the models remain sufficiently accurate and can still support
predictive analysis despite uncertainty or noisy data. This way the surrogates can
provide a robust alternative for the simulation-based fitness function, that will not
misguide the optimisation process under unexpected or dynamic changes.
RQ3 How effective are surrogates as alternates for the expensive fitness function?
In RQ2 we evaluate the predictive ability of our surrogates. Yet, even highly accurate
predictive models may exhibit lower accuracy than the actual system behaviour, that
is modelled via the original simulation-based expensive fitness function. This is due to
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the inherent prediction errors (e.g., MAPE) of the predictive models. In this RQ we
seek to understand how the surrogate-based fitness functions exploit the uncertainty
in the predictions of the metrics of interest QE and QRT , towards guiding the search
to near-optimal configurations. Uncertainty can have negative effects by introducing
inaccuracies in the optimisation results. It is also possible though to achieve further
improvements by introducing uncertainty in the optimisation process, because it can
effect to smooth the complex fitness landscape and ease the search towards promising
candidates [157]. To assess the effectiveness of the devises surrogates as alternate
fitness functions we will compare the quality between Pareto configurations obtained
with the expensive and surrogate-based fitness functions.
RQ4 What is the performance gain by using a light-weight surrogate model in-
stead of the expensive fitness function?
Our SBSE settings (see Section 5.1.4) require a large number of fitness function eval-
uations that may pose a hindrance to the feasibility of the optimisation process. To
reduce the computational burden of time-consuming, simulation-based fitness func-
tions we introduced surrogate models that offer a mathematical formula to estimate
QRT and QE as a function of configurations components i.e., the predictor variables
(see the predictors summarised in Table 6.3). However the use of alternate fitness
functions introduces a new trade-off; while the initial expensive simulation-based fit-
ness function is time consuming, it accurately models the system behaviour. On the
other hand the devised surrogates provide a light-weight fitness function but may
introduce inaccuracies since the surrogates approximate the system behaviour using
history operation traces. This question will measure and compare the performance
gains, with respect to time efficiency, from the use of a surrogate-based fitness func-
tion.
RQ5 Is the surrogate performance generalisable to different genetic algorithms?
As discussed in Section 2.1.2 two basic ingredients are required before the formulation
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of any SBSE problem; a representation and a fitness function definition. Based on
the above, any metaheuristic search algorithm may be applied next, to explore the
problem solution space. So far we have used the popular NSGA-II algorithm for our
experiments. In this question we will repeat our experiments with a different meta-
heuristic, to confirm the generalisation ability of our surrogate models to different
state-of-the-art search algorithms.
Our experiments ran on a cluster of Supermicro Servers, with 2 x Intel Xeon E5420
at 2.50GHz, 2GB DDR2 RAM and 120 GB disk space and Linux Suse OS.
Problem Input
As input candidate for the evaluation study we consider a configuration with the
following characteristics; 310 VMs, 340 PMs, 20000 BoT tasks. Its QoS is QRT =
34 seconds and QE = 33 MWhrs (average metrics over 40 CloudSim experiment
iterations). The number of VMs and PMs have been randomly selected.
7.1.1 Metrics Used
To answer all our RQs (see Section 7.1) we need to analyse and compare the perfor-
mance outputs of multi-objective optimisation algorithms. Assessing the performance
of a single objective optimisation problems typically requires observations about the
best solution found. This approach does not apply in the case of multi-objective
optimisation because there are sets of best or “non-dominating” candidate solutions,
forming a Pareto front. Each candidate solution in the Pareto front is therefore in-
comparable to the others because no other has better values for all objectives. To
enable quantitative comparison among Pareto sets of candidates we employ two qual-
ity indicators for multi-objective optimisers, namely Hypervolume (IH) and Spread
(∆) [217].
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IH calculates the volume in the objective space covered by members of a non-
dominated set of solutions from an algorithm of interest. For minimisation problems
like in this work, a reference point defines the upper limit of this volume. The IH
concept is illustrated in Figure 7.1. The larger the IH , the better the algorithm,
because the more it captures of the non-dominated solutions space. As the scale of
the different objectives in the optimisation problem can be very different (e.g. QRT
may range within a few seconds while QE may range within thousands of Watt-hours
), the objective values are normalized within the range [0, 1] and the value of 1 is used
as a reference point for each objective.
Figure 7.1: Example of hypervolume for a minimisation problem with referenco point
z [124].
∆ [190] is a complementary diversity metric that measures how evenly the points
in a set of solutions are distributed. Smaller values indicate a more uniform spread.
A value of zero for this metric would indicate that all members of the Pareto front
are equidistantly spaced, though this is rarely the case.
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7.1.2 RQ1
In Section 5.1 we have defined the core SBSE artefacts (namely the solution repre-
sentation, genetic operators and fitness functions) required to reformulate the cloud
configuration optimisation problem as a search-based problem. The next step is to
apply a meta-heuristic algorithm to explore optimal or near optimal cloud configura-
tions.
One of the most important preconditions for the application of SBSE (see Section
2.1.2), is that the problem candidate has a large and multi-model design space. While
in such spaces the application of exact algorithms is practically infeasible due the
computational cost, SBSE techniques take advantage of the space characteristics and
can help discover acceptable solutions [51]. Otherwise, if the candidate problem for
SBSE application has a simpler design space, SBSE might not be the most appropriate
choice because it can be slower than an analytic approach due to the repeated trials
of the fitness functions to evaluate candidate solutions [89].
According to SBSE practices [89, 8], comparison with random search consists a
baseline validation for the efficiency of the customised solution representation, fitness
functions and genetic operators as well as a sanity check for the search-based problem
formulation. Any SBSE formulation must significantly outperform random search to
qualify as worthy of consideration as a successful optimisation technique. Further-
more, in the case of “hard” problems where analytic algorithms are not applicable, the
comparison with random search alone suffices to demonstrate that the meta-heuristic
technique is capable of producing better solutions for previously uncovered areas of
the search-space [89].
To answer this question we use the popular genetic algorithm NSGA-II [57] as
implemented in the MOEA framework 1, to explore the space of cloud configurations,
encoded as discussed in Section 5.1. Figure 7.2 shows the basic NSGA-II routine.
1http://www.moeaframework.org/
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Figure 7.2: The NSGA-II concepts of dominance ranking and crowding distance.
NSGA-II refines the basic GA routine (see Section 1) by applying two additional
concepts: (i) dominance ranking and (b) crowding distance. The generation of our
initial population of size 100 (see Section 5.1.1) is followed the breeding phase where
mutation and crossover operators are applied to create promising offspring. At this
point, after the reproduction has been completed, the new population size is 200 in-
dividuals. Each candidate is then mapped to its real-word, phenotype representation
using CloudSim. The simulation-based estimations for the metrics QRT , that denotes
the services response time andQE, that denotes the cloud energy consumption, consist
the fitness score for each individual in the population. Next, the dominance ranking
is applied to sort the population into fronts of non-dominated solutions measuring for
each individual the number of solutions it dominates, and the number of solutions
it is dominated by. The ranking penalises solutions in regions of the objective space
which are dominated by many others forcing the exploitation of best candidates. The
crowding distance then measures the population density around solutions and aims
at maintaining a uniformly spread Pareto set by favouring solutions at less dense
regions in every front. The section phase follows, to reduce the population back to
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100 by selecting the currently best solution candidates. Our process iterates till 30
generations have been reached.
The bespoke NSGA-II implementation is used as a basis for random search as well,
based again on the MOEA framework. The mutation and crossover probabilities
are set to zero, eliminating the breeding phase. However, each new generation is
instantiated with a new population initialisation, which has the effect that a new
population is created at each algorithm iteration. The elite individuals are kept in
the population to keep track of the best solutions found to date. Again, the process
terminates when 30 generations have been reached. The random search process is
summarised in Figure 2.
In comparison to the NSGA-II implementation, random search does not apply
genetic operations for searching the candidates space. The comparison between the
algorithms’ performance will assess whether the genetic operators have been properly
designed, to balance the trade-off between exploration of new areas of the search
space (via mutations) and exploitation of already known good solution candidates
(via crossover). If the use of genetic operators doesn’t offer significant performance
gains over random search, could mean that (i) the problem is trivial and therefore a
cheaper search algorithm as e.g. random search can be used to explore near-optimal
configurations or (ii) the current design of genetic operators, the algorithm settings
(e.g., number of generations, population size) and/or the fitness functions definition
is badly defined.
We run both random search and NSGA-II using the simulation-based expensive
fitness function and report the IH and ∆ indicators to compare the quality of solutions
achieved by each algorithm. Due to their stochastic nature, evolutionary algorithms
may produce different results when applied to the same problem instance. As a ran-
domised algorithm is strongly affected by change, it may find an optimal solution in
a very short time or may never converge towards an acceptable solution [8]. It is
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Algorithm 2 Random Search
1: procedure
2: Set generation number, m := 0
3: Define initial population of candidate solutions, P (0)
4: Evaluate the fitness of each individual Fi (P (0)) in P (0)
5: loop:
6: Evaluate F (m)
7: Select P (m), P (m) := M (S (m))
8: m := m+ 1
9: exit: when stop condition satisfied
10: end loop
hence important to assess the effectiveness of evolutionary algorithms by collecting
data from a large enough number of independent runs. To this end, best practice
requires the use of inferential statistical testing to robustly assess differences in the
performance of the algorithms used [8] (See Section A.2). A statistical test assesses
whether there is enough empirical evidence to claim a difference between two algo-
rithms. A null hypothesis H0 is typically defined to initially state that there is no
difference between the studied algorithms. A statistical test is then used to verify if
H0 should be rejected.
In our case the H0 claims that there is no difference between the performance of
NSGA-II and random search in the problem of cloud optimisation. Each algorithm
is executed 40 times to collect empirical evidence. We then use the non-parametric
Wilcoxon test [52] (see also Section A.2.2) to study the probability distribution of
the outputs and check for statistical significance. The confidence limit parameter α
is set to the widespread used value of 0.05 [8] (see Section A.2.1). According to our
results, the H0 is strongly rejected at the 1% significance level. While Wilcoxon test
is safe to use as it makes no assumptions about underlying data distributions, it is
inadequate to merely show statistical significance alone; we must also show that the
effect size is worthy of interest. To additionally assess the effect size we perform a








































Figure 7.3: Hypervolume evolution through optimisation with NSGA-II and random
search.
test results showed that for all 40 experiments the quality indicators achieved by
NSGA-II are significantly better than those of random search with a Cohen effect
size “high” (d > 0.8) . Table 7.1 summarises the mean and standard deviation for
the quality metrics achieved by each algorithm. To support qualitatively our point
Figure 7.3 presents a visualisation of the hypervolume evolution till each algorithm
terminates. We observe that the NSGA-II achieves higher quality solutions at all
times. Figure 7.3 also highlights that our choice of 30 generations and population size
of 100 are reasonably good settings for the problem, since the NSGA-II hypervolume
approaches the maximum value and after generation 20 the hypervolume indicator
does not significantly change. Finally Figure 7.4 indicate how much NSGA-II and
random search improve the initial population.
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Figure 7.4: NSGA-II and random search Paretos in comparison to the initial popu-
lation. NSGA-II achieves an improvement up to 79% for response time and 88% for
energy consumption w.r.t the problem input.
IH ∆
Algorithm µ σ µ σ
Random 0.7 0.01 0.03 0.01
NSGA-II 0.83 0.02 0.009 0.005
Table 7.1: Quality indicator values of random search and NSGA-II using the expensive
fitness function.
7.1.3 RQ2
Our validation results so far have demonstrated that the proposed formulation of
cloud optimisation as SBSE is efficient and that indeed the studied problem is not
trivial. Our current SBSE settings with a population size of 100 and termination
condition of 30 generations require a total of 3000 calls to CloudSim, for estimat-
ing the fitness of each individual explored by NSGA-II. As the complexity of the
meta-heurisric search highly depends on the complexity of the fitness function [86],
our optimisation framework may require from ∼ 7 hours to ∼ 7 days to complete,
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depending on the size of the assigned workload (see Section 5.1.4). Towards reducing
the computational burden of time-consuming, simulation-based fitness evaluations we
have developed a series of surrogate models as discussed in Chapter 6. The surrogates
offer an alternate, analytical expression to model the fitness function, that is orders of
magnitude computationally cheaper to use than the initial simulation-based function.
The new analytical expression models the relationship between a series of influential
variables and the variables of interest QE and QRT . Here the surrogates are functions
of the workload size, request size, number of VMs and allocated CPU as Table 6.3
shows. The models have been trained using a dataset of 1000 samples, collected from
the CloudSim case study as described in Section 6.2.2.
In Section 6.2.4 we have measured the accuracy of the surrogates by computing
widely used error metrics; the Root Mean Squared Error (RMSE), the Mean Abso-
lute Error (MAE) and the Mean Absolute Percentage Error (MAPE). The results are
summarised in Table 6.8. RMSE and MAE have the same measuring units as the
training dataset, and therefore can only be used for comparison with models of the
same measuring units. For example the RMSE and MAE for the metric QRT is in
seconds while for QE is in Watt×hours (Whrs). Regarding QRT , RMSE estimations
suggest that MARS and GPs provide more accurate predictions of the services’ re-
sponse times. MAE is not useful here as it is identical for all QRT models. Regarding
QE RMSE and MAE unanimously suggest that SVR is the most accurate model.
In comparison to the above, MAPE is expressed in generic percentage terms to
indicate how close are the predicted to the actual data. While there is no standardised
benchmark to assess MAPE accuracy, Gambi [77] has used a MAPE below 20% to
indicate accurate surrogates. In our case the MAPE for all models suggests excellent
performance as it ranges within ∼ 5%− ∼ 12%. In particular for modelling QRT
MARS scores the best performance with MAPE ∼ 6% and for modelling QE SVR
161
has the best performance with MAPE ∼ 6%. Both results agree with the RMSE and
MAE findings above.
Our results have shown that the surrogates can efficiently capture the behaviour
of a cloud system. The accuracy estimations above reflect scenarios when the cloud
datacenter operates within the workload and capability settings of our use case (see
Section 3.6 and Table 6.2.2 ). Up to this point the training data have been prepro-
cessed and collected during controlled experiments.
However, this work aims to apply the surrogates on-line. Therefore we need to
further assess how the surrogates perform under uncertainty, noisy data and emerging
services behaviours. For example the workload of a web-based system may increase or
decrease over time; or it may even change dramatically when events such as Christmas
shopping or acquisition of other companies result in a higher number of internal
system users [124]. Such unexpected events may not be captured by the initial training
dataset. Additionally in real systems the training data are typically collected by
monitoring systems, that may introduce noise in the datasets [77].
To model uncertainty in our experiments we extrapolate the parameter settings
outside the ranges used to build the surrogates, to examine the robustness of the mod-
els in uncontrolled working conditions. More specifically we extrapolate the workload
size in two directions; outside the lower and maximum limits used in the training
dataset, shown in Table 7.2. The resulting parameter combinations effect in varying
levels of workload intensity and variability, shown in Table 7.3.
Predictor Interpolation Setup
Load [20000− 90000] BoT jobs
Table 7.2: Interpolation configuration for the predictors.
Regarding the prediction of QRT the MARS and CART surrogates fail to reason-
ably respond to unexpected workload conditions. The MAPE error for the CART
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Predictor Extrapolation Setup
Load [1000− 19000] and [91000− 200000] BoT jobs
Table 7.3: Extrapolation configuration for the predictors.
models remain static for all extrapolation scenarios at 8.8% while for MARS at 5.9%,
equalling the interpolation measurements. The error measures are static because the
models output the same prediction value for all inputs. This means that both models
do not manage to reasonably respond to unknown workload conditions and to dif-
ferentiate the predictions between extrapolation and interpolation data. We observe
that simplistic regression models do not suffice to model the cloud configurations
behaviour.
The results for SVR and GPs surrogates are summarised in Figures 7.5 and 7.6.
Compared to the interpolation results in Table 6.2.4 we observe a notable deteriora-
tion of the models predictive ability. In general, we expected this outcome because
the new data introduce uncertainties and the models have to deal with unexplored
regions of the parameter space. The predictive power of the models differs for smaller
and larger workload sizes. Scenarios with smaller workloads are predicted well and in
particular SVR manages a worst case MAPE of 14% at workload size of 1000 BoTs,
which still remains under the indicative 20% accuracy threshold [77]. GPs perform
slightly worse with a worst case MAPE of 24% at workload size of 1000 BoTs. There
is a higher degradation of predictive ability of the surrogates for larger workload ex-
trapolation scenarios. The worst case MAPE is 30% for SVR and 35% for GPs at
workload size of 200000 BoTs. Overall we observe that the size of the new workloads
is approximately linearly proportional to the MAPE degradation. Values close to the
training limits exhibit satisfactory accuracy that closely resemble the interpolation
performance. The more we move outside the training limits though, worse MAPE is
obtained. As Figure 7.6 illustrates, our experiment also shows that the deterioration
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(a) Extrapolation on SVR.

















(b) Extrapolation on GPs.
Figure 7.5: Extrapolation for smaller workloads.
on MAPE performance is less aggressive on GPs than SVR surrogates. Interestingly,
GPs eventually manage to stabilise the worst case performance at 30%. Overall, the
SVR and GPs models show promising results, especially given the fact that the ex-
trapolation values were not only near the training limits where reasonable predictive
ability should be expected, but ranged throughout values up to ∼ 120% outside the
training data limits. The results are similar for QE. To compare, a recent study that
builds predictive models for virtualised storage systems [153] extrapolates the param-
eter values up to ∼ 20% outside the training parameter rages and the corresponding
MAPE effect ranges from ∼ 20%− ∼ 119% [153].
To assess the effects of possible increased MAPE errors during the cloud opti-
misation process, we measure the hypervolumes of the surrogate-based optimisation
while the workload range varies outside the training limits. Table 7.4 summarises
the achieved hypervolumes in the extrapolation limits using SVR. We observe that
when the extrapolated workload values are close to the training limits of minimum
20000 and maximum 90000 the quality of the optimisation output is very robust. In
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(a) Extrapolation on SVR.


















(b) Extrapolation on GPs.
Figure 7.6: Extrapolation for larger workloads.
particular for workload values 19000 and 91000, the hypervolume indicator measures
0.82 that is approximately equal to the interpolation scenario value of 0.83 (see Ta-
ble 7.1). The outer extreme extrapolation limit for workload size 200000 achieves a
hypervolume value of 0.7 (see Table 7.1). This result suggests that at this extreme
point of 30% MAPE the search-based optimisation has been degraded to random
search. Interestingly, in the lower extreme extrapolation limit for workload size 1000
we measure a hypervolume value of 0.88 which is higher than the interpolation sce-
nario of 0.83. As we discuss next, in RQ3 (see Section 7.1.4) this improvement can
be explained with the bless of uncertainty [157] in approximation-based evolutionary
computation. The bless of uncertainty highlights the positive impacts by the approx-
imation inaccuracies of the surrogates in the evolutionary search. For briefness we
do not display the hypervolume findings for the GPs surrogate, since they are very
similar with the Table 7.4, described above.
The ability of surrogates to tolerate unexpected environment conditions goes hand







Table 7.4: Hypervolumes achieved for extrapolated workloads.
therefore be able to be easily retrained using the new data. The reasons that model
adaptability is important is two-fold: (i) on the one side the initial training might have
not been optimal and (ii) on the other side clouds are dynamic and an initial training
set might not be able to continuously capture their runtime behaviour. Following
Gambi’s methodology [77] we evaluate the adaptability of surrogates by computing
MAPE using two datasets; We divide the original training dataset (see Table 6.2.2) in
a future dataset and a current dataset. The future dataset contains data that appear
in time after a surrogate has been trained. The current set denotes the current
training set of the surrogates, that grows during the models’ lifetime. The size of
the current dataset is initially configured at 100 samples. Periodically we retrain the
current set, increasing its size by 100 new samples and iteratively evaluate the MAPE
of current set. If the error measurement decreases we can conclude that the surrogates
are improving. This gives us an intuition of how the training set size relates to the
models’ predictive ability. We ignore CART and MARS since the previous step shows
that they are unable to exploit new data and only output a single static prediction
disregarding the input settings. Since the results for SVR and GPs are similar we
summarise our findings for SVR surrogate in Figure 7.7.
We clearly observe that the accuracy of the models increases as we introduce more
training data samples. However, saving all the monitoring data is not appropriate
because it would result to treating old and new data as equally important. This
strategy is not necessarily correct in the dynamic cloud context as it might fail to
recognise new trends because new data would be smoothed out by old historical
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Figure 7.7: Changes in MAPE as the size of current dataset increases.
data. Additionally accumulating data for very similar operating conditions would
not provide any advantage to the models [77]. We further observe in Figure 7.7
that a training size above the size of 1000 samples does not considerably improve
the model accuracy. We can therefore empirically conclude that the amount of data
needed to build a surrogate model with sufficient accuracy is relatively small [77]. This
conclusion is in accordance with our discussion in Section 6.2.2 , where we decided a
dataset of size 1000 to sample the cloud datacenters parameter space.
In this work we will not go further into sampling training data techniques. How-
ever, we assume the presence of a high-lever management framework that filters the
monitoring data and maintains only the 1000 most updated samples. For example
the “retain count” methodology used by Gambi [77], keeps only a number of sam-
ples equal to a predefined retain count parameter, by replacing old samples with new
ones, and retrain the model at the frequency specified by a retrain period parame-
ter. Another possible condition to trigger model retraining could be the degradation
of error metrics (e.g., MAPE) below a predefined threshold. The training data can
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be periodically collected during the normal datacenter operation; each data sample
describes a cloud configuration and its corresponding quality (in terms of the metrics
QE, QRT ).
7.1.4 RQ3
In the case of evolutionary meta-heuristics, the optimization cycle time is propor-
tional to the number of calls to the fitness function [134]. Typically many thousands
of fitness function calls are required before a set of near-optimal solutions can be
located. The idea of using surrogate approximation models to speed up evolutionary
search has recently found its way into SBSE practices. However, surrogate models
are not globally accurate and introduce approximation errors. Approximation errors
during the search may flaw the optimisation process and introduce false optima since
the approximation technique may not be capable of modelling the problem space
accurately. The curse of uncertainty defines the impairment due to approximation
errors of surrogates on the optimisation performance [157]. In this RQ we will assess
how the curse of uncertainty affects our surrogates and how close to the original re-
sults (as discussed in Section 7.1.2 where the simulation-based fitness function was
employed in NSGA-II) is the output of the surrogate-based optimisation.
IH ∆
Algorithm µ σ µ σ Execution Time
Expensive 0.83 0.02 0.009 0.005 ∼ 7 hours
CART 0.51 0.01 n/a n/a 47 seconds
MARS 0.82 0.02 0.02 0.01 29 seconds
SVR 0.86 0.01 0.02 0.01 65 seconds
GPs 0.87 0.02 0.006 n/a 31 seconds
Table 7.5: Comparison of quality indicators and execution times between expensive
and surrogate-based optimisation with NSGA-II.
For each surrogate, we simulate the Pareto solutions of the last generation to com-







































Figure 7.8: Surrogate IH overview.
values of the quality indicators obtained for 40 runs per algorithm. The values are also
qualitatively summarised in Figure 7.8. Regarding IH MARS is closely approximating
the original expensive fitness function, while SVR and GPs manage to outperform
it. However, increased ∆ values for MARS and SVR suggest a less uniform spread of
solutions than the original fitness function. CART has failed to guide the optimisa-
tion to good solutions, because it was unable to provide fine-grained differentiation of
the quality of neighbouring solutions. We observe that GPs highly benefit from the
uncertainty of the approximation error and show excellent performance, outperform-
ing the expensive fitness function in both IH and ∆. According to Lim et al. [134]
approximation errors in surrogates do not always harm. Surrogates are also capable
of smoothing multi-modal or noisy landscapes of complex problems. Therefore surro-
gates may contribute beneficially to the evolutionary search and further improve the
original, computationally expensive process. The benefits of using surrogates in the
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performance of the evolutionary search is referred to as bless of uncertainty. Previous
studies by Yao et al. [116] also confirm that smoothed landscape of rugged fitness
functions can lead the search to near-optimal solutions easier than the exact fitness
model.
At this point it is worth noting that our findings are independent of the start-
ing configuration selection of 310 VMs, 340 PMs and 20000 BoT tasks (see Section
7.1). First, in the population initialisation step (see Section 5.1.1) a population of
diverse candidate solutions is generated in order to promote exploration of the search
space. The initial population is comprised of random configuration settings (i.e., PM
and VM settings) with cardinality ranging from 100 − 1000 as described in our en-
vironment settings description in Section 3.6. The initial population is also seeded
with candidates that are possibly closer to a near-optimal solution. The seeding is
achieved by mutating the starting configuration applying our six mutation operators
(see Section 5.1.2). The invariant among all initial solution candidates is the workload
assignment since the generation of diverse configuration settings with the same work-
load, results in diverse non-functional qualities QRT and QE. Second, in RQ2 (see
Section 7.1.3) we moved further away from the invariant of workload assignment by
extrapolating the workload parameter outside the training ranges and evaluating the
performance of the optimisation process. The hypervolume measurements (IH)on the
extrapolated workloads (see Table 7.4) show that the surrogate-assisted optimisation
process achieves robust outputs even after extrapolating the workload data ∼ 120%
outside the training data limits.
Our results have shown that the choice of approximation techniques affects the
performance of the optimisation process. CART was negatively influenced by the
curse of uncertainty. MARS achieved satisfying results for IH while SVR exploited
the bless of uncertainty and managed to further improve the originally achieved IH
from 0.83 to 0.86. However, the ∆ measurements for both MARS and SVR indi-
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cate that the corresponding solutions are not uniformly spread in the problem space.
Based on our findings, GPs is the most appropriate surrogate technique for the cloud
configuration landscape. The model has benefited from the bless of uncertainty and
offers reliable fitness predictions improving both the quality and diversity of the op-
timisation solutions. In particular GPs has managed to improve the original IH from
0.83 to 0.87 and the original ∆ from 0.009 to 0.006.
7.1.5 RQ4
In this task we assess the gain in performance using light-weight surrogate models
by comparing the execution times required to run the evolutionary algorithms on our
problem using the expensive fitness function and using each devised surrogate. Our
goal is to identify if the models are fast enough to be trained and queried at runtime.
The last column of Table 7.5 summarises the collected execution times to build
the corresponding fitness function model and use it to estimate the quality of 3000
cloud configurations, required for one run of NSGA-II. From the results presented in
Table 7.5 we conclude that the execution time of the surrogate-based fitness functions
is in the order of a few seconds. This is compatible with the control period of online
controllers used in Cloud systems, that is also in the order of seconds [77]. According
to our data, the proposed surrogates are suitable for on-line usage to speed-up the
cloud configurations optimisation process. The execution times of all surrogates are
only a fraction of the time needed to run the simulation-based fitness function, that
was in the order of hours. Overall the fastest model to use is MARS with 29 seconds,
followed closely by GPs with 31 seconds. Combining our findings from RQ3 and RQ4
we conclude that GPs is the most appropriate surrogate as it best balances accuracy
and timeliness.
The models, in addition to providing their predictions fast must be also easy to
train on-line to support self-adaptiveness, by means of model adaptation. This is
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important because as the cloud system evolves and emerging behaviours may appear,
the surrogates must be fast to be retrained with new data towards adapting to the new
conditions and improving the accuracy of their predictions. If the models are fast to
build, they can obtain the most accurate representation of the system without waiting
a long time and potentially harm the optimiser’s responsiveness, that may compromise
performance and violate runtime SLAs. Traditional off-line training approaches are
not suitable for cloud systems, as high services availability (i.e., 99.9%) is a critical
requirement for the cloud design [188]. The on-demand, self-service nature of service
provisioning is also important; consumers can request more or less services, whenever
they need, and receive them almost with no waiting time [77].
Table 7.6 explicitly states the build times of our surrogates. Here the models
are trained with a sample size of 1000 as described in Section 6.2.2. We observe
that our surrogate build times are in the range of seconds; the fastest is MARS with
0.02 seconds while the most time costly is GPs with 2.43 seconds. The considerably
increased training time for GPs is expected, since the model constructs correlation
matrices among all points in the training data [63], that has a theoretical complexity






Table 7.6: Build times of surrogates.
7.1.6 RQ5
We have so far concluded that GPs is the most promising surrogate for use in cloud
optimisation. Towards generalising its efficiency, we also evaluate the use of GP sur-
rogates with other state-of-the-art evolutionary algorithms. To this end, we replace
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the meta-heuristic NSGA-II with -MOEA [119] to search for near-optimal configu-
ration candidates. The algorithm -MOEA has been proposed towards balancing the
competing requirements for (i) convergence to the true Pareto-optimal front and (ii)
maintaining a well-stributed set of non-dominated solutions in a computationally fast
manner. Diversity is maintained by dividing the search space into a number of grids
and ensuring that each grid is occupied by a single solution [119]. The algorithm
is also steady state. Compared with the standard generation approach of NSGA-II
where a large portion of the population is selected for reproduction, the steady-state
-MOEA selects only two population individuals to breed. Therefore steady-state
algorithms are computationally cheaper. Additionally this strategy is more exploita-
tive than the common generational approach since the parents are maintained in the
population for a long time [143].
To introduce fairness in the comparison between meta-heuristics, we use -MOEA
till 3000 evaluations are achieved instead of 30 generations, that is the termination
condition for NSGA-II. This is because due to the steady state nature of -MOEA,
when 30 generations are reached, only a minor part of the population has evolved
and therefore the quality of the improved candidates is still low.
Table 7.7 summarises the quality indicators gained for using -MOEA evolutionary
algorithm with the simulation-based expensive fitness function versus with GPs-based
surrogate fitness function. As before, the surrogate function outperforms the original
in both quality metrics. We can therefore conclude that the use of surrogate models
can efficiently guide the computational search for to Pareto solutions within seconds
independently of the selected metaheuristic algorithm.
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IH ∆
Algorithm µ σ µ σ Execution Time
Expensive 0.8 0.01 0.02 0.02 ∼ 11 hours
GPs 0.89 0.006 0.004 0.002 32 seconds
Table 7.7: Comparison of quality indicators and execution times between expensive
and surrogate-based optimisation with -MOEA.
7.2 Conclusions
In this Chapter we have presented an empirical methodology to evaluate our pro-
posed cloud optimisation framework. Due to the stochastic nature of evolutionary
algorithms, statistical testing was used to extract answers to our five research ques-
tions.
From the previous discussion we have drawn the following conclusions:
1. In RQ1 we showed that our SBSE formulation outperforms random search,
demonstrating that the problem is not trivial and that our approach is effective.
2. In RQ2 we showed that all our surrogates demonstrate robust predictive abil-
ity for interpolation scenarios. However, when we use them to predict noisy
and unexpected workloads only SVR and GPs demonstrated good predictive
ability, concluding that simplistic models as MARS and CART do not suffice
to model complex cloud environments. We have explicitly distinguished be-
tween extrapolation to small and large workload sizes. Our results showed that
the increased MAPE errors may degrade the quality of the output to random
search-equivalent in the worst case scenario. In the best case the curse of un-
certainty can help mitigate the prediction inaccuracies leading the search to
improved quality solutions in comparison with interpolation results. We have
therefore concluded that SVR and GPs are robust surrogates that can guarantee
acceptable accuracy even when the environment is changing unpredictably.
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3. Our results in RQ3 demonstrate that the GPs surrogate can best substitute
the original expensive fitness function, since it best balances the metrics of
hypervolume (IH) and diversity (∆) in the solution outputs. Exploiting the bless
of uncertainty a GPs-based fitness function leads to further improvements than
the original fitness function in both the quality and diversity of the solutions.
4. In RQ4 we demonstrate that the use of surrogates as fitness functions rapidly
speeds up the convergence of the optimisation algorithm. The time to execute
the fitness calculations in our optimisation process is reduced from hours to
a couple of seconds. We also show that the surrogates are fast to build, and
therefore they can be rapidly retrained at runtime when the environment is
changing. Overall, our empirical analysis so far showed that the surrogate-
based optimisation can tolerate noisy and unexpected data, can provide timely
estimations and do not hinder the reactiveness of the framework.
5. Finally in RQ5 we repeat our experiments with a different metaheuristic. In
particular we use -MOEA instead of NSGA-II. Our results show that the im-
provements of the surrogates in the optimisation process are generalisable to
different metaheuristics.
7.3 Threats to Validity
In this section we discuss issues that could pose a threat to validity of our empirical
validation.
Using CloudSim Simulator
As the targeted system is an IaaS, a Cloud computing environment that is supposed
to create a view of infinite computing resources to users, it is essential to evaluate
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the proposed resource allocation algorithms on a large-scale virtualized data center
infrastructure. However, it is extremely difficult to conduct repeatable large-scale
experiments on a real infrastructure, which is required to evaluate and compare the
proposed algorithms. Therefore, to ensure the repeatability of experiments, simula-
tions were chosen as a way to evaluate the performance of the proposed heuristics. In
particular the CloudSim toolkit was chosen, as it is a modern simulation framework
aimed at cloud computing environments.
While CloudSim is a simulator, it still enables realistic energy-aware cloud con-
figurations’ modelling. The available hardware configurations correspond to the real
models: HP ProLiant ML110 G4, HP ProLiant ML110 G5 , IBM ×3470, IBM ×3250,
IBM ×5670 and IBM ×5675 and the available VMs model the Amazon EC2 instances
high CPU medium, extra-large, small and micro. The power consumption of the
models is calculated using real data on the corresponding servers power consumption,
provided by the results of the SPECpower benchmark 2. Then the energy consump-
tion of a physical node is calculated as the power consumption over a period of time
given by the formula:
E = P × T (7.1)
where P is power and T a time period.
Towards a sanity check of our environment we compare the energy consumption of
our simulated servers as the workload increases, with the corresponding SPECpower
benchmark results on the real hardware servers.
For this experiment we simulate a cloud of 150 PMs (HP ProLiant ML110 G4 and
G5) and 150 random VMs. We generate a web workload, where requests for resources
arrive per tier (application, business and database). To stress the system we start
with an arrival rate of 5 requests per second and we gradually increase the workload
by 5 requests per second, till we reach the arrival rate of 100 requests per second.
2http://www.spec.org/power_ssj2008/
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(a) Energy Consumption (b) Response Time
(c) Utilisation Rate
Figure 7.9: Monitored metrics; energy consumption, response times and utilisation
ratios[42].
Each distinct arrival rate accounts for one experiment. Each experiment runs for the
time period [t0, tfinish] where t0 = 0 and tfinish is the time needed for the system
to serve the incoming load. We repeat each experiment for 10 times and collect the
average values [42].
We observe in Figure 7.9a that in our implementation, the total cloud energy
consumption is a linear function with the load size. This is compatible with the
benchmarked SPECpower data that have been used to model the server’s power
consumption. Both power consumption in HP ProLiant ML110 G4 7.10a and in HP
ProLiant ML110 G5 7.10b linearly increase with the workload size. We therefore
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(a) Power consumption as a func-
tion of workload size in (HP Pro-
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tion of workload size in (HP Pro-




Figure 7.10: SPECpower benchmark real data on server power consumption.
conclude that our CloudSim extension complies with realistic, energy aware node
configurations. Also, Figure 7.9b shows that the average service response time also
increases in proportion with the workload. This is what we should expect since VMs
use a static resources (i.e, CPU, RAM, bandwidth) slice to execute the incoming
requests. Therefore, as the workload size increases more requests are queued and
response times increase. Finally, Figure 7.9c indicates that the average utilisation
ratio of the datacenter remains ∼ 20% of its total capacity regardless the workload
size. VMs and PMs cannot rebalance their capabilities by default, to scale up or
down to the actual demand.
Using Bag-of-Tasks Workloads
Another point that could compromise the validity of our evaluation results is the
selection of cloud workload profiles. Since one of the objectives of our approach is to
optimise the response times of the cloud services, it is important that the considered
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workload profiles reflect real world traces and enterprise behaviours. However, re-
searchers in academia face a severe shortage of data. This is attributed mainly to the
risk of reverse engineering trade secrets and the leakage of private user data [46]. As
a result of these restrictions we have considered in this work only synthetic workload
traces. We have based the selection of synthetic workload models on the analysis of a
production cloud trace from Google, that was made available to researchers in 2011
[198]. The data was released to facilitate the understanding of real cloud workloads.
The trace describes thousands of jobs, each composed of thousand tasks. Each task
is specified by a set resource requests (i.e., RAM and CPU needed). For each tasks
the trace also indicates its submission time and the machine it executed [166].
Reiss et al. [166] have analysed the trace exposing the main identified character-
istics to provide insights on modelling realistic cloud workloads. According to the
analysis the cloud workload profiles are heterogeneous and span the patterns of sci-
entific computing and high-performance computing. Scientific computing workloads
are comprised of large sets of sequential tasks [105] while high-performance workloads
consist of batch queueing systems that typically ran CPU-bound programs and often
require multiple machines simultaneously for a long period of time [166]. Reiss et al.
conclude that the trace tasks are characterised by the parameters of job duration and
task shape. The majority of monitored jobs were short and lasted for only minutes.
A small portion of the jobs (< 1%) may last for several hours or even days. Each task
is identified as a resource request, which indicate the amount of CPU and memory
that the task requires. The requested resources appear to form a heavy-tailed distri-
bution. Reiss et al. propose the use of heavy-tailed distributions such as Weibull to
approximate the observed behaviours.
Based on the above insights we have resorted to the Bag-of-Tasks (BoT) model
[105] (see also Section 3.6) to approximate cloud application workloads. A BoT is used
to describe a set of sequential jobs, that share the same executable (i.e., comprise a
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single application). Iosup at al. [105] have used over fifteen real grid workloads
publicly available via the Grid Workloads Archive [104] to specify and validate the
BoT model as representative for the workloads of large-scale distributed systems. The
BoT model focuses on three main aspects: (i) the arrival patterns, (ii) theBoT size,
and (iii) the intra-BoT characteristics. For each characteristics, the corresponding
data from the traces are fitted to low complexity statistical distributions. Then
statistical testing is employed to validate the quality of the distribution fit.
The BoT arrival patterns are modelled in two steps: first a Weibull distribution
describes the inter-arrival time (IAT) between consecutive BoTs in peak hours and
second, an additional Weibull distribution models IAT variations in the daily submis-
sion cycle. The BoT batch size varies between a minimum size of 2−4 to a maximum
size of 1000 jobs. A Weibull distribution is selected to model the average size. The
intra BoT characteristics are specified by the average task runtime (ART)(i.e., dura-
tion) and runtime variability i.e., variation of the runtimes of the tasks belonging to
the same BoT. The task runtime is modelled via a Normal distribution and the vari-
ability via a Weibull distribution. Finally we use a Pareto distribution to model the
heavy-tailed resource requirements of each task within the BoT [15]. The parameters
of the distributions are summarised in Table 7.8 below.
BoT characteristic distribution
IAT W (4.25, 7.86)
IAT variations W (1.79, 24.16)
BoT size W (1.76, 2.11)
ART N(2.73, 6.1)
ART variability W (2.05, 12.25)
Resources size P (10, 1000)
Table 7.8: The used parameter values for the BoT characteristics based on [105]. N,
P and W stand for the Normal, Pareto and Weibull distributions.
The devised BoT model approximates the cloud workloads as analysed by Reiss et
al. from the google trace analysis [166]: The majority of tasks are short-lived, while
a small minority takes longer to execute due to the ART variability. Additionally
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the resource requests and size of BoTs are heavy tailed since they follow Pareto and
Weibull distributions. Based on the above we can conclude that while our workloads





his thesis addressed the challenge of devising a generic approach to ap-
plying surrogate-assisted Search-Based Software Engineering (SBSE)
techniques to the challenges found in designing elastic cloud data-
centers. Elasticity, a term originating from the fields of physics and economics to
denote sensitivity to changes [95], is a property that differentiates clouds from tradi-
tional datacenters. In particular elasticity is defined by (i) the precision of adaptation
to the environmental changes and by (ii) the speed of adaptation. The first elasticity
attribute ensures the system resources are matched to the actual demand as closely
as possible to eliminate wastage while the second attribute ensures satisfactory per-
formance under dynamically changing conditions. As a result of an elastic design,
business can minimise the risk of uncertainty and achieve continuous services avail-
ability at lower costs [108].
So far there has been little effort to provide near-optimal reconfigurations at run-
time, towards enabling rapid elasticity in cloud datacenters. Commonly adopted
approaches by enterprise clouds that are based on user specific rules are difficult to
set-up, do not scale well with the system complexity and may not be effective in
the presence of emerging behaviours and unexpected working conditions [77]. More
potent research contributions have not yet managed to address the optimality versus
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timeliness challenge towards runtime configuration management; very accurate opti-
misation algorithms need a lot of data and time to converge while more simplistic
heuristics are fast to process but provide poor estimations.
To address the issue this thesis investigated SBSE, that has proven to be adept
at discovering optimal solutions to a broad range of software engineering problems
[90, 6, 12, 68, 51, 81]. To overcome the problem of time-consuming fitness function
calls to estimate the candidate solutions’ quality we introduce lightweight surrogate
models. Surrogates are based on statistical regression techniques to construct an
alternate, explicit expression of the fitness function based on data describing the
mapping between the configurations’ design parameters and the quality of the design.
Finally surrogates were integrated to our proposed SBSE problem formulation to
explore our initial research hypothesis:
A generic surrogate-assisted search-based reformulation of the cloud configuration
improvement problem, would enable the high-quality optimisation results achieved
with SBSE to a wealth of existing research, to be applied at runtime.
The proposed framework is suitable to manage on-line adaptation of resources to-
wards maintaining a specified level of QoS in the face of changing workload conditions
whiling minimising the cloud operating costs. To address our research hypothesis, the
following benchmarks were reached:
• Identification of existing research that applies optimisation techniques to engi-
neer elasticity in cloud computing IaaS configurations, and propose extensions
where appropriate.
• Formalisation of an abstract cloud IaaS meta-model to describe the cloud infras-
tructure structure and degrees-of-freedom, towards engineering an automated
improvement process to search for good quality configuration candidates.
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• Reformulation of the cloud configuration optimisation problem as SBSE prob-
lem through the design and implementation of appropriate (i) solution represen-
tation encoding, (ii) genetic operators and (iii) simulation-based fitness-function
to evaluate the candidates’ QoS.
• Collection of data traces and extraction of influential variables that can be used
to explain the QoS metrics of interest; mean response time (QRT ) and energy
consumption QE.
• Study and utilisation of diverse regression techniques to construct surrogates of
different complexity. The surrogates address the lack of an analytical formula to
describe the complex relationship between resource allocation, incoming work-
loads and the end-to-end QoS metrics QRT and QE in cloud IaaS configurations.
• Integration of the current state-of-the-art cloud simulation platform CloudSim
[36] the open source evolutionary meta-heuristics platform MOEA 1 and the
statistical environment R 2, to create an appropriate environment for the eval-
uation of the proposed surrogate-assisted SBSE optimisation framework. We
also developed realistic synthetic workloads to simulate dynamic workload con-
ditions.
8.1 Thesis Contributions
The contributions made in this thesis are summarised below.
A survey of the literature of cloud datacenter resource provisioning
methodologies. Chapter 2 presented a survey of previous work on resource pro-
visioning methodologies. The survey initially investigated resource provisioning




are being updated to suit the new operating model of cloud datacenters. The
surveyed literature was classified under two main resource provisioning methods;
proactive and reactive. The literature review showcased the limitations of the
existing contributions, namely the difficulty to balance the optimality and timeliness
trade-off in the configuration optimisation processes. The lack of explicit reporting
of convergence times was identified as a limitation towards proving the runtime
applicability of proposed solutions.
Demonstration of the limitations of traditionally used methodologies
for proactive resource provisioning via an industrial case study. In Chapter
3 we posit that elasticity is the central requirement towards engineering cloud
datacenters. We use time-series analysis to develop a proactive methodology that
will anticipate demand peaks, considering enterprise workloads from CAS software
3. Our analysis showed that while proactive mechanisms are important to antic-
ipate changes, predictions at design time are not always accurate. Based on this
observation we formalise a vision for elastic dataceneter design, where proactive and
reactive methods coexist. To differentiate from existing contributions, we focus on
the challenges of the reactive resource adaptation.
Formalisation of the cloud IaaS configurations design space with the
specification of a generic cloud meta-model. Chapter 4 introduced a formal-
isation of the cloud infrastructure core structures and degrees of towards enforcing
design constraints and specifying which valid changes may be implemented to tune
the configuration quality attributes without affecting the functionality of the system.
The specification of the cloud meta-model facilitates the automated improvement
process is to find meaningful configuration alternatives, because the architecture
3http://www.cas.de/start.html
185
structures do not change arbitrarily during optimisation. To the contrary each con-
figuration that conforms to our meta-model adhere to predefined design constraints,
that guarantee meaningful exploration of the design space.
Reformulation of the cloud configuration optimisation problem with
Search-based Software Engineering (SBSE). In Chapter 5 we we apply SBSE
techniques to encode the challenge of optimising cloud configurations as a search
problem. As a result pareto-optimal configuration candidates i.e., candidates that
optimally balance many conflicting quality criteria can be tracked. The application
of meta-heuristics as part of the SBSE reformulation was identified as a natural fit to
the cloud optimisation problem because they (i) treat the problem to be optimised
as a black box (ii) are simple to implement as one can make progress with only two
ingredients: a choice for representation of the problem and a definition of fitness
function (iii) are robust and with appropriate parameter tuning their performance
comfortably outperforms purely random search (iv) can demonstrate scalability
though parallel execution of candidate fitness computations (v) are any-time algo-
rithms (i.e., may trade deliberation time for quality of results) and therefore are
appropriate for time critical domains. Based on the cloud meta-model formalisation,
we defined a configuration representation that is amenable to meta-heuristic search
and appropriate genetic operators to efficiently explore the design space by balancing
exploitation of already known good solutions and exploration of unknown areas of
the design space. We finally introduced two simulation-based fitness functions to
measure the quality of cloud configuration candidates.
Formulation of surrogate models to approximate the computationally
expensive simulation-based fitness functions In Chapter 6 we develop of series
of linear and non-linear regression-based models to approximate mathematical for-
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mulas that model the complex relationships between cloud configuration resources,
workloads and QoS. A representative cloud operating history trace was obtained
using simulation. Based on the collected data, the minimum amount of predictor
variables was identified to adequately explain the QoS metrics of interest mean
response time (QRT ) and energy consumption (QE) without incurring unnecessary
complexity to the models. The devised surrogates are finally used as alternative
fitness functions in our SBSE cloud optimisation problem, to achieve fast convergence
times.
Evaluation of the performance of the proposed surrogate-based SBSE
framework to optimise cloud configurations at runtime. In Chapter 7 our
evaluation analysis first showed that the cloud configurations optimisation problem
is non-trivial. Next we demonstrated the feasibility of applying SBSE to the cloud
configurations optimisation problem for achieving near-optimal trade-off solutions.
We also showed the ability of the devised surrogates to (i) accurately capture the
non-functional behaviour of cloud IaaS environments; (ii) to provide precise predic-
tions not only under controlled conditions but also with noise and inaccuracies in the
data, that might be introduced in real systems and (iii) to provide estimations in a
timely manner. The use of surrogates (i.e., Gaussian Processes) as alternate fitness
functions demonstrated that due to the bless of uncertainty, further improvements
than the original simulation-based fitness function were achieved. Finally the use of
surrogates greatly improved the convergence of our SBSE optimisation framework,
reducing the optimisation process execution times from hours to seconds.
A generic optimisation framework. Overall our proposed methodology of
combining SBSE and surrogates can be generalisable to many different problem do-
mains since no explicit assumptions are made on the properties of the underlying
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research problem. One can make progress by identifying the properties of the prob-
lem domain, and thereafter formulating appropriate representation encodings, genetic
operators, fitness functions and predictor variables to explain the qualities of interest.
For example Efstathiou et al. [65] applied the same methodology to achieve compu-
tationally efficient best trade-off service compositions in the context of infrastructure-
less mobile ad-hoc networks.
8.2 Assumptions and Limitations
In this study we have assumed that a software cloud monitoring tool exists to provide
notifications of changes or SLA violations in the cloud environment. Such notifica-
tions will consist triggers to call our optimisation framework and start the improve-
ment process to the existing configuration. Furthermore we have made the working
assumption that the scaling of infrastructure does not require additional time and
computational expenses. In particular we have assumed that VMs and PMs are able
to start or stop operating in near real-time and consistently across infrastructure de-
velopments. However, in real scenarios it may take from seconds to a few minutes to
have new instances ready [77]. With this assumption, we also note that the overall
infrastructure scaling speed can be only as fast as the individual actuators permit; If
actuators take too much time to act compared to the workload dynamics, then either
the effects of adaptation appear too late and cause performance breaches or more
tolerant SLAs will be formed to tolerate the additional complexities. Additionally
VM migrations across PMs are also associated with additional latencies and energy
consumptions costs, that have not explicitly considered in this thesis. Finally the
formulation of Gaussian surrogates, that has been identified as the best performing
fitness function approximation, introduces the assumption that the training data-
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traces are either noise-free or have Gaussian noise, i.e., noise with zero mean and
constant statistical variance for all observations.
8.3 Open Research
In this section we describe some potential avenues of future work.
• Modelling of transient adaptation costs: In this work we have considered
the trade-offs between performance, costs and computational complexity, that
are inherent in infrastructure optimisation solutions. In addition to the above,
infrastructure providers must also consider the trade-offs between adaptation ac-
tions and their benefit, since tuning a configuration along its degrees-of-freedom
(e.g., by triggering VM migration actions) is not free. While virtualisation tech-
nology has made great advances in reducing downtimes during migration to a
few milliseconds (e.g., [120]) the end-to-end performance and power consump-
tion impacts can be significant. As Figure 8.1 shows that the increase in power
consumption and end-to-end response time depends on the workload type and
is incurred over a substantial time period.
Figure 8.1: Cost of a single VM migration for a three-tier web application. Three
deifferent workloads of 100, 400 and 800 concurrent users are shown. [114]
.
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Previous research [114] has measured the costs of adaptation actions experi-
mentally oﬄine. In our work we have considered the escalation levels proposed
by Maurer et al. [144] towards prioritising cheaper adaptation actions during
mutation in the evolutionary optimisation process (see Section 5.1.2). How-
ever, the majority of current infrastructure management framework assumes
that transient costs are negligible. As a result a formal model of the adaptation
costs is required to facilitate the wider study and reasoning of the cost versus
benefit trade-off effects.
• Formalisation of a many-objectives optimisation problem: In this the-
sis, as in the majority of cloud optimisation frameworks in the current litera-
ture, the authors restrict their efforts to simultaneously balance two to three
optimisation objectives. However, in real life there might be a plethora of opti-
misation requirements, that are possibly in mutual conflict with each other. For
example developing high quality cloud software can involve the engineering of a
series of quality properties as reliability, modifiability, performance, portability,
interoperability security, testability, and usability [19]. In addition economic
considerations such as time to market and return of investment are also a ma-
jor driver for the platform development. Considering more than tree of the
aforementioned quality properties in a real world application leads to the for-
mulation of a many-objective optimisation problem. This direction of research
introduces new challenges for the dynamic infrastructure adaptation problem
as many-objective optimisation algorithms tend to incur high computational
costs. The large number of objectives leads to further difficulties with respect
to computation, visualization, and decision making, that are considered open
problems for the multi-objective evolutionary algorithms (MOEAs) community.
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• Combine optimisation at different levels of the cloud stack: This thesis
has studied the optimisation of cloud infrastructure, abstracting away the in-
ner details of cloud services and their components, that comprise SaaS i.e., the
highest level of the cloud hierarchy. The SaaS layer involves migrating and de-
ploying enterprise software to the cloud infrastructure, that still entails a wealth
of challenges and potential pitfalls to stakeholders. For example it is challenging
to select the best VMs allocation to host an enterprise component-based appli-
cation since the design space that spans for all possible deployment options is
huge, the elements of a single deployment option exhibit complex non-linear in-
terdependencies while deployment option evaluations are very time-consuming
and can take from a few minutes to several hours [74]. Similar challenges ap-
pear in the problem of cloud services composition where complex applications
are created by aggregating services to provide composite functionalities that
none of the individual services could provide by itself. To fully exploit cloud
elasticity optimisation cannot only be restricted to the challenge of mapping
VMs to hardware servers. The challenges of software migration and services





A.1 Covariance and Correlation
Assuming a set of data observations on a response variable Y and a predictor vari-
able X, covariance Cov(Y,X) measures the direction while correlation Cor(Y,X)




i=1(yi − y¯)(xi − x¯)
n− 1 (A.1)
where n the total number of data observation subjects, yi is the observation i ∈ [i, n]
for the response Y , xi is is the observation i ∈ [i, n] for the predictor, x¯ is the mean of
the predictor and y¯ is the mean of the response. If Cov(Y,X) > 0 there is a positive
relationship between the variables but if Cov(Y,X) < 0 the relationship is negative.









n−1 and sy =
√∑n
i=1(yi−y¯)2




To enable statistical analysis, the studied algorithms should run a large number of
times (n) in an independent way to collect information on the probability distribution
of each algorithm. A commonly used value for n is at least 30 for each algorithm.
A statistical test is then used to verify whether the null hypothesis H0 should be
rejected. The two most used statistical tests are the t−test and the Wilcoxon test. A
t-test is parametric i.e., makes assumptions on the distribution of the data and aims
to compare the mean values of two distributions. The Wilcoxon is non-parametric and
therefore raises the bar for the significance of the findings by making no assumptions
about the underlying data distributions.
A.2.1 p-Values
There are two possible types of errors when performing statistical testing : (I) The
null hypothesis is rejected when it is true and (II) we accept the null hypothesis when
it is false. The p-value of a statistical test denotes the probability of type I error.
The significant level α of a test is the highest p-value we accept for rejecting the null
hypothesis.
A.2.2 The Wilcoxon Test
The wilcoxon test can be used to assess whether two sets of data show a significant
overall difference in the magnitude of a metric of interest. The test assumes that
the investigated data groups have been randomly collected and that there is mutual
independence between the groups. Under the null hypothesis the samples we are com-
paring come from populations from the same distribution. If we combine the samples
and then assign ranks to each observation allocating the rank 1 to the smallest, rank
2 to the next and so on we shall expect under the null hypothesis that the scores from
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the samples would be spread randomly in the rank ordering. If on the other hand
there is a significant difference between samples we would observe the one sample
to contribute more towards the upper part of the rankings list and the other mainly
to the lower part. The wilcoxon test calculates the probability of finding any given
difference between the samples under the null hypothesis.
A.2.3 Cohen Effect Size Test
Though it is important to assess whether an algorithm performs statistically better
than another, it is in addition crucial to assess the magnitude of the improvement.
To analyse such a property effect size measures are introduced. Cohen defined d as
the difference between the means M1 and M2 of the compared data groups, divided
by the standard deviation of either group. The effect sizes are defined as small for
d = 0.2, medium for d = 0.5 and large for d ≥ 0.8.
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