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Introduction
Ce travail de thèse comporte quatre chapitres indépendants dont nous donnons ici une
introduction et un résumé des principaux résultats obtenus, ainsi que le contexte dans
lequel ils s’inscrivent. Le premier chapitre porte sur la construction du processus de Dunkl
aﬃne, qui est un processus de Markov càdlàg dont le générateur inﬁnitésimal est donné
par le laplacien de Dunkl pour un système de racines de type aﬃne. Le second chapitre
est consacré à l’étude des valeurs propres à droite de matrices aléatoires gaussiennes à
entrées quaternioniques. Dans le troisième chapitre, nous étudions des marches aléatoires
non-commutatives qui sont des approximations en temps discret de certains processus des
valeurs propres issus des mineurs du mouvement brownien hermitien. Enﬁn, dans le dernier
chapitre nous montrons un théorème de type Courant sur la propriété d’entrelacement des
zéros des fonctions propres d’un opérateur de Schrödinger sur un arbre ﬁni.
0.1 Processus de Dunkl affine
Le premier chapitre de cette thèse consiste en la construction et l’étude de l’analogue
du processus de Dunkl dans le cadre du système de racines de type aﬃne A(1)1 . Il s’agit
d’un processus de Markov càdlàg (Yt)t≥0, à valeurs dans R \ Z p.s., et dont le générateur
inﬁnitésimal est donnée par
Au(y) = 1
2
u′′(y) + kπ cot(πy)u′(y) +
k
2
∑
p∈Z
u(sp(y))− u(y)
(y − p)2 ,
pour u ∈ C2b (R), et y ∈ R \Z, où k est le paramètre du processus, qui est un réel vériﬁant
k ≥ 12 , et sp la réﬂexion aﬃne par rapport à p, c’est-à-dire que sp(y) = −y+2p. La partie
radiale de ce processus, appelée processus de Dunkl aﬃne radial, est le processus de Feller
continu, de générateur
Lu(y) = 1
2
u′′(y) + kπ cot(πy)u′(y)
pour u ∈ C([0, 1])∩C2(]0, 1[). La construction du processus de Dunkl aﬃne va s’eﬀectuer
à l’aide d’une décomposition en « skew-product » du processus par sa partie radiale et un
processus de sauts sur le groupe de Weyl aﬃne. Commençons par quelques rappels sur les
systèmes de racines et les groupes de Weyl.
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0.1.1 Systèmes de racines et groupes de réflexion
On introduit ici la notion classique de système de racines et de groupes de réﬂexion, en
s’appuyant sur le livre [Hum90]. Soit V un espace euclidien réel de dimension ﬁnie, muni
d’un produit scalaire 〈·, ·〉. Pour un vecteur α ∈ V , on déﬁnit la réﬂexion orthogonale σα
associée à α par
σα(x) = x− 2 〈α, x〉〈α, α〉α,
pour x ∈ V , et on note Hα l’hyperplan orthogonal à α, c’est-à-dire
Hα = {x ∈ V | 〈α, x〉 = 0}.
Par déﬁnition, un système de racine cristallographique R0 est un sous-ensemble ﬁni de V ,
vériﬁant les conditions suivantes :
(i) R0 engendre V ,
(ii) Pour tout α ∈ R0, σα(R0) = R0,
(iii) Pour tout α ∈ R0, α∨(R0) ⊂ Z,
où les éléments de R0 sont appelés racines, et la co-racine α∨ est déﬁnie par α∨ = 2 α〈α,α〉
de telle sorte que 〈α∨, α〉 = 2 pour tout α ∈ R0. On appelle rang de R0 la dimension de
V . Le groupe de Weyl W 0 associé à R0 est le sous-groupe du groupe orthogonal O(V ),
engendré par les réﬂexions σα, α ∈ R0. On sait que W 0 est un groupe ﬁni pour tout
système de racine de Rn. Introduisons la notion de racines positives. On se ﬁxe un vecteur
β arbitrairement choisi dans V , et tel que β 6∈ R0. Alors, tout système de racine peut se
décomposer en une union disjointe R0 = R0+ ∪ (−R0+), où R0+ et −R0+ sont séparés par
l’hyperplan {x ∈ V | 〈β, x〉 = 0}. L’ensemble R0+ est appelé un sous-système positif. Soit
C = {x ∈ V | ∀α ∈ R0+, 〈α, x〉 > 0}
la chambre de Weyl associée. On notera C son adhérence, et ∂C sa frontière, qui est une
union d’hyperplans Hα, qui sont appelés les murs de C. Un point important est le fait que
C est un domaine fondamental pour l’action deW 0 sur V . Ainsi,W 0 permute les chambres
du système, où chambre désigne n’importe quelle composante connexe de V \⋃α∈R0 Hα.
Tout les systèmes de racines de Rn ont été classiﬁés, les détails se trouvant dans
[Hum90]. Pour illustrer notre propos, mentionnons l’exemple du système de racine An−1,
pour n ≥ 2, qui est l’ensemble
{±(ei − ej) | 1 ≤ i < j ≤ n},
où (ei)1≤i≤n est la base standard de Rn, et V est l’hyperplan orthogonal au vecteur e1 +
· · ·+ en. Le groupe de Weyl associé, est dans ce cas isomorphe au groupe symétrique Sn,
et la chambre de Weyl est le cône
{(x1, . . . , xn−1) ∈ Rn−1 | 0 < x1 < · · · < xn−1}.
Si l’on veut considérer non seulement les réﬂexions orthogonales, laissant ﬁxe l’origine
de V , mais aussi les réﬂexions aﬃnes associées aux hyperplans qui ne passent pas par
l’origine, on introduit alors, un système de racine R0 étant donné, le système de racines
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aﬃne correspondant, déﬁni comme le produit direct R = R0×Z. Explicitement, on notera
λ = (α, p) ∈ R, avec α ∈ R0, et p ∈ Z. On déﬁnit alors, pour x ∈ V
λ(x) = 〈α, x〉 − p,
et la réﬂexion aﬃne associée à λ par
sλ(x) = s(α,p)(x) = x− 〈α, x〉α∨ + pα∨.
Le sous-sytème de racines aﬃne positif est alors déﬁni par
R+ = {(α, 0) |α ∈ R0+} ∪ {(α, p) |α ∈ R0, p ≤ −1}.
Le groupe de Weyl aﬃne W est le sous-groupe du groupe des transformations aﬃnes de V ,
engendré par les réﬂexions aﬃnes sλ, pour λ ∈ R. On peut montrer que W est le produit
semi-direct de W 0 et du groupe des translations correspondant au réseau engendré par les
co-racines de R0. Pour tout λ = (α, p) ∈ R, l’hyperplan aﬃne associé est déﬁni par
Hλ = {x ∈ V | 〈α, x〉 = p}.
Soit A l’ensemble des composantes connexes de V ◦ = V \ ⋃λ∈RHλ. Tout élément de A
est appelé une alcôve. Comme pour les chambres, on se donne une alcôve particulière
A0 = {x ∈ V | 0 < 〈α, x〉 < 1 pour tout α ∈ R0+},
appelée l’alcôve principale. On a alors que le groupe de Weyl aﬃne permute l’ensemble A
de toutes les alcôves transitivement, et l’alcôve principale A0 est un domaine fondamental
pour l’action de W sur V .
Le cadre qui nous intéressera par la suite, est celui du système de racines de rang 1,
noté A(1)1 , qui se réduit à R0 = {±α} et R0+ = {α}. On peut alors identiﬁer α avec 1, α∨
avec 2, et le sous-système de racines aﬃnes positives s’identiﬁe à
R+ = R0+ ∪ {(±1, p) | p ≤ −1}.
On notera alors, pour p ∈ Z,
sp(x) = −x+ 2p
la réﬂexion aﬃne par rapport à p. Le groupe de Weyl aﬃne est dans ce cas isomorphe au
groupe dihédral inﬁni, et l’alcôve principale n’est rien d’autre que l’intervalle ]0, 1[. Par la
suite, on utilisera alors aussi bien alcôve ou intervalle, pour désigner un intervalle de la
forme ]n, n+ 1[, pour n ∈ Z.
0.1.2 Processus de Dunkl
On pourra trouver un excellent exposé de ce qui est actuellement connu sur les opérateurs
et les processus de Dunkl dans le livre [CDG+08].
D’un point de vue analytique, la théorie a été initiée par Dunkl ([Dun89]), qui étudia
les opérateurs diﬀérentiels aux diﬀérences déﬁnis par
Tiu(x) =
∂u(x)
∂xi
+
∑
α∈R0+
k(α)αi
u(x)− u(σα(x))
〈x, α〉 ,
où u ∈ C1(V ), et k est une fonction de multiplicité, c’est-à-dire que k : R0 → R+ est
une fonction invariante par l’action du groupe de Weyl W 0 associé à R0, i.e. k ◦ w = k
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pour tout w ∈ W 0. Une des plus importantes propriété de ces opérateurs de Dunkl, est
le fait qu’ils engendrent une algèbre commutative d’opérateurs, ce qui est à la base de
nombreuses propriétés analytiques.
Le laplacien de Dunkl L0 est alors déﬁni par
L0 =
n∑
i=1
T 2i ,
et a pour expression explicite
L0u(x) = 1
2
∆u(x) +
∑
α∈R0+
k(α)
(
〈∇u(x), α〉
〈x, α〉 +
|α|2
2
u(σα(x))− u(x)
〈x, α〉2
)
,
agissant sur u ∈ C2(V ). Ceci généralise la partie radiale de l’opérateur de Laplace-Beltrami
sur un espace symétrique Riemannien de type euclidien, obtenu pour k ne prenant que
certaines valeurs.
D’un point de vue probabiliste, l’étude des processus de Dunkl a été initié par Rösler
et Voit dans [RV98], et a été étudié par la suite par notamment Gallardo et Yor dans
[GY06b, GY06a, GY05] et Chybiryakov dans [Chy08]. Les processus de Dunkl sont une
famille de processus de Markov càdlàg (i.e. continue à droite et limite à gauche), de
paramètre k, dont le générateur inﬁnitésimal est le laplacien de Dunkl L0. On remarque
par son expression explicite, que L0 ne dépend pas du choix de R0. Une chambre de Weyl
étant ﬁxée, la partie radiale du processus de Dunkl est la projection canonique du processus
de Dunkl sur la chambre de Weyl. Le processus de Dunkl radial est alors le processus de
Feller continu, de générateur inﬁnitésimal
L0,W 0u(x) = 1
2
∆u(x) +
∑
α∈R0+
k(α)
〈∇u(x), α〉
〈x, α〉 ,
où u ∈ C20 (C), l’ensemble des fonctions C2 sur C, continues sur C, qui s’annulent sur
la frontière de C, et telles que 〈∇u(x), α〉 = 0 pour x ∈ Hα, α ∈ R0+. On remarque
que L0,W 0 s’obtient à partir de L0 en faisant agir L0 sur les fonctions invariantes par
W 0. Il est intéressant de noter que, lorsque k ≡ 1, le processus de Dunkl radial est le
mouvement brownien dans une chambre de Weyl, étudié par Biane, Bougerol et O’Connell
dans [BBO05].
Le processus de Dunkl radial est l’unique solution de l’équation diﬀérentielle stochas-
tique
dX0t = dBt +
∑
α∈R0+
k(α)α
dt
〈X0t , α〉
,
où (Bt)t≥0 est un mouvement brownien n-dimensionnel, et X00 ∈ C presque sûrement. De
plus, lorsque k(α) ≥ 12 pour tout α ∈ R0,X0 vit dans C presque sûrement, i.e. X0 n’atteint
jamais les murs de la chambre de Weyl C. Rappelons d’autres propriétés intéressantes du
processus de Dunkl, que l’on notera (Y 0t )t≥0. Tout d’abord, on voit de par son expression
explicite, que L0 se décompose en une partie continue et une partie à sauts donnée par
les diﬀérences
∑
α∈R0+
k(α)u(σα(x))−u(x)
〈x,α〉2
. On peut alors montrer que le nombre de sauts
dans un intervalle de temps ﬁni est ﬁni p.s., et quand le processus saute à un instant t, il
existe une réﬂexion aléatoire σα, telle que Y 0t = σαY
0
t− . Ainsi, le processus de Dunkl saute
de chambre en chambre, sans toucher les murs des diﬀérentes chambres. Une propriété
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remarquable est que le processus de Dunkl est le premier exemple connu de processus
de Markov à sauts, qui vériﬁe la propriété d’inversion du temps, comme le mouvement
brownien ou le processus de Bessel par exemple. Une autre propriété à noter, et qui tient
une certaine importance dans notre étude du cas aﬃne, est la décomposition en « skew-
product » établie par Chybiryakov dans [Chy08]. Il obtient une méthode pour construire
le processus de Dunkl, en partant de sa partie radiale et en ajoutant successivement les
sauts dans la direction des racines.
Pour ﬁnir, citons que l’analogue des processus de Dunkl dans le cadre des espaces
Riemanniens de courbure négative, qui sont appelés processus de Heckman-Opdam, ont
été étudiés par Schapira dans [Sch07]. Ce sont là encore des processus de Markov à sauts,
de générateur inﬁnitésimal donné par
Df(x) = 1
2
∆f(x) +
∑
α∈R0+
k(α)
(
coth
〈α, x〉
2
∂αf(x) +
|α|2
4 sinh2 〈α,x〉2
(f(σα(x))− f(x))
)
,
pour f ∈ C2b (V ) et x ∈ V \
⋃
α∈R0 Hα.
0.1.3 Processus de Dunkl affine
On vient de voir que le processus de Dunkl de paramètre k est le processus de Markov de
générateur inﬁnitésimal
L0u(x) = 1
2
∆u(x) +
∑
α∈R0+
k(α)
(
〈∇u(x), α〉
〈x, α〉 +
|α|2
2
u(σα(x))− u(x)
〈x, α〉2
)
,
pour u ∈ C2b (V ), et x ∈ V \
⋃
α∈R0 Hα. Pour déﬁnir l’analogue de ce processus dans le
cadre d’un système de racines aﬃne, l’idée est alors de remplacer le système de racines
R0 par un système de racines aﬃne R. On se restreint uniquement à l’étude du cas d’un
système de racine de rang 1, i.e. R0 = {±α} et R0+ = {α}, où on identiﬁera α avec 1.
L’expression de L0 est alors
L0u(x) = 1
2
u′′(x) + k
u′(x)
x
+ k
u(−x)− u(x)
2x2
,
en posant k = k(α). Rappelons tout d’abord la décomposition en série de la fonction
cotangente due à Euler (voir [AZ06]) :
π cot(πx) =
1
x
+
∑
n≥1
(
1
x+ n
+
1
x− n
)
,
pour x ∈ R \ Z, qui peut aussi s’écrire de façon plus élégante
π cot(πx) =
∑
n∈Z
1
x− n.
Il faut tout de même remarquer que cette écriture est quelque peu dangereuse, du fait
que cette série n’est pas absolument convergente, et sa valeur est donc subordonnée à un
choix judicieux de l’ordre de sommation. Remplaçant alors dans l’expression de L0, R0+
par son analogue aﬃne R+, on obtient que l’analogue de L0 dans le cas aﬃne, noté A,
s’écrit après calculs
Au(x) = 1
2
u′′(x) + kπ cot(πx)u′(x) +
k
2
∑
p∈Z
u(sp(x))− u(x)
(x− p)2 .
12 Introduction
On cherche donc à construire un processus dont le générateur inﬁnitésimal est donné par
A. Pour se faire, nous allons établir une décomposition en « skew-produt » analogue à
celle de Chybiryakov, c’est-à-dire que l’on va partir du processus radial et ajouter les sauts
successivement. La première étape est donc de déﬁnir le processus de Dunkl aﬃne radial,
correspondant à la partie continue du générateur A.
Définition 0.1.1. Le processus de Dunkl aﬃne radial de paramètre k, est l’unique solution
de l’équation diﬀérentielle stochastique suivante :
dXt = dBt + kπ cot(πXt)dt,
avec pour condition initiale X0 = x ∈]0, 1[ p.s., et où (Bt)t≥0 est un mouvement brownien
standard.
Ainsi, le processus de Dunkl aﬃne radial (Xt)t≥0 est le processus de Feller, à trajectoires
continues, de générateur inﬁnitésimal
Lu(x) = 1
2
u′′(x) + kπ cot(πx)u′(x),
pour u ∈ C([0, 1]) ∩ C2(]0, 1[). De même que pour les processus de Dunkl, on montre que
si S désigne le premier temps d’atteinte du bord de ]0, 1[, i.e.
S = inf{t ≥ 0 |Xt = 0 ou 1},
alors P(S = +∞) = 1 si et seulement si k ≥ 12 . La théorie des polynômes orthogonaux
nous permet d’étudier le semigroupe du processus (Xt)t≥0, dont l’expression s’écrit
qt(x, y)dy =
∑
n≥0
e−λntG(k)n (cosπx)G
(k)
n (cosπy)ω
(k)
n (sin πy)
2kdy,
sur ]0, 1[×]0, 1[, où les G(k)n sont les polynômes de Gegenbauer de valeurs propres λn, et
ω
(k)
n une constante de normalisation. Rappelons que les polynômes de Gegenbauer G
(k)
n
peuvent s’exprimer en fonction des polynômes de Jacobi P
(k− 1
2
,k− 1
2
)
n , et sont orthogonaux
pour la mesure (1 − x2)k− 12✶[−1,1](x)dx. Ceci nous permet d’étudier le comportement de
la fonctionnelle
ηt =
kπ2
2
∫ t
0
ds
sin2(πXs)
,
qui nous servira pour la construction du processus aﬃne.
Passons alors à la construction du processus aﬃne. On déﬁnit le processus de Dunkl
aﬃne par une décomposition en « skew-product » par le processus radial X et un processus
de sauts (wt)t≥0 sur le groupe de Weyl, avec un changement de temps. Pour cela, soit
(Nt)t≥0 un processus de Poisson de paramètre 1, indépendant de X, et dont les temps de
sauts sont notés (τn)n≥0. La fonctionnelle (ηt)t≥0 déﬁnissant un changement de temps, on
pose a son inverse, i.e. a(t) = inf{s ≥ 0 | ηs > t}. Le processus X˜, déﬁni par X˜t = Xa(t)
est alors un processus de Markov de générateur
L˜u(x) = 2 sin
2(πx)
kπ2
Lu(x),
pour u ∈ C2b (R). On introduit alors des variables aléatoires (βj)j≥1 sur W , dont la loi
dépend de la position du processus aux instants τn. Plus précisément, on construit de
façon récursive les v.a. βj et des processus X˜j en posant
X˜jt = βj ·X˜j−1t ,
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avec X˜0t = X˜t, la loi de βj conditionnellement à l’événement {X˜j−1τj = x}, étant donnée
par
σx(dw) =
∑
n∈Z
sin2(πx)
π2
1
(x− n)2 δsn(dw),
où sn est la réﬂexion aﬃne par rapport à n ∈ Z. On déﬁnit alors un processus de sauts
sur le groupe de Weyl W par
wt = βn · · ·β1, sur t ∈ [τn, τn+1[.
Nous obtenons alors le théorème suivant qui nous assure l’existence du processus de Dunkl
aﬃne.
Théorème 0.1.2. Soit (Xt)t≥0 le processus de Dunkl radial de paramètre k ≥ 12 . Le
processus (Yt)t≥0 déﬁni par
Yt = wηt ·Xt,
pour tout t ≥ 0, est un processus de Markov, càdlàg, à valeurs dans R \ Z p.s., et de
générateur inﬁnitésimal
Au(y) = 1
2
u′′(y) + kπ cot(πy)u′(y) +
k
2
∑
p∈Z
u(sp(y))− u(y)
(y − p)2 ,
pour f ∈ C2b (R) et y ∈ R \ Z.
On appelle le processus (Yt)t≥0 le processus de Dunkl aﬃne de paramètre k. C’est donc
un processus càdlàg, qui saute sur les diﬀérentes alcôves de R et dont la partie radiale est le
processus de Dunkl aﬃne radial (Xt)t≥0, c’est-à-dire que π(Yt) = Xt où π est la projection
canonique de R sur l’espace desW -orbites dans R, et qui s’identiﬁe avec l’alcôve principale.
On vériﬁe que le processus est bien déﬁni, et que dans tout intervalle de temps ﬁni, il n’y
a qu’un nombre ﬁni de sauts. Comme dans le cas classique, on obtient sa décomposition
en partie martingale locale continue et purement discontinue.
Proposition 0.1.3. Le processus de Dunkl aﬃne Y vériﬁe la décomposition suivante,
Yt = Y0 +Bt +Mt,
où (Bt)t≥0 est un mouvement brownien standard et (Mt)t≥0 une martingale locale purement
discontinue qui s’écrit comme la somme compensée de ses sauts :
Mt = −
∑
s≤t
∆Ys✶{∆Ys 6=0} +
∫ t
0
kπ cot(πYs)ds.
14 Introduction
0.2 Matrices aléatoires quaternioniques
0.2.1 Introduction
Le chapitre 2 est issu d’une collaboration avec Florent Benaych-Georges (LPMA, Univer-
sité Pierre et Marie Curie). La motivation pour l’étude des matrices aléatoires quaternio-
niques vient des observations suivantes. La projection sur le plan complexe de la mesure
uniforme sur la sphère S3 de R4 est la mesure uniforme sur le disque unité D(0, 1) de C,
appelée aussi loi circulaire. De même, la projection sur la droite réelle R de la loi circu-
laire est la loi semi-circulaire σ1/2 sur [−1, 1], dont la densité par rapport à la mesure de
Lebesgue est
2
π
√
1− x2✶[−1,1].
Or ces deux dernières mesures jouent un rôle central dans la théorie des matrices aléatoires.
En eﬀet, la théorie des matrices aléatoires s’est largement développée sous l’impulsion des
travaux du physicien Wigner [Wig58], qui datent des années 50. Pour l’étude du spectre
de certains noyaux atomiques lourds, correspondant aux spectres d’opérateurs hermitiens
sur un espace de Hilbert — et dont l’étude se révèle assez laborieuse —, Wigner a été
amené à considérer les valeurs propres de matrices aléatoires de grande taille, dont le
comportement devrait être analogue à celui de ces opérateurs. Le théorème de Wigner
peut alors s’énoncer ainsi.
Théorème 0.2.1 (Wigner). Soit, pour tout n ≥ 1, une matrice aléatoire X(n)de taille
n×n, hermitienne, dont les entrées sont des gaussiennes complexes centrées indépendantes,
modulo le caractère hermitien, et de variances
E
(
(X(n)i,i )
2) = 1
n
, et E
(|X(n)i,j |2) = 12n.
Alors, la mesure spectrale empirique de X(n), c’est-à-dire la mesure aléatoire
1
n
n∑
i=1
δ
λ
(n)
i
,
où les λ
(n)
i sont les valeurs propres (réelles) de X
(n), converge, au sens de la convergence
étroite, vers la loi semi-circulaire dont la densité par rapport à la mesure de Lebesgue est
1
2π
√
4− x2✶[−2,2](x).
Les matrices considérées dans ce théorème sont appelées matrices du GUE, pour Gaus-
sian Unitary Ensemble. Depuis ce résultat, diﬀérentes généralisation ont été obtenus, et
de nombreuses questions se sont multipliés. Citons par exemple les travaux de Tracy et
Widom sur l’interaction entre les valeurs propres ou le comportement asymptotique de
la plus grande valeur propre, ou encore les travaux de Voiculescu sur la théorie des pro-
babilités libres [VDN92]. Le fait d’obtenir un résultat analogue au théorème de Wigner
en s’aﬀranchissant du caractère hermitien des matrices aléatoires a été conjecturé depuis
les années 50. Ginibre [Gin65] a notamment obtenu le résultat suivant (voir aussi Mehta
[Meh04]) :
Théorème 0.2.2. Soit, pour tout n ≥ 1, X(n) une matrice aléatoire complexe de taille
n × n, dont les entrées sont des gaussiennes centrées, indépendantes, et de variances
0.2. Matrices aléatoires quaternioniques 15
E
(|X(n)i,j |2) = 1n . Alors, la mesure spectrale empirique de X(n),
1
n
n∑
i=1
δ
λ
(n)
i
,
où les λ
(n)
i sont les valeurs propres (complexes) de X
(n), converge, au sens de la conver-
gence étroite, vers la mesure circulaire
1
π
✶{z∈C||z|≤1}dz,
i.e. la mesure uniforme sur le disque unité de C.
Depuis, de nombreux travaux, dont ceux de Girko [Gir83], Bai [Bai97], et plus récem-
ment Tao et Vu [TV08] ont généralisé ce résultat, sous certaines hypothèses (les v.a. ne
sont plus supposées gaussiennes, mais possèdent certaines conditions de moments).
Nous nous sommes alors posé la question de construire un modèle matriciel dont la
mesure spectrale empirique convergerait vers la mesure uniforme sur la sphère S3. Le
passage de la loi semi-circulaire à la loi circulaire se faisant en étudiant un modèle de
matrices aléatoires complexes plutôt qu’un modèle de matrices aléatoires hermitiennes,
l’idée de départ était donc de doubler la dimension, et ainsi de regarder des matrices
aléatoires à entrées quaternioniques, la sphère des quaternions s’identiﬁant naturellement à
S3. Nous allons voir que ceci n’est pas possible si l’on considère des modèles quaternioniques
gaussiens, et voir quel type de convergence nous avons obtenu. Commençons par quelques
rappels sur les quaternions.
0.2.2 Quaternions et matrices de quaternions
Une bonne référence portant sur le corps des quaternions et les matrices à entrées quater-
nioniques est l’article de Zhang [Zha97]. On notera H le corps des quaternions. En tant
qu’espace vectoriel réel, H est isomorphe à R4, sa base canonique étant noté (1, i, j,k). La
structure multiplicative sur H est déﬁnie par le fait que 1 est l’élément neutre, et i, j,k
vériﬁent les relations suivantes :
i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.
H est donc un corps non-commutatif. Pour tout q = q0 + q1i+ q2j+ q3k ∈ H, avec ql ∈ R,
l = 0, 1, 2, 3, la conjugaison sur H est déﬁnie par q∗ = q0 − q1i− q2j− q3k, ce qui permet
de déﬁnir une norme | · | sur H par |q|2 = qq∗ = q20 + q21 + q23 + q24. Ceci montre de plus
que tout quaternion q non nul est inversible, d’inverse q−1 = q
∗
|q| , et on peut aussi montrer
que |qq′| = |q||q′|, pour tout q, q′ ∈ H. On déﬁnit la partie réelle de q, par ℜ(q) = q0, et sa
partie imaginaire par ℑ(q) = q1i + q2j + q3k. Remarquons que si on identiﬁe 1 et i avec
leurs déﬁnitions usuelles, on obtient les inclusions R ⊂ C ⊂ H, qui sont compatibles avec
les déﬁnitions de multiplication, conjugaison, norme, et de parties réelles et imaginaires
(si l’on déﬁnit la partie imaginaire d’un nombre complexe par ℑ(x + yi) = yi plutôt que
y).
On dit que deux quaternions x et y sont similaires s’il existe un quaternion q non nul
tel que x = qyq−1. Notons que ceci est équivalent à l’existence d’un quaternion u de norme
|u| = 1, tel que x = uyu∗. On a le lemme suivant qui sera important par la suite pour
l’étude des valeurs propres des matrices quaternioniques.
Lemme 0.2.3. Si q = q0 + q1i+ q2j+ q3k ∈ H, alors q et ℜ(q) + |ℑ(q)|i sont similaires.
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Soit q = q0 + q1i + q2j + q3k ∈ H. Par les règles de multiplication des éléments de la
base de H, on a que q = (q0+q1i)+(q2+q3i)j, et donc q peut se réécrire q = c1+c2j, où c1
et c2 sont deux nombres complexes. Ainsi, une façon alternative de déﬁnir les quaternions
est de considérer le sous-ensemble de M2(C) donné par{(
c1 c2
−c2 c1
) ∣∣∣ c1, c2 ∈ C
}
.
L’application
q = c1 + c2j→ q′ =
(
c1 c2
−c2 c1
)
est alors bijective, et préserve les opérations algébriques.
Soit A ∈Mn(H) une matrice de taille n× n, à entrées quaternioniques. On peut alors
lui associer de façon unique, une matrice complexe 2n× 2n donnée par
A = A1 +A2j→ A′ =
(
A1 A2
−A2 A1
)
,
avec A1, A2 ∈ Mn(C). Du fait de la non commutativité des quaternions, deux notions de
valeurs propres existent. On dira que λ ∈ H est une valeur propre à droite de A ∈Mn(H),
s’il existe un vecteur X ∈ Hn non nul tel que AX = Xλ. Si λ est valeur propre à droite
de A, on voit aisément que qλq−1 est encore valeur propre à droite pour tout q ∈ H \ {0}.
Le spectre à droite de A est alors soit inﬁni, soit dans R. Du fait que tout quaternion
est similaire à un nombre complexe, on peut commencer par se restreindre à l’étude des
valeurs propres à droite complexes. Plus précisément, on peut montrer que λ ∈ C est
valeur propre à droite de A si et seulement si λ est valeur propre de la matrice complexe
A′ associée à A. De part la symétrie de la matrice A′, λ est valeur propre implique que λ
est aussi valeur propre. Ainsi, le spectre à droite complexe de A est ﬁni, de cardinal 2n,
et est composé des 2n valeurs propres de A′ qui apparaissent par paires conjuguées. On
obtient alors toutes les valeurs propres à droite de A en prenant les classes de similitudes
des valeurs propres à droite complexes de A.
Un mot sur les valeurs propres à gauche. C’est une notion beaucoup plus compliquée
que celle de valeurs propres à droite, dont la théorie algébrique n’est pas complètement
satisfaisante à l’heure actuelle. Par exemple, en dehors de quelques cas particuliers, on ne
sait rien dire sur le nombre de valeurs propres à gauche que possède une matrice à entrées
quaternioniques.
0.2.3 Modèle matriciel quaternionique
Le modèle matriciel que nous étudions est le suivant. Soit X(n) une matrice aléatoire
quaternionique de taille n×n, dont les entrées sont des gaussiennes quaternioniques indé-
pendantes, c’est-à-dire que pour tout 1 ≤ l, p ≤ n,
X(n)l,p = X(n)0l,p +X(n)
1
l,pi+X(n)
2
l,pj+X(n)
3
l,pk,
où X(n)0l,p, X(n)
1
l,p, X(n)
2
l,p, X(n)
3
l,p sont des gaussiennes réelles indépendantes. On sup-
posera les X(n)l,p centrées et de variance 12n , i.e.
E(X(n)l,p) = 0, et E(|X(n)l,p|2) = 12n.
0.2. Matrices aléatoires quaternioniques 17
On associe à X(n), comme vu précédemment, une matrice complexe de taille 2n × 2n,
Y (n) := X(n)′. On notera zn,1, . . . , zn,2n les 2n valeurs propes de Y (n), avec la convention
que
zn,n+i = z¯n,i, pour tout i = 1, . . . , n.
La distribution des valeurs propres de Y (n) a été calculé par Ginibre dans [Gin65], et est
donnée, posant z = (z1, . . . , zn), par la densité
Pn(z) =
1
cn
exp
(
− 2n
∑
i=1,...,n
|zi|2
) ∏
1≤i<j≤n
|zi − zj |2|zi − z¯j |2
∏
i=1,...,n
|zi − z¯i|2,
où cn est une constante de normalisation.
En s’inspirant des cas hermitiens et complexes (voir [Dei99, BZ98]), nous utilisons
la théorie du potentiel logarithmique pour l’étude de la convergence en loi de la mesure
spectrale de Y (n).
0.2.4 Théorie du potentiel logarithmique
On renvoie au livre de Saﬀ et Totik [SV97] pour tout ce qui concerne la théorie du potentiel
logarithmique. Rappelons ici les résultats principaux de cette théorie utiles à notre étude.
Soit µ une mesure de probabilité sur C. On appelle énergie logarithmique de µ, avec
champ extérieur V , la fonctionnelle
I(µ) =
∫ ∫
log |x− y|−1dµ(x)dµ(y) +
∫
V (z)dµ(z),
où V : C → R+ est un potentiel vériﬁant certaines conditions de régularité. On est alors
amené à considérer des problèmes de minimisation de la fonctionnelle I. Plus précisément,
on a les deux théorème suivants (voir [SV97]) :
Théorème 0.2.4. Le minimum de I, noté EV , est atteint en une unique mesure µV à
support compact sur C. Cette mesure est appelée la mesure d’équilibre de V .
On introduit la notion de potentiel logarithmique d’une mesure σ sur C. Il s’agit de la
fonction
Uσ(x) =
∫
log |x− y|−1dσ(y),
pour x ∈ C. On a alors
Théorème 0.2.5. Soit σ une mesure sur C à support compact, d’énergie logarithmique
ﬁnie. Alors, σ est la mesure d’équilibre µV de V si et seulement si il existe une constante
l telle que
(i) 2Uσ(x) + V (x) = l, µV -p.p. sur le support de σ,
(ii) 2Uσ(x) + V (x) ≥ l, µV -p.p.
Ce théorème permet de caractériser la mesure d’équilibre, qui dans le cas du potentiel
gaussien V (z) = |z|2, est donnée par la loi circulaire.
De façon heuristique, on voit que la loi Pn des valeurs propres de la matrice Y (n) se
réécrit essentiellement sous la forme,
Pn(z) ∼ exp
(
−(2n)2I(µz)
)
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où µz est la mesure spectrale empirique des valeurs propres, i.e.
µz =
1
2n
2n∑
i=1
δzn,i .
Bien sûr, cette écriture n’a pas vraiment de sens puisque I(µz) explose. Mais essentielle-
ment, ceci permet de voir que µz va se concentrer autour de la mesure qui rend minimal
la fonctionnel I, et ainsi converger vers la mesure d’équilibre quand la taille de la matrice
tend vers l’inﬁni.
0.2.5 Convergence de la mesure spectrale
En rendant rigoureux ce qui a été dit précédemment, nous obtenons le résultat de conver-
gence suivant :
Théorème 0.2.6. Soit zn,1, . . . , zn,2n les valeurs propres de Y (n). Alors, la mesure spec-
trale de Y (n),
1
2n
2n∑
i=1
δzn,i ,
converge presque sûrement, quand n tend vers l’inﬁni, vers la loi circulaire.
Déﬁnissons maintenant ce que l’on entend par mesure spectrale des valeurs propres à
droite de la matrice à entrées quaternioniques X(n). On a vu que les valeurs propres à
droites de X(n) sont exactement données par les classes de similitudes des valeurs propres
à droite complexes. Soit zn,1, . . . , zn,2n les valeurs propres à droites complexes de X(n),
ordonnées de telle sorte que pour tout i = 1, . . . , n, ℑ(zn,i) est positive, et zn,n+i = zn,i.
Posons alors
Cn,1 := {uzn,1u∗ ; u ∈ H, |u| = 1}, . . . , Cn,n := {uzn,nu∗ ; u ∈ H, |u| = 1},
Soit (ui)i≥1 une famille de variables aléatoires indépendantes et identiquement distribuées,
de loi la mesure uniforme sur la sphère des quaternions, et indépendantes de zn,1, . . . , zn,n.
Posons
cn,1 = u1zn,1u∗1, . . . , cn,n = unzn,nu
∗
n.
On déﬁnit alors la mesure empirique des valeurs propres à droite de X(n) comme étant la
mesure
1
n
n∑
i=1
δcn,i .
Le théorème précédent nous permet alors de montrer le résultat principal de cette partie :
Théorème 0.2.7. Soit X(n) le modèle matriciel quaternionique considéré précédemment.
Alors, la mesure empirique
1
n
n∑
i=1
δcn,i ,
converge presque sûrement, quand n tend vers l’inﬁni, vers la loi sur H de densité par
rapport à la mesure de Lebesgue donnée par
ρ(q) =
1
2π2|ℑ(q)|2✶{q∈H ||q|≤1}.
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Pour conclure, on peut se demander si en changeant de modèle matriciel X(n) on
pourrait obtenir une convergence vers la mesure uniforme sur la sphère des quaternions.
Il suﬃrait pour cela de changer le potentiel gaussien | · |2 par un autre potentiel V dans
l’expression Pn de la densité des valeurs propres à droite complexes. Notons alors cette
nouvelle mesure P Vn . Nous montrons que cela n’est pas possible si l’on se restreint aux
potentiels quadratiques, i.e. de la forme V (z) = az2 + bz¯2 + czz¯ (ce qui consisterait à
considérer un modèle matriciel gaussien dont les entrées ne sont plus indépendantes).
Théorème 0.2.8. Il n’existe pas de potentiel quadratique V tel que si la loi de
(zn,1, . . . , zn,n) est donnée par P
V
n , alors la mesure
1
n
∑n
i=1 δuizn,iu∗i convergerait vers la
mesure uniforme sur la sphère des quaternions.
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0.3 Marches aléatoires quantiques et mineurs du mouve-
ment brownien hermitien
Le chapitre 3 est issu d’une collaboration avec Manon Defosseux (MAP5, Université Pa-
ris Descartes). Dans cette partie, nous étudions des analogues de processus des valeurs
propres des mineurs du mouvement brownien hermitien dans le cadre de marches aléa-
toires quantiques. Adler, Nordenstam et van Moerbeke [ANvM10] ont récemment montré
que le processus des valeurs propres de deux mineurs consécutifs du mouvement brow-
nien hermitien est markovien, alors que si l’on considère plus de deux mineurs consécutifs,
la propriété de Markov tombe en défaut. Nous montrons un résultat analogue dans le
cadre non-commutatif, et démontrons la propriété de Markov des valeurs propres de sous-
matrices particulières du mouvement brownien hermitien.
Commençons par un exemple. Soit (M(t), t ≥ 0) le mouvement brownien hermitien
sur les matrices 2× 2 de trace nulle, i.e.
M(t) =
(
B1(t) B2(t) + iB3(t)
B2(t)− iB3(t) −B1(t)
)
, t ≥ 0,
où (B1, B2, B3) est un mouvement brownien dans R3. Le processus√
B21(t) +B
2
2(t) +B
2
3(t), t ≥ 0
est un processus de Bessel de dimension 3, et l’on montre aisément que le processus(
B1(t),
√
B21(t) +B
2
2(t) +B
2
3(t)
)
, t ≥ 0
est un processus de Markov sur R2. Plaçons nous alors dans le cadre des marches aléatoires
quantiques. Pour cela, on considère l’espace de probabilité non-commutatif (M2(C), tr),
où M2(C) est l’ensemble des matrices complexes de taille 2 × 2, et tr = 12 Tr est la trace
normalisée (la notion d’espace de probabilité non-commutatif sera déﬁnie proprement dans
la section suivante). Considérons les matrices de Pauli
x =
(
0 1
1 0
)
, y =
(
0 −i
i 0
)
, z =
(
1 0
0 −1
)
,
vériﬁant les relations de commutations suivantes
[x, y] = 2iz,
ainsi que les relations de commutations obtenues par permutation circulaire de x, y, z. Ici,
[·, ·] désigne le crochet usuel sur l’algèbre des matrices, i.e. [a, b] = ab − ba. Les matrices
x, y, z déﬁnissent trois variables de Bernoulli non-commutatives, au sens où les nombres
tr(xk),
pour k ≥ 0, donnent exactement les moments de la loi de Bernoulli 12δ−1 + 12δ+1 (et
de même pour y et z). Dans l’algèbre M2(C)⊗∞, muni de l’état tr⊗∞, les élements (I
désignant la matrice identité)
xi = I⊗(i−1) ⊗ x⊗ I⊗∞, yi = I⊗(i−1) ⊗ y ⊗ I⊗∞, zi = I⊗(i−1) ⊗ z ⊗ I⊗∞,
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sont encore des variables de Bernoulli non-commutatives, et les processus (Xn)n≥1, (Yn)n≥1,
(Zn)n≥1 déﬁnis par
Xn =
n∑
i=1
xi, Yn =
n∑
i=1
yi, Zn =
n∑
i=1
zi,
déﬁnissent des marches aléatoires de Bernoulli. Considérées comme les composantes d’un
même processus, elles forment un processus non-commutatif qui converge, après renorma-
lisation usuelle, vers un mouvement brownien de dimension de 3 [Bia90, Bia91b]. De plus,
la famille de variables non-commutatives(
Zn,
√
X2n + Y 2n + Z2n, n ≥ 1
)
forme une approximation discrète du processus(
B1(t),
√
B21(t) +B
2
2(t) +B
2
3(t)
)
, t ≥ 0.
Nous étudions ici une généralisation en dimension supérieure de ces diﬀérents processus.
Remarquons que le processus ci-dessus est composé de valeurs propres des mineurs du
mouvement brownien hermitien sur les matrices 2× 2. On s’intéresse donc à certaines ap-
proximations quantiques de processus issus des valeurs propres des mineurs du mouvement
brownien hermitien.
Commençons par donner une introduction aux probabilités non-commutatives.
0.3.1 Probabilités non-commutatives
La théorie des probabilités non-commutatives tire son essence de la mécanique quantique,
où suivant l’axiomatique de von Neumann, les observables sont des opérateurs sur un
espace de Hilbert. En eﬀet, la position et la vitesse d’une particule quantique ne pouvant
se mesurer simultanément, ces deux quantités sont représentées par des opérateurs non-
commutatifs dont les observations se réalisent suivant certaines lois de probabilités. Depuis,
un cadre mathématique s’est développé pour modéliser ces phénomènes aﬁn de généraliser
la théorie classique des probabilités à un cadre non-commutatif. On pourra par exemple
consulter l’ouvrage de référence de Meyer [Mey93] pour tout ce qui concerne les probabilités
non-commutatives, ou encore le cours de Biane [Bia08].
Soit X une variable aléatoire réelle, bornée, déﬁnie sur un espace de probabilité
(Ω,F ,P). Sa loi est alors entièrement déterminée par la donnée de E(f(X)) pour toute
fonction mesurable bornée f . On peut alors voir X comme un élément de l’algèbre des
fonctions bornées L∞(Ω), muni de la forme linéaire E. L’idée de base des probabilités
non-commutatives est alors de remplacer l’algèbre L∞ par une algèbre non-commutative
A, muni d’une forme linéaire ϕ : A → C qui jouera le rôle de l’espérance. On dira alors
que (A, ϕ) est un espace de probabilité non-commutatif si A est une ∗-algèbre possédant
une unité, et ϕ : A → C une forme linéaire positive, au sens où ϕ(aa∗) ≥ 0 pour tout
a ∈ A, et telle que ϕ(1) = 1. Par la suite, on s’intéressera uniquement au cas où ϕ est
un état tracial, c’est-à-dire que ϕ(ab) = ϕ(ba), pour tout a, b ∈ A. On appelle variable
aléatoire non-commutative tout élément a de A, et si a est auto-adjoint, i.e. a = a∗, sa loi
est déterminé par la collection des ϕ(ak), k ≥ 0. En eﬀet, comme a est auto-adjoint, ϕ(ak)
est réel pour tout k ≥ 0, et la résolution du problème des moments nous assure l’existence
d’au moins une mesure de probabilité µ telle que
ϕ(ak) =
∫
R
xkµ(dx).
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Si µ est unique, on l’appelle la loi de a. Si a1, . . . , an sont des variables aléatoires non-
commutatives, on appelle loi jointe de (a1, . . . , an), la donnée des moments
ϕ(aε1i1 · · · aεlil ),
pour tout l ≥ 1, ij ∈ {1, . . . , n}, εj ∈ {1, ∗}, j = 1, . . . n. Notons alors que rien ne garantit
cette fois-ci (et en général ce n’est pas le cas) l’existence d’une mesure de probabilité dont
ce serait la suite des moments. La notion de convergence en loi d’une suite de variables
aléatoires non-commutatives est alors donnée par la convergence des tous les moments.
Plusieurs types d’algèbres sont utilisés en théorie des probabilités non-commutatives,
et notamment la notion d’algèbre de von Neumann. Soit H un espace de Hilbert, et B(H)
l’algèbre des opérateurs bornés sur H. Une algèbre de von Neumann est ∗-sous-algèbre de
B(H), contenant l’identité, et fermé par la topologie forte déﬁnie par limn→∞An = A si
limn→∞ ||Anx|| = ||Ax||, pour tout x ∈ H, et où || · || est la norme associée au produit
scalaire 〈·, ·〉 de H, et An, A ∈ B(H). Par le théorème du bicommutant de von Neumann,
une sous-algèbre A de B(H) est une algèbre de von Neumann si et seulement si A est
égale à son bicommutant A′′, i.e. le commutant du commutant A′ = {X ∈ B(H) |AX =
AX, pour tout A ∈ A} de A. Notons que B(H) est elle-même une algèbre de von Neu-
mann. La situation classique se retrouve de la sorte : toute algèbre de von Neumann com-
mutative est isomorphe à un L∞(X,µ) pour un certain espace mesuré (X,µ), vu comme
une sous-algèbre des opérateurs bornées sur L2(X,µ). En ce sens, la théorie des proba-
bilités non-commutatives est une généralisation des probabilités classiques, et la théorie
des algèbres de von Neumann est parfois appelée théorie de la mesure non-commutative.
En eﬀet, de nombreux résultats de probabilités et d’intégration se transposent au cadre
non-commutatif. On pourra consulter les diﬀérents volumes du livre de Takesaki [Tak03]
pour un exposé très complet sur la théorie des algèbres d’opérateurs, ou encore les livres
de Dixmier [Dix96b, Dix96a]. Donnons comme dernier exemple l’algèbre de von Neumann
d’un groupe localement compact G. Un groupe localement compact possède une unique
mesure invariante par multiplication à gauche, appelée mesure de Haar et notée dg. On
peut donc considérer l’espace de Hilbert L2(G) des fonctions complexes sur G muni du
produit scalaire
〈f, h〉 =
∫
G
f(g)h(g)dg,
et tel que ||f || < +∞, pour tout f ∈ L2(G). Pour tout g ∈ G, soit λg l’opérateur de
translation à gauche, agissant sur L2(G) par
λgf(x) = f(g−1x).
L’algèbre de von Neumann du groupe G, notée L(G), est alors la sous-algèbre de B(L2(G))
engendrée par la fermeture de {λg | g ∈ G} pour la topologie forte. Lorsque G est abélien,
G possède un groupe dual Gˆ donné par l’ensemble des caractères de G, c’est-à-dire l’en-
semble des morphismes de G dans C∗, et alors L(G) est isomorphe à L∞(Gˆ). Par exemple,
si T est un tore, on a L(T) ≃ L∞(Z). Dans le cas général, l’algèbre L(G) peut alors
s’interpréter comme une algèbre de « fonctions non-commutatives » sur un objet dual au
groupe G, que Biane appelle espace non-commutatif [Bia08], et qui consiste en l’ensemble
des représentations de G, ce que nous verrons plus en détail par la suite.
Une notion essentielle en probabilités est celle de chaîne ou de processus de Markov.
Voyons comment cette notion se généralise à un cadre non-commutatif. Soient (Ω,F ,P)
un espace de probabilité, (E, E) un espace mesurable, et Xn : Ω→ E une suite de variables
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aléatoires, n ≥ 1. Pour tout fonction mesurable f : E → E, f(Xn) est encore une variable
aléatoire sur Ω, et la suite de v.a. Xn induit une suite de morphismes d’algèbres
χn : L∞(E)→ L∞(Ω)
f 7→ f(Xn)
pour tout n ≥ 1. Une variable aléatoire non-commutative peut alors être vue comme
un morphisme entre deux algèbres. La « loi » du processus non-commutatif (χn)n≥1, où
les χn : A → B sont des morphismes d’algèbres, et (B, ϕ) est un espace de probabilité
non-commutatif, est alors caractérisée par la famille
ϕ(χn1(a1) · · ·χnk(ak)),
pour tout k ≥ 1, nj ≥ 1, j = 1, . . . , k, et tout éléments a1, . . . , ak de A.
Supposons que (Xn)n≥1 soit une chaîne de Markov (classique), d’opérateur de transi-
tion P . La propriété de Markov peut s’énoncer ainsi :
E
(
f1(Xn1) · · · fk(Xnk)f(Xn+1)
)
= E
(
f1(Xn1) · · · fk(Xnk)(Pf)(Xn)
)
,
pour toutes fonctions f1, . . . , fk, f mesurables bornées, et tous n1 < · · · < nk ≤ n. Trans-
posée au cadre des morphismes, la propriété de Markov se réécrit
E
(
χn1(f1) · · ·χnk(fk)χn+1(f)
)
= E
(
χn1(f1) · · ·χnk(fk)χn(Pf)
)
.
Un processus non-commutatif (χn)n≥1, χn : A → B, sera alors appelé une chaîne de Markov
quantique s’il existe un opérateur positif P : A → A, tel que pour tout n ≥ 1, tout a ∈ A
et tout élément ξ appartenant à la sous-algèbre de B engendré par {χk(A), k ≤ n}, on ait
ϕ(ξχn+1(a)) = ϕ(ξχn(Pa)).
On pourra consulter [Bia08, Mey93] pour une exposition plus précise de la notion de chaîne
de Markov quantique, qui fait appel à la déﬁnition de dilatation.
Nous serons amené par la suite, à restreindre le processus non-commutatif (χn)n≥1 à
certaines sous-algèbres de A. Le processus ainsi obtenu sera encore une chaîne de Markov
quantique si l’opérateur P laisse stable la sous-algèbre D considérée, i.e. PD ⊂ D. En
particulier, si D est une sous-algèbre commutative, alors P : D → D est un opérateur de
transition au sens classique, et si l’algèbre engendrée par (χn(D))n≥1 est commutative,
alors on obtient une construction d’une chaîne de Markov classique à partir du processus
non-commutatif (χn)n≥1.
0.3.2 Marches aléatoires sur un espace non-commutatif
Nous allons étudier ce que Biane [Bia08] appelle marche aléatoire quantique sur un espace
non-commutatif. Cette partie, qui n’apparaît pas dans le chapitre 3, ne présente que des
résultats obtenus par Biane dans [Bia91a], et n’est introduite ici que pour clariﬁer la
marche aléatoire quantique que nous étudierons par la suite. Pour tout ce qui concerne les
représentations des groupes et des algèbres de Lie, on renvoie à [Žel73] ou [BtD95].
Soit G le groupe de Lie SU(d), i.e. le groupe compact des matrices spéciales unitaires,
et L(G) son algèbre de von Neumann. Soit ρ une représentation irréductible de G de
dimension ﬁnie d. Rappelons qu’une représentation d’un groupe G dans un espace vectoriel
V de dimension ﬁnie est un morphisme de groupe
ρ : G→ GL(V ).
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Une représentation ρ est irréductible si les seuls sous-espaces de V stables par l’action de
G sont {0} et V . On prendra pour ρ la représentation standard de SU(d), et étendue à
L(G). Soit η un état sur L(G) déﬁni par η(λg) = tr(ρ(g)). Soit l’algèbre de von Neumann
W = Md(C)⊗∞ , le produit tensoriel étant pris par rapport à l’état ω = η⊗∞. Pour tout
n ≥ 1, on déﬁnit les morphismes
jn : L(G)→W,
par jn(λg) = ρ(g)⊗ · · · ⊗ ρ(g)⊗ 1⊗∞, avec n facteurs ρ(g). Soit ∆ le coproduit sur L(G),
qui est le morphisme d’algèbres déﬁni par
∆: L(G)→ L(G)⊗ L(G)
λg 7→ λg ⊗ λg
Soit P : L(G)→ L(G) l’opérateur positif (en fait complètement positif) déﬁni par
P = id⊗η ◦∆
On a alors Pλg = λgη(λg), et on peut vériﬁer que les (jn)n≥1 forment une chaîne de
Markov quantique. Si on fait la même construction avec G un groupe compact abélien, on
retrouve la construction d’une marche aléatoire sur le groupe dual Gˆ (qui est discret, et
noté additivement), l’algèbre L(G) s’identiﬁant avec L∞(Gˆ), et l’opérateur P s’identiﬁant
avec l’opérateur de convolution par une certaine mesure µ sur Gˆ. En eﬀet, la fonction ϕ
sur G déﬁnie par ϕ(g) = η(λg) est de type positif, et est donc la transformée de Fourier
d’une mesure positive sur le groupe Gˆ par le théorème de Bochner, i.e.
ϕ(g) =
∫
Gˆ
χ(g)µ(dχ).
Dans l’isomorphisme entre L(G) est L∞(Gˆ), l’opérateur
∫
G γ(g)λgdg, où γ ∈ Gˆ est un
caractère, correspond à la fonction indicatrice ✶γ , et on obtient
P✶γ =
∫
Gˆ
✶{γ−χ}µ(dχ).
Ainsi, P est l’opérateur de convolution par la mesure µ, et la loi des accroissements de la
marche aléatoire est donnée par µ. C’est donc par analogie au cas abélien que le processus
non-commutatif (jn)n≥1 est appelé marche aléatoire sur un espace non-commutatif.
On peut alors s’intéresser à certaines sous-algèbres abéliennes aﬁn de construire des
processus de Markov classiques. Biane a montré que si T est le sous-groupe des matrices
diagonales de SU(d), alors la sous-algèbre L(T) est stable par l’opérateur P . Il montre de
plus que le centre de l’algèbre L(G) est lui aussi stable par l’opérateur P . Rappelons pour
cela, quelques faits bien connus sur les représentation de SU(d).
On note su(d) l’algèbre de Lie de SU(d), c’est-à-dire l’ensemble des matrices anti-
hermitiennes de trace nulle. Soit T le sous-groupe des matrices diagonales de SU(d), qui
est un tore maximal dans SU(d). Son algèbre de Lie t est composée des matrices diagonales
purement imaginaire de trace nulle. Soit ej les éléments du dual de t déﬁnis par
ej(


u1 0
. . .
0 ud

) = 1
2iπ
uj ,
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Figure 1 – La marche aléatoire sur P pour SU(3)
vériﬁant e1 + · · · + ed = 0. Soit P le réseau engendré par les éléments ej , j = 1, . . . , d.
Les éléments de P sont appelés poids des représentations de SU(d). Les racines de SU(d)
sont les éléments ei − ej , pour 1 ≤ i 6= j ≤ d. Le groupe de Weyl associé à ce système de
racines (noté Ad−1, voir la première section) est par déﬁnition engendré par les réﬂexions
par rapport aux racines, et est isomorphe au groupe symétrique Sd. On notera φ la demi-
somme des racines positives, i.e. φ = (d− 1)e1 + (d− 2)e2 + · · ·+ ed−1.
Le groupe dual Tˆ de T s’identiﬁe avec P par l’application e : x ∈ P 7→ e(x) ∈ Tˆ déﬁnie
par e(x)(expX) = exp(2iπx(X)), pour tout X ∈ t, et où l’application exp dans le terme de
gauche de l’égalité précédente est l’application exponentielle exp: su(d)→ SU(d). On sait
que toute représentation irréductible de SU(d) est de dimension ﬁnie, et que l’ensemble
des représentations irréductibles de SU(d) s’identiﬁe avec l’ensemble des plus hauts poids
P+ = {m1e1 + · · ·+md−1ed−1 |mi ∈ N,m1 ≥ m1 ≥ · · · ≥ md−1},
qui s’identiﬁe avec
P++ = {m1e1 + · · ·+md−1ed−1 |mi ∈ N,m1 > m1 > · · · > md−1},
par P++ = P+ + φ. On remarque alors que l’ensemble des représentations irréductibles
P++ est l’intersection de P avec la chambre de Weyl
C = {x1e1 + · · ·+ xd−1ed−1 |x1 > x2 > · · · > xd−1}.
Rappelons aussi que toute représentation de SU(d) se décompose en somme directe de
représentations irréductibles.
Le caractère de la représentation ρλ de plus haut poids λ ∈ P+, i.e. la fonction sur T
déﬁnie par χλ(x) = Tr(ρλ(x)), pour x ∈ SU(d), est donnée par la formule des caractères
de Weyl :
χλ(x) =
∑
w∈Sd
det(w)e(w(λ+ φ))∑
w∈Sd
det(w)e(w(φ))
, pour x ∈ T.
En particulier, le caractère de la représentation standard ρ de SU(d) est donnée par∑d
i=1 e(ei).
L’opérateur P de la marche quantique laissant stable la sous-algèbre de von Neu-
mann L(T), Biane a montré que la restriction de (jn)n≥1 à cette sous-algèbre isomorphe
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Figure 2 – La chaîne de Markov sur P++ pour SU(3)
à L∞(P) déﬁnit une marche aléatoire (classique) sur P. Dans cet isomorphisme, l’opéra-
teur
∫
T
e(x)(θ)λθdθ correspond à l’indicatrice de x ∈ P, et comme Pλg = λg tr(ρ(g)), on
obtient que la loi des accroissements de la marche est donnée par 1d(δe1 + · · ·+ δed).
De même, le centre Z de L(SU(d)) étant stable par P , la restriction de (jn)n≥1 au
centre déﬁnit une chaîne de Markov classique sur P++. En eﬀet, le centre est engendré par
les projections Πλ = dλ
∫
SU(d) χλ(g)λgdg, où dλ est la dimension de la représentation de
plus haut poids λ. On obtient alors un isomorphisme entre Z et L∞(P++) en identiﬁant
Πλ et l’indicatrice de λ+ φ. Pour identiﬁer la loi de cette chaîne de Markov, on applique
P à Πλ−φ, pour λ ∈ P++, ce qui donne
PΠλ−φ = dλ−φ
∫
SU(d)
χλ−φ(g)
1
d
χd(g)λgdg,
où χd est le caractère de la représentation standard, i.e. χd(g) = Tr(ρ(g)). Le pro-
duit χλ−φχd correspondant au caractère de la représentation tensorielle ρλ−φ ⊗ ρ : G →
End(Vλ−φ⊗V ), où Vλ−φ et V sont les espaces des représentations ρλ−φ et ρ, il s’agit alors de
décomposer la représentation Vλ−φ⊗V en somme directe de représentations irréductibles.
Ceci est obtenu par la formule de Weyl, qui nous donne
Vλ−φ ⊗ V =
⊕
µ∈{λ+e1,...,λ+en}∩P++
Vµ−φ.
On obtient ainsi que les probabilités de transition de la chaîne de Markov obtenue sur
P++ sont données par
p(λ, µ) =
1
d
h(µ)
h(λ)
, si µ ∈ {λ+ e1, . . . , λ+ en} ∩P++,
où h(λ) = dλ−φ, pour tout λ ∈ P++. Remarquons alors que si on note p0 les sous-
probabilités de transition de la marche aléatoire sur P tuée au bord de la chambre de
Weyl, i.e.
p0(λ, µ) =
1
d
, si µ ∈ {λ+ e1, . . . , λ+ en} ∩P++,
et 0 sinon, alors la chaîne de Markov sur P++ est obtenue par une h-transformée, au sens
de Doob, de la marche tuée au bord de la chambre de Weyl, par la fonction dimension
h(λ) = dλ−φ.
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Pour clariﬁer les choses, prenons par exemple SU(3). Alors le réseau des poids P est
un réseau triangulaire d’angle π3 , et la marche aléatoire obtenue par restriction à T est
représentée à la ﬁgure 1. De même, la chaîne de Markov obtenue par restriction au centre
de l’algèbre est représentée à la ﬁgure 2, l’ensemble des plus hauts poids P++ étant égal
à l’intersection de P avec un cône de R2.
0.3.3 Marches aléatoires quantiques et mineurs du mouvement brownien
hermitien
Plutôt que de considérer l’algèbre de von Neumann du groupe SU(d), on va se placer
du point de vue des algèbres enveloppantes. En eﬀet, les représentations irréductibles de
SU(d) sont en correspondance avec les représentations irréductibles de son algèbre de Lie
complexiﬁée sld(C), l’ensemble des matrices complexes d × d de trace nulle, elles-même
en correspondance avec les représentations irréductibles de dimension ﬁnie de GLd(C), le
groupe des matrices complexes de taille d× d inversibles.
On suppose désormais que G = GLd(C) est le groupe des matrices complexes de taille
d × d inversibles, et que g = Md(C) est l’algèbre de Lie de G, c’est-à-dire l’algèbre de
toutes les matrices complexes de taille d× d. Soit U(g) son algèbre enveloppante. Notant
eij , i, j = 1, . . . , d la base standard de Md(C), U(g) est l’algèbre associative engendrée par
les eij ne vériﬁant entre eux que les relations de commutation suivantes
[eij , ekl] = δjkeil − δilekj .
Toute représentation de dimension ﬁnie de g,
ρ : g → End(V )
s’étend de façon unique à U(g), par
ρ(xy) = ρ(x)ρ(y), pour x, y ∈ U(g).
Le produit tensoriel de représentations s’obtient à l’aide du coproduit ∆, qui est le mor-
phisme ∆: U(g)→ U(g)⊗ U(g) déﬁni par
∆(I) = I ⊗ I
∆(eij) = I ⊗ eij + eij ⊗ I, si i 6= j, i, j = 1, . . . , d
∆(hi) = I ⊗ hi + hi ⊗ I, i = 1, . . . , d− 1,
où hi = eii−ei+1i+1, et I la matrice identité. Si ρ1 : g → End(V1) et ρ2 : g → End(V2) sont
deux représentations de g, et étendues à U(g), alors on obtient une nouvelle représentation
sur V1 ⊗ V2, appelée représentation tensorielle, en posant
ρ1 ⊗ ρ2(x) = (ρ1 ⊗ ρ2)∆(x),
pour x ∈ U(g). Soit ρ la représentation standard de g. On déﬁnit alors de façon récursive
la représentation ρ⊗n par
ρ⊗n(x) = (ρ⊗(n−1) ⊗ ρ)∆(x).
La chaîne de Markov quantique que nous considérons est alors déﬁnie par les morphismes
jn : U(g)→W
u 7→ ρ⊗n(u),
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pour n ≥ 1, où W est l’algèbre de von Neumann W = Md(C)⊗∞ pour l’état produit
ω = tr⊗∞. Si P : U(g)→ U(g) est l’opérateur déﬁni par
P = id⊗η ◦∆,
où η(·) = tr(ρ(·)), alors on vériﬁe que le processus non-commutatif (jn)n≥1 vériﬁe la
propriété de Markov suivante
ω(jn(u)ξ) = ω(jn−1(Pu)ξ),
pour tout ξ dans la sous-algèbre de von Neumann engendré par {jk(U(g)), k ≤ n − 1}.
Remarquons que le processus (jn)n≥1 est le même que la marche quantique construite sur
L(SU(d)) vu précédemment, mais pris du point de vue des algèbres enveloppantes.
Le groupe G agit sur g par l’action adjointe déﬁnie par Ad(g)x = gxg−1, pour g ∈ G
et x ∈ g, et qui s’étend en une action sur U(g).
En remarquant que l’opérateur P et l’action adjointe commutent, on a que si K est
un sous-groupe de G et que l’on note U(g)K la sous-algèbre des éléments invariants par
l’action adjointe de K, i.e. l’ensemble des g ∈ G tel que Ad(k)g = g, pour tout k ∈ K,
alors P laisse stable U(g)K , c’est-à-dire
P U(g)K ⊂ U(g)K .
Ainsi, les morphismes jn restreints à U(g)K forment encore une chaîne de Markov quan-
tique. Par exemple, l’algèbre U(g)G n’est rien d’autre que le centre de U(g), et on retrouve
le résultat de Biane énoncé précédemment.
On va donc s’intéresser à certaines sous-algèbres U(g)K pour K un sous-groupe bloc
diagonal de la forme GLd−p(C)× C∗p, c’est-à-dire engendré par les éléments

k
0k1
0
. . .
kp

 ,
avec k ∈ GLd−p(C), et k1, . . . , kp ∈ C∗. Pour cela nous aurons besoin d’un peu de théorie
des invariants aﬁn de connaître les générateurs de ces diﬀérentes algèbres. On note Mk,l
l’algèbre des matrices k× l dont les entrées sont dans U(g). Soit E la matrice (eij)1≤i,j≤d ∈
Md,d. On partitionne E en sous-matrices par
E =


E11 . . . E1p+1
...
...
Ep+11 . . . Ep+1p+1

 ,
avec E11 ∈ Md−p,d−p, E1i ∈ Md−p,1, Ei1 ∈ M1,d−p, i = 2, . . . , p + 1, et Eij ∈ U(g),
i, j = 2, . . . , d. Pour M = (mi,j)1≤i,j≤k une matrice de Mk,k, on notera Tr(M) =∑k
i=1mii. Un théorème de Klink et Ton-That [KTT92] nous donne alors les générateurs
de U(g)GLd−p(C)×C∗p .
Théorème 0.3.1. La sous-algèbre U(g)GLd−p(C)×C∗p est ﬁniment engendrée par les
constantes et par les éléments
Tr(Ei1i2 · · ·Eiqi1), q ∈ N∗, i1, . . . , iq ∈ {1, . . . , p+ 1}.
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Ces éléments sont appelés opérateurs de Casimir généralisés. En eﬀet, pour p = 0, on
retrouve le fait bien connu que le centre de U(g) est engendré par les opérateurs de Casimir
([Žel73])
Tr(Eq), q ≥ 0.
Pour p = 1, les générateurs de la sous-algèbre U(g)GLd−1(C)×C∗ se réécrivent de la façon
suivante.
Lemme 0.3.2. La sous-algèbre U(g)GLd−1(C)×C∗ est engendrée par
Tr(Ek−111 ), Tr(E
k), k = 1, . . . , d.
Nous obtenons alors le théorème suivant.
Théorème 0.3.3. Le processus (jn)n≥1 restreint à la sous-algèbre
〈Tr(Ek−111 ), Tr(Ek), k = 1, . . . , d〉 (1)
est une chaîne de Markov quantique.
Notons que la sous-algèbre (1) est engendrée par les opérateurs de Casimir correspon-
dant à l’algèbre de Lie Md(C) et ceux correspondant à Md−1(C), et est donc commutative.
On montre de plus que dans le cas p = 2, la sous-algèbre
〈Tr(Ek11),Tr(
[
E11 E12
E21 E22
]k
),Tr(Ek), k ≥ 0〉 (2)
n’est pas stable par l’opérateur P , et donc sa restriction ne déﬁnit pas une chaîne de
Markov quantique.
Ces deux derniers résultats sont l’analogue non-commutatif de résultats récemment
obtenus par Adler, Nordenstam, et van Moerbeke [ANvM10, théorèmes 2.2 et 2.4], et
annoncés dans [Def10], dans le cadre des matrices aléatoires. En eﬀet, ils ont montré les
résultats suivants.
Théorème 0.3.4 ([ANvM10]). Soit (B(t), t ≥ 0) le mouvement brownien hermitien.
Soient (Λ(d)t , t ≥ 0) le processus de ses valeurs propres, (Λ(d−1)t , t ≥ 0) le processus des
valeurs propres de son mineur principal d’ordre d − 1, et (Λ(d−2)t , t ≥ 0) le processus des
valeurs propres de son mineur principal d’ordre d− 2. Alors, le processus
(Λ(d)(t),Λ(d−1)(t), t ≥ 0) (3)
est markovien, alors que le processus
(Λ(d)(t),Λ(d−1)(t),Λ(d−2)(t), t ≥ 0) (4)
n’est pas markovien.
Aﬁn de comprendre l’analogie avec les processus non-commutatifs précédemment intro-
duits, il faut alors remarquer que par un résultat de Biane [Bia95], le processus quantique
(jn)n≥1 restreint à chacune des deux sous-algèbres (1) et (2) considérées précédemment
converge respectivement et après renormalisation usuelle, vers les processus (3) et (4) des
valeurs propres des mineurs du mouvement brownien hermitien du théorème précédent.
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0.3.4 Applications aux matrices aléatoires
Dans la section précédente, on a vu que la sous-algèbre U(g)GLd−p(C)×C∗p était stable par
l’opérateur P . Par le théorème (0.3.1), on obtient donc que le processus non-commutatif
(jn)n≥1 restreint à la sous-algèbre (pour un m assez grand)
〈Tr(Ei1i2 · · ·Eiqi1), q ∈ {1, . . . ,m}, i1, . . . , iq ∈ {1, . . . , p+ 1}〉
est une chaîne de Markov quantique, et converge après renormalisation vers
(Tr(Bi1i2(t) · · ·Biqi1(t)), t ≥ 0), (5)
q ∈ {1, . . . ,m}, i1, . . . , iq ∈ {1, . . . , p + 1}, où (B(t), t ≥ 0) est un mouvement brownien
hermitien, et où on partitionne une matrice de Md(C) comme dans le cas non-commutatif,
c’est-à-dire que
B =


B11 . . . B1p+1
...
...
Bp+11 . . . Bp+1p+1

 ,
avec B11 ∈ Md−p(C), B1i ∈ Md−p,1(C), Bi1 ∈ M1,d−p(C), pour i = 2, . . . , p+1, et Bij ∈ C,
pour i, j = 2, . . . , d (Mk,l(C) désigne l’ensemble des matrices complexes de taille k × l).
L’étude du processus limite commutatif (5) fait intervenir le calcul d’Itô et la théorie des
invariants appliquée à un cadre commutatif. Nous obtenons alors le théorème suivant.
Théorème 0.3.5. Soit p ≥ 1 et B un mouvement brownien hermitien. Alors le processus
des valeurs propres des matrices
B11,
(
B11 B1i
Bi1 Bii
)
,

 B11 B1i 00 0 Bij
Bj1 0 0

 ,
et des processus complexes,
BijBji, BijBjkBki,
où i, j, k, sont des entiers distincts dans {2, . . . , p+1}, considérés comme les composantes
d’un même processus, est un processus de Markov.
En prenant p = 1 dans le théorème précédent, nous obtenons alors comme corollaire
le résultat de [ANvM10], c’est-à-dire que le processus des valeurs propres et des valeurs
propres du mineur principal d’un mouvement brownien hermitien
(Λ(d)(t),Λ(d−1)(t), t ≥ 0)
est un processus de Markov.
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0.4 Propriété d’entrelacement des zéros des vecteurs propres
d’opérateurs de Schrödinger sur les arbres
Dans le chapitre 4 (non probabiliste), nous démontrons l’analogue pour les arbres ﬁnis
d’un théorème de Courant sur la propriété d’entrelacement des zéros des fonctions propres
d’un opérateur de Schrödinger.
0.4.1 Introduction
Le célèbre théorème de Courant sur les domaines nodaux des fonctions propres d’un opé-
rateur diﬀérentiel peut s’énoncer ainsi (voir [CH53]) :
Théorème 0.4.1 (Théorème de courant). Soit L un opérateur elliptique auto-adjoint de
second ordre, déﬁni sur un domaine G de conditions aux bords arbitraires. Si ses fonctions
propres sont ordonnées selon l’ordre croissant de ses valeurs propres, alors les zéros de la
n-ième fonction propre divisent le domaine G en au plus n sous-domaines.
Les sous-domaines déﬁnis dans le théorème de Courant sont appelés domaines nodaux,
et sont donc les composantes connexes du complémentaire de {x ∈ G |un(x) = 0}, et sont
séparés par les zéros, ou nodes, des fonctions propres un de L.
Si L est un opérateur de Schrödinger sur G = [a, b] un intervalle de R, c’est-à-dire
que L s’écrit L = L + V , où L est le laplacien, et V un certain potentiel, le théorème
de Courant devient : Les zéros de la n-ième fonction propre un divisent G en exactement
n domaines nodaux. De plus, les zéros des fonctions propres de L possèdent la propriété
d’entrelacement suivante : Entre deux zéros de un, il existe exactement un zéro de un+1. Ce
sont plus précisément ces deux dernières propriétés dont nous allons démontrer l’analogue
dans le cadre des arbres ﬁnis.
De nombreux travaux sur le théorème de Courant sur les graphes ont été eﬀectués
ces dernières années, citons Davies et al. [DGLS01], Bıyıkoğlu [Bıy03], et le livre [BLS07].
Contrairement au cas où G est une variété, et du fait qu’une fonction sur un graphe n’est
déﬁnie que sur l’ensemble de ses sommets, une fonction peut changer de signe sans passer
par zéro. Les zéros d’une fonction ne sont alors pas bien déﬁnis à priori. Ceci a donc
conduit Davies et al. à déﬁnir la notion de graphe signé, qui est un ensemble connexe
de sommets sur lesquels une fonction ne change pas de signe. Plus précisément, on a la
déﬁnition suivante.
Définition 0.4.2. Soit Γ un arbre, et V l’ensemble de ses sommets. Soit u une fonction
sur V . Un graphe signé fortement positif (resp. négatif) de u est un sous-arbre maximal
S de Γ tel que u(x) > 0 (resp. u(x) < 0), pour tout sommet x de S.
Davies et al. ont alors montré un analogue du théorème de Courant sur le nombre
maximal de graphes signés des vecteurs propres d’un opérateur de Schrödinger.
Théorème 0.4.3 ([DGLS01]). Soient λ1, . . . , λN les valeurs propres d’un laplacien géné-
ralisé sur V . Supposons que λn soit de mulitplicité r. Alors tout vecteur propre correspon-
dant à λn a au plus n+ r − 1 graphes signés fortement positif (ou négatif).
Leur preuve est essentiellement basé sur le théorème du minimax de Courant, voir
[CH53]. Dans [Bıy03], Bıyıkoğlu montre un analogue du théorème de Courant pour les
arbres. Il caractérise le nombre maximal de graphes signés d’un vecteur propre d’un lapla-
cien généralisé, et donne un algorithme de calcul pour trouver un vecteur propre avec un
nombre minimal de graphes signés. De plus, il caractérise le nombre maximal de graphes
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signés pour les valeurs propres de multiplicité plus grande que 1. Pour rendre ces faits plus
précis, introduisons les diﬀérentes notions utilisées par la suite.
0.4.2 Notations
Introduisons quelques notations. On note Γ = (V,E) un arbre ﬁni, où V est l’ensemble
des sommets et E l’ensemble des arêtes, avec |V | = N , et |E| = N − 1. Rappelons qu’un
arbre est un graphe connexe sans cycles. Ceci implique que sur un arbre, deux points
quelconques (on autorise le fait de prendre des points sur les arêtes) sont reliés par un
unique chemin. On note pour x, y ∈ V , x ∼ y s’il existe une arête reliant x et y, et alors
x et y sont dit voisins, ou adjacents. On choisit un certain sommet ∅ ne possédant qu’un
seul voisin (ce qui existe toujours) qui sera appelé la racine de l’arbre. Ceci permet de
déﬁnir une orientation des arêtes, l’orientation positive étant la direction reliant la racine
∅ et les sommets. On notera (x, y) l’arête partant de x et ﬁnissant en y. On se donnera un
poids sur Γ, c’est-à-dire une fonction c : V × V → R tel que
{
c(x, y) = c(y, x) > 0, si x ∼ y,
c(x, y) = 0, sinon.
Pour x ∼ y, la longueur l(x, y) de l’arête (x, y) reliant x et y est déﬁnie par l(x, y) = 1c(x,y) .
L’espace L2(V ) des fonctions sur V est muni du produit scalaire
〈u, v〉V =
∑
x∈V
u(x)v(x),
pour u et v des fonctions sur V .
Le laplacien sur Γ est l’opérateur auto-adjoint sur L2(V ), déﬁni par
Lf(x) =
∑
y∈V,y∼x
c(x, y)
(
f(x)− f(y)),
pour f ∈ L2(V ), et x ∈ V . Remarquons que si f est vue comme un vecteur de RN , alors
L est la matrice de taille N ×N symétrique dont les entrées sont données par
{
Lxy = −c(x, y), pour x ∼ y,
Lxx =∑y∼x c(x, y), sur la diagonale.
Un opérateur de Schrödinger sur Γ, ou laplacien généralisé, est un opérateur A : L2(V )→
L2(V ) de la forme A = L + r, où r : V → R une fonction sur V , jouant le rôle d’un
potentiel. On a, pour toute f ∈ L2(V ),
Af(x) =
∑
y∼x
c(x, y)
(
f(x)− f(y))+ r(x)f(x).
De même que pour le laplacien, A peut être vu comme une matrice N × N symétrique,
dont les entrées en dehors de la diagonale sont négatives.
Dans la suite, on notera λi, i = 1, . . . , N les valeurs propres (réelles) de A, et nous
ferons l’hypothèse suivante :
Hypothèse A. Pour tout n = 1, . . . , N , et tout vecteur propre un associé à λn, on a
un(x) 6= 0 pour tout sommet x ∈ V .
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Ceci implique en particulier que les valeurs propres de A sont simples, i.e.
λ1 < · · · < λn.
Une des idées principales ici, est d’étendre par linéarité une fonction u sur V aux arêtes
de Γ. En eﬀet, une arête (x, y) peut être identiﬁée avec l’intervalle réel [0, l(x, y)]. On note
alors u˜xy, ou seulement u˜ lorsqu’il n’y a pas de risque de confusion, l’extension de u sur
l’arête (x, y), déﬁnie par
u˜xy(t) =
u(y)− u(x)
l(x, y)
t+ u(x), pour t ∈ [0, l(x, y)].
Ceci permet d’étendre la notion de domaine nodal aux arbres.
Définition 0.4.4. Soit u une fonction sur V , et u˜ son extension aux arêtes. Un domaine
nodal de u˜ est un chemin connexe maximal sur lequel u˜ ne s’annule pas.
Remarquons que du fait qu’un arbre est connexe, cette notion est bien déﬁnie. Les
diﬀérents domaines nodaux de u˜ sont alors séparés les zéros de u˜. Un domaine nodal peut
aussi être vu comme un sous-arbre de Γ, avec des arêtes incomplètes.
Soit G un graphe signé de u (fortement positif ou négatif). Soit (x, y) une arête avec
x ∈ G et y ∈ V \ G. Alors u(x)u(y) < 0 sinon y serait dans G. Ceci implique que u˜ doit
s’annuler sur l’intervalle ]0, l(x, y)[. Ainsi, G déﬁnit de façon unique un domaine nodal
de u˜, dû au fait que comme u˜ est linéaire sur n’importe quelle arête, deux zéros de u˜ ne
peuvent être sur la même arête, et un domaine nodal contient au moins un sommet. On a
donc que u possède n graphes signés si et seulement si u˜ possède n domaines nodaux.
Soit u une fonction sur V , et G un graphe signé de u. On notera
δ(G) = {x ∈ V \G |x ∼ y, pour un certain y ∈ G} ,
la frontière de G. Soit u˜ l’extension linéaire de u, et G˜ le domaine nodal de u˜ correspondant
à G. La frontière de G˜ est déﬁnie par
B(G˜) = {t(x, y) |x ∼ y, x ∈ G, y ∈ δ(G)} ,
où t(x, y) est le point de ]0, l(x, y)[ sur lequel u˜xy s’annule.
0.4.3 Résultats
Notre preuve de la propriété d’entrelacement des zéros des vecteurs propres de A consiste
essentiellement à adapter la démonstration classique du cas unidimensionnel à celui des
arbres. Pour cela, nous montrons tout d’abord une formule de Green sur un arbre.
Proposition 0.4.5 (Formule de Green). Soit A = L + R un opérateur de Schrödinger
sur Γ. Soient u, v des fonctions sur V , et u˜, v˜ leurs extensions linéaires aux arêtes de Γ.
Soient G un graphe signé de u, et B(G˜) la frontière du domaine nodal de u˜ correspondant.
Alors, on a ∑
x∈G
Au(x)v(x)−
∑
x∈G
u(x)Av(x) = −
∑
t∈B(G˜)
∇u˜(t)v˜(t).
Nous obtenons alors la propriété d’entrelacement des zéros des vecteurs propres d’un
opérateur de Schrödinger.
Théorème 0.4.6. Soit Γ un arbre ﬁni, et A un opérateur de Schrödinger sur Γ. Soient
(λn)1≤n≤N , les valeurs propres ordonnées de A. Soit pour tout n, un un vecteur propre
de A associé à λn tel que un ne s’annule pas sur les sommets de Γ. Alors, un possède
exactement n graphes signés, et les zéros de u˜n s’entrelacent, au sens où dans chaque
domaine nodal de u˜n−1, il y a exactement un zéro de u˜n.

Chapter 1
Affine Dunkl processes
1.1 Introduction
The aim of the following is to study the analogue of Dunkl processes in the case of an
aﬃne root system of type A(1)1 (root systems and Dunkl process will be properly deﬁned
in the sequel). The aﬃne Dunkl process (Yt)t≥0 with parameter k will be deﬁned as the
Markov process in R with inﬁnitesimal generator given by
Au(x) = 1
2
u′′(x) + kπ cot(πx)u′(x) +
k
2
∑
p∈Z
u(sp(x))− u(x)
(x− p)2 ,
acting on u ∈ C2b (R) and x ∈ R \ Z, where k is a real number satisfying k ≥ 12 and sp is
the reﬂection around p, i.e. sp(x) = −x + 2p. It is a Markov process with jumps, whose
radial part is the continuous Feller process living in the interval ]0, 1[, and with generator
Lu(x) = 1
2
u′′(x) + kπ cot(πx)u′(x),
for u ∈ C([0, 1]) ∩ C2(]0, 1[). The main idea to achieve the construction of the process Y
with generator A is to consider a skew-product decomposition, by starting from the radial
part and adding the jumps successively at random times. First, let us recall some facts
about root system and Weyl group in the classical case as in the aﬃne case, and some
results about Dunkl processes.
1.1.1 Root systems and reflection groups
All these facts can be found in the book [Hum90]. Let V be a real euclidean space of
ﬁnite dimension endowed with an inner product 〈·, ·〉. For α ∈ V , we denote by σα the
orthogonal reﬂection associated to the vector α, which writes
σα(x) = x− 2 〈α, x〉〈α, α〉α,
for x ∈ V , and Hα = {x ∈ V | 〈x, α〉 = 0} the hyperplane orthogonal to α. Let R0 ⊂ V be
a crystallographic root system, which by deﬁnition is a ﬁnite set which satisﬁes
(i) R0 spans V ,
(ii) For all α ∈ R0, σα(R0) = R0,
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(iii) For all α, β ∈ R0, 〈α∨, β〉 ∈ Z,
where elements of R0 are called roots and the coroot α∨ is deﬁned by α∨ = 2 α〈α,α〉 , so
〈α∨, α〉 = 2 for all α ∈ R0. The rank of R0 is deﬁned as the dimension of V . The Weyl
group W 0 associated to R0 is the subgroup of the orthogonal group of V , O(V ), generated
by reﬂections {σα |α ∈ R0}. Note that W 0 is a ﬁnite group for all root system in Rn.
Each root system can be written as a disjoint union R0 = R0+ ∪ (−R0+), where R0+ and
−R0+ are separated by a hyperplane {x ∈ V | 〈β, x〉 = 0}, where β is an arbitrary chosen
vector in V with β 6∈ R0. R0+ is called a positive subsystem. Let
C = {x ∈ V | ∀α ∈ R0+, 〈α, x〉 > 0}
be the Weyl chamber. We denote by C its closure, and by ∂C its boundary which is
a union of half hyperplanes Hα, which are called the walls of C. We have that C is a
fundamental domain for the action of W 0 on V , i.e. W 0 permutes the chambers of the
system, where chamber means any connected composant of V \⋃α∈R0 Hα.
All root systems of Rn have been classiﬁed, see [Hum90] for details. Let us just mention
for example the An−1 root system (for n ≥ 2) which is the set
{±(ei − ej) | 1 ≤ i < j ≤ n},
where (ei)1≤i≤n is the standard basis of Rn, and V is the orthogonal complement of the
vector e1 + · · ·+ en. Thus the rank of An−1 is n− 1. The Weyl group is in this case the
symmetric group Sn, and a Weyl chamber is the cone
{(x1, . . . , xn−1) ∈ Rn−1 | 0 < x1 < · · · < xn−1}.
We now want to consider not only orthogonal reﬂections (leaving the origin of V ﬁxed),
but also aﬃne reﬂections relative to hyperplanes which do not necessarily pass through
the origin. To this end, given a root system R0, we deﬁne the corresponding aﬃne root
system as the direct product R = R0 × Z. Explicitly, we note λ = (α, p) ∈ R, for α ∈ R0
and p ∈ Z. We deﬁne for x ∈ V
λ(x) = 〈α, x〉 − p,
and aﬃne reﬂections by
sλ(x) = s(α,p)(x) = x− 〈α, x〉α∨ + pα∨.
The positive aﬃne root system is also deﬁned by
R+ = {(α, 0) |α ∈ R0+} ∪ {(α, p) |α ∈ R0, p ≤ −1}. (1.1)
The aﬃne Weyl group W is the subgroup of the aﬃne group of V generated by aﬃne
reﬂections {sλ |λ ∈ R}. One can show that W is the semidirect product of W 0 and the
translation group corresponding to the lattice generated by the coroots of R0. For each
λ = (α, p) ∈ R, we deﬁne the aﬃne hyperplane associated to λ by
Hλ = {x ∈ V | 〈α, x〉 = p}.
Let A be the collection of all connected components of V ◦ := V \⋃λ∈RHλ. Each element
of A is called an alcove. As for chambers, we single out one particular alcove
A0 = {x ∈ V | 0 < 〈α, x〉 < 1 for all α ∈ R0+},
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called the principal alcove. Then, we have that the aﬃne Weyl group W permutes the
collection A of all alcoves transitively, and the principal alcoveA0 is a fundamental domain
for the action of W on V .
In the case of rank one root system, denoted A(1)1 , this reduces to R0 = {±α}, R0+ =
{α}, and the positive aﬃne root system is given by
R+ = R0+ ∪ {(±1, p) | p ≤ −1}.
where we have identiﬁed α with 1 and α∨ with 2, so that 〈α∨, α〉 = 2. Hence, we will use
the notation for aﬃne reﬂections
sp(x) = −x+ 2p,
for p ∈ Z. The aﬃne Weyl group is then in the A(1)1 case isomorphic to the inﬁnite dihedral
group, and the principal alcove is just the interval ]0, 1[, so we will use in what follows
either alcove or interval to describe an interval of the form ]n, n+ 1[ with n ∈ Z.
1.1.2 Dunkl processes
A good survey of Dunkl operators and processes can be found in the book [CDG+08].
From an analytic point of view, the theory was initiated by Dunkl ([Dun89]) who
studied diﬀerential-diﬀerence operators deﬁned by
Tiu(x) =
∂u(x)
∂xi
+
∑
α∈R0+
k(α)αi
u(x)− u(σα(x))
〈x, α〉 ,
where u ∈ C1(V ) and k is a nonnegative multiplicity function invariant by the Weyl group
W 0 associated with R0, i.e. k : R0 → R+ and k ◦w = k for all w ∈W 0. One of the most
important property of these Dunkl operators is the fact that they commute, and is at the
basis of a rich analytic structures related to them.
The Dunkl Laplacian L0 is deﬁned by
L0 =
n∑
i=1
T 2i ,
and has explicit expression given by
L0u(x) = 1
2
∆u(x) +
∑
α∈R0+
k(α)
(
〈∇u(x), α〉
〈x, α〉 +
|α|2
2
u(σα(x))− u(x)
〈x, α〉2
)
,
acting on u ∈ C2b (V ), for x ∈ V \
⋃
α∈R0 Hα, where C2b means continuous twice diﬀerentiable
bounded functions. This generalizes the radial part of the Laplace-Beltrami operator of a
Riemannian symmetric space of Euclidian type obtained when k takes only certain values.
From a probabilistic point of view, the study of Dunkl processes was originated in
[RV98], and then extensively studied in [GY06b, GY06a, GY05, Chy08]. The Dunkl
processes are a family of càdlàg Markov processes with generator L0, and parameter k.
Note that by its explicit expression given above, L0 does not depend of the choice of R0.
Fixing a Weyl chamber C, the radial part of the Dunkl process is the projection of the
Dunkl process by the canonical projection of V onto the space V/W 0 of W 0-orbits in V ,
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and we can identify V/W 0 with C since C is a fundamental domain for the action of W 0.
The radial Dunkl process is then a diﬀusion process with inﬁnitesimal generator given by
L0,W 0u(x) = 1
2
∆u(x) +
∑
α∈R0+
k(α)
〈∇u(x), α〉
〈x, α〉 ,
for u ∈ C20 (C), the set of C2 functions in C, continuous on C, which vanish on the
boundary of C, and such that 〈∇u(x), α〉 = 0 for x ∈ Hα, α ∈ R0+. Note that L0,W
0
is
obtained from L0 acting on functions that are invariant by W 0. As an example, when
k(α) ≡ 1, the radial Dunkl process is the Brownian motion process in a Weyl chamber as
studied in [BBO05]. One can show that the radial Dunkl process is the unique solution of
the following stochastic diﬀerential equation
dX0t = dBt +
∑
α∈R0+
k(α)α
dt
〈X0t , α〉
,
where (Bt)t≥0 is a n-dimensional Brownian motion, and X00 ∈ C almost surely. Further-
more, it has been shown ([CDG+08]) that, when k(α) ≥ 12 for all α ∈ R0, X0 lives in C
almost surely, i.e. X0 never touches the walls of the chamber C. Now, we list some of
the main properties of the Dunkl process, which is denoted (Y 0t )t≥0, all of them can be
found in [CDG+08]. First, we see from its explicit expression, that L0 decomposes into a
continuous part and a jump part driven by the term
∑
α∈R0+
k(α)u(σα(x))−u(x)
〈x,α〉2
. One can
show that the number of jumps is almost surely ﬁnite in any ﬁnite time interval, and when
a jump occurs at some time t, there is a random reﬂection σα such that Y 0t = σαY
0
t− , hence
Y 0 jumps from chamber to chamber. A remarkable property is that the Dunkl process
is the ﬁrst known example of Markov process with jumps which enjoy the time-inversion
property like Brownian motion or Bessel processes. Another property, which will be of
importance for the next, is the skew-product decomposition of the Dunkl process found in
[Chy08]. This is a constructive way to deﬁne Y 0 starting from its radial part, by adding
successively jumps in the direction of the roots, see [Chy08] or [CDG+08] for details.
Finally, we also mention that the counterpart of Dunkl processes in the negatively
curved setting, which are called Heckman-Opdam processes, is investigated in [Sch07].
They are Markov process with jumps, with inﬁnitesimal generator given by
Df(x) = 1
2
∆f(x) +
∑
α∈R0+
k(α)
(
coth
〈α, x〉
2
∂αf(x) +
|α|2
4 sinh2 〈α,x〉2
(f(σα(x))− f(x))
)
,
for f ∈ C2b (V ) and x ∈ V \
⋃
α∈R0 Hα.
1.1.3 Heuristics of affine Dunkl process
Since the link between the operator A deﬁned in the introduction and aﬃne root system
is not so obvious, we give in this section some little heuristics, without being rigorous.
We have seen in the previous section that the Dunkl process is the Markov process with
inﬁnitesimal generator
L0u(x) = 1
2
∆u(x) +
∑
α∈R0+
k(α)
(
〈∇u(x), α〉
〈x, α〉 +
|α|2
2
u(σα(x))− u(x)
〈x, α〉2
)
,
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acting on u ∈ C2b (V ) with x ∈ V \
⋃
α∈R0 Hα. The main idea is then to replace the positive
root system R0+ by a positive aﬃne root system R+, and hence to deﬁne the aﬃne Dunkl
laplacian by
Au(x) = 1
2
∆u(x) +
∑
λ∈R+
k(λ)
(
〈∇u(x), Dλ〉
〈x, λ〉 +
|Dλ|2
2
u(sλx)− u(x)
〈x, λ〉2
)
.
The multiplicity function is deﬁned by k(λ) = k(α) for λ = (α, p) ∈ R, and Dλ = α.
Using the explicit form (1.1) of the positive aﬃne root system, we have
Au(x) = 1
2
∆u(x) +
∑
α∈R0+
k(α)
(
〈∇u(x), α〉
〈x, α〉 +
|α|2
2
u(sαx)− u(x)
〈x, α〉2
)
+
∑
p≤−1
∑
α∈R0
(
〈∇u(x), α〉
〈x, α〉 − p +
|α|2
2
u(s(α,p)x)− u(x)
(〈x, α〉 − p)2
)
.
In the A(1)1 case, this gives
Au(x) = 1
2
u′′(x) + k
u′(x)
x
+ k
u(−x)− u(x)
2x2
+ k
∑
p≤−1
{
u′(x)
x− p +
u′(x)
x+ p
+
u(−x+ 2p)− u(x)
2(x− p)2 +
u(−x− 2p)− u(x)
2(x+ p)2
}
.
Recall the series expansion of the cotangent function
π cot(πx) =
1
x
+
∑
n≥1
(
1
x+ n
+
1
x− n
)
,
for x ∈ R \ Z, see [AZ06], which can be written more elegantly
π cot(πx) =
∑
n∈Z
1
x− n.
Note that the latter formula is quite dangerous since it is not absolutely convergent, and
we have to be cautious with the summation order. Hence, using the cotangent expansion,
the aﬃne Dunkl laplacian writes
Au(x) = 1
2
u′′(x) + kπ cot(πx)u′(x) +
k
2
∑
p∈Z
u(sp(x))− u(x)
(x− p)2 .
The following is divided in two parts. In the ﬁrst one, we deﬁne the radial aﬃne
Dunkl process, as the unique solution of a stochastic diﬀerential equation. We calculate its
semigroup and study some of its properties. The second part is devoted to the construction
of the aﬃne Dunkl process with generator A, using a skew-product decomposition by
means of the radial process and a pure jump process on the aﬃne Weyl group. We study
its jumps and also give a martingale decomposition.
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1.2 The radial affine Dunkl process
1.2.1 Definition of the radial process
In what follows, the parameter k of the aﬃne Dunkl process is a real number satisfying
k ≥ 12 . We start by studying the radial part of the aﬃne Dunkl Process, which is the
process (Xt)t≥0 solution to the following stochastic diﬀerential equation.
Proposition 1.2.1. The stochastic diﬀerential equation
dXt = dBt + kπ cot(πXt)dt,
with initial condition X0 = x ∈]0, 1[ a.s., and where (Bt)t≥0 is a standard brownian motion,
admits a unique strong solution. Furthermore, let S be the ﬁrst exit time of the interval
]0, 1[, that is
S = inf{t ≥ 0 |Xt = 0 or 1}.
Then P(S = +∞) = 1 if and only if k ≥ 12 .
Proof. The operator
L = 1
2
d2
dx2
+ kπ cot(πx)
d
dx
acting on C([0, 1]) ∩ C2(]0, 1[) generates a Feller semigroup on C([0, 1]), hence the corre-
sponding stochastic diﬀerential equation admits a unique strong solution [EK86].
For the second assertion, we use the standard scale function technique as in [KS91].
The scale function p is deﬁned by
p(x) =
∫ x
c
exp
(
− 2k
∫ ξ
c
π cot(πy)dy
)
dξ,
for x ∈]0, 1[. We can choose c = 1/2 without loss of generality. Then,
p(x) =
1
π
∫ πx
π/2
1
(sin y)2k
dy.
Since 1
(sin y)2k
∼ 1
x2k
for x = 0, p diverges for k ≥ 12 . Indeed, we have p(0) = −∞ and
p(1) = +∞. This guarantees that for k ≥ 12 , S = +∞ a.s., according to [KS91].
Now, suppose that k < 12 . Deﬁne the speed measure by
m(dx) =
2
p′(x)
dx = 2(sin(πx))2kdx.
Deﬁne also
v(x) =
∫ x
c
(p(x)− p(y))m(dy).
Then by Feller’s test for explosion, see theorem 5.29 in [KS91], S = +∞ a.s. if and only
if v(0) and v(1) equal ±∞. Since p(x) < +∞ for all x ∈ [0, 1], we have to look at the
ﬁniteness of
∫ x
c p(y)m(dy). But,∣∣∣ ∫ x
1/2
p(y)m(dy)
∣∣∣ = ∣∣∣ 2
π2
∫ πx
π/2
dy
∫ πy
π/2
dξ
1
(sin ξ)2k
(sin y)2k
∣∣∣
≤
∣∣∣ 2
π2
∫ πx
π/2
dy
∫ πy
π/2
dξ
1
(sin ξ)2k
∣∣∣
=
∣∣∣ 2
π2
∫ πx
π/2
x− π/2
(sin ξ)2k
dξ
∣∣∣.
Hence, for k < 12 ,
∫ x
c p(y)dy is ﬁnite for x = 0 and x = 1, and S < +∞ a.s.
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Remark 1.2.2. If we let the starting point live in some interval ]n, n + 1[, with n ∈ Z,
by the periodicity of the cotangent function we get exactly the same kind of result, that
is, the process X lives in ]n, n+ 1[ almost surely.
Hence, we deﬁne
Definition 1.2.3. The Feller continuous process (Xt)t≥0 with inﬁnitesimal generator
Lu(x) = 1
2
u′′(x) + kπ cot(πx)u′(x)
acting on u ∈ C(I)∩C2(I), where I is some interval I =]n, n+1[, n ∈ Z, and X0 ∈ I a.s.,
is called the radial Aﬃne Dunkl process with parameter k.
Let us mention that for k = 1, the radial aﬃne Dunkl process is the Brownian motion
conditioned to stay in the interval ]0, 1[, also known as the Legendre process (see [RY99]).
Indeed, in that case, the generator of the process writes
Lu(x) = 1
2
u′′(x) +
h′(x)
h(x)
u′(x),
where h(x) = sin(πx) is an eigenfunction for the Laplacian ∆, and hence the corresponding
process X is a Doob h-transform at the bottom of the spectrum of Brownian motion killed
when it reached the walls of ]0, 1[. Let us also mention that Brownian motions in alcoves
are related to the process of eigenvalues of the Brownian motion with values in the special
unitary group SU(n), see [Bia09]. The last two remarks are analogues of the same kind
of properties for the radial Dunkl process in the classical case, see [CDG+08]
The property of recurrence of the radial aﬃne Dunkl process is the content of the next
proposition.
Proposition 1.2.4. Let k ≥ 12 . The radial aﬃne Dunkl process (Xt)t≥0 is recurrent, that
is for every y ∈]0, 1[, we have
P(∃ 0 ≤ t < +∞, Xt = y) = 1.
Proof. Let S be the exit time of the interval ]0, 1[, and
p(x) =
1
π
∫ πx
π/2
1
(sin y)2k
dy,
be the scale function as in the proof of the last proposition. Since p(0) = −∞ and
p(1) = +∞ for k ≥ 12 , we have
P(S = +∞) = P
(
sup
t≥0
Xt = 1
)
= P
(
inf
t≥0
Xt = 0
)
= 1.
Hence by continuity of the paths of (Xt)t≥0, the result follows.
From now on, we will denote by Px the distribution of the radial aﬃne Dunkl process
starting from x ∈ R \ Z.
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1.2.2 Semigroup of the radial affine Dunkl process
Orthogonal polynomials theory (see [Sch00]) will allow us to make explicit the semigroup
of the radial aﬃne Dunkl process.
First, let us recall some standard facts about Gegenbauer polynomials, which can
be found in [MOS66] or [Sze75] for example. Gegenbauer polynomials G(k)n (which can
be expressed in terms of Jacobi polynomials P
(k− 1
2
,k− 1
2
)
n ) are orthogonal for the weight
(1− x2)k− 12✶[−1,1](x)dx, i.e.∫
[−1,1]
G(k)n (x)G
(k)
m (x)(1− x2)k−
1
2dx = π(ω(k)n )
−1δn,m,
for k > −12 , where
ω(k)n =
n!(k + n)Γ(k)2
21−2kΓ(n+ 2k)
.
The ﬁrst polynomials are (for k 6= 0), G(k)0 (y) = 1, G(k)1 (y) = 2ky,. . . They are of the same
parity than n, and G(k)n (−y) = (−1)nG(k)n (y). The value at 1 is G(k)n (1) = Γ(2k+n)n!Γ(2k) . For
k > 0, they admit an explicit expression, given by
G(k)n (y) =
1
Γ(k)
⌊n
2
⌋∑
m=0
(−1)mΓ(k + n−m)
m!(n− 2m)! (2y)
n−2m. (1.2)
Furthermore, for all n ≥ 0, G(k)n is (up to the normalization G(k)n (1) = Γ(2k+n)n!Γ(2k) ) the unique
polynomial solution of the equation
(1− x2)f ′′(x)− (2k + 1)xf ′(x) + n(n+ 2k)f(x) = 0.
Now, we can state the following proposition, which gives the semigroup of the radial
aﬃne Dunkl process.
Proposition 1.2.5. The radial aﬃne Dunkl process (Xt)t≥0, with X0 ∈]0, 1[ a.s., is the
Markov process with semigroup on ]0, 1[×]0, 1[ given by
qt(x, y)dy =
∑
n≥0
e−λntG(k)n (cosπx)G
(k)
n (cosπy)ω
(k)
n (sin πy)
2kdy,
where the G
(k)
n are the Gegenbauer polynomials, with eigenvalues λn = π
2
2 n(n + 2k), and
ω
(k)
n is a normalization constant given by
ω(k)n =
n!(k + n)Γ(k)2
21−2kΓ(n+ 2k)
.
Proof. Since for all n ≥ 0, G(k)n is the unique polynomial solution of the equation
(1− x2)f ′′(x)− (2k + 1)xf ′(x) + n(n+ 2k)f(x) = 0,
we have that G(k)n (cos(πx)) is solution of the equation
1
2
g′′(x) + kπ cot(πx)g′(x) = −π
2
2
n(n+ 2k)g(x),
for x ∈ [0, 1]. The weight associated is then the measure π(sin πx)2k✶[0,1]dx, and by
[Sch00], we obtain that the semigroup associated to the diﬀusion of generator L = 12 d
2
dx2
+
kπ cot(πx) ddx , is given by
qt(x, y)dy =
∑
n≥0
e−λntG(k)n (cosπx)G
(k)
n (cosπy)ω
(k)
n (sin πy)
2kdy.
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1.2.3 Some properties of the radial process
As we will see, an important functional of the radial aﬃne Dunkl process, is the continuous
process 1
sin2(πX·)
. First, note that since X is continuous and never reaches (for k ≥ 12) the
walls of the alcove where is started from, we have that for all t ≥ 0, there exists some
random εt > 0 such that
inf
s∈[0,t]
sin2(πXs) > εt, Px-a.s.
Hence, we obtain that for all t ≥ 0,
∫ t
0
ds
sin2(πXs)
< +∞, Px-a.s.
Note also that, since sin2(πXs) < 1 for all s ≥ 0, we have that
∫ t
0
ds
sin2(πXs)
≥ t, so
∫ t
0
ds
sin2(πXs)
−→
t→+∞
+∞, Px-a.s.
To study some properties of the radial aﬃne Dunkl process and more particularly of
the last functional, we will need a few lemmas. Let us introduce some standard notations.
The binomial coeﬃcient is denoted
(n
k
)
= n!k!(n−k)! , for all integers n and k, the rising
factorial (also known as Pochhammer’s symbol) is deﬁned by
(α)n = α(α+ 1) · · · (α+ n− 1) = Γ(α+ n)Γ(α) ,
for real α, where Γ is the usual Gamma function, and the falling factorial is deﬁned by
[α]n = α(α− 1) · · · (α− n+ 1),
with (0)n = [0]n = 0 by convention. The relation between rising and falling factorials is
given by (α)n = [α+ n− 1]n. We have the classical following lemma.
Lemma 1.2.6. For all α ∈ R, and all n ≥ 0, we have
n∑
l=0
(−1)l
(
n
l
)
[α+ l]i = 0,
for i = 0, . . . , n− 1.
Proof. This can be done by looking at the function u(x) = xα(1 − x)n for which 1 is a
zero of order n, and by diﬀerentiating u i-times.
We will use this lemma to prove the
Lemma 1.2.7. Let k > 12 . For all n ≥ 0, we have
∫ 1
−1
G(k)n (x)(1− x2)k−
3
2dx =
Γ(k − 12)
√
π
Γ(k)
, if n is even,
and 0 if n is odd.
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Proof. Since G(k)n is odd for n odd, we just have to look at the even case. The explicit
form (1.2) of Gegenbauer polynomials is given by
G
(k)
2n (x) =
1
Γ(k)
n∑
m=0
(−1)m Γ(k + 2n−m)
m!Γ(2n− 2m)! (2x)
2n−2m.
Hence, by parity,∫ 1
−1
G
(k)
2n (x)(1− x2)k−
3
2dx
= 2
∫ 1
0
G
(k)
2n (x)(1− x2)k−
3
2dx
=
1
Γ(k)
n∑
m=0
(−1)mΓ(k + 2n−m)
m!(2n− 2m)! 2
2n−2m2
∫ 1
0
x2n−2m(1− x2)k− 32dx.
Making the change of variable u = x2 in the integral, we obtain
2
∫ 1
0
x2n−2m(1− x2)k− 32dx =
∫ 1
0
un−m−
1
2 (1− u)k− 32dx = Γ(n−m+
1
2)Γ(k − 12)
Γ(k + n−m) ,
by the deﬁnition of the Beta distribution. So,
∫ 1
−1
G
(k)
2n (x)(1− x2)k−
3
2dx =
n∑
m=0
(−1)mΓ(k + 2n−m)
m!(2n− 2m)!
Γ(n−m+ 12)
Γ(k + n−m) 2
2n−2mΓ(k − 12)
Γ(k)
.
Using duplication formula of the Gamma function, i.e.
Γ(z)Γ(z +
1
2
) = 21−2z
√
πΓ(2z),
we obtain
Γ(n−m+ 1
2
) = 2−2(n−m)
√
π
(2n− 2m)!
(n−m)! ,
hence,
∫ 1
−1
G
(k)
2n (x)(1− x2)k−
3
2dx =
n∑
m=0
(−1)m 1
m!(n−m)!
Γ(k + 2n−m)
Γ(k + n−m)
Γ(k − 12)
√
π
Γ(k)
.
Using the rising factorial notation, and the change of index j = n−m, this can be rewritten
∫ 1
−1
G
(k)
2n (x)(1− x2)k−
3
2dx =
1
n!
n∑
j=0
(−1)n−j
(
n
j
)
(k + j)n
Γ(k − 12)
√
π
Γ(k)
.
So, to prove the lemma, we have to show that
In =
n∑
j=0
(−1)n−j
(
n
j
)
(k + j)n = n!.
This is done by induction. The cases 0 and 1 are easily checked. Suppose it is true for
n ≥ 1. Introduce
I˜n = (−1)nIn =
n∑
j=0
(−1)j
(
n
j
)
(k + j)n.
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Then, since (k + j)n+1 = (k + j)n(k + j + n), we have
I˜n+1 = (k + n)
n+1∑
j=0
(−1)j
(
n+ 1
j
)
(k + j)n +
n+1∑
j=0
(−1)j
(
n+ 1
j
)
j(k + j)n.
The ﬁrst term in the right hand side of the above equality is
(k + n)
n+1∑
j=0
(−1)j
(
n+ 1
j
)
[k + j + n− 1]n = 0,
by lemma 1.2.6 applied to α = k + n− 1. So, we have
I˜n+1 =
n+1∑
j=0
(−1)j
(
n+ 1
j
)
j(k + j)n =
n∑
l=0
(−1)l+1(n+ 1)
(
n
l
)
(k + l + 1)n.
Now, developing the rising factorial as
(a+ b)n =
n∑
j=0
(
n
j
)
(a)j(b)n−j ,
(this can be seen by looking at the nth-moment of the sum of two independent random
variables with Gamma distributions of parameters a and b), we get
(k + l + 1)n =
n∑
j=0
(
n
j
)
(k + l)j(1)n−j =
n∑
j=0
n!
j!
(k + l)j ,
since (1)n−j = (n− j)!. Hence, we have
I˜n+1 =
n∑
j=0
n!
j!
(n+ 1)
(
n∑
l=0
(−1)l+1
(
n
l
)
(k + l)j
)
.
But lemma 1.2.6 gives
n∑
l=0
(−1)l
(
n
l
)
(k + l)j =
n∑
l=0
(−1)l
(
n
l
)
[k + j − 1 + l]j = 0
for j = 1, . . . , n− 1. Hence, the only non-zero term is for j = n, and
I˜n+1 = (n+ 1)(−1)
n∑
l=0
(−1)l
(
n
l
)
(k + l)n
= (−1)n+1(n+ 1)!,
by induction hypothesis. So, we obtain In = (n+ 1)!, which proves the assertion, and the
lemma follows.
Lemma 1.2.8. Let (Xt)t≥0 be the radial aﬃne Dunkl process, and k > 12 . Then, for all
x ∈]0, 1[, and all t ≥ 0, we have
Ex
(
1
sin2(πXt)
)
< +∞.
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Proof. We have,
Ex
(
1
sin2(πXt)
)
=
∫
[0,1]
1
sin2(πy)
qt(x, y)dy
=
∫
[0,1]
∑
n≥0
e−λntG(k)n (cosπx)G
(k)
n (cosπy)ω
(k)
n (sin πy)
2k−2dy,
which is integrable as soon as 2k− 2 > −1, i.e. k > 12 , the summability of the series being
guaranteed by the term e−λnt.
Note that the proof of this lemma gives that for k = 12 , Ex
(
1
sin2(πXt)
)
= +∞ for all
t > 0. In fact, we have a little more.
Proposition 1.2.9. Let k > 12 . For all x ∈]0, 1[, and all t ≥ 0, we have
Ex
(∫ t
0
ds
sin2(πXs)
)
< +∞.
Proof. For all t > 0, we have,
∫ t
0
Ex
(
ds
sin2(πXs)
)
=
∫ t
0
∫ 1
0
1
sin2(πy)
qs(x, y)dyds
=
∫ t
0
∫ 1
0
∑
n≥0
e−λnsG(k)n (cosπx)G
(k)
n (cosπy)ω
(k)
n (sin πy)
2k−2dyds
=
∑
n≥0
1
λn
(1− e−λnt)G(k)n (cosπx)ω(k)n
∫ 1
0
G(k)n (cosπy)(sin πy)
2k−2dy.
First, remark that the term n = 0 is not a problem since G(k)0 (y) = 1 and ω
(k)
0 =
kΓ(k)2
21−2kΓ(2k)
.
Now, by the change of variables u = cos(πy), and lemma 1.2.7, we have
∫ 1
0
G(k)n (cosπy)(sin πy)
2k−2dy =
1
π
∫ 1
−1
G(k)n (u)(1− u2)k−
3
2du =
1√
π
Γ(k − 12)
Γ(k)
,
if n is even, and 0 if n is odd. So,
∫ t
0
Ex
(
ds
sin2(πXs)
)
=
∑
n≥0
n even
1
λn
(1− e−λnt)G(k)n (cosπx)ω(k)n
1√
π
Γ(k − 12)
Γ(k)
.
Hence, it suﬃces to prove that
∑
n≥0
n even
∣∣∣∣ 1λnG(k)n (cosπx)ω(k)n
∣∣∣∣ < +∞.
Using Stirling’s formula for the gamma function, i.e.
Γ(z) =
√
2π√
z
zze−z
(
1 + O
(1
z
))
,
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we ﬁnd that
ω(k)n ∼+∞ n
2−2k.
Now, using asymptotic expansion of Gegenbauer polynomials (see [MOS66]), that is
G(k)n (cosπx) = 2
1−kΓ(n+ k)
n!Γ(k)
(sin πx)−k cos
(
(n+ k)πx− kπ2/2
)
+O
(
nk−2
)
,
for 0 < x < 1, we have (recall that λn = π
2
2 n(n+ 2k)),∣∣∣∣ 1λnω(k)n G(k)n (cosπx)
∣∣∣∣ ∼+∞ 1nk+1 ,
Hence, since k > 12 , the series is convergent, which proves the proposition.
Remark 1.2.10. We obviously obtain the same results, if a.s. X0 = x for some x ∈ R \Z
(not only in ]0, 1[), that is for all x ∈ R \ Z, t ≥ 0, and k > 12 ,
Ex
(∫ t
0
ds
sin2(πXs)
)
< +∞.
Due to the importance of the process 1
sin2(πX·)
for the construction of the aﬃne Dunkl
process, as we will see in the next section, we put the
Definition 1.2.11. For all t ≥ 0, we deﬁne
ηt =
k
2
π2
∫ t
0
ds
sin2(πXs)
.
Let us summarize the properties of the process η. For all x ∈ R \ Z, it is a Px-almost
surely ﬁnite continuous increasing process, with η0 = 0 and ηt → +∞ a.s. when t goes to
inﬁnity. Furthermore, it has ﬁnite expectation for k > 12 , and for k =
1
2 , Ex(ηt) = +∞ for
t > 0.
Now we can pass to the construction properly speaking of the aﬃne Dunkl process.
1.3 The affine Dunkl process
We will deﬁne in this section the aﬃne Dunkl process as the Markov process with inﬁnites-
imal generator
Af(x) = 1
2
f ′′(x) + kπ cot(πx)f ′(x) +
k
2
∑
n∈Z
f(sn(x))− f(x)
(x− n)2 ,
for f ∈ C2b (R) and x ∈ R \ Z. To achieve this, we will start with the radial aﬃne Dunkl
process living in some alcove, and add the jumps at some random times. This is a kind
of skew-product decomposition as the one done in [Chy08] (see also [Sch09] for the same
decomposition in the Heckman-Opdam setting). More precisely, we construct a pure jump
process on the aﬃne Weyl group W , and use the action of W on the radial process.
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1.3.1 Jump process on the affine Weyl group
First, using what we have seen in (1.2.11), that is ηt = k2π
2
∫ t
0
ds
sin2(πXs)
an a.s. ﬁnite
continuous increasing process, with η0 = 0 and ηt → +∞ as t → +∞, we have that ηt is
a well-deﬁned time change. Let us call its inverse a(t), i.e.
a(t) = inf{s ≥ 0 | ηs > t},
so a is continuous, increasing, a(0) = 0, a(t) < +∞ for all t ≥ 0, and a(t) → +∞
as t → +∞, a.s. It is well-known that such time-change transformation preserves the
Markovian character of a process (see for example [Dyn65]), so the process
X˜t = Xa(t)
is a strong Markov process, with inﬁnitesimal generator
L˜f(y) = 2 sin
2(πy)
kπ2
Lf(y),
for f ∈ C(I¯) ∩ C2(I) and y ∈ I, where I is the alcove containing X0.
Recall that for x ∈ R \ Z, we have the series expansion
π2
sin2(πx)
=
∑
n∈Z
1
(x− n)2 .
We denote by σx the following probability measure on the aﬃne Weyl group W
σx(dw) =
∑
n∈Z
sin2(πx)
π2
1
(x− n)2 δsn(dw).
Let (Nt)t≥0 be a Poisson point process with intensity 1, independent of X, i.e.
Nt =
∑
n≥1
✶{τn≤t},
where τ0 = 0 and τn =
∑n
j=1 ej , where (ej)j≥1 is a sequence of independent and iden-
tically distributed random variables, with exponential distribution of parameter 1, and
independent of X.
Now deﬁne recursively the processes X˜j and the random variables (βj)j≥1 on W by
X˜jt = βj ·X˜j−1t , (1.3)
for all j ≥ 1, with X˜0t = X˜t, and where conditionally on {X˜j−1τj = x}, βj is distributed
according to σx. Note that X˜j is the Markov process X˜ with initial condition X˜j0 =
βj · · ·β1 ·X˜0.
Using left multiplication on W , we deﬁne the jump process on W
wt = ξNt = βn · · ·β1, for t ∈ [τn, τn+1[, (1.4)
where ξn = βn · · ·β1, for all n ≥ 1.
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1.3.2 Skew-product decomposition
Given an operator A with domain D(A), we say that a càdlàg stochastic process (Yt)t≥0
is a solution of the martingale problem for A if for all u ∈ D(A),
u(Yt)− u(Y0)−
∫ t
0
Au(Ys)ds
is a (FYt )-martingale, where (FYt )t≥0 is the natural ﬁltration of Y (see [EK86] for a detailed
exposition of the theory of martingale problems).
Now we can state the main result of this paper.
Theorem 1.3.1. Let (Xt)t≥0 be the radial aﬃne Dunkl process with X0 = x ∈ R \Z a.s.,
and parameter k ≥ 12 , and (wt)t≥0 be the pure jump process deﬁned by (1.4). Then, the
process (Yt)t≥0 deﬁned by
Yt = wηt ·Xt,
with ηt = k2π
2
∫ t
0
ds
sin2(πXs)
, is a Markov process on R, with inﬁnitesimal generator A given
by
Af(y) = 1
2
f ′′(y) + kπ cot(πy)f ′(y) +
k
2
∑
p∈Z
f(sp(y))− f(y)
(y − p)2 ,
for f ∈ C2b (R) and y ∈ R \ Z, and such that Yt ∈ R \ Z for all t ≥ 0 a.s.
Definition 1.3.2. The process (Yt)t≥0 deﬁned in the above theorem is called the aﬃne
Dunkl process with parameter k.
Proof. Let us call I the alcove containing x, that is I =]⌊x⌋, ⌊x⌋+1[. By proposition 1.2.1
and remark 1.2.2, we have that X lives in I almost surely. Consider the process X˜, with
generator L˜, deﬁned previously by X˜t = Xa(t), where a(t) is the inverse of ηt. Deﬁne, for
all t ≥ 0,
Y˜t = wt ·X˜t.
Hence, for t ∈ [τn, τn+1[, we have
Y˜t = βn · · ·β1 ·X˜t
= X˜nt ,
where the processes X˜n are deﬁned by (1.3).
By construction (Y˜t)t≥0 is a càdlàg process which jumps at the random times τn’s. We
denote by (F˜t)t≥0 the natural ﬁltration of Y˜ , and by F˜nt = σ(X˜ns , s ≤ t) ∨ σ(Ns, s ≤ t).
As we shall see, (Y˜t)t≥0 is a solution of the martingale problem for the generator A˜ given
by
A˜f(y) = L˜f(y) +
∫
W
(f(w·y)− f(y))σy(dw),
acting on f ∈ C2b (R) for y ∈ R \ Z, where σx(dw) =
∑
n∈Z
sin2(πx)
π2
1
(x−n)2
δsn(dw), and L˜
is the generator of X˜. The proof follows exactly the lines of proposition 10.2, chapter 4
of [EK86], see also lemma 17 in [Chy08]. First, since (X˜nt )t≥τn is a Markov process with
generator L˜, and using independence of X˜ and (τn)n≥0, we have that for u ∈ C2b (R)
u(X˜n(t∨τn)∧τn+1)− u(X˜nτn)−
∫ (t∨τn)∧τn+1
τn
L˜u(X˜ns )ds
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is a (F˜t)-martingale. Hence, summing over n ≥ 0, and using
u(X˜n(t∨τn)∧τn+1) = u(X˜
n
τn)✶{t<τn} + u(X˜
n
t )✶{τn≤t<τn+1} + u(X˜
n
τn+1)✶{t≥τn+1},
we get that
u(Y˜t)− u(Y˜0)−
∫ t
0
L˜u(Y˜s)ds−
Nt∑
n=1
(
u(X˜nτn)− u(X˜n−1τn )
)
(1.5)
is a (F˜t)-martingale. Note that, since N is a Poisson process, we have that∫ t
0
(∫
W
u(w·Y˜s−)σY˜s− (dw)− u(Y˜s−)
)
d(Ns − s),
is a (F˜t)-martingale, and is equal to
Nt∑
n=1
(∫
W
u(w·X˜n−1τn )σX˜
n−1
τn (dw)− u(X˜n−1τn )
)
−
∫ t
0
(∫
W
u(w·Y˜s−)σY˜s− (dw)− u(Y˜s−)
)
ds.
(1.6)
But
Nt∑
n=1
(
u(X˜nτn)−
∫
W
u(w·X˜n−1τn )σX˜
n−1
τn (dw)
)
(1.7)
is also a (F˜t)-martingale. This follows from the fact that for all t1 < · · · < tm ≤ s < t,
and all h1, . . . , hm measurable bounded functions, we have
E

 m∏
i=1
hi(Y˜ti)
∑
n≥1
✶{s<τn≤t}
(
u(X˜nτn)−
∫
W
u(w·X˜n−1τn )σX˜
n−1
τn (dw)
)
= E

 m∏
i=1
hi(Y˜ti)
∑
n≥1
✶{s<τn≤t}E
(
u(X˜nτn)−
∫
W
u(w·X˜n−1τn )σX˜
n−1
τn (dw)
∣∣∣ F˜n−1τn
)
= 0,
since X˜nτn = βn ·X˜n−1τn , and βn is distributed according to σX˜
n−1
τn conditionally to X˜n−1τn .
Adding (1.7) and (1.6) to (1.5), we get that
u(Y˜t)− u(Y˜0)−
∫ t
0
L˜u(Y˜s)ds−
∫ t
0
∫
W
(
u(w·Y˜s)− u(Y˜s)
)
σY˜s(dw)ds
is a (F˜t)-martingale (since Y˜ is càdlàg and {s | Y˜s− 6= Y˜s} is Lebesgue negligible, we can
replace Y˜s− by Y˜s in the last integral). Hence, we have obtained that for u ∈ C2b (R)
u(Y˜t)− u(Y˜0)−
∫ t
0
A˜u(Y˜s)ds
is a (F˜t)-martingale, which proves that (Y˜t)t≥0 is a solution of the martingale problem for
the generator A˜.
We are now interested in solution of
Yt = Y˜
(∫ t
0
β(Ys)ds
)
, (1.8)
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with β(y) = kπ
2
2 sin2(πy)
for y ∈ R\Z, and β(y) = 0 for y ∈ Z. First remark that since sin2(π·)
is a W -invariant function, we have β(Y˜t) = β(X˜t) almost surely, since Y˜t = wt ·X˜t. Since
X never touches 0 and 1 a.s., so is X˜, and β ◦ X˜ is a.s. bounded on bounded intervals.
Deﬁne
ζ1 = inf
{
t ≥ 0 |
∫ t
0
ds
β(Y˜s)
= +∞
}
and,
ζ0 = inf
{
t ≥ 0 | β(Y˜t) = 0
}
.
Since 0 < sin2(πX˜t) < 1 for all t ≥ 0, we easily see that ζ1 = ζ0 = +∞, so by applying
theorem 1.3, chapter 6 of [EK86], we have that equation (1.8) admits a solution (Yt)t≥0,
which is a solution of the martingale problem for A = βA˜, i.e. for all u ∈ C2b (R),
u(Yt)− u(Y0)−
∫ t
0
Au(Ys)ds
is a (F˜τ(t))-martingale, where τ(t) =
∫ t
0 β(Ys)ds. Since we have
A˜u(y) = L˜u(y) +
∫
W
(u(w·y)− u(y))σy(dw)
=
2 sin2(πy)
kπ2
Lu(y) + sin
2(πy)
π2
∑
n∈Z
u(sn(y))− u(y)
(y − n)2 ,
we obtain
Au(y) = Lu(y) + k
2
∑
n∈Z
u(sn(y))− u(y)
(y − n)2 ,
acting on u ∈ C2b (R), for y ∈ R\Z. Since β(Ys) = β(Xs) for all s ≥ 0 by the W -invariance
of sin2(π·), we have that ∫ t
0
β(Ys)ds = ηt,
for all t ≥ 0. Hence, we obtain the skew-product decomposition of (Yt)t≥0 given by
Yt = wηt ·Xt,
for all t ≥ 0. Let π be the projection onto the principal alcove A0 =]0, 1[. Then, by the
invariance of π under the action of the Weyl groupW and the skew-product representation
of the aﬃne Dunkl process, we see that
π(Yt) = Xt a.s.,
i.e. (π(Yt))t≥0 is the radial aﬃne Dunkl process. Hence, if two process Y and Y ′ are
solutions to the martingale problem for A, then π(Yt) = π(Y ′t ) = Xt, so Y and Y ′ have
the same one-dimensional distributions, and by the same arguments as in theorem 4.2,
chapter 4 in [EK86], we have that the aﬃne Dunkl process Y is a Markov process with
inﬁnitesimal generator A. By construction, Y is càdlàg and lives a.s. in R \ Z, else the
radial process X would touch the walls of the principal alcove, which is impossible by
proposition (1.2.1).
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1.3.3 Jumps of the affine Dunkl process
By the construction of the aﬃne Dunkl process, we have the skew-product decomposition
Yt = wηt ·Xt,
for t ≥ 0. This shows that there is a jump of the process at time t when the functional ηt
is equal to one of the τn’s. Hence, the number of jumps Vt of (Yt)t≥0 before time t, i.e.
Vt =
∑
s≤t
✶{∆Ys 6=0},
is exactly given by the point process
Vt =
∑
n≥1
✶{ηt≥τn}.
Since η is a well-deﬁned time change, we get the following representation of V in term of
a time-change Poisson process
Vt = Nηt ,
for all t ≥ 0, where (Nt)t≥0 is the Poisson process considered previously. Using this
representation and the fact that for all t ≥ 0, ηt < +∞ a.s., we get immediately the
following proposition.
Proposition 1.3.3. For all x ∈ R \ Z, and all t ≥ 0
Vt < +∞, Px-almost surely,
i.e. the number of jumps of the aﬃne Dunkl process in a ﬁnite time interval is a.s. ﬁnite.
Now deﬁne for all n ≥ 1,
Tn = a(τn),
where a is the inverse of η, i.e. a(t) = inf{s ≥ 0 | ηs > t}, and T0 = 0. The sequence
(Tn)n≥1 corresponds to the jump times of the aﬃne Dunkl process. Since a is increasing
and a(t)→ +∞ as t→ +∞ a.s., we have that for all n ≥ 0,
Tn > Tn−1, Px-almost surely,
and Tn → +∞ when n→ +∞ a.s. Note that we can also deﬁne the jump times recursively
by
Tn = inf
{
t ≥ Tn−1
∣∣ kπ2
2
∫ t
Tn−1
ds
sin2(πXs)
> en
}
, (1.9)
where (en)n≥1 is a sequence of independent and identically distributed random variables
with exponential distribution of parameter 1. Indeed, deﬁne for all n ≥ 1 and all t ≥ 0,
ηn(t) =
kπ2
2
∫ Tn−1+t
Tn−1
ds
sin2(πXs)
,
so ηn is a well-deﬁned time-change with inverse given by
η−1n (t) = inf{s ≥ 0 | ηn(s) > t},
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which is ﬁnite for all t ≥ 0, and goes to inﬁnity as t goes to inﬁnity. Then, we can rewrite
Tn as
Tn = Tn−1 + inf {t ≥ 0 | ηn(t) > en}
= Tn−1 + η−1n (en).
So,
Tn − Tn−1 = η−1n (en),
which gives ηn(Tn − Tn−1) = en, and
ηTn =
n∑
j=1
ηj(Tj − Tj−1) =
n∑
j=1
ej = τn,
or equivalently Tn = a(τn). Note that the fact that the sequence (Tn)n≥0 is well-deﬁned
can be proved directly using expression (1.9) and the strong Markov property of (Xt)t≥0.
Since Vt is a time-change Poisson process, it is not diﬃcult to exhibit its compensator.
Lemma 1.3.4. Let Vt = Nηt. The compensator of V is η, that is
Vt − ηt
is a martingale with respect to the ﬁltration (FNηt )t≥0, where FNt = σ(Ns, s ≤ t).
Proof. Let 0 ≤ s < t. Deﬁne T = ηt and S = ηs. We have S < T , since t 7→ ηt is
increasing. Note also that S and T are stopping times with respect to Ft. Hence, since
N is a Poisson process, Nt − t is a martingale and by the optional sampling theorem, we
have
Ex
(
Vt − ηt | FNηs
)
= Ex
(
NT − T | FNS
)
= NS − S = Vs − ηs.
Since η is the compensator of V , we have by proposition 1.2.9, Ex(Vt) < +∞ for k > 12
and Ex(Vt) = +∞ for k = 12 .
1.3.4 Martingale decomposition
First, we remark that Y is a local martingale.
Proposition 1.3.5. The aﬃne Dunkl process (Yt)t≥0 is a local martingale.
Proof. Using the formula
π cot(πx) =
∑
n∈Z
1
x− n,
one can see that the function f(x) = x is killed by the generator A of (Yt)t≥0, which proves
that Y is a local martingale.
We will now give the martingale decomposition of Y into its continuous and purely
discontinuous parts. First, recall that the Lévy kernel N of a Markov process describes the
distribution of its jumps, see [Mey67]. For all x ∈ R, and for a function f in the domain
of the inﬁnitesimal generator which vanishes in a neigbourhood of x, the Lévy kernel N
of (Yt)t≥0 is given by
Af(x) =
∫
R
N(x, dy)f(y).
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Hence, by the explicit form of the inﬁnitesimal generator A, we get immediately that
N(x, dy) =
kπ2
2
∑
n∈Z
δsn(x)(dy)
(x− n)2 ,
for all x ∈ R \ Z. By [Mey67], for all nonnegative measurable function f on R2, the
nonnegative discontinuous functional∑
s≥t
f(Ys− , Ys)✶{∆Ys 6=0},
where ∆Ys = Ys − Ys− , can be compensated by the process∫ t
0
ds
∫
R
N(Ys− , dy)f(Ys− , y).
Proposition 1.3.6. We have the following martingale decomposition,
Yt = Y0 +Bt +Mt,
where (Bt)t≥0 is a standard Brownian motion, and (Mt)t≥0 is a purely discontinuous local
martingale which can written as the compensated sum of its jumps :
Mt = −
∑
s≤t
∆Ys✶{∆Ys 6=0} +
∫ t
0
kπ cot(πYs)ds.
The proof uses Itô’s formula and the theory of Lévy kernel and is exactly the same as
in the classical case of Dunkl processes, so we refer to [GY06a] for more details.
1.3.5 Open questions
It would be interesting to answer the question of whether or not the aﬃne Dunkl process is
recurrent. Also, generalizing this construction to other aﬃne root systems is an interesting
problem. We hope to answer these questions in a future work.
Chapter 2
Random right eigenvalues of
Gaussian random quaternionic
matrices
2.1 Introduction
This is part of a joint work with Florent Benaych-Georges (LPMA, Université Pierre et
Marie Curie). Our motivation for studying quaternionic random matrices comes from the
following facts. The projection onto the complex plane of the uniform measure on the unit
sphere S3 of R4 is the uniform measure on the unit diskD(0, 1) of C (also called the circular
law, or Girko’s law). Furthermore, the projection onto the real axis of the uniform measure
on D(0, 1) is the semi-circular law on [−1, 1]. But the last two measures play a key role in
random matrix theory. Indeed, it is well known that as the dimension goes to inﬁnity, the
empirical distribution of the eigenvalues of a gaussian hermitian random matrix converges
to the semi-circular law (Wigner’s theorem) and the empirical distribution of complex
eigenvalues of a complex gaussian random matrix to the circular law. The idea in the
ﬁrst place was then to study what happens when the dimension is doubled, thus to study
quaternionic random matrices. The hope was then, after deﬁning properly eigenvalues of
quaternionic matrices, that the empirical distribution of a quaternionic gaussian matrix
will converge to the uniform distribution on the unit sphere of quaternions, which can be
identiﬁed with S3. We will see that in fact, this is not the case, and we will prove that we
cannot ﬁnd a gaussian quaternionic matrix model such that the empirical distribution of
its eigenvalues converges to the uniform measure on S3.
The sequel is organized as follows. First, we recall some basic facts on the quaternion
ﬁeld H and on matrices of quaternions. We will see that we can associate to a quaternionic
matrix a complex matrix whose dimension is doubled. This allows us to study at ﬁrst the
complex random right eigenvalues of a gaussian random quaternionic matrix X(n). We
prove in section 2.2 that the empirical distribution of complex right eigenvalues of X(n),
converge as the dimension goes to inﬁnity, towards the circular law, using logarithmic
potential theory. In section 2.3, we prove the main result which is the convergence of the
empirical distribution of right eigenvalues of X(n) to a distribution ρ with density with
respect to Lebesgue measure on H, and whose support is the set {q ∈ H | |q| ≤ 1}. Finally,
in section 2.4, we prove that we cannot ﬁnd a gaussian quaternionic matrix model such
that the empirical distribution of its eigenvalues converges to the uniform measure on S3.
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2.1.1 Basic facts on quaternions.
We begin with a brief recall of basic facts on quaternions (see [Zha97]). Let us denote
by H the noncommutative ﬁeld of quaternions: as a real vector space, H admits a basis
denoted by (1, i, j,k) and its multiplicative structure is deﬁned by the fact that 1 is the
neutral element, i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j. For all
q = q0 + q1i + q2j + q3k ∈ H, one deﬁnes q∗ = q0 − q1i − q2j − q3k, ℜ(q) = q0,ℑ(q) =
q1i+ q2j+ q3k. Then it appears that qq∗ = q20 + q
2
1 + q
3
2 + q
2
3 (which proves that any non
null quaternion is invertible) and we denote the square root of this number by |q|. It can
be proved that for any q, q′ ∈ H, |qq′| = |q||q′|. Note that identifying 1 and i with their
usual deﬁnitions, one has R ⊂ C ⊂ H. This inclusion is compatible with the deﬁnitions of
the algebraic operations, of the conjugation z 7→ z∗, of | · | and of the real and imaginary
parts (with the exception that we usually prefer to deﬁne ℑ(x+ yi) = y instead of yi for
x, y ∈ R).
Two quaternions x, y are said to be similar if there exists a nonzero quaternion q such
that x = qyq−1. Note that this is equivalent to the existence of a quaternion u with norm
|u| = 1 such that x = uyu∗. The following lemma will be important for the study of right
eigenvalues of quaternionic matrices.
Lemma 2.1.1. If q = q0 + q1i+ q2j+ q3k ∈ H, then q and ℜ(q) + |ℑ(q)|i are similar.
Let q = q0 + q1i+ q2j+ q3i ∈ H. By the multiplication rules of the basis elements, we
have q = (q0 + q1i) + (q2 + q3i)j, so q can be written q = c1 + c2j, where c1 and c2 are
two complex numbers. An alternative way to deﬁne quaternions is then to consider the
subring of M2(C) given by {(
c1 c2
−c2 c1
) ∣∣∣ c1, c2 ∈ C
}
.
The map
q = c1 + c2j 7→ q′ =
(
c1 c2
−c2 c1
)
is bijective, and preserves the algebraic operations.
Let A ∈ Mn(H) be an n × n matrix with quaternionic entries. In the same way as
above, we can associate to A an 2n× 2n complex matrix A′ by
A = A1 +A2j→ A′ =
(
A1 A2
−A2 A1
)
,
with A1, A2 ∈Mn(C).
2.1.2 Right eigenvalues of quaternionic matrices.
Let A ∈ Mn(H). Then λ ∈ H is called a right eigenvalue of A if there exists a vector
X ∈ Hn such that AX = Xλ. If λ is a right eigenvalue of A, we can easily see that qλq−1
is still a right eigenvalue for all q ∈ H \ {0}. The right spectrum of A is then inﬁnite
or belongs to R. Since every quaternion is similar to an unique element of C/(z ∼ z¯),
we can ﬁrst restrict our attention to complex right eigenvalue λ. Indeed, let λ ∈ C and
X = Y + Zj, with Y,Z ∈ Cn. Then we have an equivalence between
(i) λ is a right eigenvalue of A,
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(ii)
(
A1 A2
−A2 A1
)(
Y
−Z
)
= λ
(
Y
−Z
)
,
(iii)
(
A1 A2
−A2 A1
)(
Z
Y
)
= λ
(
Z
Y
)
.
Hence, the right spectrum of A, when restricted to complex numbers, is ﬁnite, has cardinal
2n, and is given by the 2n eigenvalues of the complex matrix A′, which appear in conjugate
pairs. The right eigenvalues of A are then obtained by considering the similitary classes
of the complex right eigenvalues of A.
2.2 Convergence of the spectral distribution of quaternionic
gaussian random matrices
2.2.1 Quaternionic random matrices model
Let X(n) be an n× n quaternionic random matrix, whose entries are distributed as inde-
pendent quaternionic gaussian random variables with null expectation and covariance 12n ,
i.e.
E(X(n)i,j) = 0, and E
(|X(n)i,j |2) = 12n, for all i, j = 1, . . . , n.
By a quaternionic gaussian random variable q, we mean that q = q0+q1i+q2j+q3k where
q0, q1, q2, q3 are independent real gaussian random variables. We can associate to X(n) an
2n× 2n complex random matrix Y (n) as seen above. We will denote by zn,1, . . . , zn,2n the
2n eigenvalues of Y (n), with the convention that
zn,n+i = z¯n,i, for all i = 1, . . . , n,
since the eigenvalues of Y (n) appears in conjugate pairs. The right eigenvalues of X(n) are
then the similarity classes of the zn,i, for i = 1, . . . , n. The distribution of the eigenvalues
of Y (n) has been calculated by Ginibre [Gin65], and is given, for z = (z1, . . . , zn) ∈ Cn,
by the density
Pn(z) =
1
cn
exp
(
− 2n
n∑
i=1
|zi|2
) ∏
1≤i<j≤n
|zi − zj |2|zi − z¯j |2
n∏
i=1
|zi − z¯i|2,
with respect to Lebesgue measure on Cn. cn is a normalization constant such that
cn =
∫
Cn
exp
(
− 2n
∑
i=1,...,n
|zi|2
) ∏
1≤i<j≤n
|zi − zj |2|zi − z¯j |2
∏
i=1,...,n
|zi − z¯i|2dz1 · · · dzn,
so Pn is a probability density.
If we write∑
1≤i6=j≤2n
log |zi − zj | = 2
∑
1≤i6=j≤n
log |zi − zj ||zi − z¯j |+ 2
∑
i=1,...,n
log |zi − z¯i|,
then the density Pn can be rewritten as
Pn(z) =
1
cn
exp

−1
2
(
2n
2n∑
i=1
|zi|2 +
∑
1≤i6=j≤2n
log |zi − zj |−1 +
2n∑
i=1
log |zi − z¯i|−1
) .
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Let V : C→ [0,+∞) be a continuous non-negative function, conjugate invariant, and
such that there is a constant δ > 0 such that V (z) ≥ (δ + 1) log(|z|2 + 1), for |z| large
enough. Denote for x, y ∈ C, k(x, y) = log |x− y|−1 + 12(V (x) + V (y)), and for z ∈ Cn,
Kn(z) =
∑
1≤i6=j≤2n
k(zi, zj),
we have then
Kn(z) =
∑
1≤i6=j≤2n
log |zi − zj |−1 +
∑
1≤i6=j≤2n
V (zi)
=
∑
1≤i6=j≤2n
log |zi − zj |−1 + (2n− 1)
∑
i=1,...,2n
V (zi).
Deﬁne the probability density P Vn on C
n by,
P Vn (z) =
1
cVn
exp
(
−1
2
(
Kn(z) +
2n∑
i=1
V (zi) +
2n∑
i=1
log |zi − z¯i|−1
))
,
where cVn is the normalization constant. Note that one recovers Pn by putting V (x) = |x|2.
2.2.2 The weighted logarithmic energy
Let us denote M(C) the set of probability measures on C, and let σ ∈ M(C). We deﬁne
the weighted logarithmic energy of σ by
I(σ) =
∫ ∫
log |x− y|−1dσ(x)dσ(y) +
∫
V (z)dσ(z),
where the potential V : C → [0,+∞) is deﬁned as above. Note that V is also called an
external ﬁeld.
We have the two following theorems, see [SV97].
Theorem 2.2.1. The minimum of I over M(C), denoted EV , is attained at a unique µV
with compact support on C. This measure is called the equilibrium measure of V .
For, V (z) = |z|2, we will see that µV is the uniform measure on the unit disk D(0, 1)
of C. We put
Definition 2.2.2. We will denote by µ the circular law, that is the uniform measure on
the unit disk D(0, 1) of C.
Let, for x ∈ C,
Uσ(x) =
∫
log |x− y|−1dσ(y),
be the logarithmic potential of some measure σ ∈ M(C). The equilibrium measure µV
can be characterised by the following theorem, see [SV97].
Theorem 2.2.3. Let σ ∈M(C), with compact support, and ﬁnite logarithmic energy. We
have σ = µV if and only if there exists a constant l such that
(i) 2Uσ(x) + V (x) = l, µV -a.e. on the support of σ
(ii) 2Uσ(x) + V (x) ≥ l, µV -a.e.
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We will use this theorem to prove that the equilibrium measure is the uniform measure
µ on D(0, 1) when the potential is V (z) = |z|2. Let us calculate the logarithmic potential
of µ. First, recall the
Theorem 2.2.4 (Mean-value property). Let f be a function on C, which is harmonic in
the open disk D(a, r), and continuous on its closure, then,
f(a) =
1
2π
∫ π
−π
f(a+ reiθ)dθ.
We have then the following classical lemma.
Lemma 2.2.5. For all x ∈ C,
∫ π
−π
log |x− reiθ|dθ =
{
2π log r, if |x| ≤ r,
2π log |x|, if |x| > r.
Proof. For |x| > r, the function y 7→ log |x− y| is harmonic in D(0, r), and continuous on
its closure. By the mean-value property of harmonic functions, we have then
log |x| = 1
2π
∫ π
−π
log |x− reiθ|dθ, for |x| > r.
For |x| < r, we remark that log |x−reiθ| = log |r− x¯eiθ|, so we can use the same argument
applied to the function y 7→ log |r − y| in the open disk D(0, |x¯|). Hence,
log r =
1
2π
∫ π
−π
log |x− reiθ|dθ, for |x| < r.
For |x| = r, we can use dominated convergence theorem, and the above calculation. Let
ρ < r such that ρ→ r. Then, as |x| = r > ρ, we have
log |x| = log r = 1
2π
∫ π
−π
log |x− ρeiθ|dθ −−−→
ρ→r
ρ<r
1
2π
∫ π
−π
log |x− reiθ|dθ.
We can now calculate the logarithmic potential of µ.
Proposition 2.2.6. Let µ be the uniform measure on the unit disk D(0, 1). Let Uµ be
the logarithmic potential of µ, i.e. Uµ(x) =
∫
log |x− y|−1µ(dy) for x ∈ C. Then,
Uµ(x) =
{
1
2(1− |x|2), for |x| ≤ 1,
− log |x|, for |x| > 1.
Proof. Suppose |x| ≤ 1. Then, by the above lemma,
Uµ(x) = −
∫ 1
0
∫ π
−π
log |x− reiθ| 1
π
rdrdθ
= − 1
π
∫ 1
0
✶{|x|≤r}
( ∫ π
−π
log |x− reiθ|dθ
)
rdr − 1
π
∫ 1
0
✶{|x|>r}
( ∫ π
−π
log |x− reiθ|dθ
)
rdr
=
1
π
2π
∫ 1
|x|
log(r)rdr − 1
π
2π
∫ |x|
0
log |x|rdr
=
1
2
(1− |x|2).
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Now suppose |x| > 1. Then,
Uµ(x) = −
∫ 1
0
∫ π
−π
log |x− reiθ| 1
π
rdrdθ
= −
∫ 1
0
2 log(|x|)rdr
= − log(|x|).
Now, by a direct application of theorem 2.2.3, we have that the equilibrium measure
of the weighted logarithmic energy I with potential V (z) = |z|2 is given by the uniform
measure µ on the unit disk of C.
2.2.3 Convergence of empirical distribution.
This section is very close to what happens in the hermitian case, see [Dei99].
For x ∈ C, let H(x) = V (x)− log(|x|2 + 1). We remark that k(x, x′) ≥ H(x)+H(x′)2 , for
all x, x′ ∈ C, since |x−x′|2 ≤ (|x|2+1)(|x′|2+1). So, k is bounded from below. Let l ≥ 0.
For µ ∈M(C), let us deﬁne
kl = k ∧ l, I l(µ) =
∫
kl(x, y)dµ(x)dµ(y), and K ln(z) =
∑
1≤i6=j≤2n
kl(zi, zj).
Since kl is continuous almost everywhere, by monotone convergence I l converge to I as l
goes to inﬁnity.
Notation 2.2.7. For x = (x1, . . . , xn) ∈ Cn, with our convention that xn+i = x¯i, for
i = 1, . . . , n, we will denote by µx the empirical distribution of x1, . . . , x2n, that is
µx =
1
2n
2n∑
i=1
δxi =
1
2n
n∑
i=1
(δxi + δx¯i).
An immediate calculation gives
I l(µz) =
1
4n2
K ln(z) +
l
2n
.
The following two facts will be useful for the proof of the convergence of the empirical
distribution.
Lemma 2.2.8. (i) Let for all n, x(n) ∈ Cn such that the sequence 1
4n2
Kn(x
(n)) is
bounded. Then the sequence of measures µx(n) is tight.
(ii) Let µn be a tight sequence of probability measures on C such that for all l,
lim sup
n
I l(µn) ≤ EV .
Then µn converge to µ
V weakly.
Proof. Assertion (i). Since H(z) →∞ as |z| → ∞, then for all M ∈ R there exists c ≥ 0
such that H(z) > M for all |z| ≥ c. Hence,
M
∫
{|z|≥c}
dµx(n)(z) <
∫
{|z|≥c}
H(z)dµx(n)(z) ≤
∫
H(z)dµx(n)(z) ≤
2n
2n− 1
1
4n2
Kn(x
(n)),
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since k(x, y) ≥ H(x)+H(y)2 . By hypothesis, 14n2Kn(x(n)) is bounded, so the tightness follows.
Assertion (ii). Since µn is tight, from every subsequence nk, there exists a subsequence
µnkj such that µnkj converge to some σ. Since I
l is continuous for the weak convergence
because kl is bounded and continuous a.e., we have then that
I l(σ) = lim sup
j
I l(µnkj ) ≤ E
V ,
by hypothesis. Letting l→∞, we get I(σ) ≤ EV . By unicity of the equilibrium measure,
the result follows.
From this lemma, we deduce the following proposition.
Proposition 2.2.9. Let, for all n, x(n) ∈ Cn such that
lim sup
n
1
4n2
Kn(x(n)) ≤ EV .
Then µx(n) converge to µ
V as n goes to inﬁnity.
Proof. By lemma 2.2.8 (i), the sequence µx(n) is tight. Since I
l(µx(n)) =
1
4n2
K ln(x
(n))+ l2n ,
we get lim supn I
l(µx(n)) ≤ EV , hence by lemma 2.2.8 (ii), µx(n) converge to µV as n goes
to inﬁnity.
2.2.4 Concentration of 1
4n2
Kn around I
We will prove a concentration result of 1
4n2
Kn, which is the analogue of the same result
in the hermitian case (see for example [Dei99]). We will need the two following lemmata.
Lemma 2.2.10. We have ∫
C
e−V (x)|x− x¯|dx < +∞.
Proof. Let c > 0 such that V (x) ≥ (δ + 1) log(|x|2 + 1) for |x| > c. Write∫
C
e−
1
2
V (x)|x− x¯|1/2dx =
∫
{|x|≤c}
e−
1
2
V (x)|x− x¯|1/2dx+
∫
{|x|>c}
e−
1
2
V (x)|x− x¯|1/2dx.
The ﬁrst integral is ﬁnite, so we just have to look at the convergence of the second integral.
For V (x) ≥ (δ + 1) log(|x|2 + 1), we have e−V (x)|x − x¯| ≤ 2|x|(|x|2 + 1)−δ−1, which is
integrable for δ > 0.
The second lemma gives some estimate on the normalization constant cVn of the prob-
ability measure P Vn .
Lemma 2.2.11. We have
lim sup
n
1
2n2
log
1
cVn
≤ EV .
Proof. The proof follows the lines of the analogue result for the hermitian case. As in
[Dei99], deﬁne φε such that φε(x) = 1πε2
∫
B(x,ε) dµ
V , for x ∈ C, where B(x, ε) is the disk
of center x and radius ε, and put νε(dx) = φε(x)dx. We have
∫
νε(dx) = 1 and we can
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choose ε > 0 such that I(νε) ≤ EV + ε. Deﬁne En = {x ∈ C | ∏ni=1 φε(xi) > 0}. Then we
have
cVn =
∫
e−
1
2
(
Kn(z)+
∑2n
i=1
V (zi)+
∑2n
i=1
log |zi−z¯i|
−1
)
dz1 · · · dzn
≥
∫
En
e−
1
2
(
Kn(z)+
∑2n
i=1
V (zi)+
∑2n
i=1
log |zi−z¯i|
−1+2
∑n
i=1
logφε(zi)
)
dνε(z1) · · · dνε(zn).
Now, we can apply Jensen inequality,
cVn ≥ exp
∫
−1
2
(
Kn(z) + 2
n∑
i=1
V (zi) + 2
n∑
i=1
log |zi − z¯i|−1 + 2
n∑
i=1
φε(zi)
)
dνε(z1) · · · dνε(zn),
so,
− log cVn ≤
1
2
∫
Kn(z)
n∏
i=1
dνε(zi) +
n∑
i=1
∫
(V (zi) + log φε(zi))
n∏
i=1
dνε(zi)
+
n∑
i=1
∫
log |zi − z¯i|−1
n∏
i=1
dνε(zi)
=
1
2
∑
1≤i6=j≤2n
∫
k(x, y)dνε(x)dνε(y) + n
∫
(V (x) + log φε(x))dνε(x)
+ n
∫
log |x− x¯|−1dνε(x).
Since log is integrable in 0+, νε(dx) = 1πε2
∫
✶B(x,ε)(t)µ
V (dt)dx, and µV is compactly
supported, we have
∫
log |x− x¯|−1dνε(x) < +∞, hence
1
2n2
log
1
cVn
≤ n(2n− 1)
2n2
I(νε) +
1
2n
Cε
≤ n(2n− 1)
2n2
(EV + ε) +
1
2n
Cε
where Cε =
∫
(V (x)+ log φε(x)+ log |x− x¯|)dνε(x) is a ﬁnite constant. Taking the lim sup,
and letting ε goes to zero, we obtain
lim sup
n
1
2n2
log
1
cVn
≤ EV .
Now we can prove the following concentration result.
Proposition 2.2.12. Deﬁne, for η > 0, and all n ≥ 1, the sets
An(η) =
{
x ∈ Cn ∣∣ 1
4n2
Kn(x) ≤ EV + η
}
.
Let z(n) be distributed according to P Vn . Then, for all 0 < ε < η, we have, for n large
enough,
P
(
z(n) ∈ An(η)c
)
≤ e−2εn2 .
Proof. We have,
P
(
z(n) ∈ An(η)c
)
=
1
cVn
∫
✶{Kn(z(n))>4n2(EV +η)}
e−
1
2
(
Kn(z)+
∑2n
i=1
V (zi)+
∑2n
i=1
log |zi−z¯i|
−1
)
dz1 · · · dzn
≤ 1
cVn
e−2n
2(EV +η)
∫
e−
1
2
(∑2n
i=1
V (zi)+
∑2n
i=1
log |zi−z¯i|
−1
)
dz1 · · · dzn
=
1
cVn
e−2n
2(EV +η)
(∫
e−V (x)−log |x−x¯|
−1
dx
)n
2.3. Main result 63
Now taking the log in the above inequality, we obtain
1
2n2
logP
(
z(n) ∈ An(η)c
)
≤ 1
2n2
log
1
cVn
− EV − η + 1
2n
log(a),
where a =
∫
C
e−V (x)|x− x¯|dx is a ﬁnite constant by lemma 2.2.10. Now taking the lim sup
and using the estimate of cVn given by lemma 2.2.11, we obtain
lim sup
n
1
2n2
logP
(
z(n) ∈ An(η)c
)
≤ EV − EV − η < −ε,
so the result follows.
We can now prove the convergence of the empirical measure.
Theorem 2.2.13. Let z(n) = (zn,1, . . . , zn,n) ∈ Cn be distributed according to P Vn . Then,
the empirical distribution
µz(n) =
1
2n
∑
i=1
δzn,i
converges almost surely, as n goes to inﬁnity, towards the equilibrium measure µV .
Proof. By proposition 2.2.12 and Borel-Cantelli lemma, we have that almost surely, for all
η > 0, and n large enough, 1
4n2
Kn(z
(n)) ≤ EV + η. Hence, almost surely
lim supn
1
4n2
Kn(z
(n)) ≤ EV . By proposition 2.2.9, the almost surely convergence of µz(n)
follows.
Taking V (z) = |z|2 in the last theorem, we get the following corollary about the
convergence of the empirical distribution of the complex right eigenvalues of the gaussian
random quaternionic matrix X(n).
Corollary 2.2.14. Let, for each n, X(n) be an n by n matrix whose entries are inde-
pendent quaternionic gaussian random variables with null expectation and covariance 12n .
Then if one denotes by zn,1, . . . , zn,2n the complex right eigenvalues of X(n), as n tends
to inﬁnity, the empirical probability measure
1
2n
2n∑
i=1
δzn,i
tends almost surely to the uniform law µ on the unit disk of the complex plane.
2.3 Main result
Theorem 2.3.1. Let, for each n, X(n) be the quaternionic random matrix of corol-
lary 2.2.14. Let Cn,1, . . . , Cn,n be the (compact) similarity classes of its right spectrum,
and cn,1, . . . , cn,n be elements taken independently at random, uniformly in respectively
Cn,1, . . . , Cn,n. Then as n tends to inﬁnity, the empirical probability measure
1
n
n∑
i=1
δcn,i
tends almost surely to the law on H with density with respect to the Lebesgue measure
ρ(q) =
1
2π2|ℑq|2 1{q∈H | |q|≤1}. (2.1)
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To prove this theorem, we shall need the following preliminary results.
Lemma 2.3.2. Let G be a compact subgroup of the group of orthogonal endomorphisms
of an euclidian space E such that G acts transitively on the unit sphere S(E) of E. Let
g be a random element of G distributed according to the Haar probability measure. Then
for any x ∈ S(E), g.x is distributed uniformly on S(E).
Proof. Let (xi)i≥1 be a sequence of elements of S(E) such that as n tends to inﬁnity, the
sequence of probability measures 1n
∑n
i=1 δxi converges weakly to the uniform probability
measure on S(E) (such a sequence exists, as consequence, for example, of the strong law of
large numbers). Choose, for each i, gi ∈ G such that xi = gi.x. Then by right invariance
of the Haar measure on G, for all i, the law of g.x is the law of ggi.x = g.xi. Thus for all
n, the law of g.x is equal to
1
n
n∑
i=1
Law(g.xi),
which is equal to the law of g.Xn, for Xn independent of g and distributed according to
1
n
n∑
i=1
δxi .
Letting n tend to inﬁnity, the law of Xn tends to the uniform law on S(E), thus one gets
that the law of g.x is equal to the law of g.X, with X uniformly distributed on S(E), i.e.
that the law of g.x is the uniform one.
Proposition 2.3.3. Fix z0 ∈ H and let u be a random element of the group of quaternions
with norm one, uniformly distributed on S(H). Then uz0u∗ has the law of ℜ(z0)+|ℑ(z0)|S,
for S uniformly distributed on the unit sphere of the subspace H0 of H of quaternion with
null real part, endowed with the induced euclidian structure.
Proof. Let us endow H with its canonical euclidian structure (for which (1, i, j,k) is an
orthogonal basis). Then the action of the group of quaternion with norm one on H deﬁned
by u.z := uzu∗ is linear, norm preserving (since the norm is multiplicative on H) stabilizes
R and thus also the orthogonal of R in H, namely the space of quaternions with null
real part. Moreover, by [Zha97, Th. 2.2], the action induced on the unit sphere of this
subspace is transitive, thus the proposition follows from the previous lemma.
Lemma 2.3.4. Let p, q be two positive integers and µ, ν be two probability measures on
respectively Rp,Rq. Let, for each n,
xn,1, . . . , xn,n, yn,1, . . . , yn,n
be random variables, the xn,i’s taking values in R
p and the yn,j’s taking values in R
q such
that
(i) for each n, {xn,1, . . . , xn,n} and {yn,1, . . . , yn,n} are independent sets of random vari-
ables,
(ii) for each n, the laws of the random vectors (xn,1, . . . , xn,n) and (yn,1, . . . , yn,n) are
invariant under the actions of the symetric group Sn,
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(iii) the random probability measures
µn :=
1
n
n∑
i=1
δxn,i , νn :=
1
n
n∑
i=1
δyn,i
converge almost surely respectively to µ, ν as n tends to inﬁnity.
Then the random probability measure
ρn :=
1
n
n∑
i=1
δ(xn,i,yn,i)
converges almost surely to µ⊗ ν as n tends to inﬁnity.
Proof. It suﬃces to prove that for any compactly supported real valued continuous function
f deﬁned on Rp+q,
∫
f(t)dρn(t) tends almost surely to
∫
f(t)dµ⊗ν(t) as n tends to inﬁnity.
By Stone-Weierstrass theorem, it suﬃces to prove it when f = g⊗ h, with g, h compactly
supported real valued continuous functions deﬁned respectively on Rp,Rq. Moreover, since
by (iii), it is obvious when g or h is a constant function, one can suppose that∫
g(t)dµ(t) =
∫
h(t)dν(t) = 0.
Thus we have to prove that 1n
∑n
i=1 g(xn,i)h(yn,i) tends almost surely to 0. Let us deﬁne,
for all n, for all i = 1, . . . , n,
an,i = g(xn,i)− 1
n
n∑
j=1
g(xn,j), bn,i = h(yn,i)− 1
n
n∑
j=1
h(yn,j).
Since 1n
∑n
j=1 g(xn,j) and
1
n
∑n
j=1 h(yn,j) converge almost surely to zero and the functions
g, h are bounded, it suﬃces to prove that 1n
∑n
i=1 an,ibn,i converges almost surely to zero.
Note that the advantage of working with the an,i’s and the bn,i’s instead of working with
the g(xn,i)’s and the h(yn,i)’s is that for all n, one has almost surely
n∑
i=1
an,i =
n∑
i=1
bn,i = 0. (2.2)
We claim that the fourth moment of
∑n
i=1 an,ibn,i is O(n
2). Let us prove it. We have
E

( n∑
i=1
an,ibn,i
)4 = ∑
1≤i,j,k,l≤n
E(an,ian,jan,kan,l)E(bn,ibn,jbn,kbn,l). (2.3)
Note that by the hypothesis (ii), each term in the sum of the right hand side of (2.3) only
depends on the partition of 4 deﬁned by (i, j, k, l): let us deﬁne
αn,1,1,1,1 = E(an,ian,jan,kan,l) for i, j, k, l pairwise distinct,
αn,2,1,1 = E(a2n,ian,kan,l) for i, k, l pairwise distinct,
αn,2,2 = E(a2n,ia
2
n,k) for i 6= k,
αn,3,1 = E(a3n,ian,l) for i 6= l,
αn,4 = E(a4n,i) for i ∈ {1, . . . , n}
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and let us deﬁne the βn,·’s in the same way with the bn,i’s instead of the an,i’s. Then by
the hypothesis (ii), with the notation Akn = n(n− 1) · · · (n− k + 1) for all k,
E

( n∑
i=1
an,ibn,i
)4 =
A4nαn,1,1,1,1βn,1,1,1,1 + 6A
3
nαn,2,1,1βn,2,1,1 + 4A
2
n(αn,2,2βn,2,2 + αn,3,1βn,3,1) + nαn,4βn,4.
Note that since g and h are bounded, the αn,·’s and the βn,·’s are all O(1). Thus to prove
the claim, it suﬃces to prove that αn,1,1,1,1 = O(n−1), αn,2,1,1 = O(n−1) and that the
same holds for the β’s. We shall only treat the case of the α’s. Passing (2.2) to the fourth
power and taking the expectation, we get
A4nαn,1,1,1,1 + 6A
3
nαn,2,1,1 + 4A
2
n(αn,2,2 + αn,3,1) + nαn,4 = 0,
from which it follows that αn,1,1,1,1 = O(n−1). In the same way, it follows from (2.2) that∑
i,j,k
pairwise distinct
a2n,ian,jan,k =
∑
i6=j
a2n,ian,j(−an,i − an,j),
which gets, by integration, A3nαn,2,1,1 = −A2n(αn,3,1 + αn,2,2). Hence αn,2,1,1 = O(n−1).
Thus we have proved that the fourth moment of
∑n
i=1 an,ibn,i is O(n
2). It follows that
the fourth moment of 1n
∑n
i=1 an,ibn,i is O(n
−2), and that by the Markov inequality, for all
ε > 0,
P
(∣∣∣∣∣ 1n
n∑
i=1
an,ibn,i
∣∣∣∣∣ > ε
)
= O(n−2).
By the Borel-Cantelli lemma, the result follows.
Using these preliminary results, we can now prove Theorem 2.3.1.
Proof of Theorem 2.3.1. Let, for each n, zn,1, . . . , zn,2n be the complex right eigenvalues
of X(n), ordered in such a way that for all i = 1, . . . , n, zn,n+i = zn,i and the imaginary
part of zn,i is positive and that the joint law of (zn,1, . . . , zn,n) is invariant under the action
of the symmetric group Sn. Then the conjugation classes of its right spectrum are
Cn,1 := {uzn,1u∗ ; u ∈ H, |u| = 1}, . . . , Cn,n := {uzn,nu∗ ; u ∈ H, |u| = 1},
and cn,1, . . . , cn,n can be deﬁned by cn,1 = u1zn,1u∗1, . . . , cn,n = unzn,nu
∗
n for (ui)i≥1 a
family of independent random variables with uniform distribution on the group of the
quaternions with norm one, such that {zn,1, . . . , zn,n} and {ui ; i ≥ 1} are independent.
Note that the random probability measure
1
n
n∑
i=1
δzn,i
is the push-forward of the random measure
1
2n
2n∑
i=1
δzn,i
by the map z ∈ C 7→ ℜ(z)+ i|ℑ(z)|. Thus it converges almost surely, as n tends to inﬁnity,
to the push-forward of the uniform law on the unit circle of the complex plane by this map,
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i.e. to the uniform law on the intersection of the unit circle with the upper half-plane,
denoted by U D+
C
(0,1). By the strong law of large numbers,
1
n
n∑
i=1
δui
converges almost surely, as n tends to inﬁnity, to the uniform law on the group of the
quaternions with norm one, denoted by U S(H).
By lemma 2.3.4, it follows that as n tends to inﬁnity, the random probability measure
1
n
n∑
i=1
δ(zn,i,ui)
converges almost surely to U D+
C
(0,1) ⊗ U S(H). Thus the random probability measure
1
n
n∑
i=1
δcn,i
converges almost surely, as n tends to inﬁnity, to the push-forward of the law U D+
C
(0,1) ⊗
U S(H) by the map (z, u) 7→ uzu∗.
To prove that this law, that we shall denote by L, has a density given by (2.1), it
suﬃces to note that by Proposition 2.3.3, for any Borel bounded function f on H,
∫
f(t)dL(t) =
2
π
∫ +∞
x=−∞
∫ +∞
y=0
∫
s∈S(H0)
1x2+y2≤1f(x+ ys)dsdydx,
where S(H0) denotes the unit sphere of the subspace of H of quaternions with null real part
and ds denotes the uniform probability measure on this sphere. By spherical integration
on the three-dimensional space of quaternion with null real part, we have
∫
f(t)dL(t) =
1
2π2
∫ +∞
x=−∞
∫ +∞
y=0
∫
s∈S(H0)
1x2+y2≤1y
−2f(x+ ys)4πy2dsdydx
=
1
2π2
∫
(x1,...,x4)∈R4
1x21+x22+x23+x24≤1(x
2
2 + x
3
3 + x
2
4)
−1
×f(x1 + x2i+ x3j+ x4k)dx1dx2dx3dx4,
which proves the theorem.
2.4 Quadratic potential and uniform measure on S(H)
One can ask if it is possible to ﬁnd a quaternionic matrix model for which the empirical
distribution of right eigenvalues would converge to the uniform measure on S(H). We next
show that it is not possible if one restricts to quadratic potentials, i.e. potentials of the
form V (z) = a1z2 + a2z¯2 + a3zz¯.
Theorem 2.4.1. There does not exist a quadratic potential V such that if the law of
(zn,1, . . . , zn,2n) is given by P
V
n , then the random measure
1
2n
∑2n
i=1 δuizn,iu∗i would converge
to the uniform measure of S(H), where the variables ui are uniformly distributed on S(H),
and independent from the zn,i’s.
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Proof. Let U S(H) denote the uniform measure on the sphere S(H). We will prove the
following fact:
1
2n
2n∑
i=1
δuizn,iu∗i −→n→∞ U S(H) a.s. ⇔
1
2n
2n∑
i=1
δzn,i −→n→∞ dν(z) = 2|ℑ(z)|
2dσ(z) a.s.,
where σ is the Haar probability measure on the sphere S1.
By lemma 2.3.4, it suﬃces to prove that if t is a random variable distributed according
to ν, and w a random variable uniformly distributed on S(H) and independent from t,
then wtw∗ is uniformly distributed on S(H). Let x be a random variable on S(H), whose
distribution is invariant by conjugation, and w be quaternionic random variable uniformly
distributed on S(H). By the proposition 2.3.3, we know that the law of wxw∗ is given by
that of ℜ(x) + |ℑ(x)|S, where S uniformly distributed on the unit sphere of H0. Since x
is in the unit sphere of H, we have
x
(d)
= ℜ(x) + (1−ℜ(x)2)1/2S,
so the law of x is entirely determined by the law of ℜ(x). Let t be random on S1, with real
part distributed according to the semi-circular law on [−1, 1], and independent from w.
Since t is complex, we have ℜ(wtw∗) = ℜ(t), because wiw∗ ∈ H0, see [Zha97]. But wtw∗
is a random variable on S(H), so its law is entirely determined by the law of its real part,
hence by ℜ(t). Now, take x uniformly distributed on S(H). Then we know that ℜ(x) is
distributed according to the semi-circular law on [−1, 1]. So, we have wtw∗ (d)= x, so wtw∗
is uniformly distributed on S(H).
Now, suppose t is distributed according to dν(z) = 2|ℑ(z)|2dσ(z) on S1. Then for all
bounded function f ,
E(f(ℜ(t))) =
∫ π
−π
f(cos θ)2 sin2(θ)
dθ
2π
=
∫ 1
−1
f(x)
2
π
√
1− x2dx,
so ℜ(t) is distributed according to the semi-circular law on [−1, 1]. Hence, wtw∗ is uni-
formly distributed on S(H), and the claim is proved.
The logarithmic potential of ν is given, for x ∈ C by
Uν(x) =
∫
S1
log |x− z|−1dν(z) =

−
1
4(ℜ(x)2 −ℑ(x)2), if |x| ≤ 1,
− 1
4|x|4
(ℜ(x)2 −ℑ(x)2)− log |x|, if |x| > 1.
The detailed calculation of this fact is left to the appendix.
Let z = x + iy ∈ C. Suppose by contradiction that there exists a quadratic potential
V (z) = a1z2 + a2z¯2 + a3zz¯, such that ν is the equilibrium measure of V . Since V must
be real valued, we have a1 = a + ib = a¯2, and a3 = c ∈ R. So V can be written
V (z) = x2(a+ c) + y2(−a+ c) + xy(−2b+ c), for z = x+ iy. By theorem 2.2.3, 2Uν + V
must be constant on the support of ν. So, we get, for |z| = 1, 2Uν(z) + V (z) = (a + c −
1
2)x
2+(−a+ c+ 12)y2+xy(−2b+ c) = constant. This implies that a = 12 , and c = 2b > 0.
Hence,
2Uν(z) + V (z) = c|z|2 = c on |z| = 1.
But, on |z| < 1, we have 2Uν(z) + V (z) < c, which refutes the condition (ii) of theorem
2.2.3. So, we obtain a contradiction, and there does not exist a quadratic potential V such
that ν is the equilibrium measure of V .
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If we consider a gaussian quaternionic random matrix (not only with independent
entries), the distribution of its right eigenvalues is given by P Vn , for some potential V
quadratic. So the above theorem say that we cannot ﬁnd a quaternionic gaussian random
matrix model such that the empirical distribution of its right eigenvalues converges to the
uniform measure on S(H).
2.5 Appendix
2.5.1 Logarithmic potential of ν
In this appendix, we give the calculation of the logarithmic potential of the measure
dν(z) = 2|ℑ(z)|2dσ(z). We begin with two lemmata.
Lemma 2.5.1. We have, for r ≥ 0,
∫ π
−π
log |r − eiθ| 1
π
sin2(θ)dθ =
{
r2
4 , if r < 1,
1
4r2
+ log r, if r > 1.
Proof. Let I =
∫ π
−π log |r − eiθ| sin2(θ)dθ = 12
∫ π
−π log(r
2 + 1 − 2r cos θ) sin2(θ)dθ. A ﬁrst
integration by parts gives
I = −r
2 + 1
4r
∫ π
−π
log(r2 + 1− 2r cos θ) cos θdθ︸ ︷︷ ︸
:=A
+
1
2
∫ π
−π
log(r2 + 1− 2r cos θ)dθ︸ ︷︷ ︸
:=B
−I − π
2
.
But, by the mean-value property of harmonic functions, we have
B = 2
∫ π
−π
log |r − eiθ|dθ =
{
0, if r < 1,
4π log r, if r > 1.
Now let us calculate A. Integration by parts gives,
A = −2r
∫ π
−π
1
r2 + 1− 2r cos θdθ︸ ︷︷ ︸
:=A1
+2r
∫ π
−π
cos2 θ
r2 + 1− 2r cos θdθ︸ ︷︷ ︸
:=A2
.
Let Pa(θ) = 1−a
2
a2+1−2a cos θ
be the Poisson kernel, for 0 ≤ a < 1. Recall the facts that
1
2π
∫ π
−π
Pa(θ)dθ = 1,
and,
1
2π
∫ π
−π
Pa(t− θ)einθdθ = a|n|eint, for n ∈ Z.
Thus, we obtain
A1 =
{
2π
1−r2
, for r < 1,
2π
r2−1
, for r > 1,
the second case being obtained by replacing r by 1r with r > 1.
Now,∫ π
−π
Pa(θ) cos2 θdθ =
1
4
∫ π
−π
Pa(θ)ei2θdθ+
1
4
∫ π
−π
Pa(θ)e−i2θdθ+
1
2
∫ π
−π
Pa(θ)dθ = π(a2 +1).
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Thus,
A2 =
{
1
1−r2
π(r2 + 1), for r < 1,
1
r2−1
π( 1
r2
+ 1), for r > 1.
So,
A =
{
−2πr, for r < 1,
−2πr , for r > 1,
and ﬁnally,
I =
{
r2
4 , for r < 1,
1
4r2
+ log r, for r > 1.
To determine the logarithmic potential for points belonging to the unit circle, we will
need the following lemma.
Lemma 2.5.2. We have ∫ π
−π
log |1− eiθ| 1
π
sin2 θdθ =
1
4
.
Proof. Let I =
∫ π
−π log |1− eiθ| sin2 θdθ = π2 log 2 +
∫ π
0 log(1− cos θ) sin2 θdθ. Let us call J
the last integral. Using integration by parts, we have
J = −
∫ π
0
log(1− cos θ)dθ +
∫ π
0
log(1− cos θ)dθ − J − π
2
.
But, ∫ π
0
log(1− cos θ)dθ =
∫ π
−π
log |1− eiθ|dθ − π log 2 = −π log 2,
the last integral being zero by the mean value property of harmonic functions. Using
integration by parts, and the change of variable x = cos θ, we obtain∫ π
0
log(1− cos θ) cos θdθ = −π.
Thus,
∫ π
−π log |1− eiθ| 1π sin2 θdθ = 14 .
By the two previous lemma, we have then that
∫ π
−π
log |r − eiθ| 1
π
sin2 θdθ =
{
r2
4 , if 0 ≤ r ≤ 1,
1
4r2
+ log r, if r > 1.
The logarithmic potential of the measure dν(z) = 2|ℑz|2dσ(z) on S1 can now be
determined.
Proposition 2.5.3. Let dν(z) = 2|ℑz|2dσ(z). The logarithmic potential of ν is given, for
x ∈ C, by
Uν(x) =
∫
S1
log |x− z|−1dν(z) =

−
1
4(ℜ(x)2 −ℑ(x)2), if |x| ≤ 1,
− 1
4|x|4
(ℜ(x)2 −ℑ(x)2)− log |x|2, if |x| > 1.
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Proof. Let x = reiγ ∈ C.∫
S1
log |reiγ − z|dν(z) =
∫
log |r − z| 1
π
|ℑ(zeiγ)|2dσ(z),
since dσ is invariant by multiplication by an element of the unit circle. So,∫
S1
log |reiγ − z|dν(z) =
∫ π
−π
log |r − eiθ| 1
π
sin2 θdθ cos2 γ +
∫ π
−π
log |r − eiθ| 1
π
cos2 θdθ sin2 γ
+
∫ π
−π
log |r − eiθ| 1
π
sin θ cos θdθ2 sin γ cos γ.
The last integral is zero by parity, so∫
S1
log |reiγ−z|dν(z) =
∫ π
−π
log |r−eiθ| 1
π
sin2 θdθ(cos2 γ−sin2 γ)+
∫ π
−π
log |r−eiθ| 1
π
dθ sin2 γ.
Since
∫ π
−π log |r − eiθ| 1πdθ =
{
0, if r ≤ 1
2 log r, if r > 1,
, we have
∫
S1
log |reiγ − z|dν(z) =
{
r2
4 (cos
2 γ − sin2 γ), if r ≤ 1,
( 1
4r2
+ log r) cos2 γ + (− 1
4r2
+ log r) sin2 γ, if r > 1.
2.5.2 Large deviations
Let µˆn be the empirical measure of X(n), that is
µˆn =
1
n
n∑
i=1
δuizn,iu∗i .
It would be interesting to prove a large deviation principe for the empirical measure µˆn as
in the hermitian and complex cases [BG97, BZ98]. This is a ﬁrst result in this direction.
Proposition 2.5.4. The measure µˆn is exponentially tight.
Proof. Denote by Br = {q ∈ H | |q| < r} the open ball of radius r in H. Consider the
compact sets
AK,r = {µ ∈M1(H) |µ(Bcr) ≤ K} ,
where M1(H) is the set of probability measure on H. Then, denoting by σ = U S(H) the
uniform measure on S(H), we have,
P(µˆn ∈ AcK,r) = P(µˆn(|q| ≥ r) > K)
=
∫
✶{µˆn(|q|≥r)>K}
1
cn
exp
(
−1
2
(
Kn(z) +
2n∑
i=1
(|zi|2 + log |zi − z¯i|−1))
)
× dz1 · · · dzndσ(u1) · · · dσ(un)
Recall that H(x) = |x|2 − log(|x|2 + 1) for the gaussian potential V (x) = |x|2, and deﬁne
ϕ(|x|) = H(x). Hence, ϕ is a non-negative, non-deacreasing function on R, and we have
ϕ(|uxu∗|) = ϕ(|x|) for all u ∈ S(H). By Markov inequality we have,
µˆn(|q| ≥ r) ≤ µˆn(ϕ(|q|) ≥ ϕ(r)) ≤
∫
H
ϕ(|q|)dµˆn(q)
ϕ(r)
.
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Hence, since k(x, y) ≥ 12(H(x) +H(y)), we have
Kn(z) ≥ (2n− 1)2
n∑
i=1
ϕ(|zi|) = (2n− 1)2n
∫
ϕ(|q|)dµˆ(q) ≥ (2n− 1)2nϕ(r)µˆ(|q| ≥ r).
So we get,
P(µˆn ∈ AcK,r) ≤
∫
✶{µˆn(|q|≥r)>K}
1
cn
e−
1
2
(2n−1)2nϕ(r)µˆn(|q|≥r)e−
1
2
∑2n
i=1
(|zi|
2+log |zi−z¯i|
−1)
× dz1 · · · dzndσ(u1) · · · dσ(un)
≤ 1
cn
e−n(2n−1)ϕ(r)K
(∫
C
e−|x|
2 |x− x¯|dx
)n ∫
dσ(u1) · · · dσ(un)︸ ︷︷ ︸
=1
.
Now taking the log, we obtain
1
n2
logP(µˆn ∈ AcK,r) ≤
1
n2
log
1
cn
− n(2n− 1)
n2
ϕ(r)K +
1
n
logC,
where C =
∫
C
e−|x|
2 |x − x¯|dx is a ﬁnite constant. Now taking the limsup, and using the
estimate on cn given by lemma 2.2.11, we have
lim sup
n
1
n2
logP(µˆn ∈ AcK,r) ≤ 2E − 2ϕ(r)K ≤ −α,
with K = α+2E2ϕ(r) , which proves the exponential tightness.
Chapter 3
Quantum random walks and
minors of Hermitian Brownian
motion
This is a joint work with Manon Defosseux (MAP5, Université Paris Descartes). Consider-
ing quantum random walks, we construct discrete-time approximations of the eigenvalues
processes of minors of Hermitian Brownian motion. It has been recently proved by Adler,
Nordenstam and van Moerbeke in [ANvM10] that the process of eigenvalues of two con-
secutive minors of an Hermitian Brownian motion is a Markov process, whereas if one
considers more than two consecutive minors, the Markov property fails. We show that
there are analog results in the noncommutative counterpart and establish the Markov
property of eigenvalues of some particular submatrices of Hermitian Brownian motion.
3.1 Introduction
Let (M(t), t ≥ 0) be a 2× 2 Hermitian Brownian motion with null trace, i.e.
M(t) =
[
B1(t) B2(t) + iB3(t)
B2(t)− iB3(t) −B1(t)
]
, t ≥ 0,
where (B1, B2, B3) is a standard Brownian motion in R3. Itô’s calculus easily shows that
the process
(
B1(t),
√
B21(t) +B
2
2(t) +B
2
3(t)
)
, t ≥ 0, (3.1)
is a Markovian process on R2. Let us recall how noncommutative discrete-time approxi-
mation of this process can be constructed, following [Bia06]. For this, we consider the set
M2(C) of 2× 2 complex matrices, endowed with the state
tr(M) =
1
2
Tr(M), M ∈ M2(C),
and the Pauli matrices
x =
(
0 1
1 0
)
, y =
(
0 −i
i 0
)
, z =
(
1 0
0 −1
)
,
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which satisfy the commutation relations
[x, y] = 2iz, [y, z] = 2ix, and [z, x] = 2iy.
The matrices x, y and z deﬁne three noncommutative Bernoulli variables. Consider the
algebra M2(C)⊗∞, endowed with the inﬁnite product state, still denoted tr, deﬁned by
tr(a1 ⊗ · · · ⊗ an ⊗ I⊗∞) = tr(a1) · · · tr(an), for a1, . . . , an ∈ M2(C),
where I is the identity matrix of M2(C). Deﬁne, for all i ∈ N∗, the elements
xi = I⊗(i−1) ⊗ x⊗ I⊗∞, yi = I⊗(i−1) ⊗ y ⊗ I⊗∞, zi = I⊗(i−1) ⊗ z ⊗ I⊗∞,
as well as the partial sums
Xn =
n∑
i=1
xi, Yn =
n∑
i=1
yi, Zn =
n∑
i=1
zi, n ≥ 1.
The processes (Xn)n≥1, (Yn)n≥1 and (Zn)n≥1, deﬁne three classical centered Bernoulli
random walks. Considered together, they form a noncommutative Markov process which
converges, after a proper renormalization, towards a standard Brownian motion in R3
(see Biane [Bia90] for more details). Furthermore, the family of noncommutative random
variables
(Zn,
√
X2n + Y 2n + Z2n, n ≥ 1), (3.2)
forms a discrete-time approximation of the Markov process (3.1). Since the noncommuta-
tive process (3.2) is also Markovian (see [Bia06]), there is a quite noticing analogy between
what happens in the commutative and noncommutative cases.
In higher dimension, there are several natural ways to generalize the construction of
processes (3.1) and (3.2). For some of them, the Markov property fails. For instance for
d ≥ 2, in the commutative case, if (M(t), t ≥ 0) is a d×d Hermitian Brownian motion, the
process obtained by considering the eigenvalues of two consecutive minors of (M(t), t ≥ 0),
is Markovian whereas the Markovianity fails if one considers more than two consecutive
minors, as it has been recently proved in [ANvM10], and announced in [Def10]. This result
has also an analogue in a noncommutative framework as we shall see in the sequel.
In this paper we extend to higher dimensions the construction of the noncommutative
process (3.2). For this we need some basic facts about representation theory of Lie algebra
recalled in section 3.2. In section 3.3 we recall the construction of quantum Markov chains.
The Markovian aspects are studied more speciﬁcally in section 3.4 using some existing re-
sults of invariant theory. In particular we discuss the Markovianity of noncommutative
analogues of the processes of eigenvalues of consecutive minors. In the last section, con-
sidering the limit of the noncommutative processes previously studied, we discuss the
Markovianity of some natural generalizations of the process (3.1).
3.2 Universal enveloping algebra
Let G = GLd(C) be the group of d × d invertible matrices, and g = Md(C) its Lie
algebra, which is the algebra of d × d complex matrices. Letting eij , i, j = 1, . . . , d, be
the standard basis in Md(C), the universal enveloping algebra U(g) of g is the associative
algebra generated by eij , i, j = 1, . . . , d, with no relations among the generators other than
the following commutation relations
[eij , ekl] = δjkeil − δilekj ,
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where [·, ·] is the usual bracket of g. By the Poincaré-Birkhoﬀ-Witt theorem (see [Žel73]),
there exists a basis of U(g) composed of monomials
ei1j1 · · · eimjm ,
where the integers ik, jk are taken in a certain order. Hence, writing an element of U(g) in
this basis, its degree is deﬁned as the degree of its leading term. For n ∈ N, we denote Un(g)
the set of elements of U(g) whose leading term is of degree smaller than n. Recall that a
representation of g in a ﬁnite dimensional vector space V is a Lie algebra homomorphism
ρ : g → End(V ).
Then any representation ρ of g extends uniquely to the universal enveloping algebra letting
ρ(xy) = ρ(x)ρ(y), x, y ∈ U(g).
Let I be the identity matrix of size d × d. The coproduct on U(g) is the algebra homo-
morphism ∆: U(g)→ U(g)⊗ U(g) deﬁned on the generators by
∆(I) = I ⊗ I
∆(eij) = I ⊗ eij + eij ⊗ I, if i 6= j, i, j = 1, . . . , d
∆(hi) = I ⊗ hi + hi ⊗ I, i = 1, . . . , d− 1,
where hi = eii − ei+1i+1. This characterizes entirely ∆ letting
∆(xy) = ∆(x)∆(y), x, y ∈ U(g),
where the product on U(g) ⊗ U(g) is deﬁned in the usual way (a ⊗ b)(c ⊗ d) = ac ⊗ bd,
for a, b, c, d ∈ U(g). The tensor product of two representations ρ1 : g → End(V1) and
ρ2 : g → End(V2) and its extension to U(g)
ρ1 ⊗ ρ2 : U(g)→ End(V1 ⊗ V2)
is given by
ρ1 ⊗ ρ2(x) = (ρ1 ⊗ ρ2)∆(x), x ∈ U(g),
where (ρ1 ⊗ ρ2)(x1 ⊗ x2) = ρ1(x1)⊗ ρ2(x2), for x1, x2 ∈ U(g). For a representation ρ of g,
we deﬁne recursively the representation ρ⊗n of U(g) by
ρ⊗n(x) := (ρ⊗n−1 ⊗ ρ)∆(x), x ∈ U(g).
3.3 Quantum Markov chain
We ﬁrst recall some basic facts about noncommutative probability, which can be found
in [Mey93] for example. A noncommutative probability space (A, ϕ) is composed of a
unital ∗-algebra, and a state ϕ : A → C, that is a positive linear form, in the sense that
ϕ(aa∗) ≥ 0 for all a ∈ A, and normalized, i.e. ϕ(1) = 1. Elements of A are called
noncommutative random variables. Note that classical probability is recovered, at least
for bounded random variables, by letting A = L∞(Ω,P) for some probability space (Ω,P),
and ϕ being the expectation E. The law of a family (a1, . . . , an) of noncommutative
random variables is deﬁned as the collection of ∗-moments
ϕ(aε1i1 · · · aεkik ),
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where for all j = 1, . . . , k, ij ∈ {1, . . . , n}, εj ∈ {1, ∗}, and k ≥ 1. Thus, convergence in
distribution means convergence of all ∗-moments.
Recall that a von Neumann algebra is a subalgebra of the algebra of bounded operators
on some Hilbert space, closed under the strong topology. Deﬁne W = Md(C)⊗∞ the
inﬁnite tensor product in the sense of von Neumann algebras, with respect to the product
state ω = tr⊗∞, where tr = 1d Tr is the normalized trace on Md(C). Hence, (W, ω)
is a noncommutative probability space. For a1, . . . , an ∈ Md(C), we use the notation
a1⊗· · ·⊗an instead of a1⊗· · ·⊗an⊗ I⊗∞. Let us now recall the construction of quantum
Markov chains, as it can be found in [Bia06]. First, let us see how classical Markov chains
can be translated in the noncommutative formalism. If (Xn)n≥1 is a classical Markov chain
deﬁned on some probability space (Ω,P) and taking values in a measurable space E, then
for each n ≥ 1, the random variable Xn : Ω→ E gives rise to an algebra homomorphism
χn : L∞(E)→ L∞(Ω)
f 7→ f(Xn).
Hence, one can think of a noncommutative random variable as an algebra homomorphism.
The Markov property of (Xn)n≥1 writes
E(Y f(Xn+1)) = E(Y Qf(Xn)),
for all σ(X1, . . . , Xn)-measurable random variable Y , and where Q : L∞(E) → L∞(E) is
the transition operator of (Xn)n≥1. Translating this in the homomorphism formalism, we
get
E(ψχn+1(f)) = E(ψχn(Qf)),
where ψ is in the subalgebra of L∞(Ω) generated by X1, . . . , Xn.
Let us pass to the construction properly speaking of the quantum Markov chain con-
sidered here. Let ρ be the standard representation of g. We consider the morphism
jn : U(g)→W
x 7→ ρ⊗n(x),
for all n ≥ 1. Deﬁne P : U(g)→ U(g) by
P = id⊗η ◦∆,
where η(·) = tr(ρ(·)). P is a unital completely positive map, which is the analogue of
Markov operator in the quantum context. We have that (jn)n≥1 is a quantum Markov
chain, in the sense that it satisﬁes the following Markov property.
Proposition 3.3.1. For all ξ in the von Neumann algebra generated by {jk(U(g)), k ≤
n− 1}, and all x ∈ U(g),
ω(jn(x)ξ) = ω(jn−1(Px)ξ).
Proof. Let ξ = a1 ⊗ · · · ⊗ an−1, where the ai’s are in Md(C). Using Sweedler’s notation
∆(x) =
∑
x1 ⊗ x2,
we have on one hand
ω(jn(x)ξ) = ω((ρ⊗n−1 ⊗ ρ)∆(x)ξ)
=
∑
ω
(
ρ⊗n−1(x1)⊗ ρ(x2)ξ
)
,
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so,
ω(jn(x)ξ) =
∑
tr(ρ⊗n−1(x1)ξ) tr(ρ(x2)).
On the other hand,
Px =
∑
x1η(x2).
Thus
jn−1(Px) =
∑
η(x2)ρ⊗n−1(x1),
and
ω(jn−1(Px)ξ) =
∑
tr
(
ρ⊗n−1(x1)ξ
)
tr
(
ρ(x2)
)
,
which achieves the proof.
3.4 Restriction to a subalgebra
Recall that the group G acts on g via the adjoint action, i.e. the conjugation action, given
by
Ad(g)x = gxg−1, g ∈ G, x ∈ g.
This action extends uniquely to an action on U(g) letting
Ad(g)(xy) = (Ad(g)x)(Ad(g)y), g ∈ G, x ∈ U(g).
The group G acts on U(g)⊗ U(g) via the action
Ad(g)(x⊗ y) = (Ad(g)x)⊗ (Ad(g)y), g ∈ G, x, y ∈ U(g).
Note that the morphism ∆ satisﬁes
∆(Ad(g)x) = Ad(g)∆(x), g ∈ G, x ∈ U(g). (3.3)
The next proposition shows that the operator P commute with the adjoint action.
Proposition 3.4.1. For all g ∈ G, and all x ∈ U(g), we have
Ad(g)P (x) = P (Ad(g)x).
Proof. Using the notation ∆x =
∑
x1 ⊗ x2 for x ∈ U(g), we have
Ad(g)P (x) = Ad(g)
(∑
x1η(x2)
)
=
∑
Ad(g)x1η(x2),
and
P (Ad(g)x) = id⊗η ◦∆(Ad(g)x) = id⊗η (Ad(g)∆x)
=
∑
Ad(g)x1η(x2),
since η is a trace.
Definition 3.4.2. For a subgroup K of G, an element x ∈ U(g) is said to be K-invariant
if
Ad(g)x = x, ∀g ∈ K.
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The set of K-invariant elements of U(g) is denoted U(g)K . For n ∈ N, we denote
Un(g)K the subset of U(g)K of elements whose leading term is of degree smaller than n.
Proposition 3.4.1 implies the following one, which is fundamental for our purpose.
Proposition 3.4.3. Let K be a subgroup of G. The subalgebra U(g)K of K-invariant
elements of U(g) is stable by P , i.e.
P U(g)K ⊂ U(g)K .
Hence, the restriction of (jn)n≥1 to U(g)K deﬁnes a quantum Markov chain.
Let us focus on some particular invariant sets related to the minor process studied in
[ANvM10]. For a ﬁxed integer p ∈ {0, . . . , d−1}, we consider the block diagonal subgroup
GLd−p(C)× C∗p of G which consists of elements of the form

k
0k1
0
. . .
kp

 ,
with k ∈ GLd−p(C), and k1, . . . , kp ∈ C∗. For l,m ∈ N∗, we denote Ml,m the set of l ×m
matrices with noncommutative entries in U(g). We let Ml = Ml,l. The rules to add
or multiply matrices of Ml,m are the same as those for the commutative case replacing
the usual addition and multiplication in a commutative algebra by the addition and the
multiplication in U(g). Moreover, if M = (mij)1≤i,j≤l is a matrix inMl, then the element
of U(g) equal to ∑li=1mii is denoted Tr(M). We partition the matrix E = (eij)1≤i,j≤d in
block matrices in the form
E =


E11 . . . E1p+1
...
...
Ep+11 . . . Ep+1p+1

 ,
where E11 ∈ Md−p,d−p, E1i ∈ Md−p,1, Ei1 ∈ M1,d−p, i ∈ {2, . . . , p+ 1}, and Eij ∈ U(g),
i, j ∈ {2, . . . , d}.
Notation. Entries of a matrix will be always denoted by small letters, while capital letters
will refer to the partition deﬁned above.
The next theorem, which has been proved by Klink and Ton-That, gives the generators
of the subalgebra U(g)GLd−p(C)×C∗p .
Theorem 3.4.4 ([KTT92]). The subalgebra U(g)GLd−p(C)×C∗p is ﬁnitely generated by the
constants and elements
Tr(Ei1i2 · · ·Eiqi1), q ∈ N∗, i1, . . . , iq ∈ {1, . . . , p+ 1}.
The two extreme cases of the above theorem give the following classical results. Ac-
tually for p = 0, it implies that the center of U(g) is generated by Casimir operators (see
[Žel73])
Tr(Ek), k ∈ N.
For p = d − 1, we recover that the commutant of {eii, i = 1, . . . , d} in U(g) is generated
by elements
ei1i2 · · · eiqi1 , q ∈ N, i1, . . . , iq ∈ {1, . . . , p+ 1}.
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For a1, . . . , an ∈ U(g), we denote
〈a1, . . . , an〉,
the subalgebra of U(g) generated by the constants and elements a1, . . . , an. Let us focus
on the subalgebra U(g)GLd−p(C)×C∗p and its generators in the case when p = 1 and p = 2.
First we need the following lemmas.
Lemma 3.4.5. If A = (aij)1≤i,j≤d, B = (bij)1≤i,j≤d ∈Md, with aij ∈ Un(g), bij ∈ Um(g),
for i, j = 1, . . . , d, then
Tr(AB)−Tr(BA) ∈ Um+n−1(g).
Proof. This is a consequence of the commutation relations in U(g).
The following lemma claims that the subset of invariants U(g)GLd−1(C)×C∗ is generated
by the Casimir elements associated to the Lie algebra Md(C) and those associated to the
subalgebra {M ∈ Md(C) : mid = mdi = 0, i = 1, . . . , d} ≃ Md−1(C).
Lemma 3.4.6. The subalgebra U(g)GLd−1(C)×C∗ is generated by
Tr(Ek−111 ), Tr(E
k), k = 1, . . . , d.
Proof. For q ∈ N∗, let Tq be the subalgebra
〈Tr(Ei1i2 · · ·Eiki1), k ∈ {1, . . . q}, i1, . . . , ik = 1, 2〉.
It is suﬃcient to prove that for every q ∈ N∗
Tq = 〈Tr(Ek11),Tr(Ek), k ∈ {1, . . . , q}〉. (3.4)
For every q ∈ N∗ the inclusion
〈Tr(Ek11),Tr(Ek), k ∈ {1, . . . , q}〉 ⊂ Tq
follows from the fact that
Tr(Ek) =
∑
Tr(Ei1i2 · · ·Eiki1),
where the sum runs over all sequences i1, . . . , ik of integers in {1, 2}. Let us prove the
reverse inclusion by induction on q. It is clearly true for q = 1. For q = 2, let us write
Tr(E2) = Tr(E21E12) +Tr(E12E21) +Tr(E211) +Tr(E
2
22).
Thus the inclusion
T2 ⊂ 〈Tr(Ek11),Tr(Ek), k = 1, 2〉
follows from Lemma 3.4.5 which implies that
Tr(E21E12)−Tr(E12E21) ∈ UGLd−1×C
∗
1 (g) ⊂ 〈1, E11, E22〉.
The case q = 3 is proved in a similar way. Suppose that (3.4) is true for q − 1, for a ﬁxed
q ≥ 4. Let i1, i2 . . . , iq, be a sequence of integers in {1, 2}. If the sequence i1, i2 . . . , iq,
contains no successive integers equal to 1 then Ei1i2 · · ·Eiqi1 , contains only factors equal
to E21E12, E12E21, or E22. By lemma 3.4.5 and inclusion
Uq−1(g)GLd−1(C)×C∗ ⊂ Tq−1, (3.5)
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we can suppose that Ei1i2 · · ·Eiqi1 , contains only factors equal to E21E12, or E22, which
belongs to the subalgebra
〈Tr(Ek11),Tr(Ek), k = 1, 2〉.
If Ei1i2 · · ·Eiqi1 , contains factors equal to E11 but strictly less than q− 2, then it contains
at least one factor equal to E21E11E12, E11E12E21 or E12E21E11. Thanks to lemma 3.4.5,
and inclusion (3.5) we can suppose that i1 = i3 = 2 and i2 = 1. Thus
Tr(Ei1i2 · · ·Eiqi1) = (E21E11E12)Tr(E2i4 · · ·Eiq2).
Then the induction hypothesis implies
Tr(Ei1i2 · · ·Eiqi1) ∈ 〈Tr(Ek11),Tr(Ek), k ∈ {1, . . . , q − 1}〉.
If Ei1i2 · · ·Eiqi1 = Ed11 then
Tr(Ei1i2 · · ·Eiqi1) = Tr(Eq11) ∈ 〈Tr(Ek11),Tr(Ek), k ∈ {1, . . . , q}〉.
If Ei1i2 · · ·Eiqi1 contains q − 2 factors equal to E11, then
Tr(Ei1i2 · · ·Eiqi1) ∈ {Tr(Eq−211 E12E21),Tr(E21Eq−211 E12),Tr(E12E21Eq−211 )}.
We write
Tr(Eq) = Tr(Eq11) +Tr(E
q−2
11 E12E21) +Tr(E21E
q−2
11 E12) +Tr(E12E21E
q−2
11 )
+
∑
Tr(Ei1i2 · · ·Eiqi1)
where the sum runs over all sequences i1, . . . , iq of integers in {1, 2} containing strictly less
than q− 1 integers equal to 1. The previous cases, Lemma 3.4.5 and inclusion (3.5) imply
that
Tr(Eq)− 3Tr(Ei1i2 · · ·Eiqi1) ∈ 〈Tr(Ek11),Tr(Ek), k ∈ {1, . . . , q}〉.
Since it is known (see [Žel73]) that
〈Tr(Ek), k ∈ {1, . . . , d}〉 = 〈Tr(Ek), k ≥ 1〉,
and
〈Tr(Ek11), k ∈ {1, . . . , d− 1}〉 = 〈Tr(Ek11), k ≥ 1〉,
the proposition follows.
Remark 3.4.7. When p ≥ 2, the subalgebra U(g)GLd−p(C)×C∗p is not generated by the
Casimir elements associated to the Lie algebras {M ∈ Md(C) : mij = mji = 0, i =
1, . . . , d, j = d− k + 1, . . . , d} ≃ Md−k(C), k ∈ {1, . . . , p}. For instance,
Tr(E13E31) /∈ 〈Tr(Ek11),Tr(
[
E11 E12
E21 E22
]k
),Tr(Ek), k ∈ N〉
and thus
〈Tr(Ek11),Tr(
[
E11 E12
E21 E22
]k
),Tr(Ek), k ∈ N〉 ( U(g)GLd−2(C)×C∗2 .
The following theorem is a quantum analogue of theorems 2.2 of [ANvM10].
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Theorem 3.4.8. The restriction of the jn’s to the subalgebra
〈Tr(Ek−111 ),Tr(Ek), k ∈ {1, . . . , d}〉,
deﬁnes a quantum Markov process.
Proof. Theorem follows immediately from proposition 3.4.3 and lemma 3.4.6.
Note that the subalgebra
〈Tr(Ek−111 ),Tr(Ek), k ∈ {1, . . . , d}〉,
is commutative. Thus, as in [Bia06] which focus on the d = 2 case, the quantum Markov
process in the above theorem is a noncommutative process, with a commutative Markovian
operator. Taking d = 2 in theorem 3.4.8 the Markovianity of the process (3.2) follows.
The following theorem is an analogue of theorem 2.4 of [ANvM10] in a noncommutative
context. The non-Markovianity comes from remark 3.4.7.
Theorem 3.4.9. Consider the partition of E with p = 2. The restriction of the jn’s to
the subalgebra
〈Tr(Ek11),Tr(
[
E11 E12
E21 E22
]k
),Tr(Ek), k ∈ N〉,
does not deﬁne a quantum Markov process.
Proof. We have to prove that the subalgebra
B := 〈Tr(Ek11),Tr(
[
E11 E12
E21 E22
]k
),Tr(Ek), k ∈ N〉,
is not stable by the operator P . Indeed, the partition of E for p = 2 writes
E =

 E11 E12 E13E21 E22 E23
E31 E32 E33

 .
One can prove by straightforward calculation that the element
a = E21E12 (E31E13 + E32E23)
2
is in B, but Pa does not, which proves the theorem.
Let us choose an integer m large enough such that the subalgebras
〈Tr(Ei1i2 · · ·Eiqi1), q ∈ N∗, i1, . . . , iq ∈ {1, . . . , p+ 1}〉
and
〈Tr(Ei1i2 · · ·Eiqi1), q = 1, . . . ,m, i1, . . . , iq ∈ {1, . . . , p+ 1}〉
are equal. In the framework of this paper, the natural process which "contains" the one of
theorem 3.4.9 and remains Markovian, is given in the following theorem taking p = 2.
Theorem 3.4.10. The restriction of the jn’s to the subalgebra
〈Tr(Ei1i2 · · ·Eiqi1), q ∈ {1, . . . ,m}, i1, . . . , iq ∈ {1, . . . , p+ 1}〉,
deﬁnes a quantum Markov process.
Proof. Theorem follows from theorem 3.4.4 and proposition 3.4.3.
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3.5 Random matrices
Let Hd and H0d be respectively the set of d× d complex Hermitian matrices and the set of
d× d complex Hermitian matrices with null trace, both endowed with the scalar product
given by
〈M,N〉 = Tr(MN), M,N ∈ Hd (resp. H0d).
For k, l ∈ N∗, we denote Mk,l(C) the set of k × l complex matrices and let Mk(C) =
Mk,k(C). As in the noncommutative case, we partition a matrix M ∈ Md(C) in block
matrices in the form
M =


M11 . . . M1p+1
...
...
Mp+11 . . . Mp+1p+1

 ,
where M11 ∈ Md−p,d−p(C), M1i ∈ Md−p,1(C), Mi1 ∈ M1,d−p(C), i ∈ {2, . . . , p + 1}, and
Mij ∈ C, i, j ∈ {2, . . . , d}.
Deﬁne the elements (xij)1≤i,j≤d of U(g) by
xij = eij , for 1 ≤ i 6= j ≤ d, and xii = eii − 1
d
I, for 1 ≤ i ≤ d.
Note all the xij ’s are traceless elements of g. Let v = dd−1 tr(ρ(xii)ρ(xii)) which does not
depend on i. Then we have the following theorem which is due to Biane.
Theorem 3.5.1 (Biane, [Bia95]). The law of the family of random variables on (W, ω)(
1√
nv
j⌊nt⌋(xij)
)
t∈R+,1≤i,j≤d
converges as n goes to inﬁnity towards the law of
(mjk(t))t∈R+,1≤i,j≤d,
where (M(t) = (mij(t))1≤i,j≤d, t ≥ 0) is a standard Brownian motion on H0d.
By the above theorem, we see that the law of the noncommutative process
( 1√
nv
j⌊nt⌋
)
t≥0
(3.6)
restricted to the subalgebra of theorem 3.4.8 converges, as n goes to inﬁnity, towards the
law of (Tr(M11(t)k−1),Tr(M(t)k), k ≥ 1, t ≥ 0). We will see that this process, which
is equivalent to the process of eigenvalues of two consecutive minors of (M(t), t ≥ 0), is
Markovian. More generally, ifK is a subgroup ofG, the law of the noncommutative process
(3.6) restricted to the subalgebra U(g)K converges, as n goes to inﬁnity, to a commutative
process which remains Markovian. The fact that the limit process is a Markov process
will follow by Itô’s calculus and invariant theory in a commutative framework. A function
f : Md(C)→ C is seen as a function from Cd2 to C.
Definition 3.5.2. Let K be a subgroup of G. A function f from Md(C) to C is said to
be K-invariant if
∀ k ∈ K ∀M ∈ Md(C), f(kMk−1) = f(M).
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Let P(g) denote the algebra of all complex-valued polynomial functions on Md(C), i.e.
P(g) is the set of all polynomials in coordinates of a matrix of Md(C). For any subgroup
K of G, the set of K-invariant elements of P(g) is denoted P(g)K . The following theorem,
which is a commutative version of theorem 3.4.4, has been proved in ([KTT92]).
Theorem 3.5.3 ([KTT92]). It exists m ∈ N, such that the subalgebra P(g)GLd−p(C)×C∗p
is generated by the constants and polynomials
M ∈ Md(C) 7→ Tr(Mi1i2 · · ·Miqi1), q ∈ {1 . . . ,m}, i1, . . . , iq ∈ {1, . . . , p+ 1}.
Let us recall the following property of Brownian motion and invariant functions. In
what follows we denote by 〈·, ·〉 the usual quadratic covariation, and by d and d2 the usual
ﬁrst and second order diﬀerentials.
Proposition 3.5.4. Let g ∈ GLd(C), and f and h be twice diﬀerentiable functions from
Md(C) to C such that
∀M ∈ Md(C) f(gMg−1) = f(M) and h(gMg−1) = h(M). (3.7)
If B is a standard Brownian motion on Hd, then
〈df(gMg−1)(dB),dh(gMg−1)(dB)〉 = 〈df(M)(dB),dh(M)(dB)〉
and
〈d2f(gMg−1)(dB), dB〉 = 〈d2f(M)(dB), dB〉.
Proof. Since B is a standard Brownian motion on Hd,
〈(gdBg−1)ij , (gdBg−1)kl〉 = 〈dBij , dBkl〉, i, j, k, l ∈ {1, . . . , d}.
Thus
〈df(gMg−1)(dB),dh(gMg−1)(dB)〉 = 〈df(gMg−1)(gdBg−1),dh(gMg−1)(gdBg−1)〉,
and
〈d2f(gMg−1)(dB), dB〉 = 〈d2f(gMg−1)(gdBg−1), gdBg−1〉.
Property (3.7) implies
〈df(gMg−1)(gdBg−1),dh(g−1Mg)(gdBg−1)〉 = 〈df(M)(dB),dh(M)(dB)〉
〈d2f(gMg−1)(gdBg−1), gdBg−1〉 = 〈d2f(M)(dB), dB〉.
The previous proposition implies the following one.
Proposition 3.5.5. Let K be a subgroup of GLd(C). If f and h are elements in P(g)K ,
then the functions
M ∈ Md(C) 7→ 〈df(M)(dB),dh(M)(dB)〉,
and
M ∈ Md(C) 7→ 〈d2f(M)(dB), dB〉
are also K-invariant polynomial functions.
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For a twice continuously diﬀerentiable function f : Md(C)→ C, multidimensional Itô’s
formula writes
df(B) = df(B)(dB) +
1
2
〈d2f(B)(dB), dB〉.
Thus proposition 3.5.5 leads to the next proposition in which the integer m is the one
introduced in theorem 3.5.3.
Proposition 3.5.6. If (B(t), t ≥ 0) is a standard Brownian motion on Hd, the processes
(Tr(Bi1i2(t) · · ·Biqi1(t)), t ≥ 0),
q ∈ {1, . . . ,m}, i1, . . . , iq ∈ {1, . . . , p+1}, form a Markov process on Rr, with r =∑mk=1(p+
1)k.
Proof. For p and q two integers in {1, . . . ,m} and two sequences i1, . . . , ip and j1, . . . , jq
of integers of {1, . . . , p + 1}, let us consider the functions f , g and h from Md(C) to C
deﬁned by
f(M) = Tr(Mi1i2 · · ·Mipi1), g(M) = Tr(Mi1ip · · ·Mi2i1), M ∈ Md(C),
and
h(M) = Tr(Mj1j2 · · ·Mjqj1), M ∈ Md(C).
Since f(M) = g(M), when M ∈ Hd, we have
〈df(B)(dB),dh(B)(dB)〉 = 〈dg(B)(dB),dh(B)(dB)〉.
Proposition (3.5.5) implies that
〈df(B)(dB),dh(B)(dB)〉, 〈df(B)(dB),dh(B)(dB)〉,
and
〈d2f(B)(dB), dB〉,
are polynomial functions in the processes
Tr(Bi1i2 · · ·Biqi1),
q ∈ {1, . . . ,m}, i1, . . . , iq ∈ {1, . . . , p+ 1}. Thus proposition follows from usual properties
of diﬀusions (see [Øks03] for example).
Let us give a formulation of the last proposition in term of eigenvalues of some par-
ticular submatrices of Brownian motion on Hd. In the following lemma a polynomial
function
M ∈ Md(C) 7→ f(M),
is just denoted f(M).
Lemma 3.5.7. For any positive integer q, and any sequence of integers i1, . . . , iq in
{1, . . . , p+ 1}, the polynomial function
Tr(Mi1i2 · · ·Miqi1)
is equal to a ﬁnite product of factors of the form
Tr(Mn11),Tr(M1iMi1M
m
11),Tr(M1iMijMj1M
n
11),
Mii,MijMji, (MijMji)−1,MijMjkMki,
where n ∈ N, and i, j, k, are distinct integers in {2, . . . , p+ 1}.
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Proof. The lemma, which is is clearly true for q = 1, 2, 3, is proved by induction on q ∈ N∗.
Suppose such a decomposition exists up to q − 1, for a ﬁxed integer q greater than 4. Let
us consider a sequence of integers i1, . . . , iq in {1, . . . , p + 1}. If all the integers of the
sequence or none of them are equal to 1, then the decomposition exists. If it exists two
successive integers, say i1 and i2, such that i1 = 1, i2 6= 1 then it exists integers k ≤ q− 1
and p ≤ q, such that ip 6= 1, and
Tr(Mi1i2 · · ·Miqi1) =Mi2i3 · · ·Mip1Mk11M1i2 .
If ip = i2, then
Tr(Mi1i2 · · ·Miqi1) = (Mi2i3 · · ·Mip−1i2)(Mi21Mk11M1i2).
If ip 6= i2, then
Tr(Mi1i2 · · ·Miqi1)(Mi2ipMipi2) = (Mi2i3 · · ·Mip−1ipMipi2)(Mip1Mk11M1i2Mi2ip).
Induction hypothesis implies that the above polynomials can be written as a product of
factors given in the lemma.
Proposition 3.5.8. If B is a Brownian motion on Hd, then the processes
Tr(Bn11),Tr(B1iBi1B
m
11),Tr(B1iBijBj1B
n
11),
Bii, BijBji, BijBjkBki,
where n ∈ N, and i, j, k, are distinct integers in {2, . . . , p + 1}, taken together, form a
Markov process.
Proof. Lemma 3.5.7 implies that there is a bijection between the Markov process of propo-
sition 3.5.6 and the process of proposition 3.5.8, which is consequently Markovian too.
The following theorem is an immediate consequence of the previous proposition.
Theorem 3.5.9. Let p be a positive integer and B be a Brownian motion on Hd. Then
the processes of the eigenvalues of the matrices,
B11,
(
B11 B1i
Bi1 Bii
)
,

 B11 B1i 00 0 Bij
Bj1 0 0

 ,
and the complex processes,
BijBji, BijBjkBki,
where i, j, k, are distinct integers in {2, . . . , p+1}, taken together, form a Markov process.
Taking p = 1 in theorem 3.5.9 we obtain the following corollary, which has been already
proved in [ANvM10].
Corollary 3.5.10. If (Λ(d)(t), t ≥ 0) is the process of eigenvalues of a standard Brownian
motion on Hd and (Λ(d−1)(t), t ≥ 0) is the process of eigenvalues of its principal minor of
order d− 1, then the processes
(Λ(d)(t),Λ(d−1)(t), t ≥ 0)
is Markovian.

Chapter 4
Interlacing property of zeros of
eigenvectors of Schrödinger
operators on trees
We prove an analogue for trees of Courant’s theorem on the interlacing property of zeros
of eigenfunctions of a Schrödinger operator. Let Γ be a ﬁnite tree, and A a Schrödinger
operator on Γ. If the eigenvectors of A are ordered according to increasing eigenvalues,
and do not vanish on the vertices of Γ, then the n-th eigenvector has exactly n nodal
domains, and the zeros of eigenvectors have the interlacing property.
4.1 Introduction
The famous Courant’s theorem [CH53] about nodal domains of eigenfunctions of diﬀeren-
tial operators states that
Theorem (Courant’s theorem). Let L be a self-adjoint second order elliptic operator on a
domain G with arbitrary boundary conditions. If its eigenfunctions are ordered according
to increasing eigenvalues, then the nodes of the n-th eigenfunction un divide the domain
into no more than n subdomains.
The subdomains deﬁned in the theorem are called nodal domains and are the connected
components of the complement of the nodal set {x |un(x) = 0}, which are separated by
the nodes, or zeros, of eigenfunctions of L.
If L is a Schrödinger operator on G = [a, b] ⊂ R, that is L = L + V where L is the
Laplacian and V some potential, Courant’s theorem becomes: The nodes of the n-th eigen-
function un divide G into exactly n nodal domains. Besides, the zeros of eigenfunctions
of L have an interlacing property: Between two zeros of un, there is exactly one zero of
un+1.
Analogues of Courant’s result on graph have recently received increasing attention,
see for example [DGLS01, Bıy03] and the recent book [BLS07]. Note also that it was
pointed to us that some of the ideas here were already presented in [Fri93], but we were
not aware of that. In [DGLS01], the authors Davies et al. prove an analogue of Courant’s
theorem on graph. Contrary to the situation when G is a manifold, since a function on a
graph is only deﬁned on the set of vertices, an eigenfunction can change its sign without
passing through zero, hence the nodes are not well deﬁned. So, Davies et al. introduce
the notion of sign graph, which is a connected set of vertices, on which the eigenvector has
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the same sign, and prove the analogue of Courant’s result, about the maximal number of
sign graphs of eigenvectors of a Schrödinger operator. Their proof are based on Courant’s
minimax theorem, see [CH53], and some straightforward algebra. In [Bıy03], Bıyıkoğlu
proves an analogue of Courant’s theorem for trees: he characterises the maximal number
of sign graphs of an eigenvector of a generalised Laplacian, and gives a computational
algorithm to ﬁnd an eigenvector with minimum number of sign graphs. In particular, he
proves that if u is an eigenvector associated to the n-th ordered eigenvalue λn without a
vanishing coordinate, then u has exactly n sign graphs. He also characterises the maximal
number of sign graphs for eigenvalues with multiplicity greater than one.
Here, we will prove the analogue of Courant’s interlacing property for Schrödinger
operators on ﬁnite trees, under the assumption that the eigenvectors are without vanishing
coordinates. The proof recover the previous result of Bıyıkoğlu [Bıy03] but with a diﬀerent
method. Since on a tree there is a unique path connecting two vertices, we can extend
a function by linearity on edges, which allows us to deﬁne the zeros of an eigenfunction.
The situation becomes then very similar to what happens in the real unidimensional case.
Both proof of Courant’s nodal theorem and of the interlacing property of eigenfunctions
of a Schrödinger operator on a tree follow the lines of the proof of Courant [CH53], which
is based on Green’s formula.
4.2 Notations
Let Γ = (V,E) be a ﬁnite tree, where V is the set of vertices and E the set of edges,
with |V | = N , and |E| = N − 1. Recall that a tree is a connected graph without cycles.
This means that on a tree, any two points (possibly on the edges) are connected by a
unique path. We note for x, y ∈ V , x ∼ y if there is an edge connecting x and y, and
x and y are said to be neighbours, or adjacent. We choose some vertex ∅ with only one
neighbour and call it the root of the tree. This gives an orientation of the edges, the
positive orientation being the direction connecting the root ∅ and the vertices. We note
(x, y) the edge starting from x and ending at y. We consider weighted trees, that is there
is a function c : V × V → R such that{
c(x, y) = c(y, x) > 0, if x ∼ y,
c(x, y) = 0, otherwise.
Let for x ∼ y, l(x, y) = 1c(x,y) . l(x, y) is called the length of the edge connecting x and y.
Deﬁne L2(V ) the space of functions on V endowed with the scalar product
〈u, v〉V =
∑
x∈V
u(x)v(x),
for u, v functions on V . Deﬁne also L2(E) the space of functions f on E such that
f(x, y) = −f(y, x) for all edges (x, y) ∈ E, endowed with the scalar product
〈f, g〉E =
∑
(x,y)∈E
f(x, y)g(x, y) =
1
2
∑
x∈V
∑
y∈V,y∼x
f(x, y)g(x, y),
for f, g ∈ L2(E), where we use the notation f(x, y) = f((x, y)) for functions on E for
clarity.
We deﬁne the derivative operator ∂ : L2(V )→ L2(E) by
∂u(x, y) = c(x, y)1/2(u(x)− u(y)),
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for u ∈ L2(V ). Its adjoint ∂∗ : L2(E)→ L2(V ) is then given by
∂∗g(x) =
∑
y∼x
c(x, y)1/2g(x, y),
for g ∈ L2(E).
Let L = ∂∗∂ : L2(V )→ L2(V ). Then L is called the Laplacian on Γ, and for f ∈ L2(V ),
we have for all x ∈ V ,
Lf(x) =
∑
y∈V,y∼x
c(x, y)
(
f(x)− f(y)).
Note that L is a self-adjoint operator on L2(V ). If we see f as a vector in RN , then L can
be seen as a N ×N symmetric matrix whose entries are given by{
Lxy = −c(x, y), for x ∼ y,
Lxx =∑y∼x c(x, y), on the diagonal.
We can also introduce the notion of Schrödinger operator. Let r : V → R be some function
on V , which plays the role of some potential. Deﬁne A = L+ r. Then, for all f ∈ L2(V ),
and all x ∈ V ,
Af(x) =
∑
y∼x
c(x, y)
(
f(x)− f(y))+ r(x)f(x).
A is called a Schrödinger operator, or a generalised Laplacian, on Γ. As for the Laplacian,
A can be seen as a N ×N symmetric matrix, with non-positive oﬀ-diagonal elements.
In the sequel, we will note λi, i = 1, . . . , N , the (real) eigenvalues of A satisfying
λ1 ≤ λ2 ≤ · · · ≤ λN ,
and such that the eigenspaces are orthogonal with respect to 〈·, ·〉V . It is well known that
by the Perron-Frobenius theorem, λ1 is simple and the ﬁrst eigenvector can be chosen
everywhere positive, see [DGLS01]. By orthogonality, any eigenvector associated with an
eigenvalue diﬀerent from λ1 must then change sign on V .
An edge (x, y) can be identiﬁed with the real interval [0, l(x, y)]. A function u deﬁned
on V can then be extended on the edges by linearity. Let us call u˜xy this extension on the
edge (x, y). We have then
u˜xy(t) =
u(y)− u(x)
l(x, y)
t+ u(x), for t ∈ [0, l(x, y)].
When there is no risk of confusion, we will omit the index xy.
Definition 4.2.1. Let u be a function on V . A strong positive (resp. negative) sign graph
of u is a maximal subtree S of Γ with u(x) > 0 (resp. u(x) < 0), for all vertices x of S.
Recall the theorem of Davies et al. [DGLS01], which is an analogue on graph of the
Courant’s nodal theorem.
Theorem 4.2.2. Let λ1, . . . , λN be the ordered eigenvalues of a generalized Laplacian on
V . Suppose λn is of multiplicity r. Then any eigenvector corresponding to λn has at most
n+ r − 1 strong sign graphs.
For our context of Schrödinger operators, we will make the
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Figure 4.1: The star graph counterexample.
Assumption A. For all i = 1, . . . , N , and any eigenvector ui associated with λi, we have
ui(x) 6= 0, for all x ∈ V .
By a result of Fiedler [Fie75], this implies that all eigenvalues are simple. The theorem
of Davies et al. becomes then: any eigenvector associated with λn has at most n strong
sign graphs, and Bıyıkoğlu proves under the same assumption that in fact any eigenvector
associated with λn has exactly n strong sign graphs. We make this assumption because
there exists some examples of eigenvectors associated with eigenvalues λn of multiplicity
greater than one, which have more than n strong sign graphs. For example, this coun-
terexample is taken from [BLS07]. Consider the tree which is a star with four edges. Let
the weight c equal one for all edges, and look at the Laplacian L. Its eigenvalues are
λ1 = 0, λ2 = λ3 = λ4 = 1, and λ5 = 5, so λ2 has multiplicity 3. An eigenvector associated
with λ2 is u2 = (0,−1, 0, 1, 1)t, hence u2 has 3 (> 2) strong sign graphs, see ﬁgure 4.1.
Definition 4.2.3. Let u be a function on V , and u˜ its linear extension on edges. A nodal
domain of u˜ is a maximal connected path on which u˜ does not vanish.
Since a tree is connected, this notion is well deﬁned. The diﬀerent nodal domains of u˜
are then separated by the zeros of u˜. A nodal domain of u˜ can also be seen as a subtree
of Γ with some incomplete edges.
Let G be a strong sign graph of u. Let (x, y) be an edge with x ∈ G and y ∈ V \ G.
Then u(x)u(y) < 0 on (x, y), otherwise y would be in G. This implies that u˜ must vanish
on the interval ]0, l(x, y)[. Hence, G deﬁnes uniquely a nodal domain G˜ of u˜, because, since
u˜ is linear on any edge, we cannot have two zeros on the same edge, and a nodal domain
contains at least one vertex. So, a function u having n strong sign graphs is equivalent to
u˜ having n nodal domains.
4.3 Green’s formula
Let u be some function on V . The set {x ∈ V |u(x) > 0} is a forest, that is, a disjoint
union of trees. Let G be one of this trees. Then G is a strong positive sign graph of u, so
G determines a nodal domain G˜ of u˜. Let us introduce some boundary sets:
δ(G) = {x ∈ V \G |x ∼ y, for some y ∈ G} ,
∂(G) = {(x, y) ∈ E |x ∈ G, y ∈ δ(G)} .
Since u(x) > 0 for all x ∈ G, we have u(y) < 0 for all y ∈ δ(G), otherwise y would be in
G. This implies that u˜xy vanishes on ]0, l(x, y)[, where (x, y) is an edge belonging to ∂(G).
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Let us call t(x, y) the point of ]0, l(x, y)[ where u˜xy vanishes. We have
t(x, y) =
l(x, y)u(x)
u(x)− u(y) .
The boundary of G˜ (depending on u) is then deﬁned by
B(G˜) = {t(x, y) |x ∼ y, x ∈ G, y ∈ δ(G)} .
This boundary set is deﬁned in the same way for G a strong negative sign graph.
Let ∇ be the usual gradient on R. We have the analogue of the Green’s formula,
Proposition 4.3.1 (Green’s formula). Let A = L+ r be a Schrödinger operator. Let u, v
be functions on V , and u˜, v˜ their linear extensions on edges. Let G be a strong sign graph
of u, and B(G˜) the boundary of the corresponding nodal domain of u˜. Then, we have,∑
x∈G
Au(x)v(x)−
∑
x∈G
u(x)Av(x) = −
∑
t∈B(G˜)
∇u˜(t)v˜(t).
Proof. Since,∑
x∈G
Au(x)v(x)−
∑
x∈G
u(x)Av(x) =
∑
x∈G
Lu(x)v(x)−
∑
x∈G
u(x)Lv(x),
we only have to prove the proposition for the Laplacian L.
We have,∑
x∈G
Lu(x)v(x) =
∑
x∈G
∑
y∈V,y∼x
c(x, y)
(
u(x)− u(y))v(x)
=
∑
x∈G
∑
y∈G,y∼x
c(x, y)
(
u(x)− u(y))v(x)
+
∑
x∈G
∑
y∈δ(G),y∼x
c(x, y)
(
u(x)− u(y))v(x).
But, since ∑
x∈G
∑
y∈G,y∼x
c(x, y)
(
u(x)− u(y))(v(x)− v(y))
= 2
∑
x∈G
∑
y∈G,y∼x
c(x, y)
(
u(x)− u(y))v(x)
= 2
∑
x∈G
∑
y∈G,y∼x
c(x, y)
(
v(x)− v(y))u(x),
we have,∑
x∈G
Lu(x)v(x) =
∑
x∈G
∑
y∈G,y∼x
c(x, y)
(
v(x)− v(y))u(x)
+
∑
x∈G
∑
y∈δ(G),y∼x
c(x, y)
(
u(x)− u(y))v(x)
=
∑
x∈G
Lv(x)u(x)−
∑
x∈G
∑
y∈δ(G),y∼x
c(x, y)
(
v(x)− v(y))u(x)
+
∑
x∈G
∑
y∈δ(G),y∼x
c(x, y)
(
u(x)− u(y))v(x).
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On the interval [0, l(x, y)], we have v˜(t) = v(y)−v(x)l(x,y) t+ v(x), hence
v˜(t(x, y)) = − v(x)− v(y)
u(x)− u(y)u(x) + v(x),
for t(x, y) = l(x,y)u(x)u(x)−u(y) . Furthermore, since ∇ is the usual derivate, we have
∇u˜(t) = u(y)− u(x)
l(x, y)
= −c(x, y)(u(x)− u(y)),
for t ∈ [0, l(x, y)]. Hence, we have∑
t∈B(G˜)
∇u˜(t)v˜(t)
=
∑
x∈G
∑
y∈δ(G),y∼x
∇u˜(t(x, y))v˜(t(x, y))
=
∑
x∈G
∑
y∈δ(G),y∼x
(−1)c(x, y)(u(x)− u(y))v˜(t(x, y))
=
∑
x∈G
∑
y∈δ(G),y∼x
(
c(x, y)
(
u(x)− u(y)) v(x)− v(y)
u(x)− u(y)u(x)
− c(x, y)(u(x)− u(y))v(x))
=
∑
x∈G
∑
y∈δ(G),y∼x
c(x, y)
(
v(x)− v(y))u(x)
−
∑
x∈G
∑
y∈δ(G),y∼x
c(x, y)
(
u(x)− u(y))v(x),
so the proposition is proved.
4.4 Nodal theorem and zeros of eigenvectors
As in the classical result of Courant, we can now prove the nodal theorem and the inter-
lacing property of the zeros of eigenvectors of A.
Theorem 4.4.1. Let Γ be a ﬁnite tree, and A a Schrödinger operator on Γ. Let λn, n =
1, . . . , N , be the simple ordered eigenvalues of A, and let un be an eigenvector associated
with λn without vanishing coordinates. Then, λn has exactly n strong sign graphs, and the
zeros of the eigenvectors u˜n interlace, in the sense that in any nodal domain of u˜n−1 there
is exactly one zero of u˜n.
Proof. Let λ and µ be two eigenvalues of A with λ < µ, and let u and v be the associated
eigenvectors. Let G be a strong positive sign graph of u, and G˜ be the corresponding
nodal domain of u˜, with boundary B(G˜). Suppose that v˜ does not change sign on G˜, and
say v˜ > 0 on G˜. This implies that v(x) > 0, for all x ∈ G. By Green’s formula, we have
(λ− µ)
∑
x∈G
u(x)v(x) = −
∑
t∈B(G˜)
∇u˜(t)v˜(t).
The left hand side of the above expression is then negative. Since ∇u˜ = c(x, y)(u(y) −
u(x)) < 0 on the edges (x, y) ∈ ∂G, and v˜ > 0 on G˜, then the right hand side is non-
negative. So there is a contradiction, and v˜ must vanish and change sign on G˜. Using the
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same argument on all of the sign graphs of u, we conclude that v˜ has at least one more
nodal domain than u˜. By Davies theorem, if all eigenvalues λi of A are simple, then un
has at most n strong sign graphs, and hence u˜n has at most n nodal domains. So, we
deduce from this by iteration, that u˜n has exactly n nodal domains, and hence un has
exactly n strong sign graphs.
Since on a tree, there is a unique path connecting any two points of the tree, the
diﬀerent nodal domains of u˜n are separated by a unique zero of u˜n. Since u˜n has exactly
n nodal domains separated by its zeros, u˜n has exactly n − 1 zeros in Γ. Hence, since
u˜n must vanish in the interior of every nodal domain of u˜n−1, the zeros of the (u˜n)1≤n≤N
must interlace in the sense that in any nodal domain of u˜n−1, there is exactly one zero of
u˜n.
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