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CHAPTER 1 I INTRODUCTION
Aggregations of group structures into subgroup structures provide effec-
tive ways for the analyses and the comprehension of group structures, by
examining the internal structures of the subgroups and their interrelation-
ships
The premises or the basis of these ways are as follows. Even when the
structure of a group has no ordered regularities as a whole, it is sometimes
possible that the internal structures of its subgroups have quite ordered one
For instance, if a group is composed of two subgroups whose properties are
contrary to each other, then its group structure will be regarded as being
quite vague or complicated because of its property of being a mixture of thes
antipodal properties. However, this difficulty will easily be resolved
through the aggregation of the group into the two subgroups.
For example, latent structure analysis is one of the methods for aggre-
gating group structures into subgroups by presuming prerequisite conditions o
the internal structures of the subgroups and also on the interrelationships
among them (cf. Lazarsfeld[1950 § 1954] and Green[1951]). However, these
methods are only applicable to groups with quite restricted structures.
A somewhat more widely available and heuristic way for aggregating group
structures, is one using the quantification of each member inside the groups
to reflect the internal structures of the groups, and then by aggregating the
members with approximately equal quantified values to each other into a sub-
group. The quantification means to attach some numerical value to each
member. Namely, the method is done through the introduction of topology or
proximity into the set of the members in a group, and its applicability to th
aggregation problems of group structures depends on the selection of appropri
ate quantification methods in accordance with the properties or the types of
group structures.
These aggregation methods are important and beneficial for the analyses
and treatments of the so-called large scale systems. For instance, in the
analysis of economical systems, aggregation problems of industrial sectors ha
been studied for the purpose of examining internal structures of economical
activities. Their results are useful for predicting future developments, fc
making global indices of economical activities, and also for making develop-
mental plannings (cf. Hatanaka[1952] and Ara[1959]). Also, in the field of
social psychology, many methods have been devised to analyze the internal
structures of social groups through the aggregation of the group structures
into tight subgroups such as cliques. These studies are called sociometric
analyses and are particularly beneficial for the comprehension of the perso-
nality of individuals inside groups and for improving group behavior (cf.
Moreno[1934 § I960], Ross § Harary [1955], and Tanaka[1975]).
These aggregation problems can be, in the general framework, regarded as
the reduction or compression problems of large scale or complex information
(data). Data reduction problems are, in some cases, formulated as the reduc-
tion problems of the dimensionality of the data. For instance, factor analy-
sis and principal component analysis in data analysis techniques are devised
for the data composed of linearly interrelated items. The purpose is to
reduce the dimensions of the data, the numbers of the items, and is done by
making new items which are linear combinations of the original items (cf.
Spearman[1904], Horst[1965], and Anderson[1958]). Also, numerical taxonomy
or cluster analysis is one of the reduction methods for the data with non-
linear internal relationships (cf. Sokal § Sneath[1963], Lance & Williams
[1967], and Okuno et al.[1971]). Thus, data reduction methods should be,
in general, implemented in accordance with the types of the internal structures
of the data under investigation.
The structures of the data representing group structures can be catego-
rized broadly into the following two kinds: (1) Each member in a group is
characterized in relation to a set of attributes. (2) Each member is character-
ized in relation to other members, i.e., the member-member relationships are
characterized.
This categorization is closely related to the classification of data
types introduced by Hayashi (1952) in his theory of data analysis. In the
data analysis techniques, each member in a group corresponds to a sample in a
population, and each attribute corresponds to an item. His classification is
similar to the above categorization except for the supplementation of some
additional classifications of items, i.e., he classified the items into two
types: those which are concerned with the internal structures of the data and
those which prescribe the data in relation to the purposes of the analyses of
the data. The items of the latter type are called external criteria (or out-
side variables). Moreover, he classified these external criteria into those
prescribed by numerical values and those prescribed by nominal values, i.e.,
the items of the first type attach real values to the samples in data and
those of the second type give some classifications or aggregations to the set
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of the samples in data.
In this framework, he introduced the following four types of data:
I. those prescribed by items in which external criteria are real valued.
II. those prescribed by items in which external criteria are nominal
valued.
III. those prescribed by items without external criteria.
IV. those prescribed by internal relationships among samples.
His classification of data types was introduced with the view of developing
certain quantification methods, i.e. methods to quantify qualitative data into
quantitative data, which will be briefly reviewed in the next chapter. Hence,
in the first three types of data, only the qualitative relationship of each
sample is prescribed, i.e., whether the sample possesses the attribute or the
property represented by the item or not. Also, in the data of the fourth
type, what are prescribed as the internal relationships are certain kinds of
proximities among the samples (cf. Hayashi[1952] and Saito et al.[1972a]).
Let us consider the aggregation problems of group structures prescribed
by the first or the second type data, i.e. prescribed by group attributes and
also by external criteria.
In a group structure prescribed by data of the first type, the members
inside the group can be allocated in the one-dimensional real axis in terms of
the values attached by the external criterion. Hence, its aggregation into
subgroups can be easily carried out, without referring to the other items
prescribing the internal structure of the group, by the use of the usual
methods such as cluster analysis techniques.
In a group structure prescribed by data of the second type, the aggrega-
tion of the group is already provided by the external criterion. Hence the
aggregation problems of group attributes, i.e. of items, are of primal impor-
tance. The aggregation of group attributes means to reduce the number of the
attributes. For example, as aforementioned, factor analysis and principal
component analysis are the methods to solve this kind of problem for the case
of quantitative type of data. However, in this qualitative type of data as
mentioned earlier, these methods are, of course, not available. In this case,
the aggregation of items means to merge some items into a new item, and the
relation of each sample to the new item is modified such that if the sample
possesses at least one of the attributes represented by the merged items, then
the sample is regarded to possess the attribute represented by the new item.
If this is not the case, then the sample is regarded as not possessing the new
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attribute. What should be taken into account in this kind of aggregation
problem is that the aggregation of items inevitably causes a certain loss of
information contained in the original data with respect to the purpose of
analysis of the data, i.e. with respect to the aggregation of samples prescrib-
ed by the external criterion.
Another kind of representation method for group structures is the
method by linear graphs (cf. Harary § Norman[1953] and Harary, Norman, §
Cartwright[1965]). This method is frequently and widely used for the group
structures prescribed by internal member-member relationships. Namely, the
members in a group are represented by vertices and the member-member relation-
ships are represented by lines joining the vertices. Of course, if the
relationships do not only prescribe the mere existence or non-existence of
member-member relationships but also prescribe their modes, then the groups
will be represented as valued graphs. Among the valued graphs, there are two
kinds of graphs which are of special interest as the representations of group
structures. One consists of those representing Markov chain structures and
the other consists of those representing sociometric structures. In the
former, the values attached to the lines are in real numbers, not less than 0
and not greater than 1, representing transition probabilities. In the latter,
the values are either the sign + or -, which represent the likes-dislikes
relationships amomg the members.
For the groups represented by these simple graph structures, the aggrega-
tion methods will inevitably be heuristic. As aforementioned, the aggregation
method through certain quantification of the members inside groups is one which
is widely available for such group structures, by which the members with
approximately the same quantified values are aggregated into a subgroup. In
the former kind (the groups with Markov chain structures), the ability to
specify the apparent subgroups such as ergodic classes can be specified by the
above methods is desired (cf. Kemeny § Snell[1963] and Iwahori[1974]). In the
latter kind (groups prescribed by sociometric structures), specification by the
above methods of the apparent subgroups such as cliques is desired ( cf.
Festinger [1949], Luce[1950], and Harary[1959]). A clique is a maximal sub-
group in which any line joining two members has a positive sign.
As aforementioned, the fourth type in the data classification is related
to the prescription of group structures by the internal relationships among
members (samples). However, transition probabilities in Markov chain
structures have a meaning different to the mere proximities between members












possible to transform or rewrite the data of the third type into the data
prescribing Markov chain structures through identification of items with
samples. Therefore, it is to be expected that some extensions of the quan-
tification method for the data of the third type introduced by Hayashi give
rise to an appropriate aggregation method for the groups with Markov chain
structures.
In the sociometric group structures, what is specified in a member-membe
relationship is a likes-dislikes relationship, and can be regarded as a kind
of proximity between the members. Hence, it can be expected that the quan-
tification method for the data of the fourth type is available for the aggre-
gation problems of the sociometric group structures. However, some modifica
tions should be incorporated so that the apparent subgroups in sociometric
structures such as cliques can be detected or specified by the method.
The object of this thesis is to establish some effective aggregation
methods for the attributes prescribing group structrues and also for the
members in the groups prescribed by Markov chain structures or by sociometric
structures by introducing certain quantification methods for the attributes o
the members.
In the next chapter, the classification of the data types and the quanti
fication methods by Hayashi are briefly reviewed in relation to a more ganera
framework, i.e. classification of scales and scaling methods.
In Chapter 3, we develop a quantification and an aggregation method for
the attributes of groups whose structures can be described by a special kind
of the second type data; we consider the case where the external criteria
aggregate the samples into two subgroups, i.e., the sets of the members
(samples) are dichotomized. Hayashi's quantification method for the data of
the second type is not suited to deal with the aggregation problems of the
items, because it is difficult by his method to evaluate the aforementioned
information loss due to the aggregation of items. The reason of the intro-
duction of such special restriction into the external criteria is that it mak
it possible to develop a quantification method for the items which is closely
related to the information loss. The data representing these broadly aggre-
gated group structures, i.e. dichotomized group structures, are inevitably in
statistical forms. The relation of each subgroup (specified by the external
criteria) to each item will, in general, be represented as the probability th
the subgroup has the attribute expressed by the item. In order to develop
such a quantification method for the items, certain reasonable prerequisite
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conditions on the quantified values are presumed, and it is shown that the
quantification method is uniquely determined by the conditions. Then the
properties of the quantification method are analyzed in relation to some in-
formation theoretic measures and also in relation to the dichotomy given by the
external criteria. By the use of the quantification method, an effective
aggregation method for the items is developed by examining the relationship
between the amount of change of the quantified values due to the aggregation
and the above information loss. As an application of the above quantification
method, the behavior and the efficiency of the learning model introduced by
Luce(1959) are examined.
In Chapter 4, a quantification method which is suited to the aggregation
of group structures prescribed by Markov chains is developed. First, the data
of the third type are transformed into Markov chain structures by identifying
samples (members) with items (group attributes). Some extensions of Hayashi's
quantification method for the data of the third type give rise to the above
quantification. This quantification method is closely related to the evalu-
ation of dependence between two random variables studied by Gebelein (1941) and
Kramer(1960). In order to evaluate the validity of the above quantification
method in relation to the aggregation of Markov chain structures, we examine
how the qualitative properties of Markov chains such as the classfication of
states (ergodic classes, transient classes, cyclic classes etc.) are reflected
on the quantified values for the states (members). As a practical application
of the quantification method, we consider the aggregation problems of indust-
rial sectors in input-output tables and clarify the structure of the Japanese
economical activities.
Chapter 5 deals with the aggregation problems of social groups prescribed
by sociometric structures into tight subgroups such as cliques through certain
quantification methods. This problem is closely related to the so-called
balance theory of social groups introduced by Heider(1946) and Cartwright fj
Harary(1956). A balanced state of a social group is defined as consisting of
one or two cliques. By introducing the notion of sign vectors, it is verified
that a modified method of Hayashi's quantification method for the data of the
fourth type can specify the one or two cliques in balanced groups. Moreover,
it is shown that this method is also available for the derivation of the mini-
mum balancing sets of unbalanced groups by referring to some factor analysis
techniques, where a minimum balancing set is the set of interpersonal rela-
tions, with the minimum number of elements, whose sign changes yield a balanced





























balanced groups balanced. In other words, it also gives an aggregation metho
for unbalanced social groups into at most two tight subgroups which are nearly
cliqual. Another kind of balancing set of practical importance for unbalance
social groups is the minimal balancing sets. Some derivation methods for
these sets are also considered. In the derivation, some graph theoretical
methods are necessarily incorporated to the above method, because of the notio
of balance being graph theoretical. Particularly, when the graph structures
of social groups are planar, the above graph theoretical methods are quite
effective. These notions of balancing sets are closely related to the quan-
tification of the degree of balance of social groups (cf. Abelson § Rosenberg
[1958], Harary[1959], and Flament[1963]). In actual social groups, however,
their sociometric structures are sometimes inconstant, i.e., the interpersonal
relationships inside groups fluctuate between positive and negative. Hence,
in this chapter, the degree of balance is considered in a statistical sense,
and also some types of social balance are introduced and examined.
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CHAPTER 2 A BRIEF REVIEW OF HAYASHI'S CHARACTERIZATION
OF DATA TYPES AND QUANTIFICATION METHODS
2.1 Introduction
In this chapter, Hayashi's classification of data types and his quantifi
cation methods are briefly reviewed.
As mentioned in Chapter 1, quantification methods in general can be
regarded as certain kinds of scaling methods, i.e., the methods to transform
the data prescribed in lower scales to the data in higher scales.
First, we will briefly sketch the classification of scales and their
characterization in Section 2.2. Then, in Section 2.3, a brief review of
Hayashi's classification of data types and of his quantification methods is
given.
2.2 Classification of Scales and Their Characterization
The data analysis techniques such as quantification methods and scaling
methods which transform qualitative data into quantitative data are widely
used to analyze the phenomena in behavioral, social, natural, and manegement
sciences, etc. (cf. Stouffer et al. [1950], Hayashi 5 Murayama [1969], Takagi
[1971 § 1972], Romney, Shepard,§ Nerlove [1972], and Nishida $ Ara [1976]).
The treatment of the data in the techniques varies according to the types of
scales used to represent the original data, i.e., the way how the data are
measured or obtained. Hence, first of all, we will sketch briefly the classi
fication of the types of scales and their characterization.
2.2.1 Classification of Scales
The most fundamental and famous classification of scales is given by
Stevens(1951) as follows(cf. Saito, Ogawa, § Nojima[1972b], and Tanaka[1973]):
(1) Nominal Scale
In the nominal scales, each value represents only the classification of
data, i.e., what is shown by nominal scales is the equality and the inequality
among data.
(2) Ordinal Scale

















values, which is a binary relation and is transitive but not symmetric and
reflexive, i.e..
p > p', p' > p"->- p > p"




In this kind of scale, not only the order relationship but also the distano
between the values are meaningful. The distance is defined as the difference
between the values.
(4) Logarithmic Interval Scale
In the logarithmic interval scales, the distance between two values is
defined as the logarithmic value of the ratio of one value to the other.
(5) Ratio Scale
In each ratio scale, there exists an origin and the distance between two
values are defined as the ratio of the distance of one value from the origin
to that of the other.
C6) Absolute Scale
An absolute scale is a kind of ratio scale with a prescribed unit for inter
vals. Most of the physical measurements are represented by absolute scales.
2.2.2 Characterization of Scales
The six kinds of scales described in 2.2.1 can be characterized in terms
of invariant transformations which preserve the information contained in the
data. Also, we refer to the statistical quantities which can be defined in
each kind of scales (cf. Saito et al.[1972b]).
(1) Nominal Scale
As aforementioned, nominal scales merely represent the classification of
values in data, hence the invariant transformations for nominal scales are
only one-to-one transformations on R . The meaningful statistical quantitie
for nominal scales are frequencies, contingency coefficients etc.
(2) Ordinal Scale
The invariant transformations for ordinal scales are monotonic (increasing)
transformations on R . The statistical quantities which are meaningful in




In interval scales, the affine transformations p' = ap + b Ca,b: const.,
a > 0) are invariant transformations. The meaningful statistical quantities
are means, variances, covariances, correlation coefficients etc. together with
the quantities in (1) and (2).
(4) Logarithmic Interval Scale
The invariant transformations in this case are the power transformations:
p' = apb (a, b: consts, a > 0, b > 0).
(5) Ratio Scale
In ratio scales, invariant transformations are similarity transformations:
p' = ap {a., const., a > 0). The meaningful quantities are geometric
means, coefficients of variations etc. together with the quantities in (3).
C6) Absolute Scale
The invariant transformation is identity transformation: p1 = p.
These six scales constitute a hierarchy as shown in Fig. 2.2.1.
In the figure, absolute, ratio, interval, and logarithmic interval scales
are called metric scales, and ordinal, nominal scales are called nonmetvic
scaZes.
2.3 A Brief Review of Hayashi's Classification of Types of Nominal Data and
Quantification Methods
In social sciences, it is sometimes necessary to treat nonmetric data,
i.e., the data represented by nonmetric scales. On the other hand, the
statistical methods to treat nonmetric data, such as nonparametric statistics,
are not developed enough to cover such a wide range of phenomena as found in
social sciences. This is due to the fact that the information contained in
nonmetric scales is much less than that contained in metric scales. One
method to avoid such difficulties is to transform nonmetric scales into metric
scales. With an insight into the data, we obtain the necessary information
or make some hypotheses or models, enabling us to obtain certain essential
features of the phenomena represented in the original data. The methods to
transform nonmetric scales into metric scales are called quantification
methods (cf. Saito et al. [1972a]).
Hayashi's quantification methods vary according to the types of the
original data. Hence, in Section 2.3.1, his classification of the types of


















2.3.1 An Unified View of Nominal Data
In the previous section, we mentioned the cassification of data in terms
of their measuremental scales, i.e., by the measuring methods for data. It
should be noted that even when the data are measured by absolute scales such
as the measurement of weight or length, each value in the data does not re-
present the true value but merely represents that the true value is contained
in some neighbourhood of the measured value, and hence, the data are, in the
strict sense, represented by nominal scales. Also, it should by noted that
the statistical techniques developed so far are mainly based on the least
mean square methods, i.e., they mainly treat the linear relationships between
data. Hence, it is sometimes beneficial to treat the data measured even by
absolute scales as being measured by nominal scales, when the relationships
between the crude (original) data are of nonlinear types, and then transform
the original values into appropriate values such that the relationships are
approximately linear (cf. Hayashi 5 Murayama[1969]). Thus, we could say that
the original form of the data is represented by nominal scales. As mentioned
previously, the quantification methods are the techniques which transform
nominal or ordinal scales into metric scales, i.e., interval, logarithmic
interval, ratio, and absolute scales.
An Unified View of Nominal Data
An unified view for the description of the data in nominal scales is
given by Hayashi (1952). He called each attribute in the data an item and
the subclassifications in each item as the categories in the item.
Suppose that we have an opinionaire with n items for m respondents.
Each respondent offers a response pattern for the categories in the n items.
He called each pattern a sample and introduced a dummy variable {response
variable) 6.(j,) to represent the samples (cf. Hayashi[1952], and Saito et al.
1 K
[1972a]), where





for i 1, 2, ･･-, m, j = 1, 2, ･■･, n, r 1, 2, ･･-, k
(2.3.1
and m, n, and k. are the numbers of the samples, the items, and the categories
in the i item, respectively.
The total number of the categories is given by
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n
k = Z k.
(2.3.2)
The nxk-dimensional matrix
D = (≪.(jk)) (2-3-3^
is called the response matrix(or the response table'] of the data(cf. Table
2.3.1) .
The above mentioned view of data only concerns the way of representation of
data. In developing quantification methods, there is another important point
of view: for what purpose the analysis of the data should be done. To.
incorporate the above point of view with the above representation method of data
Hayashi[1952] introduced the following method to represent the purposes of the
quatification methods or of the analyses of the data. Namely, he considered
that the purposes could be represented by a kind of variable called outside
variable{external criterion).
For instance, let us consider the analysis of the result of a election of,
say, a governer. The purpose of the analysis is to clarify the effect of the
main factors on the result , which will be beneficial for the predictions for
the results of other elections of the same kind, i.e., of other governers.
In this case, each sample corresponds to a voter, each item corresponds to
one of the main factors, and the outside variable is a dummy variable repre-
senting the candidate to whom the voter(sample) casted a vote. For example,
if there exist two candidates, say, A and B, then the dummy variable is set as
1 or 0 according to whether the voter cast his vote to A or B. Another way
for the analysis of the data will be given by settint the outside cariable as
the numbers of votes cast to the candidates. In the former case, the outside
variable is represented by nominal scales(nonmetric scales), and in the latter,
the outside variable is represented by absolute scales(metric scales).
2.3.2 Classification of the Types of Nominal Data and of the Quantification
Methods
In the previous section, we discussed the representation methods of (origi-
nal) data and those of the purposes of the anayses. The representation methods
of data are based on the notions of items and categories. Hence the data
represented by the methods are sometimes called item-category data. When item-























sented by the extended response matrices as shown in Table 2.3.2.
Hayashi(1952) classified the quantification problems according to the typi
of the outside variables and those of the response variables as shown in Table
2.3.3, where the cases A, B, and C correspond respectively to the outside vari
able being measured by metric scales, by nonmetric scales, and being nonexistei
(there being no outside variables). Also, D corresponds to the case where thi
response variables represent the existence and nonexistence of responses of
samples to items(1 corresponds to the existence, and 0 corresponds to the non-
existence) . E corresponds to the case in which response variables represent
the proximities or similarities(measured by some metric scales) among the
samples.
Hence, in the quantification method IV, it is assumed that the response
matrices are composed of single item, and, the categories and the samples coin-
cide with each other, i.e., the response matrices are of the form as shown in
Table 2.3.4.
In addition to the above, the quantification method II is applicable only
to the case where the outside variables are obtained by absolute judgement.
When the outside variables are given by comparative judgement, some other scalii
methods, e.g. Guttman's scalogram analysis, will be used(cf. Guttman[1950]).
Also, in the quantification method IV, when a..'s are measured by nonmetric
scales(cf. Abelson § Tukey[1963]), the methods introduced by Shepard(1962a &b
1966), Kruskal(1964 a§b), Guttman(1968) etc. will be used.
In the sequel, we will briefly sketch the above four quantification metho<
introduced by Hayashi. (For the application of these methods, refer to Hayash:
$ Murayama[1969], Nishida § Ara[1976], and IBM[1976].) His methods are mainl)
based on statistical techniques, except for the quantification method IV.
As mentioned previously, quantification methods are the methods to attach
a metric value to each category in each item in the response matrices. Let tl
value attached to the j category in the response matrix(shown by Table 2
or 2.3.2) be denoted by p(j ). He considered that the quantified value p(





I 6^ ) p(jJ for i = 1, 2, ■... n




The criteria on which the four quantification methods are based are as
follows:
(1) the quantification method I.
To maximize the correlation coefficient k between the outside variables {Y.} ar
13
the quantified values {p(i)} for the samples.
(2) the quantification method II.
To maximize the correlation ratio r＼2= afe /a , where a is the variance of
{p(i)} and a 2 is the variance of {p(i)} between the strata; each of which is
given as a set of samples having the same value of the outside variable.
(3) the quantification method HI.
In this case, the quantifications for the categories and for the samples are
considered separately. Let the quantified value for the i sample be denoted
by v(i). Then the criterion is to maximize the correlation coefficient <
between the quantified values(weights) {v(i)} for the samples and quantified
values {p(j )} for the categories.
(4) the quantification method IV.
In this case, the data matrices are shown by Table 2.3.4, i.e., the quantifica-
tion for the samples {p(i)} is to be considered. The criterion is to maximize
Q = - I a (p(i) p(j))2 (2.3.5)
subject to
a = const, and p = 0, (2.3.6)
2 _where o and p are the variance and the mean of {p(i)}, respectively.
In the above quantification methods, the original data are measured by
nominal scales(the treatment for the data measured by ordinal scales is done by
disregarding the orders between the categories, i.e., the data are interpreted
as nominal data) and the quantified values are given by interval scales.
The quantification methods I, II, and HI are related to linear regression
analysis(cf. Saito et al.[1972a], Aoyama[1965a §b], and Williams[1959]), to
discriminant analysis and cluster analysis(cf. Saito et al.[1972a], Johnson
[1950], Chino[1963], Friedman § Rubin[1967], and Rao[1952]), and to canonical
correlation analysis(cf. Saito et al.[1972a], Hotelling[1936], Lancaster[1958],
Aoyama[1965a §b] , and Srikantan[1970]) in the statistical multivariate analysis
techniques, respectively. The quantification method IV is connected with
multidimensional scaling techniques, particularly with Torgerson's scaling(cf.
Torgerson[1952], Gower[1966], Takane[1977], and Saito et al.[1973]).
The gists of the above four criteria are: in case (1), the purpose of the
quantification is to make the quantified values (p(i)} for the samples be the
best approximation to the outside variables {Y.}; in case (2), to make the























variable; in case (3), to make the quantified values {p(j )} for the categorie:
and the quantified values {v(i)} for the samples reflect the internal structurs
of the data in the sense that the categories(samples) with similar response
patterns have approximately the same quantified values, i.e., to make the quan-
tified values reflect the clusters in the categories(samples); in case (4), to
make the quantified values {p(i)} for the samples reflect the clusters in the
group of the samples in the sense that the difference between the quantified
values p(i) and p(j) is the best approximation to the dissimilarity between th
samples i and j. This is because the criterion (2.3.5) can be rewritten as
Q1 i I {(a a ) (p(i) p(j))}2 - min, (2.3.5')
i*i J
where a is the maximum value of {a..}, i.e., a = max a... In the above, the
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In the terminology of scaling methods, the above four types of quantifi-
cation methods are sometimes called optimal scaling, canonical scaling, or
appropriate scoring(cf. Nishisato[1975]).
The solution for each case is as follows(for details, refer to Saito et a]
[1972a] and Yasuda[1975]):
(1) the quantification method I.
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By using the similar methods in linear regression analysis, the criterion yield
the next linear equation



























.(j ) 6.(u ), for r = 1, 2, ･･･, k , j = 1, 2, ･-., n
i^Jr i v 3
v = 1, 2, ･･･, ku, u = 1, 2, ･･･, n, (2.3.16)
and D is the response matrix of the data. The solution vector p is given by
solving the above normal equation (2.3.12).
(2) the quantification method II.
In this case, the outside variable gives the stratification or the classifica-
tion of the samples. Let the number of the strata be w, the number of the
^
th
samples in the s
stratum
where
strata be m , and i(s) denote the i sample in the s















The criterion yields the next equation.
where








u ) = - m. . m


















H = (g(j , u ) r(j , u )),
l6Ur' v wr' v
A ≪ gS(Jr) gSCuy)
g(j_, u ) = I ■




























h p = n2 p
(3) the quantification method IH.
In this case, the correlation coefficient k pv
(2.3.27
between the quantified values





V4 I I I (P(jr) ~P)2-6i(Jr),
M H i=l 3=1 r=l
M i=l i=l r=l
k.
A m n 3
q = I I I VV'
i=l j=i r=i
k.

















opv =＼ l_ I I Cv(i) v)(p(jr) p)-6.(jr)
Without loss of generality, we can assume that
p = v = 0.














A v(i) for i 1, 2 m
= y P(JJ f°r r 1, 2, ■･-, k j = 1, 2
(2 3


























for i = 1, 2, ･ ■･ . m
n.
36)
for r = 1, 2, ･･･, k j = 1, 2, .. . , n
(2.3.37)
The optimum quantified values {p(j )} and {v(i)} are given by solving the above
equations.
(4) the quantification method IV.


















for i * j




Namely, the criterion Q is given as a quadratic form for the symmetric matrix
B (b..)- As it is wellknown in the theory of linear algebra, the optimum
quantification vector p is given as the eivenvector of B associated with the
maximum eigenvalue, i.e.,













P = t(p(l), P(2), ･■-, p(m)). (2.3.41)
and A* is the maximum eigenvalue of the symmetric matrix B.
In response matrices, it sometimes occurs that some samples have the same
response pattern and some categories in an item have the same response value fo
each sample. For instance, in the response matrix shown by Table 2.3.5, the
second and the third samples and also the fifth and the seventh samles have the
same response patterns, respectively. Also, categories 2 and 2. in the sec-
ond item share the same response values for all of the samples, i.e., 6.(2 ) =
6-(2.) for i 1, 2, ■･･,7. In such cases, we can aggregate the classifica-
tions of the samples and of the categories into a smaller number of classes as
shown in Table 2.3.6(cf. Saito et al.[1972a]). In the table, the second sair.pl
corresponds to the second and the third samples in the original matrix shown by
Table 2.3.5. Also, the fourth sample corresponds to the fifth and the seventh
samples, and the category 2_ corresponds to the categories 2. and 2. in the
original matrix. Thus, in the new response matrix, each sample and each cate-
gory represent the types of response patterns. Hence they are called a type c
sample(or a sample type) and a type of category(or a category type), respectivel
In general, the new response matrix is represented by the table shown in
Table 2.Z.I, where e.(j ) is the dummy variable representing the response value
of the i sample type to the r category type in the j item i.e.,
1 if the i sample type responds to the r category type
in the j item,
0 otherwise,
and where f. is the number of the samples in the i
that of the categories in the r
n. r 1. 2 , k.,
J
th
sample type, and g
category type in the j
and j - 1, 2, ･■･, n.
(2.3.42)
Jr
item for i = 1
is
2
The above four quantification methods can also be carried out in terms of
the above new response matrix(cf. Saito et al.[1972a]). For instance, the
quantification method HI based on the new matrix can be stated by the following












































j = 1, 2
) = K^ V(i)





for r = 1, 2, .-., k.,
j = 1, 2, ･･■, n. (2.3.37')
In the above, v(i) and p(j ) are the quantified values for the i
and r category type in the i
sample type
item, respectively. The above modification of
the response matrices does not change the quantified values: if the i sample
in the original response matrix is contained in the i' sample type in the new












p' p ･ identity trans.
ratio scale
p' = ap : similarity trans
interval scale
p1 = a p + b affine trans
nonmetric scale
logarithmic interval scale
p1 = apk power trans.
ordinal scale
p' f(e), f monotonic trans
nominal scale
p' f(p), f one to one trans
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Table 2.3.2. The extended response matrix, where Y. denotes the value of external







quantification method I A D
quantification method II B D
quantification method El c D
quantification method IV c E
Table 2.3.3. Classification of Hayashi's quantification methods.
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Table 2.3.4. The type of response matrices for the data
analyzed by the quantification method IV, where a.,




























Table 2.3.5. An example of response matrices which can be aggregated into those with
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categories ＼ ＼ X ＼ 9"1 ＼
Table 2.3.7. Response matrix consisted of sample types and category types.
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CHAPTER 3 INTRODUCTION OF A QUANTIFICATION METHOD FOR ITEMS
AND CATEGORIES IN GROUP ATTRIBUTES AND COSIDER-
ATIONS ON ITEM-CATEGORY AGGREGATION PROBLEMS
3.1 Introduction
As mentioned in Chapter 1, in a group structure prescribed by data of the
second type, the aggregation of members(samples) in the group is already given
by the external citerion. Hence the aggregation of items and categories in
group attributes is of primal importance.
Also, in this kind of group structure, quantification of categories and
items should be made so that the quantified values reflect the aggregation of
members given by the external criteria, because the purpose of the analyses
of these group structures, which are expressed by the external criteria, are to
specify the membership of each member(sample) by the use of group attributes.
For instance, in the quantification method by Hayashi for the data of the sec-
ond type, which was briefly reviewed in Section 2.3.2, the correlation ratio is
used to evaluate the effectiveness of the quantified values in specifying the
memberships.
As mentioned in Chapter 1, the aggregation of group attributes inevitably
causes certain loss of information contained in the attributes for specifying
the memberships. Hence the aggregation should be done so that the information
loss is made as little as possible.
In this chapter, we deal with the aggregation problems of attributes of
groups whose structures are described by a special kind of second type data.
Namely, the members(samples) of the groups are dichotomized by the external
criteria. The reason for the introduction of such a special restriction into
the external criteria is that it makes it possible to develop a quantification
method for items and categories which is closely related to the information
loss. The aforementioned Hayashi's quantification method is available for the
aggregation of group attributes in general cases, without imposing such
restriction on the external criteria. However, the evaluation expressed by the
correlation ratio is hard to deal with in relation to the above information loss
Namely, it is difficult to evaluate the decrease of the correlation ratio due to
the aggregation of items and categories.
For these broadly aggregated group structures, i.e. dichotomized group














forms. Hence this quantification problem of items and categories is closely
related to that of items and categories in contingency tables.
For the quantification problems of group attributes, in genetal, the quan-
tification methods based on the information theory are not sufficiently develop-
ed so far. However, these methods are expected to be suited for dealing with
these kinds of group structures, because the response matrices corresponding
to these group structures are in statistical forms, and also it is necessary, a:
aforementioned, to evaluate the above information loss due to the aggregation oi
items and categories.
In Section 3.2, we set up certain reasonable criteria for the quantifica-
tion p for each category in each item and show that p is uniquely determined by
the above criteria. According to the quantification p, we introduce a quanti-
fication for each item in such response matrices, which represents the effec-
tiveness of the item for discrimination between the two subgroups prescribed by
the external criteria. In Section 3.3, the properties of the quantification
for items, which we call mean information intensity, are analyzed with reference
to some information theoretic measures, and their relation to the discriminatior
rates of likelihood ratio tests is examined. In Section 3.4, we consider an
efficient way of item-category aggregation in response matrices based on the
quantification introduced in Section 3.2. Furthermore, we apply the above
method to the quantization problems for continuous measurements. In Section
3.5, we apply the above quantification method to the analyses of the learning
behavior of Luce's beta model, by introducing a conditional probability learning
model whose behavior is eqivalent to the Luce's model.
3.2 Introduction of a Quantification Method for Items and Categories and of a
Measure of Discriminability between Subgroups
In this section, we consider the quantification of items and categories foi
response matrices in which the number of sample types are two and the response
variables represent the response probabilities of sample types to category
types.
Let R and R be two sample types with a priori probabilities P(R) and P(R).
Also, let X X ･･･, and X be the items, and P(X./R) and P(X./R) be the con-
ditional probabilities of the item X. under R and R, respectively. Then the
response matrices are shown by Table 3.2.1, where p. = P(X. = i./R) and q. =
P(Xi = i /R).
Under the above probability structures, we consider the quantification of
25
category types 1 1~, and n, from the following point of view.kn
In the quantification method in Section 2.3.2, each of the category types
is evaluated by referrring to all the probabilities in the table. However,
the table says nothing about the stochastic dependence between items. So, we
assume that items X
each category type i
P(i.) = FJ
, X_, ･■･. and X are stochastically independent. Thus,
. must be quantified by referring to p. and q., i.e.,
(Pjjqj)- (3.2.1)
Assuming the symmetry in the ordering of the items and also that of the
category types, P(i. ) must be described as follows
) for j - 1, 2, ･･･, k., i 1, 2, ･･･. n. (3.2.2)
Also, assuming the symmetry in the sample types R and R, we have
,, i i, ,, i i.
F(Pj ; Rj) = F(qj ; p.).
We suppose that function F has the following form:
F(x ; y) = G(x) G(y).
(3.2.3)
(3.2.4)
From the requirement that the quantified value p should reflect the dis-






)-d(X.)] - 0 for an arbitrary probability
structure of X.
where d(X.) is a dummy variable representing the distinction between the















for arbitrary probabilities p^




GCpjl } > o
(3.2.5)
(3.2.6)
V v v ■■■































Hence, in general, function G must satisfy the following(cf. Hendrickson §
RnphlerM971 11:
I a. G(a. ) i
z
j
a. G(b ) for arbitrary a., a., ･･･, a , b., b2
such that a. > 0, b
and E a. = I b.
5 3 , J
= 1
br
> 0 for i = 1, 2, ..., r
(3.2.9)
THEOREM 3.2.1 : If function G is C^class and satisfies (3.2.9) and is not
constant, then G is represented by the next formula:
G(p) c-In p + d ,




PROOF : When a-'s are regarded as constants and b.'s are regarded as vari
ables, the function I a.
r
G(b.) has its maximum value at b
Using Lagrange multiplier, we have
a. ･G'fa
it follows that
.) = c( > 0)
j
a. for j = 1, 2, ...
(3.2.12)
G'Ca.) = ―. (3.2.13)
This leads to (3.2.10). D
From the standpoint of quantification methods, the constants c and d have
no essential meaning and can be set as c = 1 and d = 0, i.e.,
G(p) = lnp .
Hence we obtain
Pi
p(i ) = ln-4- = In
P(X. = i /R)




, i.e., P(i.) is exactly the same as the logarithmic likelihood ratio of the
event X. = i..
i 3Kullback(1959) considered the evaluation of information content contained
in a sample value of a random variable for discriminating one hypothsis from the
other. In his terminology, the above quantity p(i.) is called the information
in the event X. = i. for discrimination in favor of hypotheses R against R, by
regarding the sample types R and R as hypotheses.






















The above measure represents the degree of separation between the sample types
R and R with respect to item X..
In the sequel, we consider the relation of the above quantification method
to the statistical decision methods. Let x = (x., x_, ･■･. x ) be a sample
value of X. Also, let us assume the following additivity for the quantifica-












P(X. = x /R)
(3.2.17)
X2, ･･･. and X are, as aforementioned, stochastic-





Namely, pis the logarithmic likelihood ratio of the sample value x of x. From
this, the quantification p can also be used in a statistical decision making
such as the Bayesian or Neyman-Pearson tests of hypotheses, for both tests can
be reduced to the so-called likelihood ratio tests, i.e., the belongingness of
a sample value x to sample type R or R is decided according to whether p(x) is
larger than a certain critical value or not. Hence, SR(X) = E[p(X)-d(X)] has







Pearson's sense(or, in general, in likelihood ratio tests).




if t > Ink,
if t < In k.











The function s being a nonlinear threshold function, the evaluation of P is,
in general, difficult. The measure SO(X) Ev[p(X)-d(X)] has the following
K X
useful property and can be regarded as a practical approximation of P . We
call the measure mean information intensity of X with respect to the sample










THEOREM 3.2.2 : Let (X, Y) denote the joint vector of X and Y. Then we
where S_
SR((X, Y)) = SR(X) + SR(Y |X)
(Y | X) is defined as follows:
SR(Y | X) £ E [ Ey[ p(Y | X)-d((X, Y)) | X]],






Particularly, if X and Y are stochastically independent in each sample type,
then
SR((X, Y)) = SR(X) + SR(Y)
PROOF : From the definition of S R'
we have
PCX, Y/R)
S ((X, Y)) = E [ In . d((X, Y)) ]
k ex, ij p(X) y/-)












} ■d((X, Y)) 1
P(X/R)
(3.2.24)
}･ d((X, Y)) ]











･ d((X, Y)) ]








Also, from the definition of d,








+ E [ £U In
PCY/X, R)
This leads to (3.2.21)
If X and Y are stochastically independent of each other in R and R
respectively, it is obvious that
p(Y | X) p(Y).
From (3.2.26) and (3.2.28), we have
SR(Y | X) Ex[ EY[ p(Y | X)-d((X, Y)) | X ] ]
[ p(Y X)-d((X, Y)) ]
= Ey[ Ex[ p(Y | X)-d((X, Y)) | Y] ]
= Eyt E [ p(Y)-d(Y) ] ]
- SR(Y), (3.2.29)
from which we obtain (3.2.24). D
We call S^(Y | X) defined by (3.2.22) conditional mean information intensity
In Section 3.4.1, we use this quantity to measure the effect of interrelation-
ships between items on the discrimination of sample type R from R.
In the above, we introduced a measure S^ which evaluates the degree of
separation between sample types R and R, by the use of the quantification p.
Now, we consider the quantification of population {x}(which is represented
by a random variable X with probability P(X)) by the use of p. We character-
it
ize the quantified values of the population {x} by their mean E~r
by their variance V~ .[p(X)],i.e.,




= I P(X = x) In ― ,
x P(X x / R)











P (X x / R)
[p(X)l, and
(3.2.30)
I(R I R ; P(X))}2
I(R | R ; P(X))2.
(3.2.31)
We call I the quantified mean of X with respect to the sample types R and 1
Also, V is said to be the quqntified variance of X with respect to R and R.
The quantified mean I represents the degree of belongingness of population {x}
to R compared to R.
Particularly, when P(X) = P(X/R) or P(X/R), then we have
I (R I R ; P (X / R) ) = I P (X = x / R) ･ In
x
P (X = x / R)
P (X = x / R)
= I(P(X/R) : P(X/R))
* 0,




where I(P(X/R) : P(X / R)) is the so-called Kullback-Leibler information number(
cf. Kullback & Leibler[1951], Jeffreys[1946], and Kullback[1952]).
The quantified variance V is used in Section 3.3.2 to analyze the relation
of the mean information intensity Sg to the Bayesian discrimination rate.
In the sequel, we consider biochemical data which are commonly used for
medical diagnosis. The data are composed of 12 items, each of which represent!
the content of a biochemical component in human blood(cf. Makino[1971], Takagi,
Katai, Iwai et al.[1972], Katai, Iwai et al.[1973 § 1974], Endo & Iwai[1974],
and Iwai[1977]). The measurement system is a kind of sequential multiphasic
analyzer called SMA 12/60, and the items are as follows:
xl Calcium ion ( Ca )
31
X : Inorganic Phosphorus ( Inor. Phos. )
X : Glucose ( Glu. )
X. : Blood plasma content of Urea Nitrogen ( BUN )
X : Uric Acid ( Uric Acid )
X. : Total Cholesterol ( Choi. )
6
X : Total Protein ( T.P. )
Xo : Albumin ( Alb. )o
X : Total Bilirubin ( T.Bili.)
X ■Alkaline-Phosphotase ( Alk.Phos. )
X ･ Lactic Dehydrogenase ( LDK )
X-2: s-Glutamic Oxalacetic Transaminase ( SGOT )
Table 3.2.2 is the recording chart, where the grey areas represent the
normal regions. The content of each biochemical component X^ is quantized intc
i.(less than normal), i~(normal), and i,(more than normal) for i = 1, 2, ･･-, 12
Namely, each item is composed of three categories. The internal diseases are
classified into five types(sample types) as follows:
R. : Normal
R2 : Renal failure
R : Liver failure
R. : Diabetes
Rg : the other internal diseases
The data we used were obtained from 532 patients and offered from Kyoto
University Hospital. Among them, the numbers of diseases R, - R,- are 90, 73,
165, 69, and 135, respectively. The physiological characteristics of the bio-
chemical components in relation to the diseases are shown by Table 3.3.3(for
details, refer to Makino[1971]). We evaluate the effectiveness of each item X.
(i = 1, 2, ･■･. 12) in relation to the diagnosis of each disease R (j = 1, 2
･･･. 5) by So (X.), where R. {R., R.} and R＼ u R, (cf. Takagi, Katai, Iwai,
Kj x 3 11 3 k*j k
et al.[1972l). Table 3.2.4 shows the caluculated values of So.(X.)(i = 1, 2,
Kj 1
･･･, 12, j = 1, 2, ･･･, 5). Comparing the table with Table 3.2.3, we can see
that the measure Sp (X.) has a good coincidence with the physiological tenden-
Kj 1
cies(cf. Katai, Iwai, et al.[1973]).
In this section, we have introduced a quantification p for the category
types in a response matrix(table) under the criterion (3.2.3), (3.2.4), and
(3.2.5). The quantification SO(X.) for item X., which is defined by (3.2.5)
K 1 1
and is called mean information intensity, can be regarded as a measure of dis-





stated by theorem 3.2.1. Moreover, we have introduced a quantification method
for a population {x}(which is prescribed by its probability law) in terms of the
mean I and the variance V of the corresponding quantification p. These quan-
tities are, as shown later, closely related to the discrimination rates between
the sample types and are available for the item-category aggregation problems in
response tables and also for the analyses of certain learning processes.
3.3 Properties of the Measure and Its Relation to Discrimination Rates
In Section 3.2, we have introduced the quantification S^(X.)(or S^(X)) for
each item X.(or collection of items X), which evaluates the degree of separation
between sample types R and R with respect to X.(or X). In other words, Sr(X.)
or Sp(X) can be regarded as the measure of discrimination information contained
in X. or X, respectively. In this section, we consider the properties of the
measure Sj,,mean information intensity, and its relation to discrimination
rates.
In Section 3.3.1, we analyze the properties of the measure with reference
to several information measures introduced so far(cf. Kailath[1967]). In
Section 3.3.2, we discuss the relation between the measure S_ and the discrimi-
nation rate P defined by (3.2.30). The relation is derived by the use of the
central limit theorem, assuming that the number of items(the number of compo-
nents in vector X) is sufficiently large and the items are stochastically inde-
pendent of each other.
3.3.1 Information Theoretical Properties of the Measure
As aforementioned, the measure Sn(X.) evaluates the amount of information
contained in item X. with respect to the discrimination between sample types R
and R". Hence,it is supposed to have a certain relationship with the information
theoretic measures evaluating the discrimination information contained in X..
In fact, Sg(X.) is decomposed to three information measures that are wellknown
in information theory or statistics, i.e., Shannon's mutual information M,
Bhattacharyya distance B, and Kullback-Leibler information number I as follows
(cf. Katai 5 Iwai[1971 $ 19721):
THEOREM 3.3.1 :






£ I P(X.) lnP(X)+£ P(X., R) In P(X /R]
+ Y P(X., R) lnP(X /R) ,
X X
i
B(P(Xi/R) , P(Xi/R)) = lnYi
y. = I /P(X. /R)-P(X /R),
1 X.






















PROOF : From the definition of S (X.), we have
P(X /R)
{ P(X., R) In ――
1 P(X./R)
P(X
+ P(X. , R) In =
{ P(X., R) lnP(X./R) P(X., R) lnP(X./R)
+ P(X., R) lnP(X. / R) P(X., R) lnP(X. / R) }
= I { P(X R) lnPCX- /R) (P(X.) PCX., R)) lnP(X. / R)
＼i
+ PCX., R) lnP(X./R) (PCX.) PCXit R)) lnPCX./R)}
= I { 2 PCX., R) lnP(X. / R) PCX.) In PCX. /I)
xi
T x 1 1
+ 2PCXi5 R) lnP(Xi / R) P(X±J lnP(Xi / R) }
= 2 I {-PCX.) lnP(X.) + P(X., R) lnP(X. / R)
y 1 1 1 1
Xi
R) lnP(X. / R)} + I { 2P(X.) lnP(X.)
X.

















/R) P(X /R) } ]
X.
= 2 { M(X.
+






/P(X. / R) P(X. / R)




This leads to (3.3.1) . Q
These measures are sometimes used for the design of hypothesis testing(cf.
Chernoff[1959] and Simons[1967]) and also used for the evaluation of pattern
recognition systems(cf. Ho & Agrawara[1968], Caprihan & De Figneiredo[1970],
Young[1971], Babu[1972], and Vilmansen[1973]). The interrelationships among
the measures were discussed by Kailath(1967) and Toussaint(1972). Also, the
geometrical interpretations of the measures and their extensions were given by
Rajski(1961), Sibson(1969), Darcoczy(1970), Rathie § Kannappan(1972), and
Csiszar(1975).
In the following, the meaning of these three terms in connection with the
discrimination between sample types R and R is considered.
The first term, Bhattacharyya distance B, does not depend on the a priori
probabilities P(R) and P(R) but depends on the conditional probabilities
P(X. / R) and P(X. / R) . Therefore, the measure B represents the degree of
distinguishability between two types R and R due to the difference between the
probability laws P(X. / R) and P(X. / R). B can be geometrically interpreted as
follows(cf. Fig. 3.3.1): Let PJ" and P^ be two k.-dimensional vectors defined
for category types i., i_, ･･･, i. of item X..
1 2. Ki 1
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pJ = C /P(X. = ij/R), /PCX. = i2/R), ■･･,/POT ik /R) ),
P^ £( v^T ij/R), /p(Xi = i2/R), ■■･,/P(Xi = ik /R) ). (3.3.8)
Let these two vectors be at angle 6.. That is to say, 6i is a geometrical
representation of the relation between the coditional probabilities PCX^/R) anc
P(X. /R). Then from
I p[ II = KII = 1
the quantity y. defined by (3.3.4) can be represented as
Yi = CP}. P* ) = cos e.
Therefore, the relation between B and 9
i is given by
B(P(X./R) , PCXi/R)) Incos6i > 0
Ohvinii^lv. wp have
o < e
1 " I '





Also, it is clear that if 6. = 0, i.e., no discrimination information with
respect to sample types R and R can be given by observing item X
if e.
i then B = 0
tt/2, i.e., each sample can be completely classified into R or R only
by the use of information given by X., then B = ≫.
It is certain that the discrimination information contained in X. is pre-
scribed not only by the probabilities P(X. / R) and P(X. / R) but also by the
a priori probabilities P(R) and P(R). The second and the third terms in
(3.3.1) , i.e., Shannon's mutual information M and Kullback-Leibler informatior
number I evaluate the effect of P(R) and P(R).
The second term M is defined by the difference of entropies as follows(cf.
Shannon § Weaver[1949]):
MCXj, R) = H(R) H(R | X^,
HfR) = - PfRI lnPfR"! PCR"")lnPCRI






















Let the items X.., X2 ' n be n signals observed from n distinct communica-
tion channels having one input source in common which sends an independently
identically distributed(i.i.d.) stochastic sequence of sample type R or R
according to the a priori probabilities P(R) and P(R)(cf. Fig. 3.3.2). The
possible number of input sequences of length m is approximated by
N = exp[m-H(R)], (3.3.14)
where each sequence has equal probability N . The second term H(R | X.) in
M(X., R), the so-called equivocation of the iL" channel X., indicates that the
number of possible input sequences subject to a given output sequence form the
ith channel is approximately given by
N = exp[m.H(R | X )], (3.3.15)
with equi-probabilities. The above value N. is bounded by the next inequality(
cf. Miyasawa[19711):
where
HCR I X ) < 2C/P(R) P(R) exp [ B(P(X / R) , P (X / R)) ] ,
A




Hence, H(R | X.) has a certain relationship with the degree of separation B(
Bhattacharyya distance). From (3.3.13), the relation among N, N., and M(X., R)
is expressed by
N.
― = exp[ -n..M(X R)] . (3.3.18)
N 1
Hence, we can say that, while B(P(X. / R) , P(X. / R)) evaluates the effectiveness
of the i channel only by the conditional probabilities P(X. / R) and P(X. / R),
i.e., without referring to the stochastic properties of the input sequences,
mutual information M(X. , R) evaluates the effectiveness in relation to the
actual stochastic properties of the input sequences.
The third term I(P(X.) : P*(X.)) can be rewritten as follows:
i(PCX.) P*(X.)) = I P(X. = i.) lnL1,
i Ap(xi V / n i
L* = - J― y. /P(R) P(R) (/T^ + -T=- )





A P(R/X. = i.)
T1 = -― 3― , for j 1,2
J P(R/Xi = i-)
k. (3.3.21)
T. is the ratio of the a posteriori probabilities provided that the sample
value of item X. is equal to i.. Its logarithmic value can be considered as
the amount of information given by the sample value i
I(P(X.) : P*(X.)) has the minimum value 0 when L1
i.e., when the ratio T
i f1 or 1
T1















Therefore, the third component I of SP(X.) increases along with the increase of
variation among the amount of information |In T^|, |In T^|, ･･･, |In T* |.
In the Bayesian discrimination, the decision of sample types is made according
to whether the value In T. is positive or negative. Namely, compared with the
second term, the mutual information M which represents the mean efficiency of
the information transmission of the i channel X., the third term I represents
the effectiveness of the manner of appearence of sample values of X..
In this section, a new information measure, mean imformation intensity
Sf,(X.). is defined and shown to be composed of three information theoretic
measures, Bhattacharyya distance, mutual information, and Kullback-Leibler
information number. We also investigated the meaning of these three components
in relation to the discrimination between sample types R and R. It was shown
that each of the components only represents each aspect of discrimination infor-
mation contained in X. Hence the validity of the measure SO(X.) should also
K 1
be examined in connection with the discrimination rates
3.3.2 Approximation of Discrimination Rates of Likelihood Ratio Tests and
fosideration on Their Relation with the Measure
As aforementioned, the discrimination rates of likelihood ratio tests can
be represented as (3.2.20) by the use of threshold function s(t;k). In this



















k = In ―=― .
P(R)
(3.3.24)
























= p(X) + k.
Then the critical value corresponding to p(X) is equal to 0 and the discrimi




As the first approximation of P , we first investigate the quantity EY[p(X)-d(X)]
C A
that is given by approximating the nonlinear threshold function s(t;0) by t(cf.
Fig. 3.3.3). From (3.3.25), we have
Ex[^(X)-d(X)] Ex[(p(X) + k)-d(X)]
= E [p(X)-d(X)] + k-E [d(X)]
SR(X) + J(P(R), P(R)),
J(P(R), P(R)) = k-E [d(X)]
P(R)
(P(R) P(R)) In -^
P(R)
= PfR) In
The term J is the Hajek's divergence between the a priori probabilities P(R) and
PfRHcf. Katai, Iwai, et al.[1975c]). It evaluates the difference between P(R)
and P(R), i.e., the amount of a priori information due to the difference
between P(R) and P(R)(cf. Fig. 3.3.4). The quantity EX[^(X)-d(X)] is equal to
the measure SR(X) plus a priori information J(P(R), P(R)).
As shown in the previous section, the measure S~(X) can be decomposed into
the three information theoretic measures, and there have been many studies
concerning the relationships between the discrimination rates(error probabil-
ities) and the values of the above measures(cf. Hellman § Raviv[1970], Toussaini
[1971], Babu[1972], and Vilmansen[1973]). However, these studies only show th<
relationships between the two quantities as inequalities. Hence, in the fol-
lowing , we derive an approximation of the Bayesian discrimination rate






and X are stochastically independent in each of the sample
and Pyr be the discrimination rates of the first kind with respect to
R and R, respectively, i.e.,
P = Prob.C X *=> decision R/X e R]
P^- = Prob.( X => decision R/X e R) (3.3.29)
Bayesian discrimination rate P is expressed as a weighted average of the above
pc = pW-pR + pCR)-Pr ■
From the definition of P and P-=-,we have
R K
PR = Prob.( p"(X) > 0/X £ R),
P^- = Prob. ( p(X) < 0 / X £ R) .
Also, from (3.3.25) and the stochastic independence of X
ofXI is rewritten as
P(R) ?




X2, -.., and X ,
(3.3.32)
The random variables piXJ , p(X2), ･■･, and p(Xn) are stochastically independent
in each of the sample types, from the assumption. Therefore, if the number of
items n is sufficiently large, the quantity p(X) has approximately a normal
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where





+ I(R I R ; P(X/R)), V(R | R ; P (X / R)) ), (3.3.33)
I(R I R ; P(X/ R)) =








I(R I R ; P(X. /R))








p(X) ~ N( -In I(R | R ; P(X/R)),V(R | R ; P (X / R)) ), (3.3.36)
P(R)
_ _ n _ _
I(R | R ; P(X/R)) I I(R | R ; P (X / R))
i =l X
n
V(R | R ; P(X/ R)) I V(R | R ; P(X. / R)) .
i = l X
(3.3.37)
(3.3.38)
In the above, the quantities I and V are introduced in Section 3.2(cf. (3.2.30)
and (3.2.31)), and the additivity relations (3.3.34), (3.3.35), (3.3.37), and
(3.3.38) are due to the assumption of stochastic independence. Therefore, the









I(R| R ; P(X /R)) + lnP(R) In P (R)
I(R | R P(Xt /Rl) + lnP(R) lnP(R)
where $ is the so-called error function defined by
. i x
$(x) - -= / exp(-t ) dt.
/tt _x
From the definition of SO(X.) and (3.2.30), we have
K 1
Sj^CX^ = Ex [pCX^-dCX.)]
i







P(R) I(R| R ; P(Xi/R)) + P(R) I (R |r ; P(Xi / R)) . (3.3.41)
The quantity S_ is concerned only with the quantified means I(R | R ; P(X. / R))
and I("R R ; P^/R)), and not with the quantified variances V(R | R ; P(X. /R))
and V(R" R ; P(Xi /R")).
As a simple illustration of the above discussion, we consider the following
case: Each item X. of X is either ifl or i which originates from the ideal
patterns (1 2 .... iQ, ･･･, nQ)(for type R) or (1^ 2^ ･･･, i^ ･･･, n^
(for type R) such that
P(X. i /R) = p, P(X i /R) = 1 p
P(Xi i /R) = 1 p, P(Xi = iQ/R) = P (3.3.42)
Namely, noise content ratio has the constant value p in both types R and R and
also in all the items X,, X_, ･･･, and X . These probability structures are





we calculate the values of SJX.), M(X., R) , B(P(X. / R) , P(X- / R)), I(P(X.)
K X 1 1 1 1
P*^)), I(R | R ; P(Xi/R)), V(R | R ; P(X. /R)), Pc etc.
In this case, we have













= ( 1 - 2p) In
I(R I R
(p)








From (3.3.2), Shannon's mutual information M is given by the next equation,
where r and 1 r are the a priori probabilities of R and R, respectively.









{(1 2p) r + p} ln{(l 2p) r t- p}
+ p lnp + (1 p) In (1 p)
= M(r, p) .
The quantity M(r, p) has its maximum value when r = 1/2 as follws.
M(y, p) = max M(r, p)
0<r<l
= p lnp + (1 p) In (1 p) + In 2
= M(x., R) + KPCXj) : P*(Xi)).
Bhattacharyya distance B(P(X. / R) , P(X. / R)) is
BCPCX^R) , P(Xi/R)) = In (/p /I p + /I p/p)
= In 2 -|ln{p(l p)}
From theorem 3.3.1, S^(p) can be expressed by





Fig. 3.3.5 shows the values of S^(p), 2B(p), and 2M(-=-,p) versus p. Roughly
speaking, Sn(p) and B(p) have linear relationships with In p. Also, we obtain
that
SR(P)
if p -≫■■=･,then = -+ 4, and
M(y, P)
if p ->･ 0, then
M(4. P)
(3.3.50)
Next, we investigate the relation of the discrimination rate P with the
probability p and the number of items n. From (3.2.31),
1 d _
V(R I R ; PCXj/R)) = 4p (1 p) {in
p





P(R) ( = r)
I
2
Then, from (3.3.39), discrimination rate P is given as
Pc PR
PR









T(p), which represents the signal to noise ratio of the
is defined as follows:
2p
C3.3.54)
2 /p (1 - p)
The relation between x(p) and p is illustrated in Fig. 3.3.6. Fig. 3.3.7 shows
the relation of P (n, p) to n and p. From the figure, we can estimate the
necessary number of items to assure arbitrarily given discrimination rates.
In order to evaluate the effect of the i item X. on the Bayesian discrimi
nation, we calculate the quantity A.P (or A. P=-) , the decrease of the Bayesian
IK IK





£ p V (3.3.55)
is the discrimination rate of the first kind based on the informationR










and also to the following equality
d$(x) 2








































1 nIR+ lnP(R) lnP(R)





















The quatities ID and VD are the mean values of quantified means
K K
I(R | R"; P(X. / R)) (j = 1, 2, ･■･, n) and quantified variances V(R | R ; P(X. / R))
(j 1, 2, ･･･, n), respectively. Thus the ratio I_ / Vn represents the accu-
racy or the reliability of the information gained from the vector X. From
(3.3.59), the quantity Gn(X.) represents the relative effect of item X. with
respect to the discrimination rate P From (3.3.61), the quatified mean
r _ R* v J1 ― -1
I(R | R ; P(X. /R)) has a positive effect on Gn(X.), while the quantified vari-
1 K 1
ance V(R | R ; P(X. / R)) has a negative effect whose amount is dependent on the
accuracy I
D/V
of the information given by X.
K K
If we measure the relative effectiveness of the discrimination information
contained in X. by the weighted average of GR(X.) and Grr-(X.)with a priori
probabilities P(R) and PfR) as follows,
GR(X ) = P(R)-GR(Xi) + P(R)-G^(X.) (3.3.64)
then, from (3.3.41) and (3.3.61), the above measure can be rewritten as






I R J P(X. /R)) + P(R)-^-V(R | R ; P(X /R))}.
1 V―
R (3.3.66)
Thus the mean information intensity SR(X..) positively contributes to the rela-
tive effectiveness GR(X.)- The negative contribution KR(Xi) depends on the
quatified variances V(R | R ; P(X. /R)) and V(R | R ; P(Xi/R)) and also on the
accuracies I / VD and I-g-/Vtt o£the information given by X. If the accuracies
"""" "R' "R """ "R' 'R ""
are high, then the negative contribution K^CXp is large. Hence, it can be
regarded as a measure of the information contained in X which cancels the
information (whose amount is evaluated by S≪(X.)) contained in X_
As stated above, there is no direct relation between the relative effctive-
ness G^(X.) and the information measure SR(X.). However, in the following
particular cases, G^CX.) has an approximate linear relation with SR(X.)(cf.
Katai § Iwai[1972]).
THEOREM 3.3.2 : In each of the following two cases a and b, there exists an
approximate linear relationship between CU(X.) and Sp(X.)≫i.-e-≫
W *? W (3.3.67)
and Sp(X.) can be considered as a useful measure of the discrimination infor-
mation contained in X..
a) All the items X1, X_, ･･･, and X have approximately the same probability
structures, i.e.,
PCXj/R) - P(X. / 10,
P(Xi/R) = P(X. / R), for all i, j = 1, 2, ･･･, n. (3.3.68)
b) Sample types R and R have approximately the same probability structures,
i.e.,
P(X /R) - P(x
more precisely,
P(X.
/ R) for all j = 1, 2, ･ ･ ■, n
/ R) P(X / R) | ≪ P(X . / R) for j 1, 2, .... n
PROOF : In case a, we have



























I(R I R ; P(X. /R)) = I(R | R
V(R | R ; P(X. /R)) = V(R | R
V(R | R ; P(X. / R)) = V(R | R






P(x /R)),for j 1, 2, ･･･, n.(3.3.71)
n-I(R | R ; P(X../R))
n-V(R | R ; P(X. / R))
V(R | R ; PCXj/R))
_ n-I(R | R ; PCX. / R)) _ _
■fP(R) 1 VCR | R ; PCX. / R))}
n-V(R | R ; P(X I R)) 1




P(X. /R) P(X.. /R)
P(X, /R)
Then, from condition (3.3.70),
o(X ) ≪ 1 for j = 1, 2, ･■･,




















j― -J + 0(a5)
(3.3.75)
P(X. / R) - P(X. / R)
I(R I R ; P(X / RD) I P(X /R){ *

























and also disregarding the terms of Ofa ). we obtain




(P(X. /R) P(X -/R))2 -
1 J- f = Ofa ")1 . T3.3.781
P(X.
On the other hand, from f3.2.31") and f3.3.75").






P(X. /R) - P(X. /K) 2 2
/R){ 1 2 t 0(aZ)}Z




(P(X./R) P(X. /R))2 ,
2 2 + Ofa )
Therefore, we obtain
V(R |"R ; P(X. / R)) - 2 I(R | "R












{p(RM(R I R ; PC^/R)) + P(R)-I(R | R ; PCX./R))}
£s
(X). D
Experimental considerations by computer simulations
In the above, we introduced an information theoretic measure SO(X.) and
showed that it is composed of three components, Bhattacharyya distance B,




also derived the relation between the measure SD and GD, the measure of relative
effectiveness based on the Bayesian discrimination rates, under certain condi-
tions and approximations.
In the sequel, we examine the validity of the above approximations and the
properties of the three components by computer simulations(cf. Katai § Iwai
[1972]).
As shown in Fig. 3.3.8, the example model is composed of 4 x 4 = 16 items,
i.e..
x - (xn, x12, ･■-, x X44> (3.3.81)
By quantizing a random variable Z.. with four points -D, -C, C, and D, each item
X. . takes one of five possible categories(category types) ij., ij_, ･･-, ij .
The random variable Z..
N(p. .
has normal distribution N(0, 1) in the type R and has
, o ..) in the type R. The means u..'s and the standard deviations a..'s
are set as follows:
RAM,. ,, RAV.. 1) + 1, for i,j 1,2,3,4. (3.3.82)
Hence, all the items have different probability structures and the degree of
separation of R from R can be set arbitrarily by changing the values of RAM and
RAV. We used 3,000 samples(as test inputs) to estimate the discrimination
rates PR, PR' and P , and their amount of decrease A.,P_, A..P―, and A..PC 11 K IT K lie
The parameters were set as P(R) = P(R) = 1/2, C = 0.3, and D 0.9.
The results of the computer simulations are as follows:
1) On the validity of the approximate formula (3.3.39).
Equation (3.3.39) is derived from the central limit theorem under the condition
that {X..} are stochastically independent and that the number of the items n is
sufficiently large. However, when the number n is large, the decrease of the
discrimination rates A. .Pn and h..P-=-become too small to assure the statistical
ij R ij R
reliability of their experimental values. Therefore, the number n cannot be
set so large. So, in this case, we set n = 16. Nevertheless, the theoretical
values of the discrimination rates by the above approximation have quite a good
coincidence with the experimental values(cf. Table 3.3.2). Thus, formula
(3.3.39) is considered to be a good approximation of the true discrimination
rate.
2) On the precision of approximation (3.3.59).
We calculated the theoretical and the experimental values of A..P P(R)-A..P
+ P(R)-A..Pw 4(a--Pd + A--pfr} for the representative items X.,, X,., and X .(
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cf. Fig. 3.3.9), where the corresponding random variables Z^, ^14' anc* ^44 ^ave





Z44 ~ N(RAM, RAV). (3.3.33)
In the figure, there exist considerable differences between the theoretical and
the experimental values of A..P . However, the essential trend of the experi-
mental values coincide with that of the theoretical values. The difference
between them is considered to be due to a statistical fluctuation because of the
number of the samples being insufficient.
3) On the relation (3.3.67) between the relative effectiveness G^(X.) and
the mean information intensity S~(X.) .
The validity of the approximate formula (3.3.67) under the condition b in
theorem 3.3.2 is examined providing that RAM and RAV are small. From
Fig. 3.3.10, the approximate formula is valid even when RAM and RAV are consid-
erably large(when the condition (3.3.70) does not hold).
4) On the characteristics of the mean information intensity S^ and its
three components B, M, and I.
Fig. 3.3.11 shows the values of S^ and the three components of SR (Shattacharyya
distance B, Shannon's mutual information M, and Kullback-Leibler information
number I) for various values of the mean u.. and the standard deviation a... In
the figure, B and M have similar values and are more sensitive to the difference
of the mean values (y = u-. 0) than the ratio of the standard deviations (a =
a. . / 1). In this case, So is approximately four times B or M. The values of
1J K
the Kullback-Leibler information number I are quite small compared with B or M
except for the item X. . The item is peculiar in that the difference of means
u is maximum and the ratio
item, the values of | In
the most inhomogeneity wi th
of
1 I
standard deviation a is minimum. Hence, in the
|ln(P(R/X41 41 ) /P(R/X41 - 41 )) | have
respect to i, making the value of I the largest.
In this section, we have discussed the relationship between the mean infor-
mation intensity Sj,and the Bayesian discrimination rates. In general, as
shown by (3.3.39), the Bayesian discrimination rates are prescribed by the
quantified means and quantified variances introduced in Section 3.2. The
relationship between the mean information intensity Sp and the quantified means
was shown by (3.3.41). In order to examine the above relationships, we intro-
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duced a measure G≪which evaluates the effect of each item on the discrimination
rate. According to theorem 3.2.2, the mean information intensity Sv has
approximately a linear relationship with Gj,under certain conditions. Taking
the useful properties indicated by theorem 3.2.2 into account, the measure S_ is
considered to be highly applicable to practical use. Also, the computer simu-
lations assure the validity of the approximately linear relationship.
3.4 Considerations on Item-Category Aggregation Problems based on the Measure
and the Quantification
In the preceding sections , we introduced the quantification p(x.) and the
measure S≪of information content in each item X. and also examined the proper-
ties of the measure under the assumption of stochastic independence among the
items in response matrices. It is obvious that the discrimination rates are
closely related to the item-category classification of response matrices.
In this section, we investigate the efficient way of item-cagegory aggregation
based on the measure, mean information intensity S^
In Section 3.4.1, the problem of item aggregation is considered introduc-
ing a measure of correlation between items with respect to discrimination by
response matrices. In Section 3.4.2, the problem of category aggregation is
treated in a more general setting of the problem, introducing a measure of
information loss.
3.4.1 Introduction of a Measure of Correlation between Items and Investiga
tion of the Efficient Way of Item Aggregation
In this section, we introduce a measure of correlation between items for
the determination of effective item aggregation in the case where the items
are not stochastically independent. Lewis(1959) studied the problem of how to
aggregate the items in contingency tables in order to reduce the storage
requirements for the tables. Also, Good(1963) introduced a measure of inter-
action between items by the use of Fourier transform to the probabilities of
the items to treate the above problem. These studies were extended by
Kullback(1968), Ku § Kullback(1968 § 1969), and Simon(1973). The notion of
interaction or correlation between items were, in the most general aspect,
treated by Roseboom(1968). Fukao(1971 & 1972) considered the item (state
variable) decomposition and aggregation problems for stochastic dynamical
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systems by introducing a measure of correlation between items in connection
with the stochastic dynamical properties of the systems. These studies ,
however, are not concerened with the item aggregation problems for contingency
tables which represent discrimination information such as in responce matrices.
By trial and error methods, Chow(1966) and Chow f,Liu(1968) considered such
problems to construct effective Bayesian pattern recognition systems. The
measure of correlation offers a theoretical base for the above construction.
Let us compare the case in which two items X. and X. are simultane-
ously observed with the case where they are observed separately. The corre-
sponding response tables are shown in Table 3.4.1(i) § (ii). The quantifica-
tion p in the former case is p((X.,X.)) and in the latter case is p(X.) +
p(X.J- The difference between them, p((X.,X.)) PC^) P(X-), represents
the effect of aggregating two items X. and X. into one item (X.,X.). There-









= sRccxi,xjD) SrCx^- sr(x,)
(3.4.1)
If the absolute value of the above measure is large, then the items have
considerable degree of correlation and the response matrix (table) made by mer-
ging the item X. with the item X. is supposed to provide a high discrimination
rate compared to the original response matrix in which the items X- and X- are
set separately From the definition, we have
P(Xi,Xi I R)
CR(X-,X.) £ I {P(X X R) In U
J X.,X. ] PCXj.X. | R)
P(X.,X. I R)
+ P(XifX,,R) In L_JJ }
3 PCX^Xj R)
SR(X.) SR(X.). (3.4.2)
From theorem 3.2.2, Co can be rewritten as follows.
THPnDPM % A 1 ･
CR
(X. X) Vxi IV W
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=SR(X|X.) SR(Xj) (3.4.3)
where S^(X^ I X-) and Sj,(X- X^) are the conditional mean information intensi-
ties defined by (3.2.22) and (3.2.23). Particularly, when X. and X. are
stochastically independent in each type R or R, we have
cR(xi)Xj) o (3.4.4)
If X. and X. are not stochastically independent, then CD(X.,X.) may be
1 J K 1 ]
positive or negative; which is the different feature of measure Cn(X.,X.) from
Shannon's mutual information between items X. and X..
The relation between the measure of correlation and Shannon's mutual informa-
tion
Let X.(R) and X.(R) represent the random variables for item X. under the
sample type R and R, respectively, i.e., X.(R) has the probability law P(X. R),
and X.(R) has P(X. I R). We will show that the measure of correlation CD(X.,X0
1 1 [ K 1 j
has a relationship with Shannon's mutual information measures M(X.(R), X.(R))
and M(Xi(R), X^R)).
From the equalities that
we have
P(Xi,Xj,RJ + P(Xi3X.,R) = PCXi,Xj)
PCX^R) + PCX^R) = PCXj),
C (X,,X,) = 2P(R){ I P(X.,X, R) lnP(X. X,,R)
K i J x x ] J
i J
I P(Xi | R) lnP(Xi | R)}
A .
+ 2P(R){ I P(X X I R) lnP(X I X R)
X.,X. J ' ' J
i ]
I P(X R) lnP(X I R)}
X. '
+ I PCXj) lnP(Xi | R) + I PCX^ lnP(Xi |








Also, from the equalities that
we obtain
where
X.) lnP(Xi | X^R)
P(Xi,Xj I R) = P(Xi I X.,R)-P(X. | R),
P(Xi,Xj I R) = P(Xi | Xj)R)-P(Xj | R),
CR(X.,X) 2{P(R)-M(Xi(R),Xj(R)) + P(R)-M(Xi(R),Xj(R))}
+ h(Xi,Xj ; R,R),
MU^R^X.CR)) $ HCX^R)) H(XiCR) | X.(R))




k H(Xi(R) H(X.(R) | X (R))
ho(Xi,Xj ;
h (XifX
R,R) i ho(Xi,X. ; R) + h^X^X. ; R),
P(X. I R)-P(X. R)
R) A I P(X.,X.) In 5J 1 ,
X^X, X ] PCX^X IR)
■
;R)
£ I p(x x ) m
x.,x. J
1 1
P(Xi I R)-P(Xj | R)
P(Xi,Xj | R)
In order to interpret the meaning of the measures h
hypothetical sample types R' and R1 as follows :
P(X .,X I R') = P(X. | R)"P(X | R)













Namely, the types R' and R' have the properties that the items X^ and X- are
stochastically independent and the marginal probabilities P(X. R'), P(X.
P(X. I R1), and P(X. R1) are the same as P(Xi I R), P(X. I R), P(Xi R),and
P(X. I R), respectively. Then from the definition (3.2.30), hn and h. are
interpreted as the quantified means as follows:









h1(X.,Xj ; R) I(R- | R ; P^^X.))
(3.4.18)
Hence, the quantity hg (h^) represents the degree of belongingness of actual
random variable (population) (X., X.) to type R'(R') compared to-type R(R).
Equation (3.4.9) says that the measure of correlation Cpfx^, X.) between
items X. and X. is twice the weighted average of Shannon's mutual
information measures MfX (R), X.(R)) and M(X (R), X.(R)) with the a priori
probabilities P(R) and P(I) plus the quantified means I(R' I R ;P(X.,X.)) and
1(1*'| R ;P(X.,X.))- The first term in (3.4.9), Shannon's mutual information
is nonnegative, whereas the second term h may be positive or negative. Thus,
the measure CO(X., X.) may have a negative value.
K 1 )
Qualitative properties of the measure of correlation
We consider the qualitative properties of Cn(X., X.) using a simple exam-
ple, which is similar to the example in Section 3.2 except for the stochastic
dependence between X. and X. as follows: The item X.(X.) has two categories i_
i (j and j ), and their probabilities are
P(Xi = i0 | R) P(Xj = jo | R) = 1-p,
P(Xi = i1 | R) P(Xj = jx | R) = p,
P(Xi = iQ | R) P(Xj = jQ | R) = p,
P(Xt = i: | R) = P(Xj jx | R) = 1-p.
The conditional probabilities between item X. and X. are
PiXi = i0 | Xj jQ,R) = P(XA = ix | X. = jj.R) = 1 -p + ap,
P(Xi = ix | X, j^R) = P(X. = iQ | X jQ,R) P+(l-p)a,
Pfx . = iQ I X JrR) = P(Xi = i1 | X jQ,R) p(l-a)
P(X. = i1 I X. = jQ,R) = P(Xi = iQ |X. = j^R) (l-p)(l-a)
(3.4.19)
(3.4.20)
Namely, the joint probabilities are
P(Xi = i(), X jjR) P(Xi = J1> x. =jx |R) = (l-p)2 + p(l -p)a
P(Xi = i1, Xj J1＼K) PCXi = J0, X. jo | R) = P2+ p(l -p)a,
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= p(l -p)(l -a).
These probability laws are illustrated in Fig. 3.4.1.
(3.4.21)




■) < a < l
p
1-p
for k =■0, 1
(3.4.22)
(3.4.23)





The case a = 0 corresponds to the case where X^ and X- are stochastically inde-
pendent in both types R and R. The case a = 1 or a = (p / (1 -p)) corresponds
to the case of complete dependence, for we have
if a=l, then P(Xi = iR I X. = Jk, R) = P(Xi = ±k| X^ = Jk, R) = 1,
if a =
= 1, for k = 0, 1. (3.4.24)
In this example, the mutual information M(X.(R), X.(R)) and M(X.(R), X.(R))
coincide with each other, and hence




We denote the above quantity by M(p,a). Also, in this case, CO(X-,X-) is not
K x J
dependent on the a priori probabilities of R and R and is denoted by C_(p, a).
From (3.4.19) and (3.4.20), these measures are calculated as follows:
C (p.oO = (1 2p)( In




+ (1 -p)(l -p+ap) In (l+yiL-cO
+ 2p(l -p)(l -a) In (1 -a).
If p y, i.e.,
P(X.=io|X.-Jo, R) =P(X. io|X.=Jo, R)
= P(X. i1 | X =jr R)
= P(Xi ^1 Vji-R)
= -k1 + a)
PCX±=iQ | X. =j1, R) = P(Xi iQ | X. = jp R)
= PCXi i^X-JQ, R)





then CD=0 for arbitrary values of a. On the other hand, Shannon's mutual
information M is not equal to 0 provided that a^0(a=0 corresponds to the case
where X. and X. are stochastically independent). Equations (3.4.28) and (3.4.
29) mean that the sample types R and R, resp., have no difference from R'







= pcx^ +p(x )
= pCx^ x.) (3.4.30)
This indicates that, in the case p= ―,the quantification pCX^ X.) is not
altered when the items X. and X. are aggregated into one item, and hence any
discrimination rule based on the quantification is not affected by the aggrega-
tion. The property that Cji= 0 for arbitrary values of a is in accordance with
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the above fact. From (3.4.26), it is easy to see that CR is a decreasing




2 and an increasing function of a under 1>p > ―.
then CR < 0 for a > 0
> 0 for a < 0,
if 1 > p >y , then CR > 0
< 0
On the other hand,
M > 0 for any a
for a > 0
for a < 0 (3.4.31)
(3.4.32)
Fig. 3.4.2 shows the values of C~ and M for various values of a. There is
also an essential difference between Cp and M as follows: In the example,
it can be readily seen that
whereas
Cr, -*■°° when a 4- - -r-*-― ,
K 1 - p
M < In 2
(3.4.33)
(3.4.34)
Let us consider the next two typical cases as shown in Fig.3.4.3. In the
figure, the upper one corresponds to the case Cn>0, and the lower one corres-
ponds to the case Cp< 0.
In the figure, p means p((X-,X-)) and p1 means p(X-) +p(X-)≫ i.e., P is
the quantification for aggregated item (X^, X-) and p' is the quantification









P(X. R) PCX. | R)
(3.4.35)
(3.4.36)
In the upper case (C^ > 0), the variation of p is dominant over that of p
On the other hand, in the lower case (C
over that of p
between items.
< 01, the variation ofp' is dominant
Hence the sign of C^ represents the type of correlation
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As shown in Fig. 3.4.2, the absolute value of CJX., X.) increases along
with the departure of a from the origin 0. Thus, if the absolute value is
large, then items X^ and X. have a considerable degree of correlation and the
response matrix (table) made by merging item X. with item X. should provide
a high discrimination rate compared to the original response matrix in which
the items X. and X. are set separetely.
3.4.2 Optimum Category Aggregation Method based on the Measure of
Discriminability
In this section, we consider the optimum method of category aggregation in
each item for response matrices. In the sequel, we assume that items X., X?,
■･･,and X are stochastically independent(dependent cases were discussed in the
previous section). As mentioned in Chapter 1, category aggregation means to
merge some category types into a new category type.
Each sample X = (X., X_, ■･･, X ) is dichotomized into sample type R or R
according to the quantification p(X.), p(X_), ･･･, and p(X ) as discussed in
Sections 3.2 and 3.3. When a category aggregation is done for item X., the
quantification p(X.) is altered, which yields the change of the dichotomization
rule. In general, it seems to be obvious that if category aggregation in an
item is a refinement of the original aggregation, then the amount of discrimina-
tion information of the item increases. If this is the case, there is no prob-
lem in studying category aggregation methods. However, if we take note of the
fact that, in the usual response matrices, the response probabilities are given or
calculated statistically, i.e., based on some data given by a priori experiments,
then the above statement leaves room for consideration. Namely, if the cate-
gory aggregation is refined, then the accuracy of each response probability
decreases due to the deficiency of the data. Hence, the optimum category
aggregation should be determined by taking account of the above accuracy of the
response probabilities.
Similar kinds of problems in numerical taxonomy were discussed by Lance §
Williams(1966), Wallace § Boulton(1968), and Boulton 5 Wallace(1969 S 1970).
Based on the above response probabilities, each input(item) X^ is quanti-
fied by p(X.) which yields the aforementioned dichotomization rule.
In Section 3.4.2.1, we consider the above problem in a more general frame-
work, where the aggregation of category types is regarded as the compression of
discrimination information and the above data is called a priori information,
and also the item(random variable X.) is called input information(input random
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variable)(cf. Katai S Iwai[1974]). In Section 3.4.2.2, the optimum category
aggregation problems are discussed based on the method in Section 3.4.2.l(cf.
Katai, Imanaga, § Iwai[1972a]). In Section 3.4.2.3, we consider the case where
the categories in an item constitute a continuum, and the properties of the
optimum category aggregation are examined(cf. Katai, Imanaga, § Iwai[1972b§
1974]).
3.4.2.1 General Theory of Compression of Discrimination Information and the
Optimum Method for Discrimination Information Compression
First of all, we take note of the representation of information as parti-
tions on probability spaces and the representation of information compression(
aggregation) as subpartitions. Next, we introduce the notion of discrimination
space and also that of discrimination state. Namely, the discrimination for an
input information X is done based on the input information X and a priori infor-
mation Y, hence the triplet consisting of X, Y, and the true sample type plays
an essential role in the discrimination for X. We call the triplet the dis-
crimination state and also call the probability space to which the discrimination
states belong the discrimination(probability) space (cf. Katai S Iwai[1974]).
Moreover, we note that the compression of input information X corresponds
to a partition on the above discrimination space and the discrimination rate is
uniquely determined by the partition. As it is difficult to treat the discrim-
ination rate analytically, we then introduce an information theoretical evalua-
tion method which is clarified as being equal to the measure, the mean infor-
mation intensity introduced in Section 3.2. By taking note of the lattice
structure of information and by the use of the above measure, we examine the
optimum method of discrimination information compression(aggregation).
Lattice structure of information and the notion of information compression
In the framework of probability theory, a piece of information is repre-
sented as a partition on a probability space in the following way: Let Z be a
random variable on a probability space (fi,A, a) and its domain be Z. To
observe a sample value of Z brings about the introduction of the next partition
p on il(cf. Marchak 6 Miyasawaf19681).
w - (jj'(p)<==£ Z(cj)= Z(ui'), for 0), 0)'e fi.





We denote the set of the atoms of p by <j)(p),i.e.,
<KP) = (A c ft| A = p(u)), O) e.ft}. (3.4.39)
Also, the a-algebra generated by <()(p)is denoted by a(p) . When a value z e Z
is observed as a sample value of Z, we only know the true value of probablility
parameter w within the coarseness of (|>(p),i.e., we only know that true tois
contained in Z (z)( e cj>(p)). Thus the information contained in Z can be iden-
tified with the partition p. When Z, the domain of Z, is a finite set, i.e.,
when #(cf>(p))< °°.then p is called a finite partition. In the sequel, we
confine our discussions to the above case to avoid intricate mathematical de-
scriptions.
When the above aspect of information is adopted, then the compression of
information is regarded as a subpartition of p as discussed below. Let c be a
partition on Z. Then the observation of the sample value of Z with the accura-
cy(the coarseness) of c, i.e., to know the element(atom) of c which contains
the actual sample value z of Z, is represented by the following partition p[c]:
def.
uEa)'(p[c]) <=* Z(a>)E Z(o)')(c), (3.4.40)
where Z(w) = Z(w')(c) means that both Z(u) and Z(w') belong to the same element
of c. It is easy to see that
p(u) c p[c](io) for any w e ft. (3.4.41)
Hence, we have
O(p) = a(p[c]). (3.4.42)
Namely, the partition p[c] is a subpartition of p.
In general, if we introduce a binary relation ">" on the set II(ft)of the
partitions on ftas follows:
def.
p1 > p2 < => 0(px) = CF(p2), (3.4.43)
then > is a (partial) ordering on II(ft)and induces a lattice structure into II(ft)
(for details, refer to Hartmanis[1960], Hartmanis 5 Sterns[1966], and Iwamura
[1966]). Let Z and Z2 be two random variables on (ft,A, a) corresponding to
partitions p. and p-, respectively. Then the information given by observing
the sample values of both Z and Z2 is represented as the next partition p3 on ft
def.
0) = u>'(p3) > Z^u) = Z1(0)') and Z2(u) ^2^^
< > 01 = 0)'(p ) and to = ou'(p2), (3.4.44)
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which is equivalent to
a(p3) - {A: n A2 I Ax £ a(Pl), A2 e a(p2) ]
; the minimum o-algebra containing both o(p.) and a(p_).
(3.4.45)
In contrast with (3.4.45), the information which is common to both Z. and Z. is
represented by the partition p. associated with the following a-algebra.
°(P4) = (A | A e O(px) and A e a(p2)}
a(p ) n a(p )
the maximum o-algebra contained in both a(p^) and o(p2).
(3.4.46)
Let the partitions p, and p. be denoted as
p3 = Pl v p2 and p4 w1 A P2- (3.4.47)
Then "v " and "a" correspond to the join and the meet operations on the above
lattice II(fi);respectively.
We next introduce the notion of product partition as follows: Let p. and
p_ be partitions on ft. and ft , respectively. Then the next partition p. xp. on
ft,xft- is called the product partition of p, and p_.
(a)r oi2) E (u)^, w2')(p1 xp2)
def.
1 - oi1l CPXD and w2 = u2' (p ) (3.4.48)
We denote the set of the product partitions on ft xQ by II(J2, x ft-). The
lattice operations v and a on Jl(Q xfL) are given by
(P1XP2) v (P^ XP2') = (p1 v Pl') x (p2 v p2'),
*1XP2) A (P:' XP2') (Pi A V2'] X (P2 A P2I}'
for Pl, Pl' £ n(nx) and p2> p2' e n(fi2).
(3.4.49)
We denote by 1
of Tlffi),i.e.,
n the maximum element of II(Q) and by cn the minimum element






We call Io and 0≪1-partition and O-partition on 0,,respectively.
Introduction of discrimination space and representation of compression of
discrimination information as a partition on discrimination space
We consider the following statistical hypothesis testing problem. Suppose
that there exists an unknown parameter(random varaible) 6 whose domain is 0 =
{9., 6 } and we seek the true value of 8. That is to say, we consider the
problem of testing which of the hypotheses H ■8 = 8- and H : 6 = 6 is true.
In the usual hypothesis testing problems, there exists another random variable X
(which we call input random variable) whose probability law depends on the value
of 6 and the decision is made by knowing the sample value x of X. More pre-
cisely, the decision rule is made based on the probability measure vv(- | 6) on
A
sample (probability) space (X, C ) of X as follows:
vx(x I 6) = Prob.(X = x | 6) for x e X, 6 = eQ, 6 (3.4.51)
In Bayesian hypothesis testing, a priori probability measure A is introduced on
the parameter space (0, Bfi),i.e., the parameter space is considered as the
parameter probability space (0, 8q, A), where Bq consists of cj),{9-}, {8 }, and
0. The decision of the true value of 9 is made based on the following prob-
ability measure k on the product space (E._. v. F,Q v,) = (0, BQ) x (X, Cv)
(U, AJ (U, AJ U A
K(a) = vx(x | 6).A(e), a (6, x) e £(Q) x)
The Bayesian decision rule in this case is given as
if L(x) > 1, then accept HQ: 9 6Q 1







As discussed previously, the compression of information given by X is
represented by a partition cv on X. When the sample value x of X is observed
A
in the accuracy of c then the decision rule becomes
X
if L(x : cY) > 1, then 9=9]























In this section, as aforementioned, we consider the case where V is un-
known and is estimated based on the sample value y of another random variable Y
(which is called a priori information) whose probability structure depends on
the true value of 8. That is, in (3.4.52), the conditional probabilities
{^x(- I 6))g c q are replaced by the estimated values {v^(- | e, y)}Q Q given by
the sample value y of Y.
When the sample value x of X is observed in the accuracy of partition cv(on
X
X), then the corresponding decision rule is given as
L(x : cx, y)




if L(x : cv, y) > 1, then 6 = 9 and
if L(x : c y) < 1, then 6 6 . (3.4.58)
A J.
There are many methods to obtain Vv( the estimation of vv), and they are
A A
discussed in the general framework of probability estimation methods, hence we
do not refer to them in detail and presume that a method is already given before-
hand(cf. Cover[1972] and Noguchi, Tomita, & Watanabe[1972]; in Section 3.4.2.2,
we discuss the case of estimation based on the relative frequency of occurrence
of each category type in the a priori information(data)).
As discussed above, the decision rule depends on the sample value y of the
a priori information Y. The probability structure of Y is represented by the
(sample) probability measure u on the sample space (7. V' ) of Y as follows:
UY(y) Prob.(Y = y) for y e V. (3.4.59)
Accordingly, the joint probability structure of the parameter 9, the input




■(0, X, Y) E(G, x, Y)> = O. 8e)x(x, Cx)x(y,PY) (3.4.60)
In the usual cases, the a priori information Y and the input information X are
stochastically independent. Hence the joint probability measure T is given as
T(5) k(9, x)-uY(y) = v (x| 9).X(9)-m (y).
for£- (6, x, y) £ 5
(c, X, Y)
(3.4.61)
The space (5 ,p. Y v., E ,o Y ,,) contains all the necessary entities of this
discrimination problem ,i.e., it represents the so-called "universe of discourse",
and we call it the discrimination space and its element £( e 5 fi vOa dis-
crimination state{cf. Katai § Iwai[1974]).
To represent the decision rule given by (3.4.57) and (3.4.58) on the above
discrimination space, we introduce another probability measure T(on the discri-
mination space) corresponding to V^,as follows:
t(5) = vx(x I 6, y).X(6)-yY(y) for U
Then (3.4.57) is rewritten as
L(x : c , y)
c =
T({9 } X cx(X) X {y} )
T













The decision rule (3.4.58) says that if the input information X is compressed by
the partition cy, then the a priori information Y is also compressed by the
following partition dy[cx] in accordance with the partition cr Jhis is
because the sample values y's of Y which yield the same value of L(x : cr y)
can be identified with each other, as far as the decision rule (3.4.58) is
concerned
y E y'(dY[cx]) *^> L(x : c y) = L(x : cx, y') for any x c X.
Y X (3.4.64)
Obviously, there exists a monotonous relation between the partitions cx and
dy[cx], i.e.,
if cx > cx', then dy[cx] ^ dY^Cx'^
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(3.4.65)
From the definition (3.4.641, (3.4.631 can be modified as
L(x cx y)
(






















The above equation means that when input information X is compressed by the
partition c then the information contained in X and Y is represented by the
partition cx * dy[cx] on X x y, where cx x dy[cx] is the product partition as
follows(cf. (3.4.48)):
(x, y) = (x1, y')(cx x dy[cx])
≪=> x E x'(cx) and y = y'(dy[cxl), i.e.,
c (x) x dy[cx](x, y) = cx(x) x dy[cx](y)
for any x e X and any y e V
In order to represent the above information(partition) on the discrimina-
tion space, we consider the product partition of l~(l-partition on 0) and the
above partition and denote it by e_[cv xdv[cv]], i.e.,
" A I A
es[cx xdY[cx]] = lexcx xdY[cx]
This is a partition on £,,
L
X, Y)
= (≪ = [
and (3.4.66) can be rewritten as
cx x d [c ]](?)) if e = e
L(e5[c
x d [c ]](?))
for any E e E
(0, X, Y)
1
if e = e
T is a probability measure on (5,Q v v., E.n v v1) given as follows:c (.o, a, ij Lt),a, ij
T (6., x, y) = t(6 ., x, y) for i = 0, 1, x e X, and y e V.(3.4.71)
By the use of (3.4.69), it follws that when the discrimination state is at £
(0., x, y), then the Bayesian decision rule (3.4.58) is restated as
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I I
LH(e5 [c * d[c ]](?})X Y X ＼<1
=> accept H.: 6 9.
=> accept H .: 6 = 6,i
(3.4.72)
That is to say, the partition e-fcv x d,,[c.,]]on the discrimination space plays
an essential role in the Bayesian discrimination. From (3.4.72), the region
H (in 5,q x ,,) in which the discrimination is done correctly is given as
5 = {£ | Ls(e_[c x d [c ]](£)) > 1} (3.4.73)
There are two methods to measure the size of the above region. One way is to
measure it by the (objective) probability measure T and the resultant size is
called the objective discrimination rate and is denoted by P (c x dv[c ]).
C X I A
The other is to measure it by the (subjective) probability measure t, and we
call the resultant size the subjective discrimination rate and denote it by





















where s is a discontinuous function on the real axis as follows:
f l,if r > 1
s(r)




It should be noted that Bayesian discrimination cannot be done for all
the possible values of the pair (x, y). For instance, if the a priori infor-
mation y gives that v (x | 6., y) = v (x | 8 , y) = 0, then L cannot be calcu-
A U A J.
lated and the Bayesian discrimination cannot be done. In other words, if the
a priori information y gives only insufficient information for the discrimina-
tion based on x, then the discrimination by x cannot be carried out. Therefore
the discrimination is done only on the subregion E (which we call admissible
3.
region) of the discrimination space 5 Hence the optimum compression
" ' -^^....,.-^~.. ^
― -(0>
X; Y)- '･ r
―-r
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a c
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T(E
)-s(











{E I E = E n S E e <KeH[cx x dy[cx]])}
(3.4.79)
In the above criterion, it should be noted that the partition e=[c x d [
w A I
cv]] is uniquely determined by the partition cv.
A A
Introduction of a topology into the lattice structure of information and quanti-
tative analysis of the optimum compression of input information
It is difficult,in general,to obtain the optimum compression c* based on
A
the criterion (3.4.77), because of the complexity of the dependence of the
partition d [c ] on c and also of the nonlinearity of the function s defined by
So, we seek the suboptimum compression(partition) c ** according to
the following considerations . First, we consider the next criterion






*a[eH[cX X dY]) ={EalEa=EnVE£ *(eE[cX X dY])}- (3-4-82)
In the above criterion, the partition cL, on V is regarded as independent of c^,
and the optimum partition pair (c , d ) is searched for. In the criterion
A I
(3.4.77), dy is determined by c^ and only the optimum partition c.,is searched
for.
Let (c^ , dy ) be the optimum pair of partitions for the a priori infor-
mation X and the input information Y. The optimum pair (c , d ) yields the
A I
optimum (product) partition c °x d on X x /. in general cases, there
A A
may exist more than one optimum pairs, hence the set of the optimum partitions
{cx v dy } constitute a subset II of the set II(X x Y) of the product partitions
on X and V.
On the other hand, the optimum partition c * of the input information and
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the corresponding partition d [c *] belong to the subset II of II(X x V) as
follows:
nr = {cx x dy | dy = dY[cx], cx e n(X)}. (3.4.83)
The above region II represents the actually available information given by the
a priori information Y and the input information X. Therefore, we search for
the partition c ** * d ** in II which is the most proximate to the optimum
A I 17
region II . The first component c ** of c ** x d** c** x dv[c **] gives the
O A a Y A I A
suboptimum partition.
In the above approach, we introduce a topology into the set II(X x Y) to
measure the proximity. First, we take note of the lattice structure of
II(X x ]f). in general, the introduction of a topology into a lattice PI {h}
with the property that
(h a h ) v (h a h3) = h a (h v (h a h )) for any h h2> h e II
(3.4.84)
is done by the next method.
Afliij, h2) = m(to1 v Bn2) m(fr1 a h2)
where m is a real valued function satisfying
m(h v h ) + m(h a h2) mfh^ + m(h2)
(3.4.85)
(3.4.86)
In the above, a lattice satisfying (3.4.84) is called a modular lattice and a
function m satisying (3.4.86) is called a modular function. A typical example
of a modular lattice is the Boolear algebra, and probability measures are typi-
cal examples of modular functions. When m is a modular function, A defined by
(3.4.85) is a metric on II, i.e., it satisfies the axiom of metric(norm), and can
be rewritten as
A(h h ) = (m(h ) m(h a h )) + (m(h2) m(h1 a h2)). (3.4.87)
The lattice H(X x /) is, in general, not a modular lattice. However, we
adopt the above method (3.4.87) to introduce a topology into II(X x ]f)I because
there is no other appropriate way to introduce a topology into H(X x V) and it
is possible to give an information theoretical interpretation of the metric A
by adopting an appropriate function m as shown in the sequel.
It is desirable to adopt a function which is closely related to the
criterion (3.4.80) as the function m in (3.4.87). Because the objective
probability T is unknown to us and the discontinuous function s is difficult to
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treat, we approximate the criterion (3.4.80) by the following information theo-
retic measure which is given by substituting the subjective probability t fort
and the natural logarithmic function for the function s, i.e., we adopt the










= 1Q x to for to £ n(X x /)
for h e n(X x V) (3.4.88)
(3.4.89)
Instead of the above criterion, Barndorff-Nielsen(1964) introduced a mini
max type criterion for similar problems.
The above measure S(h) is the Kullback-Leibler information number evalu-
ating the difference of the probability measure x from x on the discrimination
space (H._ . , E .)(more precisely, under the partition e^[h] and
IW , A, I J [~ , A, IJ w
the restriction to 5 ), and can be interpreted as the amount of discrimination
information contained in the partition h e II(X x V) .
Accordingly, the metric A on n(X x V) is given by
A(h17 h2) = Aflh^ hx a h2) *■A(h2, h} a h2) for Bn^ h2 £ H(X x }/),
(3.4.90)
where
A(h, h1) = S(h) S(h'). (3.4.91)
The difference A represents the amount of information loss due to the compress-
ion of information(partition) Hiinto subpartition h' . Also, as clarified later,
A is represented as the decrease of the mean information intensity introduced
in Section 3.2 when applied to the category aggregation problems for response
matrices.
From Jensen ineaualitv on convex functions, we have
Afh. h'l > 0 for anv h and h1 such that h > h
T(E





for any E and E ' such that
TC(E ') 3 a
Ea c E ', Ea e * feH[h]), and
E ■ £ 4> (es[h']). (3.4.93)
The condition part of (3.4.93) is the so-called "sufficiency" condition of
information h' with respect to h(cf. Kullback[1951] and Ghurye[1968]). It
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means that the compression from h into h' has no effect on the discrimination
between 6 and 6 and hence the above measure A(and S) is in pursuance of our
intention.
The measure A(In,,h~) of the difference between the partitions(information)
h and h? is the sum of the amounts of information A(to h. a h ) and A(h
h a h_) needed to obtain information Bb and h_ from the information h a In
1 2. i. c, ＼. Z.
By the use of the above measure A, the suboptimum partition c ** of input
A
information X is given by the next criterion.
where









A(CX XdY' CX° XdY°}
(3.4.94)
(3.4.95)
Fig. 3.4.4 depicts the above relationships(in the strict sense of the term,
IT(X)and Il(/) are not totally ordered set, hence they cannot be represented on
the lines).
3.4.2.2 Optimum Category Aggregation Method based on the Measure
In this section, we consider the problem of the optimum category aggrega-
tion in response matrices(tables) based on the general method introduced in
Section 3.4.2.1. We consider the above problem under the supposition that the
items in a response table are stochastically independent.
In the general discussions in Section 3.4.2.1, the input information(random
variable) X corresponds to the collection of items X = (X , X ･■･, X )
and, the partition c^ corresponds to the category aggregation of the items,
the values of the parameters 8n and 9. correspond to the sample types R and R
respectively, A corresponds to the a priori probabilities of the sample types,
v^ corresponds to the response probabilities, and the a priori information
(random variable) Y corresponds to the information which is used to construct the
response matrix. Hence, it seems to be natural that the optimum category
aggregation problem should be discussed for all the items X , X , ･･･, and X ,
simultaneously. However, from the supposition of stochastic independence of
the items and also from the additivity of Kullback-Leibler information number
for stochastically independent random variables, the measure S(h) defined by
(3.4.88) and hence the measures A, A, and d can be calculated itemwise.
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jTherefore, we can treat the optimum category aggregation problem for each item
based on the criterion (3.4.94), separetely, where cY corresponds to the cate-
gory aggregation of a single item X.
In the usual response table, the estimated response probability v of v is
A X
given as the relative frequencies in the finite sample values(in an a priori
experiment) of the item X, i.e., the a priori information Y corresponding to the










i = 0. 1
sample of item X under 6 = 6.(i
number of the samples in the a priori experiment, i.e










i = 0, 1)
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In the above, x.. represents the sample value of X.. for i = 0, 1, and
2
･ ■ ･ , n. The estimation v of v is given as the relative frequen-
cies in the sample y of Y as follows:
n.
C (x | 6 y)
£
n "2. I X (x ), i 0, 1
where








if x' * x
for i = 0, 1,
0 if x' x, for any x and x' e X
From (3.4.97), the next relation holds.
VX*(XiJ)] = Prob-(Xij xij) = Vx I 8i>









Katai, Imanaga, § Iwai




(x I 6 )
Also, the above relation is rewritten as




x) for i 0, 1
(3.4.102)
(3.4.103)
In the following, we confine ourselves to the case where the response probabil-
ities ＼>x(-| 6_) and V (･ | 6 ) are positive measures on X, i.e.,
v (x | 8.) > 0 for any x £ X and i = 0, 1
A 1
(3.4.104)
In this case, v (x | 9., y) 0 does not mean that vv(x I 9.) 0 but means that
A 1 A 1
that sample y does not offer any information about the value x of X under 6 9.
Therefore, we set the admissible region ~ as follows:
~a
£ {
5 = (6, x, y) | vx(x | 90, y) > 0 and vx(x | 8^ y) > 0}
(3.4.105)
That is, x and t are positive measures on ~a and S(h) is finite for any parti-
tionfo on E(Qj y
^ Y)
.
Let us search for the optimum region H by noting the unbiasedness of v..
tov From (3.4.103) and (3.4.105), we have
T (eH[lx x c ](?) n 5 )
T({6.} x {x} x y n E )
X a
T({ei> x {x} x v)
k(0. , x), when £ = (8. , x, y) (3.4.106)
The above means that the ideal discrimination rule (3.4.53)(which yields






xx0 ](?) n E)
lx x Oy](C) n Ha)
> 1 => accept H.
< 1 => accept H ., when E, = (8., x, y)
f3.4.1071
That is to say, 1^, x 0 the product partition of 1-partition on X and 0-
partition on /,yields the optimum decision rule, hence it is contained in the
optimum region II There may be other members in II , however, those cannot be
specified unless the concrete values of v
A
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no = ux x oy]
(3.4.49) and (3.4.87), (3.4.95) is rewritten as
d(cxxdY[cx], no) =A(cxxdY[cx], ixxey)





S(lx x Qy) S(cx x Oy),
A(cxxdY[cx], cxx 0/)





The suboptimum compression(aggregation) c ** indicated by (3.4.94) is given as
A
the compression cv which yields the minimum of d defined by (3.4.109).
A
From (3.4.88) and (3.4.106), the measure A, is rewritten as










From (3.4.52), the above is also restated as
A1(cx) = S0(X) SQ(X : cx),
where
S0(X) £ I { X(6 )-v (x | 6n)-ln -^ 5L




(x I 6 )-ln















v re | ej
Sq(X : c ) = I {A(9 )-v (C | 6J-ln― ±-
X C£<Kc ) ° X ° v (C | 9 )
+ A(91 )-vx(C | 9 )-ln





Comparing with (3.2.16), Sg(X) is the mean information intensity of X with
respect to discrimination between H ･ G = 6 and H : 9 9 . Also, Sq(X : c..)
can be interpreted as the mean information intensity of X under the compression
(partition) cv. Therefore, the measure A. can be interpreted as the decrease
of the mean information intensity of the input information X due to the compres
sion c
On the otherhand, A can be rewritten as
A (c ) = I I t({6 } x c x D n 5 )-ln






i=O,l Ce <|)(c )
= 61
x({e.} x c x y n e )
1 3-
(c ) * 6 (c ),
Ccx) = I I




T({e } x c * D n ~ )
3.
^{el-i } x c x D n E )
t({9.} x c x y n E )
1 3.
T({e. .} x c x / n ≫ )
L―1 3.
(3.4.116)
x({6.} x C x d n ~ )
({6.} x c x D n 5 )-ln







the accuracy of v






} x c x Y n 5
x({61
i}
x C x D n 5a}
(3.4.118)
is related to the so-called chi-sauare test and evaluates
(cf. Jeffreys[1946]). When the numbers of data nQ and
n are large, then 6 can be approximated as follows(for details, refer to





)･(#(* (cj) l) (3.4.119)
In the above, #(<j>(≪O)means the number of the atoms in partition c .
X A
On the other hand, it is difficult to evaluate the measure 6 and only the
following qualitative property is known, which is derived from the independece
between Y
6
and Y and also from Jensen inequality.
2(c
) S 0 for any C)( e II(X) (3.4.120)
Therefore, we finally obtain the following measure d which is an under-
estimate of d and is derived by substituting the right side of (3.4.119) for
61(c ) and 0 for 62(cx), i.e.,




- ■ - no ni
(#(*(cx)) - 1). (3.4.121)
The suboptimum compression(partition) c ** is given as partition c which
minimizes the above d. The first term of d is the aforementioned information
loss, i.e., the decrease of the mean information intensity due to the compress-
ioncx , and the second term is related to the accuracy of the a priori infor-
mation Y. If the numbers n
the coefficient 1/2-(A(9 )/nQ
and n. of the a priori samples are large, then
+ A(G )/n ) is small, and the effect of the first
term is relatively large, and as a result, the number of the categories become
large. This relationship is closely related to Kanal's result(1968). In
any case, the suboptimum category aggregation is determined by the mean infor-
mation intensity S^(Sg) and the number of the categories #(<J)(c)).
To clarify the properties of the suboptimum category aggregation method,
we next consider the case where the categories in an item are represented as a
continuum In this case, the aggregation problem is regarded as quantization
problem of the continuum.
3.4.2.3 Optimum Quantization Method for the Continuum of Categories
In this section, we consider the optimum aggregation of the categories in
an item in which the categories constitute a continuum. This is a kind of
optimum quantization problem and the similar problems were discussed by Max
(1960), Gish § Pierce(19681. and Woodfl9691 in the framework of the rate-distor-
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/ ] p (x) dm (x)
Y
J
Em [pi] for i 0, 1 and x e F = [x._x
To calculate L(x : <cY), we introduce the following histogram of p. for i 0, 1
p.Cx) A=vx(F | e.)/|F.|
Xj] (3.4.124)
for x e [a, b] (3.4.122)
In the above, we suppose that v (･ | R), v (･ | R), and the Lebesgue measure on
A A
[a, b] are absolutely continuous to each other.
Next, we assume that X is partitioned(quantized) into (finite) M intervals
by the points a = x_ < x. < x_ <■･･ < x, . < x^ = b, i.e.,
(3.4.123)(cJ = {[a, x ], [x x ], .... [xM_r b]}
A











tion theory. However, our approach is different from theirs in the sense that
their approach is focused upon the certain distance between the quantized data
and the original data, while our approach is based on the discrimination infor-
mation as discussed in the previous sections. The discussions in this section
clarify the properties of the optimum aggregation method of categories and
particularly the relation of the optimum aggregation with the quantification p
introduced in Section 3.2(cf. Katai, Imanaga, & Iwai[1972b & 1974]).
Suppose that the set X of the categories in an item X is given by an inter-
val, say, [a, b] in the real axis. The probability measures vY(x | R) and
vv(x I R)(which corresponds to v (x | 6 ) and v (x | 8 ), respectively in
X A U A 1














where P(R) and P(R) correspond to A(eo} and A^), respectively
We denote by y = (Yqi, yQ2> ■■■,YQ
sample value of the a priori information
(3.4.127)
Yll' Y12' "■' Yin ^ the 1uantized
Y. i.e
Yij
m iff x e F for i = 0, 1, and m = 1, 2, ･ ･ ･ , M, (3.4.128)
it m
where x.. is the sample value of X..(cf. (3.4.96) and (3.4.99)). In the usual
cases, the sequences X_., Xqo> ･･･. X,. and X^ , X._, ･･･, X, are Bernoulli
sequences, and yhave the following probability structure.
vx(FY
'Ok
TT 1 vx(f | e )
x Yik l
(3.4.129)











-J―^- when x e F. for i = 0,1 and j
viFji
if v., = j
Tik J






By the use of the above histograms, L(x : c , y) defined by (3.4.63) is given as
A
L(x : cx
P(R) P0(x | Y)
y) = ―
P(R) Px(x I Y)
(3.4.132)
The unbiasedness (3.4.102) corresponds to the next averaging property(cf
Cover[1971]).
Ey [PjCx | Y)] = Vj_W for i = 0, 1 (3.4.133)
In the above discussion, we have introduced three probability distribution
functions pi(x), ^(x), and p (x | y)(i = 0, 1) on X( = [a, b]). It is easy to
see that p., p., and p. correspond to the partitions L x fly,c..x Oy, and




join the three probabilities. Fig. 3.4.5 depicts the above relationships

















The quantification p(x | y) corresponds to the actual quantification for the
category x under the quantization (3.4.123) and under the a priori information
Y, while p(x) corresponds to the "ideal" quantification for x provided that the
true probabilities p_ and p1 are known. Also, p(x) corresponds to the ideal
quantification for x under the quantization c .
A
The difference measures A (c ) A(l^ x Oy, c x Oy) and A (c ) A(c x
dv[c ], c x 0^) are calculated as follows:
I A A /
AlCcX} = /a(P(R)p0(x) P(R)P1(x))(p(x) P(x)) dx
A2(cx) = Ey [ /^(P(R)po(x | Y) - PflOPjCx | Y))-
(3.4.137)
(p(x I y) p(x)) dx ]. (3.4.138)
That is to say, these two measures evaluate the differences between p andp , and
between p and p, respectively. The measure defined by (3.4.117) is, in this
case, calculated as below.
6i(cx) = Ey [ ({P(R)VX I Y)'ln
+ P(R)p (x | y)-ln
Pi (x
Pi
By the use of the following approximation
a




































-statistics with freedom M 1 denoted_by XZ-,> which evaluate the
differences between the empirical distribution p. (x | y) and the true distri
bution p.(x) for i = 0, 1
It is wellknown that
2 M 1
n
where n is the number of data. Therefore, we finally obtain
, P(R) P(R)

















y( + )(M l)
nO nl
(3.4.145)
with respect to M, x x0, ･･■, and x, .
i z M-l
The second term of the right side of (3.4.145) depends only on the number
of quantized levels M. Hence, if the number M is fixed beforehand, then the
optimum quantizing points x
,, X-, ■■.,x are given by minimizing the first
term SR(X) SR(X : C)()in (3.4.145). For instance, let us consider the bio-
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chemical data mentioned in the last part of Section 3.2. They are composed of
12 items, and we consider the optimum quantizing points for each item X.(i 1,
2, ･･･■ 12). Let the number of quantized levels for X. be 3(which is the same
as the usual quantization into i.[less than normal], i≫[normal], and i,[more
than normal] as aforementioned) for i = 1, 2, ･■･, 12. In this case, the
optimum quantizing points x. and x_ in X. are determined for each disease R. by
minimizing Sp (X ) Sp (X : c ) i.e., by maximizing Sp (X. : c ), for i =
Kj 1 K- 1 Xi Kj 1 ＼i
1, 2, ･■-,12 and j 1, 2, ･･･, 5. Fig. 3.4.6 shows the resultant quantizing
points for j -2(renal failure). The encircled area in each item is the inter-
Also, Fig. 3.4.7 shows the values of Sn.(X. : c^.) for j =2 and"ax i~r "2J ' b ― kjv i ' *iJ J
i = 5(uric acid) versus cv , i.e., the values of x. and x_. In this case
A ^ 1 Z
Sp (X. : c ) has quite complex characteristics and has multiple peaks.
Kj 1 Ai
By the use of the above optimum quantization, the Bayesian discrimination rate
is, on the average(for R. , R_, ･.., R,-), 73% , while the usual quantization
method yields 63 % . Namely, we can expect a 10% increase of the discrimina-
tion rate due to the optimum quantization(for further details, refer to Takagi
Katai, Iwai et al.[1972]). Moreover, we compared the discrimination rates by
the optimum quantization into 3 and 5 levels in relation to the number of data(
a priori information). It was observed that the 3-level quantization method
yields a higher discrimination rate than the 5-level method when the number of
data is less than 100. In the other case, the 5-level method is better than
the 3-level method(for details, refer to Katai, Iwai, et al.[1973]).
In general, the algorithm to search for the optimum values of M, x., x?,
X2
and x consists of two steps. In the first step, the values of x^
and xM are seeked to attain the minimum value of S^(X) S^(X : cx)
for various positive numbers M's. In the second step, we calculate the sum of the
minimum value(obtained at the first step) and the value l/2-(P(R)/n0 + P(R)/n )･
(M 1) for each value of M. The optimum quantization is given by the value of
M, Xj, x^> ■･･>and xM . which attain the minimum of the above sum.
In the sequel, we examine the properties of the above optimum quantization
method by using an example which is similar to the example in Section 3.3.2(cf.
Katai, Imanaga, 5 Iwai[1974l). In this example, weconsiderk k x k items
each of which has the following truncated normal distributions. Namely, the
item X (i = 1, 2, ･･-, k and j 1, 2, ■･･,k) is given by truncating a random
variable by a and b(a < b), which has normal distribution N(u, a) in the sample
type R and N(u.., a..) in the sample type R^(cf. Fig. 3.4.8). In the above, the










■RAV + a for i, j = 1, 2, ･･･, k (3.4.146)
Hence each item has different probabilistic characteristics which can be alterec
by changing RAM and RAV.
First, we consider the optimum quantization of all the items subject to
given M(the number of quantizing levels). The value of the parameters are
set as P(R) = P(R) 1/2, k = 4, a = 5.0, b = 5.0, u = 0, a = 1.0, and RAM =
RAV = 0.9(to reduce the effect of truncation, we set the values of a, RAM, and
RAV as small compared to |a| and |b|). We compared the optimum quantizations
with the uniform quantizations. Fig. 3.4.9 shows the results for item X and
for M = 2, 3, and 4.
It will be readily understood that the optimum quantization points(indi-
cated by open circles) are distributed to the region where the curve of the
quantification p is steep. This property will be examined in the latter part
of this section. We also compared the optimum and the uniform Quantizations in
terms of the discrimination rate P and the iformation loss A. = S~(X) ^(X :
CX) i
f=1SRtXijJ
VXij : cXij'(' Where X " (X11' X12' ･■■･X44≫" Table
3.4.2 shows the resultant values for M = 2, 3, and 4. In the table, the dis-
crimination rate is estimated by using 1,000 test inputs for each type R or R.
It is obvious that there exists a profound difference between the optimum and
the uniform quantizations with respect to both P and A .
In the above, we considered the optimun quantization problems subject to
given number M of quantizing levels based on the measure A . Next we
consider the optimum number M of quantizing levels subject to the uniform
quantization method based on the criterion d( A * 6 ) given by (3.4.145).
To obtain accurate estimated value of P and to assure the validity
of the approximate formula (3.4.144), we set the values of the parameters as
P(R) = P(R) 1/2, k = 3, a -3.0, b = 3.0, u = 0, a = 3.0, RAM RAV 1.0,
n n 5,000.(The alteration of k from 4 to 3 is for assuring the accuracy of
P . To assure the validity of (3.4.144), the number of samples in each quan-
tized interval must be sufficiently large, hence we set n~ n1 - 5,000, the
values of |a| and |b| being decreased and the value of a increased.) We con-
sider the uniform quantizations for M = 2 to 128 levels. Fig. 3.4.10 shows the
relationship between the measure d and the discrimination rate P .
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Roughly speaking, the quatization level M with minimum d(information loss)
attains the maximum discrimination rate for each case. In the figure, D(M) is
an approximatation of d as introduced in the sequel.
In the following, we consider the asymptotic properties of the information
loss d for the uniform quantization when the number of quantizing level M is
sufficiently largefcf. Katai, Imanaga, § Iwai[1974]).







where h is the length of the quantized interval
and p'(x) are given by












where I is defined as
IFi|.fbp(x).p'(x)2
P,(x)
dx = I. E[p'(x)2
i.e h
(3.4.147)






and can be considered as an extension of Fisher's information for the transla-
tion parameter case and coincides with the Fisher's information of p. when p^ i-s
the uniform distribution in [a, b] and P(R) tends to l(for details, refer to
Fisher[1959] and Shepp[1965]) .
In the following, we assume that the relative frequencies of the sample
types R and R~in the a priori information Y coincide with the a priori prob-


























where N is the total number of the samples in the a priori information, i.e.,
N = nQ + nx
From (3.4.145), the measure d can be approximated by the following quantity D(M)






As shown in Fig. 3.4.10, D(M) almost coincides with the true value d for M >.8,
and the approximate fomulae (3.4.150) and (3.4.156) seem to be precise approxi-
mations.
In the above, we examined the information loss by the uniform quantization
when the number M of quantizing levels is sufficiently large. Next, we con-
sider the information loss of the optimum quantization when M tends to infinity
Namely, we consider the following idealized quantization scheme , where the
quantization points are given by a distribution function. Let T(x) be the
distribution frnction, i.e., the number of quantization points in the interval
(x dx, x +■dx)(c [a, b]) be T(x)-2dx. Then, from (3.4.147), the information
loss A(T)(= A (c )) is given by
l ,b P'W ,
A(T) 2Wa P^XH ) dx
T(x)
We call the quantization, which attains the minimum value of A(T) under the
condition that the number of quantization points(quantizing levels) is M, the
asymptotically optimum quantization with number of levels M. The above con-
dition corresponds to
/a T(x) dx = M
This is given by the calculus of variations,and the solution T*(x) is given as
b




r , ■, ■ r ,2.
1/3
z(x) = (p(x)-p'(x) ) (3.4.160)
From the definition, it is obvious that the asymptotically optimum quantization
asymptotically coincides with the suboptimum quantization discussed before when
the number of quantizing levels M tends to infinity. Also, from (3.4.159) and
(3.4.160), it is easy to see that the asymptotically optimum quantization can be
regarded as the minimum distortion quantization, i.e., the quantization which
yields the minimum value of the mean square difference between the original
value of x and the quantized value of x(which is given as the middle point of
the interval to which x belongs) under the following metric: The metric(dis-
tance) ds between x and x + dx is given as
ds = |p'(x)|-dx = |dp(x)|. (3.4.161)
That is, the quantification p plays the essential role in the suboptimum quan-
tizations, and hence in the suboptimum category aggregation.
In the following, we transform the interval [a, b] into [1, 0] by the
affine transformation in order to make the mathematical expressions simple, for
linear transformations have no effect on the quantization problems. Let A *
denote the information loss by the asymptotically optimum quantization with M
levels. Then, from (3.4.157) and (3.4.159), A * is approximated as
V^2T 7"' Jz(x) dx)3.





















Let us compare the efficiencies of the suboptimum and the uniform quantiza-
tions subject to fixed M by their information losses as follows:
||z||p^ ( /Jz(x)P dx)1/p (3.4.166]
From the Holder inequality, we have
n ^ 1. (3.4.167)
Hence the suboptimum quantization is more efficient than the uniform quantiza-
tion, and its degree of dominanceis determined by z(x)(0 < x < 1).
Next, we consider the optimum number of quantizing levels for the uniform
and the asymptotically optimum quantizations. Let them be denoted by M andopt
M* respectively. Then, from (3.4.156) and (3.4.163), they are approxiamted
by
opt J
M* = (l^^-N^-llzB, (3.4.168)
In both cases, the optimum M is proportional to N , the cubic root of the
number of samples in the a priori information(experiment) . Hence we need eight
times the number of samples to make the optimum number of quantizing levels
twice.
When the asymptotically optimum and the uniform quantizations are compared
with respect to the values of d at their optimum quantizing levels, then the
comparison is












Namely, the comparison in this case is also prescribed by the parameter n de-
fined by (3.4.165), and the dominance of the asymptotically optimum quantization
to the uniform quantization is weaker compared to the domiance indicated by
(3.4.164)
In Section 3.4, we have discussed efficient ways of aggregation of items
and category types in response matrices. Briefly speaking, these methods can
be prescribed by certain measures which evaluate the mean difference beween the
original quantifications and the quantifications based on the aggregation for
items or category types. For item aggregation problems, the correlation meas-
ure C^ in Section 3.4.1 corresponds to the above measure, ahd for category
aggregation problems, the measure of information loss A (c ) or d corresponds to
1 A
it Moreover, we considered the category aggregation methods in the more gen-
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eral setting of the problem, i.e., by taking note of the accuracy of the response
matrices due to the deficiency of a priori information. This setting of the
problem also has relevance to the item aggregation problems. However, there is
no general framework such as the lattice structure of information(as in the case
of category aggregation problems) for the item aggregation problems.
3.5 Application of the Quantification Method to the Analyses of Luce's
Learning Model
In Section 3.2, we introduced the quantification p(X
the effect of each item X.
i
or a collection of items X (X
) or p(X) to measure
r X2,.... XJ on
the discrimination between sample types R and R. Also, we introduced the
measures I(R|W ; PfX^) or I(R|R" ; P(X)) to evaluate the degree of belonging-
ness of the population {X.} or {X} having probability laws P(X.) or P(X) to R
compared to R. In Section 3.3, we discussed the discrimination rates of the
statistical decision methods directly related to p such as likelihood ratio
tests. In Section 3.4, the methods to determine the aggregation of items or
categories are discussed. These studies are in a sense static; the items are
given beforehand.
Let us consider the case where the items {X.} are given as a time series
and take note of the changes of the values of the quantification p. This
case is, in the general framework, considered to be a kind of discrimination
learning process(cf. Bush S Mosteller[1955], Luce, Bush SGalanter[1965],
Hilgard 6 Bower[1966] and Tsetlin[1973]) .
The most fundamental constituents of learning processes are the learning
subjects and the environments, and these two constituents interact with each
other. The effect of the learning subjects on the environments is called
action and the effect of the environments on the learning subjects is called
reinforcement. Let the possible reinforcements by an environment be g^, g^,
... and g, and also the actions permitted to a learning subject be f^, f2, ...
and f . The case which is most often examined is the next situation composedm
of two actions f and f , and two reinforcements g. (penalty) and g2(non pen-
alty). The learning subject learns to evade penalty g1; it tends to choose
one of actions f that causes less frequency of the penalty.
12 '
In this section, we propose a stochastic learning process model based on
the following considerations. The learning subjects decide which action, f^
or f is preferable based on past experience, or in other words, which action
is less penalized by the environment.
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As the foundation of the decision of the preferability between ^ and f^,
we suppose that the learning subject sets up two hypothetical situations R and
R of the environment. Under situation R, ^ is preferable (i.e., less penal-
ized) to f . On the contrary, f2 is preferable to f^ under sutuation R.
The learning subject seeks which of the situations R or R fits the actual
situation better than the other.
To embody the above consideration, R and R are set to be alternative hy-
potheses which could be held by the learning subject giving the subjective
probability structure for the input-output relation of the random environment.
That is to say, the learning subject sets up a response table (response matrix
) composed of two items corresponding to actions f and f and of two categories
(category types') corresponding to reinforcements g and g-, as shown in Table
3.5.1
In the table, item f. corresponds to action f. for i = 1,2, and category
i. corresponds to the occurrence of the reinforcement g. caused by action f.
for i =1,2 and j = 1,2 . The probability P(i.|R) (or P(i.|R~)) is interpreted
as the subjective conditional probability P(g.]f-, R)(or P(g.| f.,R)) (held by
the learning subject) of output g. conditioned upon input f. and hypothesis
(sample type) R(or R). Let X denote the action-reinforcement pair (random
variable) taken by the learning subject at time n. Then the corresponding
response table at time n is given by Table 3.5.2.
In the table, each item X (t 1,2, ..., n) has four categories x.. -
(.fi, gj ) (i- 1,2, j 1,2), and Pt(fi) (t = 1,2, ..., n, i = 1,2) represents
the probability of action f. (taken by the learning subject) at time t, which
is determined by the a posteriori probabilities of the sample types R and R^
at time t-1.
In Section 3.5.1, under certain assumptions on the determination of the
above a posteriori probabilities, we show that the rule of the renewal of the
action probability pn(fil is the same as the so-called beta model of Luce.
In Section 3.5.2, we discuss the learning behavior of the model by the use of
the quantification p and the quantified mean I introduced in Section 3.2.
Also, using the above measures, we examine the asymptotic behavior of learning
process of the model. Particularly, the effect of the setting of the subjec-
tive conditional probabilities on the asymptotic behavior is examined in con-
nection with actual conditional probabilities of the environment, referring to
an excellent result by Norman(1970). As a result, a condition on the values
of subjective conditional probabilities is derived in order to assure expedi-
ent behavior of the model. When the learning process is viewed as a Markov
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chain with infinitely many states, the chain has interesting properties tight-
ly related to Norman's result. Moreover, it has a tight connection with an
interesting learning model which is called linear tactics and is derived by
the Russian scientist Tsetlin(1961). A kind of random processes called
martingale processes, introduced by Doob(1953), seems to have a desirable
property when viewed as a stochastic learning process. We clarify the condi-
tion under which the behavior of the model constitutes a martingale process.
In Section 3.5.3, using the measure I, the relationship between the complexity
of a random environment and the memory capacity of a learning subject is exam-
ined with respect to its efficiency. In Section 3.5.4, we extend the model
in such a way that the learning subject has more than two hypotheses or a con-
tinuum of hypotheses. The learning behaviors of the extended models are com-
pared with that of the model with just two hypotheses.
3.5.1 Construction of a Conditional Probability Learning Model and
Considerations on Its Equivalence with Luce's Beta Model
Fig, 3.5.1 shows the schematic diagram of our proposed stochastic learn-
ing model. In the figure, F denotes the random variable representing the
selected action ( the input to the environment ) at the time n and G denotes
the reinforcement ( the corresponding output of the environment ). The
stochastic property of the random environment is represented by the (objective





g (penalty) or g2 (non-penalty) .
(3.5.1)
(3.5.2)
The learning subject sets up two hypotheses (sample types) R and R as
mentioned previously. These hypotheses determine the next action. The
learning subject has subjective probabilities P(g./f., R) and P(g./f^, R),
where P(g.
output g.
, R) (or P(g , R) ) represents the subjective probability of
under hypothesis R (or R) and the input is f.
As aforementioned, the action-reinforcement pair at time t, i.e., the t




The progress of learning depends on the past action-reinforcement pairs X^ (
sequence of items) :
＼ (xr x2> ... , xn)
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(3.5.4)
The subjective a posteriori probabilities P(R/X ) and P(R/X ) of the
hypotheses R and R at time t = n-1, conditioned upon past experience X , are
renewed to P~(R/X ) and P(R/X ) based on X , the action-reinforcement pair at
t n. The a priori subjective probabilities, P(R) and P(R), of R and R are
appropriately assumed beforehand in accordance with a priori knowledge of the
learning subject about the properties of the environment. When X = (f., g.)
the revised (renewed) probability P(R/X ) (P(R/X ) ) is determined by the
preceding values P(R/X .), P(R/X ) and the aforementioned subjective proba-
bilities for the random environment P(g. /f., R) and P(g./f., R).
In our model, the decision of the next action F
n + 1
is made by a random
experiment at t = n+1 such as coin tossing with the probability of heads f
being equal to P(R/X ) and that of tails f being equal to P(R/X ), i.e., the




P(F , = f,
n+1 1
/X ) = P(R/X )




P1(f1) = P(R), (3.5.6)
PjC^) = P(R). (3.5.6')
The random experiment at t n is prescribed only by the past experience X
and its result is independent of whether hypothesis R or R is presupposed by
the learning subject. Therefore, the subjective probabilities of {F = f..}
conditioned upon R and R are set to be equal to the objective probability giver
by (3.5.5), i.e.,
P(Fn = VR' Xn-l' = P(Fn = VV^ I
P(Fn " VR' VP P^Fn " Wl) 1
(3 5 yI)
^Fn = f2/R' Xn-1^ P^Fn ^n-l^ j
Conditions on the subjective probabilities
1) The following inequalities on the subjective probabilities must be set
in accordance with the conditions on R and R stated in the introductory part.
P(g1/f , R) < P(g /f R)
(action f
Pc^/f,
is less penalized than action f_





(action f. is more penalized than action f
Or,from the relation : Hgj/f,
can be written as follows:
- under hypothesis R)
R) = 1 PCg./f,, R), the above inequalities
P(g2/fr R) > P(g2/f2. R)
P(g2/fi' f5 < P(g2/f2- ^
(3.5.8')
(3.5.9')
2) We make the supposition that the learning subject does not change the
subjective probability according to the time and the past experience, i.e. the
subjective probability P(G £ ,R, X ) of the event {G = g.} pro
■n "y n i' * n
vided that {F = f4} and the past experience X
independent of X ,
n-1 and under hypothesis R is
for any n, i 1,2, and i =1,2
P(Gn = g./Fn = f., R, Vl) =P(g/f., R)
P(G g./F f.
^ n 6i n 1
R, X .) = P(g./f.
n-1' ^5] 1
for any n, i = 1,2, j = 1,2
(3.5.10)
R) for any n, i 1,2, j= 1,2
(3.5.11)
This supposition means that the learning subject has no memory functions, or in
other words, he assumes the stationarity of the random environment implicitly
(cf. Winkler & Murphy(1973)). In Section 3.5.3, we consider the effect of
memory functions on the learning process, where the above supposition is altered
such that the left-hand sides of (3.5.10) and (3.5.11) depend on a subsequence
of the past experience X ..
Revision of a posteriori probabilities of the hypotheses
From the above conditions, the a posteriori probabilities P(R/X ) and
P(R/X ) are revised by the following rule:
Suppose that the learning subject selected action f. at time n and the




f. and G = g.
1 n
s]
Then, from the theorem of conditional probability, we have
P(R/Xn ) (= P(R/Gn = g.
P(R, G = g
F = f., X
n 1
= f Y .
P(Gn =






P(R, Gn= gj/Fn= ft X n
/F = f. , X J
n 1 n-1
Y)
PCR, Gn= gj/Fn= f.. Xnl)
(3.5.13)
Also, we have
P(R> WW Vl5 = P(Gi.=gj/Fn=fi' R' Xn-lJ-?(R/Fn=fi' Vl^
(3.5.14)
From stationarity (3.5.10), we obtain
P(R, Gn=g./Fn =f.,Xnl) = P(g./f., R).P(R/Fn =f., X^).










p(r, Gn.gj/Fn=f.. xn_x) P(g./f.. Ryhm^)
The above equation and (3.5.13) lead to
P(R/X )
P(gj/fi










R)-P(R/Xnl) + P(g /f., RJ-PCR/X^j)
F = f. and G = g.
Eauivalenae of the model with Luce's beta model
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for i = 1,2 and j = 1,2.
(3.5.18)
From (3.5.5) and (3.5.18), the recursive relation between the response

















2―- -P (f ) + (1 - P (f ) )





f . and G - g., for i 1,2 and j = 1, 2 (3.5.19)
The above innovation formula for the probabilities of the actions is
equivalent to the nonlinear recursive formula known as Luce's beta model that
is derived from his choice axiom as follows. In his theory of individual
choice behaviour, Luce introduced a notion called response strength to express
the frequencies of the choice actions of individuals. Let the response




U Cni + U (n)
for k = 1. 2 (3.5.20)
He supposes a linear recursive relation between Ui(n) and U, (n+1) as follows
Uk(n+1) BJuk(n)
when F = f.
n 1
and Gn= g., for i = 1,2, j = 1,2, and k 1,2 (3.5.21)
where,
6k. > 0.
Therefore, the relation between P +j




(f, ) and P (f, ) is expressed by the next
K n K












+ ( 1 p (f
when F = . and G = g
where the coefficient 8..
11




Therefore, our learning model is equivalent to Luce's beta model. The coef-
ficient 6.. in the beta model corresponds to the following ratio of the
subjective probabilities in our model.
&ii 2― = ―- ^~ (3.5.25)
3 B^j P(gj/fi. R) ■
In Luce's beta model, the coefficient B.. has no concrete meaning; it is
merely an adjustable parameter which determines the degree of the reinforcement.
The above relation (3.5.25) throws light on the concrete interpretation of the
coefficient.
3.5.2 Evaluation of the Efficiency of the Learning Model and
Investigation of Its Asymptotic Learning Behavior based
on the Quantification Method
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In this section, we examine the rate of learning based on the quantifica-
tion p and the measure I introduced in Section 3.2.
From the supposition on the determination of response probabilities (cf.
Eqs. (3.5.5) and (3.5.5') ), the learning behavior ( successive changes of
response probability P (f.) (i = 1,2) ) is represented by the progression of
the a posteriori subjective probabilities P(R/X ) and P(R/X ) To measure
the effect of past experience X (sequence of the occurred categories) on the
above subjective a poster-Lori probabilities, we take note of the quantification
o introdeced in Section 3.2. i.e..














ing by the increment of the quantity ln(P(R/X )/P(R/X )) from the value at the
state of no experience, i.e., at t = 0.
The recurrence relation (3.5.18) can be easily grasped by the use of
quantification P, i.e., it is equivalent to the following equality.












P (F )-P(G /F
n n n n
P (F )-P(G /F
n n n n
P(G /F , R)
n n
P(G /F , R)
n n
additivity of p holds.
P(X for n > 1
(3.5.28)
(3.5.29)
It should be noted that (3.5.29) does not mean the stochastic independence of
p(X ), p(X ), ... , and p(X ). Because the random variable X is dependent
upon X , X-, ... , and X .
The quantification P(X ) evaluates the degree of fitness of the hypothesis
(sample type) R to the actual stochastic property of the random environment






note of the measure, the quantified mean I(R|R ; P(X.))> introduced in Section
3.2. The effect of action F (=f.) on p(X ) is evaluated by





















From (3.5.26), I is rewritten as
ICR|R ; P(Xn/Fn=f.)) -E^tpCX^ Pff^/F^ f.]
-frt-ri 1 2
From (3.5.5) and (3.5.5'), -the relation between action probability P
the measure I is










for i = 1, 2. (3.5.32)
Classificationof learning behavior by the quantified mean I
In the following, we consider the case where the random environmentis
stationary, i.e., P(G = g. /F = f.) does not depend on n, and so is denoted by
) for i = 1, 2 and jl6j' r " " J
by I(R|R ; f.) for i 1, 2.
1.2 Also, we denote I(R|R ; P(X /F = f.))
Regarding {p(X )} as a random process, the signs of the above quantities
have a connection with the martingale theory. In fact, Norman(1970) demon-
strated that the behavior of the learning process of the beta model (which is
equivalent to our model) can be classified into four types according to the
signs of I(R|R ; f ) and I(R|R ; f ).
THEOREM (Norman) : Let a. = Prob. (lim P ) = 1) for i = 1, 2, i.e.







) > 0 and I(R|R ; f2) > 0, then a = 1 (a 0)
R|R ; fj) < 0 and I(R|R ; f2) < 0, then a2 = l(ai = 0)
If I(R|R ; f^ > 0 and I(R|R ; fj < 0, then a > 0, a2 > 0
a = 11 2
as P(R) - 0.






-≫1 as P(R) ■+ 1 and a -*■ 1
1
1
) < 0 and I(R|R ; f ) > 0, then a a 0. Moreover
) = 1 and lim inf P (f ) =0 (with probability 1)
Which of Norman's classification will occur depends on the determination
of the subjective probabilities P(g
j/f.,
R) and P(g
2) in connection with the objective probabilities P(g
as discussed in the following.
Let p
fi, R) (i 1,2 and j 1
./f) (i = 1,2 and j 1,2)
i. denote P(f.,g..) = lnfPfg./^, R)/P(g./fi, R)). Then, from (3.5
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3 0), we have















sgn (p pi2) = sgn (p ) for i=1.2
From (3.5.8) and (3.5.9), we obtain
if pH > 0, then p21 > 0
Therefore, the following three cases are possible.
(i) pn < 0, p21 < 0.
(ii) pn > o, p21 > o.










The above conditions are restated in terms of the subjective probabilities.
Let J(R) and JfR) be intervals in [0,11 as follows.
J(R) = [PCgj/fj. R). PCg^^. R)] , and
J(R) = [PCg/f,, R), PCgj/f,, R)]>
(3.5.41)
(3.5.42)
where each ordering follows from (3.5.8) and (3.5.9) presented earlier.
Then, the above three cases are
(i) J(R) n J(R) $ and j(R) is located to the right of J(R)
(cf. Fig. 3.5.2(i)) (3.5.38')
(ii) J(R) nJ(R) = $ and J(R) is located to the left of J(R)
(cf. Fig. 3.5.2(ii)) (3.5.39')
(iii) J(R) n J(R) * $ (cf. Fig. 3.5.2(iii)) (3.5.40')
From (3.5.30'), (3.5.33), (3.5.35) and (3.5.36), the Norman's classification
for cases (i), (ii), and (iii) with respect to the objective probabilities (
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penalty frequencies) Pfgj/fj) and PCgj/f^ are as fhown in Fig. 3.5.3. That
is, the learning behavior of our model with respect to the stochastic proper-
ties of the random environment is classified according to the threshold values
k
1
and k_. For example, in case (i), type (a) : P (f ) - 1 occures when the
penalty frequencies caused by fj and f2 are less than kj and k2> respectively,
and type (b) : P
ly
) ->･1 occurs when they are more than k^ and k^, respective-
n / '
Thus, in case (i). the differentiation of the learning process into (a)
or (b) does not depend on the superiority of action f to f or that of f to
f , i.e., comparison between the values of P(g /f ) and P(g./f_). The
original meaning of R and R represented by (3.5.8) and (3.5.9) suggests the
behavior described by Fig. 3.5.4. Among the behaviors of cases (i), (ii) and
(iii), case (iii) is the best approximation to the suggested behavior. Thus,
in addition to the conditions on the subjective probabilities (3.5.8) and
(3.5.9), we can adopt (3.5.40') as a reasonable condition. Condition (3.5.40')
is rewritten as follows.
Pfgj/fj, R) <P(g1/fr R)
(hypothesis R looks with more favor on f than R does),
P(gj/f2. R) >P(g1/f2, R)
(hypothesis R looks with more favor on f_ than R does).
(3.5.40")
In the following, let us consider some experimental results discussed by
Bush, Galanter, and Luce(1959) to test the validity of beta model. They
examined the results by Solomon and Wynne(1953), in which dogs were trained to
jump a barrier to avoid an electric shock, and also the T-maze experiments by
Galanter and Bush(1959), where rats were rewarded whenever they turned right,
and were never rewarded when they turned left. Bush et al. calculated the
parameter 3-･ in these experiments. In the former experiment, let f. and f^
be the avoidance action (jumping the barrier) and non-avoidance action (stay-
ing) , respectively, and g and S2 be the penalty and non-penalty, respectively.
Then the reported values are (3 = 1.2 and B =1.7. In the experiment, the
reinforcement rule was set such that f was always followed by g≪and f^ was
always followed by g ; no data can be given to estimate the values of 3 and
32-- We have shown that case (iii) in (3.5.40') is in most accordance with
common sense. As a typical situation of case (iii), we assume that J(R)
J(R), which in turn results in P(g /f , R) = PCg,/^, R) and PCgj/f,' R^ =
PCg./f., R). The above assumption says that the goodness of action founder
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hypothesis A) and that of action f (under hypothesis R) are the same and the
badness of f1 is the same as that of f ; the learning subjects have no informa-
tion to presume superiority of one action to the other, beforehand (before the
learning starts). The assumption is equivalent to the condition : 3 6
and 622= BjJ- The assumption yields Pfg^f^ R) = Pfg^^, R) 0.19 and
P(g /f , R) = P(g-,/f,. R) 0.33. Namely, the subjective probabilities of the
penalty are considerably low under the hypotheses R and R, and the actions f
and f.. In this case, the critical values k and k coincide with each other
and are calculated as 0.13. Thus we can say that the learning proceeds
unidirectionally (case(a) or case(b) occurs) only if one of the objective prob-
abilities P(g /f ) and P(g /£) is less than 0.13. In other words, in order
to proceed the learning unidirectionally, one of the actions, i.e. the avoid-
ance action, should be followed by non-penalty (non-shock) with a frequency of
more than 0.87.
In the latter experiment, let us denote g. g-> f,, and f as non-reward,
reward, turning to the right, and turning to the left, respectively. Also, in
this case, the deterministic reinforcement rule was adopted such that f. was
followed by g and f. was followed by g.. The experimental result was g..
1.02 ~ 1.14 and $ = 1.44 ~ 2.6. As a rough approximation, let us adopt the
medians of the values as the estimation of 6 and £5 . Thus we obtain B,2 =
1.08 and 8 2.02. By the use of the same assumption as before, the values
of the subjective probabilities are calculated as P(g R) = P(g,/f2, R) =
0.066 and P(g1/f2> R) = P(g /f I) = 0.13S. That is to say, the subjective
probabilities of reward are quite high irrespectively of the hypotheses and the
actions. The critical values are calculated as k, = k,= 0.096. Therefore,
in order to proceed the learning unidirectionally, the reward probability
p(g2/fJ should be set as being larger than 0.904.
Using the above data, Bush, Galanter, and Luce concluded that the effect
of penalty is larger than that of non-penalty, and that of non-reward is larger
than that of reward. These conclusions are interpreted, through our model, as
the subjective probabilities of penalty and those of non-reward being less than
0.5. Namely, if it is the case, then the likelihood ratio P(g1/f2, R)/P(g /f2
R) of the penalty or non-reward is larger than the likelihood ratio P(g /f R)
/P(g2/f , R) of non-penalty or reward. Since, we have P(g,/f2> R)/P(g1/f2'
R) i + [(PCgj/^, R) PCg^- R))/p(g1/f2- f)l >: + [(POW R)
PCg^fj, R))/(l PCg^fj' R^ = pCg2/f!' R)/pCg2/f1, R). In the above, the
inequality and the last equality follow from the above mentioned fact and the
assumption, respectively.
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Interpretation of learning behavior as Markov chain
As shown in (3.5.19), response probability P (f.) is completely deter-
mined by its previous value P (f.) and action-reinforcement pair X at t n,
for i = 1, 2. Hence, the quantity P(X ) = In ( P(X /R)/P(X )/R)) In fP ff i
n n n v n+il iJ
11 + In (PfRI/PfR)] represents all the necessary information contained
in past experience X with respect to the future behavior of the learning
process. Regarding the above quantity p(X as a state variable at t = n of
the learning subject, the learning process constitutes a Markov chain with
infinitely many states and Norman's classification can easily be grasped by
examining the properties of the Markov chain. For simplicity, we confine
ourselves to the case of symmetric subjective probabilities, i.e.,
P(gl/f2, R) = P(G /f , R) = 1 q
0 < q <
2 (3.5.43)
In this case, conditions (3.5.8), (3.5.9) and (3.5.40'') on the subjective
probabilities are satisfied. From (3.5.28), (3.5.29), (3.5.31) and (3.5.43)






(n = 0, 1, 2, ･･･) are given by
for k = 0, tl, ±2, . . . (3.5.44)
(3.5.45)
The setting of the initial state variable P(X-J has no important effect on the
asymptotic behavior of {p(X )} under Norman's classification. Hence, without
loss of generality, we make the assumption that
P(R) = PCR) =
＼
, i.e., p(XQ) sQ = 0 (3.5.46)
Thus the states are distributed on the real axis with the same interval In ( (
1 q)/q) as shown in Fig. 3.5.5. From (3.5.31) and (3.5.27), the transition
from a state s, is only possible to its adjacent states s. . or s, .;
and
Sk - Vl if Fn fl and Gn = g2
or Fn = f2and Gn = g




or F = f
n 2 and Gn = h>
for any k and n (> 1)
the definition of state: p(X ) = In ( P (f )/P
(f )), the response probability at each state s
1 K
P(f1/sk) = exp (sk)/(l + exp (sk≫.









Consequently, as shown in Fig. 3.5.6, the process{p(X )} constitutes a Markov















for any k. (3.5.49)
Now, let us calculate the average trend of the transitions at each state.
From (3.5.32), we have
I(R/R : S ) £ E[p(X 1 p(X )/p(X ) = s ]
-P(f, /sk)-I(R|R; f^ + P(f2/s )-I(R|R ; £2) (3.5.50)
Since the quantity P(f /s )(P(f /s,)) is monotonically increasing (decreasing)
IK Z K
with respect to s, , Norman's classification with respect to the above trend
(3.5.50) becomes as follows.
(a); I(R/R : s.) > 0 for arbitrary s
(b); I(R/R : s ) < 0 for arbitrary s,
k K
(c); I(R/R : s
I(R/R : s
(d); I(R/R : s
I(R/R : s
. ) > 0 if s > s*
k k c
k) < 0 if sk < s*
k) < 0 if sk > s*
.) > 0 ifs < s*
where the threshold values s* and s* are
c d
s* = In I(r|r ; f ) (-In I (R| R ; f2))
= In I(R|R ; f^ In I(R]R ; f2),




= In I(R|R ; f^ In I(R|R ; f^.
Fig, 3.5.7 shows the above classification, where each arrow represents the
direction and the amount of trend I (R/R : s.) of the transitions at each state
s . By the figure, Norman's results that p(X ) ■*°°w.p.l (with probability 1)
in case (a), p(X ) -≫･-<*>w.p.l in case (b) ,{p(X )} branches into two types:
) -+ oo and p(X ) -≫･_<x>in case (c) , {p(X )} oscillates infinitely many times
The behavior p(X )-≫■≪>in case (a) and p(X ) ■*-°°in case (b) are in
accordance with the claim (as indicated in Fig. 3.5.4) that the learning
subject ultimately prefers the action which produces less frequency of penalty
g. than the other.
Tsetlin(1973) proposed an interesting learning machine (automaton model)
with linear chain structure similar to that described by (3.5.47). Incorpo-
rating the chain with left and right endpoints s , and s,,,he suppressed the
occurrence of the undesirable behavior in cases (c) and (d). Thus, in his
chain, the number of states is finite and the transition rule is the same as
(3.5.47) except at the endpoints,i.e.,











(for k = N)
if F = fn
n 1
and G
(for -N < k < N)
(for k = -N)




Instead of our stochastic decision rule (3.5.48) of action, he adopted the
following deterministic rule, which is derived by dichotomizing the value of
C3.5.48) into 0 and 1 by the threshold value of 1/2. i.e..
P(fx
1
if s > 0, i.e., 1 < k < N,
0 ifs. < 0. i.e
(3.5.48')
N < k < -1
(In his chain the neutral state s. is omitted)
His learning machine has a very simple structure as shown in Fig. 3.5.8 and is
called a linear tactic or L...,. The role of the endpoints s ., and s..is to2N,2 -N N
avoid the dissipation of the process to infinity f°°or -°°1in an undesirable
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direction. Tsetlin evaluated the behavior of L by W(L2 _), the average
frequency of penalty g. caused by its actions and showed that
lim W(L ) = min {P(g /f ), P(g /f )}. (3.5.53)
The above means that L asymptotically attains the ideal behavior indicated
by Fig. 3.5.4. Tsetlin's model, however, is not devised as a model of
learning processes but merely as a learning machine to approximate the ideal
behavior. Some generalizations of his model were made by Varshavskii S
Vorontsova(1963), Hellman & Cover(1970 5 1971), and Baxa & Nolte(1972).
In the above, we examined the behavior of the learning process by means
of the state variable p(X ) = In ( P ^fj/fl P ,(f,))). Next we consider
n n+i l n+l 1
the behavior of the response probability P
Martingale conditions of learning behavior
(f ) (= P(R/X )) itself.
In this part, we consider the conditions under which the process {P (=
P (f ))} constitutes a submartingale or a supermartingale together with the
sequence of a-fields {a (= a(X ..))}. A random process {P } is called a sub(
super)martingale with respect to {a } provided that
(I) {P } is adapted to (o }, i.e., P is a -measurable for n > 1
1 ; n ^ n n n
(II) E [|P | ] < °°for n > 1.
(Ill) E[Pn+1/aJ > ( < ) P^ with probability 1, for n > 1
In our case, P n is completely determined by P and Z . Hence, condition
n+1 y j i n n >
(III) is equivalent to
(III) E[Pn+1/Pn] > ( < ) P with probability 1, for n > 1.
For details, refer to Doob(1953).
In general, it is very difficult to derive the condition analytically.
So we confine our discussions to the case of symmetric subjective and objective
probabilities, i.e., we make the assumption (3.5.43) and also the following:
Pfg^fj) = r, P(gl/f2) = 1 r. (3.5.54)
In this case, we have
kl = k2 ＼ . (3.5.55)
Therefore, the asymptotic behavior of P (f.) is
r <
1
2 -pn<fl ) ->･1 with probability 1
r > j ■+P (fj) -≫･0 (Pn(f2^ ■*^ with probability 1.













E[P ,/P ] P =
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It is obvious for arbitrary values of P
< 0, BP + (1 P
n n












(8r + B"1 rg"1
+ (1 " Pn^
and 6(<1) that 1 P






> 0, 2 6 R"1
6 > 0. Thus, we
obtain that E[P ,/P 1 > P for 0 < P < 1 if and only if the following holds.
n+1 n n n
1 fBr + 6"1 T3"1) < 2 g 6'1. (3.5.61)
Similarly, we obtain that E[P
following holds.
1 (Br + B"1 rB
/P ] < P for 0 < P < 1 if and only if the
^o (3.5.62)
The above two inequalities (3.5.61) and (3.5.621 are reduced as follows
r <
i q
Threrfore, the following theorem holds.
(3.5.61')
(3.5.62')
THEOREM 3.5.1 : In the symmetric case conditioned by (3.5.43) and (3.5.54)
, the process {P (f.)} is a submartingale if and only if r < q, and also W^i
)} is a supermartingale if and only if r > 1 q.
Comparing (3.5.56) with (3.5.61'), and also (3.5.57) with (3.5.62'), these
martingale conditions are stronger than Norman's conditions (cf. Fig. 3.5.9).
The above theorem says that the necessary and sufficient condition that
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K (£)} has a martingale property is
J(R) = J(R) c [P(g /f ), P(g./f_)], if r < I '
. (3.5.63)
J(R) J(R) c [P(gl/£2), PCgj/fj)], if r > I '
Fig. 3.5.10. shows the above conditions, i.e., in order that the learning
process has the martingale property, the difference between the subjective
probabilities for f and f conditioned upon R or R should not be greater than
that of the objective (actual) probabilities. In other words, the subjective
probabilities should be set moderately compared with the actual situation. From
(3.5.61') and (3.5.62'), the value of pi .(= In Pfg./fj, R) In Pfg./fj, R),
i 1, 2 and j = 1, 2), which represents the difference between hypothesese R
and R, has an upper bound In ((1 r)/r) (if r < y) or In (r/(l r)) (if r > j
) and a lowerbound In (r/(l r)) (if r < |) or In ((1 r)/r) (if r > j) .
Consequently, the values of the quantified mean I(R| R ; f.) (i 1, 2), the
expected values of the above quantities, has an upper bound (1 2r) In ((1 r)
/r) anda lowerbound(l 2r) In (r/(l r)). Therefore, from (3.5.31) and
(3.5.32), the learning processes with the martingale property behave conserva-
tively and their learning speed is limited.
When P (= P
property (
(f.)) constitutes a sub(super)martingale, as indicated by the
n n 1
III) of the martingale condition, the frequency of action f^ is, on
the average, monotonically increasing (decreasing), i.e., the learning process
has an immutable trend. Among the monotone properties of sub(super)martingales,
we refer to Dubins' inequality, which is a refined version of the famous Doob's
inequality and seems to be worth noting to examine the behavior of learning
processes. The inequality concerns the frequency of oscillations in positive
supermartingale processes. If {P (f,)} is a submartingale, then {l P (f.)}
constitutes a positive supermartingale. Therefore, the Dubins' inequality can
be restated as follows (For details refer to Dubins(1962)).
THEOREM(Dubins) : Let Y ,(Y , ) be the number or up crossings (down cross-ab ―ab
ings) of the interval [a,b] by the process {pn(fJ}≫ i.e., the number of times
the process {P
n (f )} passes from below a (above b) to above b(below a,), for
0 < a < b < 1. Then the following statements hold.
(1) If {P (f )} is a supermartingale, then
P(7ab > k) < (J)k.min{-^-, 1}
(2) If {P (f )} is a submartingale, then
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,1 - b.k . s P(R) ,-,
Hence, the behaviors of the learning processes are not so often opposite to
the immutable direction.
3.5.3 Evaluation of Memory Functions on the Learning Behavior
based on the Quantification Method
In the previous sections, we only treated the case of learning subject
without memory functions, i.e., the hypotheses R and R are described by
conditional probabilities P(g./f., R) and P(g./f., R) for i = 1, 2 and j 1,2
In this section, we consider the case of a learning subject, with memory func -
tions. In this case, as aforementioned at the end of condition 2 on the
subjective probabilities in Section 3.5.2, the hypotheses R and R Cat t = n)
are described by conditional probabilities P(g./f., R, X' .)and P(g./f-, R,
X' ,), where X'_, is a subsequence of past experience X _., i.e., the memorized
experience by the learning subject. Let tt denote the selection function of
X' from X ., i.e.,
n-1 n-1'
M-l = ir<*n-l>- (3.5.64)
The learning subject only memorizes tt(X _.) out of X ., and sets up subjective
probabilities under R and fas PCg./f^ R, T(Xn )) and Pfg./f^ R, ^{＼
])).















Comparing with (3.5.10) and (3.5.11) (no memory case),the learning subject has
the ability to alter the subjective probabilities according to the selected
past experience X' . In this case, the revision of the a posteriori proba-
bilities of the hypotheses are as follows. From (3.5.10'), (3.5.17) is
altered r.n C3.5.17'1:
P(R, Gn = g /Fn = f. X
n J = P(g/f., R, ttOC^^J.PCR/X^j)









R, tt(X )).P(R/X )
PCg^fj. R. TT(Xn_1))-P(R/Xn_1) + P(g./f., R, 1r(Xn_1))-P(R/Xn_1)
PfR/Xj = 1 P(R/Xn)
when Fn = f. and G = g. for i = 1, 2 and j = 1, 2. (3.5.18')
Therefore, the learning model in this case is also equivalent to the beta model
in which coefficient B. . is not constant but depends on tt(X ) for i 1, 2
and j 1, 2, i. e. ,
V^n-l" =
P(g f.. R, ira ,))
P(g /£.. R, TrCXn_1 ))
(3.5.25')
In the following, we evaluate the effect of memory functions on the
learning process by the use of the measure I.
For simplicity, we assume that actions f..and f_ do not intervene with
each other, i.e., f. does not affect the stochastic property of the random
environment for action f_ and also vice versa. Also, we assume that the
stochastic properties of the random environment are described by stationary
simple Markov chains; i.e., the output sequence of the enrironment whose input
sequence is a repetition of f s (a repetition of f.s) constitutes a stationary
simple Markov chain. In this case, output G depends not only on input F^
but also on the output corresponding to the last input which is the same as
F . Therefore, we naturally set the following simple selection function tt:
Tr(X ,) = (Gf , Gf ) , (3.5.65)
is the output corresponding to the last f^ input for i = 1, 2; for
= g2 and Gf g in the case of Fig. 3.5.11. From the supposi-
do not interfere with each other, the subiective nrobabil-and f Dj p D .oj.i-
5.11") and (3.5.12'), i.e., PCg^fj, R, ^Vl^ and P^/fj, R,
n be replaced by P(g./£-, R, Gf ) and P(g./f., R, Gf ), respective-
J t J t
ir(Xn_1)), ca laced .g./f±
ly, for i 1, 2. 1
In this section, we discuss the effect of the memory functions based on
the quantity I(R|R^ ; f.) introduced in Section 3.5.2.
Let us consider the case F = f That is. we measure the efficiency of
n i
learning with memory against that of learning without memory by the use of
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i(R|R ; fJ
Let r be the transition probability of the Markov chain under
uv
action f., i.e.,
ruv = P(Gn = 8v/Gf gu)j u = J･ 2 and v = 1, 2. (3.5.66
When the chain is an absorbing Markov chain, the output sequence becomes a
repetition of the same reinforcement g (or g ) after falling into the absorb-
ing state. Threfore, we assume that the chain is regular, i.e.,
r > 0 for u = 1, 2 and v 1, 2. (3.5.67]
The corresponding transition diagram is shown in Fig. 3.5.12.
As the learning subjects, we consider two types, a learning subject L
without memory and a learning subject L with a memory, as follows. The
hypotheses R. and R. of the subject L_ are set as similar to (3.5.43);
(a) Lo ; hypotheses R. and R~ for action f
Ro; P(gl/fr RQ) = q,
PCgj/f^ RQ) 1 q
RQ; PCgj/fj, RQJ = 1 q, P(g2/f1, Ro) = q
The subject L with a memory has the hypotheses R. and R as follows
(b) L ; hypotheses R. and R.. for action f.
Rr
■V P(gj/fr Rr g.,) =
|*
if j * j1.
q if j = j1,
q if j * j1,
if j r,
for j = 1, 2 and j1 = 1, 2
(3.5.68)
(3.5.69)
Compared with the learning subject L , the subject L has the option to
use the hypothesis R or R according to whether the last output caused by f^
was g or g . That is, the hypothesis R corresponds to using hypothesis RQ
or R_ according to the last output being g or g , respectively. Also, R..
corresponds to using R or R according to the last output being g or g^,
respectively. In this sence, L can be regarded as having a memory function
compared with L which uses the hypotheses R and R~ no matter what the last
output is. In the following, we compare I(Ro|R ; f ) with I'(R |R ; f )
which denotes a natural extension of I for the learning subjects with memory
In this case that F = f,












For the efficiency of L.., we introduce the following quantity I' (R,|R, ; f ) as
the natural extension of the above measure.
I'CRJR, > f
PlGn/flf Rr G )
~ ~ ~/Gf ]]
PfG /f., R.. G, 1 rl]>





initial state. Therefore, we assume that P(G ) and P(Gf ) are equal to the
(3.5.71)
(3.5.73)
To calculate the measures indicated by (3.5.70) and (3.5.71), we need the
P(Gn = ≪1> = p^fl = ≪1> - -?
where p* and p* satisfy the following stationary distribution condition
p*-rn + p*-r21 = p*, (p* + p* = 1).
Thus, we obtain
stationary probability distribution (p*, p*), i.e.,
P(G = g.) P(G = g.) - p^ for j = 1, 2
11 J 1
values of P(G ) and P(G- ). From the supposition that the Markov chain under
action f is regular, P(G ) and P(Gf ) tend to the stationary probability




P(G_ = g2) = P(Gf = g2) = -T-
n 2 ±x i r12
From C3.5.74) and (3.5.68), we have
^"o 3 fl' =












P(Gn/fl' Rl' Gf >
E [ In i-






V1"" Gf! = gl
r21)lnli^if Gf. = g2
(3.5.76)
Then, from (3.5.74), (3.5.71) is calculated as follows:
ri2 + r









Let us compare the efficiency of models L and L by the use of the
information theoretic measure I and I'. As shown in (3.5.75) and (3.5.77), I
and I' contain hypothetical probability q in the same form ln((l q)/q); that
form changes sign according to whether q < y or not. Hence, q has no essential
meaning with respect to the comparison. In the following, we consider the
case of q < r . This means, in case of model L , hypothesis R_ presumes that-> 2 " ~0' "Jr "0 r
the penalty frequency of the environment P(g,/f,) ( = pt = r12/'^ri2 + r21^ is
less than 1/2 and R_ presumes that the frequency is larger than 1/2. On the
other hand, in case of model L. , hypothesis R, presumes that r.^ and r~., the
probabilities of two succeeding outputs being unequal, are less than 1/2, and
R. presumes that the probabilities are larger than 1/2. The sign of I( or I')
represents the average direction of reinforcements, i.e., which of R. or R.
(which of R. or R ) is reinforced by a trial of f . The absolute value of I (
or I') evaluates the degree of reinforcement or average speed of learning.
Fig. 3.5.13 shows the signs of I and I1, and also the relation between the
absolute values of I and I'. In the figure, I is positive in regions (5)
(8) and negative in (1) (4), I' is positive in (1), (2), (7),and (8), and
negative in (3) (6). The borderline of positive and negative regions for I
is represented by r and that for I' is represented by r.. = r ./(4r.2r , n2 -21 .,. . _ .^ ―-― -/ -21 12'
1). Hence, if p* is less (larger) than 1/2, then R (R ) is reinforced t and
if both r _ and r are less (larger) than 1/2, then R.CR.) is reinforced.
These statement are in accordance with the presumptions of hypotheses R_, Rn>
R. and R mentioned before. In Fig. 3.5.13, we can see that |l'| > |l| in
regions (1), (8), (4) and (5). That is, if the stochastic properties of the
environment are in accordance with the presumption of hypothesis R such as
in regions (1) and (8) (i.e., 0 < r < y and 0 < r.
ance with those of hypothesis R.
and - < r
< ―), or are in accord-
such as in regions (4) and (5) ( j- < r .
< 1 ), then the model with a memory function, L has a higher
no
efficiency than the model without a memory function, L . However, in the
other regions, LQ is more efficient than L . Hence, the hypotheses R and R.
should be set up in accordance with the stochastic properties of the environ-
ment in order to make the memory functions effective.
It should be noted that the above discussion was only on action f .
However, we can develop a similar discussion based on f by setting up the
' "r ~ ' "" *2 "' " "'" r
Markov chain property of the random environment and the hypotheses of L and
L , under f_.
3.5.4 On Some Extensions of the Learning Model
In previous sections, we only treated the case in which the learning
subject has two hypotheses Rand R. In this section, we extend our model in
such a way that the learning subject has more than two hypotheses or a continu-
um of hypotheses. For simplicity, we confine the discussions to the case of a
learning subjects without memory. However, discussions concerning the case
with memory functions can be analyzed in a similar manner.
Case of a learning subject having finite multiple hypotheses
Let us assume that the learning subject has h hypotheses R., R_, ... , and
R,. We denote by P(g./f., R ) the subjective probability of output g. condi-
tioned upon input f. and hypothesis R for i 1, 2, j 1, 2, and v 1,2,




^esis R is charactirized by the pair of quantities P(g /f^, R.) and P(g /f_, R
), i.e., by a point e in the plane E = [0,1] x [0,1]. Thus, all the hypoth-
eses R , R , ... , and R, are characterized by the h points e , e , ... , and
e, in E as shown in Fig. 3.5.14.
To give the decision rule of action, we assign each hypothesis R to one
of the actions f and f. as similar to the case of two hypotheses R and R
That is, we set two regions E and E in E such that
If
V
E u E = E = [0, 1] x [0, 1]
El nE2 = $
(3.5.78)
ey is in region E., then hypothesis R is assigned to f. for i = 1, 2 and
1, 2, ... , h. For example, in accordance with the ideal behavior in
Fig. 3.5.4, the regions are set as shown in Fig. 3.5.14. The decision of the
next action in this case is also given by a random experiment ( coin tossing )
m
with the following probability law ( instead of (3.5.5), (3.5.5'), (3.5.6) and
(3.5.61) ).





for n ^ 1 and i = 1, 2




where P(R /X ) is the a posteriori subjective probability of R conditioned
upon past experience X and P(R ) is the a priori subjective probability of R
for V- 1, 2, ... , h.







R )-P(R /X ,)
v v n-1
when Xn = (fi,g,) (3.5.18")
From (3.5.5'') and (3.5.18''), our model is equivalent to the beta model
only when h 2, i.e., the case of two hypotheses, where P +1(fi) and p +i(f2^
depend only on P ) and P (f ) and X as shown in Section 3.5.1. In
■' n" l' n~ z' n
general, Sternberg(1963) called the models with the following property path
independent models.
Pn+1




(where w and w
X ) for i = 1, 2.
n
are arbitrary functions.! (3.5.79)
+
(f ) are determined not only by P (f ), P (f2) and
s of P(R /X ), P(R /X ), ... , and POyVl3"
' n+lv V n 1x V ""*' "^ n'
X but also by the values of P(R1/X ), P(R2/Xn_1)' ･･･ > and
Hence, the case of two hypotheses without memory is path independent, while the
case with more than two hypotheses and the case with memory function are path
dependent.
In the case of multiple (more than two) hypotheses (multiple sample types),
the quantification p is defined for each pair of sample types R and R , as
follows:









From (3.5.18'), the recurrence relation (3.5.27) also holds in this case, i.e
we have
p(Rv/Rv, ; XJ p(Rv/Rv, ; X^) + 0{＼/＼, i ＼)
Hence, the additivity (3.5.29) of is also valid;
P(W ; V = I p(VRv - xt} ･
(3.5.27')
(3.5.29')




I P(R )■ n P(G /F R )
y=l P t=l r r M
for v = 1, 2, h.
Case of a learninq subject having a continuum of hypotheses
(3.5.81)
The above discussions can be easily extended to the case of continuum of
hypotheses. In this case, any hypothesis R is represented as a point (5,ri)in
E = [0, 1] x [o, 1], where £ P(g /f , R) and n = P(g /f R) and R is denoted
by R (cf. Fig. 3.5.15). So, P(Rf /X ) denotes a posteriori subjective proba-
bility density of R>. conditioned upon X and satisfies the following recur-




for 0 < ? < 1 and 0 < n < 1.
Using a similar method, (3.5.81) is extended as the following
?cvv =
p















where n.. is the number of occurrence of the pair (f., g.) in X = (X , X , ...,
X ) for i 1,2 and j = 1, 2, and P(R,- ) is the a priori subjective probability
density of R_ .
Laming(1969) also derived the above beta type distribution in his study on
choice-reaction time experiments. Eq. (3.5.81') is an extension of his result
into a two-parameter case.
Similarly, the response probability is given by
Pn+1(fi) = // P(RSr|/Xn)d£dn for n > 1, (3.5.5'･･)
i
pl (f.) = jj P(R )d5dn , (3.5.6'")
where E. is the subregion of E corresponding to action f. for i = 1, 2.
As it is difficult to calculate the above integral, we confine ourselves
to the symmetric case which is an extension of (3.5.43), i.e.,
p(R?j =0 if n * i K
more precisely,
P(R?n) = 6(n (l 5)),





for 0 < I < 1 (3.5.43')
(3.5.43")
£,,£,. Then R_ has the following initial distribution.
for 0 < I < 1
















w 5n2(i ?)n> ,




that is, n represents the number of favorable trials for f ; the sum of n
the number of non-penalized trials on which action f occurs) and n21( the
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number of penalized trials on which.f2 occurs). The larger i^ is, the more f
is supposed to be the favorable action. Similar statements hold for n and f





~ n/Xn) by P(R^/ni5 i^). If the regions Ej and E are set up as shown
in Fig. 3.5.15, then (3.5.5"') is







Cfj/O, n) = (i)n+1
























where Y denotes the number of heads in n+1 succeeding coin tossings withn+1
equal probabilities of heads and tails. To interpret the meaning of (3.5.86),
suppose that the learning subject faces the following fictitious random envi-
ronment .
PCgj/fj) = PCg^f,) = f (3.5.87)
That is to say, the environment takes a neutral attitude to f. and f . Then,
Y^+j can be interpreted as n', the number of favorable outcomes for f in
trials of n+1 times from the neutral environment. Decision rule (3.5.86)
means that if the result n' is less than or equal to the actual result nl,
i.e., actual result n is more favorable for action f. than (or equal to)
result nj from the neutral environment, then action f is used, and if the
actual result is less favorable for f. than the result from neutral environment,
then f is used.
From the well known relation on binomial coefficients that
c
ncu v u-1 v
+
u-lCv-l
for 1 < v < u
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(3.5.88)
the revision of response probability is given as follows
Pn+2
Pn+2
(£1/n1 -r 1, n2) = P
(fj/ti , n + 1) = P






(f /n , n )
d
1 l 2 2
n+2
n+2
/W =itVV"! ]' V +Pn(fl/"l "2






The above averaging property (3.5.90) and (3.5.85) describe the behavior of the
learning subject having a continuum of hypotheses under symmetric subjective
probabilities indicated by (3.5.43'')- From the relation that P +.(f /n , n )
+ p ,













The above relation means that the model has a kind of symmetry on its rein-
forcements. i.e., the reinforcement of f
the same as that of f
the values of P
a b = b c.
p
n 1




by a trial (f0
1
by a trial (f g2) or (f , g ) is
i - ^ i' n2' v 2' "r
g2) or (f1, gj). Fig. 3.5.16 shows
) for n < 5. In the figure, (3.5.91) means that
It is obvious from the figure that the incremental value AP
)
) has its maximum value at P
i i 2' nri ' 2'











has its maximum value at rij =
(AP
n
) = (hn+1 c - r1-)11*1 n!













- ^)n+1/2ie'V+2- (/2?e"^' (J)T + V2 = W^n"*". (3.5.95)
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Hence, the maximum value of AP has an order of 0(n~2~ ).
On the other hand, in the case of two hypotheses R and R with symmetric
subjective probabilities indicated by (3.5.43), AP has its maximum value (1
/g)/(l + /6) at Pn = /6/(l + /6) < 1/2 where 6 is given by (3.5.59). Also,
(3.5.90) does not hold in this case. In fact, let P = P^ (f /n^ n2), P' =





p _ / p' p''
i p V ~i p1" i p1^" '
C3.5.96)
(3.5.97)
Hence, P has a nonlinear relation with P' and P'1 as follows (cf. (3.5.90)):
yp.pt ■(j . p,-)^ _ -pTTJ p,p, ,
1 P' P"
Moreover, let t' P
p = -




- 4t'2)(l - 4t"2) - (2f + l)(2t" + 1)
4 t' + t"
From Taylor expansion
/
l 4ii = 1 2u2 2u4 + 0 (u6)
it follows that
p = j(t' + t" + 1) +
for 0 < u < 1/2,
j(t' + t")(t' t") + 0(t
+ 0(t' -t" 3)
3
t' 2)
i(pl + pit) + I(P- + P'l 1)(P' P")2






Thus, equality (3.5.90) holds approximately only when P' = P" = 1/2, i.e.,
only when P (f1/ni 1, n ) = 1/2 and 3=1 (case of small learning).
In this section, it has been shown that the quantification P and the quan-
tified mean I are closely related to the behavior of a kind of conditional
learning process which is derived from randomized decision rules (3.5.5), (3.5.
5'), (3.5.6), and (3.5.6') of the next action. It has also been shown that
the learning process model is equivalent to the so-called Luce's beta model
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under suppositions (3.5.10) and (3.5.11), while the two models are derived from
completely different considerations. Relation (3.5.25) throws light on the
concrete interpretation of the coefficient g in Luce's model. Based on the
quantification P, it was shown that the asymptotic behavior of the model with
respect to the objective probabilities of the environments has three cases (i),
(ii) and (iii) as shown in Fig. 3.5.3, referring to Norman's theorem. As a
result, condition (3.5.4011) on the subjective conditional probabilities is
shown to be necessary together with conditions (3.5.8) and (3.5.9). Also,
Markov chain properties of the learning behavior were examined in connection
with Tsetlin's model. The essential difference of Tsetlin's model from ours
is the existence of upper and lower bounds on the a posteriori subjective
probabilities. The analysis by the martingale theory yielded that there is
a limit on the speed of learning when the learning process has the desirable
property called martingale property. By introducing a natural extension (3.5.
71) of the quantified mean I, we compared the efficiency of a model having a
memory function with that of a model having no memory functions. Eventually,
it is difficult to expect that a model with a memory function has a higher
efficiency than a model without memory functions under all stochastic proper-
ties of an environment. This is because a learning subject has only two
hypotheses and, as a result, cannot cover all the possible stochastic proper-
ties of environments. In Section 3.5.4, it was shown that the models with
more than two hypotheses or a continuum of hypotheses have quite different
learning behaviors from those of the model with just two hypothese. The
only property which is common throughout the models is the additivity of p
expressed by (3.5.28) and (3.5.28').
3.6 Conclusions
In this chapter, we have considered aggregation problems of items and
categoriesin response matrices (tables) in which each entity represents
response probability and the number of the sample types are two, through
quantifications for items and categories. In Section 3.2, we have introduced
a quantification for each category in each item in response matrices by intro-
ducing reasonable crigeria (3.2.3), (3.2.4), and (3.2.5). Based on the above
quantification, we introduced an information theoretic measure, called mean
information intensity, of the degree of the separation between the two sample
types. The fundamental properties of the above measure were stated by theo-
rems 3.2.1 and 3.2.2. Also, in Section 3.3, its relationship with the
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Bayesian discrimination rates in particular cases specified by (3.3.68) or (3.3.
70) was shown by theorem 3.3.2. Some experiments by computer simulations
assured the above relationship. However, in general situations, the
Bayesian discrimination rates are not prescribed by the above measure but
instead by the mean, called quantified mean, and the variance, called quanti-
fied variance of the above quantification as shown by (3.3.39). In Section 3.
4, we have considered some efficient ways for aggregation of items and catego-
ries in response matrices by referring to the above measure, mean information
intensity. In the item aggregation problems, the correlation measure between
items defined by (3.4.2) plays an important role. For the category aggre-
gation problems, we introduced a measure of information loss due to the aggre-
gation defined by (3.4.109), and the problems were discussed in a more general
framework such as the lattice structure of information. However, there is no
such general framework for the item aggregation problems. Furthermore, it has
been shown, in Section 3.5, that the quantification and the quantified mean are
applicable to the analysis of the learning behavior of Luce's beta model, by
introducing a conditional probability learning model whose behavior is equiva-
lent to Luce's model.
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Fig. 3.3.1. Geometrical interpretation of Bhattacharyya distance.
Fig. 3.3.2. Representation of items X,, Xp, ･■･,and X as communication channels.
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divergence J versus probability p.
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Fig. 3.3.5. The values of mean information intensity SR and its components
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Fig. 3.3.7. The relation of discrimination rate P (n, p) to the number n of
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Fig. 3.3.9. Comparison of theoretical and experimental decrease of discriminationrates
RAM (=RAV)
Fig. 3.3.10. Relation between the relative effectiveness GR
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Fig. 3.3.11. Dependence of Bhattacharyya distance B, mutual information M and Kullback-














Xj Xi Xj Xi
R R
Fig. 3.4.1. Schematic representation of correlation between items Xi and X., where the
degree of correlation is determined by the parameter a.
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Fig. 3.4.2. The values of the measure CR of the correlation and Shannon's mutual
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Fig. 3.4.5. Relation among original, quantized and empirical distributionsin the
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Fig. 3.4.6. Optimum quantizing points(in three-level quantization) for the biochemical
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Fig. 3.4.7. The value of mean information intensity for renal failure in uric acid
under three-level quantization by points x-|and X£,whose maximum is attained by
x, 3.6 mg and x, 6.6mg.
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Fig. 3.4.9. Comparisons of measure A of information loss by optimum and uniform quantizations
















Fig. 3.4.10. Relations among information measures d, D(M) and discriminationrate under
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Fig. 3.5.1. Schematic diagram of the learning model.






























Three possible configuration of subjective conditional probabilities

















(a): Pn(f,) -≫1 ( Pn(R/*n) -*1
(b): P(f2) ―1 ( PJR/XJ ^1




Fig. 3.5.3. Relation of asymptotic learning behavior of the model with objective





Fig. 3.5.4. The ideal learning behavior suggested by premise for R and R.




Fig. 3.5.5. Configuration of states of the random process {p(*n)}, where each interval
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Fig. 3.5.6. Transition diagram of the Markov chain corresponding to the learning model










Fig. 3.5.7. Average trend of the transitions in case (a), (b), (c) and (d) of the Norman's
classification. Each arrow represents the direction and the magnitude of the average
































Fig. 3.5.8. State transition and action rule of Tsetlin's learning model called
1inp;irtartir*;_
Norman's classification






Fig. 3.5.9. Comparison between the Norman's classification and the martingale condition
















Possible configurations of subjective conditional probabilities
R) and P(g./ f^, R")
under the martingale condition.
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Fig. 3.5.11. An input-output sequence of an environment, where Gf is the output



























































Fig. 3.5.13. The signs of information theoretic measures I and I1, and the comparison















Fig. 3.5.14. Two dimensional representation of multiple hypothses. Each hypothesis Rv
is represented by point ev = (P(g-j/ f1, R^), P(g1 / f,,, Rv)) in the plane E = [0, 1] *
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Fig. 3.5.16. Change of response probability Pn+I(f-|/ ^. n2) of the learnin9 model
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Table 3.2.2 Recording chart for SMA 12/60.






















Ca I ^r ＼1 t r
I.p. u rt u
Glu 11
BUN t tt
U.A. t It t tr
Choi. tt t I 1 ft u
T.P. u 1 r I
Alb u i 1 r^
r*
1 I
Bll u TT t
Alk.P. tt tt t t
LDH tt ＼
SGOT 11 u t
Table 3.2.3. Physiological characteristics of 12 biochemical blood componentsin relation
to internal diseases.
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2.722 0.198 0.963 0.290 1.867 2.818 1.515 3.592 0.280 0.588 0.264 0.840
0.459 0.997 0.004 1.051 0.636 0.174 1.201 1.246 0.387 0.067 0.205 0.001
0.009 0.036 0.009 0.181 0.098 0.011 0.080 0.027 0.567 0.226 0.031 0.984
0.382 0.261 1.406 0.089 0.089 0.171 0.211 0.376 0.376 0.073 0.112 0.029
0 048 0 006 0.017 0.046 0.044 0.113 0.003 0.014 0.017 0.020 0.092 0.009
Table 3.2.4. The value of mean information intensity Sp.fX^ of each item Xi with respect





types xl xi ＼
'o ]1 'o <1 no nl
P(R) R 1 -p p 1 -p p 1 -p p
P(R) R p 1 -p p 1 -p p 1 -p

















Table 3.3.2. Comparison of theoretical and experimental discrimination rates.
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xi xj
h 12 ･･■･ 1k1 J'l j2 ■･■■ Jkj
R PCi-j|R) PCn21R) ■■･ P(ik.|R) P(j-,(R) P(j21R) ■■■P(Jk.|R)




R P(i T,j![R) PCi t , J2IR) P(ik..Jk.|R)
R P(i, ,j, |R) P(i -,j 2 I R) P(ik.,Jk.|R)
(ii



































1,(9,) Ug2) 2,(9,) 2,(g2)
R P(l,/R) P(l,/R) P(2 /R) P(22/R)
R p(i,/R) P(12/R) P(2,/R) P(22/R)
Table 3.5.1. The response table corresponding to a simple learning
process, where the sample types, the items and the categories
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Table 3.5.2. The extended response table at time n, in which each item represents action-
reinforcement pairs.
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CHAPTER 4 INTRODUCTION OF A QUANTIFICATION METHOD INTO
MARKOV CHAIN STRUCTURES AND ITS APPLICATION
TO THE AGGREGATION PROBLEM OF INTER-INDUSTRIAL
CTDTTrTITDPQ
4.1 Introduction
In this chapter, we extend the quantification method HI, a method to
analyze the internal structure of response matrices through quantifications
for the sample types and the category types introduced in Section 2.3.2.
This is done in such a way that the extended method is applicable to probabi-
listic data, i.e., the case where a response matrix represents not merely the
existenceof sample type-category type relationships but also the frequencies of
the relationships.
In Section 4.2, we transform the response matrices into Markov matrices,
and the quantification problem is reduced to an analysis of eigenvalue problems
of the correlation coefficient between the quantified values for sample types
and those for category types. In Section 4.3, the relationship between the
above introduced quantifications and the structural properties of the original
data is analyzed by introducing the classification of states of Markov chains
and also some graph theoretical methods. In Section 4.4, the extended method
is applied to the aggregation(or consolidation) problem of Japanese industrial
sectors by regarding the input-output table as a response matrix. The aggre-
gation problem is important for forecasting future developments of economy,
economical planning, and making global indices of economical activities, and is
usuallytreated by linear algebraic techniques(e.g. refer to Hatanaka[1952] and
Ara[1959]).
The problem has a close relation to lumping problems of the states of
Markov chains studied by Kemeny § Snell(1963), Thomas § Barr(1977), and Barr &
Thomas(1977), et al. These studies are based on linear algebraic methods.
In our method, each industrial sector is quantified in terms of its pro-
ducing and consuming characteristics and the sectors with nealy the same quanti
fied values are aggregated into one group, hence, our approach is considerably
different from the above approaches based on the linear algebraic methods(cf.
Katai, Imanaga, £Iwai[1975i).
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4.2 Extensions of the Quantification Method HI for Probabilistic Data and
Investigation of Its Relation to Maximal Correlation Measure
In this section, we consider an extension of the quantification method El
introduced in Section 2.3.2 and examine the relation of the extended method to
the maximal correlation introduced by Gebelein(1941) and Kramer(1960). In
Section 4.2.1, the extension is discussed and the quantification vectors are
given as the eigenvectors associated with the maximal eigenvalue of certain
Markov matrices. In Section 4.2.2, we discuss the properties of the maximal
correlation and the quantification vectors through an extension of the problem
discussed in Section 4.2.1.
4.2.1 Extension of the Quantification Method for Probabilistic Data
In this section, we consider the extension of the quatification method III
introduced in Section 2.3.2, to allow the response matrix to be composed of not
only 0-1 data but also of some real valued positive entities. In other words,
the response matrix represents not merely the existence of sample type-category
type relationships, but also the strength of the relationships.
Moreover, we confine ourselves to the following special case: the response
matrices are consisting of only one item, and the sample types and the category
types are composed of the same group of entities, say, 1, 2, ･･■, and n, and,
hence, the response matrices represent the internal relationships among the
corresponding groups. In this case, a response matrix Z can be rewritten as









Z t ... Zn2 nn
(4.2.1)
where z.. represents the response strength of category type j by sample typei.
We consider the quantification v. for the i sample type and p. for j
category type(i, j = 1, 2, ･･･, n) as discussed in Section 2.3.2.
Let us transform(interpret)z.. to the frequency p.. of category type j by
sample type i in the following way.
p.. = z.. /Iz.. ･ (4.2.2)
This transformation has no essential effect on quantification vectors p and V.
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However, the following interpretation of response matrix becomes possible.
The matrix P = (p- ･) can be considered as a Markov chain with state spase S
















IT. p ) = 0,
2v
^ i 1 F1J
A
p
E Z v p it. p. .



















In this case, equations (2.3.28) (2.3.35) in Section 2.3.2 correspond to
v = E v
i




a 2 Z v.
v i i
% - ? P3
°pv= ? ? vi pj "i Pij
°pv _
°p av /f＼2 ＼ A Pj2 (E tt. Pij)
Also, the stationary equation (2.3.36) or (2.3.36') corresponds to
? pj ＼ Pij =A vi *i








In the above, we have assumed
tt, p, . * 0 for all j = 1, 2, ･･･, n
which is equivalent to





0, then the j category type can be removed from the response matrix
Hence the above condition can be presumed without loss of generality.
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- <uij>- uij = £pikpkj











then the stationary equation is rewritten
P p = A v '
P v = ＼ip









Also, the eigenvalue-eigenvector equation is equivalent to
U V - Kpv2





When P is interpreted as a Markov chain, then P can be interpreted as the
transition probability of the reversed chain of P with initial probabilities ir
(V v ･･･' ＼) in the following way(for details, refer to Karlin[1966] and
Kemeny 6 Snell[1963]). Let {X } be the stationary Markov chain with transition
probabilities P (p--) and initial probability vector tit= (ir., tt2,･･･> ■"_)
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Prob.(X0 i) = tk for i = 1, 2, ･･■, n,
Prob.(Xt Jlxt_1 = i) = P±i for t > 1 and i, j = 1, 2, ･･-
Then, from Bayes theorem, we have
Prob.(Xt_1 = j | Xt i)
Prob.(Xt_1 = j, Xt i)
Prob.(Xt i)
Prob.(Xt_1 = j) ･ Prob.(X i | X = j)
z
k
Prob.(Xt_1 = k) ･ Prob.(Xt i | X = k)
Prob.(X = j) p
EProb.(Xt_1 =k) pk.
Particularly, when we set t = 1, then the above equation yields
Prob.{X0 = j|x = i) =
IT. p. .










However, the reversed chain has not necessarily the Markov Property(cf. Burke 5
Rosenblatt[1958]). It is a Markov chain only when Prob.(X i) does not
depend on t for i = 1, 2, ･･･, n, i.e., only when the initial probalility vector
ir coincides with the stationary probability vector a;
mr = a.
We have shown that P is a Markov matrix, hence, U
(4.2.25)
PP and W = PP are also
Markov matrices. Furthermore, as shown in the next section, U and W are posi-
tive definite matrices. Therefore, the eigenvalues of U and W are nonnegative
real values and and are equal to or less than 1. The eigenvectors can be set
as being real valued. From the definition that
uij = I Pik Pjk V f *h Phk f°ri> i=1> 2> ･･■'"' (4-2-16'}
the quantity u.. can be considered as the degree of the similarity between the
,., _.1J _. ., .th _.. ........ ... ,th ,. ...





Pki Pkj ＼ ' I ＼ Phi for i, j = 1, 2, .... n, (4.2.17')
be regarded as the degree of proximity between the i category type
category type in the sense that both of them are outcomes from the
same sample type.
In the original notation z. ., they are given as
u.. = E (
!J k















4.2.2 Extensions of the Method to the Case of Continuum of Sample Types and
Category Types and Investigation of Its Relation to Maximal Correlation
Measure
The discussions in the previous section can be extended to a more general
case where ranges of the sample types and the category types are given as a
continuum, respectively. This extended discussion is mainly based on the
studies of the evaluation of the dependence between two random variables made
by Gebelein(1941), Kramer(1960), and Rlnyi(1959b).
Let s and c denote two random variables corresponding to the sample type
and category type, respectively. Also, let p(s,c) be the joint probability
distribution function and the marginal distribution be as as follows:
p(s) = / p(s,c) dc
p(c) = / p(s,c) ds
Let us consider v(s), the quantification of s, and the quantification of c
p(c), such that the correlation coefficient k
p(c) be the maximum, where
PV Vv





// p2(c) p(s,c) dsdc / p2(c) p(c) dc
= f / V(s) p(c) p(s,c) ds dc














v are given by the following variational problem(cf. Gebelein[19411)
pv
2 = { // v(s) p(c) p(s,c) dsdc}2 -* max (4.2.35)
To solve the above problem, the following notations are introduced.
Then k 2
From
N(s) ^ v(s) JJTs),
R(s) * -J-
becomes
/ p(c) p(s,c) dc
Kpv2 = ( / N(s)R(s)ds
f
schwarzinequality and (4.2.33),
Kpv2 < J N2(s) ds ■J R2(s) ds
= J N2(s) ds
1 7
= J ( / P(c)p(s,c) dc) ds
P(s)
where the equality holds only when
R(s)
N(s)
In this case, we
K2 = J
/




















/ p(c) p(s,c) dc (4.2.42)
k p(s)
Due to the symmetry of criterion (4.2.35) with respect to v(s) and p(c), we
also obtain
1
p(c) = f v(s) p(s,c) ds (4.2.43)
k- p(c)




































= 1 are a solution of the
PCs)
P(s,c)




/ Q(s,s≪) N(s') ds' (Kpv)max2N(s) = 0,
p(s,c) p(s',c)
/p(s)p(s')
and N(s) is given by (4.2:35).
Equations (4.2.46) and (4.2.48) are Fredholm type integral equations,and
2
(k )max is its eigenvalue, and v(s)(or p(c)) is its eigenfunction. In
(4.2.48), Q(s,s') is a symmetric and positive definite kernel, hence there must
exist eigenvalues and eigenfunctions, and all of them are real valued. It is
easy to see that v(s) = 1, p(c) = 1, and (k
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aboveintegral equation, however, they are meaningless from the standpoint of
the quantification methods. Hence we supplement the next condition on v and p
/ v(s) p(s) ds = // v(s) p(s,c) dsdc 0
/ p(c) p(c) dc = / J p(c) p(s,c) ds dc = 0
(4.2.50)
(4.2.51)
The above condition only rejects(omits) the meanigless case: v(s) = p(c) = 1.
Then the variational problem (4.2.35) and the integral equations (4.2.26)
and (4.2.48) can be rewritten respectively as






















･･･be the eigenvalues of integral equation (4.2.48) such
0 = 1 > Kx2 > k22 > ･･･ (4.2.52)
^(s)
= v^(s) /p(s) be the associated eigenfunction for i = 1, 2, ･･･
Then, because of Q(s.s') being a symmetric positive definite kernel, we can
apply Mercer's theorem, which yields







2/p(s) p(s') v.(s) vi(s')
Integrating the above equation for s s', we have
/ Q(s,s )ds I k 2.
i=0 x
2 2Let x be the above sum minus Kn = 1, i.e.,














The above value corresponds to a kind of statistical measure , mean square
contingency, which evaluates the degree of dependence between the random vari-
ables s and c. The measure is used in statistical testing whether s and c are
stochastically independent or not in the following way, where s and c are
finitely valued, i.e., s = s., s2, ･･･, s and c c., c2, -.., c . Let p(s.)
P(c-). P(s-,c) be the frequency of s., c, and (s.,c.) from a set of data.
Then calculate
x2
u v ( pfs^Cj) p(si) p(c
L L
i=l j =l p(si) p(c )
2
(4.2.56)






X2 (K 2 2pvJmax K2
(4.2,57)
(4.2.58)
Gebelein(1941) and Kramer(1960) called k = (k ) maximal correlation be-
tween the random variables s and c. For the measure 6(s,c) of dependence
between two random variables s and c, RSnyi(1956b) gave the following postulates
(1) 6(s,c) is defined for any pair of random variables s and c, neither of
them beine constant with probability 1.
(2) 6(s,c) 6(c,s).
(3) 0 < 6(s,c) s l.
(4) 6(s,c) = 0 iff s and c are stochastically independent.
(5) 6(s,c) = 1 if there exists dependence between s and c, i.e., either s
g(c) or c = h(s), where g and h are Borel-measurable functions.
(6) If Borel-measurable functions u(x) and v(x) map the real axis in a one-
to-one manner onto itself, then 6fufs"),v(c)) = 6fs,c).
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(7) If the joint distribution of s and c is normal, i.e., (s,c) is Gaussian,
then 6(s,c) = |K(s,c)|, where K(s,c) is the correlation coefficient of
s and c.
He has shown that among the dependence measures introduced so far, only the
maximal correlation and Linfoot's information theoretic measure(cf. Linfoot
[1959] and Hamdan § Tsokos[1971]) :
L(s,c) = /I i^pl 2 M(s,c)) (4.2.59)
satisfies all the above seven postulates, where M(s,c) is the Shannon's mutual
information between s and c. Renyi(1959a) also applied the measure, maximal
correlation, to solve some mathematical problems in number theory. Bell(1958 §
1962) examined the measure in connection with information theory.
The response probability (4.2.2) corresponds to
p(c|s) = . (4.2.60)
P(s)
The relation of the above response probability to the quantifications p^(c),
v.(s), and the eigenvalues k.(i 1, 2, ･･･ ) is summarized by the following
theorem(cf. Katai, Imanaga, § Iwai[1975]):
THEOREM 4.2.1 :
OO
p(c|s) = p(c)-{ I k. v (s) p. (c) }
i=0 L *-
= P(C).{ 1 + (K^)^ V^S) Pl(O + K2 V2(S) P2(CJ + ･■･ }
(4.2.61)







( vl(s) vl(s.) )2
<±
2 ( v^s) v.(s') )2
(4.2.62)
PROOF : From Qfs.s'l being symmetric positive definite kernel, the set of
eigenfunctions{N.(s)} { /"p(sjv^s)} constitutes a complete orthonormal sys


























Using the similar method, it is easy to show that { /p(c) p.(c)} also consti-
tutes a complete orthonormal system. Therefore, from (4.2.65), we have
00
J (p(c|s) -p(c|s'))2/p(c) dc = T. k ( v (s) - V(s') )2.(4.2.66)
(s) = 1, we finally obtain (4.2.62). Q
From the above theorem, we can say that the first "mode" of the difference
between p(c|s) and p(c), the effect of sample type s to the probability p(c), is
given as (k ) v..(s) p.(c), i.e., the first mode is determined by the quantifi-
pv max 1 i
cation for sample type V.(s) and the quantification for category type p.(c), and
the maximal correlation (k J . Also, from (4.2.62), the first mode of the
pV TRcLX _
difference is given as (k .)mo fv (s) v (s')) , i.e., the first mode is given
2 " *
s (v (s) V-Cs1)) , the square difference between the quantification V.(s) and
2
,(s'), times (k J , the square of the maximal correlation
i. pv max
In Section 4.2, it was clarified that the extended problem of the quanti-
fication method IE was also reduced to an eigenvalue problem of Markov matrices
U and W as shown in (4.2.20). The meaning of the matrices U and W(cf. (4.2.16)
§ (4.2.17)) was analyzed and also the properties of correlation coefficient
(k )max between quantification V for sample types and quantification p for
category types were discussed. The coefficient (k ) has desirable proper-
PV TU3-X
ties as a measure of dependence between sample types and category types. More-
over, through an extension of the problem, we have clarified the dependence of
response probability p.. to the quantification vectors v, p, and the coefficient
4.3 Qualitative Properties of the Quantification Method
In the preceding section, we introduced the quantification vector v, which
is defined as the eigenvector of Markov matrix U, by transforming the response
matrix M into the Markov matrix P. Hence the quantification method is closely
related to the structural properties of Markov chains.
In Section 4.3.1, we refer to the classification of states of Markov chains
and also to the classification of Markov chains themselves. In Section 4.3.2,
we discussthe algebraic properties of Markov chains: the relationship between
the above classifications and the eigenvectors of Markov matrices. In Section
4.3.3, we consider the graph theoretical descriptions of Markov chains and also
of the classifications in Section 4.3.1. Particularly, the relationship be-
tween the classification of states in the Markov chain given by U and that in
the Markov chains given by P is discussed.
4.3.1 Classification of the States of Markov Chains and Classification of the
Types of Markov Chains
Let {X } be a stationary Markov chain and its state space S be {l, 2, ･･･
n}. Then the transition probability p.. is represented as
p Prob.(Xt+1 = j | Xt i) for t > 0. (4.3.11
We denote the initial distribution by vector v = {t＼,,tu, ･･･, it ) and the
stationary distribution(invariant distribution) by a (a,, a~, ･･･, a ). The
following integer h.. is called (the first) hitting time for state ) from state
i.
h^ = min.ft > 1 | XQ = i, Xt j] (4.3.2)
Of course, the integer h.. is a random variable and gives the next classifica-
tion of states(cf. Kemeny § Snell[1963] and Romanovsky[1970]) .
If Prob.(h.. <≪)=!, then state i is called recurrent. If Prob.(
h..
11 < °°)< 1, then it is called transient.
(4.3.3)
The set of the recurrent states, i.e., {i | Prob.(h.. < ≫) = 1} is called recur-
rent class and the set of transient states, i.e. {i | Prob.(hii < °°)< 1} is
called transient class.
The notion of hitting time also gives the relationships between states in
the following way: If Prob.(h. . < °°)> 0, then we write i ->■j and say that j is
reachable from i(in Section 4.3.3, we will give its graph theoretical descrip-
tion). If Prob.(h4^ < °°) 0, then we write i A j(j is not reachable from i)(
cf. Kemeny & Snell[1963] and Iwahori[1974]).
According to the binary relation "->･", the above classification of states
is interpreted as
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State i is transient iff there exists a state j(* i) with i -*■j and
j -≫■i. State i is recurrent iff j -≫■i for any j such that i ■+j.
(4.3.4)
When i -> j and j -> i, we write i ■≪->･j . Let R and T be the recurrent class
and the transient class of state space S, respectively. Then, for the states
in R, the relation " -*->" is an equivalence relation. R can be partitioned
into equivalence classes {E }, and each equivalence class E is called an
ergodic class. An ergodic class consisting of a single state is called an
absorbing state, i.e., state j is absorbing iff j jy k for all k * j. For an
ergodic class E, it can be easily shown that the greatest common divisor d of
{t > 1 | Prob.(X_ i and X = i) > 0} for i e E does not depend on the selection
of i e E. The number d is called the period of class E, and E is called a
cyclic class with period d, when d > 1. A cyclic class E with period d can be
decomposed into d moving classes(cyclic parts) F., F , ･･･, and F, in the fol-
lowing way:
Ft = {j e E | Prob.(Xt j | XQ = i) > 0}
for fixed i and t = 1, 2, ･･-, d. (4.3.5)
The moving classes have the properties:
Ft n Ft, = <j>(for t * t'),
#F #E/d,
Prob.(X t+1 e Ft+1 I Xt = i) = 1 for any i e Ft and any t > 0. (4.3.6)
An ergodic class with period 1 is called regular.
Using the above classification of states, Markov chains themselves can be
classified into the following types:
[1] Chains without transient states.
a. The number of ergodic class is one.
a.l. The ergodic class is regular "ergodic chain"
a.2. The ergodic class is cyclic "cyclic chain".
b. The number of ergodic classes is more than one.
[2] Chains with transient states.
a. All the ergodic classes are regular.
a.l Each ergodic class is consisted of a single state ･･･ "absorbing
chain"
a. 2. An ereodic class contains more than one state.
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All the ergodic classes are cyclic.
They have both regular and cyclic classes.
4.3.2 Algebraic Properties of Markov Chains
In this section , we consider the relations between the eigenvalues of
transition probability matrices and the classifications of states or chains
introduced in the previous section(cf. Karlin[1966] and Romanovsky[1970]).
It will be easily seen that the eigenvalues X's of a Markov matrix satis-
fies
A I < 1
On the other hand, the vector
(4.3.7)
(1, 1, ･･･, 1) is immediately seen to be a right
eigenvector of P associated with eigenvalue 1; thus the spectral redius of P is
equal to 1, i.e., max ＼＼= 1. The left eigenvector of P assiciated with
eigenvalue 1 is a, the stationary distribution vector.
Relabeling the states, if necessary, we may assume that
R = {1, 2, ■■■,r},
T = {r+1, r+2, ･･･, n}.
From the definition of recurrent class R and transient class T, we have
p.. 0 for any pair of i and j s.t. i e R and j e T.










and P' forms an rxr Markov matrix. Noting that the vector a is also a left
eigenvector of P for any k > 1 and the form indicated by (4.3.10), we obtain
Vl = ar+2 ･･･ ＼ = °>i-e-'
a = (ax
The vector a' = (a
a2, ■･-, ar, 0, 0, ■･･, 0).
, a., ･･･, a ) is a left eigenvector of P'.
(4.3.11)
,_1, _2, , _r, o __
Suppose that R is composed of h ergodic classes E], E?, ･■･.and E^. Then
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are the left eigenvectors of P associated with eigenvalue 1, where n. is the
number of states in E. for i = 1, 2, ･･･, h.
In general, the multiplicity of eigenvalue 1 of P is the
classes of P. The corresponding right eigenvector x




for j t E.
for j i E. for i = 1. 2
Suppose that an ergodic class, say E.
renumbering the states in E.
Let C C2
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, is cyclic with period d. Then, by
has the following form
be the moving classes in E.
Cj = {i, ･･





cd = s nd +1, ■･･, n }
where n.' is the number of states in C.
i 1
From the definition of cyclic class, P
Al
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A 0 ･ ･ ･ 0
0 ■ ･ ･ 0 Ad
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Namely, the Markov matrix P^ has d ergodic classes. Hence Pd has left eigen-
vectors yl , jr , ･･-, and y' ' such that
y(i)








(0, 0, .... y[≫, y(i), ...





for i = 1. 2. ･ ･ ･ . d (4.3.18)
Then we have the following d
for k 0, 1, 2, ･･･, d-1,
.CJ)
d, be the n-dimensional vectors as follows
0, 0, ･･･, 0).
-k + 1





Therefore, if P has an ergodic class with period d, then P has eigenvalues 1, u>
･･･. to , and the corresponding left eigenvectors are given by (4.3.20) and
(4.3.21).
4.3.3 Investigation of Structural Dependence of Quantification Vectors on
Markov Chains Through Graph Theoretical Notions
<VP
is
A Markov matrix(Markov chain) P can be interpreted as a directed graph D
Lp) in the following way, where V is the set of the vertices of D_ and L
the set of the directed lines of Dp(c£. Harary, Norman, 5 Cartwright[1965]
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and Iwahori[1974]). The set Vp {v,, v_, ･･･
Markov chain P, and the set LD is given by
v } is the set of the states of
v.v. e Lp iff pi- > 0 for i, j 1, 2, ･･･, n (4.3.23)
When v.v. is in Dp(i.e., pi- > 0), we also write viLpv.. The binary relation
" ■>" in Section 4.3.1 can be rewritten as
i -> j iff there exists a path from v^ to v.(in Dp) , i.e., there exist
vertices v. ~-＼
v Lnv
q , P q
V
q2
V = V. such that v v,2
(4.3.24)
In this case, we also write it as v.L *v..
' 1 P j
The graph theoretical notions below give the way of understanding the
classification of states introduced in Section 4.3.1(for details, refer to
Harary, Norman, 5 Cartwright[1965]). A digraph(directed graph) D = (V, L) is
called symmetric iff v.v. e L means v.v. e L. D is said to be reflexive iff
V. V.
1 1
e L for any v. £V. A digraph D is called transitive iff v.v. e L and v.v,
e L means vivk e L for all v.
, v , and v,
K
in V. D is called strongly connected,
or (simply) strong, iff for every two vertices v. and v. of D, v.L*v. and
Let V be a subset of V. We call the maximal subgraph of D contain-
j "i"
ing V the restriction of D to V and denote it by D , i.e.,
DI fv I '1
L- - {v.v v.v. e L, v.
1 ] l
e V, v. e V'} (4.3.25)
A strong component S of a digraph D is a subset of V such that DL is strong
and D| is not strong for any subset S'(j S ) of V.
The above notion of strong component partitions the vertex set Vp of Dp
into the classes of strong components S., S2, ■･･, and S . This yields the
condensation graph Dp of Dp. The graph Dp is a digraph whose vertex set Vp is
equal to {S
'
S2 S } and directed lines are determined by the following
rule: There is a line from vertex S
least one line from a vertex in S.
1
1 to vertex S. in Dp
to a vertex in S
iff there exists at
in the graph D .
On the above condensation graph Dp, we introduce the next clas sification of
vertices due to Harary, Norman, § Cartwright(1965). An isolate is a vertex
whose outdegree and indegree are both 0. A transmitter is a vertex whose
outdegree is positive and whose indegree is 0. A receiver is a vertex whose




outdegree and indegree are both 1. Any other vertex is called an ordinary
vertex. In the above definition, the indegree(outdegree) of a vertex is the
number of the lines going into(from) the vertex. It is easy to verify the
followinglemma.
LEMMA 4.3.1 : An ergodic class of P is a receiver or an isolate of Dp and
vice versa- Hence any other kind of vertices of Dp corresponds to a set of
transient states of P.



































































































































































































































































































where *'s represent non-zero entities. Then the corresponding digraph is given
by Fig. 4.3.1. The digraph has seven strong components S. S... The conden-
sation graph'Dp is shown by Fig. 4.3.2. S. is an isolate, S~ and S,-are trans-
mitters. S is a carrier, S. is an ordinary vertex, and S, and S..are receivers--,-_, _3 _ __., ^4 ^ ,, __,., ., , 6 7 _ ―
of Dp. S, is an ergodic class of P consisting of single absorbing state, and
Sy is a cyclic ergodic class of P with period three.











±) = {v. I v.LpV,}; for i = 1, 2, .... n
follows that
Cvj) ≪= VpVij
VpCVj) c Vp(v.), for i = 1, 2, ･･ ･, n (4.3.28)
Using the above notations, we have the following statements:
LEMMA 4.3.2 : The ergodic classes E E_, ･･-, E of P are characterized by
E. = V*(v.) for any v e E± and i = 1, 2, ･ ■･ , r (4.3.29)
The cyclic parts C., C~> ''■>^> in an ergodic class of P are characterized by
Ck+1 u Vp(v),
veCk
C = u Vp(v), for k 1, 2, ･･･. d(we set Cd+1 = C^ . (4.3.30)
V£Ck+l
PROOF : The lemma can be easily verfied from lemma 4.3.1, the definitions
of ergodic class and cyclic part, and also (4.3.27). Q
In the above, we characterized the classification of states of P in graph
theoretical notions. In the sequel, we consider the relationship between the
classification of states of U and that of P by the aid of the above graph theo-
retical notions.
As stated in Section 4.2.1, the Markov matrix U is difined by
U = (Uij), Uij = E PikPj^CSir.p^)-1
K 1
(4.3.31)




Vp = {v v2, .-., v }
be as follows
＼- (vjlir. >0}.
Then, from (4.3.31), we obtain




That is, D..is dependent not only on transition probabilities but also on
initial distribution vector ir.
The next lemma states the dependence of D on it.
LEMMA 4.3.3 : The vertices of V V are transmitters of D... The digraph
DUIv , the restriction of D^ to V , is symmetric and reflexive.
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PROOF : From (4.3.34), we have
If tt.= 0(i.e., Vj i V^), then v^. I lu for all i = 1, 2, ■■■,n.
(4.3.35)
Because of U being a Markov matrix as defined in Section 4.2.1, there exists at
least one k such that u ., > 0, i.e., v.v, e L... Hence, if it. = 0, then v. is a
transmitter of D^. If v.^ and v. are contained in V , then (4.3.34) yields
v.Vj e Ly iff Vp(ViD n Vp(Vj) * <j>
Hence we have
vivj e LU iff VjVi e LU for a11 i' J = 1' 2> '"' n
v.v. e L.. for all i 1, 2, ･･･, n.
Therefore, D..L is symmetric and reflexive. □
IT
VP
However, D.J.. is not necessarily transitive, for Vp
-* ir -> ->- F




(vi) n Vp(v.) * <)>and
From lemmas 4.3.2 and 4.3.3, we finally obtain the following theorem which
states the relationship between the classification of states of U and that of P.
THEOREM 4.3.1 : The following statements hold for an arbitrary Markov
matrix P and probability vector if.
1) The transient class of U is given by {j |it. = 0}.
2) U has no cyclic classes.
3) If the transient class of P is empty, then each ergodic class of U is
contained in an ergodic class of P. Moreover, if an ergodic class of U
is contained in a cyclic ergodic class of P, then it is contained in a
cyclic part of the ergodic class of P.
PROOF : It is obvious that the transmitters of D..are transient states of
U. The digraph D.JV is symmetric(cf. lemma 4.3.3), hence there exist no tran-
sient states in V . Hence the transient states of U are given by V V , i.e
by {j | -it.= 0}.
This also means that the ergodic classes(and particularly the cyclic
classes) of U are contained in V . From lemma 4.3.3, D | is also reflexive,
hence every ergodic class of U has period 1, i.e., U has no cyclic classes.
Let E1> E?, ..., and Er be the ergodic classes of P. Then, from (4.3.36)
lemma 4.3.2, and (4.3.28), we have
163
vv1 4 L for any v e E^ any v' e E., any j and j' with j * j1.
(4.3.39)
r
If the transient class of P is empty, i.e., Vp
above relation, we obtain
u E, (= V ), then from the
k=l K U
V (v) c E. for any v e Ei and any i = 1, 2, ･･･, n (4.3.40)
From lemma 4.3.2, it follows that any ergodic class of U is contained in an
ergodic class of P. Let C., C2, ･･･. Cd be the cyclic parts in an ergodic







for j = 1, 2, ･･･. r and any v. e C
) = (J) for any v.
(4.3.41)
e C., any v e C.,, and
any j and j1 with i * j' . (4.3.42)
is contained in a cyclic part C. of P, then we have
Vy (v.) c C. for any v. £ C and any i = 1, 2, ･ ■･ , d (4.3.43)
Therefore, if an ergodic class of U is contained in a cyclic ergodic class E of
P, then it is contained in a cyclic part of E. Q
For example, let Markov matrix P be given as follows:
p
* 0 * 0
0 0 0 0
0 0 0*
0 0 0 0
0 0*0
0 0*0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
















0 0 0 0 0
0**00
0 0 0 0 0
0 0 0 0 0
* 0 0 0 0
0 0 0 0 0
* 0 0 0 0 0
0 0*000
0 0 0 0 0*
0 0 0 0*00
0 0 0 0 0*0
(4.3.44)
Then the corresponding digraph is shown by Fig. 4.3.3. In the figure, v^ and
v are transient states of P, and E E-, and E, are ergodic classes. If the
initial distribution vector ir is given as
* = (*, *, .... *), (4.3.45)
then the Markov matrix U has the digraph as shown by Fig. 4.3.4. It shows that
U has six ergodic classes El E' Ergodic class EJ is composed of v. and v^i.
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transient states of P), v,.and v&(which are contained in the ergodic class E of
p), and v1Q(which is contained in the ergodic class E of P). If ir is given as
m = (0, *, *, 0, *, 0, ~, *, *, 0, *),
then the corresponding digraph D is given by Fig. 4.3.5.
(4.3.46)
The states v.
with the initial probability 0 are the transient states of U
'6' 10 --■ ■"' ' " ~
has the digraph Dp shown by Fig. 4.3.6 and the initial distribution is





then Dy is given by Fig. 4.3.7. The ergodic classes EJ, E^, and E* of U are
containedin the ergodic class E of P. The ergodic class E2 of P is cyclic
with cyclic parts C., C^, and C^. The ergodic classes E' and E' are contained
in C.. E' and El coincide with C- and C,, respectively.
Briefly speaking, the above theorem says that the transient class R and the
recurrent class T of Markov chain U are determined only by the initial distribu-
tion, and if both P and U have no transient classes, then there exists a close
relationship between the classification of states of U and that of P.
In the following, we consider the Markov chain W. In Section 4.2.1, W =
(w..)is given as
Wii = ,E＼PkiPkj ^^mPmi^1 for i, j = 1, 2, ･･■,n (4.3.48)
The corresponding digraph Dw = (Vw, Lw)(,where Vw = Vp = V^ has the following
properties.
LEMMA 4.2.4 : D,,
w is symmetric and reflexive
PROOF : From (4.3.48), we have
v.v e Lw iff V(v.) n V(v.) n V^
Hence Dw is symmetric
equivalent to
* (j)for all i, j = 1, 2, ･ ･ ･ , n.
(4.3.49)
The condition (4.2.13) introduced in Section 4.2.1 is
V(vi) nV^if for all i 1, 2, ･･-, n
That is, D...is reflexive. D
nf
(4.3.50)
The above lemma leads to the next theorem which states the relationship
between the classification of states of Markov chain W and that of P.
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THEOREM 4.3.2 : The following statements hold for an arbitrary Markov
matrix P and an arbitrary probabiliry vector ir.
1) W has no transient class and no cyclic classes.
2) If the transient class of P is empty, then each ergodic class of W is
contained in a cyclic ergodic class of P. Moreover, if an ergodic
class of W is contained in a cyclic ergodic class of P, then it is con
tained in a cyclic part of the ergodic class of P.
PROOF : From the fact that Dw is symmetric and reflexive(by lemma 4.3.4),
W has no transient and no cyclic classes. Let E,, E_, ･･･, and E be the
ergodic classes of P
obtain
Then, from (4.3.49), lemma 4.3.2, and (4.3.28), we
vv' i Lw for any v e E., any v' e E.,, any j and j' such that
j * y (4.3.51)
r
If the transient class of P is empty, i.e., Vp = u E, ( = V_), then from
(4.3.51), we have
Vw*(v) c Ei for all v e Ei and all i = 1, 2, ･･■. n. (4.3.52)
From lemma 4.3.2, it follows that any ergodic class of W is contained in an
ergodic class of P. Let C,, C^, ･･･, and C, be the cyclic parts in an ergodic
class of P.
^P
Then, from lemma 4.3.2
(v ) c c
It follows that
for j = 1, 2, ･･･, r and any v .. e C. (we set CQ = Cd).
(4.3.53)
v.v., i Lw for any v. e C., any v., e C.,, any j and j' such that
Hence, if v. is contained in a cyclic class c
vw*(Vj) cc
of P, then we have
for any v. e C. and any j = 1, 2, ･･･, d
* j1. (4.3.54)
(4.3.55)
Therefore, if an ergodic class of W is contained in a cyclic ergodic class E of
P, then it is contained in a cyclic part of E. □
Note that statement 3 of theorem 4.3.1 and 2 of theorem 4.3.2 are the same
however, the ergodic classes of U and those of W are not necessarily the same.
For example, if P is given as Fig. 4.3.6 and mris given as (4.3.47), then Dw is
is given as Fig. 4.3.8(cf. Fig. 4.3.7).
As stated in Section 4.3.2, the eigenvectors of a Markov matrix(Markov
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chain) associating with the eigenvalues of absolute value 1 give the classifi-
cation of states of the Markov chain. Also, as stated in Section 4.2.2, the
eigenvalues of the Markov matrices U and W are real and nonnegative. Hence,
the eigenvectors of U(W) associated with the maximum eigenvalue, i.e. 1, give
the classification of states of U(W). Also, as shown in Section 4.2.1, the
quantification vectors p and v for a Markov chain P are given as the eigen-
vectors of U and W associated with the maximum eigenvalues, respectively.
In Section 4.3, the relationship between the structural properties of
original data(respose probability matrix P) and the quantification vectors p
and V was discussed. From theorems 4.3.1 and 4.3.2, we can say that if a
Markov chain(Markov matrix) P has such a certain complex structure as composed
of multiple ergodic classes(some of which may be cyclic), if P has no transient
classes, and if the initial distribution vector ir satisfies (4.3.47)(i.e., if U
has no transient class), then the quantification vectors p and V reflect the
structure of P. That is to say, our quantification method tightly reflects the
structural properties of original data.
4.4 Application of the Quantification Method to the Aggregation Problem of
Inter-industrial Structures
In this section, we apply the quantification method introduced in Section
4.2 to the analysis of the inter-industrial structure of Japanese economy. In
Section 4.4.1, we explain about the inter-industrial relations table(input-
output table) and the method to transfer it into a Markov matrix. In Section
4.4.2, we discuss the relationships among industrial sectors of Japanese economy
based on the quantification method. Particularly, the aggregation of the in-
dustrial sectors is discussed.
4.4.1 Input-output Table and Its Markov Matrix Version
An input-output table describes the flow of goods and services between all
the industrial sectors of a national economy over a stated period of time-say, a
year(for details, refer toLeontief[1941] and Kaneko[1976]).
There are many kinds of input-output tables depending on the treatment of
imports and also on the purpose of analyses. We confine ourselves to the anal-
ysis of the table as shown by Table 4.4.1. In the table, the symbol x^ stands
for the amount of the product(in value terms) of sector i absorbed as an input
by sector j. Each sector is supposed to produce individual goods. The symbol
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represents the amount of production cost at sector j such as wages, depreci-
ation expense, profit, and tax. F. stands for the amount to the product of
sector i absorbed as private or govermental consumptions, equipment investments
inventory investments, or exports. In the table, the sectors 1, 2, ･･･, and m
are sometimes called endogenous sectors and the other sectors, Final demand and
Gross value added, are called exogenous sectors. The rightmost column, Total
output, represents the domestic output of each sector. The column sum in
column j(containing Gross value added Xq.) coincides with the corresponding Total
output T.. The row sum in row i(containing Final demand F.) is equal to Gross
demand which is equal to the sum of (domestic) Total output T. and the amount of
imports I., i.e.,
where G.
G. T. + I.,
1 l l'
is the Gross demand(Gross supply) of sector i given by
m
G. Z x.. + F. for i




We transform the above input-output table into a response table composed of a
single item with m+ 1 categories. To make the table represent a closed flow of
goods, we add the amount of imports I. to Gross value added *,.. Namely, the
response matrix Z = (z..) is given as follows:








for i 1. 2. ･ ･ - m
xQj + G. F. for j = 1, 2, ■■■, m
= 0. (4.4.3)
In the above response table, the row suraof row i and the column sum of column
i coincides with each other and are equal to C, the Gross demand(Gross supply)
of sector i.
Hence the response matrix Z represents the closed flow of goods. The
corresponding Markov matrix P and the initial probability distribution vector ir
are given by (4.2.2), (4.2.3), and (4.2.4).
4.4.2 Analysis of Inter-industrial Relationships based on the Quantification
Mp-t-Vmrl
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In this study, we made the input-output table based on the third report
issued from the Econometric Committee in Economic Deliberation Council of Japan
in 1970(prediction value for the Japanese economy in 1975). This table is
composed of 20 endogenous sectors shown by Table 4.4.2. Based on the input-
output table, we obtain the Markov matrix P and the initial distribution vector
ir as shown by Table 4.4.3 and Table 4.4.4, respectively.
The quantification vectors v and p, i.e., the right eigenvectors of U and W
associated with the maximum eigenvalue (k ) (cf. (4.2.20)), are shown inpv max
Table 4.4.5
4.4.6.
The eigenvalues k s of equation (4.2.20) are shown by Table
In this case, (Kpv)max 0.46425. (In Table 4.4.6, 1.00 corresponds to the
meaningless case: p± v± = 1 for all i = 1, 2, ..., 21.) It is easily shown
that the response probability matrix P given by Table 4.4.3 constitutes a regu-
lar Markov chain, hence, the discussions in Section 4.3 have no relevance to
this example. Also, by inspecting the matrix P, it will be immediately under-
stood that the exogenous sector 21 has a special role, for most of the compo-
nents of the 21st column in P are composed of extremely high probabilities. It
It follows closely that, in the quantification vector, the 21st component is
distinguished from the other components and most of the other components have
nearly the same value.
To eliminate the effect of the exogenous sector(the 21st sector), we con-
fine our analysis to the interrelationships among the endogenous sectors. In
the Markov matrix P given by Table 4.4.3, we drop the 21st row and 21st column
and then reconstruct it in such a way that each row sum equals 1. The initial
probability vector u is also modified in the similar manner. The new transi-
tion probability matrix P is given by Table 4.4.7, and the new it is given as
Table 4.4.8.
The new quantification vectors V and p are given by Table 4.4.9. The
eigenvalues are shown by Table 4.4.10. In this case, the maximal correlation
(k ) = 0.52337 is considerably high and, hence, the associated eigenvectors
V and p are supposed to reflect the inter-industrial structure of Japanese
economy. To depict the above argument, we represent each sector i by the point
C^. pp in two-dimensional plane(cf. Katai, Imanaga, 5 Iwai[1975]). Fig. 4.4.
1 shows the above representation. In the figure, the axis v represents v^, the
quantified value of each sector i in terms of its producing characteristics, and
axis p represents p., the quantified value of sector i in terms of its consuming
charcteristics. From the figure, we can find that the industrial sectors of
Japan are broadly aggregated into three aggregations G1 {l, 3, 4, 5, 61, G^
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{7, 8, 9, 10, 11}, and G3 {2, 12, 13, 14, 15, 16, 17, 18, 19, 20}. Moreover,
it seems that aggregation G. is composed of two subaggregations G,. = {l, 3} and
G>2 = {4, 5, 6}, and aggregation G, is composed of two subaggregations G ={12}
and G = {2, 13, 14, 15,16, 17, 18, 19, 20}.
The group G, is the aggregation of the non-metallic sectors. G2 is the
aggregation of metallic sectors. The aggregation G^ is composed of service or
energy sectors; sector 12(Miscellaneous manufacturing) and sector 13(Construc-
tion) are not service or energy sectors, however the supply pattern of these two
sectors are not partial to particular sectors, i.e., their products are used in
most of the sectors, and hence, they are similar to service or energy sectors.
In aggregation G., subaggregation G,, is composed of the industries which
are related to food and whose products are not intermidiate products absorbed by
other industrial sectors, whereas the products of the industries in G.- are
mainly intermidiate products and are absorbed by other insustrial sectors.
In aggregation G,, the subaggregation G,.(Miscellaneous manufacturing) is
distinguished from the other sectors in G_ in the sense that it receives the
goods which are produced in the sectors of G. and whose amounts are quite large.
In the above analysis, it is easily seen that the quantification vector p is
closely related to the aggregations and the subaggregations.
We next rearrange the order of 20 sectors according to the values of p.'s.
Table 4.4.11 shows the transition probability matrix derived from the above
rearrangement. In the table, each numeral 1 or 0 means that the corresponding
transition probability is higher or lower than the average value, respectively.
Also, in the table, the solid and the broken lines represent the division of the
aggregations G^, G , G3, and the subaggregations G ., G,~> G31. and G32- Jt
will immediately be realized that the 0-1 matrix is composed of subregions(given
by the division lines) where most of the numerals are 0 or subregions composed
of many l's. Hence the quantification vector p is quite in accordance with the
actual flow in the Japanese economy.
In Section 4.4, the aggregation problem of Japanese inter-industrial struc-
ture was discussed through the quantification method introduced in Section 4.2.
The analysis was based on the input-output table in 1975. We have clarified
that the Japanese industries can be decomposed to three aggregations, i.e.,
metallic group, non-metallic group, and service or energy group. The anaysis
was concerned only with the inter-industrial structure in 1975. If the analy-
sis will be carried out for many years, then the trend of Japanese economical
activity will be clarified, which will be beneficial for the developmental
planning of Japanese economy.
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4 5 Conclusions
In this chapter, we discussed the extension of the quantification method ID
to the case of probabilistic data. The problem of finding the quantification
vectors p and V in the extended method is reduced to an eigenvalue problem of
certain Markov matrices as shown in Section 4.2. Also, in Section 4.2, it was
shown that the correlation coefficient between the quantified values of sample
types and those of category types has some desirable properties as a measure of
dependence between the sample types and the category types. The analysis in
Section 4.3 by graph theoretical methods has clarified that the quantification
vectors p and V introduced in Section 4.2 tightly reflect the qualitative
properties of the original data. In Section 4.4, the extended method was
applied to the aggregation problem of Japanese industrial sectors based on the
input-output table in 1975. It was shown that Japanese industries can be
aggregatedinto three groups, i.e. metallic group, non-metallic group, and







































Fig. 4.3.3. The corresponding digraph Dp of the Markov matrix given by (4.3.33)
E2 ＼Eb
Ej
Fig. 4.3.4. The corresponding digraph D..of the Markov matrix U associated with the Markov





















Fig. 4.3.5. The corresponding digraph of the matrix U associated with the initial








Fig. 4.3.6. A digraph representing a Markov chain composed of two ergodic classes one of
which is consisted of three cyclic parts.
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Fig. 4.3.8. The corresponding digraph of the Markov matrix W associated with the same











Fig.4.3.7. The corresponding digraph of the Markov matrix U associated with the transition











Fig. 4.4.1. Aggregation of the Japanese inter-industrial structure in 1975 by the use
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1: Agriculture, forestry, and fishery
2: Mining, petroleum, and natural gas
3: Processed foods
4: Textiles









14: Electricity, gas, and water supply
15: Trade
16: Real estate and rentals
17: Transportation and communications
18: Banking and insurance
19: Public and other services
?(l! Unallocated
Table 4.4.2. Contents of the 20 endogenous sectors
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Table 4.4.3. Markov matrix version of the input-output table consisted of 20 endogenous











































Table 4.4.4. The initial distribution vector associated with the












































































































Table 4.4.6. The eigenvalues of equation (4.2.20)
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Table 4.4.7
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Table4.4.8. The initial distibution vector
associatedwith the Markov matrix shown by
Table4.4.7.




























































Table 4.4.9. The quantified values for the endogenous













































Table 4.4.10. The eigenvalues of equation (4.2.20)
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Table 4.4.11. Quantized 0-1 matrix representing the internal flow of goods,




AGGREGATION OF SOCIOMETRIC GROUP STRUCTURES
THROUGH QUANTIFICATION AND GRAPH THEORETICAL
METHODS, AND QUANTIFICATION AND CLASSIFICATION
OF DEGREE OF SOCIAL BALANCE THROUGH STATISTICAL
AND FINITE-STATE SYSTEMS THEORETICAL ANALYSES
In this chapter, we deal with the aggregation problems of sociometric group
structures in relation to the theory of social balance developed by Cartwright
and Harary. As mentioned in Chapter 1, sociometric group structures can be
represented by the data of the fourth type, where the response matrix A = (a. .)
corresponds to the so-called sociogram introduced by Moreno(1934). This is
represented by the following quantities:
a. .
1 when the i
0 when the it
member,
1 when the i
member chooses(likes) the j member,
member has no relationships with the )
member rejects(dislikes) the j




In this type of group structure, the aggregation means to decompose groups
into tight or highly cohesive subgroups. A olique is the most typical of such
a subgroup. The cliques of a group are defined as the subgroups such that
there are no negative relations inside of each subgroup and no positive rela-
tions joining different subgroups. In social psychology, these cliques are
considered as the most fundamental constituents of social groups(cf. Festinger[
1949], Luce[1950], and Harary[1959]).
Sociometry, introduced by Moreno, is a method to analyze the internal
structure of social groups for the sake of improvement of interpersonal rela-
tionships, of the productivity of social groups, or of individual member's life.
This is done by finding the above mentioned cliques, examining the interrela-
tionships among cliques, and classifing the types of group members into such
categories as isolates, stars, and fringers(for details, refer to Ross § Harary
[1955], Moreno[1960], and Tanaka[1975]).
There is another type of study for examining social group structures called
balance theory introduced by Cartwright and Harary(1956). The theory intends
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to interpret the behaviors of social groups by the following general rule: an
unbalanced group tends to balance itself by changing the interpersonal relations
inside the group(e.g., refer to Feather[1965], Tallman[1967], and Carroll[1973]).
The Cartwright-Harary theory is based on the general theory on cognitive
balance of an individual person introduced by Heider(1946) . They employed the
graph theoretical representation of sociometric group structures, as mentioned
in Chapter 1, and the definition of social balance is given in terms of the
signs of the cycles in the graphs. This will be briefly reviewed in the next
section.
They have shown that a balanced group is composed of either one or two
cliques and an unbalanced group is one which has no cliques or more than two
cliques. Hence, the aggregation of sociometric group structures, from the
balance theoretical point of view, is interpreted as the decomposition of groups
into no more than two tight or highly cohesive subgroups. For a balanced
group, its aggregation means decomposition into the one or two cliques which
constitute the group. Also, for an unbalanced group, aggregation means decom-
position into at most two tight subgroups which are nearly cliqual, i.e. the
most cohesive.
This aggregation problem for an unbalanced group structure can be reduced
to finding out the most proximate balanced state to the original state, by
regarding the tight subgroups as cliques. In other words, this problem is
equivalent to the balancing problem of unbalanced social groups with minimum
effort, i.e., by the use of the minimum number of alterations of member-member
relationships.
In general, a set of member-member relationships in an unbalanced group
whose alteration yields a balanced state is called a balancing set of the group,
and a balancing set with the minimum number of elements is called a minimum
balancing set. Hence, the above aggregation problem for an unbalanced group
structure can be reduced to the derivation of the minimum balancing sets of the
group. Also, the number of elements in a minimum balancing set of an unbal-
anced group can be interpreted as a measure of degree of balance of the group(
cf. Abelson 5 Rosenberg[1958] and Flament[1963]). Hence, the aggregation
method for unbalanced group structures also gives the way for calculating the
degree of balance.
In the next section, we give a brief review of the theory of social balance
developed by Cartwright and Harary. In Section 5.3, we deal with the aggrega-
tion problems of balanced and unbalanced group structures. First, a modified
method of Hayashi's quantification method for the data of the fourth type is
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introduced, and it is shown that the method can specify or detect the cliques in
balanced group structures. Second, an iterative method based on factor analysis
techniquesis incorporated into the quantification method for the aggregation of
unbalanced group structures. Because of the notion of balance being, in nature
graph theoretical, some graph theoretical methods are introduced and proved to
be quite effective for the aggregation of unbalanced groups with graph struc-
tures of a special kind. Also, in this section, some extensions of the aggre-
gation problems for unbalanced group structures are discussed. As mentioned
before, these aggregation methods for unbalanced group structures provide a way
for the quantification of degree of balance for these group structures. In
actual social groups, however, their sociometric structures are sometimes incon-
stant. Hence, in Section 5.4, the degree of balance is quantified from a sta-
tistical point of view, and also characterization of types of social balance is
discussedin view of finite-state systems theory.
5.2 Various Notions Concerning the Balance of Social Groups
The fundamental constituents of various social group structures, such as
political and economical group structures, are the units(personal units or
various social units such as nations, companies etc.) and the objects(impersonal
objects such as social affairs) of common interest by the units. In such group
structures, each unit has its sentiments(likes, dislikes), opinions(approval,
disapproval) or attitwdes(friendliness,hostility), about the objects and other
units.
When a group structure is viewed through the above cognitive relationships,
the problem of the cognitive balance of the whole group becomes of primal impor-
tance. An essential and simplified grasp of the cognitive balance is obtained
by the following theory of Heider(1946). He considered the situation composed
of two persons(units) P and 0 and an impersonal object X. He categorized the
relations among P, 0 and X as positive(+) or negative(-), where + means to like
or to approve or to have friendly relations and means to dislike or to dis-
approve or to have hostile relations. Fig. 5.2.1 shows four possible balanced
states of the above 2-unit 1-objeot group asserted by Heider, where solid and
broken lines correspond to positive and negative relations, respectively. In
Fig. 5.2.1 (a) and (b), both units P and 0 have similar sentiments(or opinions
or attitudes) about the object X and so the relation between P and 0 is positive
(friendly). In Fig. 5.2.1 (c) and (d), the sentiments of the two units about X
are opposite and the relation between P and 0 is negative(hostile). Therefore,
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no motivation to change the situation occurs.
If the signs of all the relations are reversed, the four balanced situa-
tions above are changed to unbalanced situations, and a motivation to restore
their balance arises. For example, in Fig. 5.2.1 (a), if all the signs are
changed to negative, units P and 0 will have a negative(hostile) relation with
each other in spite of the coincidence of P and O's negative sentiments about
the object X. This means that the group is unbalanced and the following four
types of motivation to restore its balance arise.
(1) P and 0 change the relation P-0 between them from to + to attain the
balanced situation (b).
(2) P changes his sentiment P-X from to + to attain (c).
(3) 0 changes his sentiment 0-X from to + to attain (d).
(4) P and 0 change their relations P-0, P-X, and 0-X from to + to attain
(a).
These processes of restoring balance are called the balancing processes. Case
(4) requires the sign change three times, while the cases (1), (2), and (3)
require only one sign change. Therefore, case (4) will not readily occur as an
actual balancing process. Among the above four cases, cases (1), (2) and (3)
are called the minimum balancing processes.
Heider's notion of the cognitive balance can be formally defined as the
sign of circuit P-O-X-P being positive, where the sign is the product of the
signs of the relations contained in the circuit and a circuit is defined as a
closed path.
An extension of Heider's theory was made by Cartwright and Harary(1956) to
treat more realistic social problems. Their modeling of the social group
structures employs a general signed graph[s-graph), and no restrictions on the
number of the units or objects are set. In their models, the lines connecting
the vertices of the signed graphs represent the cognitive relations + or
similar to Heider's model. But they do not refer to the distinction between
the units and the objects as in Heider's model, and both of them are regarded as
the members(vertices) of the groups(s-graphs).
One of the most interesting points suggested by Cartwright and Harary using
their models is that, in a balanced group, the set of the vertices(units and
objects) is aggregated into two subgroups(one of which may be empty) in such a
way that the relations between the vertices of the same subgroup have positive
signs and the relations between the vertices of different subgroups have negative
signs. The above statement is referred to as the Structure Theorem. From the
theorem, a balanced state means a tight bipolar configulation of the group, i.e.
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the situation of the group governed by two distinct and exclusive ideologies
or value judgements (cf.Kaplan[l967]). Strictly speaking, the balance of
a groupis defined as the state in which all the signs of the cycles are
positive in the corresponding signed graph. As previously mentioned,
the sign of a cycle is the product of the signs of the lines (relations)
containedin the cycle. The notion of social balance defined above is
sometimes referred to as structural balance.
We will show a simple example to demonstrate the notion of the structural
balance. Fig. 5.2.2 shows a group of three units (nations USA, USSR
and China (O) and two objects (Chinese Nuclear Armament (C.N.) and Inter-
vention of USSR to African Countries (AF)) . Fig. 5.2.2(a) is an unbalanced
state because the cycles USA-USSR-C.N.-USA and USA-AF-C-USA have negative
signs. When USA changes her attitude towards USSR and AF from to + as
shownin Fig. 5.2.2(b), the group is balanced. In this case, the set of
vertices are aggregated into {USA, USSR, AF} and {C, C.N.}, that is, USA and
USSR have friendly relations by the concession of USA to USSR on the item AF,
and as a consequence, China is isolated. The above situation is a tight
bipolar configuration. In Fig. 5.2.2(c), China has conceded to USSR
concerning AF and USSR has reciprocated by approving C.N., changing the
USSR-C relation to positive. This system is balanced in another bipolar
configuration, USA being isolated from the group of USSR and China. In
this case, the relations USSR-C.N., USSR-C and AF-C have to change their signs.
On the other hand, in case (b) , only the relations USA-USSR and USA-AF must
be changed. The process yielding situation (b) is the minimum balancing
process, but the process yielding (c) is not. Fig, 5.2.2(d) shows a
balanced state attained by another minimum balancing process, so, the minimum
balancing process is not necessarily unique.
The above balancing processes can be characterized by the sets of the
lines whose signs are changed during the processes. For example, the
balancing process yielding (c) can be represented by the set: {USSR-C.N.,
USSR-C,AF-C}. These sets are called balancing sets, and particularly, the
sets corresponding to the minimum balancing processes are called minimum
balancing sets.
Harary(l961) applied the Cartwright-Harary theory to the Suez Canal crisis
in the Middle East. Kammler(1974) demonstrated how actual balancing processes
take place, by using the ancient political situations between Rome, Tarentum,
Syracuse and Carthage, and also, by using the situations in the European
countries in the 18th century. These groups were motivated toward a
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restoration of balance, as other groups will in the way previously explained.
The characterization of the balancing processes in the various types of
groups with cognitive relations is of considerable importance for more precise
understanding and forecasting of the future situations. In particular, the
minimum balancing processes, which yield the most proximate balanced state by
minimum sign change, i.e., minimum effort, is of actual importance. Another
kind of balancing sets with actual importance is introduced by Harary(1959)
and is called minimal balancing sets, which are defined as the balancing sets
whose proper subsets are no longer balancing sets.
There are many indices for measuring the degree of balance of social
groups. Cartwright and Harary (1956) proposed as a first approximation of
degree of balance the ratio of the number c of positive circuits to the total
number c of circuits. Abelson § Rosenberg(1958) and Flament(1963) considered
as the degree of balance (more precisely, degree of unbalance) the number
of lines (relations) in the minimum balancing set, i.e. the smallest number
of sign changes necessary to restore balance. Harary(1959) called the above
number line index and also introduced the notion of point index which is
defined as the smallest number of vertices whose deletion results in balance.
Norman and Roberts(1972) extended the measure c /c by incorporating the effect
of the length of circuits, and some generalizations of their work were made
by Hansen(1975). Among the above definitions, the measure by Abelson and
Rosenberg has a tight connection with the aggregation of unbalanced group
structures,for the measure is defined in terms of the minimum balancing sets.
Namely, the calculation of the measure is reduced to search for the minimum
balancing sets of an s-graph.
5.3 Aggregation of Sociometric Group Structures into Tight Subgroups
through Quantification and Graph Theoretical Methods
In this section, we deal with the aggregation problem of balanced or
unbalanced group structures. Namely, we consider the method for aggregating
balanced groups into cliques and that for the derivation of the minimum
balancing sets for unbalanced groups.
Section 5.3.1 deals with the aggregation of balanced group structures,
where a quantification method, which is a modification of Hayashi's quanti-
fication methodIV, is introduced to the members of groups. It is shown that
the members with positive quantified values and those with negative quantifiec
values constitute the cliauesin balanced prouD structures. However, for
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unbalanced group structures,the above method does not necessarily specify
the tight subgroups, i.e., is not necessarily available for the derivation of
the minimum balancing sets. Hence some modifications, discussed in Section
5.3.2, should be incorporated into the above method. Namely, instead of
attaching metric values to the members of groups as in the quantification
method, we consider a method for attaching nominal values to the members.
Precisely, the sign +1 or -1 is attached to each member. The members with
the same sign are regarded as constituting a tight subgroup. In other words,
the aggregation of an unbalanced group is characterized in terms of sign
vectors. By the use of the sign vectors, it is shown that the above
aggregation problem is reduced to a quantification problem of the members
whichis related to the centroid factor analysis techniques. Furthermore,
an iterative method for the above quantification is introduced, in which the
quantification method for the balanced group structures has a role in deter-
mining the initial values. While the above method is widely available for
the aggregation of unbalanced group structures, it is to be expected that some
specific methods are more effective for specific group structures. In
Section 5.3.3, it is shown that graph theoretical methods are quite effective
for the aggregation of unbalanced groups with planar graph structures.
Sections 5.3.4 and 5.3.5 deal with the aggregation problem of unbalanced group
structures in slightly different frameworks. In Section 5.3.4, the case
where the member-member relationships have their own directions is discussed.
The above treatments of the aggregation problem are based on the assumption
that the relationships in groups are homogeneous; that is, each relation is of
the same relative importance. In actual social groups, however, the relations
have to be analyzed not only with respect to their signs but also to their
actual relative importance. For example, in the 3 - nation 2 - affair group
in Fig. 5.2.2, the relation between USA and AF may be of more actual importance
than that between C and AF. Also, in Section 5.3.4, we deal with the problem
for the group structures with inhomogeneous relationships. The treatment
needs no essential alteration from that of the homogeneous case. We also
show how our methods are applied to the problem of coalition formation.
In Section 5.3.5, the aggregation problem is considered in a more general
framework, i.e., we consider the derivation of the minimal balancing sets of
unbalanced groups. As mentioned in Section 5.2, the notion of minimal bal-
ancing sets is an extension of that of the minimum balancing sets and is of
actual importance. We consider the aggregation of unbalanced groups into sub-
groups which are a bit more loosely cohesive compared to the subgroups prescrib
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ed by minimum balancing sets.
5.3.1 Aggregation of Balanced Group Structures into Cliques through a
QuantificationMethod
In balanced groups, the sociometric structures are necessarily symmetric
in the following sense.
a. . a.. for all i,i 1,2, ･･■ ,n (5.3.1)
For, if a.. = -a.., then the cycle composed of the lines v.v. and v.v.
has a negative sign.
In this symmetric case, the matrix B
method IV is given as (cf. Section 2.3.2),





j = l 1J
for i * j
= Cb.
for i 1,2, ■･■ ,n
.) used in the quantification
(5.3.2)
Namely, B 2A except for the diagonal elements. (The diagonal element
a.. of A is assumed to be 0 for i = 1, 2, ■■■,n).
The quantification vector p for the data of the fourth type is given as
the eigenvector of the matrix B associated with the maximum eigenvalue, and
is expected to specify the clustering of sociometric structures, as briefly
reviewed in Section 2.3.2. However, as shown in the sequel, the eigenvector
of the"matrix A itself associated with the maximum eigenvalue is more adapted
to the aggregation of balanced group structures.
Let S be a balanced s-graph S. Then the structure theorem says that
the set V of the vertices of S can be decomposed into two groups V, and V_
(one of which may be empty) such that any line joining the vertices of the
same group is positive and any line joining the vertices of different groups
is negative. When V^ or V2 is empty, then the adjacency matrix A(S) is a
positive matrix, i.e. a matrix whose entities are nonnegative and at least one
or them is positive. When neither V..nor V are empty, then renumbering the






where Aj and A2 are positive matrices and A3 is a negative matrix, i.e., every
entity of Aj is nonpositive and at least one is negative.
The optimum quantification vector p* is given as the eigenvector of






where p? and p* are given by
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Then it is easily shown that p' is the eigenvector of the following matrix





Also, it is clear that A'(S) is a positive matrix.
Namely, the optimum quantification vector can be derived from the eigen-
vector of a positive square matrix associating with the maximum eigenvalue,
i.e the Perron-Frobenius root, irrespective of V. or V_ being empty or not.
The following theorem is due to Frobeniusfcf. Karlin[19661).
THEOREM(Frobenius) : If a positive square matrix A is strictly positive,
i-e., all the entities of A are positive, or there exists an integer m( >2)
such that A is strictly positive, then A has a unique maximum eigenvalue A*,
i.e., any other eigenvalue A of A satisfies |A|<A*, and the associated
eigenvector x* is unique and positive, i.e., any of its components is positive.
Moreover, even if A is merely a positive matrix, there exists a positive eigen-
vector x* associated with the maximum eigenvalue A*(of A).
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From the above theorem, we can say that the optimum quantification vector
p* t(p*≫ P%> '" >P*) gives the cliques V and V_ of the structure theorem





More precisely, the next theorem holds.
(5.3.8)
THEOREM 5.3.1 : If an s-graph S is connected, then the optimum quanti-
fication vector p* is unique, and the sets V and V_ given by (5.3.8) coin-
cide with the two cliques of the structure theorem. When S is disconnected,
there exists an optimum quantification vector, i.e., an eigenvector of A(S)
associating with the maximum eigenvalue, exists such that (5.3.8) gives the
two cliques of the structure theorem.
PROOF : The theorem is easily verified by noting that p' is the eigen-
vector of A1(S) associating with the maximum eigenvalue and the relationships
between p' and p* and between A'(S) and A(S). Also, it should be noted that
the condition of the connectedness on S is equivalent to the condition that
there exists an integer m( > 1) such that all the entities of A'(S)m are
positive. □
That is to say, when A(S) is regarded as a correlation matrix, then the
principal component analysis of A(S) gives the aggregation of the s-graph S.
However, for unbalanced groups, the above principal component analysis is
superseded by centroid factor analysis as shown in the next section.
5.3.2 Aggregation of Unbalanced Group Structures into Tight Subgroups through
a Quantification Method
In this section, the -aggregation problem of unbalanced group structures
into tight subgroups is discussed. As mentioned in section 5.1, this problem
can be reduced to the derivation problem of the minimum balancing sets.
First of all, some characterization methods for the balancing and the
minimum balancing sets of unbalanced groups are introduced in Section 5.3.2.1.
In Section 5.3.2.2. an effective method fnr the derivation of the minimum
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balancig sets is introduced by the use of the above characterizations
5.3.2.1 Characterization of Balancing and the Minimum Balancing Sets by the
Use of Sign Vectors
First of all, let us consider the characterization of balanced states by
the use of sign vectors, where a sign vector s (si≫s2, ,s ) is a vector
whose element si = +1 or -1 for i=l,2,---,n. The Structure Theorem by
Cartwright and Harary has the following version(cf. Katai § Iwai[1978 a§c]):
LEMMA 5.3.1 : An s-graph S is balanced iff a sign vector s = (s ,s_,
...,s ) exists, where n is the number of vertices of S, such that the adjacency
matrix A(S) (a..) satisfies the following condition:
if a.. * 0, then a.. = s.s. for i,j = 1,2,･･･,n, (5.3.9)
in other words
ai sis > 0 for i,j = l,2,---,n.
PROOF : Let V+ = { v. e V | s. +1 } and V" { v. e V | s. = -1*
Then V and V correspond to the subsets of the Structure Theorem. Q
(5.3.9')
For example, the group in Fig. 5.3.1(a) is balanced. In this case, the
following two sign vectors
s1 = +1 , s2 = -1 , s3 +1 or Sj = -1 , s2 = +1 , s3 = -1. (5.3.10)
satisfies the following equations.
ai2 = s .s = -1 , a s -s = -1 , a = 83^ = -1
(5.3.11)
On the other hand, the group in Fig. 5.3.l(b) is not balanced because the
following equations
al2 = S1'S2 = -1 ' a23 VS3 = -1 ' a31 S3'S1 = "X





S2 -S3 = -1 (5.3.13)
Each balancing set of a group has a corresponding balanced state derived
from the original state by changing the signs of the relations contained in the
balancing set.
By the above Lemma, the balancing set of a groups can be characterizedas
follows:
THEOREM 5.3.2 : A set L, of the relations of a group S is a balancing set
of S iff there exists a sign vector s such that the following conditions are
satisfied.
v.v. e L, iff a..-s..s. < 0 for i,j 1,2,. ･ ･ ,n
1 ] b ij l j
(5.3.14)
































The balanced state shown in Fig. 5.3.3 is derived by changing the relations
V1V3 and v3v4
s
The sign vector s corresponding to the balancing set is
(+1, +1, -1, -1, +1, -1) (5.3.17)
That is, the set of members are split into two subgroups {v., v-, v,-}and
{v3, v4, v6} .
From theorem 5.3.2, the minimum balancing sets for an s-graph S are
characterized by the next theorem.
THEOREM 5.3.3 : Let S be an s-graph and A(S) (a..) be its adjacency
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matrix. Then a set L* of lines of S is a minimum balancing set for S iff






vivj e Lb iff aijsisj = -1 for i'J = 1.2, ･･-,n




PROOF : Let L, be a balancing set of S and c(L.) be its number of elements.




where m is the number of lines of S
c(L ) is minimum. □
^{2m
d(s)} (5.3.21)
A minimum balancing set is one whose
5.3.2.2 Derivation of the Minimum Balancing Sets through Factor Analysis
Techniques
From theorem 5.3.3, the minimal balancing sets of ans-graph S are given
by the following quantification vectors (sign vectors) p's satisfying
subject to
Q pA(S)p -≫■max
p. - +1 or -1 for i = 1,2,■ ･ ･,n
(5.3.22)
(5.3.23)
It is difficult, however, to treat the condition(5.3.23). Hence, we
replace it by the following weaker condition:
n 2




It is easily verified that the solution vector p* of (5.3.22) subject to
(5.3.24) is given as the eigenvector of A(S) which is associated with the
maximum eigenvalue X* and also satisfies (5.3.24), i.e.,
A(S)p" A*p* ,
Ip*i = AT .
(5.3.25)
(5.3.26)
Consequently, the quantification method for balanced group structure is
supposed to have a tight connection with the determination of the optimum
sign vectors s*'s, i.e., with the derivation of the minimum balancing sets.
Furthermore, we have the following estimate of the measure of degree of
balance introduced by Abelson S Rosenberg by the use of the maximum eigenvalue
A* of A(S). As aforementioned, the measure is given as c(L*), the number of
elements in a minimum balancing set. From (5.3.21), the relation of c(L*) to
A* is given as the following theorem (cf. Katai § Iwai[1978c]).
THEOREM 5.3.4 : The number c(L*), i.e., the minimum number of changes of
relations necessary to restore balance, has the following lower bound:
cog, *[i!L^q . (5.3.27)
where m and n are the numbers of the lines and the vertices of S, respectively,
A* is the maximum eigenvalue of the symmetric matrix A(S), and ＼r＼is the
minimum integer not less than r.
PROOF It is obvious that
d(s) Zsk(S)s < max pA(S)p = A*n ,
Bpl|=^n
(5.3.28)
where p is a real valued n-dimensional vector and |p| is its Euclidian norm. D
Let us consider the case as shown in Fig 5.3.4. The corresponding









































































































As aforementioned, the optimum quantification vector p* attains the maximum
value of Q subject to a weakened condition (5.3.24) of true condition (5.3.23)
Hence, p* can be regarded as the ideal vector which attains the maximum value
of d (cf.(5.3.20)). Let us consider the most proximate sign vector s' to the
ideal vector p*. When the proximity is measured by the inner product of s




s£, ･･･ , s^) is given by (c£.(5.3.8))
if p* > 0
if p* < 0




for i = 1.2, ■･ ･ ,n
(1, -1, -1, 1, 1, -1, -1, 1, -1, 1.)
The corresponding balancing set L' is £ollows(cf. Fig. 5.3.5)
Lb {v2V3> W V6V8}






3.178 x 10) = [1.5551 = 2 (5.3.35)
The balancing set L' yields c(L') = 3, hence it may not be a minimum balancing
set. However, in the graph S of Fig. 5.3.4, there are three cycles
°1 = V1V2'V2V3'W a2 = WWVs'W and °3 WWVlO,
v v ,v_v, having negative signs such that no line is common in any pair of
10 8 8 6
the cycles. Therefore, we have c(L') > 3. Hence the above balancing set L'
is a minimum balancing set for S in Fig. 5.3.4. That is to say, the modified
method of quantification method IV directly gives the minimum balancing set.
In general, we cannot expect the ideal case such as the above; the
optimum quantification vector p* only specifies the neighbourhood of the
optimum sign vector s*. On the other hand, the rule (5.3.18) for the minimum
balancing sets is directly related to the so-called centroid method in factor
analysis techniques. In fact, the first factor loading vector f* (f*
f*,■■■,£*)for the matrix A(S) (when considered as a correlation matrix)
is paraphrased by the following equation (for details, see Horst [1965]):
f* = (/ts*A(S)s* ) 1g*
where the vector g* = (g* gi, ･ , g*) is defined by
g* = A(S)s* ,




if g* > 0
1 if g* < 0




However, the diagonal elements of A(S) are zero, so we cannot regard A(S) as a
correlation matrix. Yet we can apply a practical procedure used to search
for the optimum sign vector s* in the centroid method to this area also.
The procedure is based on'the reciprocal relations (5.3.37) and (5.3.38)
between the two vectors s* and g*. But the solution of these two relations
is not necessarily unique, so the procedure may produce not the optimum
solution but a suboptimum one. (Unfortunately, there is no efficient way to
determine s* in general cases, the only way being to list all the n-dimentional
sign vectors and to search methodically.1
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The procedure is




recursively defined as follows (for details, see Horst
<s ' S2 ,s ,) and g1 ^gj, g^, ...
>gi)
be the
approximation of s* and g*, respectively. Then the i+lth approximation
s1+1 and e1+ are given by
i+1
s) if i * a±
"sa. if J = ai
g1+1 = A(S)si+1
where a. is the position specified by
and d.
J
d (s1) = min d.fs1) < 0
(s ) is defined by





The procedure starts with arbitrarily selected initial sign vector s
and p = AfSis . Tf the conditions
d.(sk) > 0 for all j = 1,2, ■･･ ,n (5.3.43)
are satisfied for some k, then the procedure stops and the resultant solution
k kis s (and g ) . In the usual factor analysis problem, A(S) corresponds to
a real valued correlation matrix, so the position a. specified by (5.3.41) is
uniquely determined. However, in our case, the adjacency matrix A(S) is integer
valued, the uniqueness of a. being sometimes violated. In such cases, the
position a. is arbitrarily assigned to one of the candidates.
When the members (vertices) of the group (graph S) are divided into two
subgroups according to the sign vector s , the value d.(s1) defined by (5.3.42)
is regarded as a degree of consistency of the grouping with respect to the
j member. The degree is minimum (and negative) for aith member. The
member changes his group membership according to the rule (5.3.39). Therefore
the process means the exchange of the member having the strongest strain at
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that moment from one group to the other, so as to increase his degree of
consistency (cf.Katai, Iwai et al.[1975a]), i.e.,
Vsi) < vsi+1)








From (5.3.39) and (5.3.41), the above sum strictly increases with i and is
bounded by the value d(s*). Therefore the process always stops (by the con
dition (5.3.43)) and the final grouping s
(5.3.37) and (5.3.38).
satisfies the reciprocal relations
As aforementioned, we cannot expect that the above s gives a minimum
balancing set L* . Therefore, the procedure must be repeated using initial
sign vectors which do not appear in previous steps. Also, to avoid needless
repetitions, if the succeeding procedure yields a sign vector s such that s
or -s appeared in previous steps, then the procedure stops and a new initial
vector s is selected and a new trial starts. Indeed, the selection of
initial vectors plays an important role in the efficiency of the procedure.
In the last part of this section, we propose a method for the selection.
The above procedure is directly related to the method introduced by
Abelson § Rosenberg (1958) used to search for the number c(Lf). Their method
is also based on the adjacency matrices and employs certain rewriting rules
(transformations) directly acting on the adjacency matrices. On the other
hand, in our procedure, the sign vectors play the same role as the trans-
formations of adjacency matrices and the adjacency matrices are not rewritten,
so that the procedure becomes much simpler.
We illustrate the procedure using an example in Fig. 5.3.4. Table
5.3.1 shows the procedure applied to the above example. We set the first
initial sign vector as s =
d.
J
(1, 1, ･･･ ,11. The second column represents
(s ) for i = 1, 2, ･･･ , 10. The encircled numeral at j 3 indicates the
minimum of the above values
to -1 yielding s .
Hence, the third component of s is changed
Similar operations continue until s
~ 3
satisfies the condition (5.3.43) and gives d(s
next initial sign vector s (
t
is produced which
) = 22 and c(L) = 4. The
(-1, 1, ･･･ , 1)) does not appear in previous
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steps. The final vector s
~ 2
of this trial gives d(s )
In the third trial, the sign vector s
1
18 and c(Lfa) = 5
coincides with the sign vector s of
the first trial, hence the procedure enters the next trial. At seventh trial,
4 "4vector s yields that d(s ) =26 and c(L,) = 3. The corresponding balancing
set is the same as Lfe' given by (5.3.34).
By continuing the above procedure, it is shown that there is no other
minimum balancing set, i.e., the balancing set {v_v3, v5v_, v,vg} is the unique
minimum balancing set. Concerning the setting of the initial sign vectors,
we take note of the aforementioned fact that the quantification vector p*
specifies the neighbourhood of the optimum sign vector s*, i.e., s* is
supposed to be located in the neighbourhood of p*. Hence, we can expect
that the procedure will reach the optimum sign vectors much faster using sign
vectors which are proximate to the ideal vector p* as the initial sign vectors,
instead of using the vectors (1, 1, ･･･ , 1), (-1, 1, ･■･,1) etc. which have
no relation with the adjacency matrix A(S). In the above example, as afore-
mentioned, the most proximate sign vector s1 to p* directly gives the unique
minimum balancing set L, ' (= L,*) represented by (5.3.34).
5.3.3 Aggregation of Unbalanced Group Structures through Graph Theoretical
Methods
The notion of structural balance is originally graph theoretical. Hence
some graph theoretical methods are supposed to offer more effective algorithms
to derive the minimum balancing sets compared to the algorithm in Section
5.3.2. In Section 5.3.3.1, we consider the simplification of the aggregation
problemby the use of the block decomposition of group structures. In Section
5.3.3.2,we consider an effective algorithm to derive the minimum balancing
setsfor unbalanced groups with planar graph structures,by introducing the
notionof dual graph.
First of all, the following notions in graph theory are necessary in
developingour theory, which are mainly from Harary(1969) and Ore(1962).
A graph G is a pair (L,V) : V is a finite, nonempty set of vertices (
points)and L is a set of unordered pairs of distinct vertices. G can be
identifiedwith the subsetL of VbV. the set of unordered pairs of distinct
elememnts of V Each pair x = {u.v} (x=uv) of vertices is called a tine of
G and x is said to join u and v. The vertices u and v are said to be
adjacent and the vertex u and the line x are said to be incident with each
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other. A connected sequence of lines is said to be a path when no vertices
appear more than once. A closed path is called a circuit. A signed graph (
s-graph) S is a graph such that each line has a positive value " + " or a
negative value " " attached. We sometimes denote + and by " +1 " and
" -1 ", respectively. We denote by G(S) the graph G obtained from an s-graph
S by eliminating the signs of lines of S.
The following notions for a graph G are also necessary. For an s-graph
S, these notions are defined in the same manner as for G(S), by reserving the
signs of lines in S, except for the notion of dual graph. In the next section,
we introduce the notion of the dual graph of an s-graph.
A subgroup of G is a graph having all of its vertices and lines in G.
The removal of a point v from a graph G reduces it to a graph G v which is
the maximal subgraph of G not containing v. A graph is connected iff every
pair of points are joined by a path. A maximal connected subgraph of G is
called a connected component or simply a component of G. A outpoint of a
graph is a vertex whose removal increases the number of connected components.
A graph which is connected, nontrivial (i.e., contains at least two points),
and has no cut points is called nonseparable. A block component of a graph
is a maximal nonseparable subgraph. If G is nonseparable, then G itself is
often called a block. Any separable graph G can be decomposed into block
components and any circuit of G is contained in exactly one of them, for
example Fig. 5.3.6. A spanning subgraph of G is a subgraph containing all
the vertices of G. A spanning tree of G is a spanning subgraph which is
connected and contains no circuits.
Another notion concerning graphs is cycle defined in a rather algebraic
way as follows. We introduce a vector space over the two element field
F_ = {0,1}, in which 1+1=0. A 1-chain of a graph G is a formal linear
combination Ee.x. of lines of G, and 0-chain is a sum Se.v. of vertices where
each e. is an element of F The boundary operator 9 transforms 1-chains to
O-chains according to the rules :
(1) 3(x + x1) -.3x + 3x' ,
(2) if x = uv , then 3x = u + v




+ x. + x_ has boundary
+ V ) + (V + V ) + (V + V ) + (V, + V )
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= V2 + V3
A 1-chain with boundary 0 is called a cycle (or cycle veotor) of G and can be
regarded as a set of line-disjoint circuits. The collection of all cycle
vectors forms a vector space over F. called the cycle space of G. A cycle
basis (or a set of fundamental cycles) of G is defined as a basis for the cycle
space of G.
A graph is planar iff it can be embedded in a plane with vertices re-
presented by points, edges represented by lines, so that lines intersect only
at points representing vertices : a plane graph is a planar graph which has
already been embedded in a plane. The regions defined by a plane graph are
referred to as its faces and the unbounded region is called the exterior face.
Given a plane graph G, its dual graph D(G) is constructed as follows. Place
a vertex in each face of G (including the exterior face) and, if two faces
have a line x in common, join the corresponding vertices by a line x crossing
only x (see Fig. 5.3.8). Each line x of G corresponds to a line x of D(G)
denoted by d(x) and also each line x of D(G) corresponds to a line of G denoted
by d (x). If G is nonseparable, thenD(G) has no loops but may have multiple
5.3.3.1 Simplification of the Problem by the Use of Block Decomposition
of Graph Structures of Groups
The following lemma is beneficial for considering the aggregation problem.
LEMMA 5.3.2
balanced.
An s-graph S is balanced iff every block component in it is
PROOF : From the definition of block component, every circuit of S is
contained in exactly one of its block components. So the lemma is a direct
consequence of the definition of balanced states. D
The lemma leads to the next theoremfcf. Katai S Iwai ["1978a!1
THEOREM 5.3.5 : Let S be an s-graph and B^ B^ ･･･ , and Bt be its block
components. Then a set L of lines of S is a balancing set for S iff L is





where L. is a balancing set for Bi for i-= 1, 2, ･･･ , t. A set L is a mini-
mum balancing set iff L. is a minimum balancing set for B. for i = 1, 2, ■･･ t
PROOF : Noting that any line of S is contained in exactly one of B , B ,
, B,, the theorem is easily verified using the above lemma. □
k
According to the above fact, the characterizations of the balancing sets
or the minimum balancing sets for an s-graph are reduced to those for each of
its block components. For example, in Fig. 5.3.9, the balancing sets or the
minimum balancing sets for S is the union of the balancing sets or the minimum
balancing sets for B , B-, B..,and B , respectively. An s-graph without
circuits is always balanced ( from the definition ), therefore B. is balanced.
B has already been discussed. B and B are planar graphs. We will
discuss them in later sections. Hence, we can assume that given s-graphs are
nonseparable.
When S is a planar s-graph, the following graph theoretical method is
quite effective for the derivation of the minimum balancing set for S.
5.3.3.2 Aggregation of Unbalanced Groups Prescribed by Planar Graph Structures
As mentioned previously, a planar graph can be represented by a plane
graph. So we assume that given nonseparable s-graph are plane graphs. First
of all, we introduce the notion of dual graph for plane s-graph as follows
(cf. Katai § Iwai [1978a §c]).
DEFINITION 5.3.1 : Let S be a plane s-graph. Then the dual graph D(S)
of S is the graph D(G(S)) together with the sign of each vertex which is
defined as follows. If a vertex of D(G(S)) corresponds to a (inner) face of
S, then its sign is that of the circuit which encircle the face. If it corres-
ponds to the exterior face, then the sign is that of the circumferential
circuit (cycle), i.e., the circuit which encloses S.
Fig. 5.3.10 shows an example (cf. Fig. 5.3.8).
The balanced states of plane s-graph are characterized as follows
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(5.3.48)
PROOF : If the case of k 2 is verified, then general cases are easily
verified using induction on the number of cycles k. If a. = E e"!"x. for
n ! 2 ! j=l J J
i 1,2, then a + a0 = E (e. + e. ) x.. Let s(x.) denote the sign of line
1 z j=i 3 J 3 3
x. of S. Then s(o.) = JL s(x.) for i 1, 2, where L. is the set of lines
x. contained in a., i.e., gi = 1. Similarly, s^ + aj
XJeLlBL2-LinL2SCxjD
but this is the same as II. s(x.)･ IL s(x.) = s(aJ-s(CT.) because of the fact
9 9 xieLl 3 xi L2 3 1 Z
that (-iy = 1 = 1. □ J J
The above lemma also leads to another consequence as follows:
LEMMA S.3.5 : Let S be a plane s-graph. Then the number n of vertices
with negative sign in the graph D(S) is even.
PROOF : The vertex v0 of D(S) placed in the exterior face of S corresponds
to the circumferential circuit OQ of S. That is, the sign of the vertex is
defined by that of aQ. Let a , a , ■･･, and a^ be the circuits of S corres-
ponding to the inner faces of S. By the defintion of plane graph,
(5.3.47)
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According to lemma 5.3.4, the sign of v0 equals the product of the signs of
the inner vertices of D(S). Therefore, the product of signs of all the ver-
oo= a + a + ■■■+ om
LEMMA 5.3.3 : A plane s-graph is balanced iff every vertex of D(S) has
a positive sign.
PROOF : The lemma is easily verified from the following facts.
According to the definitions of cycle and cycle basis, a circuit of a graph S
is also its cycle, and the circuits corresponding to (inner) faces constitute
a cycle basis of the cycle space of S. That is, every circuit (cycle) of S is
represented by a sum of some of them. According to the following lemma 5.3.4,
a circuit represented by a sum of positive circuits is also positive. There-
fore the condition that every circuit has a positive sign means that the
circuits which constitute a cycle basis have positive signs. □
LEMMA 5.3.4 : Let S be an arbitrary s-graph and a. be a cycle (circuit)
of S for i = 1, 2, ･･･ ,k
sCOl
Then the following equality holds:
+ °2 + ... + ak ) = s(a ) s(a2) ... .S(ak)
where s(a) is the sign of cycle (circuit) a
(dOO) = a ^dCL 3) * d(xk+1)
X2
(5.3.52)
... , xi<}- According to the definition of a, and d,
(5.3.53)
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Ok+1') is not contained in V(L ), then vk+1(vk+1') is contained in V(L).If Vi
Suppose that we first change the signs of lines contained in LQ and then change
the sign of the line *k+1-- Then the resultant signs of the vertices of D(S)
are the same as those obtained by changing the signs of lines in L simultaneously. .
Let d(*k+1) equal v^V^1. If ＼+1(vk+1') is contained in V(LQ), then its
sign is changed twice under the two succeeding sign changes in the above sup-
position, i.e., vv-t1(vVj_1') has its original sign and is not contained in V(L).
tices of D(S) equals one. D
Let L = {x,, xo, ･･■, x } be a set of lines of a graph. We denote by
1 z n n
a (L) the 1-chain defined as _E x. and by d(L) the set of lines of its dual
graph defined as {d(x1), d(x2), ･･■, d(xn)}. If V = {v1, v2, ･･･, vm} is a
set of vertices of a graph, then aQ(V) is the 0-chain E v^ Using the above
notations, we can verify the following equality.
LEMMA 5.3.6 : For a given s-graph S, let L be the set of lines of S whose
signs are changed. Then, in the graph D(S), the set of vertices V(L) whose
signs are changed is represented as follows :
oQ(V(I0) = aCa^dCL))), (5.3.49)
where 9 is the boundary operator.
PROOF : We use induction on the number n of elements of the set L = {x
X2' '"■' Xn^" Let n eclual 1> i-e-≫ L = (xj^}. Then the set V(L) is equal
to (vj,v '} where v and v^ are the vertices of D(S) corresponding to the
faces of S incident to the line x., i.e., d(xj = v v '. Then we have
°0(V(L)) = V{V Vl'}) = vl + V , (5.3.50)
aCOjCdUO)) = 9(a1({v1v1>})) = 3(v1v1')= v± + v^. (5.3.51)
So the lemma is verified.





where L = {
°1
xr
X2 ･･･ ･ V xk+i} = Lo u {Vi}
Therefore, from the rule that 1 + 1 0 on the field F2 = {0,1}, the following
equality holds:
ao(V(L)) = ao(V(LQD + 3(d(xk+1))
By the induction assumption
we have
o0(V(LQ)) = 3(a (d(L )))
00(V(L)) = 3(Ol(d(L0))) + 3(d(xk+1))
= 9(ai(d(L0)) + d(xk+1))
= 3(0 (d(IO)) .




The next lemma characterizes the balancing sets for arbitrarily given
plane s-eraphs.
LEMMA 5.3.7 : Let S be a plane s-graph and V be the set of vertices of
D(S) with negative sign. Then a set L, of lines of S is a balancing set of
S iff the following formula is valid:
oQ(v ) = HoAd(L ))) (5.3.57)
PROOF : The lemma is a direct consequence of lemma 5.3.3 and lemma 5.3.6
D
The one-to-one correspondence between the lines of a plane graph and those
of its dual graph is also true in the case of plane s-graphs. That is, if
d(Lb} is given by a set L of lines of D(S), then L, equals d" (L) . According
to the definition of boundary operator and the fact indicated by lemma 5.3.5,
the above lemma is also stated as followsfcf. Katai § Iwai[1978c]):
THEOREM 5.3.6 : Let S be a plane s-graph and vu = ^x' V2' ""■'V2m^ be
the set of negative vertices of D(S). Then Lb is a balancing set for S iff
there exist sets L
s
L_. ･■･, L and L of lines of D(S) and sets (pairs) v.









u L u ... Lm u Lm+1),
n L. = $ for i, j 1, 2, ... , m + 1, i^j









L. (i = 1, 2, ... , m) : the set of lines contained in a path joining
the vertices Vp and Vp ,, (5.3.62)
L : the set of lines contained in a cycle of D(S) (including a 0
m+1
cycle, i.e., L may be empty). (5.3.63)
PROOF : The first half of this equivalence is easily verified as follows.
From equations (5.3.58) and (5.3.59) and the linearity of boundary operator 3,
we have
m+1
3(0^(1(1^))) £ 9(Ol(L.)). (5.3.64)
i=l
According to the conditions (5.3.62) and (5.3.63)
8(a1(L.)) v + v , for i = 1, 2, ... , m, (5.3.65)
Pj P-;
9(^(^)3 =0.
Using the above three equations,
3(o＼(d(L, ))) = v +v +v +v ,+ ...+v +v ,.
1 b Pi Pi' P2 P2 pm pm
By the condition (5.3.60)(and (5.3.61)),the above equations lead to
8(a1(d(Lb))) =aq(Vu).
The other half of the equivalence shall be proved by induction on m




Let D(L ) be the subgraph of D(S)
containing exactly the lines of d(L ). It is clear that v and v are con-
tained in D(L,). Let B , B , ･･■, and B be the connected components of
D(Lb) and LfB^ be the set of lines contained in B. for i = 1, 2,---, t.
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Thenit is obvious that
t
d(L ) = u L(.B)
i=l
B. n B. $ for i, j = 1, 2, ... , t, i f j
t




From (5.3.70), (5.3.71) and the fact that every boundary contains an even
number of vertices, it is easy to see that the vertices v and v are contained
in the same connected component. Without loss of generality, we can assume
that
V V2 eBl
That is, there is a path in B
contained in the path. Then,
joining v and v Let L
(5.3.72)
be the set of lines
by (5.3.65) (5.3.71), we have
aCajCLCB^ Lj)) = 0, (S.3.73)
3(a1(L(Bi))) = 0 for i 2, 3, ... , t . (5.3.74)
Therefore the set L and the set L_ defined by
L2 d(Lfc) Lx = (LCBj) Lp u L(B2) u ... u L(Bt) (5.3.75)
satisfy the conditions of the theorem.
We prove the case m k + 1 assuming that the theorem is true for the case
m = k as follows. Using a method similar to that for the derivation of
(5.3.72), we can assume that two vertices v and v
(
of V are contained in a
connected component of D(L ). Let L be the set of lines defined similarly as
above and V be the set {vp vp i}. Then we have
3(d(L ) L) = aQ(Vu Vp (5.3.76)
By the induction hypothesis, there exist sets L , L , ･■■and L, _ and V , V ,
･･･ and V satisfying the conditions (5.3.59), (5.3.62) and (5.3.63) (wherek+1 J b ^
m k) together with the following conditions
k+2




u V. = V - V, .




Therefore, the sets L , L , ･･･ and L and also V , V ,
the condition of the theorem, fl
■･･ and V satisfy
k+1
The above theorem says that to accomplish a balanced state, each unbal-
anced vertex must be connected to another unbalanced vertex by a path. In
theorem 5.3.5, to be a minimum balancing process, the set L. must be composed
of lines contained in a path of minimum length joining the vertices vn and
^i
Vp.t for i = 1, 2, ■･･and m. Also, L , must be empty. Moreover, the
pairing V V , ･･･ and V must be chosen such that the total sum of the above
minimum length is also minimum. These statements are formally described by
the following theorem:
THEOREM 5.3.7 : Let S and V be the same as in theorem 5.3.6. Then L*
U D
is a minimum balancing set for S iff there exist sets L..., L_ , ･･･ and L *
* * m
of lines of D(S) and sets V1 = {vpi, vp }, V2 = {vp vp ,}, ･■-, and V *
{vpm> vpm'} of vertices of D(S) satisfying condition (5.3.60) together with the
conditions
Lb* =d-1(L1*u L2* u ... u L*), (5.3.58')




minimum length joining the vertices v and v (5.3.62')
pairs V *, V *, ... , V * are chosen such that the index c(V.5 V_, ... , V )
= E c(V. ) is minimum, i.e.,
i=l 1










where c(V.) is the length of the shortest path joining v and v
P-; P.s
PROOF : We only have to show that if equality (5.3.79) holds, then condition
(5.3.59) is satisfied. For example, the condition that L * n L2* = $ is proved
as follows :
According to condition fS.3.621").
3(^0^*)) = v + v , for i = 1, 2 (5.3.80)
Bv the condition of the theorem that V * n V * = $,
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3(0 (L *)) + 3(a (L *)) v +
Using the linearity of 3,
V
Pi
+ V + V
p2 p2
3(a (L *) + a (L *)) v + v , + v + v
11 1 2 Pi Pi' P2
P2
Assume that
Ll* n V = L12 ^ $-
Let a set of lines L be as follows :
L " V U L2* L12 P V U L2*-





3(^(10) = 8(0^4*) + Ol{L2*)) = aQ({vp , vp ,, vp , vp ,}).(5.3.85)
Hence, from lemma 5.3.7 and theorem 5.3.6, there exist sets of lines L
and also sets of vertices V = {v v1'}and V2 {v , v '}such that
L
L
= L1 u L2 u L3 ,
.: the set of lines contained in a path joining v. and v.
for i = 1. 2.
h ■■
*1
the set of lines contained in a cycle








It is obvious that
cO^*) + c(v2*) = #LX* + #L2* > #L > #L1 + #L2 > c(V1) +
c(V2). (5.3.90)
The above inequality and (5.3.89) contradict the optimality condition (5.3.79).
Hence, we obtain L * n L * = $. □
For the groups in Fig. 5.2.2(a), the negative vertices are v1 and v2 in
Fig. 5.3.11. Therefore, the pairing is only V: = (v^ v^. The paths of the
minimum length connecting v and v are (v v , v v } and {v v^, v(^2^' The
first one corresponds to case (b) in Fig. 5.2.2. Also, the second one
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corresponds to case (d). Case (c) does not correspond to a minimum balancing
process because it corresponds to the path {v^ , v v , v v }(cf. Katai§Iwai,
et al. [1975a] and Katai§ Iwai[1978c]).
For seeking the minimum balancing sets for arbitrarily given s-graph S,
theorem 5.3.7 gives the following algorithm.
Step 1 : Calculate the signs of circuits corresponding to the faces of S.
Step 2 : Make the dual graph D(S).
Step 3 : Choose the negative vertices and calculate the distances between
all the pairs of negative vertices, where the distance of two
vertices is the length of the shortest path joining them.
Step 4 : Make the complete graph whose lines are attached by the calculated
distances.
Step 5 : Seek the optimum pairs V* V * ･･･ and V * such that (5.3.60)
and the criterion (5.3.79) hold. (In the definition of index
c(V. , V , ■･･, V ), #L. equals the calculated distance be-
ween vn and vD ■, for i = 1, 2, ･■･ m).
Step 6 : Find the shortest path L.* joining the vertices of V.* for i = 1,
2, ... , m (cf. (5.3.62')).
Step 7 : Derive the minimum balancing set L * according to the rule
(5.3.58'), i.e.,
V = d"^Ll* U L2* U ･･･ U Lm*^
In the operations of step 5 and 6, the optimum pairs V , V , ･･■and
V and paths L*, L *, ---and L * are not necessarily unique. So the number
of L * produced by the last step may be more than one. As stated in theorem
5.3.7, a minimum balancing set L, can be derived by the above algorithm, and a
set L derived by the algorithm is a minimum balancing set for a given s-graph.
Fig.5.3.12 illusrates the above algorithm applied to the graph S in Fig.
5.3.10 (Steps 1 and 2 are already shown in Fig. 5.3.10). The minimum bal-
ancing process corresponding to case (i a) of step 6 in Fig. 5.3.12 is shown
in Fig.5.3.13.
Step 5 is reduced to'the so-called shortest route (path) problem as
follows. Let U. be a subset of V whose number of elements is even. The
number p of such subsets (including $ and V #V -1) is equal to 2 u =2
U"












hold, then draw a directed line from the vertex U
i
p We also attach to the line from U.
v and v
r
to U for i, j i;2
toll, the distance between the vertices
according to the calculation of step 3. The vertices v and v are
･r s- - ~- ^l.^ ^. luc vertices v ana v ar
defined by {vr, v^ = U. IL. The vertex U. means that the points contained




and v are newly paired. For the directed eraph N,we find
the
shortest routes from the starting vertex "$" to the final vertex "V ". Each
of the obtained routes corresponds to an optimum pairing V *, V * ･■･ and V *
1 ' 2 ' ' m
given by step 5. To reduce the number of vertices in N, we restrict the
routes from $ to V as follows. First, v is paired with another vertex v1
Second, if v1* v_, then v is paired, otherwise v, is paired, etc. That is
the vertex with the smallest subscript is paired at each step. This yields





} for k = 1, 2, ･･･, m. The number of the vertices of size 2k
m 2m - k
Thus the total number of the vertices is I ( ^ ) = F_ ,
1
is a Fibonacci number which is given, by Binet's formula, as follows
F2m
Hence, the number
order of (* * "*)







for seeking the optimum routes has the
= 6.854m. In the above example, the corresponding graph
N is shown by Fig. 5.3.14. In the graph, case (i) of step 5 in Fig. 5.3.12
corresponds to the shortest route $i{v., v } i {v , v0, v , v } + V .
5.3.4 Considerations on Directions and Relative Importance of Relationships
among Members
In the previous sections, we treated only the social groups in which the
directions of member-member relationships can be disregarded or, in other words
all the relations are reciprocally symmetric (cf. Newcomb[1961] and Davis
[1968])
When the directions of relations must be taken into account, social groups
are represented by signed directed graphs(signed digraphs). The definition of
balance in this case, is given as all the semiayales having positive signs.
A semicycle is a sequence of directed lines which constitute a circuit when the
directions of the lines are disregarded and its sign is defined in the same way
as the non-directed case (for details, refer to Harary, Norman, and Cartwright
[1965]). Hence, there is no essential difference between directed and
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non-directed cases, and all the theorems and lemmas remain valid except for
some slight modifications in Sections 5.3.2 and 5.3.3. Therefore, our
treatment of balancing problems is also effective by disregarding the directions
of interpersonal relations (cf. Katai 5 Iwai[1978c]) .
The modifications in Section 5.3.2 are as follows : As similar to the
quantification method IV, we introduce the next symmetrized matrix.
B'(S) = A(S) + ^(S) (5.3.93)
Then, we have
tsB'CS)s 2^(3)5 (5.3.94)
for an arbitrary sign vector SB.
Hence, theorem 5.3.3 remains valid by substituting B '(S) for A(S) in the
definition (5.3.20) of d(s)- Also, theorem 5.3.4 remains valid, where A*
is the maximum eigenvalue of B'(S). In this case, if two members (vertices) v.
and v. have antisymmetric relations, i.e., a.. = -a.., then b..' = 0. Hence,
if there exists a member v. in S such that all the relations between v. and
other members are antisymmetric, then b..'= b..'= 0 for j = 1, 2, ... , n.
In such cases, we treat the problem by removing v. from S; i.e., the assignment
of v. can be set arbitrarily for considering minimum balancing sets. For
example, in the case of Fig. 5.3.15(i), v^ can be removed from S.
The iterative algorithm in Section 5.3.2.2 is also valid by replacing
A(S) with the symmetric matrix B'(S).
The only modification in Section 5.3.3 is the definition (construction)
of the dual graph as follows : In a planar signed digraph S, if there exist
two lines joining the same pair of vertices, then we regard the region e'ncircled
by the two lines as a face of S. For example, in the case of Fig. 5.3.15(i),
the corresponding dual graph is given by Fig. 5.3.15(ii).
Also, in the previous sections, we treated the groups in which the
relations between units or objects are specified merely as positive or negative.
Such approaches (qualitative approaches) suit only a narrow area of actual social
problems. In actual groups, the relations between units or objects must
be described by the quantities reflecting their relative importance. For
example, in the 3 - nation 2 affair problem in Fig. 5.2.2, the following
statements are probably in accordance with common sense, at the present time;
the affair AF (the intervention of USSR on African countries) is more
important than the affair c.N. (the Chinese nuclear armaments) for the USA ･ and
USSR is more threatened by C.N. than USA is.
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In general, the relative importance of a relation corresponds to the
resistance to sign change of the relation. The resistance is measured by the
value of the situation due to the change. For instance, the resistance of the
relation "USSR-^C.N." is measured by the difference between the evaluation by
USSR of the policy of opposing C.N. and that of the policy of approving C.N.
Thus, the measurement of the importance is reduced to the quantification of the
value of situations. In some cases, the above value is directly measured
pecuniarily. However, in general, the quantification of value of situations is
objectively formalized as a preference problem. For instance, the subjectively
expected utility theory by Davidsen et al. (1957) shares a way for the
quantification. For the measurement of value of situations held by a human
group, it is done by psychometric methods. Among these, the method of
Thurstone - Jones (1957) based on paired comparison experiments has high
applicability to the problems in this context. For, by the method, the
additivity of value assignment holds, that is, the value assignment of a
composite situation is the sum of the value assignment of individual situations.
The notion of social balance is in nature qualitatively defined and hence,
the characterizations of balancing sets such as lemma 5.3.1 and theorem 5.3.2
are available in this case.
The characterization of the minimum balancing sets and the algorithm to
derive the sets for this case have no essential difference with those
described previously but slight modifications must be taken into account as
follows (cf. Katai S Iwai[1978a]) :
By assumming the additivity of the values attached to the relations,
theorem 5.3.3 for the characterization of the minimum balancing set is modified
by transforming the adjacency matrix A(S) = (a^.) into
A(S) = (a. . ･ w. .) ,
in ＼y
(5.3.95)
where a. . is the sign and w. . is the relative importance of the relation v^..
The other descriptions in the theorem remain valid.
The iterative algorithm in Section 5.3.2.2 remains valid by the above
modification of A(S).
For example, we show an application of the above method to the problem of
the so-called coalition formation of the units. In this case, the problems are
treated so that the unit-unit relations are fixed as positive (+) and the signs
of the unit-object relations are changed to make the groups balanced. This
means that extremely high relative importance is given to the unit-unit
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relations. Let us consider a group composed of three units v , v and v, (
such as USA., USSR and China) and two objects v. and v- (such as C.N. and AF) as
t
illustrated in Fig. 5.3.16. The candidates of the optimum sign vector s*
in theorem 5.3.3 are : CASE, 1; (11111) (the objects v^ and vg are adopted
by the three units), CASE 2; (1111 -1) (v. is adopted and v5 is rejected),
CASE 3; (111 -1 1) (v. is rejected and vg is adopted) and CASE 4; (1 1 1 -1
-1) (both v and v. are rejected). According to the theorem, we introduce
the following indices :
w(v4) = w(v4-v1) + w(v4-v2) w(v4-v3)
■･ (5.3.96)
w(v5) = w(v5-v1) + w(v5-v3) w(v5-v2)
Which of the above four cases corresponds to the minimum balancing set is
illustrated in Fig. 5.3.17. The object-object relation (v4-v_) produces the
contraction or the expansion of the regions corresponding to the four cases.
For example, the contraction of the region of CASE. 2 in Fig. 5.3.17(b) is due to
the supplemented resistance to change sign of the object-object relation from
positive to negative. The neighbourhood of the origin : w(v } = 0 and
w(v5) = 0 means that the rejecting power of the object v. (w(v -v.) + w(v -v ))
and adopting power of v (w(v4 "V3 )) cancel each other and those of v5 also cancel
each other. Therefore, in the above situation, there is no conflict for the
change of the balancing modes among cases 1, 2, 3 and 4 in Fig. 5.3.17(a)
(without an object-objectrelation). On the other hand, in Fig. 5.3.17(b) or
(c) (with an object-objectrelation), only cases 1 and 4 (for (b)) or cases 2
and 3 (for (c)) are possible.
The modificationin Section 5.3.3 is the alteration of the dual graph.
The definition of the dual graph is altered such that, in the new dual graph,
each line has the value (length) which is equal to the relative importance of
the correspondingrelation in the original plane graph. For example, the line
v v, in Fig. 5.3.11(b) has the value w , which is the same as the relative
importance w( USA C.N. ). The length of a path in the dual graphs is defined
as the sum of the values of the lines contained in it. Therefore, the
optimum path L * L * ..: , L * defined by (5.3.62") and the optimum pairing
Vl*' V2*' ■"･' Vm* defined by (5.3.79) may be different from the case of
section 5.3.3 and determined by the relative importances of the relations.
For example, for the 3 -nation 2 -affair group in Fig. 5.2.2(a), the
correspondingdual graph is shown in Fig. 5.3.18,where w-- is the value of the
correspondingrelation in the original group. The following are the six paths
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joining vx and v^ (1); Vj― v4 __ v2 (the concession of USA
to JK7OT), (2);
Vj ― v4 ― v5 ― v2 (the concession of USSR to OS4), (3); v ― v ― v ―
'
v3 ― v6 ― v2 (the concession of USSR and CTzircato USA ), (4); v ― v ― v
― v2(the concession of USSR and China each other), (5);v ―v ―v ― v (
the concession of China to USA) and (6); Vl ― V(. ― v2 (the concession of WS4
to Cfetna). When we have the following relative importances : C.N.-USA is less
than C.E.-USSR (as previously stated), USSR-C is larger than USA-C, and C-C.N.
is larger than C-AF; then it follows that w
16 <W13
> w
From Fig.5.3.18, it is clear that paths (3), (4) and (5) cannot be the minimum
balancing sets. The remaining candidates are (1), (2) and (6), while in the
discussionin Section 5.3.3, the minimum balancing sets are (5) and [6). If
the importance of the relations between USA and USSR (w + w
+ wr.) is higher than the importance of the relation of USA to China (w
+ W45
16 + ≪62)
then the minimum balancing set is uniquely determined as (6). In this case
USA concedes to China and USSR is isolated. In the other case, (1) or (2) is
the minimum balancing set according to whether the item AF is less important for
USA than for USSR and China or not, that is,
"24 > W45 + *52 (5.3.97)
where the upper inequality corresponds to (1) (USA concedes to USSR) and the
lower to (2")(USSR concedes to USA').
5.3.5 Derivation of the Minimal Balancing sets of Unbalanced Group Structures
As mentioned previously, there exists another kind of balancing set intro
duced by Harary, called minimal balancing set. A minimal balancing L for an
s-graph S is defined as a balancing set of S whose proper subset is no longer
a balancing set for S. The notion of block decomposition in graph theory is
also beneficial in searching for the minimal balancing sets for an s-graph.
As similar totheorem 5.3.5, the following theorem holds.
THEOREM 5.3.8 : Let S be an s-graph and B^ B2> ･･･, and Bt be its block
components. Then a set L of lines of S is a minimal balancing set of S iff






i = 1 i
is a minimal balancing set for i = l, 2, ･･･, t
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(5.3.98)
Therefore, we can assume that given s-graphs are nonseparable, and hence
connected s-graphs. First of all, we consider the characterization problem of
the minimal balancing sets for arbitrarily given s-graphs. It should be noted
that the sign vectors s and -s ( (-s^-s^ ･･･, -s )) yield the same grouping
of V. Hence, we identify s with -s. By the identification, the following
lemma holds.
LEMMA 5.3.8 : If S is connected, then each sign vector corresponds to a







s. = a..s. s.' for all i, j 1,2, ･ ･ ･ ,n,
s (i.e., s' = s or s' = s)
PROOF : Suppose that s' f s. Then there exist i and j such that
s.
1
s^ and s. s.
(5.3.99)
(5.3.100)
From the condition that S is connected, there exists a path v-^Vq , v≪Vq , ･･■
Vg Vj joining v^ and v■. Let us calculate the following quantities:
(a. ss )･ (a s s ) (a .s s.) =a. a ---a .s.s.v




■" ･ a ■s. ' s .
V 1 J
From (5.3.100), these quantities have different values







To characterize the minimal balancing sets for S by sign vectors, we
introduce a binary relation on the set of n-dimensional sign vectors. The
relation is defined in connection with adjacency matrix A(S), hence we denote
it bv " ^ "
Dy AfS")
DEFINITION 5.3.2 : Let s and s1 be two arbitrary n-dimensional sign
vectors Then s a^.-.s'≫iff the following condition is satisfied:
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aijSiSj ^ aijSi'sj' for all i, j = i, 2, ... , n.
(5.3.104)
From lemma 5.3.8, the binary relation has the following property.
THEOREM 5.3.9 : If S is connected , then
A^L
is a partial ordering, i.e.,
it is reflexive, transitive, and antisymmetric.
PROOF : It is obvious from the definition that the relation is reflexive
and transitive. Suppose that s y^
a..s.s. for all i, j 1, 2, ･･■, n.
Hence ^^ is antisymmetric. D
A(S)
) S' ands' A^S) s' thena..s.'s
From 1 p.mma 5.3.8. wfi have s' = s
The partial ordering characterizes the minimal balancing sets as follows
LEMMA 5.3.9 : L is a minimal balancing set of S, iff the corresponding
b y.
sign vector s is maximal in the sense of the partial ordering "≪(c-i"'i-e->
there exists no other s1 such that s1 .^L. s
PROOF : Let s' be an arbitrary sign vector and L,' be the corresponding
balancing set. Then, from theorem 5.3.2. we have L ' cL, iff a..s.s. =-15 ' b b ij l ]
for any i and any j such that a. .s. 's-' -1. That is L ' <=L, iff s' f£ s
1 J J i] l ] b b A(S)
n
For a balancing set L of an s-graph S, we introduce another binary rela-
tion (an equivalence relation) "^ " on the set V of the vertices of S as
follows.
DEFINITION 5.3.3 : Let v. and v. be vertices of an s-graph S and L, be a
balancing set for S. Then we define
v. T' v. iff v. =v. or there exists a path joining v. and v. such
that any line in the path is not contained in L, .(5.3.105)
By the above equivalence relation, set V is partitioned into equivalence class-
es which are disjoint with each other. Let E(vi) denote the equivalence class
containing v..
We classify the lines of S into two categories in relation to the equiva-
lence classes corresponding to a balancing set L,.
DEFINITION 5.3.4 : We call a line v .in L, an inherent line
3 b
ul.1 j.inJ.1 ±＼Jl＼J.J.t . HC ^a.j.j. a- liiiw v ■v ■ah *->-u "･** ^,-.-w,^






j a non-irihevent line, iff v. and v.
3
belong to different equivalence
classes.
From lemma 5.3.9, the characterization of the minimal balancing set of S
is given by the next theorem (cf. Katai fjIwai[1978c])
THEOREM 5.3.10 : If S is connected, then the following statements are
equivalent.
1) L, is a minimal balancing set.
2) Every line in L, is inherent.
3) L yields only one equivalence class, i.e., the set V.
PROOF : 1) -≫-2) :
Suppose that L, contains a non-inherent line {v , v }. Then, we have
E(vp) n E(vq) = ･. C5-3>106)












s' f s (i.e., s1 f s and s1 f -s)





a..s.s. if either v. or v. is contained in E(v ) and
i] i] i J P
the other is not contained in Efv
a .s^s.1 = ai-sis. if otherwise.








sj '^a s.s for all i and j = 1, 2, ･■･ , n, i.e
> s
A(S) S (5.3.110)
From (5.3.108) and (5.3.11b), s is not maximal. That is, if s is maximal,
then L, does not contain non-inherent lines.
2) - 3):
Suppose that L, yields more than one equivalence class, say E^, B^, ･･･ ,
E . Then, from the supposition that S is connected, E. and E. (i 4 j) are
joined by a line in L for some i and j. The line is obviously non-inherent.
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3) ->1):
Suppose that L^ is not minimal. Let s be the corresponding sign vector.




Let V and V" be as follows:
V {vi | vi e V, sisi' 1} ? $
V" {v. | v. e V, s.s. ' -1} t $
(5.3.112)
Suppose that there exists a path joining a vertex in V and a vertex in V" such
that each line in the path is not contained in L, . Let the path be denoted by
vtvq > vq vq >"'･ vq vu- Let us calculate the following quantities:
at(hV2
From the condition on the path,
V"
atqistsqi aq1q2Sq1Sq2 = ''' = VVU = '
Also, from (5.3.111), we have






That is, the left-hand sides of (5.3.113) and (5.3.114) have the same value.
On the other hand, from (5.3.112), the right-hand sides of (5.3.113) and (5.3.
114) do not coincide. Hence, for an arbitrary pair of vertices v^ V and vj£
V, vrir v . That is, if L. yields only one equivalence class, then Lfeis
1 Lb 1 "
minimal. □
The meaning of ≫inherent ≫ and " non-inherent ≫is given by the next
theorem.
THEOREM 5.3.11 : Let Lb be a balancing set for S and Lb
inherentlines in L . Then, the following statements hold,
b
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be the set of
If L ' is a subset of L, and is also a balancing set for S, then
b t>
<Lb => Lb' 3
C
･ (5.3.117)
Particularly, any minimal balancing set L contained in L also contains L,1
If x is a non-inherent line of L, , then there exists a balancing set L '
b d
such that
Lb - x = Lb- .
PROOF : Suppose that L ' c L
of L, '. Then, we have s1 ≪?^->s-
(5.3.118)
Let s' be the corresponding sign vector
Let V and V" be the sets defined by (5.3
112). Then, from the proof of theorem 5.3.10 (the proof of 3) -*-1)), E(vi)c
V or E(v.) c V" for an arbitrary vertex v. of S. That is, the following
statement holds.
If Lb , Lb<, i.e., s'A>s) s, then s.' = s. or s.< = -s.
for all v in an equivalence class induced by L, .
1 b (5.3.119)
Therefore, we obtain
a s 's ' =a..s.s. for all v. and v. in the same equivalence class
ij i i i] i ] i ]
Hence, if v^v-
induced by L, .
(5.3.120)
is an inherent line of L, , then vv- is contained in L
Suppose that v v is a non-inherent line of L . Then, from the proof of
theorem 5.3.10 (the proof of 1) - 2)), there exists a sign vector s' such that
s
A?S) S and atuSt'Su' = "atuStSu = X (5.3.121)
Let L ' be the corresponding balancing set. Then, we have L ' <= L and
v v i L '. □
t u b
In the sequel, we consider a method to derive the minimal balancing sets
contained in an arbitrarily given balancing set L . From lemma 5.3.9, the
problem is reduced to search for the maximal sign vectors s's such that
s ■^1.s, where s is the-corresponding sign vector of L, . Let t = (t.








i = 1, 2, ･･ ■ . n
Then, from (5.3.119) in the proof of theorem 5.3.11





in each equivalence class induced by L, (5.3.123)
If we seek the optimal t (which yields maximal s') instead of searching for s
then we can condense each equivalence class into a vertex. That is, we con-
struct a graph G^ in which each vertex e. corresponds to an equivalence class
E
C 1 ―r ^u""1""v-c ^±a
. induced by L^, and two vertices are joined by a line when there exists a
non-inherent line of L joining the corresponding equivalence classes. Let t
denote the corresponding assignment to e for j = 1, 2, ･･･ , k, and Er. denote
the equivalence class containing v. for i = 1, 2, ･･･ , n. Then
i
i = t , s ' = s^ for i = 1, 2, ･■･ , n
i i (5.3.124)
Fig. 5.3.19 shows the above construction of graph G for the s-graph S in Fig
A balancing set LK and the corresponding sign vector are shown in (i)
In this case, L, yields four equivalence classes E,, E_, E,, and E^. Lines
V-v, and v,v_ are contained in E. and E_, respectively, hence they are inherent
lines of L,, and the other broken lines are non-inherent lines of L, . The
b b
final graph G is shown in (ii), where e. corresponds to equivalence class E.
for i = 1, 2, 3, and 4.
LEMMA 5.3.10 : An assignment vector t = (t.., t-, ･･･ , t.) gives a mini
mal balancing set L, ' contained in L,, iff subgraph G ' of G is a connected
graph, where G ' is obtained by removing all the lines e e from G such that
lp V
PROOF : From (5.3.124)
Vsj' = sisJ if ＼'＼
s.-s.' ,siSj if V^t ･
(5.3.125)
Therefore, a non-inherent line of Lfejoining equivalence classes with the same
assignment is also contained in L ' and a non-inherent line joining equiva-
lence classes with different assignments is not contained in Lfe'. Hence, two
equivalence classes (induced by L ) which have different assignments and are
adjacent to each other (i.e., are joined by a non-inherent line of Lb) belong
to the same equivalence class of I^1. The lemma follows from theorem 5.3.10.D
The following theorem is a direct consequence of the above lemma.
THEOREM 5.3.2 : An assignment vector t = (t,, t_
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, ti.) gives a mini-
mal balancing set L ' contained in L,, iff there exists a spanning tree of G
such that t = t when the distance between e and e on the tree is even and
P q P q
t = -t when the distance is odd.
p q
PROOF : From lemma 5.3.10, t gives a minimal balancing set, iff G ' is a
connected spanning subgraph of G .
It is obvious from the definition of G ', if an assignment vector t = (t
t->,･･･ > t,) is given by a spanning tree of G such that t = t when the
L K C p C|
distance between e and e on the tree is even and t = -t when the distance
P q P q
is odd, the corresponding graph G ' contains the tree; i.e., G ' is a connectedc c
spanning subgraph of G .
If graph G ' is a connected spanning subgraph of G , then G ' contains a
spanning tree of G .
From the definition of G ',two arbitrary vertices (of G
cent to each other in the tree have different assignments. D
) which are adja
From the above theorem, the problem is reduced to searching for the span-
ning trees of graph G . Each spanning tree of a graph is obtained by the
following procedures (for details, refer to Harary [1969, pp. 32-40]).
First, remove a line contained in a circuit from G . Second, remove a line
which is contained in a circuit from the graph obtained by the previous step.
Repeat the above process until all the circuits in G disappear.
In Fig. 5.3.19(ii), graph G contains two circuits x., x~, x_ and x_, x.,
x . If line x is removed from G , then the former circuit disappears. The
removal of x eliminates the remaining circuit x_, x., x_. No circuits remain
and the procedure stops. Table 5.3.2 shows the list of the lines removed from
G .
c There are eight ways for eliminating the two circuits of G ; case 1 cor-
responds to the above mentioned example. Fig. 5.3.20 shows corresponding
"spanning trees and the assignment vectors.
In general, duplications of the assignment vectors occur. In the above
example, four cases 1, 4, 7, and 8 yield the same assignment vector t (1,
-1, -1, 1). Hence, we obtain five distinct assignment vectors and the cor-
responding minimal balancing sets are shown in Fig. 5.3.21.
The algorithm to derive all the minimal balancing sets contained in an
arbitrary given balancing set L, for an s-graph S is summarized as follows (cf.
Katai § Iwai[1978c]):
step 1: Partition the set V of the vertices of S into the equivalence classes








(L) is also a minimal balancing set.




step 2: Make the condensed graph G .
step 3: Seek all the spanning trees of G .
step 4: Calculate the assignment vector t for each sapnning tree, where a
specified vertex, say e , is assigned as +1 (to avoid duplications),
step 5: Delete the duplicated assignment vectors, i.e., list up all the
distinct assignment vectors derived from step 4.
step 6: Referring to each assignment vector t, delete all the non-inherent
lines from L, , each of which joins two equivalence classes with
different assignment values of % .
The final step 6 yields all the minimal balancing sets contained in L, .
For planar s-graphs, theorem 5.3.6 yields the following theorem.
THEOREM 5.3.13 : Let S and Vy be the same as in theorem 5.3.6. Then L^
is a minimal balancing set for S iff there exist sets L,, Lo, ･･･, L of lines
id m
of D(S) and sets (pairs) Vx {vpi> vpi,}> V2 {v^, v^,}, ･･･ , and Vm =
{ vp , vp ,} of vertices of D(S) such that conditions (5.3.58) (5.3.62) of
theorem 5.3.6 are satisfied (i.e., the set of lines L
m+1
empty).
in theorem 5.3.6 is
PROOF : The theorem is easily verified from the fact that set L n inJ m+1
theorem 5.3.6 is unnecessary for balancing and any proper subset of a path is
no longer a path joining the endpoints of the path. □
From lemma 5.3.7 and theorem 5.3.13, the following procedure gives a mini-
mal balancing set. First, partition the set V of negative vertices into
pairs V^ V2> ... , and Vm- Second, seek the sets 1^, L2, ... , and Lm such
that each L. is composed of the lines contained in a path joining the vertices
of V.
1
set. If L contains no cycles, then d
for i = 1, 2, ･ ･ ･ , m
L, ~ ･･･
Third, calculate o-,(L,) + o,(L2) + ... + a,(L 1
Let L be the lines contained in the above sum. Then, d
If L contains at least one cycle, then delete all the lines (each of which is
contained in a cycle in L) from L. The resultant set gives a minimal balanc-
ing set (see theorem 5.3.13).
Also, from theorem 5.3.13, an arbitrary minimal balancing set is given by
the above procedure. For example, in the case of the s-graph shown in Fig.
5.3.10(i), let V, = {v,, v4}, V2 = {v,,, V3}, V3 = {v5, v6>, and 4 {v^,
V13V6} Then, we have
(L) is a balancing
a 1^
+ai(L23 +ai(L3} = V1V3 + (V2V1O + V10Vll * VllV
+< V4V13 + V13V
+ ^V3V12 + V12V4 + V4V8 + V8V3^(5.3.126)
The corresponding balancing set is shown in Fig. 5.3.22. In the above equa-
tion, the right-hand side is composed of three paths joining v1 and v^, v2>and
V5 ' V4 and v and a cycle v3v12, v12v4, v4vg, vgv3. Deleting the cycle from
the right hand side yields a minimal balancing set as in Fig. 5.3.23. Conti-
nuing the above procedure, we can find all the balancing and the minimal bal-
ancing sets.
5.4 Quantification of Degree of Balance from Statistical Point of View and
Classification of Types of Balance by Finite-state Systems Theoretical Aspect
In previous sections, we have discussed the derivation methods of the
minimum balancing sets for unbalanced group structures. As mentioned in
Section 5.2, the number of elements in a minimum balancing set of an unbalanced
group can be regarded as a degree of balance (more precisely, degree of un-
balance) of the group. Thus, the derivation methods provide a way for calcu-
lating the degree of balance.
These discussions are, however, concerned only with the characterization
of given fixed social groups (s-graphs). In actual social groups, the member-
member relations are not constant but fluctuate between positive and negative.
Therefore, the degree of social balance should be evaluated statistically
and also a finite-state systems theoretic structure of the interpersonal rela-
tions should be introduced for the definition of social balance (cf. Katai,
Iwai, et al.[1975a§b,1976d] and Katai £Iwai[1978b]).
In section 5.4.1, we calculate the probability of balance of social groups
with given graph structures assuming that the member-member relations are
stochastically independent. For the calculation, we introduce the notion of
cycle polynomial and the statistical properties of social balance are discussed.
The cases where the relations are not independent are discussed in Section
5.4.2. We introduce a group structure called relational structure where the
relation between a pair of members is determined by the opinions or attitudes
they hold about certain social arguments, beliefes or norms. In this frame-
work, three types of social balance are introduced, i.e., totally balanoed,
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totally unbalanced and partially balanced. The first type is the case where
there is no room for the occurrence of an unbalanced state. The second type
is one where there is no possibility of resolution of an unbalanced state.
A group of the third type may be balanced or unbalanced according to the
opinions held by its members. We also consider the characterization of three
types.
5.4.1 Quantification of Degree of Balance from Statistical Point of View
In this section, the statistical nature of the graph structures of social
groups on their balance is discussed. We denote the graph (group structure)
of a social group by G and the lines in G by x,,x ■･･,x and x . Also the
cycles in G are denoted by a ,a ,■■■,a , where a cycle of G is a sequence of
U -L K~i.
lines composed of closed paths (circuits) contained in G. The cycle composed
of no circuits is called 0-cycle. Therefore, a circuit is a cycle but not
vice versa. For example, in Fig. 5.4.1, the sequence of lines x ,x_,...,xo
1 I o
is not a circuit but a cycle composed of two circuits, i.e., x..,x,,,x_,x. and
Xg,x,,Xy,Xg. For the 0-cycle <?,, we set a_ 1. A cycle ck in G is formally
described by the product of lines, that is,
a. = x. .x x.
1 xl X2 X
where distinct lines Xj,, x^_,...and Xi . are contained in a.





DEFINITION 5.4.1 : For an arbitrary graph G, the following polynomial of x1






Oi = 1 +.^ xil.xi2 xim.
(5.4.2)
The corresponding cycle polynomial of graph G in Fig. 5.4.1 is calculated as
follows:
c(xisx2,...,xm : G)





























1 X12 + X5 Wx8-Xio-Xirxi2
Wxio-Xirxi2
x8.xg.xlo.xn.x12 + xrx2.x3.x4.x5.x6.x7.xg
X X X X X X X X
(5.4.3)
As aforementioned, a collection of cycles {o"i ai ..,o"i} is called a set of
fundamental cycles (cycle basis) of G iff any cycle a of G is uniquely repre-
sented by a product of cycles contained in the collection under the following
Tl11P *
x-l2= 1 for all i = 1,2,...,m. (5.4.4)
The above rule corresponds to the rule : 1 + 1 = 0 on the two element field
p = {o, l}. In Fig. 5.4.1, the collection of cycles {x .x .x .x .x .x .x .xo,
x .x .x .xfi,x .x .x , x .x .x .x .x .x .x }is a set of fundamental cycles,
bo/o boy bo/olu 11 lz
For example, a cycle x^x-.x^.x-.x .x .x .Xj .x.-.x is represented by the
product of all the cycles contained in the set.
From the above definition, any cycle of G is represented by a product of
circuits of G. Therefore, we can assume that all the cycles d^ ,a-,... and
°iu are circuits. For example, {Xj.x2.x3.x4> x5.xg.xg, x6.xy.x9, x1Q.xir
x..} constitues a set of fundamental cycles of G in Fig. 5.4.1.
Using the notion of fundamental cycles, the calculation of a cycle poly-
nomial is done as follows:
LEMMA 5.4.1: Let io^ ,a^ ,...,o^ } be a set of fundamental cycles of G
Then the following equality holds.
c(xpx2,...,x : G) =
u
n (1 a-)




PROOF : Each cycle in _Gis uniquely represented by a product of cycles con-
tained in the set {ai ,0i ,...,a＼}. Also, from the definition of cycle, any
1 Z U
product of cycles in G is also a cycle of G. Therefore, equalities (5.4.5)
and (5.4.6) are valid. D
In the case of the above example, we have
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C(X1'X2 X12> = V + X1.x2.x3.x4)(l + xs.x8.x9)(l + x6.x7.xg)
(1 + xio xll X12}
(5.4.7)
A cycle polynomial has the following property.
LEMMA 5.4.2 : Let a be a cycle of G. Then under the rule (5.4.4), the
following equality holds.
a-c(x1,x?,...,x : G) = c(x.,x?,...,x : G)
(5.4.8)
PROOF : Let a and a' be cycles of G. Then under the rule (5.4.4), their
product a-o< is also a cycle of G. If two cycles o-o< and a-a" coincide with
each other, then a' is equal to a", for
a" = (o-o~)-o" = a.(cr.a") = 0.(0.a1) {a.a).a1 - a'. (5.4.9)
Therefore, the polynomial O-c(.x1,x2,...,Xj,,: G) is the sum of distinct k cycles
of G. The number of cycles of G is equal to k. Therefore, a-cfxpX,,...,
x^ : G) c(x1,x2,...,xm : G). D
The following theorem is a derect consequence of the above lemma.
i
THEOREM 5.4.1 : When a value c^ (+1 or -1) is attached to the line x. for
l,2,...,m, then the following statements hold.
G is balanced iff c(dj,&2> ...,dm : G) = k, (5.4.10)
G is unbalanced iff c(d ,d ,...,d :G) =0. . .
PROOF : G is balanced iff each circuit o has a positive sign. According
to the definition of cycle, the sign of each cycle in G is also positive.
Therefore, from the definition of cycle polynomial, c(d ,d ,...,d : G) is
equal to k.
In this case, the condition (5.4.4) of lemma 5.4.2 holds, that is,
di = 1 for all i = l,2,...,m.










If c(d,,d2,...,d : G) = k, then every cycle of G has a positive sign.
Therefore, G is balanced.
If c(d.,d_,...,d : G) ^ k, then there exists at least one cycle whose
sign is equal to -1. Therefore, G is unbalanced. D
Using the above theorem, the calculation of the probability of balance of
a graph G under the assumption that the signs of lines are stochastically inde-
pendent is as follows (cf. Katai, Iwai et al. [1976d] and Katai £Iwai[1978b]).
THEOREM 5.4.2 : Let p. be the probability that the sign d. of the line
x. is equal to +1 for i 1,2,...,m. If the signs of lines in G are stocha-
stically independent, then P,(p.,p_,...,p : G), the probability of balance of
the graph G, is as follows:
P (p p2,...,pm : G ) = c(2p1-l,2p2-l,...>2pm-l : O.k"1
(5.4.141
PROOF : The next equality is a direct consequence of theorem 5.4.1
P (p p p : G) = E[c(dl,d2,...,dm : G)-k






From the assumption that the random variables dpC^,... and dm are stocha-
stically independent, we have
EIV＼ d. ] = E[d
m.
1
i ]-E[d- ] E[d. ]
12 m. (5.4.16)
According to the probability law of d..
EtdJ = 1-Pi + (-l)-(l -P^ 2Pi 1 for i = l,2,---,m.(5_417)
Substitution of these two formulas (5.4.16) and (5.4.17) to (5.4.15) verifies
the theorem. □
As stated in the proof of theorem 5.4.1, the probability of the balance
of a graph G is equal to the probability that all of the cycles in G have
positive signs. The signs of cycles in G are not stochastically independent.
The relation between the probability of balance of G and the probability law
of the sign of each cycle in G is given by the following corollary.
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COROLLARY 5.4.1






£ Prob.(s(a.) = 1) l,
i=0 1
) is the sign of cycle a. for i 0,l,---,k-l.
As stated in the proof of theorem 5.4.2
pb(pl p2' ---'K i G) = ( Z E[s(a.)]).k
i=0 1
The value s(o.) is +1 or -1, therefore
1
EfsC^)] = l-Prob.CsC^) = 1) + (-l)-Prob.(s(O.) -1)
2-Prob.(s(aJ = 1) 1 for i = 0,1,･■･,k.
Substituting the above formulas to (5.4.19) verifies the corollary. Q




COROLLARY 5.4.2 : For the case where p, p2 = ･ ･ ･ = p p, the proba-









where c. is the number of cycles whose length is equal to j. Particularly,
when p is equal to ■=-,
V2' 2' '2 ' °J " k (5.4.22)
Fig. 5.4.2 shows some examples.
In the remaining part of this section, the interdependence among the bal-
ance of graphs (groups) is discussed (cf. Katai, Iwai, et al.[1976d] and Katai
§Iwai[1978b]).
As aforementioned, a graph G can be decomposed into its block components
such that each circuit of G is contained in exactly one block component of G.
If the number of block components of a graph G is equal to t, then k, the num-
ber of cycles contained in G, is equal to 2m"n+t where m and n are the numbers
of the lines and the vertices of G, respectively. Therefore, equation (5.4.22
) in corollary 5.4.2 is written as
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COROLLARY 5.4.2
p (L I . I
V2' 2' '2
G) = £ 2 -* (5.4.22')
If a graph G is decomposed into its block components, then the cycle
polynomial of G is also factorized as follows:
LEMMA 5.4.3 : Let B B2 and B be the block components of G. Then,
c(x x2,---,xm : G) = c(Xl,x2,...,xm : B^-cCx^x^ ･ ■･ ,xm : IJ
PROOF : Let X {a a
c(x x ■■･,xm : B ) (5.4.23)
a } be a set of fundamental cycles of G. As
1" I ' U _
aforementioned, we can assume that the cycle a. is a circuit of G for i = 1,2.
･･-,u. From the definition of block components, each circuit a. is contained







be the subset of £ whose elements are contained in block component








n Z. = <j) for i =＼i
(5.4.24)
is easy to show that £. constitute a set of fundamental cycles of B. for i
2 ･･･, t, because if there is a cycle a of B. which cannot be represented
by a product of circuits contained in £., then it cannot be represented by
a product of circuits contained in E , which contradicts the assumption that
E is a set of fundamental cycles of G. Therefore, from equality (5.4.5),
c(x1>x2,---,xm : B.) = n (1 +(J) for i = l,2,---,t
Taking note of equalities (5.4.5), (5.4.24) and (5.4.25), we have
t
c(x x xm : G> = H c(x x ,･･･,x : B.)
i=i x l mi
(5.4.25)
(5.4.26)
The above equality yields the following statement which is equivalent to
lemma 5.3.? in Sprtion 5.3.3.1.
c(d1,d2,■--,dm : G) ＼0 iff c(d1,d2,---,dm : B.) ＼0
for all i = 1,2, ･･ -,t
The next theorem is a direct consequence of the above lemma.
(5.4.27)
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THEOREM 5 4 3 Let B,,B-,,---B be the block components of G, then
Pb(Pl'P2'-"'Pm : G) Pb^l'P2' ･■･'Pm : Bl^PbtPl'P2'---'Pm : B2>"
■■■pbCPl'P2'-"Pm : "V" (5.4.28)
The effect on the probability of balance of a graph G caused by the
removal of a line from G is represented by the next theorem.
THEOREM 5.4.4 : Let x. be a line of G. Then, if x. is not contained in
any cycle of G, the probability of balance is not affected by the removal of
x.,i.e.,
VPl>P2'--'Pi-l'Pi+l'---'pm : G" xi>
= VPl>P2'""''Pi-l'Pi'Pi+l'--->Pm : G^
If x. is contained in a cycle of G, then
Pb(P1,P2>---,Pi_1,Pi+1,--,Pm : G-x.)
= 2-P bCP1JP2.---,Pi_1,2'Pi+l'---'Pm : G)
(5.4.29)
(5.4.30)
PROOF : Let E. be a subset of £ = {a; a is a cycle of G} as follows:
E^ = {a; a contains the line x,}
It is clear that





^ d>. Let a' be a cycle contained in E.. Then, from
equality (5.4.8), we have
{a'-a ; a e E} = E
It is clear that
if a e E. then a'-a e E E.
and
That is
if a e E E. then a'-a e E.






Taking note of (5.4.33) and (5.4.36), we have
(Z-Zj) = #(Ei).
Therefore, the next equalities are valid.
#(E - Z.) = #(E) = k if E. <j),








, then the probability of balance of a graph G is as follows
(P1,P2.---.Pi.1.2'Pi+i--".Pm : G)
cC2Pl 1, 2p2 I,---. 2pi_1 1, 0, 2pi+1 I,---, 2pm 1 : O-k"1
(5.4.40)
On the other hand, we have
Pb(P1,P2,---.Pi_1,Pi+1,---JPm : G-x )
c(2p 1.2p2-l,---,2p._1-l,2pi+1-l,...,2pm-l : G-x.).k




if E. * <|>.
From the definition of cycle polynomial, it is easy to see that
c(x1,x2,...,xi_1,0,xi+1,-.,xm : G)
= cCx^x-.-.-.x. ,,x. ,...,x : G-x ).
(5.4.42)
(5.4.43)
Taking note of (5.4.40), (5.4.41), (5.4.42), and (5.4.43), the theorem is
verified. Q
Let G and G be two arbitrary subgraphs of G. Then the following dis-
cussions are valid.
THPOBPM R A Z.･ T-F-t-Viorn^Al+nr, tXot
G2 = Gx or G2 c G
(5.4.44)





Therefore, inequality (5.4.45) is valid. D







sarily valid. For example, in Fig. 5.4.3, let G
if V-^> then pAGo is balanced | G is balanced)<P (G is balanced),
(5.4.51)
if p>i then Pu(G is balanced I G, is balanced)sPJG is balanced).
r 2 b 2 1 u i




The above inequality (5.4.52) generally holds by the following statement.








Prob.(G. is balanced I G is balanced) ^ + ^―*V
Z l 1+C2P-1) .
And let p. be equal to p for i = 1,2,･･･,5. Then, the probabilities are
Prob.(G2 is balanced | G1 is balanced) > Prob.(G2is balanced).
(5.4.45)
PROOF : According to the definition of conditionalprobabilityand to the
factthat any subgraph of a balanced graph is also balanced, the following
equalitieshold.
Prob.(G is balanced | G is balanced)












for all i = 1,2,■ ･ ･ ,m
is balanced | G is balanced) > P
D CG2
is balanced)
for arbitrary subgraphs G. and G_-
PROOF : From the definition of conditional probability, we have





















,} be the sets of the cycles
Then, from theorem 5.4.1, we have
are balanced)
k-1 1























be arbitrary two cycles of G. Then, we have
E[a-a'] - E[a]-H[o']
n (2p. -1). n (1 (2p. -I)2)
iflul' Inl' x ielnl' x (5.4.58)
Therefore, if condition (5.4.53) holds, then the right-hand side of the above
eaualitv is nonneeative. i.e..
Efa-a'] > E[a]-E[a']

















Therefore,inequality (5.4.54) is valid. □
In the next section, we discuss the general case where the assumption of
independence does not hold.
5.4.2 Classification of Types of Balance by Finite-state Systems Theoretical
Aspect
As aforementioned in the introduction, interpersonal relationships are
sometimes determined by the members' opinions or attitudes about certain social
arguments, beliefes or norms. Suppose that the opinions or attitudes of each
member are categorized to finite items (internal states). If the signs of
the interpersonal relations are consistent with this categorization, then the
followinginterpersonal group structure has significant meaning in examining
the actual situations of social groups (cf. Katai, Iwai, et al.[1975a]and Katai
S Iwai[1978c]).
DEFINITION S.4.2 : A group with a relational structure (a group w.r.s.)







where (1) V = {v,.v-, ･･ ･ ,v } is a finite nonempty set, referred to as the set
of members (in the group); n represents the number of members. (2) X is con-
tained in the product set V ≪ V of distinct unordered pairs of the elements of
V, called the set of direct relations (in the group) . (3) We call the graph
G = (V,X) the graph structure of R and denote it by G(R). (4) S(vi) is
a
finite nonempty set representing the set of internal states of the member v..
(5) Rv-v- is a function mapping the product set S(v.) xS(v.) into the
set
{+1,-1}, where {v.,v.}eX and also Ry-v- is symmetric in the following sense:
Rv.v.
1 1
(5 s.D =Ryv (s s.} forallvS^.allyS^.
J j i (5.4.62)
Th value R (s s ) represents
the interpersonalrelation
(! or -1)




3. - internal states as
between the members v. and v when v. and v. teke the
and s., respectively,
members v. and v ..
1 we
cill this'function Rv.Vj the
relation fusion of
, ., Tf they take their
Plg. ,4, sh TJ.
-:-:≪;;2 tlX^e^,
r.U-
internal states as s^,s2 and s3> respective y,
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tions are +1, +1 and +1, respectively and the group is balanced. If the
member v? changes his internal state (his opinion) from s~ to S-, then the
relations become -1, +1 and +1, and the group becomes unbalanced.
In the context of this group structure, the properties of balance are
classified as follows:
DEFINITION 5.4.3 : A group w.r.s R is said to be totally balanced iff the
group is balanced no matter how each member in the group takes any of his
internal states. A group w.r.s.R is said to be totally unbalanced iff the
group is unbalanced no matter how each member in the group takes any of his
internal states. A group w.r.s.R is said to be partially balanced iff the
above two requirements do not hold, that is, the balance of the group depends
on the internal states taken by the members.
In Fig.5.4.5, these balance types are shown in the case of a group with
three members similar to Fig.5.4.4.
A subgroup of a group w.r.s is defined as follows.
DEFINITION 5.4.4 : Let R = (V,X,(SO^)}Vi&y,(RViv■^{Vi,v ■}£x) be a 8rouP
w.r.s. and G" (v",X) be a subgraph of G(R) = (V,X). The restriction of R to
G^is a group w.r.s. denoted by Rip-is as follows:
Rk-CV.X^SCv.J^tR }{Vi>
£_) (5.4.63)
The discussion about the balance types of a group R is simplified using block
decompositionof the graph structure G(R) of R (cf. Katai § Iwai[1978b]).
THEOREM 5.4.7 : For any group w.r.s. R, the following statements hold,
where B,,B2,--- and B are the block components of G(R). R is tatally bal
anced if all the block components of G(R) are totally balanced, i.e., Rig,
Rig ,-■･and R|R are totally balanced.
PROOF : As stated in lemma 5.3.2, an s-graph is balanced iff all of its
block components are balanced. Therefore, R is totally balanced iff R|g^>
^Ib9>--- and ^|b are totally balanced. D





(1) R is totally unbalanced if at least one of the block components R B
p n ･･･ and RIr is tatally unbalanced
r>i>2' It
(2) R is partially balanced only if none of the block components R b .
R B ,･■■and R Bt is totally unbalanced and at least one of them is partially
balanced.
PROOF : The statement (1) is clear because any group w.r.s. R is totally
unbalancedif its subgroup is totally unbalanced.
If R is partially balanced, then there exist internal states s ,s_,--,s
such that s. sS(v.) for i = 1,2,■･･,m and the resultant s-graph is balanced.
Therefore, if R is partially balanced then none of R|BpR| B2> ''' an(*^1B-tare
not totally unbalanced and not all of them are totally balanced. 0
According to theorem 5.4.7, for the characterization of totally balanced
groups, it is sufficient to consider the case where G(R) is nonseparable.
A graph consisting of only two vertices (one line) is considered (vacou-
sely) balanced. We call a nonseparable graph consisting of at least three
vertices as strictly nonseparable graph.
If two members v. and v. have a direct relation, that is, {v^,v.} e X, then
the function Rv.v- is a mapping from S(v.) xS(v.) into the set {+1, -l}.
Therefore, the inverse function (mapping) RViv^ produces a partition {RViVj C+'l)
Ry.v-C-1)} on the set s(v.) *S(v.), i.e.,













We denote by p] = {Sfv^* , Sfv^
(5.4.64)
} any partition of S(v.)> where suffix j
nc uciiulc u/ r. ― l*jv.v■;.*-i > *■＼J-i y x 1
corresponds to the member v. that has a direct relation with v±. Let P = {S}
and P≪ ={S'} be two partitions on the same set We call P a refinement of IP'
or P is finer than P', if every set in P is contained in a set S' off.
In other words, each set S' in P1 is a union of some of the sets in P, and P'
is said to be coarser than P.
LEMMA 5.4.4 : Let R be a group w.r.s. such that G(R) is strictly non-
separable. If R is totally balanced, then for any pair of members vt and Vj
such that {v.,v.} e X, there exist partitions p{ and W1. on Sfv^ and S(Vj),
respectively! such that the partition {RvJVj(+1l. Rvjvj(-1)> is coarser than
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the partition fl xW1,
SCv^., S(v.):xS(v.)
i.e. the product partition {S (vj^)* x S(v^ )^, S(vi)|x
+., S(v.)T x S(v.)7} on the set S(v.) xS(v.).
PROOF : From the definition of strictly nonseparable graphs, the line x =
{vi,v.} is contained in a circuit o^, of G(R). Let vk ,vk ,･･･ and vk be the
vertices contained in a.. If the group R is totally balanced, then for any
internal state sk e S(vk ) for q = 1,2, ･･･,r, the signed circuit <?ij(ski ≫sko≫""
･･･,sk ) has positive sign where 0ij(skj,sk2,･･･,sk ) is constructed from a.,
by attaching the sign RVR vkq+1(skq>skq+1) t0 the line {vkq'vkq+i} for 1 = l>2>
■■･,r ( for convenience vk is set to be vk ). Let va and v^ be the verti-
ces adjacent to v. and v. in the circuit a.., that is, the lines {v ,v.} and
1 j ij a 1
{vj(vb} are contained in a^ (see Fig.5.4.6). Let skl,sk2>･･･,sa,sb,･■■ and
sk be fixed. For any internal states s^SO^ and Sj eS(Vj), the following
equalty holds.
the sign of oij(ski,sk2.---,sa,s.,s.,sb.---,sk ) = + 1
That is, for fixed s




In the other words,
(5.4.65)
) and s, eS(v,), the following function f(s-,s) has
sb3 (+1 or -1), i.e.,
Rv v.(Sa'Si)-Rv.v.(si'Sj)-Rv.vK(Sj'Sb) =h(sa'Sb}'





Let S(v.)+ and S(v.). be the subsets of S(v.) as follows:
scv^; = rvv(V) Vd
s*0j -Kw.CSa.-rVl)
J an












P1 = {S(v.)t, S(v;.)i} satisfy the condition of the theorem. 0
The next corollary is a direct consequence of the above lemma.
COROLLARY 5.4.3 : Let Pi = {SCvJ, SO^"} and P. = {S(v.)＼ S(v.)"}
denote arbitrary partitions on S(vi) and S(v.), respectively. If v. and v.
have a direct relation RViV. such that the partition {RyV(+1)> R^v-C"1)} is
not coarser than any product partition P. xW ., then any group R containing v.
and v. is not totally balanced when its graph structure G(R) is strictly non-
separable.
For example, the members v^ and v in (1) and (2) in Fig. 5.4.7 satisfy
the condition of the above corollary. The group R is not totally balanced
because the graph structure G(R1) is strictly nonseparable However, it is
easy to see that the group R2 in (2) is totally balanced. Therefore, the
condition of strict nons.eparability is essential.
In the above lemma 5.4.4, the partition P"! on S(v.) does not depend on
the member v., i.e., the following theorem is verified.
THEOREM 5.4.9 : Let R be the same as stated in lemma 5.4.4. Then R is
totally balanced iff there exists a partition {S(v.) , S(v.) } on S(v.) for
i 1 2 ■"■,m such that the following conditions are satisfied.
Rv (s^s,) = +1 if sieS(vi)
+
)





(si,s.) = -1 if si£S(vi)
+ ,
s.eS(v.)~ or s^Sfvp", s.eS(v^
+
(5.4.71)
PROOF : Assume that R is totally balanced. Let s and s, be the internal
states of v and v respectively, as shown in Fig.5.4.8. According to the
C Q'
same method used for the derivation of equation (5.4.66), all the paths join-
ing s and s
+1.
have the same sign h(s , s,). Let s be fixed and assigned to
Then we can assign +1 or -1 to any internal state sd according to the
sign hfs ) = hfs , s ,). From the definition of total balance that every cir-
cuit has the sign +1, the following equation holds for any vi and v. such that
{v. v.}e X (see Fig. 5.4.9)
h(s J-R
1 vivj





Let the sets S(v-) and S(v.) be as follows for i = l,2,--,m
S(vi)+ {si£S(v.) ; h(s.) +1}
S(v.)~ = {sieS(Vi) ;h(Si) - -1}
By equation (5.4.73), the partitions S(v.)+, S(v.) (i 1,2,･･･,n)
satisfy the condition of the theorem.
To prove the sufficience, we use the notation as follows.
h(Si) +1 if s. eS(Vi)
+
h(s.) -1 if s.eS(v,r








= hfs^ -h(s.) for all Si e SO^, all s. £S(v.)
f5.4.7fi1
＼ ,s, ) be a circuit in R. The sign of a is defined byr
the sign of a R (s.
v v k
kl k2 X I K
R (s. ,s




k )2 h(s, )2-h(s, ) = +1
K2 r 1 (5.4.77)
Therefore, R is totally balanced. D
THEOREM 5.4.10 : The partition {S(v.)+, S(v.)"} in theorem 5.4.9 is unique
for i = 1,2,･･･,n.
PROOF : Let v. and V. be the vertices adjacent to each other, and {S (v^
S (v,)"} and {So(v-)+. So(v.)~} be partitions on S(v.) for i = 1,2,･･･,n satis-
ct i p i p i i
fying the condition of theorem 5.4.9. Then, from equations (5.4.70), (5.4.71)
and (5.4.76),
v^-w -y^w c Rv.v^si'si^>
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(5.4.78)
whereha and h^ are the signs defined as similar to (5.4.75). Multiplying
h (s.)-hg(si) to the both sides of (5.4.78), we have
ha(si)-h6(si) ha(sj)-hB(sj), for all s^Sfv.), all s.sS(v.).
(5.4.79)
The left side is a function of s^, and the other side is a function of s-.
Therefore, we have
ha(si} 5 VSi3 °rha(si) " -he(si}- (5.4.80)
That is
<W +' W"} - {SB(vi)
+
' SB(vir> (5.4.81) D
A graph G = (V,X) is a complete graph when X V R V. The above theorem
means that the members in a totally balanced group have an enough consensus
about their opinions in the following sense.
COROLLARY 5.4.4 : Let R be a totally balanced group such that G(R) is
strictly nonseparable. Then, we can extend the group R to a totally balanced
group R' whose graph structure G(R')is a complete graph, by adding direct re-
lations between the members not adjacent to each other in the original graph
GOO.
PROOF : When a line {v^v-} is not contained in G(R), we make the function
Rv.y according to the equations (5.4.70) and (5.4.71) in theorem 5.4.9. The
resultant group R1 satisfies the conditions of theorem 5.4.9, so it is totally
balanced. □
For example, in Fig.5.4.10, the group ^ is totally balanced and it can be
extended to the totally balanced group R2 by adding relations RVlv3 and Rv2v4-
Theorems 5.4.9 and 5.4.10 completely characterize totally balanced groups.
For totally unbalanced or partially balanced groups, however, the charac-
terizations are not so easy. We can show the necessary and sufficient condi-
tion of total unbalance only for the case when G(R) is composed of only one
circuit as follows (cf. Katai § Iwai[1978b]).
THEOREM 5.4.11 : Let R be a group w.r.s. such that G(R) contains exactly
one circuit a and v^.v^, ■■･,vkr be the vertices contained in the circuit.
Namely, the circuit a is composed of the lines {vk ,vk }, ^vk2'vk3^'
{vVVki} Then R is totally unbalanced iff there exist partitions {S(vv )
,
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S(vk.) } on S(vk.) for i = l,2,---,r and also a member vk (l^qSr) such that
the following conditions are satisfied.
s, ≪S(v )
+,
s £S(v )+ '
i i i+1 i+1 Rv v (sk 'sk ) = +1
―> vk vk ki ki+l
Sk eS(vk r' Sk eS(Vk }






S, 6 S(V )
1+1 i+1 Rv v <sk >sk ) -1
,* ■ ^ ki ki+l i i+1
sk. /^k. 5
1+1 1+1







q q q+1 q+1
k eSCvk 5". ＼ ,£SK )
q q q+* q+± j
sk es^vk ^- sk
,£s(vk
y
q q q+1 q+1
or
s eS(v ), s eS(v )











V vv <Sk 'Sk ,> = +1
kq kq+l q q
(5.4.83)
PROOF : Let B1,B2,--- and Bt be the block components of G(R). Then, from
the definition of block components, one of the block components, say B., equals
a. The others B_,B_,--- and B are composed of only two vertices. A signed
graph without circuits is always balanced, therefore, R|b->> ^|Bt≫'"' an<*^ Bt
I z [ o t
are totally balanced. According to theorem 5.4.8, R is totally unbalanced iff
RIB-,is totally unbalanced. Suppose that the conditions (5.4.82) and (5.4.83)
are satisfied. Using the notation defined as (5.4.75), the sign of circuit
a(ski>sk2''''≫sk 3 is as follows:
the sign of a(sk ,sR .･･■,s]() = (h(sR )-h(sk ))-(h(sk )-h(sk ))･ ･･





h(sk )2 h(sk )2 = -1
)) (Ms )-h(sk ))
q+2 r 1
Therefore, R|g. is totally unbalanced, i.e., R is totally unbalanced.
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(5.4.84)
If R is totally unbalanced, i.e., R|Bi ( = R|a ) is totally unbalanced
then the following equality holds.








k k r-1 r krk r 1
for all s, eS(v ), all s e S (v, ), ･ ･ ･ and all s, e S (v )
k k k k
k k
(S.4.8S)
Let V]<nbe arbitrary one of Vk1, vk2,--- and v]<r. We make a group w.r.s.
R' whose graph structure G(R') equals to B
functions are defined as follows:
( = a ) and the sets of relational
R' (s. ,s. ) = R (s, ,s, ),
for all i ＼ q, all s eS(v ), s eS(v ),
i i Ki+1 i+1 (5.4.86)
R' (s. ,s. ) -R (s, ,s, ),
v, v. k k n' v. v. v k ' k /'
k k . q q+1 k k . q q+1
q q+1 ^ ^ q q+i m m
for all sk eS(vk ), sfc eS(>k )
q q q+1 q+1 (5.4.87)
Then, from equation (5.4.87), the sign of the circuit a'(s^ .s^ ,･･･ .s^ ) in
the group R1 is given as
the sign of a1(s ,s ,---,s, ) +1
for all
2 r
sk eS(vk )' sk eS(vk ^'"' and sk eS(vk ^
112 2 r r
(5.4.88)
Namely, R' is totally balanced. From theorem 5.4.9, there exists a partition
{S(V]C.)+, S(vk.)~} on S(vk.) for i = 1,2,---.r such that the conditions below



















'Sk. ^k. D-or sk_CSCv D-.5 £S(v )
+.
1 1 l+l l+l l l l+l l+l
(5.4.90)
Therefore, the above partitions satisfy conditions (5.4.82) and (5.4.83) of
the theorem. □
For example, in Fig. 5.4.11 (1), the group R is totally unbalanced and
the corresponding partitions are indicated by Fig. 5.4.11 (2).
In the above, we have discussed the characterization of the types of
social balance in general, i.e., no prescriptions have been posed on the rela-
tional functions R..'s. In the sequel, let us consider a somewhat particular
case where the interpersonal relations are prescribed by certain social norms.
Menger(1974) considered the clustering problem of such groups into cliques
based on a set-theoretic operation on the set of norms.
In general, normative concepts, when considered in the logical framework,
can be described in terms of the language in modal logic (cf. von Wright[1968],
Huges § Cresswell[1968], and Katai, Iwai,et al.[1976 a, b, S c]). For instan-
ce,suppose that two propositions p and q represent certain social norms, res-
pectively. Then, there will be four possible attitudes s , s , s , and s
tword the norms as follows:
si = p~q≫ s2 = p~ ~q> S3 = ~p~q> and s4 = ~p―q (5.4.91)
where s, represents the attitude of approving (or admitting)both p and q, while
s_ represents the attitude of approving p and disapproving q etc. When a
member v. considers p as an obligatory norm, then V.'s relation to p can be
written as Dp (or, equivalentlently, as~Q~p) which is read as it is obliga-
tory that p is the case. Also, when v. considers p as forbidden, then it is
written as ~ 0P (or> equivalently, asQ
~p)
which is read as it is forbidden
that p is the case). The symbols 0 and 0 are called modal operators (Q stands
for obligation and 0 stands for permission). In general, the mode of v.'s
relation to a proposition p can be classified into the following three types:
Dp, D ~p, and Op ~ 0~p which are read as p is obligatory, forbidden, and indif-
ferent, respectively. In terms of the notation of state set S(v.), the above
three modes are written as S(v.) {p}, S(v.) {~p}, and S(v.) = {p,~p},
respectively, as shown in Fig.5.4.12. In the case of two norms p and q, there
are 15 possible modes.
It seems to be in accordance with the above logical framework for atti-













Let us consider the group consisting of five members v
(5.4.92)
l>v2>°'",v , and two
norms p and q as shown in Fig. 5.4.13, where s.'s are given by (5.4.91).
Namely, Vj considers that norms p and q should be incompatible, and the mode
can be written as Q ( p ^ q) , while v2 considers that they should be compati-
ble i.e., D(p=q) is true. The modes of v3> v^ and v5 can be written as Dp,
Qq, and 0(~p), respectively. It is easy to see that the group is partially
balanced, and the unique balanced state is attained when v ,v ,v ,v and v ,
take their attitudes as ~p~q, p~q, p^q, ~p^q, and ~p~q, respectively.
Namely, the group is divided into two cliques {v_, v,} and {v , v., v }.
The norm q is commonly held by all the members, and the norm p divides the
group into the cliques. That is to say, q will be regarded as the common norm
in the group, and the norm p can be regarded as the dividing norm. When only
one norm such as p or q is taken into account, then it is easy to see from
theorems 5.4.9 and 5.4.10, that any group is totally balanced. In order to
characterize the aforementioned balance types in this framework, we introduce
the next notation:
V(Si) t iv. ; si £ S(v.)} (5.4.93)
The next characterization theorem is a direct consequence of the Structure
Theorem.
THEOREM 5.4.12 : When G(R) is complete, and Rj_ 's are prescribed by (5.4
92), then the following statements hold.
R is totally balanced iff #{i ; V(s.) h $} < 2.
R is totally unbalanced iff Vfs^ u V(s.) H V
for any pair of s. and s..
R is partially balanced iff #{i ; V(s.) ^ <|>}> 2
and there exist s and s.
i 1




In the above, V is the set of members in the group R. Therefore, the
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characterization of the balance types in this case is reduced to a simple set-
theoretic relationship in the collection of V(s.)'s. The theorem says that a
totally balanced group is ruled by at most two different norms, and a totally
unbalanced group is a group in which no two norms cannot cover all the members.
A partially balanced group is ruled by at least three norms such that two of
which cover all the members.
5.5 Conclusions
As mentioned in Section 5.2, the notion of structural balance of a group
is based on a simplified idea of 2-valued logic such as a friend (enemy) of my
friend is my friend(enemy) and a friend (enemy) of my enemy is my enemy (fri-
end) (cf. Abelson S Rosenberg(1958) and Lambert(1965)). This 2-valued struc-
ture leads to the tight bipolar balanced situation summarized as the Structure
Theorem.
In Section 5.3.1, we have shown that this tight bipolar configuration of
a balanced group is reflected in the principal components of the adjacency
matrix of the group (cf. theorem 5.3.1). To characterize the above tight
bipolar configuration, we introduced the notion of sign vectors in section 5.
It has been shown that centroid factors play the same role for unbal-
anced group structures as the principal components for balanced group struc-
tures. The number of the elements (lines) in a minimum balancing set for an
unbalanced group structure can be considered as a measure of degree of unbal-
ance of the group, and hence, the value indicated by (5.3.20) can be regarded
as a measure of balance. Therefore, a group having an adjacency matrix with
a simple structure in the sense of centroid factor analysis is more balanced
than a group with a complicated adjacency matrix.
In Section 5.3.3, introducing the notion of block decomposition, we have
shown that the balancing or the minimum balancing sets for a social group can
be decomposed to its block components. Also, by introducing the notion of
dual graph, the aggregation problems for social groups with planar graph
structures are effectively treated. From theorem 5.3.7, the degree of unbal-
ance can be regarded as a degree of dispersion of the negative vertices in the
dual graph. In Section 5.3.4, we have shown that our methods are applicable
to the groups with directed member-member relations. We also examined a quan-
titative approach incorporating the notion of relative importance of each rela-
tion inside groups. Another kind of balancing sets with actual importance is
the minimal balancing sets introduced by Harary. In Section 5.3.5. we have
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developed some methods to derive the minimal balancing sets, by extending the
methodsin Sections 5.3.2 and 5.3.3.
The researches on the properties of social balance, so far, were concerned
only with static groups, i.e., given fixed signed graphs. However, in actual
social groups, the signs of interpersonal relations are not constant but fluc-
tuatebetween positive and negative. We discussed the properties of social
balance in such cases by a statistical point of view and a finite-state systems
theoretic approach in Section 5.4.
In Section 5.4.1, we first examined the effect of graph structure on their
balance. Roughly speaking, from equations (5.4.14), (5.4.21) and (5.4.22),
the probability of balance of a group depends on the number of cycles (k) in
the group. In other words, the probability of balance decreases when the
number of relations (m) or block components (t) increases or the number of
members(n) decreases (cf. equation (5.4.22')). The number (n-t) is the mini-
mum number of relations that is sufficient to span the members in a group with
(t) block components. Therefore, (m+t-n) is the number of surplus relations
in the group. That is, the number (m+t-n) can be considered as a measure of
complexity of social groups in terms of their graph structures and the proba-
bility of balance has a negative dependence with the above measure. In other
words, the more a group becomes to be complex, the less the probability of
balance will be.
In Section 5.4.2, we introduced the notion of balance types of social
groups based on a finite-state systems theoretic approach. We also considered
the characterization problem of these balance types, i.e., totally balanced,
totally unbalanced and partially balanced. For totally balanced groups, we
introduced the idea of partition on the internal states set of each member
and stated the necessary and sufficient condition for a group to be totally
balanced (cf. theorems 5.4.7, 5.4.9, and 5.4.10). However, for totally unbal-
anced or partially balanced groups, their characterization is difficult, and we
only stated necessary or sufficient condition (cf. theorem 5.4.8, corollary 5.
4.3 and theorem 5.4.10).
Briefly speaking, a totally balanced group is ruled by two different
opinions (partitions of internal states) such that there exists a complete
consensus stated by equations (5.4.70) and (5.4.71) (cf. corollary 5.4.4).
If the above consensus is completely disorganized in the sense of equation (





















Fig. 5.2.1. Four balanced states in Heider's two-unit one-object group, where P and 0 are
personal units and X is impersonal object. Solid and broken lines correspond to positive



























Fig. 5.2.2. Balanced and unbalanced situations of three-nation two-affair group.






V1(S1)≪< ^V3(S3) VtCs,)^ ^.-3(S )
(a)






Fig. 5.3.2. An example of unbalanced groups
V| v4
Fig. 5.3.3. An example of balanced groups, which is obtained by changing the relations





Fig. 5.3.4. An example of unbalanced groups consisted of ten members
Vl




















Fia. 5.3.7. Illustrative exantDle










































Fig. 5.3.11. Construction of dual graph of three-nation two-affair group under situation








































(iv) C = 5
(i-b)
Fig. 5.3.12. Derivation of the minimum balancing sets for the signed graph S in Fig. 5.3.10(i).
In this case, there are four optimum pairings (i)-(iv) as shown in step 5. For example,
pairing (i) yields two minimum balancing sets (i-a) and (i-b) in step 7, because v4 and vg










Fig. 5.3.13. The minimum balancing process corresponding to case (i-a) of step 6 in
Fig. 5.3.12.
$ ―U
( V|, V2 >
{ V-| , V3 )
I V], V4 >
( Vi, V5 )
( v-,, v6 )
< Vl, V2, V3, V4 }
( v,, v2, v3, v5 )
( v-,, v2, v3, v6 '
< Vi, si,, V4, V5 )
' V-|, V2, V4' V6 '
( y-i, v2, v5, v6 )
Fig. 5.3.14. Representationof step 5 in Fig. 5.3.12 as a shortest route problem. Each of
the shortest routes corresponds to (in a one-to-one manner) an optimum pairing for the



















Fig. 5.3.16. Illustrative examples of coalition formation, where v-|, v2, and v3 are units
and v4 and vg are objects commonly interested by the units. In group (a), there is no





Fig. 5.3.17. The minimum balancing sets for the groups in Fig. 5.3.16 have four types and





Fig. 5.3.18. Dual graph of the three-nation two-affair group in Fig. 5.2.2(a), where w-･
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Construction of the condensed graph G corresponding to the group S in
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Fig. 5.3.21. The minimal balancing sets in the
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Fig. 5.3.20. The spanning trees of the
condensed graph Gc in Fig. 5.3.19(11).
Fig. 5.3.22. A balancing set l_b for the group
S in Fig. 5.3.10(1), where the lines of Lfa









Fig. 5.3.23. A minimal balancing set for the
group S. The set is contained in the balancing
set in Fig. 5.3.22.
x12







Fig. 5.4.2. Balance probabilities P.(p, ,p2,...,p ■G) of groups (l)-(4)
















Fig. 5.4.3. Two subgraphs G, and G2 of the graph G negatively
correlate to each other when the probabilitiesp^ ＼>2








Fig. 5.4.4. A group with a relational structure R composed of three members v,, v_, and v,,
where solid and broken lines correspond to positive and negative interpersonal relations,





















Fig. 5.4.6. An illustration of the method to indicate the partition on the sets S(v.) and




















Fig. 5.4.7. A partially balanced group R-j(shownin (1)) and a totally balanced group R-
(shown in (2)) containing the members v, and v- whose interpersonal relation R
I £- vTVp
satisfies the condition of Corollary 5.4.3. The graph G(R-|)is strictly nonseparable,







Fig. 5.4.8. An illustrative example of the method in the proof of theorem 5.4.9 for the












5.4.9. An example of the relation between the assigned value h(s.) and h(s.) to s.











Fig. 5.4.10. The extended totally balanced group Ry °ftpe totally balanced group R, such






Fig. 5.4.11. An example of a totally balanced group R(shown in (1)) such that its graph
structure G(R) contains just one circuit composed of four members Vp ^2< v^ and v^.
From Theorem 5.4.11, the internal state sets S(v.j),S(v,,),S(V3), and S(v4) can be
partitioned as illustrated in (2), where k^ i for i 1, 2, 3, 4 and q 2(cf.













Fig. 5.4.12. State set Sfv^) and modal
relation to a norm p of member v..
Fig. 5.4.13. A partially balanced group which is consisted
of five members and prescribed by two norms p and q(cf. (5.4.91)
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*ov'v2vS ,°v'd.,'d. -"v'vS s°d s' 4 s2 dj s3 dj s4 dj
Vl 1-11113 13 -1 1-1 3-1 3
1-2 1 0 1 2
1 1 1
-1 4 -1
1 1 1 1 -3* 1 fT)-l 1 1 -1 1(3-1 1-11113 13 13
V2 1 -4 1 @-1 2-12 1c-1 1-2 1 0 1 2 1-2 1 0 1 1 -4 I f?)-l 2-1 2-1 2
V3 1 @-l 5-1 3-1 3 1-3 1-1 1 1 1c-1 -1 5 -1 1 fi)-l 3 -1 1 1-3 1-1 1 1 fi)-l 5-1 3-1 3-1 3
V4 1-2101214 1 @-l 4-16 1 0 1 1 0 1 -1 2-1 0-1 2 1 (4)-l 4 -1 10 12 14 16 16
V5 10 12 14 14 1 0 1 @-l 2 1 2 1 1 2 1 1-21010 -1 0-1 2 -1 10 12 14 14 12
V6 11111111 1113 13 1 1 1 1 1 1 13 13 13 1113 1 -1 -1 -1 -1 -1 -T*-l -I -1 1
v7 12 12 12 10 12 12 10 1 2 1 1 2 1 12 12 12 10 10 1 10 10 10 1
c-1
2
v8 10 12 12 12 10 10 10 1 0 1 1 2 1 10 12 12 10 10 1 1-210101012
V9 i-i i-i i fT)-i i 1-11111 1 -1 1 1 -1 1 111111 1-1111 1-1 1-1 1 ff)-] 1 -1 3
VlQ 10 10 10 12 10 10 10 1 0 1 1 0 1 10 10 10 10 10 1 10 10 10 12 12
d(s-) -10 10 18 22 -6 10 18 6 10 -2 ID 14 -10 6 -14 6 14 18 26
c(U) 12 7 5 4 117 5 8 7 10 7 6 12 8 13 8 6 5 3
Table 5.3.1. An illustration of the algorithm to derive the minimal balancing sets for the
group in Fig. 5.3.4. The encircled numerals represent the minimum value of d.(s)(j 1,
2, ■-.,10) at each step(column); the numerals with * also mean the minimum values which
are not used to designate the position a. indicated by (5.3.41) to avoid duplications of
the procedure; i.e., if they are used to designate a-, the resultant sign vectors are









































Table 5.3.2. List of the lines deleted from the condensed graph Gc
in Fig. 5.3.19(ii). Each of cases 1 -8 yields a spanning tree of
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