The article proposes the application of discrete cosine transformation, Haar wavelet transformation and parallel computation in order to reduce the computational complexity of the fractal coding algorithm and to increase the processing speed of the image compression using the proposed algorithm.
INTRODUCTION
Nowadays, due to the significant spread of computer technologies the storage and processing of different data types is carried out mainly in digital form. The types of multimedia data such as video, audio and digital images are getting increasingly popular. That is why one of the most urgent problems of modern information technology is to develop efficient methods of multimedia data compression, and graphical information compression in particular. Multimedia information often presupposes the use of lossy compression methods. Such use is reasonable, because when we deal with multimedia objects it's possible to do without some features (for example, shallow parts of the image), which increase the compression ratio. But there are rather common lossless compression algorithms such as FLAC for audio files or PNG for digital images. Using these formats one should point out that they have been designed as universal for the given data type but they proved to be inadaquate as they didn't take into consideration the specific features of the file to be compressed. As a result, there was a significant deterioration of the compression ratio compared with the same compression algorithms with losses. As for digital images which form a multimedia class, JPEG is the most common lossy compression format. It has gained extensive use due to the spread of digital cameras, scanners, etc. Considering the general amount of images in JPEG, the significant losses associated with the storage, transfer and processing of the properly compressed information (according to the quality and level of compression) become apparent. So, the researches in the sphere of the compression methods based on other representations of images have gained some relevance. One of them is fractal coding, the main feature of which is the property of self-similarity of the image. However, in order to be defined as a real alternative for many classes of JPEG images used in scientific, technological and daily spheres of human activity, the existing methods of fractal image compression require substantial development; moreover, many criteria (such as the speed of their work, the level of compression, the level of quality during decompression) should be taking into account 1, 2 ,3 . Many researchers and scientists, such as D.S.Vatolin, V.V.Sergeiev, V.A.Soifer, V.V.Alexandrov, N.D.Gorskiy, M.Barnsley, A Zhaken, J.Fisher, D.Zaupe were engaged in the problems and tasks of the fractal encoding 4, 5 ,6 . Nevertheless, little attention has been paid to the study of multicriteria optimization methods of the fractal image compression. The purpose of this article is to build a modified algorithm of the fractal encoding that will help reduce the time of the image compression process and increase the compression ratio by combining the known technologies of DCT, wavelet transformations and parallel computations.
IMAGE PARTITIONING FOR DOMAIN AND RANK BLOCKS
An image is divided into rank blocks of equal size r and all the possible domain blocks of size 2r. This set of domain blocks is called the basic domain set. The next set of additional domains is formed as follows: for each of the "basic" domains seven transformations are built such as the turning of the block at 90°, 180° and 270°, the representation of the unit relative to the vertical axis of symmetry and the turning of the received reflected block also by 90°, 180° and 270°. As a result of the combination of the basic and additional sets, the expanded set of domain blocks is formed. For each rank block the search is performed among the extended set of domains. For this purpose, each rank and domain block is assigned with the index and descriptor. The described way of the image partitioning is optimal because each block can be uniquely identified by its serial number (if there has been previously given the fixed numbering mode). The advantage is that block number storage requires fewer bits than, for example, the storage of its top corner coordinates. Another advantage is that there is no need to specify the size of each block in the compressed file -it's enough to specify the size of the rank block and the proportionality factor while determining the size of the domain block just once in a header file.
INDICES CALCULATION FOR DOMAIN AND RANK BLOCKS
In order to calculate an index for each block b the matrix B of its two-dimensional discrete cosine transform (DCT) is calculated. According to the analysis of the article 7 the algorithm for index calculating using the received DCT matrices has been offered: "Top left corner" of matrix B, which corresponds to the current block b (submatrices B = {B } , , ) is considered.
according to the order of the elements selections for the calculation of the index, which is shown in Figure 1 , the elements of submatrices from 1 to t-th (where t -chosen index dimension, t ∈ [1, 8] ) are measured. If the current element is smaller than zero, the corresponding bit of the index in binary representation, starting from the left, is set to 0, if one is greater than zero or equal it is set to 1. In case of applying turns or reflections to the block b, the rules of DCTmatrix B changes are submitted with the following equations:
where , = 1, . It follows, that the DCT matrix (and, respectively, indices) of "additional" domains can be found quite easily on the bases of the precomputed DCT matrix of the "basic" domains.
CALCULATION OF THE DESCRIPTORS FOR DOMAIN AND RANK BLOCKS
Two-dimensional discrete wavelet transformation is used 8 to calculate the Haar descriptors. For the descriptor formation (for block b of size p × p pixels, where p = 2q, q ∈ N) the next algorithm has been offered: A coefficient is calculated:
The block is divided into four equal sub-blocks , , і . The next coefficients, which correspond to the sub-blocks of , , і , are calculated successively:
The vector e = [ ], which will be a desired descriptor, is formed. Similarly to the index calculations, the formation of the descriptor for an additional domain can be simplified, that is, instead of performing calculations in accordance with the above mentioned algorithm, one can make simple permutation of the descriptor components in the basic domain on the bases of the specific block transformation.
THE RESULTING ALGORITHM FOR THE SEARCH OF THE OPTIMAL DOMAIN
The first rank block is studied. The subset of the expanded set of domains D is formed by sampling all the domains, which have fully or partially coincident index value by the method of hierarchical search (domains belonging to are called as those which own the "primary similarity" with the considered rank block, or simply "primary"). The descriptor of block is compared with each of the domains belonging to in turn. The subset of set is formed by choosing a certain number of domains, the descriptors of which have maximum proximity to the descriptor of the rank block in terms of Euclidean distance (domains belonging to are referred to as those owning "secondary similarity" with the considered rank blocks, or simply "secondary"). Among the found "secondary" domains domain is searched. The brightness and contrast ratios and , which are matched to the pair − , are searched on the basis of the standard deviation (SD) minimization conditions: = (СКВ( , )), where = + , -block compressed to the size of the block and -the identity matrix of size of block . The domain block for which the SD minimization conditions will be carried out is called the optimal or ideal. If domain which has been defined at the previous step belongs to the "basic" set of domains, its serial number is recorded; and if belongs to the "additional" set -the number of transformation , according to which it has been received from the "original" domain, as well as the number of this "original" domain . ,becomes fixed. The second rank block is defined, for which the steps 2-6 are duplicated, and then the rank block is paid attention to and so on until you find the optimal domain for the last rank block , where is number of rank blocks. Figure 1 is a diagram of the proposed algorithm for the search of the optimal domain blocks. It also allows using parallel computing for parallelization of computations matching domain and rank blocks. Parallelization has become possible because the operations on the each rank block are performed independently.
MODIFICATION OF THE STANDARD DEVIATION CALCULATION FORMULA
The modification of SD calculation formula can help to reduce the calculation load on the system. The general formula of transformation pixel values of domain block is shown as follows:
where * and -transformed and original i-th domain block respectively; s -the contrast coefficient; o -the coefficient of brightness shift.
To assess the differences (distances) between the transformed domain and these rank blocks, one must enter the appropriate metric. Usually the function of standard deviation (SD) is used:
where -i-th rank block; * and -transformed and original i-th domain block respectively; N -number of pixels in the rank block. Obviously, the smaller the distance between blocks, the more similar they are.
The coefficients s and o can be received from the formula (5) by taking partial derivatives with respect to these variables. The square in expression (5) can be expanded as follows:
Now we have the following condition:
The shift of brightness can be expressed in a following way:
The expression (8) is substituted into the equation for partial derivative s (7) and the following formulas for finding coefficients are obtained:
An expression for finding distance is received by making some transformations with the formula (3):
Formulas (6,7) allow to simplify the calculation load, because the amounts ∑ , ∑ , ∑ , ∑ can be calculated before the search, when the multitudes of rank and domain blocks have already been formed. Then at the stage of comparison it is necessary to calculate only the amount ∑ and to find coefficients. The experimental verification of the proposed method and the analysis of the results are shown below.
EMPIRICAL CHARACTERISTICS OF THE CLASSIC FRACTAL ENCODING ALGORITHM
The research of the classic fractal compression algorithm has been carried out. For this purpose, the test sample has been formed. It includes the most commonly used image types which are different in content and structure:
• ground-based images of the scenes of artificial objects;
• ground-based images of natural objects;
• aerospace images;
• astronomical images;
• images of unstructured objects such as clouds or smoke. Figure 2 shows examples of the images which have been used for the purposes of the research. Let's considered the performance achievements of classic fractal compression algorithm. Table 1 shows time value of the encoder, standard deviation of the restored image after the decompression of the original, the entropy of these deviations, PSNR as well as the components of the criteria of the minimum length description (MLD) and its resultant value. Let's consider the definition of MLD criteria. The principle of the minimum length description can be defined as follows: among the models multitudes one should choose the one that minimizes the amount of model length description (in bits) and the length of the data described by the application of this model (in bits). The model conception implies certain information structure, which is the encoded image. The value of the compressed image Limg in bits is defined as a model length description. The length of the data described by the use of the models means the portion of the data, which has not entered the model. In other words, this is the level of loss Lloss due to compression. Thus, the criteria of MLD can be calculated using the formula:
Let us define the symbols used in the table 1: r stands for rank block size, t is calculation time in seconds, σ -standard deviation (SD) of the reproduced image from the original one, H means entropy, Lloss -estimation of information losses during compression in bits, Limg -estimation of the compressed file length in bits, L -sum of Lloss and Limg is the minimum length of the compressed image description. The minimization of this length is performed using all the possible correspondences of domain and rank blocks with their fixed sizes.
All the results of Analyzing tables 1 and 2 we can note:
• compression time increases as N4 for each fixed partition into rank blocks;
• the quality of the reconstructed image increases with the decrease of rank blocks size;
• the size of the compressed image increases with the decrease of rank blocks size;
• the criteria minimum of MLD is achieved as a compromise between information losses and compression ratio for certain intermediate ranked blocks sizes; • optimal block sizes vary, though not significantly, for different images and are visually related to their structure. Let us consider how high is the quality of compression level is while using the classic fractal algorithm. As the value PSNR ~ 30 is usually considered as quite a high level of the restored image quality, table 3 shows the evaluations of the compression coefficients; if it is necessary to recover the image with such quality level it can be done by dividing the initial number of bits in the image into the value Limg. This value corresponds to the closest to 30 PSNR value in the table 1. In addition, table 3 also contains the compression coefficients for JPEG format with settings corresponding to PSNR ~ 30. It should be noted that application of standard software can worsen JPEG compression ratio due to the suboptimal configuration and the inclusion of large amount of additional information into the file. As one can see from the table, the compression ratio is significantly different for different images. In order to make a correct conclusion about the benefits of this method it is necessary to make a comparison based on a special method which will be described after analyzing the optimized algorithm of fractal compression.
RESULTS OF OPTIMIZED SEARCH DOMAIN BLOCKS METHOD TESTING
Since the main drawback of the classical algorithm is the rapid growth of the processing time while increasing the size of images so the futility of its use in practice is obvious. This article reveals the methods of optimization matching domain and ranked blocks in fractal compression, which should ensure computational complexity of order ( log ). The experimental verification of theoretical estimation of computational complexity has been performed and the loss of image quality has been determined. Since optimization of processing time does not affect the size of the compressed file, it is enough to consider the value of SCR and PSNR for the restored image. Table 4 shows the reconstructed image quality characteristics obtained after the compression using the modified compression algorithm, as well as the time of its work at images of different sizes. As can be defined from table 4, the compression time is not only higher in comparison with the classical algorithm (30 times in case of the image with size of 120 pixels), but it also has another dependence from the image size. As a result, the images of 60 pixels get 8-fold gain, and the images size of 240 pixels -get 70-75-fold gain. However, it should be pointed out that if the computational complexity of the optimized algorithm had been precisely ( log ), then the 8-fold gain to the image size of 60 pixels would have led to 95-fold gain in image size of 240 pixels. Thus, the computational complexity is somewhat higher than the theoretical (but less for ( ), in which the image size of 240 pixels would have observed a 32-fold gain in speed), that is it is quite acceptable. Some discrepancy of the theoretical and practical computational complexity can be associated with the implementation of the simplified hierarchical classification scheme of domain blocks, which introduces a limited number of classes, and for small block sizes the saturation class tree with domains is reached. Consequently, the number of blocks in branches of class trees begins to grow along with the increase of image size. By comparing tables 2 and 4 one can note that the quality criteria of the minimum length description (MLD) as a result of the application of the optimized algorithms worse on average by the level of about 4%. Thus, for some images the steady growth of the deterioration is observed (for example, from 1,5% to 3,5% for Aerial), meantime the size of the image is increased. On the other hand, for the rest of the images one can notice even the reduction of deterioration. So, the gain in compression time in comparison with the classical algorithm is greatly increased in case of the size of the image, while the loss in the compression ratio is almost independent from its size. The problem of the quality losses of the compressed images is compensated by the automatic selection of the optimal size of rank blocks and by building quad tree corresponding to the optimum information quality compression criteria.
METHODS OF COMPARISON AND RESULTS ANALYSIS OF THE OPTIMIZED FRACTAL ALGORITHM AND JPEG ALGORITHM
The tests on samples of six different images with the most distinctive spatial characteristics have been performed. These samples include: aerospace photos, pictures of clouds, surface images of buildings, pictures of people faces at certain background, pictures of planet surfaces and satellites, images of fruits and vegetables. Figure 3 shows some sample images. Each sample contains 10 images. The MDO value has been found for the two compression algorithms and for every image of the sample. This value has been averaged. It shows its efficiency level while using this or that compression algorithm for the corresponding sample. To make this value independent of the size of the picture, it has been divided into the L0, which is the size of the m uncompressed file. Thus, the value of L/L0 shows the compression ratio regarding to information losses. Table 5 contains the results of the comparison of compression algorithms for each sample. As one can point out, the optimized fractal algorithm on average is better than the algorithm JPEG, but its effectiveness varies in different samples. Thus, on the aerospace images of the Earth's surface, fractal algorithm has almost the same results as the algorithm JPEG. This may be due to the fact that these images contain small distances ranges. Contrary to the expectations, fractal algorithm is not much more effective on the images of typically fractal objects (clouds), but the effect is still observed. Also there is some gain for ground images. The largest gains have been achieved for the images that contain smooth transitions in brightness. On the whole, the ratio L/L0 decreases in 1,1 times. Thus, from the point of view of the optimization of the fractal algorithm processing time, the peculiarities of its application to the definite images samples should be taken into account.
TESTING OF THE MODIFIED FRACTAL ENCODING ALGORITHM USING PARALLEL CALCULATIONS
This article is devoted to processing time optimization of fractal encoding algorithm by using parallel calculation. Thus, the check of the level of relevance for rank and domain blocks has been performed separately for each rank block. Each individual process is responsible for the search of the most appropriate domain for its rank block. It should be emphasized that the parallelization of computations has been applied with respect to the optimized algorithm for fractal encoding, which has been described above. Figure 4 is the graphical representation of the comparison results for the sequential and parallel algorithm. Since the parallelization of computation does not depend on the structure and content of the image and does not affect the quality of the reproduced image, 4 images with different sizes have been chosen for testing. So, the dependence between the compression time and image size is shown in figure 4 . In this case, parallel algorithm work is implemented for 16-processor system. As one can see, the run-time for parallel image compression algorithm is much higher than for the time sequential algorithm. It has been proved that the application of each additional processor increases the speed by 60-75%. 
CONCLUSIONS
The algorithm of searching the optimal domain is directly a modified fractal encoding algorithm which can increase the speed of the image processing by using DCT, Haar wavelet transformation and parallel computation, and can reduce the computational load on the system. Since fractal encoding refers to the NP-complete problems, satisfactory solution of such problems is achieved only using effective domain-dependent heuristics. The greater part of work at fractal compression has been devoted to the development of this type of heuristics.
For the suboptimal performance of the fractal compression it is necessary to limit the search of the domain blocks, rank blocks and correlations between them, as has been proposed in this article. Heuristics has to cut off unpromising ways of partitioning the image into rank blocks without performing further steps of compression, as well as in case of a fixed partition image on rank blocks it should cut off unpromising subset of domain blocks to certain rank block. In this article, the formation of domain-specific heuristics has been performed using the most common methods such as DKPcoefficients and wavelet decomposition. These changes make it possible to build features that slightly distort pixel by pixel similarity of measure blocks. The reduction of computational complexity is achieved by reducing pixel by pixel comparisons through the use of indices and descriptors. Pixel by pixel comparison is made only while assessing the compliance of secondary domains to rank. The modified formula for calculating standard deviation also has an impact to the level of reduction of the computational load, as the mentioned sums and the square sums of rank and domain blocks can be calculated before the start of the bust. Thus, while testing and analyzing of the proposed method the practical availability of its use has been proved.
