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This study used a Web-based naturalistic story-reading paradigm to investigate the
impact of number of exposures on incidental acquisition and long-term retention of
new meanings for known words by native English-speaking adults. Participants read
one of four custom written stories in which they encountered novel meanings (e.g., a
safe concealed within a piece of furniture) for familiar words (foam). These meanings
appeared two, four, six, or eight times in the narrative. Results showed reasonably
good memory of the new meanings, assessed by cued recall of novel meanings and
word forms, after only two exposures, emphasizing the importance of initial encounters.
Accuracy in cued recall of novel meanings showed a linear, incremental increase with
more exposures. There was no significant forgetting after 1 week, regardless of the
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number of exposures during training, demonstrating the efficiency with which adults
acquire new word meanings incidentally through reading and retain them over time.
Keywords number of exposures; incidental learning; word meaning; acquisition;
homonyms; first language; vocabulary learning; story reading
Introduction
Word learning in the native language (L1) continues throughout the adult lifes-
pan. In addition to frequently learning entirely new words and their meanings,
adults must often learn new meanings for words already present in their men-
tal lexicon. As many as 80% of English words are ambiguous in that they
have more than one definition (Rodd, Gaskell, & Marslen-Wilson, 2002), and
previously unambiguous words often acquire new meanings. This occurs, for
example, as language evolves, especially due to changes in technology (e.g.,
the newer Internet-related meaning of troll as a person who posts deliberately
antagonizing comments online), or when one learns about a new subject or
activity (e.g., the sailing term boom for a part of a yacht; Rodd et al., 2012).
Learning new L1wordmeanings in everyday life generally takes place inci-
dentally by inferring the new meaning from the surrounding context (Batterink
& Neville, 2011) rather than through intentional memorization. Incidental vo-
cabulary learning can be defined as the learning of words and their meanings
unintentionally while engaged in another activity, such as reading for com-
prehension (Hulstijn, 2003), in contrast to intentional learning, which is the
deliberate attempt to memorize words and their meanings. For incidental learn-
ing from reading, certain factors concerning how newwords and their meanings
are presented in the text can impact on subsequent learning and retention. One
key factor is the number of exposures to new vocabulary items (P. Nation,
2015). The impact of the number of exposures on adults’ incidental vocabulary
learning from reading has mainly been investigated in the domain of second
language (L2) learning (e.g., M. Horst, Cobb, &Meara, 1998; Pellicer-Sa´nchez
& Schmitt, 2010; Rott, 1999; Waring & Takaki, 2003; Webb, 2007). There are
relatively fewer studies looking at adults’ incidental acquisition of newL1words
and their meanings.
Incidental L1 Vocabulary Acquisition From Reading
All the studies on adults’ incidental L1 vocabulary learning from reading to
date have been concerned with the learning of new word forms. This has either
entailed participants learning foreign or nonword labels for already known
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concepts (e.g., Batterink & Neville, 2011; Mestres-Misse´, Ca`mara, Rodriguez-
Fornells, Rotte, &Mu¨nte, 2008; Mestres-Misse´, Rodriguez-Fornells, &Mu¨nte,
2007; Pellicer-Sa´nchez, 2016; Saragi, Nation, & Meister, 1978; Williams &
Morris, 2010) or in a few cases learning new words along with their novel,
foreign, or artificial meanings (e.g., Godfroid et al., 2017; Henderson, Devine,
Weighall, & Gaskell, 2015).
An early study on L1 vocabulary acquisition from reading was a highly
naturalistic study that used an authentic text as the stimulus material (Saragi
et al., 1978). In the study, native English-speaking participants read the novel
A Clockwork Orange by Anthony Burgess, which contains 241 words in the
fictional slang register Nadsat that are repeated on average 15 times (range:
1–209). Participants were not aware that they would be tested on their memory
of the novel words and were instead told that they would be given a com-
prehension and literary criticism test. When their memory of 90 novel words
was tested several days later in a meaning-to-word matching test, participants
showed significant acquisition of the words (76% correct) just from reading the
narrative. The researchers also found a significant positive correlation between
the number of times a word occurred in the novel and the number of participants
who correctly recalled the meaning. Saragi et al. suggested that the minimum
number of repetitions required for L1 speakers to learn words incidentally while
reading is “somewhere around ten” (p. 76). However, since this early study, re-
search has revealed different factors that contribute to incidental vocabulary
learning depending on different properties of the words. Therefore, focusing
on a specific threshold to ensure learning is less useful than characterizing the
impact of number of exposures under typical incidental learning conditions.
Studies with ecological validity remain highly valued in the study of inci-
dental vocabulary acquisition (Spivey & Cardon, 2015). A new eye-tracking
study by Godfroid et al. (2017) investigated participants’ incidental learning of
29 Dari (an Afghani dialect of Farsi) words and their meanings while reading
part of the novel A Thousand Splendid Suns by Khaled Hosseini in English,
which was either their L1 or L2. The number of exposures to the Dari words in
the text ranged from 1 to 23. In addition to monitoring eye movements during
reading, the researchers assessed subsequent vocabulary acquisition through
surprise tests of word form recognition, meaning recall, and meaning recogni-
tion. There was modest vocabulary learning: Participants reading in their L1
scored 31.4% correct for word form recognition, 32.7% for meaning recogni-
tion, and 12.2% for meaning recall. More importantly, number of exposures
was the strongest predictor of successful acquisition, more so than the total
reading time summed across exposures. The eye movement data revealed a
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nonlinear decrease in reading times across exposures, with significant cubic
and quadratic effects.
Godfroid et al.’s (2017) and Saragi et al.’s (1978) studies demonstrated clear
incidental learning in the highly naturalistic context of reading real novels.
However, they lacked experimental control over the number of exposures to the
target words, which varied greatly in these authentic novels. Crucially, in such
highly naturalistic materials the number of exposures may well be correlated
or confounded with other properties of the new word meanings, such as how
central they are to the story’s plot, and some items may be intrinsically easier or
harder to learn than others. This therefore emphasizes the need for experimental
control of the number of exposures in a within-item design.
In contrast to the previously discussed research, several studies have exam-
ined the processing and acquisition of novel L1wordswith only a few exposures
but in less naturalistic contexts, such as short sentences (Mestres-Misse´ et al.,
2008, 2007; Williams & Morris, 2010). In their eye-tracking study, Williams
and Morris measured acquisition of 12 nonwords using a two-choice synonym
recognition test after participants had read a single meaningful sentence for
each item. Average performance on this simple task was only 62%. Using dif-
ferent online processing measures, Mestres-Misse´ and colleagues carried out
an event-related potential (ERP) study (Mestres-Misse´ et al., 2007) and a func-
tional magnetic resonance imaging (fMRI) study (Mestres-Misse´ et al., 2008)
to investigate meaning acquisition from context across three exposures with
Spanish participants reading in their L1. In the ERP study, they found that after
three exposures to 65 items in contiguous sentences, brain potentials to novel
words were already indistinguishable from real words. Participants also showed
moderate learning on a word pair task: They correctly recognized 69% of new
word meanings and correctly rejected 67% of incorrect meanings. The fMRI
study revealed similar acquisition rates from three exposures to 50 items (69%
correctly identified meanings; 44% correctly rejected meanings). These studies
using online measures of reading therefore provided some evidence for infer-
ring and acquiring meanings of novel words from just one or three exposures in
sentence contexts. However, the strength of these learning effects and the extent
to which they translate into acquisition success remains unclear because these
studies used only very simple postreading vocabulary measures, if any at all.
A few studies have combined elements of themore ecologically valid studies
with experimental control of the number of exposures to items by using cus-
tomized stories written or modified specifically for this purpose (e.g., Batterink
& Neville, 2011; Henderson et al., 2015; Pellicer-Sa´nchez, 2016). Batterink
and Neville investigated native English speakers’ semantic integration of new
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meanings for 26 nonwords that were derived from context during story reading
across 10 exposures. They modified stories to give exactly 10 exposures to the
target words and examined semantic integration using the N400 ERP compo-
nent, a negative component occurring around 400 milliseconds after stimulus
onset, whose amplitude varies in inverse relation to readers’ expectation of
the upcoming word in a sentence (Kutas & Federmeier, 2011). Batterink and
Neville found a greater reduction in N400 amplitude, indicating more semantic
integration by participants for nonwords embedded in consistently meaningful
contexts than for nonwords occurring in inconsistent, meaningless contexts.
This reduction was already visible from the participants’ second exposure to
the words. Acquisition was assessed explicitly through recall and recognition
tasks. Participants’ accuracy in recognizing the meanings of the novel words
was 72.4%, and their accuracy on cued recall of meanings was 63.8%.
Another recent study by Pellicer-Sa´nchez (2016) used a story that had been
written specifically to present stimuli to participants reading in L2 and to a L1
control group. Participants’ eye movements were monitored as they encoun-
tered the meanings of six nonwords, each appearing eight times throughout
the narrative. Pellicer-Sa´nchez found that accuracy in recognizing the correct
spelling for the new words was 91.3% for participants reading in their L1 when
they were tested immediately after reading. Their accuracy in recognizing the
meanings for those words in a multiple-choice word-to-meaning matching test
was 86.6%, and their accuracy in cued recall of the meanings was 65.3%. The
eye-tracking data showed that participants reading in their L1 read the novel
words significantly faster after only the first encounter, and after eight expo-
sures they read them at a speed similar to real, known words. Longer overall
reading times were also associated with higher performance on the vocabulary
measures.
These studies have demonstrated incidental learning of new words and
their meanings through reading a single text in L1 although with somewhat
mixed success. However, vocabulary gains from reading a single text are likely
different from incidental learning through more extensive reading. Several
studies with L2 learners (M. Horst, 2005; Webb & Chang, 2015) have found
larger vocabulary gains from reading multiple different texts than typically
found through reading a single text. There are various reasons why the amount
of vocabulary learningmay be greater from readingmultiple texts. For example,
within a single text there are smaller intervals between individual exposures
whereasmultiple texts givemore spaced encounters that may bemore beneficial
for learning (Webb & Chang, 2015). Additionally, words read in multiple texts
are likely encountered in more diverse contexts (K. Nation, 2017), which may
Language Learning 69:1, March 2019, pp. 18–43 22
Hulme, Barsky, and Rodd Incidental Learning of Word Meanings From Stories
enable readers to build more stable representations of the meanings of words.
Conversely, children learn vocabulary better from being repeatedly read the
same storybook than from the same number of exposures across different
storybook contexts (J. Horst, Parsons, & Bryan, 2011). Caution must therefore
be taken not to overgeneralize from findings of incidental vocabulary learning
from reading one individual text to reading in general.
The studies reviewed here varied in ecological validity from the most natu-
ralistic that used authentic novels as the readingmaterial without experimentally
controlling the context of exposure (Godfroid et al., 2017; Saragi et al., 1978)
to non-naturalistic studies in which participants read individual sentences with
only a few exposures to novelwords (Mestres-Misse´ et al., 2008, 2007;Williams
&Morris, 2010). Some recent studies have attempted to find a balance between
these approaches (Batterink & Neville, 2011; Pellicer-Sa´nchez, 2016). Sev-
eral additional differences between these studies could account for variation
in acquisition success (e.g., number of items to be learned, measures used to
assess learning, and whether participants learned both a novel word form and
meaning or a novel word form to describe an already known concept). Number
of exposures has consistently been found to be a strong predictor of acquisition
success (Godfroid et al., 2017; Saragi et al.). Of the different aspects of vocab-
ulary knowledge, including receptive and productive knowledge of the word
form, meaning, and usage (P. Nation, 2001), productive knowledge of word
meanings (assessed through cued recall) has been found to be the most difficult
to acquire (Batterink & Neville, 2011; Godfroid et al., 2017; Pellicer-Sa´nchez,
2016) and may therefore require more exposures for successful learning. Little
research has investigated the incidental learning of word meanings in isolation
from the acquisition of novel word forms, that is, learning new meanings for
familiar words.
Learning New Meanings for Familiar Word Forms
Some researchers have suggested that learning newmeanings for already known
words may be easier than learning entirely new words because learners’ atten-
tion is not divided between learning a novel word form and mapping a new
meaning onto that word (Storkel & Maekawa, 2005; Storkel, Maekawa, & As-
chenbrenner, 2013). However, others have argued that learning new meanings
for familiar words may be harder due to competition between the old and new
meanings (Fang, Perfetti, & Stafura, 2016; Rodd et al., 2012). Furthermore,
children are slower to learn words with more than one meaning (Casenhiser,
2005) because they find learning one-to-many mappings between word forms
and meanings harder than direct one-to-one mappings. It may also be harder
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to learn a new meaning for a word with an already well-established meaning
than to learn the two meanings simultaneously due to the need to inhibit the
more active dominant representation for the preexisting meaning of the word
(Dautriche, Chemla, & Christophe, 2016). Fang et al. argued that learning new
meanings for known words is a two-phase process in which familiarity with
the word form may facilitate initial learning with the first few exposures, but
inhibition due to meaning competition comes into play later after subsequent
exposures to the newly ambiguous word. Overall, it appears that a greater num-
ber of exposures may be required for new meanings for familiar words to reach
the same level of learning as for entirely novel words and that memory of these
new meanings may be less stable after a long delay.
Another factor that can affect the learning of meanings for familiar words is
the relationship of the new meanings to the preexisting meanings of the words.
There are two types of semantic ambiguity that can arise in language: polysemy
and homonymy. Polysemy is when words have multiple semantically related
senses of the same underlyingmeaning, for example, a computer virus is related
in function to a medical virus (Rodd et al., 2012). Homonymy, on the other
hand, iswhenwords havemultiple semantically unrelatedmeanings that arise by
chance (e.g., the bark of a tree/dog), and it is less common than polysemy (Rodd
et al., 2002). Rodd et al. (2012) compared learning new semantically related
meanings to learning new semantically unrelated meanings for words. They
found that recall of the new meanings for the previously unambiguous words
was better for the newly learned polysemous meanings than for the homonyms,
which were harder to learn. Participants also responded more quickly to the
newly polysemous words than to the newly homonymous words in a lexical
decision task. These findings were consistent with those of previous studies
showing that, while polysemy facilitates word recognition, homonymy delays
recognition due to competition from semantically unrelated meanings (Rodd
et al., 2002; Rodd, Gaskell, & Marslen-Wilson, 2004). This effect likely arises
because words with multiple related senses have highly overlapping semantic
representations that cause them to settle more quickly into the appropriate
representation. In contrast, for words with multiple unrelated meanings, the
mutually exclusive representations of both meanings are initially activated,
with semantic competition between these meanings increasing the time needed
for a single meaning to be settled on (Rodd et al., 2004). These same underlying
mechanisms may explain why homonyms are harder to learn than polysemes
(Rodd et al., 2012). Although rarer in language than polysemy, homonymy
poses a unique and interesting challenge to learners because they must acquire
a novel word meaning alone and map it onto a known word form without
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support from the existing representations for that word. This study therefore
focused on the learning of homonyms, for which the new meaning was not
semantically related to the already known meaning of the word.
The Present Study
The story-reading procedure used in this study involved a combination of
the naturalistic elements of the studies using authentic texts (Godfroid et al.,
2017; Saragi et al., 1978) and careful within-item experimental control of the
number of exposures, similar to methods used by Batterink and Neville (2011)
and Pellicer-Sa´nchez (2016). The homonyms were encountered incidentally
within stories that participants read for comprehension with no instruction to
memorize the new meanings of the words. This study investigated the effect of
the number of exposures on adults’ incidental learning and long-term retention
of new meanings for familiar words in L1. To the best of our knowledge, this
is the first study to use this more naturalistic approach to explore the incidental
learning of homonyms because previous studies investigating this phenomenon
have used more intentional and less naturalistic learning conditions (Fang &
Perfetti, 2017; Fang et al., 2016; Rodd et al., 2012).
Participants encountered new word meanings through reading a single
text—one of four short stories that had been specifically written for this
experiment. The stories included novel, invented meanings for existing
unambiguous English words (e.g., a foam is a type of safe concealed within
a piece of furniture), with the novel meanings conveyed through the stories’
narratives. Wemanipulated the number of exposures within subjects and within
items. Each story contained four words with novel meanings, which were each
presented two, four, six, or eight times throughout the text, counterbalanced
across participants. We assessed participants’ knowledge of the new meanings
through cued recall of the new meanings when they were presented with the
words and through cued recall of the word formswhen they were presented with
definitions of the newmeanings. We tested participants’ memory both immedi-
ately (following a short filler task) and 1 week after training. We predicted that
participants’ accuracy in recalling the novel meanings and identifying which of
the meanings paired with each word would be very low for only two exposures
but would increase gradually as the number of exposures to the words with
their novel meanings increased. We further predicted that participants would
experience significant forgetting of the novel meanings after the 1-week delay
but that they would have better long-term retention with a greater number of
exposures.
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Method
Participants
Sixty-four participants took part in the experiment (Mage = 31.9 years, SD =
9.2, range: 18–47; 32 female). The participants were recruited through the
website Prolific Academic (Damer & Bradley, 2014). All participants were
monolingual native speakers of British English who were paid £3 for their par-
ticipation in the first session of the experiment and £1 for the second session
1 week later. Of the 64 participants who completed the first session, 52 com-
pleted the delayed test a week later (81.3%). An additional 18 participants
were excluded from the study—11 for not meeting the language background
criteria, 6 for getting more than one multiple-choice comprehension question
wrong when reading the story, and 1 due to a technical issue.
Materials
Novel Word Meanings
The stimuli consisted of 16 English nouns (see Appendix S1 in the Supporting
Information online for the full list of words and their definitions) with only
a single meaning in the Wordsmyth dictionary (Parks, Ray, & Bland, 1998).
Although all words had only a single dictionary meaning, most had several
different related senses of that meaning, that is, they were polysemous but not
homonymous (see Appendix S2 in the Supporting Information online for de-
scriptive statistics of the stimuli in each of the stories). Novel concrete noun
meanings were chosen to be semantically unrelated to the original meanings
of the words,1 and a pretest confirmed that they were unrelated (see below).
Thirteen of the novel meanings were adapted from the stimulus set used by
Rodd et al. (2012), and three additional meanings were devised following the
same specifications. The new meanings were designed to be semantically di-
verse and consisted of hypothetical innovations (5), natural phenomena (2),
invented objects (2), social phenomena/traditions (5), a technical term (1), and
a colloquial term (1). One sentence was written for each of the stimulus words
to give a definition of the new meaning, for example, “A foam is a safe that
is incorporated into a piece of furniture with a wooden panel concealing the
key lock, and each is individually handcrafted so that no intruders are able to
recognize the chief use of the furniture.” The sentences werematched for length
(M = 32.9 words, SD = 3.7). Each new meaning had three distinguishing se-
mantic features to maintain a similar level of complexity for each new concept,
for example, for foam: “a safe inside a piece of furniture,” “has a hidden key
lock,” and “individually handcrafted to fool intruders.” These sentences were
given to the authors of the stories to be incorporated into story narratives.
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Abbreviated versions of these definition sentences were also written for use
in the test task in which participants were asked to recall the word forms that
paired with the definitions.
Relatedness Pretest
To ensure that the new word meanings were semantically unrelated to the
existing meanings of the words, a pretest was carried out using a separate
group of 20 monolingual native British English speakers (Mage = 30.1 years,
SD = 10.0, range: 18–52; 11 females). They rated the relatedness of the novel
meanings presented in the definition sentences to the real, existing meanings of
the words that they knew. The stimuli for the pretest were the sentences giving
definitions of the new meanings, each paired with a semantically unrelated
word form. Each of the new meanings was also paired with a semantically
related word form from a larger set of items not used in the present study,2 for
example, slot for “a safe that is incorporated into a piece of furniture with a
wooden panel concealing the key lock, and each is individually handcrafted so
that no intruders are able to recognize the chief use of the furniture.” Although
none of these semantically related form–meaning pairs were used in this study,
these provided a frame of reference on a scale from 1 (highly unrelated) to
7 (highly related). The pretest was split into two versions, with participants
pseudorandomly and evenly assigned to one of the two versions so that they
saw each new meaning only once, paired with either the semantically unrelated
or related word form. There were therefore 10 data points for each meaning
rated with its intended unrelated word. The results showed that, as intended, the
16 word form–meaning pairs used in this study were perceived as unrelated to
the existing meanings of the words (Mrating = 1.8, SD = 0.3, range: 1.3–2.6).
Short Stories
Four separate stories were written, each incorporating four of the stimulus
words in the context of their new meanings. One of the stories (Story 1: Pink
Candy Dream) was written by a professional children’s author and former
psycholinguistics researcher; the other three stories (Story 2: Prisons, Story 3:
Reflections upon a Tribe, and Story 4: The Island and Elsewhere) were written
by an unpublished student author. The authors were provided with a list of
words with their novel meanings (the 16 items included in this study and 16
items not selected by them for inclusion in the stories) grouped broadly into
four themes—one for each of the stories. They were asked to choose four of
the items in each theme to incorporate into a story, selecting the items that
they felt would best fit together into a plausible narrative, with each word to
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appear eight times so as to provide information about its new meaning through
the context. The stories were similar in length (Story 1: 2,307 words, Story 2:
2,320 words, Story 3: 2,446 words, Story 4: 2,330 words) and were designed
to be similar in writing style and to be engaging for an adult audience. Each
of the stimulus words appeared a total of eight times at naturally distributed
positions within one of the four stories, with no stimulus word occurring in
more than four consecutive sentences. The number of different words with
novel meanings in each of the stories was 0.2% of the total number of words.
This is similar to the estimated percentage of novel Nadsat words (0.4%) in A
Clockwork Orange (Saragi et al., 1978), indicating that the new word meanings
were naturally distributed and potentially learnable from the stories. On the
first presentation of a stimulus word, sufficient information was given to allow
the reader to derive the new meaning from the context from the first exposure,
for example, “‘Yes,’ I murmured, breathing again. ‘I knew it! It’s a foam.’
The ornate chaise longue was no ordinary piece of furniture but concealed a
built-in safe with an intricate key-operated locking system.” The amount of
information about each new meaning in subsequent exposures varied naturally
with the story narratives. None of the stimulus words appeared in any of the
stories in the context of its real, existing meaning.
We then modified the short stories to vary the number of exposures to each
stimulus word along with its novel meaning. We manipulated the number of
exposures by removing some of the occurrences of the stimulus words to leave
only two, four, six, or eight occurrences. We achieved this by replacing some
of the instances of the stimulus word with words or phrases synonymous to the
novel meaning (e.g., foam was replaced with safe or hidden safe) or in a few
cases by simply omitting the word where it was not possible to use a synonym
in the context of the narrative. This approach ensured that we held constant the
amount of semantic content provided for each word regardless of the number
of exposures. In all of the exposure conditions, the first and final occurrences
of the stimulus word were kept in the story to minimize any primacy or recency
effects. In the two-exposures condition, these were the only occurrences. In the
four- and six-exposures conditions, the additional occurrences of the stimulus
words that we retained were those appropriate to the natural narrative of the
stories. In the eight-exposures condition, we retained all of the target words.
Each of the four stories contained one stimulus item in each of the four exposure
conditions: two, four, six, and eight exposures, so that each participant saw an
item in each of the conditions. Additionally, we created four versions of each
of the stories so that each stimulus item appeared in each exposure condition
across participants.
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Design
Each participant read only one of the four stories. The first independent
variable of number of exposures to a word with its novel meaning was
manipulated within participants and within items. Each participant was trained
on four words that appeared in the story two, four, six, and eight times,
respectively. To ensure that each stimulus item was seen an even number of
times in each exposure condition across participants, we created 16 versions
of the experiment (four per story). We assigned participants pseudorandomly
and evenly to 1 of the 16 versions of the experiment, with four participants
assigned to each version. The second independent variable of time of test
(immediate vs. 1 week later) was also a within-subjects variable (based on
the 52 participants who completed both sessions). The dependent variables
measured were accuracy in cued recall of the novel meanings and cued recall
of the word form paired with each novel meaning.
Procedure
We conducted the experiment online using Qualtrics (Qualtrics, 2015) and
described the experiment to participants as “a study of different reading styles
and the ability to understand texts.” We informed participants that they would
be reading a short story and answering comprehension questions about what
they had read and that this would be followed by a short vocabulary test and then
some questions about their personal reading style. They were not made aware
that theywould encounter novelwordmeanings in the story norwere they told to
try to learn them or that their memory for these novel word meanings would be
tested. After the participants had completed the first session of the experiment,
they were not informed that they would be invited to complete a delayed
test a week later. This was to discourage the use of deliberate memorization
techniques by the participants and to discourage rehearsal of the items over the
week-long delay.
Each story was divided into five pages of roughly even length and displayed
on-screen one page at a time. After each page, amultiple-choice comprehension
question appeared on a separate screen asking about details of the story’s plot
from the preceding page without probing details of the novel word meanings.
Participants were instructed to read the story closely and to answer a question
about what they had just read after each page. They were not given opportuni-
ties to reread previous pages. Participants had to select the one correct answer
from four options that appeared in a randomized order. We designed the ques-
tions to be very easy for any participant who had fully understood the text.
Participants were excluded if they got more than one of the five comprehension
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questions wrong; as previously stated, six participants were excluded on this
basis.
After they had finished reading the story, participants completed the Mill
Hill Vocabulary Test (Set A: Multiple Choice), containing 34 items (Buckner
et al., 1996; Raven, Raven, & Court, 1998) as a filler task between the training
phase and the testing phase. For each test item, participants were required
to select one word from a list of six options that most closely matched the
meaning of the presented word. None of the stimulus words appeared in the
vocabulary test. The purpose of this taskwas to counteract any recency effects of
memory for stimulus items encountered toward the end of the story. Participants
were then given a cued recall test of the novel word meanings that they had
encountered in the story. Participants saw each of the four stimulus words
that had appeared in the story and were asked to recall the appropriate novel
meaning and type it into a blank text box. They were encouraged to provide
as much detail as possible and to try to answer in full sentences even if they
were unsure of their answer. If they could not remember anything about the
new meaning for the word, they were instructed to type “don’t know.” For this
test and the subsequent test of cued recall of the word forms, each item was
presented one at a time and the order of presentation was randomized separately
for each participant.
Participants were next given a cued recall test for the word forms that paired
with each novel meaning. Participants were presented with short sentences that
defined each of the novel word meanings. For each definition, participants were
asked to recall the word that it described and to type it into a blank text box.
The definition sentences used for this test were abbreviated versions of the
original definition sentences that were provided to the story authors. Although
the sensitivity of this second test was expected to be reduced compared to the
initial test (due to priming of the word forms during the initial test), it was
included to provide a measure of memory that could be used in the event that
participants’ performance was at floor on the initial test.
After completing both cued recall tests, participants provided demographics
details, rated how enjoyable and clear they had found the story on a 7-point
scale, and answered questions about their reading style and habits. The primary
purpose of these questions was to maintain the cover story that the purpose
of the study was to investigate reading styles and comprehension; hence, we
did not analyze responses to these questions. Exactly 7 days after the main
experiment had been made available to participants, we invited participants
to participate in a brief unexpected follow-up to the experiment. Participants
began the delayed test a mean of 7 days 0 hours 45 minutes after they had
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started the first session of the experiment (SD = 1 hour 34 minutes, range:
6 days 21 hours 42 minutes–7 days 5 hours 15 minutes). The delayed test
session consisted of the same two cued recall tests in the same order as in the
first session, with the order of test items again randomized separately for each
participant in both tasks.
Data Analysis
Responses to the items of both cued recall tests were coded for accuracy by
one of the experimenters, blind to condition, as either 1 (correctly recalled)
or 0 (incorrectly recalled). The responses on the test of cued recall of the
novel meanings were leniently coded as correct if at least one correct semantic
feature was recalled (e.g., “a safe inside furniture” for foam). Any ambiguous
or partially correct responses were resolved through discussion with another
experimenter. The data were analyzed with logistic mixed-effects models using
the lme4 package (Bates, Ma¨chler, Bolker, & Walker, 2016a) and R statistical
software (R Core Team, 2017). Four separate models were created: one for
each of the two cued recall measures comparing accuracy between Day 1 and
Day 8, which included only the participants who completed the tests at both
time points (n = 52) and one for each of the two cued recall measures for all
participants tested on Day 1 only (n= 64). These latter analyses aimed to verify
that the data from this larger set of participants did not differ from the subset
who chose to complete both sessions.
The four models all contained random effects for participants and items
(with slopes for exposure condition) and a fixed effect for exposure condition
(four levels: two, four, six, or eight exposures). The contrasts for this exposure
condition variable were defined using orthogonal polynomial coding, with three
separate contrasts to assess potential linear (two: –3, four: –1, six: 1, eight: 3),
quadratic (two: 1, four: –1, six: –1, eight: 1), and cubic (two: –1, four: 3, six:
–3, eight: 1) trends in the data. We adopted this approach because it is of
greater theoretical interest to characterize the overall trend of the impact of
number of exposures on acquisition of new meanings for familiar words rather
than using conventional contrasts to focus on differences between individual
exposure conditions. The two models comparing performance between Day 1
and Day 8 had an additional fixed effect for time, with the contrast defined
using deviation coding (Day 1: –0.5 vs. Day 8: 0.5), and a fixed effect for the
interaction between time and the number of exposures, which was created by
multiplying time by each of the contrasts for exposure condition. These models
also included random slopes for time (i.e., Day 1 vs. Day 8) and the interaction
between this variable and exposure condition by participants and items.
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The first attempted model fit used the maximal random-effects structure,
as recommended by Barr, Levy, Scheepers, and Tily (2013), which did not
converge.3 Following this, the models were simplified by removing only the
correlations between the random slopes and random intercepts for the random
effects by participants and items without removing any of the random slopes.
Three of the four models converged at this stage; the model comparing the
data from Day 1 and Day 8 for the cued recall of words did not converge. This
model was simplified by instead removing the random intercepts by participants
and by items, again leaving in all the random slopes, and this time leaving
in the correlations between the random slopes, which allowed the model to
converge. Therefore, all four analyses were carried out using models with
simplifications of the maximal random-effects structure as recommended by
Barr et al.
Significance of the main effects and interactions was assessed using like-
lihood ratio tests by comparing the full model to identical models with only
each factor or interaction of interest removed in turn but leaving in any other
interactions or main effects involving that factor or interaction, keeping the
random-effects structure intact. In the case of a significant effect of number
of exposures, an additional analysis was run to determine whether there was a
significant linear, cubic, or quadratic trend in the data. This was again assessed
through likelihood ratio tests by comparing the full model to models with each
of the components removed in turn. All data and analysis scripts for this study
are available via the Open Science Framework at https://osf.io/ybu6r.
Results
Cued Recall of Novel Meanings
The data for accuracy in cued recall of the novel meanings comparing per-
formance between Day 1 and Day 8 (n = 52) showed a reasonably high level
of accuracy even after only two exposures (Day 1: 38.5%, Day 8: 42.3%),
appearing to increase in a positive linear trend with an increasing number of
exposures (see Figure 1 and Appendix S3 in the Supporting Information online
for the descriptive statistics). The data for the delayed test a week later showed
the same pattern, and there appeared to be very little change in mean accu-
racy between these two time points. The analyses showed a significant main
effect of number of exposures, X2(3) = 11.66, p = .009,4 and no significant
effect of time of test, X2(1) = 0.63, p = .429, therefore showing no evidence
of a difference in accuracy between the immediate test and the delayed test a
week later. There was also no significant interaction between time and number
of exposures, X2(3) = 1.58, p = .664. The trend analysis revealed that the
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Figure 1 Mean percentage of correct responses across participants for cued recall
of novel meanings and cued recall of word forms in each exposure condition when
participants were tested on Day 1 (immediately after training) and on the delayed test
on Day 8 (n = 52). The linear mixed-effects analyses were carried out on the raw
binary accuracy data. However, percentage data are displayed in the graphs for ease of
interpretation. Error bars show standard error of the means, adjusted for the within-
participant design (Cousineau, 2005).
number of exposures had a significant positive linear effect on cued recall of
new meanings, X2(1) = 11.32, p < .001, and no significant quadratic effect,
X2(1) = 0.001, p = .973, nor cubic effect, X2(1) = 0.15, p = .700.
The data for accuracy in cued recall of the novel meanings for all partici-
pants tested on Day 1 (n = 64) showed the same pattern as the data comparing
performance between Day 1 and Day 8: a reasonably high degree of accu-
racy after only two exposures, which increased with an increasing number of
exposures to the words with their new meanings (see Appendixes S3 and S4
in the Supporting Information online for the descriptive statistics and figure,
respectively). The results again showed a significant main effect of number of
exposures, X2(3)= 11.12, p= .011. The trend analysis of the data also revealed
a significant positive linear effect of number of exposures on cued recall of
new meanings, X2(1) = 10.47, p = .001, and no significant quadratic effect,
X2(1) = 0.01, p = .929, nor cubic effect, X2(1) = 0.65, p = .421.
Cued Recall of Word Forms
The accuracy data for cued recall of the word forms that paired with each of
the novel meanings comparing Day 1 to Day 8 (n = 52) showed that overall
accuracy appeared to be higher in this test than in the cued recall of meanings
test, although the pattern of the data appeared broadly similar (see Figure 1
and Appendix S3 for the descriptive statistics). These data again showed a high
level of accuracy after only two exposures (Day 1: 55.8%, Day 8: 48.1%), with
performance increasing gradually with a higher number of exposures. There
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was again very little change in accuracy between the tests on Day 1 and Day
8 across all exposure conditions. The results showed that the main effect of
number of exposures was marginal but nonsignificant for this measure, X2(3)=
6.82, p= .078. There was also no significant effect of time of test, X2(1)= 0.28,
p= .599, and no significant interaction between time and number of exposures,
X2(3) = 0.99, p = .803. Because the main effect of number of exposures was
nonsignificant, any trends in the data were not assessed further. The data for
accuracy in cued recall of the word forms for all participants tested on Day 1
(n = 64) showed the same pattern (see Appendixes S3 and S4 in the Support-
ing Information online for the descriptive statistics and figure, respectively).
The results again showed no significant main effect of number of exposures,
X2(3) = 3.95, p = .267, so any trends in the data were not assessed further.
Discussion
The aim of this study was to investigate whether adult readers can learn novel
meanings for knownwords incidentally from stories after encountering very few
instances of the novel word meaning and to examine how well these meanings
are retained 1 week after exposure. Participants’ memory of novel meanings
for previously unambiguous words was assessed using tests of cued recall of
the novel meanings and of the word forms that paired with definitions of the
new meanings. The participants were tested both immediately after training
and after a 1-week delay.
Acquisition From Initial Exposures
Although there were substantial individual differences in performance, 38.5%
of participants could correctly recall the new meaning for a known word af-
ter just two exposures in a single-story context when tested immediately after
training. These findings are consistent with some of the studies that used online
measures to look at incidental learning of novel words and their meanings (Bat-
terink & Neville, 2011; Mestres-Misse´ et al., 2007; Pellicer-Sa´nchez, 2016).
Pellicer-Sa´nchez found that L1 participants read novel words that were embed-
ded in a naturalistic story context significantly faster after only one exposure.
The findings are also in line with the ERP studies of Batterink and Neville and
Mestres-Misse´ et al., which both showed evidence of semantic integration after
only a few exposures to novel nonword labels for existing meanings.
Conversely, our results are perhaps inconsistentwith those found in previous
studies using behavioral measures of explicit memory for novel words and their
meanings. Both Williams and Morris (2010) and Mestres-Misse´ et al. (2007,
2008) foundmuch higher accuracy in meaning recognition (66–69%) after only
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one or three exposures, respectively. However, there are a number of differences
between their studies and our study that could account for the lower levels of
acquisition that we found. Although participants learned both the forms and
meanings of a greater number of words in both prior studies than participants
did in our study, they did so from reading in the more constrained context of
short sentences. In these previous studies, participants had to acquire a new
word form and map it onto a known concept that was easy for them to deduce
from the sentences. This is quite different from our study in which participants
had to acquire a novel concept from a broader context and map it onto an
already known word form. Furthermore, these previous studies used only very
simple measures of meaning recognition, which Pellicer-Sa´nchez (2016) noted
is much less difficult to acquire than productive knowledge of word meanings
measured through cued recall.
Perhaps the study most comparable to this study in terms of learning
conditions and explicit measures of learning is that of Pellicer-Sa´nchez (2016).
Although Pellicer-Sa´nchez did not measure acquisition after different numbers
of exposures, accuracy in cued recall of the meanings for novel words was
65.3% after eight exposures for participants reading in their L1. This is
close to the level of meaning recall found in this study after eight exposures
(63.5%), suggesting that learning new meanings for familiar words may not
be harder than learning new words and their meanings. However, participants
in Pellicer-Sa´nchez’s study were trained on more items (six) than in this study
(four) and with the same number of exposures to all items. Further research
comparing the acquisition of homonyms and nonhomonyms directly within a
single study is therefore required.
The Impact of Increasing Exposures
As we had predicted, the number of exposures influenced learning, with a
linear increase in performance on cued recall of the new meanings with an
increasing number of exposures to stimuli in the written text. The data for cued
recall of word forms showed roughly the same trend although no significant
main effect of number of exposures was found. This was most likely due to
performance on this second task having been enhanced by priming effects from
the presentation of the word forms in the prior test of cued recall of the new
meanings, although no feedback was provided to participants on either task.
The finding of a significant overall effect of number of exposures is consistent
with previous studies on incidental learning of word forms and their meanings,
where number of exposures was shown to be a strong predictor of learning
(Godfroid et al., 2017; Pellicer-Sa´nchez, 2016).
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More importantly, in this study, the trend analyses for the significant effects
of number of exposures on cued recall of the new meanings showed that,
within the exposure range tested here, recall accuracy increased linearly as
the number of exposures increased. At the immediate test, recall accuracy was
reasonably good—38.5% after only two exposures. However, the percentage
increase in recall accuracy for each subsequent increase of two exposures was
not nearly as high as that attained for the first two exposures. There was a steady
incremental increase of 8.3% on average with each additional two exposures up
to a maximum of 63.5% accuracy with eight exposures. The large difference
between recall accuracy for the initial two exposures and the much smaller
average increase for each subsequent two exposures suggests that the first one
or two exposures are especially important for the acquisition of homonyms.
The findings of previous eye-tracking studies (Godfroid et al., 2017; Pellicer-
Sa´nchez, 2016) have suggested that this may be because more time is spent
reading and processing words during the initial exposures.
These results suggest that the initial few exposures have a disproportionally
large impact on learning, while subsequent exposures all have a similar, lower
level of impact. The positive linear pattern in the data likely arises due to a
gradual dilution of the contribution of the initial exposures with an increasing
total number of exposures (although see Bisson, van Heuven, Conklin, &
Tunney, 2014, for an alternative explanation of similar findings). However, had
we tested larger numbers of exposures, it is likely that learning gains would
eventually have plateaued, similar to the pattern seen in the eye-tracking and
ERP studies (Batterink & Neville, 2011; Mestres-Misse´ et al., 2007; Pellicer-
Sa´nchez, 2016), where processing of novel words became indistinguishable
from processing of known words after a few exposures. Based on previous
research comparing the learning of homonyms to polysemes (Rodd et al.,
2012), we would predict that the incidental learning of new semantically related
meanings for knownwordswould be even easier than learning new semantically
unrelated meanings as in this study. The initial exposures may have an even
greater impact on the learning of polysemes due to support from the existing
representations for theword’smeaning. Learning gainswould also likely plateau
after fewer exposures than for learning homonyms.
The learning gains seen in this study are specific to the reading of a single
text as opposed to reading multiple texts. Some studies of L2 learning have
found higher levels of vocabulary acquisition from more extensive reading (M.
Horst, 2005; Webb & Chang, 2015) than usually reported in studies of learning
through a single text. This may be due to several contributing factors, such
as increased spacing between encounters and greater contextual diversity of
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individual exposures (K. Nation, 2017). The stimuli in this study were highly
contextually constrained within the stories. It is likely that incidental learning
of homonyms would be more successful if encounters were distributed across
separate stories. Further research is required to explore learning new meanings
for familiar words through reading multiple texts. This would help build a clear
picture of how adults typically learn L1 vocabulary.
Long-Term Retention
Perhaps most surprisingly, in contrast to the predictions, participants showed
no significant forgetting of the new meanings at a retest 1 week later as shown
by scores on both measures, and long-term retention was not differentially af-
fected by the number of exposures. None of the previously discussed studies
assessed long-term retention for participants reading text in their L1 (Bat-
terink & Neville, 2011; Godfroid et al., 2017; Mestres-Misse´ et al., 2008,
2007; Pellicer-Sa´nchez, 2016; Saragi et al., 1978). However, Pellicer-Sa´nchez
retested some of her study’s group of proficient L2 learners following a 2-week
delay. She also found no significant forgetting between the immediate and
delayed tests on measures of meaning recall, meaning recognition, and form
recognition.
In contrast, in another study in which intermediate L2 learners read a
level-appropriate English novel, Waring and Takaki (2003) found that memory
for novel words decreased in general after 1 week and had drastically decayed
after 3 months. Contrary to our study, they also found that words with a greater
number of exposures were more resistant to forgetting over time. However,
there were considerable differences in the learning conditions of these previous
studies (Pellicer-Sa´nchez, 2016; Waring & Takaki, 2003) in which participants
read and learned new words in their L2 because participants’ general L2
vocabulary knowledge undoubtedly had an impact on their acquisition success.
The differences between these studies and our study, in which participants
read and learned new meanings in their L1, therefore make direct comparisons
difficult.
A possible explanation for themaintained levels of recall accuracy seen over
the course of 1 week includes the testing effect (e.g., Roediger & Karpicke,
2006). This describes the phenomenon whereby the inclusion of a memory test
immediately following training can facilitate long-term retention due to extra
retrieval practice giving a boost to learning even in the absence of any feedback
on performance. In our study, the immediate tests could (even in the absence
of feedback) have boosted performance on the delayed test. However, as was
the case in Pellicer-Sa´nchez’s (2016) study, our participants did not encounter
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the stimuli between the two test sessions, and they were not aware of the retest
beforehand so had no cause to rehearse the stimuli during the preceding week.
The results are therefore still a good indication of the long-term retention of
new meanings for familiar words 1 week after incidental acquisition. Future
studies should take into account the additional impact of an immediate test on
long-term retention, for example, by testing only some of the items immediately
following training.
Another potentially important factor for the preservation of memory of
the new meanings for familiar words 1 week later is offline consolidation
during sleep. Sleep has previously been shown to play an important role in
learning new spoken word forms (for a review, see Davis & Gaskell, 2009).
Although it was not possible in our study to tell at what point consolidation
occurred, it is clear from participants’ long-term knowledge of the new word
meanings that some lexical configuration had taken place, that is, information
about the words’ new meanings and usage had been correctly obtained and
retained (Leach & Samuel, 2007). Nor did our study show at what point lexical
engagement occurred, for example, at what point the new meanings were able
to compete with existing meanings for access (Leach & Samuel, 2007). Future
research could look at the more fine-grained acquisition of new meanings
for known words using an implicit measure to investigate at what point these
separate stages of learning occur.
Implications for Future Research
The story-reading paradigm used in this study provided ideal training condi-
tions for us to investigate incidental vocabulary acquisition from reading. The
training method has good ecological validity: Adults acquire new meanings for
known words incidentally while reading or listening for comprehension, and
fantasy and science fiction stories are often a source of novel concepts to be
mapped onto existing words (e.g., a grim is a large black ghostly dog and omen
of death in the Harry Potter series of novels by J. K. Rowling). Because the
stories were custom written by authors specifically for use in our study, this
allowed for complete experimental control over the number of exposures to the
stimuli through the narrative in a within-items design. Most importantly, this
allowed for control over potentially correlated or confounding factors, such as
the centrality of target items to the story’s plot and properties of the words.
A limitation, however, is that sufficient information was included to elucidate
the new meaning for a word on the first exposure. Although this may happen
sometimes in authentic texts, this is often not the case, and the amount of
contextual information provided in individual exposures has been shown to
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influence vocabulary gains for L2 learners (Webb, 2008). However, this was
necessary in the design of our study to ensure that the key semantic information
was available in all of the exposure conditions. Finally, this paradigm has the
potential to be adapted for use in future studies to look at howmultiple different
factors might influence efficiency of learning and retention of new meanings
for familiar words, such as attention, depth of processing, modality of story
presentation, contextual diversity, repetition of stories (e.g., M. Horst, 2005;
Webb & Chang, 2015), and the role of sleep.
Conclusion
In conclusion, this study extends what has previously been found in the L2
incidental vocabulary learning literature (e.g., Pellicer-Sa´nchez, 2016) to the
learning of newmeanings for previously unambiguouswords in language users’
L1. Some participants (38.5% at the immediate test) were able to successfully
learn these meanings after just two exposures to familiar words with their
novel meanings in a story context. Subsequent exposures additionally improved
participants’ performance: Learning increased linearly with an increase in the
number of exposures in a cumulative incremental manner. Furthermore, knowl-
edge of new meanings for known words was maintained well over the course
of 1 week, regardless of the number of exposures during learning. Overall,
these findings demonstrate the remarkable success with which adults learn new
meanings for known words incidentally while reading as they do in everyday
life, as previously unambiguous words become homonyms.
Final revised version accepted 11 May 2018
Notes
1 The new meanings were created by swapping around pairs of words from a larger
stimulus set of semantically related meanings (32 items in total, 16 of which were
used in our study). None of the previous semantically related meanings for the
words were used in any of the stories.
2 All 32 meanings from the larger set of stimuli were included in the relatedness
pretest: The 16 items used in the present study and 16 additional items not included
in our study. Rating data are given only for items included in the study.
3 The BOBYQA (Bound Optimization BY Quadratic Approximation) optimizer was
used as per recommendations by Bates, Ma¨chler, Bolker, and Walker (2016b) for
dealing with model convergence issues.
4 Unfortunately, it was not possible to obtain reliable measures of effect sizes (such as
odds ratios and 95% confidence intervals) for the reported statistical contrasts as the
linear mixed-effects model included a factor with more than two levels.
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