Symbolically Aided Model Development for an induction Machine in Virtual Test Bed by Gao, Wenzhong et al.
University of South Carolina
Scholar Commons
Faculty Publications Electrical Engineering, Department of
3-1-2004
Symbolically Aided Model Development for an
induction Machine in Virtual Test Bed
Wenzhong Gao
Mississippi State University, wgao@cavs.msstate.edu
Eugene V. Slovodnik
University of South Carolina - Columbia, solodovn@engr.sc.edu
Roger A. Dougal
University of South Carolina - Columbia, dougal@engr.sc.edu
Follow this and additional works at: https://scholarcommons.sc.edu/elct_facpub
Part of the Electrical and Computer Engineering Commons
This Article is brought to you by the Electrical Engineering, Department of at Scholar Commons. It has been accepted for inclusion in Faculty
Publications by an authorized administrator of Scholar Commons. For more information, please contact dillarda@mailbox.sc.edu.
Publication Info
Published in IEEE Transactions on Energy Conversion, Volume 19, 2004, pages 125-135.
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=60
© 2004 by IEEE
IEEE TRANSACTIONS ON ENERGY CONVERSION, VOL. 19, NO. 1, MARCH 2004 125
Symbolically Aided Model Development for an
Induction Machine in Virtual Test Bed
Wenzhong Gao, Senior Member, IEEE, Eugene V. Solodovnik, and Roger A. Dougal, Senior Member, IEEE
Abstract—A new phase-domain induction machine model for
use in power system dynamic simulation is developed with the aid
of a symbolic tool. The symbolic tool can automatically construct
a time-domain power system component model in the resistive
companion form (RCF) that is widely used in time-domain simu-
lators. The automatic differentiation technique (ADT) is utilized
within the context of a symbolic modeling language, and the tool
has been implemented for the virtual test bed (VTB) simulation
environment. The new induction machine model was used to study
start-up transients of an induction motor. The new model was
verified by comparing the simulation results to those obtained
from a standard d-q model. This paper also demonstrates that a
symbolically assisted technique can provide an efficient and rapid
path for developing complex nonlinear device models for power
system simulations.
Index Terms—Automatic differentiation, dynamic response,
electric machines, induction machines, power system modeling,
power system simulation, power systems, resistive companion
form, symbolic tool, symbolically assisted simulation.
I. INTRODUCTION
I NDUCTION machines are ubiquitous components of elec-tric power systems. To perform dynamic simulation of a
power system network, it is desirable to have a detailed and,
at the same time, computationally efficient induction machine
model suitable for dynamic studies of complex power systems.
However, it is difficult to develop such a model because induc-
tion machine dynamics are highly nonlinear due to the heavily
nonlinear mutual inductances between the stator and rotor wind-
ings. To simplify the model development, researchers have been
trying to model induction machines in the d-q domain with the
aid of reference frame transformation. But the d-q modeling
technique introduces undesirable effects in dynamic simulation
of a power system. Specifically, these effects include instability
of interfacing the d-q model to the rest of the power system net-
work, difficulties in modeling harmonics and unbalanced op-
eration, and inefficiency in simulating multi-machine network
since the d-q and inverse d-q transformations have to be per-
formed at each time step. Therefore, there is a considerable re-
search interest in phase-domain modeling for electric machines
[7], [8], [12], [15], [16]. Although several phase-domain models
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based on the Trapezoidal integration and Thevenin equivalent
circuit modeling technique have been proposed, none of them
can facilitate a system-wide simultaneous simulation solution.
This paper focuses on the development of a phase-domain
resistive companion form (RCF) model of induction machine.
The resistive companion network analysis technique is best de-
scribed in [5], [6], and [11]. One of the merits of the RCF mod-
eling technique is that natural coupling between neighboring
components, which is based on the enforcement of physical con-
servation laws, can be used in a power system network. RCF
technique also allows for easy object-oriented computer pro-
gramming for a power system network simulator. Once a com-
ponent model has been developed and tested, it can be used in
any study case. For example, each component model can be im-
plemented as a dynamically linked library (DLL) object.
The equations that describe the full nonlinear dynamics of
an induction machine in the phase-domain are quite complex.
Developing the simulation model by manual manipulation of
the equations, performing numerical integration, and obtaining
the Jacobian matrix as required for the RCF model is tedious,
error-prone at best, and quite nearly unmanageable. Hence, it is
desirable to have a high-level model development tool that will
automatically generate the simulation model from “raw” equa-
tions that can be simply entered. This is described as a symbol-
ically assisted modeling and simulation method [1], [2], [10].
In this paper, we describe how a new symbolic modeling tool
was utilized to develop a complex and detailed phase-domain
induction machine model. The tool rapidly calculates the sensi-
tivity matrices by an automatic differentiation technique (ADT)
[3], [9]. The ADT was originally developed in the late 1980s.
It automatically generates exact derivative values at low com-
putational cost. It has been shown that the computational cost
ratio of evaluating the derivatives to the cost of evaluating the
function is independent of the number of variables. Therefore, it
can provide a very efficient way for developing a complex non-
linear device model for power system simulation. The symbolic
tool is implemented in virtual test bed (VTB), which is an in-
teractive simulation environment that allows analysis of mixed
discipline systems and provides advanced visualization capabil-
ities. The VTB architecture is described in detail in [4].
The paper is organized as follows. In Section II, the dynamic
model for a general induction machine is derived in phase co-
ordinates. In Section III, a brief description of the RCF mod-
eling methodology is presented. In Section IV, the ADT is ap-
plied to the automatic creation of RCF models. In Section V, the
phase-domain induction machine model is obtained with the aid
of the symbolic tool. In Section VI, a start-up transient is sim-
ulated and the model is verified by comparison to results ob-
tained from a standard d-q reference frame model; the model is
0885-8969/04$20.00 © 2004 IEEE
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further used to simulate unbalanced operation of induction mo-
tors in a multi-machine network. Finally, conclusions are given
in Section VII.
II. PHASE-DOMAIN MODEL DERIVATION
The dynamic equations of the electrical and mechanical sub-
systems of an induction machine are derived in this section. The
induction machine is modeled as a set of mutually coupled in-
ductors, which interact among themselves to generate the elec-
tromagnetic torque. Straightforward circuit analysis leads to the
derivation of an appropriate mathematical model.
The following assumptions are made: 1) the machine is cylin-
drical; 2) space magnetomotive force (mmf) and flux waves are
sinusoidally distributed (neglecting the teeth and slots effects);
3) saturation, hysteresis, and eddy currents are neglected. Fig. 1
illustrates the stator and rotor windings of an induction machine:
three-phase stator windings and three-phase rotor windings. The
stator is Y connected, the rotor may be squirrel cage or shorted
wound rotor. Note that all inductors are mounted on the same
magnetic circuit, and thus, they are all coupled. The rotor posi-
tion is defined as the electrical angle between the stator
phase magnetic axis (a stationary reference) and the rotor
phase magnetic axis. The mechanical rotor position angle is
(1)
where is the number of poles of the rotating magnetic field in
the air gap.
Application of Kirchhoff’s Voltage Law, Kirchhoff’s Current
Law, and Faraday’s Law to the circuit of Fig. 1 yields
(2)
(3)
(4)
(5)
(6)
(7)
(8)
Fig. 1. General induction machine as a set of mutually coupled windings.
The magnetic flux linkages are complex functions of the rotor
position and the electric currents flowing in the various wind-
ings of the machine. The magnetic flux linkages of the stator
and rotor phase windings are
(9)
where (see expressions at the bottom of the page.)
The notation in the above equations is obvious. For example,
is the self-inductance for phase stator winding,
and is the stator magnetizing inductance; is
the self-inductance for the phase rotor winding, and is
the rotor magnetizing inductance. is the maximum mutual
inductance between a stator phase winding and a rotor phase
winding. Notice that the mutual inductances in are depen-
dent on the time-varying rotor position. This makes the overall
system highly nonlinear and time-varying.
The electromagnetic (EM) torque can be computed by differ-
entiating the field energy function with respect to the
rotor mechanical position
. In particular, we have
cos cos cos
cos cos cos
cos cos cos
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The remainder of the rotor equations are
(10)
(11)
where is the moment of inertia of the shaft, is the me-
chanical load torque, and is the mechanical speed.
Note that if
, then
stator and rotor windings are balanced.
III. RESISTIVE COMPANION FORM MODELING METHODOLOGY
Consider a power system component with a number of
terminals through which it can be interconnected to other
components as it is illustrated in Fig. 2. Each terminal has an
associated across and a through variable. If the terminal is
electrical, these variables are the terminal voltage with respect
to a common reference and the electrical current flowing into
the terminal, respectively.
Such a component can be described with a set of algebraic-in-
tegral-differential equations of the following general form [14]:
(12)
where are arbitrary vector functions; is a vector of
through variables, is a vector of across variables, is a vector
of internal state variables, and is a vector of independent
controls. Note that the functions and define two sets of
equations named external and internal equations. The through
variables appear only in the external equations. Similarly, the
device states are classified as external states (i.e., the
across variables) and internal states . Equation set (12) is
consistent in the sense that the total number of states is equal to
the total number of equations.
In order to create an RCF model of this component, (12) is
integrated over the simulation time step using Trapezoidal rule
or other numerical integration methods. For a nonlinear device,
the resulting algebraic equations have to be solved by Newton’s
method iteratively at each time step. Hence, the RCF model is
of the following form at each time step:
(13)
where is the Jacobian matrix of the discretized version of
(12); are vectors depending on the through variables,
across variables, and internal states of the component at current
and previous time step. In case of linear device, vectors
depend only on past history values of through, across, and in-
ternal states.
Fig. 2. Resistive companion form device terminal definition.
After all of the components in the power system are modeled
as RCF models, the network solution can be obtained by appli-
cation of energy conservation laws at each node of the system.
This procedure results in the following set of equations:
(14)
where is a vector of nodal current injections, is a com-
ponent incidence matrix with: (Please see the expression at the
bottom of the page.) and are the terminal currents of com-
ponent . The component terminal across variables is
related to the nodal vector of across variables by
(15)
Upon substitution of device equations (13), (14) becomes a
set of nonlinear algebraic equations. At each time step, these
equations are solved using Newton’s method. The solution is
given by iterative evaluation of the following expression:
(16)
where are the values of the state variables at the
previous iteration; represents the mismatch of the
system equations of the previous iteration;
are block matrices of the system Jacobian matrix.
The next section describes the application of the automatic
differentiation technique to RCF model generation.
IV. AUTOMATIC GENERATION OF RCF MODEL
The major effort in the development of the RCF model
equations (13) is the computation of the Jacobian matrix. This
process involves the computations of many partial derivatives
of the component model equations. The automatic differenti-
ation technique can be used for this purpose to avoid manual
computation. This technique is based on the fact that exact
derivatives of a function can be obtained by applying the
chain rule, a well-known method of differential calculus. The
advantages of this approach are
• the process can be readily automated using a high-level
computer language;
• the results are accurate, since they are identical to those
obtained from analytic evaluation of the derivatives;
if terminal of component is connected to node
otherwise
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Fig. 3. Example function composition.
TABLE I
EXAMPLE FUNCTION-INTERMEDIATE VARIABLES, ELEMENTARY
FUNCTIONS, AND THEIR DERIVATIVES
• the run-time computational effort required is relatively
small, and equivalent to manually derived analytical
models.
ADT relies on the fact that most functions, no matter how
complicated, can be considered as a composition of several ele-
mentary functions and elementary operations. For example, the
expression shown in Fig. 3 consists of elementary functions of
sin and square root, and the elementary operations of addition,
subtraction, multiplication, and division. Such functions can be
differentiated using the chain rule.
The automatic differentiation algorithm consists of two
phases: forward and reverse. The forward phase consists of the
evaluation of the elementary function derivatives. The results
are stored as intermediate variables. Consider, for example,
the function in Fig. 3. For this function, seven intermediate
variables and associated elementary functions are defined as
shown in Table I.
The third column of Table I contains the derivatives of the
elementary functions, which are denoted as , that is
A flowchart of the forward phase algorithm is presented in
Fig. 4. As soon as all of the intermediate variables are con-
structed and all of the derivatives of the elementary functions
are obtained, the reverse phase of the algorithm follows.
The construction of the intermediate variables can be visual-
ized using a graph as it is illustrated in Fig. 5. Each node of the
graph represents a variable (independent or intermediate). Each
Fig. 4. ADT forward phase algorithm.
Fig. 5. Tree of intermediate variables.
line segment of the graph runs from the node to the node
, if elementary function depends on the variable .
It has been shown [9] that the derivative of the function
with respect to the variable can be obtained through adding
all of the products of between nodes and . The reverse
phase algorithm for this example is demonstrated in Table II.
The reverse algorithm flowchart is illustrated in Fig. 6.
It can be seen that the algorithm introduces a number of re-
dundant operations such as multiplication by 1, summation with
zero, etc. These operations are searched and eliminated; thus im-
proving the algorithm run-time efficiency.
The implementation of RCF model generator consists of three
basic functions: discretization, initialization, and time-stepping
function. Discretization uses a suitable numerical integration
rule to convert the differential algebraic model equations into
purely algebraic equations. The discretized equations also de-
pend on the time step. The initialization function is called once
at the beginning of the simulation. The time-stepping function is
called repeatedly during the simulation. The ADT algorithm’s
computationally intensive parts, including all searches and opti-
mizations, are completed during the initialization process. The
time-stepping part includes only the evaluation of the deriva-
tive results, thus ensuring optimal computational efficiency. The
flowchart of the ADT-based RCF model is illustrated in Fig. 7.
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Fig. 6. ADT reverse phase algorithm.
TABLE II
EXAMPLE FUNCTION REVERSE PHASE ALGORITHM RESULTS
V. IMPLEMENTATION OF THE MODEL USING
SYMBOLIC LANGUAGE
The induction machine model equations are manipulated and
rearranged according to the format of (12) so as to facilitate RCF
model generation. The rearranged phase-domain model for the
induction machine is given in the Appendix. Note that the model
is highly nonlinear and has 23 equations corresponding to 23
nodes. The Jacobian matrix for this model has 23 529 el-
ements. Though some of the elements are zero, there are still
a large number of elements that have to be evaluated. Appar-
ently, manual calculation of the Jacobian matrix would result
in long development time of the model and even longer debug-
ging time, since errors inevitably would be present if the RCF
model is manually developed by a human being. Such com-
plexity of the phase-domain model of the induction machine is
Fig. 7. Algorithm for ADT-based RCF model.
Fig. 8. Induction machine model in the symbolic tool.
the main obstacle to manual development of its RCF represen-
tation. However, the symbolically assisted model generator al-
lows rapid development of the phase-domain RCF model of the
induction machine. The automatic model generator ran just in
fractions of a second and the resulting model was free of errors.
Furthermore, computational efficiency of the automatically de-
veloped RCF model is comparable to that of the manually de-
veloped model.
The model equations are typed into a symbolic tool according
to a high-level symbolic language, which is illustrated in the
following Fig. 8. The symbolic tool automatically discretizes
the model equations, computes the Jacobian, and generates the
RCF model equations in the form of (13). It is implemented
in the VTB software [4], which is a time-domain simulation
environment that can be used for design, analysis, and virtual
prototyping of electric power systems.
The developed RCF model generator can be used in two basic
modes–runtime and offline. In the runtime regime, the RCF
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Fig. 9. Schematic diagram of the first test system in VTB.
Fig. 10. Stator phase current: (a) New model. (b) d-q model.
model is constructed and executed while the simulation engine
runs. This mode has the advantage of rapid model development.
The user is able to change the device equations and to immedi-
ately see the changes as reflected in waveforms. The graphical
user interface illustrated in Fig. 8 corresponds to this mode. In
the offline regime, the RCF model is automatically constructed
in the form of C++ source code. The code can be compiled to
create the RCF model, which is a DLL object compatible with
VTB software. The offline mode is used for automatic genera-
tion of the most efficient permanent models that can be included
in the VTB model library.
Fig. 11. Rotor current (referred to stator turns): (a) New model (b) d-q model.
VI. APPLICATION OF THE NEW INDUCTION MACHINE MODEL
A. Simulation of Startup Transients of an Induction Machine
To verify the new model and demonstrate the power of the
newly developed symbolic model development tool, the starting
transients of an induction machine are simulated using the pro-
posed model, and compared to the results obtained by using a
d-q reference model. The parameters of the three-phase Y-con-
nected squirrel cage induction machine are as follows [13]:
kg m
mH mH poles
Note that rotor parameters are referred to the stator side.
The induction motor is suddenly connected to a balanced
three-phase, 60 Hz, and sinusoidal supply with rated line to line
voltage of 230 V root mean square (rms). The effect of source
impedance in series with the supply is not considered here.
Fig. 9 illustrates this test system in VTB software environment.
The total simulation time is 1.2 s. The three-phase voltage
source is suddenly applied to the motor stator terminals at time
s. A 0.85-p.u. load torque lasting 0.1 s is applied to the
rotor shaft at time s. This event is modeled using
an ideal voltage-controlled switch and programmable voltage
source in VTB.
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Fig. 12. Electromagnetic torque: (a) New Model and (b) d-q model.
Simulation results obtained from VTB are shown in the plots
together with results obtained from a standard d-q reference
model within a stationary reference frame, which is imple-
mented in MATLAB.
In particular, the simulation results of stator phase current are
given in Fig. 10, rotor current in Fig. 11, electromagnetic torque
in Fig. 12, and rotor speed in Fig. 13, respectively.
As can be seen, except for the rotor currents, the simulation
results obtained from the new model in VTB and results from
the standard d-q model are in good agreement. In Fig. 11, the
rotor current obtained from the new model has the actual slip fre-
quency in the machine rotor circuit, but the rotor current given
by the d-q model has a frequency different from the actual fre-
quency, which is related to the reference frame. This illustrates
a clear advantage of the new abc model. However, the envelope
of the rotor current waveform in Fig. 11(b) matches the wave-
form in Fig. 11(a), thereby proving that the new model is valid.
B. Simulation of Unbalanced Operation of Two Induction
Machines
To demonstrate that the new model can be used to simu-
late unbalanced operation of induction machines and that the
new abc model can be easily used to simulate a multi-machine
power system network, another simulation is performed. The
VTB schematic diagram of the test case is illustrated in Fig. 14.
Two induction motors (with same parameters as in previous
simulation study case) are fed by an infinite bus with 230 V
(line-line) through a piece of transmission line. The line is 10 m
Fig. 13. Speed: (a) New Model (b) d-q model.
Fig. 14. Schematic diagram of the second test system in VTB.
long with a conductivity 5.714 mhos/m and is modeled as Pi
equivalent circuits. The motors are accelerated with no load
to steady state. Then, 1.0-p.u. load is applied to each motor’s
shaft and the system achieves a new steady state. Next, the rotor
phase A winding of induction motor IM0 and the rotor phase
B winding of induction motor IM1 are suddenly open-circuited
(by assigning a big resistance 1 M to of IM0 and of
IM1). The graphical user interface (GUI) of the induction ma-
chine model in VTB is illustrated in Fig. 15.
The simulation results are given in Figs. 16–20.
In particular, the simulation results of electromagnetic torque
of IM0 are given in Fig. 16, rotor speed of IM0 is in Fig. 17,
stator phase currents of IM0 are in Fig. 18, rotor phase currents
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Fig. 15. GUI of the induction motor model in VTB.
Fig. 16. Electromagnetic torque of IM0.
Fig. 17. Speed of IM0.
of IM0 are in Fig. 19, and rotor phase currents of IM1 are in
Fig. 20, respectively.
As can be seen from the simulation results, the EM torque
oscillates badly after one phase of the rotor is open-circuited.
Also, the rotor speed and stator current oscillate. Rotor currents
in the other phase windings are increased to accommodate the
load. A prediction such as this given by the simulation is useful
to gain an insightful understanding of different operation modes
of induction machines.
Fig. 18. Stator phase current of IM0.
Fig. 19. Phase A, B, and C rotor currents of IM0 (referred to stator turns).
Fig. 20. Rotor current of IM1 (referred to stator turns).
VII. CONCLUSION
The time-domain model of a general induction machine was
rapidly developed with the aid of a symbolic model develop-
ment tool. The resulting model was validated by comparison
to a standard model and was proven suitable for power system
dynamic simulation. The symbolically assisted tool provides a
fast and efficient way of developing complex nonlinear device
models. The tool greatly reduces the effort required to develop
a complex simulation model.
In a general power system simulation, unlike the conventional
model in d-q coordinates, the phase-domain model can be di-
rectly incorporated into the overall network (no transformations
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are needed at each time step) to generate more accurate (no nu-
merical instability or predictions for certain unknown variables
are present) and more informative (simulation solutions of the
unknown variables are more related to actual physical quanti-
ties) network simulation results.
Further, the new model of the induction machine is especially
advantageous for simulation of multi-machine power systems
since there is no need for multiple reference frames. The new
model has the capability to model asymmetries and/or unbal-
anced operating conditions and can be extended to model non-
linear saturation effects in induction machines.
APPENDIX
To facilitate the development of the RCF model, the phase-
domain model equations of the induction machine are manip-
ulated, rearranged, and cast into the following form. Note that
some intermediate variables have been introduced so that each
equation is simplified. This procedure also eases the automatic
model generation by the symbolic tool.
(17)
(18)
(19)
(20)
(21)
(22)
(23)
(24)
(25)
(26)
(27)
(28)
(29)
sin sm
sin
sin
(30a)
sin
sin
sin
(30b)
sin
sin
sin
(30c)
(31)
cos
cos
cos (32a)
cos
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cos
cos (32b)
cos
cos (32c)
cos
cos
(33a)
cos
cos
cos
(33b)
cos
cos
cos
(33c)
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