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Abstract
Eye tracking technology has opened up a new communication channel for people
with very restricted body movements. These devices had already been successfully
applied as a human computer interface, e.g. for writing a text, or to control different
devices like a wheelchair.
This thesis proposes a Human Robot Interface (HRI) that enables the user to control
a robot arm in 3-Dimensional space using only 2-Dimensional gaze direction and
the states of the eyes. The introduced interface provides all required commands to
translate, rotate, open or close the gripper with the definition of different control
modes. In each mode, different commands are provided and direct gaze direction of
the user is applied to generate continuous robot commands. To distinguish between
natural inspection eye movements and the eye movements that intent to control the
robot arm, dynamic command areas are proposed. The dynamic command areas are
defined around the robot gripper and are updated with its movements. To provide a
direct interaction of the user, gaze gestures and states of the eyes are used to switch
between different control modes.
For the purpose of this thesis, two versions of the above-introduced HRI were de-
veloped. In the first version of the HRI, only two simple gaze gestures and two states
of the eye (closed eyes and eye winking) are used for switching. In the second ver-
sion, instead of the two simple gestures, four complex gaze gestures were applied
and the positions of the dynamic command areas were optimized. The complex gaze
gestures enable the user to switch directly from initial mode to the desired control
mode. These gestures are flexible and can be generated directly in the robot envir-
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onments. For the recognition of complex gaze gestures, a novel algorithm based on
Dynamic Time Warping (DTW) is proposed. The results of the studies conducted
with both HRIs confirmed their feasibility and showed the high potential of the pro-
posed interfaces as hands-free interfaces. Furthermore, the results of subjective and
objective measurements showed that the usability of the interface with simple gaze
gestures had been improved with the integration of complex gaze gestures and the
new positions of the dynamic command areas.
ii
Kurzfassung
Eye-Tracking-Technologie hat einen neuen Kommunikationskanal fu¨r Menschen mit
sehr eingeschra¨nkten Ko¨rperbewegungen ero¨ffnet. Diese Gera¨te wurden bereits er-
folgreich als Mensch-Computer-Schnittstelle verwendet, z.B. zum Schreiben eines
Textes oder zur Steuerung verschiedener Gera¨te wie einen Rollstuhl.
Diese Dissertation schla¨gt eineMensch-Roboter-Schnittstelle (MRS) vor, die es dem
Benutzer ermo¨glicht, einen Roboterarm im 3-dimensionalen Raum nur mit der 2-
dimensionalen Blickrichtung und dem Zustand der Augen zu steuern. Die vorge-
schlagene Schnittstelle bietet alle erforderlichen Befehle fu¨r eine Translation, Rota-
tion, einem O¨ffnen oder Schließen des Greifers u¨ber die Definition verschiedener
Steuerungsmodi. In jedemModus werden verschiedene Befehle bereitgestellt und die
direkte Blickrichtung des Benutzers verwendet, um kontinuierliche Roboterbefehle
zu erzeugen. Zur Unterscheidung zwischen den natu¨rlichen Betrachtungsaugenbe-
wegungen und den Augenbewegungen, die den Roboterarm steuern sollen, werden
dynamische Befehlsbereiche vorgeschlagen. Die dynamischen Befehlsbereiche wer-
den um den Robotergreifer herum definiert und mit seinen Bewegungen aktualisiert.
Um eine direkte Interaktion des Benutzers zu ermo¨glichen, werden die Blickgesten
und der Zustand der Augen dazu verwendet, zwischen verschiedenen Steuermodi
umzuschalten. Innerhalb dieser Arbeit wurden zwei Versionen der oben vorgeschla-
genen MRS entwickelt. In der ersten Version der MRS werden nur zwei einfache
Blickgesten und zwei Augenzusta¨nde (geschlossene Augen und Augenzwinkern) zum
Umschalten verwendet. In der zweiten Version wurden statt der beiden einfachen
Gesten vier komplexe Blickgesten verwendet und die Positionen der dynamischen
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Befehlsbereiche optimiert. Die komplexen Blickgesten ermo¨glichen es dem Benutzer,
direkt vom Anfangsmodus zum gewu¨nschten Steuerungsmodus zu wechseln. Diese
Gesten sind flexibel und ko¨nnen direkt in den Roboterumgebungen erzeugt werden.
Fu¨r die Erkennung komplexer Blickgesten wird ein neuartiger Algorithmus basie-
rend auf Dynamic Time Warping (DTW) vorgeschlagen. Die Ergebnisse der Studi-
en mit beiden MRS besta¨tigten ihre Umsetzbarkeit und zeigten ihr hohes Potenzial
als handfreie Schnittstelle. Daru¨ber hinaus zeigten die Ergebnisse subjektiver und
objektiver Messungen, dass die Verwendbarkeit der Schnittstelle mit den einfachen
Blickgesten durch die Integration von komplexen Blickgesten und die neuen Posi-
tionen der dynamischen Befehlsbereiche verbessert wurde.
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Chapter 1
Introduction
More than one billion people in the world experience some form of disability, ac-
cording to World Health Organization (WHO) statistics published at 2011 [125]. Un-
fortunately, the number of individuals with physical disabilities is increasing each
year due to the ageing population and the increase inchronic health condition. It
is reported that people with disabilities have lower education, less economic parti-
cipant and poorer health outcomes than other people [125]. Many individuals with
very restricted limb movement lose their job as they are not able to perform their job
independently.
The populations of people with high-level motor disabilities, who could bene-
fit from gaze-based communication, are estimated to be over 16 million people in
Europe [10]. Individuals suffering from, e.g. spinal cord injury, traumatic brain in-
jury, amyotrophic lateral sclerosis, multiple sclerosis are examples of such kind of
users.
The development of assistive robotics over the last decades has enabled people with
severe physical disabilities to maintain a part of their independence in daily and pro-
fessional lives. One example of such assistive systems is Handy 1 [159] that can take
over some specific tasks for the user like shaving, cleaning teeth and application of
cosmetics. The system starts performing the selected task autonomously by pressing
a single switch. However, the system behaviour is not adapted based on the position
1
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of the user or any other changes in the system environment. For example, during the
execution of feeding task, the spoon always moves to a certain position regardless of
where the user’s face is.
On the contrary, vision-based robotic assistive systems are additionally equipped
with cameras to perceive the robot environment. An example of vision-based system
is FRIEND System [54] that is developed to support librarians in their retrospective
cataloguing task. The user communicates with the system by providing high-level
commands like grasp the book from bookshelf. For an accurate grasp of the book from
the bookshelf, its position on the bookshelf is calculated based on the outcome of the
image processing algorithm. It should be emphasized that the vision of the system
can be inconsistent with reality, as the results of image processing algorithms depend
on different factors such as image quality, accuracy of the algorithm, position of the
camera, etc. With wrong or inaccurate results, the system either chooses a wrong
position to grasp the objects, or informs the user that the manipulation is failed and
user interaction is required. In such cases, the user controls the robot directly, until
the system can again perform the task autonomously.
Indeed, controlling a robot by means of the conventional interfaces like joystick,
keyboard or mouse is hardly possible for users with upper limb disabilities. Numer-
ous alternative hands-free Human Robot Interface (HRI) have been developed in re-
cent years which use other biosignals including voice [69], head [137] or mouth [121]
movements, to provide robot control commands. Needless to say that for many quad-
riplegic patients with restricted head and mouth movements, controlling the robot
using the interfaces mentioned above is impossible. For this category of users, eye
movement or Electroencephalography (EEG) signal is the only possibility to provide
an interface between the user and the robot arm. Brain Computer Interfaces (BCIs)
convert the EEG signal to the control commands, where eye tracking-based interfaces
use gaze direction to provide control commands.
Considering the fact that the user’s gaze directions are already involved in most
2
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Figure 1.1: Gaze-based HRI proposed by Kim (adapted from [81]).
of their daily activities, in this thesis the gaze direction signal is selected as a com-
munication channel between the user and the robot. The main motivation of this
dissertation is to design an interface, which enables the user to control a robot arm in
Three-Dimensional (3D) space using only Two-Dimensional (2D) eye movements.
1.1 Related works
A large number of interfaces have been developed that use gaze direction to con-
trol and navigate different devices. These interfaces are mostly designed for con-
trolling three kinds of devices: wheelchair [7, 130], mobile robot [89,171], and robot
arm [81, 128]. Typically for steering the wheelchair using the eye movements, the
system is equipped with a small monitor that is mounted on the wheelchair. On the
monitor, a Graphical User Interface (GUI) with different buttons for control com-
mands is displayed and, based on the user’s gaze direction, different control com-
3
Chapter 1 Introduction
mands can be generated [53, 168]. In such approaches, only discrete commands are
usually generated as the user cannot simultaneously investigate the environment and
provide continuous commands using the GUI. Other methods use gaze direction dir-
ectly to navigate the robot to a destination point [130]. Indeed, coupling the gaze
direction with the commanding gaze direction increases the probability of uninten-
tionally generating a command with natural (inspection relevant) eye movements.
To overcome this problem, Bartolein [7] used Hidden Markov Model (HMM) to clas-
sify gaze patterns into two main groups of motion-relevant and motion-irrelevant
gaze patterns. In the mentioned approach, only motion-relevant gaze directions are
applied to calculate the rotational and translational velocities of the wheelchair.
Other interfaces use gaze direction as input modality to control devices remotely.
In such application, a camera is installed either at a fixed position in the environ-
ment [171] or on a mobile device [89]. The image of the camera and the control
buttons in the GUI are shown on a remote computer, and the user can provide con-
trol commands based on their gazing at the desired button on the GUI. Alternatively,
some approaches augmented controlling commands over the camera image to optim-
ize the use of available monitor space [89,170].
So far, only two approaches have been proposed that use the gaze direction to con-
trol a robot arm by means of pure gaze [81,128]. In the system proposed by Kim and
co-workers [81], a camera was mounted in front of the robot arm and the real time
image of the camera was displayed for the user on the GUI. The gaze direction was
measured using a wearable eye tracker. As illustrated in Figure 1.1, in this system
the user could control different joints of the robot by looking at the related button
on the GUI. The disadvantages of such an interface are threefold: 1) only discrete
commands can be generated, 2) the robot arm is controlled in the joint space, and the
user is confronted with the inverse kinematic task, 3) it is not possible to follow the
robot movements and at the same time to control the robot to the destination point.
In the system proposed by Rico [128], a wearable eye tracker was applied, and two
4
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(a) (b)
Figure 1.2: Two different control strategies to control robot arm in XY-plane: a) dir-
ectional control and b) vector directional control (adpated from [128]).
different control strategies were introduced: directional control and vector directional
control. Figure 1.2a shows the directional control concept in which the scene camera
of the eye tracker is divided into five different areas. Whenever the user’s gaze direc-
tion fell inside any of these areas, the robot was moved in the xy-plane correspond-
ingly to the left, right, up or down. The robot movement would stop as soon as the
gaze direction was in the centre of scene camera. Figure 1.2b shows the classification
of scene camera in the vector directional control mode. In the vector directional con-
trol mode, the amplitude and angle of the gaze vector in the scene camera were used
to move the robot diagonally in the xy-plane, and at the same time, the magnitude of
gaze vector was used to determine the velocity profile of the robot movement.
Due to the limited number of commands in the proposed interface, the robot arm
could only be moved in one plane, i.e., movement along the third dimension (z) and
changing the orientation of the robot were not considered in the control scheme.
Moreover, a large range of visual angle of the user was associated with control com-
mands which, in turn, increases the probability that unrelated eye movements are
detected as intentional robot commands. This results in a high cognitive load and
uncertainty for the user and makes such an interface not suitable for disabled people.
5
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1.2 Main contributions of this thesis
The objective of this thesis is to develop an interface that enables the user to control
the robot using eye movement as sole input. The interface should provide all the
required commands to translate and rotate the gripper with respect to its all three
axes as well as opening and closing the gripper. In addition, the interface should
provide a direct interaction between the user and the robot, i.e. the visual attention of
the user do not have to be distracted from the robot movement by any visual stimulus,
e.g. a GUI.
To provide all the required commands to control the robot towards the desired
destination point, different control modes are introduced. In each control mode, the
direct gaze directions of the user are converted to the continuous control commands.
For switching between these control modes directly, without the need for any addi-
tional interfaces, gaze gestures and the states of the eyes are suggested.
An important challenges of a gaze-based interfaces is to be capable of distinguish-
ing between the commanding gaze direction and the natural eye movement. This
problem is known asMidas touch problem [75,76]. In this thesis, this issue is avoided
in two ways: a) with the concept of dynamic command areas and b) with the introduc-
tion of non-control mode. The dynamic command areas are defined around the robot
gripper and are updated with its movements. This, in turn, offers the user the possib-
ility of looking at different parts of the environment (rather than dynamic command
areas) without sending any control commands. Aside from that, by switching to non-
commanding mode, the user can investigate the entire robot environment without
the fear of unintentionally moving the robot.
Another fundamental issue of a gaze-based interface is the so called one-way zoom
problem [50]: Once the object of interest is selected, how to deselect or switch back
to the previous state? This problem is solved in this thesis by the application of the
states of the eyes as an additional input modality. When both eyes are closed for more
6
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than the average blink duration, a switch-back command is generated.
For a direct switching to desired control mode, complex gaze gestures are intro-
duced. On the count of the primary requirement of a direct interaction without any
GUI, the gaze gestures need to be generated directly in the robot environment. How-
ever, two central research questions arise here: a) is it possible for the user to create
different gaze gestures directly at robot environment? and b) how should the sys-
tem distinguish between various natural gaze patterns and the intended gaze ges-
tures? For the recognition of gaze gestures an algorithm based on Dynamic Time
Warping (DTW) is proposed. The feasibility of generating gaze gestures directly in
the robot environment is confirmed by the experiments conducted for this studies.
Furthermore, the results of these tests confirmed the capability of the proposed al-
gorithm to reliably distinguish between the gaze gestures and natural gaze patterns.
1.3 Thesis outline
The work detailed in this thesis is organized in 8 chapters. Chapter 2 presents
the theoretical background of this work. It covers a brief overview of the exist-
ing eye tracking technologies and algorithms, and describes the impotent challenges
associated with gaze-based interfaces. The results of the primary tests conducted
with the SensoMotoric Instruments (SMI) Eye Tracking Glasses (ETG) are presented
in chapter 3. These primary tests aim to determine the best calibration setting to
achieve the most accurate gaze direction and compare two different states of the art
algorithms developed for the detection of various eye movements.
Chapter 4 presents the applied algorithms for the detection of gaze gestures and
closed-eyes event as well as the results of the pilot experiment. A novel concept
proposed to control the robot arm using eye movements as well as the corresponding
tests of this concept are presented in chapter 5.
The generation and recognition of complex gaze gestures in the robot environment
7
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are the main focus of chapter 6. This chapter describes two versions of the algorithm
to recognise the gaze gestures: first versions of algorithms needs two long fixations
at the start and the end of each gesture, where the second version does not have this
restriction. At the end of this chapter, the results of the corresponding experiment
are presented.
The main emphasis of chapter 7 is to examine whether the usability of the HRI is
improved by the integration of complex gaze gestures and the new positions of the
dynamic command areas. Finally, chapter 8 concludes this thesis and discusses the
possible extensions of the proposed interface.
8
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Eye tracking technology and its applications
This chapter provides an overview of different kinds of eye trackers and their applic-
ations. Eye trackers, devices used for measuring eye movements, vary from uncom-
fortable contact lens proposed in early 1898 to invasive video-based methods. To bet-
ter understand the principle of video-based eye trackers, first a brief survey of the eye
and its basic movements is given. Next, the principle of the video-based eye tracker
and the most commonly applied method of corneal reflection are explained. Finally,
different approaches that use gaze direction as communication modality between the
user and computer are described and their main challenges are discussed.
2.1 Anatomy of human eye
The human eye is the most sensitive sense organ that allows us to regulate light,
interpret shape, colours and dimensions. It provides fourth-fifth of all information
our brain receives [3]. The eye has an almost spherical form and is controlled by six
different muscles.
The cornea is the outermost transparent spherical layer that covers the eye. It acts
as a protective layer around the eyeball and serves as a barrier against dirt and gel,
and keeps foreign particles from entering the eye. The cornea does not have any
blood vessels in it, but it is metabolically active. The oxygen required for cornea is
9
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Figure 2.1: Anatomy of the human eye (adapted from [2]).
directly derived from the air and absorbed through tear film [3].
The sclera is the white of the eye that maintains the shape of the eye, protects the
inner elements and is made of woven interlocking fibres [39]. As illustrated in Fig-
ure 2.1, the sclera starts at the edge of the cornea and ends at optic nerve in the back
of the eye.
Light enters the eyes through the cornea and then through the pupil. The pupil is
the black circular shape that is surrounded by the iris. The pupil appears black as it
absorbs all the light entering the eyes and no light is reflected from it. The iris is the
circular coloured part of the eye that regulates the amount of light entering the eye
by contracting and expanding the pupil radius. To let more light pass through the eye
in dim light, the pupil radius is expanded, while in bright sunlight it is conversely
contracted to let less light enter the eye. The pupil diameter can range from 1 to
8mm [96].
The light passes through the lens after entering the pupil. The human lens is
made up of 65% water and 35% different proteins and has an ellipsoid, biconvex
shape [3]. Depending on the age of the individual, the central thickness of the lens
ranges between 3.5 and 5mm [3]. The ciliary muscles change the shape of the lens to
focus on objects at various distances. For focusing at near object, the lens becomes
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Figure 2.2: Six different eye muscles that control the three-dimensional orientation of
the eye (adapted from [35]).
more convex to decrease the focal length. The ability of the eye to focus at objects
located in different distances is known as accommodation [96].
A large part of eyeball is filled with a gel-like substance called the vitreous humour.
It is made of transparent, colourless mass of 98.5% to 99.7% water [3]. There are no
blood vessels in the vitreous humour, and therefore it is not actively regenerated. The
retina and vitreous humour are attached at several points.
A thin, light sensitive layer of complex nerve tissue that lies at the back of the eye is
called retina. It contains photoreceptive cells that respond to the light at a wavelength
350 and 780nm [96]. The photoreceptive cells are considered as tranducers that con-
vert light energy into electrical impulses that are sent through the optic nerve to the
visual cortex. The photoreceptive cells are commonly divided into two main groups
of rods and cones. Rods are sensitive to the changes in the light, where cones are
sensitive to the colours [96]. Approximately 120 million rods and 7 million cones
exist in the retina. The rods and cones are not equally distributed in the retina. Most
of the cones are in the middle of the retina. The rest of the retina is mostly covered
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(a) (b)
Figure 2.3: a) spatial representation and b) temporal representation of fixations and
saccades during the scene perception.
by rods [96]. The retina has multiple layers of different cell types. The nuclear layer is
the outermost layer that contains the photo receivers and the innermost layer is the
ganglion cells. The ganglion cells convert the received signal into action potential and
pass it to optic nerve.
As the cones are extremely over-represented in less than 2◦ of the visual field, the
human eye has full acuity only in this small area called fovea. Therefore, to see object
sharply, the eyes have to move so that the light falls directly on the fovea [66]. As
depicted in Figure 2.2, eyemovements are performedwith six muscles attached to the
outer side of the eyeball. Themedial rectus and lateral rectusmove the eye towards and
away from the nose, superior rectus and inferior rectus serve to move eyes upwards and
downwards and finally superior oblique and inferior oblique move the eye downwards
and upwards and at the same time laterally [144].
2.2 Different types of eye movements
The human eye can produce the fastest movement the body can generate. Eye move-
ments are categorised into three different main groups: fixation, saccade and smooth
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pursuit. Fixations are a kind of eye movement where eyes stay still over a period of
time. An example of fixation is the shortstop of the eyes on different parts of a pic-
ture. Figure 2.3a shows an example of the measured signals of eye movements while
looking (fixating) at stimulus. The fixation duration depends on the visual search
task and provides information about the cognitive state of the user [78].
Even during fixation, eyes are not completely still but contain miniature move-
ments like tremor, drift and microsaccades. Tremor is an aperiodic, wave-like motion
of the eyes with the frequency of around 90Hz [106]. Slow eye movements, taking
the eye away from the centre of fixation, are called drift [66]. The microsaccades,
however, bring the eye to its original position. The reason for the drifts is still not
known.
The fast eye movement between two fixations is called saccade. Figure 2.3b shows
the time course of the measured eye signal during several fixations and saccades.
Generally, the saccades below 30◦ are symmetric [58]. The duration of a saccade has
a nonlinear relationship with its amplitude over a thousand-fold range [28]. Eyes
are blind during the saccadic movement, and originally it is only in between two
fixations that eyes perceive [147]. At the end of saccades, eyes do not stop directly
but wobble a while before coming to a stop. This wobbling eye movement is known
as glissade [123].
A smooth pursuit is a kind of eye movement where eyes are following a moving ob-
ject, like flying bird or inverted pendulum. During the smooth pursuit, the eyes are
capable of matching the speed of the moving objects, with speeds of up to 50◦/s [126].
This kind of eye movement has a lower speed than the saccade and cannot be ex-
ecuted without any moving target [78].
13
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(a) (b)
Figure 2.4: Sclera contact lens a) mounted on the eye (adapted from [143]) and b) its
simplified schematic representation (adapted from( [167]).
2.3 Eye tracking techniques
An eye tracker is a kind of device that can measure eye movements and determine
their gaze direction. Different techniques exist to measure the eye movement. In
general, the eye tracking technology can be divided into three groups: sclera search
coil, Electrooculography (EOG) and video-based eye tracker.
Sclera search coil is one of the most precise techniques for measuring eye move-
ment [28]. This method is invasive and measures the eye movement based on mag-
netic field changes. A search coil is embedded in the tightly-fitting contact lens, and
the lens is placed on the user’s eye (see Figure 2.4a). Two field coils are positioned
at either side of the head to generate the magnetic field. Based on the number of
search coils embedded in the contact lens, and the frequencies or quadrature phases
in the magnetic field, vertical, horizontal and even torsional eye movement can be
measured [135]. Figure 2.4a shows a simplified scheme of a sclera search coil. The
measured eye tracking signal has high temporal and spatial resolution and therefore
it is frequently used in medical and psychological research to measure and study very
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Figure 2.5: Electrodes mounted around the user’s eye, to measure the skin’s electric
potential (adapted from [34]).
small eye movements (e.g. microsaccades). The main disadvantage of this method is
that it is uncomfortable for the user and can only be used over a maximum duration
of 20 to 30 minutes. More importantly, it has been shown that wearing sclera search
coils influences the saccade dynamic [42].
Another method for measuring eye movement consists of measuring the eyeball
bio-potential. Due to the very high nerve density of retina, a potential of 0.4− 1.0mv
exists between the retina and the cornea [100]. This potential difference signal is
known as electrooculogram. As the eyes move, the surrounding electric field moves
as well. To measure these potentials some electrodes are mounted around the eyes.
Figure 2.5 shows nine electrodes mounted at left, right, above and below the subject’s
eye. Based on the position of the electrodes around the eyes both vertical and hori-
zontal eyemovements aremeasured. The eyemovements can bemeasured evenwhen
the eyes are closed and therefore this method is widely used in sleep research [146].
The most important disadvantage of this method is that the measured potential may
change although the eyes are not moving. This is normally caused by either light
condition changes or eye fatigue [100].
The most widely used eye tracking technology in the last several years is the video-
basedmethod. Thismethod is non-invasive and, contrary to the previously-mentioned
eye tracker, can determine the user’s gaze direction as well. To measure the eye
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Figure 2.6: The process of eye detection and gaze estimation.
movement, typically one or two cameras are placed in front of the eyes. Using the
conventional image processing algorithm the position of the pupil and other import-
ant features of the eye are specified and therewith the gaze direction is determined.
A video-based eye tracker is mostly used for interactive applications. In this thesis,
a video-based eye tracker is applied for measuring the eye movements. In the next
section, the principle of the video-based eye tracker is explained in detail.
2.4 Video-based eye trackers
The video-based eye tracker not only can measure the eye movement, it can also es-
timate the user’s gaze direction on the 2D stimulus or even in the 3D environment. As
a result, video-based eye trackers are mainly used for interactive applications, where
the user’s Point Of Regard (POR) on the monitor is required. Different approaches ex-
ist for estimating the gaze direction using video-based eye tracker. These techniques
are divided into three main groups of feature-based, shape-based and appearance-
based methods [56].
The feature-based and shape-based approaches are sometimes grouped together
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and referred to model-based approach [172]. Both methods use a geometric model of
an eye and have to deal with two central problems: eye detection and gaze tracking [56].
The objective of eye detection is to extract the eye and its important features from the
eye image, where the gaze tracking algorithm uses the information provided by eye
detection to determine the gaze direction.
The main differences between the shape-based and feature-based approaches are
mostly in the techniques used for eye detection rather than in the gaze estimation
method. The shape-based approaches detect the location of the pupil and iris based
on the fact that the pupil and iris edge can be considered as a circular or an ellipt-
ical shape. The Hough circle transform is commonly applied to extract iris or pu-
pil from binary eye image when they are considered having circular shape [63, 152]
whereas, for elliptical shape assumption of pupil and iris, the Daugman’s integro-
differential [25], starburst [91] or ellipse fitting [160] techniques are more appropri-
ate. The feature-based approaches, however, rely on identifying distinctive local fea-
ture related to the position of the eye, like limbs, eye corners or pupil. Typically, these
local features are less sensitive to variation in illumination and view point [56]. The
pupil-corneal reflection vector, eye corners, inner-eye boundary, and sclera region are
some examples of such features. For an eye image with a high level of contrast, such
features are extracted using simple image-thresholding techniques [117].
Once the location of the pupil, corneal reflection or other local eye features are
determined, then the task of gaze tracking algorithm becomes to determine the user’s
gaze direction on the 2D stimulus or in the 3D environment. Indeed, a mapping
function needs to be defined, which maps the pupil location on the eye camera to
the different locations on the stimulus. For determining the user’s gaze direction, a
calibration procedure is required. During the calibration, the user is asked to look at
certain points on the stimulus or 3D environment. As shown in Figure 2.6, after the
calibration procedure, the parameters of mapping function are calculated, whereby
the gaze direction can be estimated online for each position of the eye.
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Appearance-based approaches combine the process of eye detection and gaze es-
timation and calculate the gaze direction directly by using the eye image as an in-
put [95,155,172]. These approaches estimate the gaze direction using machine learn-
ing techniques (e.g. artificial neural network modeling [145], adaptive linear regres-
sion [95], Gaussian process regression [92], etc) and require a large amount of labeled
training sets. The labeled training sets are collected during the calibration procedure
and consist of a pair of an eye image and the point where the user is asked to look at.
However, small head movements during and after calibration can cause signific-
ant errors in the estimation of the gaze. Obviously, allowing the head movement
requires collecting training images at different head poses for a certain point. Col-
lecting training data for a large number of possible combination of different head
poses at a particular gaze point is tedious and exhausting for the user. To speed up
the calibration procedure, some approaches are proposed that can synthesise new
training images for any unseen head poses [94]. Another challenge of appearance-
based methods is that the process of calibration is extensive and provided training
sets are mostly user-specific and cannot be generalised to unknown users.
2.4.1 Corneal reflection method
The feature-based and shaped-based approaches, explained previously, rely on seg-
menting and extracting the specific geometric features of the eye like iris, pupil
centre, etc. Indeed, the result of segmentation highly depends on the ambient light
and, with poor light condition, detecting the eye features becomes quite challen-
ging. Therefore, the contrast of the image is frequently enhanced by illuminating
the eyes by a closely situated light source. Based on the visibility of the light source
for the human’s eye, these approaches are categorised into groups of the passive or
active light [56]. While passive methods rely on the visible light source, the active
light source approaches use near infrared light source with a wavelength around
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(a) (b)
Figure 2.7: Active infrared illumination of the eye a) with different optical axis than
camera (off-axis) and b) with the same optical axis as camera (on-axis)
(adapated from [56]).
780−880nm. The infrared light source is not distracting for the user as it is invisible
to the human eye. The captured eye images show a bright pupil if the infrared light
source is close to the optical axis of the camera (on-axis). However, if the infrared
light source is far from the optical axis of the camera (off-axis), then the generated
eye image shows a dark pupil. Figure 2.7 shows example images of dark and bright
pupils [56]. The dark pupil method is used more than the bright pupil method. The
primary motivation behind the bright pupil method was to enhance the contrast of
the eye image. In particular, detecting the boundary of the pupil was quite chal-
lenging, for people with dark iris colour. However, with the current technological
developments, the contrast of the eye image is good enough to stably extract the pu-
pil from the (dark pupil) image [66].
The application of light source, not only improves the contrast of the captured eye
image but also provides an additional feature for the estimation of the gaze direction.
The infrared light source generates several reflections on the cornea. An eye image
containing the corneal reflection point is called Purkinje image. Since the infrared
light source is reflected by several layers of the eye, different reflections can be seen
in the Purkinje image. As shown in Figure 2.8, the first reflection occurs at the front
surface of the cornea, and is well known as glint or first Purkinje. The second reflection
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Figure 2.8: Reflection of an infrared light source by several layers of the eye (adapted
from [56]).
happens at the rear surface of the cornea. The third and fourth Purkinje occur at the
front and the rear surfaces of the lens, respectively [169]. The first reflection point
provides useful information for the estimation of the gaze direction.
2.4.2 Gaze direction estimation approaches
Once the pupil and the glint are extracted from the captured image, the pupil-glint
vector is applied to estimate the gaze direction vector. Generally, gaze estimation al-
gorithms are divided into groups of 2D and 3D-based gaze estimation methods [105].
Most 2D-based gaze estimation approaches rely on mapping the glint-pupil vector
directly to the coordinate system of the screen. These methods assume that the eye
has a spherical shape and rotates around its centre, that the camera and the light
source are fixed, and that the position of corneal reflection does not change with eye
movement. To estimate the gaze direction, either a linear or non-linear mapping
function is applied. The mapping function maps the pupil-glint vector to the stim-
ulus coordinates. The parameters of the mapping function are determined during
the calibration procedure. During calibration, the user is asked to look at a certain
point on the stimulus. Then, based on the coordinates of the calibration point on
the stimulus and the pupil-glint vector, the coefficients of the mapping function are
20
2.4 Video-based eye trackers
determined. As the behaviour of the glint-pupil vector and the screen coordinates
becomes nonlinear with increasing glint-pupil distance [108], mostly second degree
polynomial functions are applied as mapping function [116]. Cerrolaza [22] showed
that, using higher degree polynomial functions does not necessarily provide better
gaze estimation results. Other approaches use artificial neural network [174] or sup-
port vector machine [175] techniques to model the nonlinearity of the pupil-glint
vector and their corresponding points on the screen.
The above-described 2D-based gaze estimation approaches use a chin-rest or a bit
bar to constrain the head movements. Limiting the head position is necessitated, as
typically the position of the corneal reflections changes with any head movement.
To compensate for the head movement restriction, in the 3D-based gaze estimation
approaches, multiple light sources and multiple cameras are used. The reflection of
the second light source on the cornea is applied directly to estimate the head position.
In the 3D-based approaches, a mathematical model of the user’s eye is generated to
compute the 3D location of the cornea [56]. The centre of the cornea is used as a dir-
ect indicator of the head position and is calculated based on the reflection of the light
source. For determining the gaze direction using this model, first, the parameters of
the eye model need to be specified. According to [12], these parameter are divided
into three groups of eye extrinsic, fixed eye intrinsic and variable eye parameters. The
extrinsic eye parameter includes 3D eyeball position and its optical axis. The cornea
radii, the distance between pupil and cornea centre, and iris radius are counted as
the fixed eye intrinsic parameters, since they remain fixed during the tracking ses-
sion, but may vary slowly over the years [12]. The variable eye parameters are the
parameters which may change during the tracking session, such as the pupil radius.
Once the parameters of the model are specified, the optical axis is constructed by
connecting the centre of the cornea and the pupil centre and eyeball centre, where the
visual axis is built by connecting the centre of the pupil and the fovea. The optical
axis and visual axis intersect at the cornea centre. The offset between the optical
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and visual axes is obtained during the calibration procedure. The intersection of
the visual axis and the screen generates the POR [109, 115, 124, 149]. To calculate
the centre of the cornea, in most of these approaches, the eyeball is assumed to be
spherical. However, the accuracy of the spherical model decreases when the eyes
move to the corner of the monitor [56]. Therefore, other approaches propose to model
the eyeball with an ellipsoid shape [12,158].
2.4.3 Different types of video-based eye trackers
In general, the video-based eye tracker consists of one or several cameras. Based on
the positions of the cameras, the video-based eye trackers are divided into groups of
the static or head-mounted eye trackers.
In the remote eye-tracking devices, all required cameras and infrared illumination
are integrated into one entity and are usually mounted on the bottom of the stimulus
(see Figure 2.9b). The remote position of the camera with respect to the user has the
benefit that the participant tends to forget that the eye tracker exists and therefore
their gaze pattern would be more natural [67]. However, the complexity of extracting
the essential features of the eye increases with the distance of the camera from the
user. This is because the primary task of image processing is no longer only to extract
the eye features from the eye camera, but rather it is extended to a) detecting the
face of the user from the captured image [163], b) identifying the eye region [36]
and finally c) extracting the essential eye features. Apart from that, in the case of
remote eye tracker, user’s head movements affect the accuracy of the gaze estimation
algorithms.
For visual analysis in neuroscience, where high accuracy of eye tracker for a reliable
measurement of micro-saccades is required, typically a tower-mounted eye tracker is
used [107]. This type of eye tracker restricts the user’s head movements and can
measure the eye movement with the accuracy of 0.3° [67] (see Figure 2.9a).
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(a) (b)
Figure 2.9: Two different types of static eye tracker: a) tower mounted eye tracker
(adpated from [74]) and b) remote eye tracker mounted on the bottom of
the monitor (adpated from [134]).
In head-mounted eye tracking devices, however, all cameras and infrared light
sources are integrated into a pair of glasses or into a helmet. Head-mounted eye
trackers are commonly equipped with an additional scene camera for mapping the
user’s gaze point to the current visual scene. The gaze point in the scene camera,
where the user is looking at, is known as Point Of Regard (POR). Due to the fixed
position of scene camera with respect to the participant’s eye, no additional head
compensation is required to determine the POR in the scene camera. However, to
associate POR to the objects in the stimulus space, the position of the scene camera in
the stimulus space needs to be determined. This can be achieved either by tracking
the user‘s head movements, or with the help of markers placed in the stimulus space.
In the former method, the head movements are tracked either using some cameras
or by putting a magnetic head tracker on the head of the participant. Clearly, the
line of sight in stimulus plane can be calculated, once the line of sight with respect
to the head and the relative head movements are measured. Alternatively, the gaze
direction in the stimulus space can be determined based on tracking the markers
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with a specific pattern. In this method, typically four markers are used to define
a tracking area, and whenever the participants gaze at any point inside the tracking
area, the software tracks the markers and maps the gaze to a point inside the tracking
area [66].
2.5 Eye tracking applications
The eye tracking applications can be divided into main groups of (inter)active gaze
contingency and passive gaze contingency [66]. In the case of active gaze contingency,
the user’s gaze direction is continuously applied as input modality to control the
appearance of stimulus and to send commands. For example, the user’s gaze direction
can be used as mouse simulator to open menus, click on buttons, etc [9,88].
The passive gaze contingency, on the other hand, refers to the application in which
the participants do not actively control the appearance of the stimulus display. The
stimulus is updated, but the user is not aware of this update. The passive gaze contin-
gency has long been used in reading research and psycholinguistics. An example of
passive gaze contingent application is a dynamic display that shows a high-resolution
image of the area the user is focusing on, while maintaining low resolution for the
periphery [29].
2.5.1 Main challenges of gaze-based interaction
Using gaze direction as inputmodality has the advantage that it is natural, convenient
and fast [150]. However, using the gaze direction both for perception and control
causes the main challenge of gaze-based interface, known asMidas touch problem [75,
76]. To enable the user to interact with the application using the gaze direction,
the natural gaze direction and commanding gaze direction need to be distinguished
from each other. Furthermore, once the object of interest is selected using the gaze
direction, the second issue is how to go back to the previous level. This problem is
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know as one-way zoom problem [50].
Different approaches are proposed to overcome the Midas touch problem. The
simplest and the most straight-forward approach is to use the duration of a fixation to
decide if an object should be selected or not. By this, only fixations with time duration
larger than a specific time threshold (dwell-time) will generate a command. Fixations
with lower duration are considered as inspection fixations. However, using the dwell-
time method, any inspection fixation which has a duration larger than the dwell-
time threshold is wrongly detected as an activation fixation. Therefore, selecting an
appropriate duration for the dwell-time threshold becomes crucial. If the dwell-time
duration is too long, this slows down the interaction and makes it unnatural. On
the other hand, too short dwell-time duration results in an increase in the number
of unintentional activation commands [96]. It has been shown that only after a few
training sessions, the participant’s performance can be improved and the dwell time
duration can be decreased, causing even lower error rates [97]. Furthermore, some
approaches integrate auditory and visual feedback in the software to decrease the
duration of dwell-time and to reduce the error rate.
Another possibility to overcome the Midas touch problem is to use the size of the
pupil [133]. The pupil radius is generally regulated based on the light condition, but
it can also be voluntarily controlled to activate a command [30,31]. Other alternative
approach for solving the Midas touch problem is the application of gaze gestures that
will be described in detail in chapter 4.
Besides the above-described approaches that were only based on the analysing
the eye images, alternative methods apply other body movement signal to activate
a command. These kinds of approaches, use either head movement [103], facial
muscles [162], key press, touch gesture [153], or foot pedal [82]. Needless to say
that these approaches can only be applied for the users that have some control over
theier muscles [99]. To overcome the zoom out problem, most commonly an addi-
tional button is integrated into the interface, which enables the user to switch back to
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the previous level [72]. Similar to the solution for Midas touch problem, additional
inputs such as foot pedal [51] or touch gesture [127] can also be applied to zoom out
or to go to the previous level.
Finally, the last challenge of gaze-based interfaces is the inaccuracy of the eye
tracker. The accuracy of the eye tracker depends on the applied hardware and gaze
estimation algorithm and can vary among users and different eye trackers [38]. To
overcome the problem of inaccuracy, typically the sizes of the buttons in the GUI are
increased. Obviously, by increasing the sizes of the buttons in the GUI, lower num-
ber of buttons can be placed on the screen [98]. Therefore, some approaches define
several layers to integrate more buttons in the interface. The definition of eye tracker
accuracy, and the methods to measure it, will be discussed in chapter 3.
2.5.2 Eye gaze as a human computer interface
The idea of using gaze as input modality was first introduced as a human-computer
interface. As the user tends to look at the direction of the interested target, the gaze
direction was initially applied as pointing modality. Generally, in such applications,
the computer mouse is controlled by the user‘s direct gaze direction [11,46,111]. The
main advantage of moving a computer mouse with the eyes is that the eye movements
are much faster than any other limbmovement (hand or headmovements) [41]. How-
ever, the primary challenge that arises here is the ability of the system to differentiate
between the natural eye movements and eye movements that intend to generate a
mouse click.
Other applications use gaze direction to enter text. Writing text using gaze dir-
ection is typically achieved by using an on-screen keyboard. For selecting each let-
ter the user has to fixate on the character for dwell time duration. The user is in-
formed about the chosen letter, either by a visual feedback (for example the letter
is highlighted) or by an acoustical feedback. For novice users, the eye typing using
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(a) (b)
Figure 2.10: Two different layouts for writing though gaze: a) pEYEwrite (adapted
from [71]) and b) Dasher keyboard (adapted from [161]).
the on-screen keyboard and dwell-time approach is very slow (under 10 Words Per
Minute (WPM)). The text input rate, however, increases up to twice for experienced
users [97].
The on-screen keyboard takes some space on the display. Decreasing the size of
the keyboard, makes selecting the correct letter difficult, in particular for applica-
tions with a small display and inaccurate eye tracker. Alternatively, some approaches
introduce different modes for the keyboard [71]. As shown in Figure 2.10a) in such
application, letters are grouped in different slices and each character can be selected
by gazing at the outer frame of each slice.
To speed up the typing, some other approaches use the language model to make
predictable words and phrases easier to write [165]. Figure 2.10b shows as an ex-
ample of an application with a language model. In this application, initially, all the
letters are placed in a column on the right side of the screen. As soon as the user
gazes at each letter, the selected letter starts to move to left and the area around it
gets bigger. The letter is selected when it crosses the vertical middle line. After se-
lecting each letter, the areas around most probably predicted letters start to grow and
27
Chapter 2 Eye tracking technology and its applications
move to left.
Besides gaze-based human computer interfaces, numerous approaches are intro-
duced that use gaze direction for controlling a wheelchair [53], a drone [170] and a
robot arm [81]. These approaches were discussed in section 1.1.
2.5.3 Evaluation of eye tracking-based interfaces
As discussed previously, in the gaze-based interfaces, the human eye has a double
duty: perception and commanding. One possibility to distinguish between the per-
ception and commanding eye movement is to use only the predefined sequence of
saccadic eye movements to generate discrete commands. Detection of such saccadic
eye movements from the stream of gaze data requires a classifier.
A classifier is an algorithm that, using data training, can predict to which classific-
ation group the new observation might belong to [85]. Depending on the number of
classification groups, the classifier can be divided into two groups of binary and mul-
ticlass. A binary classifier separates data only into two groups (positive and negative),
where a multi-class classifier assigns data into more than two groups.
The result of the classifier can be correct (true) or incorrect (false). Therefore, the
binary classifier can have four different outcomes. The result of the classifier is True
Positive (TP), when the data belonging to a positive class is correctly classified as
positive, or False Negative (FN) when it is classified wrongly to the negative class.
Similarly, if the data belongs to negative class and it is correctly classified as negative,
the outcome is True Negative (TN), whereas the outcome is False Positive (FP) when
it is wrongly detected as positive.
A confusion matrix provides an overview of the four possible results of the classi-
fier. Table 2.1 shows a confusion matrix for a binary classifier. The confusion matrix
for the multi-class classifier looks almost the same with the difference that the num-
ber of rows and columns in confusion matrix are extended to the number of available
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predicted class
positive prediction negative prediction
actual class
positive
true positive
(TP)
false negative
(FN)
negative
false positive
(FP)
true negative
(TN)
Table 2.1: Confusion matrix for binary classification.
classes. For example, for a 3-class classification, the confusion matrix will be 3× 3.
The simplest, and the most intuitive, measure to evaluate a classifier is its accuracy.
A classifier’s accuracy is defined as
Accuracy =
TP +TN
TP +TN +FP +FN
. (2.1)
Accuracy is often not a suitable measure to evaluate a classifier, as it cannot distin-
guish between the types of errors. Other informative measures that can differentiate
between the types of the errors are precision and recall. The precision of a classifier
determines when a positive value is predicted, how often is the prediction correct.
The precision is defined as
Precision =
TP
predicted posistives
=
TP
TP +FP
. (2.2)
Recall indicates how often a classifier prediction is correct when the actual value is
positive. Classifier recall is defined by
Recall =
TP
actual posistives
=
TP
TP +FN
. (2.3)
An ideal classifier would have a precision and recall equal to one (with FP = 0, and
FN = 0). The classifier’s precision and recall are in trade-off relationship [17] so that
improving one leads to a negative effect on the other one. The combination of these
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two metrics is known as F1-score and is defined by the harmonic mean of recall and
precision. The F1-score is calculated by
F1− score =
2 ·Precision ·Recall
Precision+Recall
. (2.4)
Finally, the True Negative Rate (TNR) determines the proportion of the negatives
correctly classified samples and is calculated by:
TNR =
TN
actual negatives
=
TN
TN +FP
. (2.5)
The above-described metrics can also be applied for the evaluation of multi-class
classifiers, with the difference that precision and recall are computed for each class
separately. For class i, the TPi , is the (i,i) element of the confusion matrix, the value
of predicted positives is equal to the sum of the items in the ith column and the value
of actual positives is equal to the sum of elements in the ith row.
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Primary test of applied eye tracking glasses
In the previous chapter different types of video-based eye trackers were described.
Selection of a video-based eye tracker is principally based on the requirements of
the application. This chapter starts with the discussion of the main requirements
that an eye tracker should fulfil for the development of a gaze-based HRI, and then
presents the specifications of the selected SensoMotoric Instruments (SMI) Eye Track-
ing Glasses (ETG).
For the development of gaze-based HRI that uses direct gaze direction to command
a robot to a target destination point, measuring the user’s exact gaze direction is
critical. Measuring the precise gaze direction depends on several factors including
recording environment, the geometry of the eye tracker, participants, operator and
calibration settings [68]. In particular, accuracy of an eye tracker is affected by the
calibration settings such as the distance between the calibration points, the number of
calibration points or the distance between the user and the calibration plane. Hence,
in this chapter, a primary experiment is conducted with SMI ETG. The objective
of this study is to determine the most appropriate distance between the calibration
points as well as specifying the best distance between the user and the calibration
plane.
More importantly, for development of gaze-based HRI that can reliably distinguish
between the natural and commanding gaze directions, it is essential to determine
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Figure 3.1: Parallax error in a head-mounted eye tracker, where the eyeball centre
and the scene camera are not coaxial (adapted from [102]).
when and for how long the user’s attention is attracted. Therefore, during the data
analysis, it is necessary to identify the two important eye events: fixation and saccade.
In this chapter, the two most commonly applied algorithms for detection of fixation
and saccade are implemented, and the results of these two algorithms are compared
using the SMI ETG.
3.1 General specifications of an eye tracker
The eye tracking manufacturers produce very different kinds of eye trackers to ad-
dress the needs of diverse customer groups. Based on the specification of the eye
tracker their, prices range from $100 US to over $50.000 US. Several criteria should
be taken into account when selecting an eye tracker, such as its frequency, accur-
acy, precision, etc [66]. Listed below, are the most important specifications of an eye
tracker:
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• Frequency. The frequency of an eye tracker determines how often the user’s
gaze direction is measured. Manufacturers compete on achieving higher tem-
poral resolution for the eye tracker. Clearly, the higher the temporal resolution,
the better the eye tracker. However, the required frequency of eye tracker is
determined based the type of eye movements that need to be measured. For ex-
ample, the eye tracker used for determining the tremor needs to have a higher
frequency than the one applied solely to determine fixations. Based on the
Nyquist-Shannon theorem, the sampling rate of the eye tracker should be twice
larger than the frequency of measured eye movements. For the application of
an eye tracker as a human-computer interface, since only fixations and saccades
need to be determined, a frequency of 60Hz is sufficient [66].
• Accuracy. The accuracy is one of the most important aspects of data quality.
The accuracy of an eye tracker is the average difference (offset) between the
original and the measured gaze directions. It is either calculated in degrees of
visual angle [66],
accuracyθ =
1
n
n∑
i=1
θi (3.1)
or in pixel coordinates [4],
accuracypixel =
√
(xtrue − xmean)2 + (ytrue − ymean)2 (3.2)
where θi is the angular offset between the original and the measured gaze
data, xtrue, ytrue represent the original gaze direction and xmean, ymean represent
the average value of measured gaze direction. The accuracy of an eye tracker
strongly depends on the precise calibration procedure and the applied gaze es-
timation algorithm.
• Precision. The precision of an eye tracker determines the spatial resolution of
gaze data. The precision is commonly calculated by the standard deviation of
data samples and Root Mean Square (RMS). To calculate precision, the user is
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asked to fixate on the target. Similarly to accuracy, precision can be calculated
in visual angle [66],
precisionθ =
√
1
n
n∑
i=1
θ2i (3.3)
or pixel coordinates [4],
precisionpixel =
√
S2x + S
2
y (3.4)
where sx =
√
1
n
∑n
i=1(xi − xmean)
2 , sy =
√
1
n
∑n
i=1(yi − ymean)
2 and θi is the an-
gular distance between two successive gaze data, (xi , yi) and (xi+1, yi+1). For
measuring the precision, it is essential that the user’s gaze direction during the
measurement stays unchanged. However, small head or eye movements of the
user are inevitable. Often, the precision of an eye tracker is measured with an
artificial eye [68].
• Parallax error. The misalignment error of actual gaze direction, appeared with
different distances rather the calibration distance, is known as parallax error [66].
The parallax error principally occurs in head-mounted eye trackers with integ-
rated scene camera, where the scene camera and the user’s eyeball centre are not
coaxial. Figure 3.1 illustrates the parallax error for head-mounted eye tracker.
The calibration is done at point Xc at distance of dc and the projection of this
point on the scene camera is xc. When the user looks at point Xf at a far plane
(at distance df ), as the gaze direction is not changed, the projection of the gaze
in scene camera should also remain the same (xc). However, due to the different
axis centres of the eyeball and the camera, xf in the scene camera coordinate is
the real projection of the point Xf , where the point X
′
f on the far plane is the
back projection of point xc (in the scene camera). This error is known as paral-
lax error and is defined with xf − xc in scene plane coordinates, or with Xf −X
′
f
in the far plane coordinates. Conversely, if the user looks at point Xn at the near
plane (dn), the real projection of this point at the scene camera is xn. As can be
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seen from the figure, the parallax error is systematic and follows a straight line.
The parallax error can be predicted and compensated with the application of
supervised learning algorithms [8].
• Other specifications. Eye-tracker latency, robustness, recovery time, and head
movement tolerance, are some of the other specifications of an eye tracker [66].
Eye latency or temporal resolution refers to the average delay between actual
eye movement and the computed gaze direction. The eye tracker latency is
especially crucial when the relation between the gaze direction and stimulus is
analysed oﬄine [68]. Robustness of an eye tracker determines how well the eye
tracker can work within different participants. A robust eye tracker can track
gaze direction independently of individual eye physiologies. The recovery time
of an eye tracker is the time it requires to resume tracking after losing any of
the important eye features like pupil centre or corneal reflection. Finally, a
head movement tolerant eye tracker allows the participant some level of head
movement without losing accuracy.
3.2 Specification of SensoMotoric Instruments (SMI)
Eye Tracking Glasses (ETG)
A head-mounted eye tracker is the most suitable choice for this study. In a head-
mounted eye tracker, all cameras required to measure and evaluate the gaze data
are already integrated into the eye tracker. As a result, it can provide a direct inter-
action of the user with the robot and avoids distracting the user’s attention by any
GUI. Apart from that, the following requirements should be taken into account for
selecting an appropriate eye tracker.
• High accuracy and precision. The high accuracy and precision of eye tracker
are critical features, as the direct gaze direction of the user on the robot envir-
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(a) (b)
Figure 3.2: Measuring the gaze direction with SMI ETG. The eye tracker consists of
a) two infrared eye cameras and one scene camera (adapted from [151])
and each eye is illuminated with b) six infrared light sources.
onment will be used to control the robot. Any drift, inaccurate point, or strong
jittering of gaze direction may generate a wrong robot command and should be
avoided.
• Access to eye images . For the analysis of the states of the eyes, in addition to
the measured gaze direction, access to the eye camera is required. As will be
explained in the next chapter, the states of the eyes can be specified based on
the analysis of the eye image and the measured POR. Unfortunately, most eye
tracker manufacturers do not provide access to eye cameras.
• Minimized parallax error . Minimisation of parallax error is a vital prerequis-
ite for a gaze control robot arm in 3D space. The applied algorithm should be
able to predict and reduce the parallax error so that accurate gaze direction of
the user at the robot arm for every distance is robustly calculated.
Considering the above requirements, the SensoMotoric Instruments (SMI) Eye Track-
ing Glasses 2 Wireless (ETG 2W) [151] is selected for this study. As shown in Fig-
ure 3.2a, all cameras and infrared light sources are integrated into the pair of glasses.
The eye tracker is binocular and each eye is illuminated by 6 infrared light sources.
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Frequency 60Hz or 30Hz binocular
Acurcacy 0.5◦ over all distance, parallax compensation
Tracking distance from 40cm
Tracking range 80◦ horizontal, 60◦ vertical
Scene camera resolution
for 24 fps: 1280× 960 pixel
for 30 fps: 960× 720 pixel
Eye camera resolution 320× 240 pixel
Calibration 0-point, 1-point or 3-points calibration
Table 3.1: Specifications of SMI ETG
According to the information provided by SMI, an eye model is developed and ap-
plied to calculate the gaze direction. For each eye camera frame, the pupil centre and
all detected infrared reflection are fed into the eye model. The eye model calculates
the angles of eye reflection and calculates the user’s gaze direction. Afterwards, the
POR is calculated by the projection of the gaze direction in the scene camera coordin-
ates. To enhance the accuracy of the eye model, one- or three-point calibration can
also be used. After the calibration process, the eye model is adapted to the individual
eye properties of the participant. Table 3.1 shows the important specifications of SMI
ETG. The eye tracker also has two different nose rests that can be used to adjust the
position of the eye camera. This feature of the eye tracker provides the ability to
move the eyes to the centre of eye camera and consequently to increase the accuracy
of determining the gaze direction.
It should be noted that the accuracy of such a head-mounted eye tracker is not
affected by small head movements. This is because the relative pose of the eye camera
and the scene camera stay unchanged and therefore the POR is determined in scene
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(a) (b)
Figure 3.3: a) Reference coordinate system located at the nose bow of ETG and b) 3D
representation of the gaze base point and gaze direction.
coordinates independently of the head position and orientation. Nevertheless, the
ETG may slip down during head movements. Thus, for all experiments conducted in
this thesis, the users were advised to avoid any head movement during the tests.
3.2.1 iViewNGTM Software Development Kit (SDK)
The iViewNGTM Software Development Kit (SDK) provides the communication between
the C/C++ software application (client) and the iViewNGTM server. The communica-
tion is based on shared memory, Transmission Control Protocol (TCP) and User Data-
gram Protocol (UDP) to provide maximum speed and configurable balance between
latency and data transfer rate. The SDK works under windows 7-32bit.
The task of iViewNGTM is to control one or more eye tracking devices. The com-
munication between the iViewNGTM server and the client can be synchronous or
asynchronous. The synchronous communication blocks the client until receiving
a response from the server, where in the asynchronous communication the control
work flow immediately returns to the caller.
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In asynchronous communication, whenever a command is executed by the server,
a message is sent to the client. This message is sent through a callback function.
As several commands may be requested by the clients, a ticket mechanism is used
to identify each incoming message. Therefore, the ticket number of each incoming
message is compared with the ticket numbers of all the tickets created. In general,
the following information is provided by iViewNGTM server:
• Right eye, left eye and scene camera images.
• Pupil diameter of left and right eyes.
• Point Of Regard (POR): The 2D gaze direction in the scene camera coordinates.
Each POR provides the label of the scene frame it belongs to.
• Gaze base point of left and right eyes: The 3D coordinates of eyeball centers
with respect to the ETG coordinate system (PBR and PBL in Figure 3.3).
• Gaze direction of left and right eyes: The 3D gaze vector (GBR and GBL in Fig-
ure 3.3) of each eye is calculated with respect to its corresponding gaze base
point.
3.3 Comparison of different calibration settings
According to the eye tracker specifications, the users’ gaze direction is measured with
an accuracy of 0.5◦. For accurate determination of the gaze direction, however, a suc-
cessful 3-point calibration is essential. During the calibration procedure, the users
are asked to look at particular points in the environment. According to SMI docu-
mentation, during the calibration procedure, the calibration points should build a
triangle in a plane and should never be in different planes or in one row. The optimal
calibration distance between the user and the plane is reported to be 150cm.
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However, the main question that needs to be answered, is how far the points in
the calibration area of the plane should be from each other, in order to achieve the
best gaze direction estimation. In other words, how much the distance between the
calibration points could affect the overall accuracy of the eye tracker.
Apart from that, according to the eye tracker specifications, the gaze direction al-
gorithm has the feature of measuring and compensating the parallax error. However,
it is not specified whether the algorithm compensates the error completely, or the
extent of distance where it works as specified, and for which calibration distance it
produces the smallest error.
As mentioned earlier, for the development of a reliable gaze-based HRI, determ-
ining the accurate gaze direction, especially on the robot working space, is critical.
Therefore, to clarify the above-described issues, two studies are conducted. In these
two studies, the distance between calibration point in a plane and also the distance
of the users to the calibration plane are considered as two variables which may affect
the accuracy of the eye tracker. These two variables are assumed to be independent
of each other.
3.3.1 Experimenting effects of calibrations points positions
The goal of this study is to determine how different positions of calibration points
would affect the accuracy of the eye tracker over different points in the robot oper-
ating space. To determine the optimal distance between the calibration points, first,
the working space of the robot arm is empirically determined for the downwards ori-
entation of robot arm. Figure 3.4a shows the working space of the robot arm with
downward orientation. Here, the working space of the robot arm is approximately
40cm × 70cm × 60cm. The calibration area AC , is defined as the area of a rectangle
that passes through the three calibration points and, the working area of the robot
AR refers to the area of the most visible (from the user’s perspective) rectangle of
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(a) (b)
Figure 3.4: a) Working space of the robot and b) three different calibration areas
tested during the experiments.
the robot working space (cubic). For specifying the optimal position of the three-
calibration points, three different setting are examined:
• The calibration area is four times larger than the working area, AC1 = 4×AR.
• The calibration area is the same as the robot working area, AC2 = AR.
• The calibration area is a quarter of the working area, AC3 =
1
4
×AR.
At each setting, the three calibration points are exactly positioned on the border of
the specified rectangle. To calculate the accuracy of the eye tracker, four fixed test
points in the calibration plane are selected. As shown in Figure 3.4b, these points
are specified by four markers and for ease of computation, Augmented Reality (AR)
Toolkit Plus library is used to determine the original gaze direction of the user on the
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Figure 3.5: Offset between desired gaze point (green circle) and the measured gaze
points (red circles) in the scene camera coordinates.
scene camera of the eye tracker. As shown in Figure 3.5, the accuracy is calculated in
the scene camera coordinate using the Equation 3.2. For each calibration setting and
each user, the accuracy is calculated by averaging the accuracy over all four markers.
To avoid double detection, for each measurement only one marker is visible and all
other markers are covered from the user’s view and camera vision.
For all three calibration areas, the calibration distance and test distance are the
same (both at dc = 150cm).
3.3.2 Experimenting effects of calibration distance
The goal of this experiment is to determine the optimal distance between the user
and the calibration plane so that the parallax error over all possible test distances is
minimized. As shown in Figure 3.4a, from user’s perspective, the robot can be moved
a maximum of 60cm towards or away from the user. Considering that the recom-
mended calibration distance is, according to the specification, 150cm, the following
calibration distances are considered:
• Calibration distance of 120cm (dc = 120cm)
• Calibration distance of 150cm (dc = 150cm)
• Calibration distance of 180cm (dc = 180cm)
42
3.3 Comparison of different calibration settings
Figure 3.6: Different distances of the calibration plane with respect to the user.
• Calibration distance of 210cm (dc = 210cm)
For each calibration distance, the accuracy is examined for four different test dis-
tances of 120cm (D120), 150cm (D150), 180cm (D180) and 210cm (D210). And for
each test distance, the accuracy is calculated by averaging the offset over all four
markers. It should be noted that for all four test distances, the calibration area is set
to be the same as the working area of the robot (AC = AR).
3.3.3 Participants and procedure
Eight subjects participated in these experiments. The age of the users ranged from
27 to 33. For each user, two experiments explained in the above sections (3.3.1, 3.3.2)
were conducted. Each experiment consisted of 2 parts: calibration, and testing. In
both parts the users were asked to keep their head position unchanged. This restric-
tion was imposed to avoid any other possible error that may affect the accuracy. For
calculating the accuracy in both experiment, the users were asked to look at each test
points for about 1 second. Indeed, as the average fixation duration during the scene
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Figure 3.7: The accuracy of the eye tracker measured at different calibration areas.
percpetion in the literature is reported to be 300ms [65], only the first 300ms PORs
were used to calculate the accuracy.
3.3.4 Results of calibration points positions experiment
Figure 3.7 shows the accuracy of all 8 users for all three calibration areas. It can be
seen that the lowest offset was achieved by the smallest calibration area (AC3). The
Analysis Of Variance (ANOVA) test was performed to determine the statistical dif-
ference between the various calibration area. The effect of calibration area on the
accuracy was significant (p-value=0.005). The reason for this behavior can be ex-
plained by the relative position of the calibration points with respect to the user.
For the first calibration area AC1, the calibration points were almost near the border
of the scene camera field of view. In other words, for looking at the upper calibra-
tion points, the eye may almost reach the upper vertical tracking range. However,
by reaching the border of tracking range, some infrared reflection became invisible,
which in turn decreased the accuracy of gaze estimation algorithm (see Figure 3.8).
Since the positions of upper calibration points with respect to the user in the second
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(a) (b)
Figure 3.8: Eye images while looking at calibration points which are placed near the
tracking border of ETG.
setting AC2 were lower than the position of these points in the first setting, the users
mostly looked straight for the upper calibration points. This means that fewer in-
frared reflections were concealed, and the gaze direction could be estimated more
accurately. It can be concluded that the best accuracy is achieved at the smallest cal-
ibration area because all calibration points were placed in the lower field of view of
the user.
Another reason for the improvement in accuracy with decreasing calibration area
may be due to the reduced distance between the calibration points and the test points.
According to SMI, a mapping function is applied to estimate the POR for the points
other than calibration points. Thus, the gaze estimation algorithm can determine the
gaze direction for the points near the calibration point better than other points.
It can be seen from Figure 3.7, that for each calibration setting, the average ver-
tical offset (offsety) was noticeably larger than its average horizontal offset (offsetx).
It should be noted that this difference in offset cannot be explained by the differ-
ence in measurable vertical (60◦) and horizontal (80◦) eye tracking ranges. This is
because, with the scene camera resolution of 960 × 720, both vertical or horizontal
visual angles of the user are equally mapped to 12 vertical or horizontal pixels. By
this homogeneous mapping, the horizontal and vertical offsets are expected to be the
same.
The difference between the vertical and horizontal offsets may be explained by the
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positions of the two upper calibration points that were placed on the border of the
vertical tracking range of the eye tracker, but completely inside the horizontal track-
ing range. Apart from that, two of the three calibration points had the same vertical
distance with respect to the users, while all three points had different horizontal dis-
tances Figure 3.4b. This means that the difference between vertical and horizontal
offset may be minimized when the three calibration points have different vertical as
well as horizontal distances with respect to the user.
It should be noted that, as no detailed information about the gaze estimation and
mapping algorithms are provided by SMI, the observed differences in the results can-
not be analyzed on a scientific basis. Therefore, all the above statements are only the
author’s presumption.
Overall, it can be concluded that the best accuracy can be achieved when the cal-
ibration and test points are at the lower field of vision of the user, and when the test
points are very close to the calibration points. This means that, for the development
of the gaze-based HRI, the calibration points should be almost inside the working
area of the robot (AC3), to achieve a reliable gaze direction.
3.3.5 Results of calibration distance experiment
The mean offsets for all test distances when calibrated at 120cm, 150cm, 180cm,
210cm are illustrated in the Figure 3.9. As expected, for each calibration distance
the lowest average offset is achieved when the calibration and test distance were the
same. For example, as can be seen from Figure 3.9a, for the calibration distance of
120cm, the lowest average offset was achieved at the test distance of D120. The same
behaviour can be observed for the calibration distances of 150cm, 180cm and 210cm
as well.
The ANOVA test was performed for each calibration distance. At each calibration
distance, the difference among the test distances was not significant. The p-value
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(a) dc = 120cm (b) dc = 150cm
(c) dc = 180cm (d) dc = 210cm
Figure 3.9: The accuracy of the eye tracker measured at different test distance (D 120,
D 150, D 180, D 210), when calibration was performed at calibration dis-
tance of a) 120cm, b) 150cm, c) 180cm and d) 210cm.
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Figure 3.10: Distribution of overall accuracy measured at each calibration distance.
calculated for calibration distances 120cm and 150cm was 0.66, and for calibration
distances 180cm and 210cm the p-value was 0.44 and 0.67, respectively.
To determine the best calibration distance, at which the parallax errors for all the
test distances are minimized, the average overall accuracy over all test distances is
calculated for each calibration distance. Figure 3.10 shows the distribution of overall
average accuracy at each calibration distance. As it can be seen, the lowest overall
offset is achieved at the farthest calibration distance dc = 210cm, while the highest
overall offset occurred at the nearest calibration distance dc = 120cm. The effect
of calibration distance on the overall accuracy was statistically significant (p-value=
0.017).
The reason for this behavior cannot be explained, as no information is provided by
SMI about the applied algorithm for parallax error compensation.
3.3.6 Disscusion
The results of both studies showed that to achieve best gaze direction estimate using
the SMI ETG, the following points should be taken into consideration:
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• The accuracy of the eye tracker is not uniform over the whole field of view. The
best accuracy can be achieved in the lower field of view of the user.
• The lowest offset between calculated and the original gaze direction is achieved
for the points close to calibration points.
• If the gaze direction should be estimated for the distances other than the cal-
ibration distance, to minimize the parallax error, the calibration should be per-
formed at the farthest distance in which the gaze direction should be estimated.
Taking these points into account, for the development of gaze-based HRI, the ro-
bot will be positioned in the user’s lower field of view to obtain reliable gaze data.
Moreover, the calibration points will be positioned inside the working space of the
robot and at the farthest distance of robot working space.
3.4 Detection of different eye events
Besides accurate gaze direction, the HRI needs to specify whether and for how long
the user’s gaze direction in the environment should activate a command. Thus, it is
necessary to detect when the user’s attention is attracted or, in other words, when the
user fixates. Apart from that, for extraction of particular intentional gaze gestures
from the stream of gaze data, differentiation between different eye events, such as
fixation and saccade, is crucial. Extracting different eye events from the stream of
data is achieved by event detection algorithms [66].
The input of the event detection algorithm is the raw gaze samples, and the output
is the associated eye events. In principle, different eye events may happen in the
recorded data: fixation, saccade, smooth pursuit and blinks. It should be considered
that the primary goal of eye movement analysis is to gain insight into the user’ visual
attention [28]. As a result, most of the state of the art eye event detection algorithms
classify the gaze data only into two main groups of fixation and saccade.
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Different approaches exist for classifying the eye movements into the main groups
of fixation and saccade. These algorithms can be categorized into velocity-based,
dispersion-based, and area-based detection algorithms [28,66,142].
3.4.1 Dispersion-based event detection algorithm
Dispersion-based algorithms are themost common type of event detection algorithms
implemented in the commercial eye tracking analysis software. Dispersion-based al-
gorithms are based on the fact that fixation samples are less spread and tend to cluster
closer together than saccade samples. They are typically used for eye trackers with
lower sampling rate (50Hz).
For extracting fixation from the stream of data, in the Dispersion-Threshold Iden-
tification (I-DT), both temporal and spatial distances of gaze data are used. A moving
window with a certain spatial and temporal distance is defined and initially placed
at the start of data stream. The spatial distance of the window determines how far
the points can be distributed from each other to be considered as a fixation. Similarly,
the temporal distance determines for how long at least these points should be inside
the window. For each sample, first, the maximum and minimum values inside the
window (PORmax, PORmin) are determined and, the dispersion distance is calculated
by:
D = [PORmaxx −PORminx ] + [PORmaxy −PORminy ]. (3.5)
If the dispersion is lower than the dispersion threshold, the sample is associated with
the fixation, and the window is expanded by the sample. Otherwise, the sample rep-
resents a saccade, the sample is removed from that fixation window, and the fixation
window moves one sample to the right. The two important parameters of I-DT al-
gorithms are dispersion threshold and the duration threshold. These parameters are
typically determined by exploratory analysis of the gaze data. If the temporal dura-
tion threshold is set to 150ms and the dispersion threshold is set to 5◦, then the data
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samples within a 5◦ that stay for 150 ms will be considered as a fixation.
The dispersion distance is alternatively defined by the largest distance from the
centre of a fixation [5], the standard deviation of the distance from all points from
the centre of fixation, etc [13].
Minimum Spanning Tree Identification (I-MST) is another dispersion-based event
detection algorithm that consists of two steps [52]. First, the I-MST is constructed
based on the prim’s algorithm, and, then the maximum branching depth for each
point is calculated using a depth first search. During the first depth search, the mean
and the variance of the length of edges that were visited are calculated. The sac-
cades are identified as edges whose distances exceed certain predefined criteria and
fixations are determined as a cluster of points not separated by saccades. The I-MST
algorithm is not usually used online, but rather oﬄine for re-identification of fixation
during oﬄine analysis [96].
3.4.2 Velocity-based event detection algorithm
Velocity-based algorithms apply the velocity of the eye movement to classify the gaze
directions into fixation and saccade. The eye velocity, θ˙ is defined by
θ˙ = θ · fs (3.6)
where fs is the sampling frequency of the eye tracker, and θ is the angular distance
between two successive gaze points. The data samples with a velocity higher than a
velocity threshold are considered as a saccade, otherwise as a fixation. Before apply-
ing Velocity-Threshold Identification (I-VT) to the gaze data, it is important to filter
the data using, for example, Savitzky-Golay filter [123], differential filter, or other
suitable filters. Filtering is required as during the fixation the eyes are not completely
still but containminiature eyemovements likemicro-saccade and tremor [28]. There-
fore, not only saccades but also these small movements of the eye can be amplified
that may be wrongly detected as a saccade based on the selected velocity threshold.
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Overall, I-VT has the advantage that it is quite straightforward and robust [142] and
easy to implement online.
HiddenMarkov Model Identification (I-HMM) [141] is a complex extended version
of I-VT that uses a two-state Hidden Markov Model. Each state represents the velo-
city distributions of saccade and fixation samples and is associated with a transition
probability. For a sequence of gaze, given the trainedmodel, the probability of correct
assignment of the data to the model is calculated through dynamic programming.
3.4.3 Area-based algorithm
In contrast with dispersion and velocity-based algorithms that identify the fixation
at any arbitrary location in the visual field, an Area-of-Interest Identification (I-AOI)
algorithm identifies only fixations within a predefined target area [96,142]. Each gaze
point hitting the target area is labelled as a fixation for that target area and every other
points outside the target area are considered as a saccade. Next, successive fixations
are collapsed into one single fixation and saccades are discarded. In the end, only
the fixation groups with duration higher the threshold are accepted and the rest are
removed.
3.4.4 Different algorithms and their settings
The choice of event detection algorithm is made based on the sampling frequency
of the eye tracker and the objectives of the study. It is suggested to use a velocity-
based algorithm for data recorders at higher sampling rate (> 200), and to apply a
dispersion algorithm for an eye tracker with lower sampling rate [66]. It should be
noted that even with a 60Hz eye tracker, the saccade peak velocity that is larger than
10◦ can be well-measured [33]. Indeed, a velocity-based algorithm can also be applied
to 60Hz data, if the objective of the study is merely to detect fixation and saccades
and when precise specification of the parameters of these events such as duration,
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onset and offset, is not intended.
Another important aspect, independet of algorithm’s type, is the specification of
the algorithm parameters. The parameters of an event detection algorithm are usu-
ally specified empirically and vary significantly among researchers. However, it has
been shown that the resulting identified fixation and saccade are very sensitive to the
choice of algorithm parameter [77] and themean fixation duration is a linear function
of algorithm parameter [148].
For the dispersion-based method, two parameters need to be determined; i.e. min-
imum fixation duration and dispersion distance. Many fixations may wrongly be
detected when the threshold is too low and conversely many fixations may be missed
with high duration threshold. Similarly, wrong results may be achieved with an in-
correct value for the dispersion threshold. Generally, based on the objective of the
study, it is recommended to select a fixation duration in the 100− 200ms range [101]
and a dispersion threshold in the 0.5− 1◦ range [14].
For the velocity-based algorithms, only the threshold velocity needs to be specified.
The threshold is adjusted based on the applied filter and the quality of the gaze data.
The high-velocity artefacts and imprecision are the most important obstacles. The
problem of imprecision can be compensated by increasing the threshold. Increas-
ing the threshold, however, may cause many saccades with low-velocity peaks to be
wrongly detected as a fixation. To overcome this problem, Nystro¨m and co-workers
proposed an iterative data-driven approach to find a suitable velocity threshold [123].
The threshold is updated at each iteration based on the mean and standard deviation
of all samples which have lower velocity than the velocity threshold.
Moreover, to remove the high-velocity artefacts, an upper-velocity threshold can be
applied. Normally the upper-velocity threshold is in range of 750−1000◦. By this, the
segment of data with a velocity higher than the upper-velocity threshold is removed
and it is not considered as a saccade [66].
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3.4.5 Current challenge
One main requirement for the design of a gaze gesture-based HRI is its capability
to detect different eye events online. An event detection algorithm provides key in-
formation that can be used for distinguishing between gaze gestures and natural eye
movements. Clearly, the traditional event detection methods described in the pre-
vious sections can be applied for detection of saccade and fixation. But the main
question is which kind of algorithm and with which parameters can achieve the best
detection results.
Generally, for applying the I-DT and I-VT, the dispersion and velocity thresholds
are calculated based on the distance of the user to the stimulus and the allowed visual
angle for fixation (0.5−1◦). Since the distance of the user to the stimulus is normally
fixed, this threshold is determined once at the beginning of the study.
Moreover, for evaluation of the performance of I-DT and I-VT a set of compar-
ison crieteria is required. Several metrics are proposed for the evaluation of I-DT
algorithm [57]. Using these criteria, it has been shown that the best result for I-DT
algorithm can be achieved for the threshold in the range between 2.5− 8◦. However,
these results were obtained only for I-DT and for a fixed distance of the user to the
stimulus.
In this study, however, no static stimulus is provided, and the user’s gaze direction
in the robot environment is analyzed. The result of detection, indeed, may be signific-
antly changed with different thresholds and with different fixation depth. Therefore,
the most appropriate algorithm and its optimal threshold need to be determined so
that reliable detection results are achieved independently of the fixation depth.
To answer this question, a study is conducted as described in the next section. The
goal of this study is to compare two different event detection algorithms (I-DT and
I-VT) with each other and to determine with which event detection algorithm and for
which threshold the best detection results can be achieved.
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Figure 3.11: Time course of stimulus with a jumping ball. Every three seconds the
ball jumps randomly to its next neighborhood position.
3.4.6 Calculating visual angle
For detection of different eye movements based on I-VT, the velocity of eye movement
needs to be measured. SMI ETG projects the user’s gaze direction to the scene camera
and provides the gaze direction in pixel coordinates (PORi = (PORxi ,PORyi )). To
calculate the real eye movement on the stimulus, first for two successive points PORi
and PORi+1, the ∆PORxi and ∆PORyi are calculated. With the known distance of the
user to the stimulus and the idealized pinhole camera model, the real movement of
the eye on the stimulus is calculated by:
∆Xreal = PORx
d
fx
∆Yreal = PORy
d
fy
(3.7)
where d is the viewing distance of user to the stimulus and, fx and fy are the fo-
cal lengths of the scene camera that are determined during camera calibration. The
visual angle for fixed distance of user to the stimulus is calculated by:
tan(
θ
2
) =
r
d
(3.8)
where r is the displacement of gaze direction in the stimulus plane. However, this
equation holds only if the gaze angle is small and the stimulus is viewed in the central
line of sight [66].
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Alternatively, the 3D the user’s gaze direction with respect to the eyeball centre
can be used to calculate the visual angle. As can be seen from Figure 3.3b, the eyeball
centre is the estimation of eyeball with respect to the eye tracking coordinate system,
where gaze direction is calculated with respect to eyeball centre.
Given two successive gaze directions
−→
G1 and
−→
G2 with respect to the eyeball center,
the visual angle can be calculated by:
θ = arcos(
−→
G1 ·
−→
G2
|G1||G2|
). (3.9)
By this, the visual angle of the user can be calculated independently of the distance
of the user to the stimulus.
3.4.7 Experiment setup
Eight users participated in this experiment; their ages ranged from 26 to 33 years.
Each user was seated in front of a monitor, and the gaze data was recorded for four
different distances of the monitor with respect to the user. During the experiment,
the head movements of the users were restricted with a chin rest. After the exper-
iment, the recorded data was analysed oﬄine and was applied for comparing the
performance of I-DT and I-VT algorithms.
To evaluate the performance of the event detection algorithms, a reference signal
or a ground truth is required, that determines when a fixation or a saccade happen.
This reference signal can be determined manually by an experienced researcher. In
fact, manually determining the fixation and saccade is not free from error and is
very time-consuming. Therefore, in this study similar to [57, 84], a stimulus with
a jumping ball is applied. A red ball is shown over the stimulus and its position
changes randomly in time. Figure 3.11 illustrates the time course of stimulus and its
all possible random positions. Each user was asked to follow the red ball during the
experiment. The reference signal was constructed based on the dynamics of the ball
movement: saccades are expected when the ball jumps and fixation when the ball
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position does not change. For each distance of participants to the monitor, the gaze
data was recorded for three minutes.
3.4.8 Evaluation of detection algorithms
Figure 3.12: The time course of stimulus movement and velocity of eye movement
(◦/s) for one of the users seated at distance of 80cm from the stimulus.
It takes almost 200ms until the saccade happens. Only saccades that
appear 500ms after stimulus representation are considered as TP.
To evaluate and compare the performances of two algorithms, metrics described
in section 2.5.3 are applied. For the evaluation of the algorithms, it should be taken
into account that the distribution of fixation and saccade of the recorded data are
not equal. For each fixation (when the ball position stays unchanged for 3 seconds),
almost 180 fixation samples are generated, where only a few samples aremade during
a saccade (when the ball jumps from one position to another). The question to be
answered is: how long is the duration of saccade and howmany samples are expected
to be associated with a saccade.
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It has been shown that the duration of a saccade can be modeled by a linear func-
tion of saccade amplitude [20]. The saccade duration (in ms) is calculated by:
D(A) = 2.2A+21 (3.10)
where A is the amplitude of the saccade, measured in visual angle. In this experi-
ment, the amplitude of the saccade varied between 6−15◦ depending on the distance
of the user from the stimulus and the position of the ball on the stimulus. Thus, the
saccade duration is expected to vary between 34−54ms that is almost 2-3 samples for
ETG with a sampling rate of 60Hz.
Overall, almost 180 samples are expected for the fixation and two or three samples
for the saccade. With this, at the end of the experiment, the number of fixation
samples would be 60−90 times more than the saccade samples. This kind of classes,
with imbalanced distributions, are known as skewed classes [62, 154]. Therefore, for
the skewed fixation and saccade classification problem, the rare data (saccades) are
considered as positive, and the rest of data (fixations) are considered as a negative
sample.
To fill out the confusion matrix and to calculate the precision and recall, first the
number of TP, TN, FP and FN need to be determined. It should be taken into account
that the time point at which each event (fixation or saccade) happens is crucial and
decides how the result should be evaluated. For example, for counting the number of
TP, only saccades that happen right after the stimulus representation (when the ball
jumps), should be considered as TP. Any other saccade detected long after the ball
jumps should be counted as FP.
A short delay exists between the stimulus appearance and saccade onset. This delay
is known as saccadic latency and it is reported to be almost 200ms [84, 90]. During
this time, human brain calculates the difference between the current and the target
positions in the fovea and generates the appropriate signal to move the eyes to the
target position [129].
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Figure 3.13: Three different possible visual angles and their velocities for different
distance of the user to the stimulus. The velocity of the eye movement
decreases, with increasing distance of the user to the stimulus.
To correctly evaluate the result of classification, a moving window is created. As
shown in Figure 3.12, in this window the occurrence of a saccade is checked after
each stimulus appearance for almost 500ms (30 samples). If in this time duration a
saccade happens, the number of TP is increased by the saccade duration (that would
be a maximum of three samples). If two saccades are detected in each time window,
the first saccade is counted as TP and the second detected saccade is counted as FP, as
only one saccade is expected after each ball jump. Furthermore, any saccade detected
outside of this window is also counted as FP. All the fixations detected inside and
outside of the 500ms window are counted as TN. But if no saccade occurs during the
500ms window, the value of TN is subtracted by three samples (maximum saccade
duration), and the value of FN is increased by three.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.14: The precision, recall and F1-score for different distances of 80cm (first
row), 110cm (second row), 150cm (third row) and different detection al-
gorithms of I-DT (left column) and I-VT (right column).
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3.4.9 Results
As shown in Figure 3.13, for each stimulus representation (the ball jump), based on
the distance of the user to the stimulus different visual angles are expected. Appar-
ently, following the stimulus movement at the distance of 80cm will generate larger
eye movements than with the distances of 110cm and 150cm. As the saccade peak
velocity increases with the saccade amplitude [6], the saccades generated at the dis-
tance of 80cmwill have greater peak velocity than those generated at 110cm or 150cm.
Therefore, the threshold value for velocity and dispersion algorithms at different dis-
tances should be adjusted so that the saccades are detected correctly.
Next, to determine the optimal threshold, for each algorithm and for a wide range
of thresholds the three metrics of precision, recall and F1-score are calculated. For
I-VT algorithm the velocity threshold was changed from 3 to 310◦/s, and for I-DT the
dispersion threshold was changed from 3 to 100 pixels.
Figure 3.14 shows the values of these metrics calculated for one of the participants.
As can be seen, the maximum value of F1-score for I-DT algorithm, for the distance
of 80cm is 0.91 at the threshold of 32 pixels, whereas for the distances of 110cm and
150cm, the maximum value of 0.84 and 0.88 are achieved at thresholds of 24 and 19
pixel, respectively.
Similarly, the maximum value of F1-score for I-VT algorithm for the distance of
80cm is achieved at a threshold between 206 − 222◦/s, whereas at the distances of
110cm and 150cm, the maximum value of 0.98 is achieved at thresholds of 113 and
98◦/s, respectively. Thus, with increasing distance of the user from the stimulus,
the value of optimal threshold should be decreased so that all saccades are detected
correctly.
Clearly, to achieve a reliable F1-score, for all three possible distances of the user
to the stimulus, the common threshold range at which all three F1-score have their
maximum, needs to be determined. Alternatively, F1-scoremin, the minimum value
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(a) (b)
Figure 3.15: The precisionmin, recallmin and F1-scoremin of curves illustrated at Fig-
ure 3.14.
of F1-score between all these three distances can be used to determine the optimal
threshold range. Indeed, the F1-scoremin represents the worst achievable F1-score
over all distances. Figure 3.15 shows the F1-scoremin between the curves of Fig-
ure 3.14. It can be seen that for I-VT algorithm, with thresholds in the range of
78 − 146◦/s, the F1-scoremin can detect a saccade with the score of almost over 95%,
whereas I-DT algorithm reaches almost 80% for thresholds between 21− 33 pixel.
To determine the optimal threshold among all the participants, similar to Fig-
ure 3.15, first for every user the F1-scoremin over all the distances is calculated. Next,
the average value (F1-scoremin) and standard deviation of F1-scoremin over all the
users are calculated. As can be seen from Figure 3.16, the maximum achievable value
for F1-scoremin for I-VT algorithm is 0.85 ± 0.09% (at the threshold of 118
◦/s) and
for I-DT algorithm it is 0.70 ± 0.16% (at the threshold of 26 pixel). In other words,
the I-VT algorithm reaches higher value of F1-scoremin and it has also lower standard
deviation around its maximum than the I-DT algorithm.
Overall, it can be concluded that for detecting the saccades and fixation using SMI
ETG for varying distance of the user from the stimulus, the I-VT algorithm provides
better results than the I-DT algorithm. It should be emphasized that these results
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(a) (b)
Figure 3.16: The F1-scoremin for all the users using the a) I-DT algorithm and b) I-VT
algorithm.
were achieved when the visual angle of the eye movement was calculated directly by
the gaze direction vector, which can be calculated independently of the distance of
the user to the stimulus. In the next chapters, the I-VT algorithm is applied whenever
the fixation and saccades need to be determined.
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Chapter 4
Gaze gesture recognition with a
head-mounted eye tracker
Kurtenbach and Hulteen defined a gesture as “a motion of the body that contains in-
formation” [87]. Pressing a keyboard, waving goodbye, pointing to a direction with
the eyes, and head nodding are some examples of different kinds of gestures. Ges-
tures are widely used to provide a direct, natural and intuitive interface between the
user and the computer [70].
Besides their intuition and simplicity, gestures have the advantage that their vocab-
ulary can be easily expanded by increasing their complexity. Increasing the number
of provided commands in the interface without increasing the number of buttons
in the GUI, plays an important role mainly in applications with small display such
as smartphones, or tablets or in remote control applications where the user has to
control a device only with the help of a camera image shown on a monitor screen.
Our goal here is to develop a gaze-based HRI, that provides direct user interaction
and enables the user to generate all the required commands to control a robotic arm
using only 2D gaze information. To develop such a HRI, it is necessary to expand the
vocabulary of possible commands by the application of gaze gestures and state of the
eyes.
This chapter provides a short overview of different types of gaze gestures and dif-
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ferent methods applied to initialize, finalize and recognize a gaze gesture. It presents
a concept that can reliably identify different gaze gestures and states of the eyes when
using a head-mounted eye tracker. The chapter then concludes with presenting the
results of the pilot experiment conducted for two users.
4.1 Gaze gestures
The concept of gaze gesture was originally proposed by Drewes [27]. Gaze gestures
are sequences of strokes performed in a predefined order, where strokes are rapid
eye movements between two fixations. The concept of gaze gesture was inspired
from mouse gesture developed for Firefox [118]. For the recognition of a mouse ges-
ture, the mouse movements are recorded while the right mouse key is pressed and
based on its direction a command is generated. For example, with downwards mouse
movements while the right mouse key is pressed, the user can switch to the next tab
or close the Firefox. Indeed, mouse gestures provide the user with a new method to
rapidly generate commands without the need of using keyboard, menus or toolbars.
Gaze gestures follow the same concept as mouse gestures, with the difference that
they are performed with eyes rather than with hands. However, in contrast with
the mouse gesture, where the start and the end of a gesture are determined with
a keypress, identifying the start and end of a gaze gesture is not trivial. Moreover,
human eye is a perceptual organ and for gathering information about its environment
mostly saccades from one point to the other. Thus, another issue is how to distinguish
between the natural gaze patterns and the commanding gaze gestures.
4.1.1 Different types of gaze gestures
Based on the number of strokes included, gaze gestures are divided into two groups
of single-stroke gaze gesture and complex gaze gesture [113]. Strokes are defined as rapid
eye movements between two fixation points. As their names suggest, a single-stroke
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gaze gesture consists of only one stroke, whereas a complex gaze gesture consists of
several strokes.
It has been shown that the generation of single-stroke gaze gestures is easier and
requires less time and effort than complex gaze gestures [64]. However, it should
be mentioned that many single-stroke gaze gestures may be included in the nat-
ural gaze patterns. For example, a single-stroke gaze gesture can be defined as a
rightwards movement between two fixations. With this definition, many natural eye
movements, e.g. during reading of a text, may be detected as intended (rightwards)
gestures. Therefore, the main advantage of complex gaze gestures over single-stroke
gestures is that the probability of unintentionally generating a complex gaze gesture
is much lower than that of a single-stroke gesture. Moreover, the vocabulary of a
complex gaze gesture can easily be increased by increasing the number of included
strokes. On the other hand, the order of the strokes in a gaze gesture and the asso-
ciated commands need to be memorized by the user. Memorizing these associations,
in turn, may increase the cognitive and mental load.
Besides the above-mentioned classification, which was based on the number of in-
cluded strokes, another classification is based on the position where the gestures are
generated [170]. In this classification, gaze gestures are categorized into two groups
of active-zone and inactive-zone gaze gestures. For the generation of active-zone gaze
gestures, some areas on the monitor are defined as active-zones. An active-zone gaze
gesture starts in an initial field and ends in a completion field. To reduce the probabil-
ity of unintentionally generating a gesture stroke, in most applications, the peripher-
ies of the screen are used to initialize and finalize an active-zone gaze gesture [170].
In contrast to active-zone gaze gestures, inactive-zone gaze gestures can be started
and finished at any point on the screen. Minimizing the potential overlap between
gaze gestures and natural gaze patterns is commonly achieved by increasing the com-
plexity of the gaze gestures, as well as by setting some predefined threshold for the
number of included strokes [27].
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(a) (b)
Figure 4.1: a) Eight different gaze directions and b) the complex gaze gesture 3U1U
(adapted from [27]).
4.1.2 Recognition of gaze gestures
Different approaches can be applied to recognize a gaze gesture, depending on its
type. For an active-zone gaze gesture, determining the start and end of a gesture is
quite simple. As mentioned earlier, an active-zone gesture starts and ends by hitting
the initial and the completion field. Once the initial and end point of a gesture are
determined, then the recognition algorithm should examine if the predefined order
of entering the active-zones is maintained. To achieve this, normally each active-
zone is associated with an alphabet. With this definition, each gesture translates into
one string, and for its recognition, the gesture string is compared with a set of the
predefined strings in a template. If there is a match, then the gesture is classified in
the same category as the one from the template gesture, otherwise, it is rejected.
Since an inactive-zone gaze gesture can be generated at any point on the stimulus,
the recognition algorithm should deal with two important tasks. The first task is to
determine the start and end point of a gesture, and the second one is to examine if
the segmented stream is an intended gesture or not.
For the recognition of inactive-zone gaze gestures, Drewes proposed an algorithm
based on a time duration criterion, a timeout function and a gaze direction matching
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function [27]. The time restriction criterion in this algorithm allowed only a short fix-
ation to be included in a gesture; any long fixation would reset the gesture string. The
timeout function was activated if no stroke was detected for a certain time duration.
A new gesture was started when the timeout function was fired. For the recognition
of the gaze gesture, first all the gaze points were mapped by a simple integer division
onto a grid of size s. To remove small eye movements, the angle between each two
PORs was calculated only if the result of integer division was not zero for at least one
of the x and y coordinates of POR. As illustrated in Figure 4.1a, each mapped stroke
was assigned to a direction and each gesture was presented with a gesture string,
e.g. 3U1U in Figure 4.1b. Once the gesture string was created, then it was compared
with the template strings, and an action was triggered if the gesture string matched
a template string.
Another approach for the recognition of inactive-zone gaze gestures was proposed
by Fujii [43]. In this approach, saccade velocity was used to detect the strokes in the
data stream. Each two sequential gaze directions with a velocity above a particular
threshold were considered as a stroke. Once three successive strokes were detected,
the strokes were sent to the recognition algorithm. To prevent losing any potential
strokes, the last two detected strokes were saved in a buffer. The gaze data was first
clustered with a k-mean algorithm and the output of the k-mean algorithm was sent
to a six states, left-to-right HMM.
4.1.3 Applications of gaze gestures
In most of the gaze-based applications, a command is generated if the POR remains
unchanged for a predefined amount of time on the desired button [23, 120, 132]. An
alternative solution to overcome theMidas touch problem is to produce a gaze gesture
to initiate an action [27, 136, 170, 173]. In these approaches, instead of looking at a
button for the dwell time duration, the corresponding gesture is created.
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Figure 4.2: Single-stroke gaze gesture in a drawing application. Each gaze gesture
was initialized on a movable object (violet rectangle) and was finalized by
landing outside of the screen. A green color rectangle showed the desired
position of the movable object.
Although the associations between gestures and their commands need to be mem-
orized for each application, it has been shown that the mental workload associated
with the active-zone gaze gesture approach is less than the one required by a dwell-
time approach [170]. This is because, in the dwell-time approaches the labels are
normally placed on the buttons; therefore, the gaze directions that intend to read the
labels may unintentionally fire a command. More importantly, in the gaze gesture
applications, the active-zones are usually placed on the corners of the screen which,
in turn, relieves the user from the stress of unintentionally generating a command.
Apart from that, gaze gestures are more suitable than dwell time approaches when
the eye tracker suffers from low accuracy. Drewes has shown that despite the low ac-
curacy of the eye tracker, the users were able to open and close the web browser which
was integrated into a mobile phone, using the corresponding gaze gestures [26].
Single-stroke gaze gestures are alternatively used to provide a faster interaction.
Mollenbach proposed and used single-stroke gaze gestures to select different colours
in a specific order [114]. Four colours were shown at the display borders. A colour
was selected if the gaze gesture, started at the desired colour, was completed within
1000 ms by looking at the opposite side of the screen. Heikkila proposed a system
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that used single-stroke, off-screen gaze gestures to move an object in a drawing ap-
plication [64]. As shown in Figure 4.2, a gesture was initialized on a movable object
and completed in cardinal or ordinal direction and ended by landing on any point
outside of the screen.
4.2 Current challenge
As discussed in the previous chapter, to provide a direct interaction of the user with
a robot, an ETG is used. With a head-mounted eye tracker, no additional interfaces
such as a GUI are required to command a robot to the desired orientation and posi-
tion. Instead, gaze direction of the user in the robot environment is directly used as
an interaction modality between the user and the robot.
Although using an ETG offers the mentioned advantages, it also causes some diffi-
culties when applied for the generation and recognition of a gaze gesture. For defini-
tion and recognition of gaze gestures using the ETG, the main question that needs to
be answered is how active-zones can be realized or defined in a robot environment.
One possibility to realize active-zones is to set static objects in the robot environ-
ment and to determine the poses of these static objects in each frame of the ETG scene
camera. Each object can be detected using conventional image processing algorithms
or, for robust detection, marker-based algorithms can be applied. The problem with
this approach is that the user has no visual feedback about the current POR and there-
fore cannot verify if the POR hits the object borders (active-zones) or not. Therefore,
the markers (or objects) should be large enough ensuring that the users can easily
hit its borders. In addition, all markers should be placed in such way that they are
always in the user’s field of view and are visible in the scene camera.
Another possibility to generate an active-zone gaze gesture is to use the inner areas
of the scene camera as active-zones. It should be emphasized that the key advantage
of the active-zone gaze gesture is that the start and end of the gesture can be determ-
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Figure 4.3: Classification of POR in five different areas.
ined very easily. However, this advantage is cancelled out when using an ETG, as
neither POR nor the active-zones are visible for the user in this case. Alternatively, to
overcome this problem, acoustical feedback can be sent to the user when active-zone
gaze gestures are generated.
It is obvious that this approach will increase the required time for generation and
recognition of a gaze gesture. However, it is primarily developed and applied to ex-
amine the feasibility of generating gaze gesture directly in the robot environment. For
the recognition of inactive-zone gaze gesture using a head-mounted eye tracker, an
algorithm based on the Dynamic Time Warping is proposed which will be described
in chapter 5.
4.3 Classification of gaze direction
As explained in the previous section, for the generation and evaluation of active-zone
gaze gestures, typically the inner areas of the monitor are used as active-zones. In this
thesis, since the gaze direction is evaluated on the scene camera of an ETG, the inner
areas of the scene camera are applied as active-zones. Therefore, the scene camera is
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divided into five different areas: centre, up, down, left and right (see Figure 4.3). The
active-zones are set to 10% of scene camera resolution.
Each POR that enters an active-zone is classified to the group of that active zone.
To exclude noise or any saccadic eye movement that unintentionally passes through
these areas, a command is generated if the POR stays in each area for a minimum
fixation duration of 80ms. With a 60Hz eye tracker, whenever 5 successive PORs are
classified to one group, the associated event fires and the system announces the event
acoustically for the user. For example, the system announces upwards, when the PORs
stay atUp area for the duration of at least 80ms. Overall, based on the position of POR
and its duration, four different events may happen: iU (Up), iD(Down), iL(Lef t) and
iR(Right).
4.4 Detection of commanding closed eyes and
eye-winking
In this thesis, besides gaze gestures, eye states are used for the generation of com-
mands. Two different eye events are differentiated: closed eyes (iC , when both eyes
are closed) and winking (iW , when only one eye is closed). Natural eye blinks are dis-
tinguished from commanding eye blinks in such a way that only eye blinks that last
more than 500ms are considered as commanding blinks. The same rule is applied
for eye winks. To detect different states of the eyes, the Normalized Cross Correla-
tion (NCC) methods is used, similarly to [55,80,86].
Basically, cross-correlation is a mathematical tool for finding the level of similarity
or match between one signal and the time-delayed version of another signal [32]. The
cross-correlation of two signals u(t) and v(t) is defined by
(u ⋆ v)(τ) =
∫ ∞
−∞
u∗(t)v(t + τ)dt (4.1)
where u∗(t) is complex conjugate of u(t), and τ is the time delay of the v(t) relative to
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u(t).
Cross-correlation is widely used for template matching in computer vision applic-
ations. The goal of template matching is to find a part of an image, that matches
an image in a template of predefined images. The cross-correlation of two images
is calculated based on multiplying the template and original images. The result of
cross-correlation is also an image, where the value of each pixel indicates the level
of similarity. The cross-correlation between an original image (I) and the template
image (T) is defined by [18],
(T ⋆ I )(x,y) =
∑
x′ ,y′
T (x′, y′) · I(x + x′, y + y′). (4.2)
However, the value of cross-correlation strongly depends on the intensity differ-
ence in the images [112]. Normalized Cross Correlation (NCC) compensates this
problem by normalizing both images before comparing them. The NCC between
two images I and T is defined by [18],
NCC(x,y) =
∑
x′ ,y′ (T (x
′, y′)−T ) · (I(x + x′, y + y′)− I )√∑
x′ ,y′ (T (x
′, y′)−T )2 ·
∑
x′ ,y′ (I(x + x
′, y + y′)− I )2
(4.3)
where I and T are respectively the average values of the original and template im-
ages. For the detection of different states of the eyes using the NCC approach, the
template image is the user’s closed eye image and the original image is the actual eye
camera image. With this definition, in Equation 4.3, T (x,y) is the closed eye template
image, I(x,y) is the current eye camera image, T is the average value of the closed eye
template image, and I is the average value of the current eye camera image.
As the size of the original and the template images are the same, the result of NCC
is a real number and its value indicates the level of similarity between the eye camera
image and the closed eye template images. Generally, the value of NCC ranges from
-1 to 1, where values close to one indicate the strong correlation and high level of
similarity and conversely, values close to -1 indicate maximum negative similarity.
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Negative similarity in this context means that both images have the same patterns
but the colour values are inverted. The NCC values close to zero, however, indicate
low level of similarity between the two images [112].
(a) (b)
Figure 4.4: a) Results of NCC for the left eye. The value of NCC score exceeds the
threshold evenwhen the user looks downwards but the eyes are not totally
closed and b) two images of eye camera when user is looking downwards
and when the eyes are totally closed (template image).
To detect different states of the eyes, an NCC score is calculated for each eye indi-
vidually. Whenever the calculated NCCs for both eyes are larger than the predefined
threshold (0.7) for a specific duration, both eyes are considered as closed (iC). Simil-
arly, if only one of the calculated NCC exceeds the threshold, then this state is asso-
ciated with eye-winking (iW ).
Figure 4.4 shows the values of calculated NCC for the left eye camera and left eye
template image. As can be seen, the values of NCC not only exceed the threshold
during eye blinks and closed eyes but also when the user looks downwards. To
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Figure 4.5: Gaze gesture recognition TFSM for the recognition of LRL, UDU, CE and
EW gestures.
prevent such a wrong detection, the information about pupil radius calculated by
iViewNGTM SDK is applied as an additional criterion to determine the states of the
eyes. As during an eye wink or a full blink, the pupil completely disappears, the pu-
pil radius is a suitable criterion to differentiate between the closed eye and downward
looking states of the eyes. Hence, the eyes are considered closed only if for both eyes
and for at least 500ms the values of NCC exceed the threshold and the pupil radii
remain zero. The same rule is applied for eye-winking.
4.5 Gesture recognition using a Timed Finite State
Machine (TFSM)
To recognize different states of the eyes and two predefined gaze gestures, a Timed Fi-
nite State Machine (TFSM) is applied. A TFSM with timeout is typically represented
by a 6-tuple M = (S, I ,O,λs, s0,∆s), where S , I and O are sets of states, input alpha-
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bets and output alphabets, respectively, s0 ∈ S is the initial state, λs ⊆ S × I ×O × S is
a transition function and ∆s : S → S × (N>1 ∪∞) is a timeout function [16].
As shown in Figure 4.5, for the recognition of gaze gestures a TFSM with 9 states
S = {s0, sU , sD , sG1, sL, sR, sG2, sc, sw} is defined. Six events can occur based on the po-
sition of the POR and its duration (see section 4.3), and the states of the eyes (see
section 4.4): I = {iU , iD , iL, iR, iC , iW }. At each state, if no input is received before the
timeout event is expired (it), then the TFSM will move to the initial state s0. The
definition of timeout function enables the user to move to the initial state if an event
was unintentionally generated and hence an undesired state is activated.
The output of TFSM is then the code of the recognized gesture: 0 for null gesture,
UDU for Up-Down-Up, LRL for Left-Right-Left, CE for Closed-Eyes, and EW for Eye-
Winking. Clearly, the number of possible gaze gestures can be extended by altering
the order of classified PORs as well as the number of POR classification groups. For
example, the number of POR classification groups can be extended by defining four
additional groups of top-left, top-right, bottom-right and bottom-left. By this, new
sequences for gaze gestures can be easily defined and thus the vocabulary of gaze
gestures will be expanded.
In the next section, the feasibility of generation and recognition of gaze gestures
directly in the robot environment using this concept is examined with a pilot study.
4.6 Results of pilot experiment
The aim of this pilot experiment is to examine the feasibility of creating active-zone
gaze gestures using a head-mounted eye tracker. Furthermore, it investigates how
reliably the applied method can detect the states of the eyes, based on NCC.
Two subjects participated in this experiment. Each user was asked to perform each
gaze gesture 20 times. The completion time was defined as the elapsed time between
the time the experimenter requested a gesture and the time when the gesture was
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Figure 4.6: Time required for the generation of each gesture.
completed and announced. It should be emphasized that the measured time includes
the reaction time of the user and the time required for acoustical feedback and is not
purely the required time for the user to generate a gesture.
All (120) gestures were recognized correctly. Both subjects had no difficulties to
generate the gaze gestures. Figure 4.6 shows the completion time for both subjects to
generate each gesture. As can be seen, the average completion time for the detection
of closed eyes and eye-winking is less than for other two gestures. The reason for
this is that these two gestures needed only one acoustical feedback, whereas each
stroke of UDU and LRL gestures were announced separately. For example, three
announcements were expected during the generation of LRL gesture: left, right and
left. The different completion times between LRL and UDU gestures are also mainly
due to the time necessary for the acoustical feedback.
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Chapter 5
Controlling robot by means of eyes
In the previous chapter, a concept was developed that can reliably distinguish between
two different kinds of gaze gestures and states of the eyes. In this chapter, gaze ges-
tures and states of the eyes are applied as two additional modalities to allow a direct
interaction. This chapter sets out the requirements that need to be met for the de-
velopment of a gaze-based HRI. A novel concept is developed that meets these re-
quirements and enables the users to control a 7 Degrees Of Freedom (DOF) robot arm
only using gaze directions, gaze gestures and states of the eyes [1]. Gaze gestures and
states of the eyes are used to switch between different axes of the robot, where direct
user’s gaze direction is converted to continuous commands of the robot. The chapter
ends by a presentation of the results of the experiment that is conducted to evaluate
the usability and feasibility of the proposed HRI with a simple pick and place task.
5.1 Main requirements
The application of gaze direction as an interface between the user and the robot has
the advantage that it is natural and fast. However, the primary challenge in this case
is how to use only two-dimensional gaze directions to translate, rotate, open and close
the robot gripper to any position and orientation. This and several other challenges
and requirements should be taken into account when designing a gaze-based HRI.
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The main requirements that need to be considered are:
• 14 robot commands. The interface should have the capability to interpret two-
dimensional gaze directions and states of the eyes to generate fourteen different
commands: six commands for the rotation of the gripper around the positive
or negative direction of the x-, y-, and z-axes, six commands for translating the
gripper along the positive or negative direction of the x-, y-, and z-axes, and two
commands for opening and closing the gripper.
• Continuous robot commands. Direct gaze directions of the user should be
used to provide continuous control commands. Continuous control commands
provide a faster and more accurate navigation compared to discrete commands.
• Avoid Midas touch problem. Natural gaze directions must be distinguished
from the gazes which intend to control the robot. In other words, the interface
must avoid the Midas Touch Problem [76] and enable the user to investigate the
robot environment without the fear of unintentionally moving the robot.
• Direct interaction. The interface must provide a direct interaction between
the user and the robot. The user’s visual attentions should not be distracted
from the robot movement by any visual stimulus, e.g. a GUI. The user’s gaze
direction in the robot environment should be directly used to control the robot
toward the destination point.
• Low cognitive load. The interface must be intuitive and simple and, with the
purpose of minimising any possible cognitive load. For example, inverse kin-
ematic calculations should be done by the system so that the user’s commands
can be generated in the Cartesian space.
• Reliably stop robot at any position and orientation. The interface must be
able to reliably determine the gaze directions that intend to stop the robot arm
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Figure 5.1: Control concept of proposed gaze gesture-based HRI.
at any position and orientation while ensuring that no uncertainty is created for
the user.
5.2 General concept
To enable the user to generate all 14 commands required to control the robot, the
commands are categorized into five control modes. In each control mode, based on
the user’s gaze direction, various continuous control commands can be generated.
Discrete commands required for switching between these control modes are made by
gaze gestures and states of the eyes. The application of gaze gesture and states of the
eyes as switching modality, in turn, fulfills the requirement of direct interaction of
the user with the robot.
Figure 5.1 illustrates the proposed concept. As can be seen, the eye cameras and
POR are used to distinguish between different gaze gestures and the states of the eyes.
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As explained in chapter 4, the system can differentiate between two gestures (UDU
and LRL) and two different command states of the eyes (EW and CE). To avoid user
distraction caused by any visual stimulus, e.g. a GUI, the user is informed about the
recognised gesture acoustically.
A combination of three different solutions is proposed to distinguish between nat-
ural eye movements and eye movements that intend to control the robot arm. The
first novel solution consists of defining dynamic command areas. Dynamic command
areas are defined around the robot gripper and are updated with its movements. An
additional solution to make sure that the control commands are generated only if the
gazes stay unchanged on the desired area for the dwell-time duration. The last solu-
tion consists of defining non-control modes. At these modes, no control commands
are generated and the user can freely investigate the robot environments without
generating any robot commands. The blocks depicted in Figure 5.1 are explained in
more detail in the following sections.
5.2.1 Commanding gaze classifier
The user’s gaze direction is used to explore the robot environment and at the same
time to command the robot towards the destination point. For an intuitive and re-
liable interaction, the HRI must be capable of classifying the POR into two main
groups: commanding and natural POR. As described earlier, one solution proposed
to solve this problem is by defining dynamic command areas around the robot grip-
per. Obviously, the position and orientation of the gripper in the scene camera are
required for the definition of dynamic command areas. The pose of the gripper can
be calculated by applying conventional image processing techniques. Since the image
processing problem is out of the scope of this thesis, instead a marker-based detection
is used for accurate pose estimation.
As shown in Figure 5.2a, one possible solution is to place four markers on four
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(a) (b)
Figure 5.2: a) Determining the pose of the gripper by mounting four markers on the
gripper and b) the definition of two dynamic command areas at the upper
and lower side of the marker.
sides of the gripper. Figure 5.2b shows the two dynamic command areas defined at
the upper and lower sides of the markers. No commands are associated to the area in
the centre of the markers. The main shortcoming of this approach is that when the
z axis of the gripper is parallel to the gaze direction, none of the markers would be
visible, and the dynamic command areas would be hidden from the user’s point of
view. Another drawback is that only two dynamic command areas can be defined on
the gripper by using the marker directly as command areas: one at the upper side of
the marker and the other one at its lower side. Clearly, the number of command areas
can be increased by further dividing each into smaller command areas. For example
by providing two command areas at the upper side of the marker and two command
areas at the lower side of the marker. This, however, will decrease the size of each
command area and due to the limited accuracy of the eye tracker (0.5◦), it may not be
a suitable solution.
Alternatively, to overcome the above-mentioned problem, a marker is mounted on
the table in front of the robot arm (see Figure 5.4). The position and orientation of
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the marker with respect to the scene camera of ETG are determined with the help
of the ARToolKitPlus SDK, which is an open-source marker tracking library [164].
The position and orientation of the marker with respect to the robot base coordinate
system are known. Furthermore, the position and orientation of the gripper with
respect to the base coordinate system are calculated using forward kinematics. The
position and orientation of the gripper with respect to the scene camera are obtained
as a result of multiplying the transformation matrices,
CTG =
CTM ·
MTB ·
B TG (5.1)
where,
CTG : the gripper frame with respect to the scene camera of ETG,
CTM : the marker frame with respect to the scene camera of ETG,
MTB : the base frame with respect to the marker frame,
BTG : the gripper frame with respect to the base frame.
Once the gripper pose with respect to the camera coordinate system is calculated,
the projected coordinates of the gripper in the scene camera are calculated based on
the intrinsic and extrinsic camera parameters. Next, the two most parallel axes of the
gripper to the xy- plane of the scene camera coordinate are specified and the dynamic
command areas are defined along these two axes. Figure 5.3 shows examples of two
different orientations of the gripper with respect to the scene camera coordinates.
As depicted in Figure 5.4, based on the activated control mode, the command areas
are defined either at upper, lower, left, and right or only at upper and lower sides of
the gripper. Different commands are associated with these command areas based on
the activated control mode.
It should be considered that even if the gripper is concealed from the user’s view
by any obstacle, the command areas will still remain available. In fact, command
areas are available as long as the marker is visible in the scene camera and whenever
the user gazes at any of these command areas the associated command is generated
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(a) (b)
Figure 5.3: Two examples of different orientations of gripper with respect to the scene
camera coordinates: a) the xz plane of the gripper is the most parallel
plane to the image plane, and b) the xy plane of the gripper is the most
parallel plane to the image plane.
and sent to the robot. In the following sections, different control modes and their
associated commands are described in detail.
5.2.2 Control modes
As explained earlier, the 14 commands required to control the robot arm are cat-
egorized into five control modes. These five control modes are: rotation around x-
and y-axes (rotxy), rotation around the z-axis (rotz), translation along x- and y-axes
(transxy), translation along the z-axis (transz) and gripper mode. In addition to the
control modes, three non-control modes are defined: translation, rotation, and wait-
ing. As soon as a control mode is activated, the predefined dynamic command areas
with their associated commands are set up around the robot gripper. The non-control
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(a) transxy mode (b) transz mode
Figure 5.4: Dynamic command areas at a) left, right, upper and lower side of the
gripper in transxy mode and b) upper and lower side of the gripper in
transz mode.
modes offer no dynamic command areas and serve only as linkages between different
control modes. Furthermore, the non-control modes enable the user to freely invest-
igate the robot environment without the fear of unintentionally moving the robot.
Four different eye events, namely LRL, UDU, EW and CE, are used to switch
between different modes. The activated mode is announced to the user, immediately
upon entering a mode. Figure 5.5 illustrates different modes and their associated
gaze gestures. It should be noted that with a closed eye event in each mode, the sys-
tem returns to its previous mode. For simplicity, the closed eye event is not shown in
each state.
As can be seen in Figure 5.5 and Figure 5.4, in each control mode, different num-
bers of dynamic command areas are available. Four dynamic command areas are
available in the rotxy and transxy modes, while in the rotz, transz, and gripper modes,
only two dynamic command areas are defined.
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Figure 5.5: Different modes and their associated commands. Switching between these
modes is performed with the gaze gestures (UDU and LRL) and the states
of both eyes (EW and CE). In each mode, the CE event is used is to switch
back to the previous mode.
5.2.3 Association of different commands to dynamic command
areas in each control mode
In each control mode, different commands are associated with the dynamic command
areas. For example, with the four dynamic command areas, in the transxy mode, the
user can translate the gripper along the positive or negative direction of the x- or
y-axis or with two command areas, in transz mode, translate the gripper along the
positive or negative direction of the z-axis. The commands in translation modes are
performed with respect to the robot base coordinate system, whereas the commands
in rotation modes are performed with respect to the gripper coordinate system.
Based on the activated control mode, whenever the POR falls in any of the com-
mand areas, the associated control command is generated. To overcome the Midas
touch problem, a command is sent to the robot only after validating that the POR
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remains in the command area for the dwell time duration. The gripper movement
is stopped immediately whenever the POR is outside of the command areas or when
both eyes are closed.
For an intuitive interaction and to enable the user to memorize the robot base axis
easily, the xy plane is defined as the plane in which the user can move the robot to up,
down, left and right and the z axis is the axis, in which the robot can be moved away
from the user or towards the user. The generated commands are then mapped to the
original robot base coordinate system. Apart from that, assignment of commands
to these areas is done from the user’s viewpoint. This means, for example, that in
transxy mode, looking at the left side of the gripper regardless of the orientation of
the gripper, moves the gripper from user’s point of view to the left side.
To sum up, the proposed interface provides all 14 robot control commands re-
quired to translate, rotate, open, and close the gripper. To move or rotate the gripper
toward the desired position or orientation, first, the related control mode must be
activated. Then, based on the position of POR in the scene camera coordinates and
the activated control mode, the position or orientation of the gripper will be changed
continuously as long as the POR is inside the command areas.
5.3 Communication between the eye tracker and the
robot arm
All algorithms required to differentiate between different states of the eyes, to switch
between different control modes and to define different dynamic command areas are
implemented in C++. The controlled robotic arm is a Schunk robot arm with seven
DOF, equipped with a PG70 gripper and a force-torque sensor. The manipulator can
be moved and rotated along and around all its three axes.
Communication between the eye tracker and the Schunk robot arm is obtained
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Figure 5.6: Communication between the eye tracker and the Schunk LWA 3 estab-
lished through ROS services and topics.
through Robot Operating System (ROS). ROS is an open-source operating system
that in addition to traditional process management and scheduling, provides a struc-
ture communication layer above the host operating system of a nitrogenous computer
cluster. The main advantages of this operating system are that it is free, open source,
thin, multilingual, tools-based and provides peer-to-peer topology [131].
Nodes, messages, topics and services are fundamental elements of ROS. Nodes are
processing units that perform computations. Nodes work independently and com-
municate with each other through messages. A topic is a string that allows a node to
publish a message on it. The message on the topic can be subscribed by any node.
The communication based on topic is not appropriate for synchronous transactions.
A service, however, provides synchronous communication between the nodes [131].
Figure 5.6 shows the nodes, topics and services that are applied to provide commu-
nication between the Schunk control node and ETG node. The Schunk control node
consists of configurable driver and controller of Schunk robot arm. The task of this
node is to publish and control different joint values of the robot arm.
The ETG node that is running under windows 7 consists of iViewNGTM SDK as
well as algorithms implemented to recognise different gaze gestures. This node sub-
scribes the gripper pose, calculates the positions of the dynamic command areas and
publishes various control commands based on the activated control modes and the
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user’s gaze direction.
Figure 5.6 illustrates how the communication between the ETG and the Schunk
robot arm is established. Once the robot commands are published by the ETG node,
the Schunk motion planning node subscribes the generated robot commands and
provides the desired joint values for the Schunk control through MoveIt! node. Mo-
veIt! is an open source software package integrated into ROS for robot manipula-
tion. It generates a 3D representation of robot-environment using data from sensors
and plans an effective and safe trajectory towards the desired point [24]. For each
subscribed robot command, the Schunk motion planning node should perform the
following steps:
1. Subscribe the robot joint values.
2. Calculate the gripper pose using forward kinematic service.
3. Based on the subscribed robot command, calculate the new orientation or posi-
tion of the gripper.
4. Calculate the desired robot joint values for the new position of gripper using
inverse kinematic service.
Next, the MoveIt! node receives the new joint values and transmits them to Schunk
control node. The Schunk control node reads the current joint values from the robot
actuator encoders and uses a generic control loop feedback mechanism to control the
actuator effort.
5.4 Experiment
To evaluate the feasibility and usability of the proposed HRI, a study is conducted
with 10 subjects: 6 females and 4 males. One of the female subjects has been dia-
gnosed with multiple sclerosis and is paralyzed from the neck down. The age of
90
5.4 Experiment
the participants ranged from 28 to 60 years. All users had either normal vision or
wore corrective lenses during the experiment. The participants were seated at a 150
cm distance from the robot arm. As shown in Figure 5.7, three Lego columns were
mounted on the table in front of the robot with two cubes on the top of the first and
third columns. The task of the users was to grasp the first cube from the first column
and to put it on the second column behind it (first subtask), then to grasp the other
cube from the third column and to put it on the first one (second subtask). The start-
ing pose of the gripper and also the distance between the columns were the same for
all the users. The participants were asked to finish the task as fast as possible. Before
starting the experiment, the users were briefed on how to switch between different
control modes and how to perform different gaze gestures. The users were explained
that there are two possibilities to stop the robot arm: a) with a closed eyes and b)
by looking away from the dynamic command areas. After this introduction of the
concept, each user was provided with two minutes time to practice different gaze
gestures.
Both subjective and objective measurements were collected for the evaluation of
the interface. Task completion time and number of required switching commands
were used for objective assessment.
For subjective evaluation, all the participants were asked to fill out the NASA Task
Load Index (NASA-TLX) questionnaire [60]. The NASA-TLX questionnaire is a sub-
jective assessment tool that rates the perceived workload of an interface based on six
sub-scales of mental demand, physical demand, temporal demand, performance, ef-
fort, and frustration. The original version of NASA-TLX consists of two part of rating
and weighting. In the first part, each of the six scales is rated independently while in
the second part the scales are compared pairwise and weighted based on their con-
tribution to the perceived workload. The Raw Task Load Index (RTLX) is the most
commonly applied version of NASA-TLX, in which the weighting part is eliminated,
and only the average over the six scales is considered [59]. Each scale is rated with
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(a) (b)
Figure 5.7: Experiment setup: a) Schunk robot mounted on a table and b) three lego
column mounted on another table, with two cubics at the top of column 1
and column 3.
a number between 0 and 100 (in steps of 5), where 0 indicates the lowest and 100
indicates the highest possible workload that can be associated.
For a deeper analysis of the interface and to determine how the usability of the
interface can be improved, an assessment questionnaire was designed. In this ques-
tionnaire, the users were asked to rate the complexity of performing different switch-
ing commands, the usability of controlling the robot using the dynamic command
areas, the advantage of the acoustical feedback, etc. The questionnaire consists of 25
questions and each question was rated with a five-level Likert scale [93].
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(a) (b)
Figure 5.8: Gripper pose with respect to the robot base coordinates during the exper-
iment a) for all 10 subjects and b) for subject 1.
5.5 Interface evaluation
All participants were able to complete the control task using the proposed interface.
Figure 5.8a shows the gripper pose with respect to the base coordinate system for all
the 10 subjects during the experiment. Figure 5.8b illustrates the gripper trajectory
for user 1. The trajectory points of the first and second subtasks are marked with the
P1 −P7 and P7 −P14, respectively.
The time required to perform both subtasks for each participant is shown in Fig-
ure 5.9a. The average completion time for the first subtask was 5.59± 1.14 minutes,
and for the second subtask it was 6.41±1.37 minutes. Most of the users needed more
time to perform the second subtask than the first one. This difference is originally
due to the different spatial structures between the first and second subtasks.
Figure 5.9b presents the average number of required switching commands to com-
plete both subtasks. The results show that the number of required closed eye com-
mands was more than all other defined gestures. This is because for switching from
one control mode to the other, it is required first to turn back to the previous state
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(a) (b)
Figure 5.9: Results of objective evaluation: a) measured time for each participant to
complete the first and second subtask and b) number of switching com-
mands generated for both subtasks.
with a closed eye event. In addition, since only four different eye events were used,
definition of interconnection (non-control) states was essential. It should be taken
into account that some user reported that they used mostly closed eye events to stop
the robot movement. These, consequently, increased the number of required close
eye events.
The results of rated RTLX obtained from all users are presented in Figure 5.10.
The results show that although the whole user interaction with the robot was through
gaze directions and states of the eyes, the mental load (50.0±20.0), physical demand
(43.0 ± 24.0), and temporal demand (24.0 ± 12.2) of the whole task were not rated
as difficult. All users were mostly satisfied with their performance (19.5 ± 13.7) and
rated the level of frustration with 19.0 ± 16.2. The level of effort associated with the
task was 39.0± 18.0.
Of the 10 subjects, 8 were satisfied with the speed of robot movement, while the
rest reported that the movement was a bit slow. Figure 5.11 summarises the res-
ults of the rated questionnaire for all the 10 users. Each question was rated with
a 5 level Likert scale, where 1 indicated strongly disagree and 5 indicated strongly
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Figure 5.10: Result of rated RTLX questionnaires.
agree. As can be seen from Figure 5.11, in all different control modes, it was easy
for the users to predict how the robot would move and rotate by gazing at the differ-
ent dynamic command areas (median=5). Following of the robot movements (both
translation and rotation) while controlling the robot, was rated not as trivial but also
not as ambitious (median=3). Both the position and the orientation of the robot were
assessed to be easily estimated after sending each command (median=5). Grasping
the object precisely and predicting the gripper movements were also both rated as
easy (median=4.5). The suspended poster and the acoustical feedback were rated as
useful (median=5). Stopping the robot arm precisely was rated as easy (median=4).
The users were able to quickly stop the robot in any dangerous situation (median=4).
The Up (in UDU gesture) and Eye Winking gestures were rated as more challen-
ging than all other gestures (Down, Left, Right, and Closed Eyes). All of the users had
no difficulty to generate closed eyes gesture and rated the application of closed eyes
for switching back to the previous mode as intuitive (median=5). However, switch-
ing between different control modes was not rated as easy (median=3) and very fast
(median=4).
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Figure 5.11: Rated usability questionnaire. Each question was rated with a five-point
scale ranging from 1 (totally disagree) to 5 (totally agree).
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5.6 Discussion
In this chapter a novel gaze gesture-based HRI was introduced, that enables the user
to control a robot arm using only eye movements and states of the eyes. The results
of the experiment conducted with HRI confirmed the high potential of the proposed
interface to perform a simple pick and place task.
Nevertheless, several shortcomings are associatedwith the proposed interface. First-
ly, from data analysis perspective, it can be concluded that too many switching com-
mands were required to turn from onemode to the other. Secondly, switching between
the control modes was not perceived as easy for the users. In the next chapter, an al-
gorithm for recognition of different inactive-zone gaze gestures will be introduced
that enables the users to switch directly with a particular gaze gesture to the desired
control mode. In chapter 7, an analysis will be provided on whether the usability of
the interface would be improved with the integration of these new gestures.
Finally, the definition of dynamic command areas enabled the user to freely invest-
igate the robot environment without the fear of unintentionally moving the robot.
However, the participant’s feedbacks have pointed out that the definition of dynamic
command area on the lower side of the gripper was inconvenient. In some cases, the
user’s gaze directions on the lower side of the gripper, e.g. for specifying the pose of
the cube on the column, were recognised as robot commands. The solution to this
problem will be presented and evaluated in chapter 7.
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Chapter 6
Recognition of inactive-zone complex gaze
gestures
The achieved results in the previous chapter confirmed the feasibility of switching
to different control modes using only two active-zone gaze gestures and states of the
eyes. As the number of defined gaze gestures was lower than the control modes,
the definition of two intermediate modes was necessitated that in turn, increased the
number of required commands to switch from one control mode to the other. Fur-
thermore, memorizing the associations between the gaze gestures and control modes
was not easy. To enhance the performance of the proposed HRI, more gaze gestures
need to be integrated into the interface so that with each gaze gesture the user can
switch directly to the desired control mode.
The aim of this chapter is to examine the feasibility of generating and recogniz-
ing inactive-zone complex gaze gestures directly in the robot environment. This
chapter starts with introducing different inactive-zone gaze gestures that can be used
to switch between different control modes. The second part of this chapter introduces
an algorithm that applies two long fixations to determine the start and end point of a
gaze gesture. To measure the level of similarity between the inactive-zone gaze ges-
tures, Dynamic Time Warping (DTW) algorithm is used. Subsequently, the results of
a pilot experiment with two users are discussed. The last part of this chapter presents
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Control mode transxy transz rotxy rotz
Associated gesture plus Z N triangle
Order of strokes
Table 6.1: Associations of inactive-zone gaze gestures to the control modes. The num-
ber behind each gesture shows the order in which a gaze gesture should be
performed. Each stroke is generated by connecting the successive number
to each other, e.g. first stroke is generated by connecting point 1 to 2 and
so on.
a novel algorithm which can extract and recognize inactive-zone gaze gestures from
the stream of data with the overall accuracy of 96%.
6.1 Alphabet of inactive-zone complex gaze gestures
Required are different gaze gestures for switching between various control modes,
that are easy to be memorized. These gaze gestures need to be simple so that that
human eyes can create them and at the same time complex enough, to be distin-
guished from natural eye movements. Moreover, as the time required for creating a
gaze gesture increases with increasing the number of included strokes [72], the num-
ber of included strokes in each gaze gesture need to be equal. Otherwise, it would
be complicated to determine whether the different time required for completing gaze
gestures is because of a different number of included strokes or is due to the type of
gaze gesture and the physiological structure of the eyes.
Five different control modes were defined in the HRI proposed in the previous
100
6.1 Alphabet of inactive-zone complex gaze gestures
(a) (b)
Figure 6.1: POR trajectory (for two users) in the scene camera coordinate during the
generation of a circle: a) while a reference circle was visualized for the
user and b) without any reference.
chapter. Considering that switching to the gripper mode is performed directly by EW,
only four gaze gestures need to be defined for switching directly to the transxy , transz,
rotxy and rotz modes. In transxy mode, the robot can be translated along the positive
or negative direction of the x or y axis. In other words, from users’ point of view, the
robot can be moved upwards, downwards, to left or to right. Hence, a Plus(+)-gesture
is suggested which includes movements starting at up, followed to down, left and
right. For moving the robot along its z axis in transz mode, a Z-gesture is introduced.
For rotz and rotxy modes respectively triangle and N-getures are suggested. Table 6.1
summarizes the four selected gaze gestures and their associated control modes.
It should be noted that in opposite to two translation modes, selecting appropriate
gaze gestures for two rotation modes is not straightforward. Normally, a circular
shape is used to symbolize a rotation. However, generating a circular shape with
the eyes is laborious for the user, and the generated shape looks different among the
users. Figure 6.1 shows the POR trajectory of the two subjects while creating a circle
gesture, once with, and once without visualizing a circular shape for the user. Bearing
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these challenges in mind, triangle and N-gestures are suggested for switching to rotz
and rotxy modes.
6.2 Eye event dependent gaze gesture recognition
As discussed in chapter 4, determining the start and end point of a gesture and distin-
guishing between different gaze gestures are two critical challenges associated with
inactive-zone gaze gestures. One step towards solving these problems is to reduce the
task to pure gaze gesture recognition, by simply determining the start and end point
of a gesture based on fixations. For this, a long fixation can specify the beginning
or end of a gesture. In other words, only the PORs between two long fixations are
considered as a gesture and sent to a classifier.
The next step is to specify the fixation duration threshold (fth). This threshold
determines whether the detected fixations should be considered as a long fixation
or not. The fixation threshold must not be too low or too high. According to the
definition of a gaze gesture, it consists of several strokes, or in other words several
fixations. The gestures defined in the previous section, consist of three strokes, thus
four fixations are included in each gesture: two at the beginning and two in-between.
With the too low value of the threshold, many in-between fixations may be detected
as initial or final fixation, and the incomplete gestures will be sent to the recognition
algorithm. On the other hands, as the human eye blinks every 2-13 seconds, with
a high threshold value, the probability of including a blink in the gaze gesture data
will increase. The inclusion of blink in the gesture data should be avoided as during
a blink, either the eye tracker loses the pupil centre or the POR is noisy. It should
also be taken into account that with higher fixation threshold, the total time required
to generate a gesture will increase.
To avoid the above-mentioned problem, the fixation duration threshold is empir-
ically determined and set to 1500ms. By this, each segment of POR surrounded by
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two fixations longer than 1500ms, are marked as a potential gesture. After the ex-
traction of possible gaze gesture segments, a classifier is required to differentiate
between different types of gestures, or to reject the segmented POR. For measur-
ing the level of similarity between the gaze gestures, DTW algorithm is applied. Next
section presents the theoretical background of DTW and afterwards introduces the
algorithm proposed for the recognition of gaze gestures.
6.2.1 Dynamic Time Warping (DTW) algorithm
Dynamic Time Warping (DTW) is a well-known technique to measure the level of
similarity between two time-series, which may be different in phase or length. The
similarity between the two time-series is computed by aligning or warping the two
signals in a non-linear manner.
DTW has been widely used in speech recognition application, where the system
should be able to cope with different speaking style and pronunciations [138]. In
addition to speech recognition, DTW has been successfully applied in a variety of
other applications, including online signature recognition [37, 104], human gesture
recognition [61] and gait recognition [15].
6.2.1.1 One dimensional DTW
Given are two 1-dimensional time-depenedet signals X := {x1,x2, ...,xN } of length
N ∈ N and y := {y1, y2, ..., yM } of length M ∈ N. To compare these two signals, a
local cost matrix C ∈ RN×M is defined by C(n,m) := c(xn, ym), where c is the local cost
measure. Typically, Euclidean distance orManhatten distance is used as local cost meas-
ure [119]. Figure 6.2 shows an example of color-coded cost matrix of two time series,
X = cos(2πt) and Y = cos(2πt +
π
4
) that are aligned at the left and bottom of the mat-
rix. The elements of cost matrix with low cost and high cost are marked with dark
and bright colors, respectively.
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Figure 6.2: Cost matrix of X = cos(2πt) and Y = cos(2πt +
π
4
) signals, which is cal-
culated based on Euclidean distance. The matrix elements with low and
high cost values are indicated respectively with dark and bright colors.
A warping path is a sequence p = {p1,p2,p3, ..,pL} that defines a non-linear mapping
from the time axis of X pattern to Y pattern, where pℓ = (nℓ,mℓ) ∈ [1 : N ] × [1 : M].
Each warping path should fulfil the following three conditions:
1. Boundary condition: each warping path starts at p1 = (1,1) and ends at pL =
(N,M)
2. Monotonicity condition: n1 ≤ n2 ≤ ... ≤ nL and m1 ≤m2 ≤ .... ≤mL
3. Step size condition: pℓ+1 − pℓ ∈ {(1,0), (0,1), (1,1)} for ℓ ∈ [1 : L− 1]
The normalized total cost cp(X,Y ) of a warping path p is defined by :
cp(X,Y ) :=
1
L
L∑
ℓ=1
c(xnℓ, ymℓ) (6.1)
The objective of DTW is to find an optimal warping path p∗ that has the minimal
normalized total cost among all possible paths. The total cost of the optimal warping
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Figure 6.3: Accumulative cost matrix for X and Y signals which is overlaid with green
colour optimal warping path p∗.
path is called DTW distance and is calculated by:
DTW (X,Y ) : = cp∗(X,Y ) (6.2)
=min{cp(X,Y ) | p is an (N,M)-warping path}
To find the optimal warping path, each possible path starting at P1 and ending at
PL must be examined. However, the computation complexity of such a procedure
would be exponential in length of N and M. To reduce the computation complexity,
the optimal path is determined using dynamic programming. Therefore, to find the
optimal warping path, first an accumulated cost matrix D, D ∈ N ×M is constructed
where the first column and first row is defined by
D(n,1) =
n∑
k=1
c(xk , y1) for n ∈ [1 :N ] (6.3)
D(1,m) =
m∑
k=1
c(x1, yk) for m ∈ [1 :M] (6.4)
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And the other elements are calculated by
D(n,m) =min{D(n− 1,m− 1),D(n− 1,m),D(n,m− 1)}+ c(xn, ym). (6.5)
In order to recursively calculate the accumulative cost matrix, the matrix is ex-
tended with an additional row and column, where D(0,m) := ∞ for m ∈ [1 : M],
D(n,0) := ∞ for n ∈ [1 : N ] and D(0,0) = (0,0). Once the accumulative cost mat-
rix is calculated, the optimal warping path is computed in reverse order: it starts
at PL = (N,M) and selects each adjacent elements with smallest value, until the first
element p1 is reached. In this way, the computation complexity of DTW is decreased
to O(NM). Figure 6.3 shows the accumulative cost matrix of two signals from Fig-
ure 6.2, overlaid with green color optimal warping path p∗.
6.2.1.2 Multi-dimensional DTW
To compare two multi-dimensional sequences with each other, all information over
each dimension of the sequences must be taken into account and be applied for com-
parison [156]. Therefore, a Multi-Dimensional DTW (KD-DTW) compares two K-
dimensional signals either by defining a new distance measure to build the cost mat-
rix [83,157], or by constructing a K +1-dimensional cost matrix [166].
In general, the cost matrix of two K-dimensional time series (A and B) is calculated
by [157]
c(i, j) =
√√
K∑
k=1
(Ai,k −Bj,k)2. (6.6)
Once the cost matrix is calculated, the total cost as well as the optimal warping
path are computed in the same way as explained for one-dimensional DTW.
In this thesis, this method is applied to compute the cost matrix and to measure
the distance between 2D gaze data.
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(a) Sakoe-Chiba band (b) Itakura parallelogram
Figure 6.4: Two different global constraint approaches. The warping path can only be
selected from the shaded subset of the cost matrix.
6.2.1.3 Speeding up DTW
A large number of algorithms are proposed to speed up DTW, to improve its ef-
ficiency, or to reduce its computational cost. These algorithms speed up DTW by
either modifying the step size [139], by defining local weights in the accumulative
cost matrix [49] or by defining global constrains for the warping path [73,140].
Dimensionality reduction is an effective method applied for decreasing the com-
putation cost of DTW. The dimensionality of sequence is typically reduced using
piecewise aggregate approximation [79], Wavelet Transform (WT) or Discrete Fourier
Transform (DFT) [21] techniques. In thesemethods, DTW is applied on the coarsened
version of sequences, instead of the original sequences.
In this thesis, a global constraint approach (Sakoe-Chiba Band) is applied to speed
up DTW-algorithm. This method restricts the warping path in a global sense and
explicitly forbids the warping path to enter some regions in the cost matrix. For
limiting the path, typically a warping window is defined, which determines the sub-
set of accumulative cost matrix that can be visited for finding the optimal warping
path. Figure 6.4 illustrates the two of most commonly used Sakoe-Chiba Band [140]
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and Itakura Parallelogram [73] warping windows. In both approaches, the optimal
warping path can only be selected from the shaded subset of the matrix. As can be
seen, the Sakoe-Chiba band has a fixed (horizontal and vertical) width r ∈ N and is
parallel to the diagonal line of matrix, whereas the upper and lower line of Itakura
Parallelogram window have two different slopes of s and 1/s ( s ∈ R>1).
6.2.2 DTW as a classifier
DTW has already shown high potential for binary or multi-class classification of time
series [47]. DTW classifier, similar to every other supervised learning algorithm, re-
quires at least one training example or one template as a reference signal for measur-
ing the level of similarity.
During training DTW classifier, one or several training examples are generated. In
the case of multi-class classification, for each class G, at least one training example
is created. After collecting the data, for each class, one of the training examples is
selected as a template sample. The template sample is the training example that has
minimum normalized warping distance to all other training examples. Thus, the
template for class G, φg is calculated by [47]:
φg = argmin
i
1
Mg−1
Mg∑
j=1
DTW(Xi ,Xj ) for 1 6 i 6Mg & i , j (6.7)
whereMg is the number of the available training examples. For the case, thatMg = 1
the single training example is applied as a template.
In the prediction phase, the normalized warping distance between the test data
and each template is calculated, and test data is classified to the class with minimum
normalized warping distance. Nevertheless, not every data sent to DTW belong to a
particular class, and the classifier must have the ability to reject the data or in other
words to classify the data as a null class. One possible solution is to determine a re-
jection threshold for each class [47,122]. This rejection threshold can be determined
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Figure 6.5: Gesture recognition based on 2D-DTW.
based on calculating the distance between the template and unseen samples, and
setting the threshold to the nearest distance value in which incorrect classification
occurs [122]. Alternatively, when more than one training examples are available, the
rejection threshold can be determined based on the average and standard deviation
of training examples [47].
6.2.3 DTW for classification of gaze gestures
As discussed earlier, for measuring the level of similarity between the two gaze ges-
tures using DTW algorithm, initially the start and end point of a gaze gesture need
to be determined. In this part, an algorithm is presented that uses two long fixations
to indicate the start and end point of a gesture. As shown in Figure 6.5, a 2D-DTW
is applied to measure the level of similarity between the template gesture and each
segment of 2D-POR data. As mentioned before, the cost matrix for 2D-DTW is calcu-
lated based on Euclidean distance. To enable the classifier to recognize gaze gestures
with different sizes, the training and test examples are first normalized using Z-score
109
Chapter 6 Recognition of inactive-zone complex gaze gestures
normalization [110]:
PORx,norm =
PORx −µx
σx
PORy,norm =
PORy −µy
σy
. (6.8)
As can be seen from Figure 6.5, 2D-DTW is not called after receiving each sample,
but only after detecting a long fixation (> fth) in the stream of PORs. Therefore, the
data provided by the eye tracker is first sent to the velocity-based event detection
algorithm. Simultaneously, the incoming stream of PORs is saved in a buffer for fur-
ther comparison. The event detection algorithm classifies each sample as a fixation
or as a saccade. The fixation duration by each incoming sample is updated. If the
fixation duration is longer than the predefined threshold (1.5 second), the content of
the buffer is copied and is sent to 2D-DTW after performing Z-score normalization.
2D-DTW calculates the distance between the data in the buffer and each template
gesture and returns the gesture with the lowest distance. However, not every long
fixation in the POR stream is an indicator for the start or end of a gesture but may
be natural fixation during scene perception. Thus, the data sent to DTW may not be
necessary an intentional gesture. Therefore, to avoid wrong positive recognition, the
DTW is enabled with null-rejection threshold. For this purpose, the lowest normal-
ized distance is compared to the null-rejection threshold, and the gesture is rejected
if the normalized distance is higher than the null-rejection threshold.
It should be noted that to enable the classifier to reject the test data correctly, des-
pite the definition of rejection threshold, an additional criterion is required to prevent
classifying a too short segment of POR to a particular gesture.
Figure 6.6 illustrates an example when a warping path, with a DTW-distance lower
than threshold, is found between the template (Z-gesture) and a short segment of
POR during scene perception. As can be seen, the optimal path consists of several
vertical movements in which each sample of the test data is aligned to several samples
of the template. Obviously, one solution to avoid this problem would be to reduce the
size of warping window (r), so that only warping path near the diagonal elements of
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(a) (b)
Figure 6.6: a) A segment of POR during scene perception (left) and the template used
for Z-gesture (right) and b) accumulative cost matrix of two signals which
is overlaid with optimal warping path in green.
the matrix are accepted. However, reducing the size of warping window would also
increase the probability of rejecting a gesture incorrectly. Therefore, to avoid such
a wrong recognition, before sending the data to 2D-DTW the size of the test data is
examined and only the data with at least Lmin samples are sent to the 2D-DTW.
In addition, the size of the gesture should also be less than a predefined threshold
Lmax. This is necessary since a large segment of POR, e.g. during the scene perception
may contain one of the defined gestures. Apart from that, the probability that a
portion of POR contains a blink, increases with the length of the segment. Thus, only
the POR segments that satisfy the length condition are sent to 2D-DTW.
6.2.4 Pilot experiment
The goal of this pilot experiment is to investigate whether the user can generate in-
active gaze gesture in the real environment of the robot. Furthermore, it should be
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(a) (b)
Figure 6.7: Physical auxiliary points demonstrated to the users for the creation of dif-
ferent gestures: a) Z-gesture and b) triangle-gesture.
examined if the generated gaze gestures look like originally intended gesture and if
the proposed algorithm based on the DTW can distinguish between the different kind
of intended gaze gestures and natural eye movements.
6.2.5 Experiment setup
The proposed algorithm was implemented in C++ using the open source Gesture Re-
cognition Toolkit [45,48]. The values of Lmin and Lmax were set to 90 and 60 samples,
respectively. Two users participated in this experiment. The experiment consists of
three parts: introduction, training and testing. During the introduction part, the users
were briefed on four different types of gaze gestures and the sequences in which each
gesture should be generated. During the explanation, each gesture was introduced by
some physical points in the robot environment. Figure 6.7 shows the auxiliary points
demonstrated to the user for two Z and triangle-gestures during the introduction
part.
In the training part, the users were first asked to select the physical points in the
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robot environment, by which a gesture could be generated. To obtain a segment of
POR that only contains an intentional gaze gesture, the initial and final point of a
gesture was determined by the experimenter and participant, respectively. For this
purpose, the participants were asked to look at the point in which the requested ges-
ture could be started, and to start to generate a gesture by hearing the command start
from the experimenter. After reaching the end point of a gesture, the participants
informed the experimenter to stop recording the POR. Afterwards, the gesture was
visualized for the experimenter. The gesture was removed if it was noisy, incom-
plete, contains blink or contains PORs that were not part of the gesture. Otherwise,
the gesture was saved as a training example. For each gesture, 10 training examples
were generated. After training the classifier, the participants were explained about
the fixations required for starting and finalizing a gesture and were provided with
two-minutes time for practising the gestures.
In test part, each participant generated 10 test examples for each gesture. To eval-
uate the capability of the algorithm to reject a gesture, the users were asked to create
only one gesture at each 10 seconds. Therefore, a timer was integrated into the pro-
gram, and in the beginning of the study, the timer was initialized with the timeout
duration of 10 seconds. Whenever the timer was timed out, a beep sound was played
signalling that the next gesture should be generated. After finishing each gesture, the
users were asked to wait and to look naturally in the robot environment until hearing
the next beep sound.
6.2.6 Results of pilot experiment
Both users were able to generate the requested gaze gestures, and surprisingly the
generated gaze gestures for both participants were quite similar to hand written form
of gestures. Figure 6.8 and Figure 6.9 illustrate examples of plus, triangle, Z , N and
null gestures created during the test phase. Both users mentioned that by selecting
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Figure 6.8: Segments of PORs during the generation of plus, triangle, Z and N-
gestures.
Figure 6.9: Segments of PORs during scene perception (null gestures).
some reference points in the robot environment they were able to generate the gaze
gestures without any difficulties. However, both users reported that the long fixations
at start and end of the gestures were inconvenient and tiring for the eyes. Further-
more, they were sometimes confused during generating the gestures and therefore
fixated incorrectly in the middle of the gesture. One of the users who wore contact
lenses during the experiment reported that the precondition of not blinking during
the generation of the gestures dried her eyes and was inconvenient for her.
Figure 6.10 shows the average completion time for each gesture. Z-gesture was the
fastest gesture (1791 ± 150ms) and triangle-gesture (2031 ± 414ms) was the slowest
gesture generated during the pilot experiment. It should be noted that the mentioned
completion times refer only to the duration in which each gesture is created and do
not include the long fixations at the beginning and end of the gestures.
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Figure 6.10: Required time for both subject to create the gestures.
Predicted gesture
plus triangle Z N null
A
ct
u
a
l
g
e
st
u
re
plus 14 1 0 0 5
triangle 0 19 0 0 1
Z 0 0 16 0 4
N 0 0 0 15 5
null 0 0 1 0 79
Table 6.2: Confusion matrix for both participants.
Table 6.2 shows the confusion matrix calculated for all gestures generated by both
participants. The average overall accuracy of the classifier is 89.4%. The precision
and recall of the classifier for each gesture are shown in Table 6.3. The natural eye
movements are rejected correctly with the rate of 98.75%. As can be seen, the values
of precision for almost all gestures are higher than their recall value. In other words,
the main reason for classification error is due to incorrectly rejecting the POR seg-
ment as a gesture rather than miss-classification (classification of class a as class b).
The low miss-classification rate, in turn, highlights that the selected gestures were
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plus triangle Z N
Precision 100 % 95% 94.11% 100%
Recall 70% 95% 80% 75%
TNR 100% 99.28% 99.28% 100%
Table 6.3: Precision, Recall and TNR for each gesture.
distinct enough from each other. In general, one possibility to minimize the miss-
classification rate for a DTW-classifier is to define different gestures, to measure the
DTW-distance between them and to choose those with highest DTW-distances to all
other classes.
The reasons for incorrectly rejecting a POR segment (or incorrectly classifying as
a null gesture) are threefold. Firstly, the value of minimum allowed size for gesture
Lmin was too large. This means that a potential segment of POR was rejected incor-
rectly if the size of the POR segment was smaller than Lmin samples. Secondly, some
gestures were dismissed because of the values calculated for normalized DTW dis-
tance were larger than the rejection threshold. Apparently, the accuracy could be in-
creased, by increasing the rejection threshold but this may cost the lower value of pre-
cisions. Thirdly, some gestures contained long fixations in-between. Consequently,
only a part of a gesture was sent to DTW for measuring the level of similarity.
6.2.7 Discussion
The results of pilot experiment confirmed the feasibility of performing inactive-zone
gestures in the real robot environment. The generated gaze gestures were similar to
each other so that the classification based on DTW could reach the accuracy of almost
90%. Besides the excellent capability of the classifier to distinguish between different
gestures, the algorithm showed high potential for rejection of other eye movements
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rather than gestures, e.g. during scene perception.
Nevertheless, several drawbacks are associated with the proposed algorithm. The
main drawback is the need to fixate at the beginning and end of a gesture. The long
fixations, in turn, increase the time required to generate a gesture. Beyond that, the
long fixations are tiring and strenuous for the eyes, as the user does not have to blink
during fixating and generating a gesture. It should be considered that human eye
blinks every 2 − 10s in normal condition [44]. Summing up the long fixations at the
beginning and end of a gesture, plus the time required for generating a gesture results
almost 5sec. For users, with the blink interval of less than 5sec, means that they
will either blink during this time duration or they will intentionally avoid blinking.
However, trying not to blink causes dry eyes and unclear vision. Particularly, for users
with contact lenses, that blink more than other users [19], this condition should be
avoided. Apart from that, it has been shown that the probability of blink occurrence
increases with the amplitude of the saccadic eye movements [40]. Bearing in mind
that the proposed gaze gestures consist of several saccadic movements, requesting
the users not to blink during these time duration is bothering and inconvenient.
Overall, the precondition of generating long fixations at the beginning and end of
a gesture should be avoided and excluded from the application. Instead, the task
of extracting gestures from the stream of PORs should be overtaken by the system
rather than by the user.
6.3 Eye event independent gaze gesture recognition
The results presented in the previous section showed that the algorithm based on
DTW and long fixations performs well in distinguishing between different gestures
and natural eye movements. However, generating long fixations at the start and end
of a gesture is, a) time-consuming and b) tedious for the eyes. Therefore, in this part,
a method is proposed that extracts the gestures from the stream of PORs by its own.
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For segmenting the gestures from the data stream, no long fixations at start and end
of a gesture are required. Instead, the user can start and finalize a gesture without
any restrictions. Before introducing the proposed algorithm, in the next part, the
general concept of subsequent DTW and the associated challenges are discussed.
6.3.1 Subsequence DTW
In the conventional DTW algorithm, the lengths of both sequences are considered to
be almost the same. Usually, this is not the case for the real-world applications. In-
stead, the duration of the template signal is much shorter than the comparing signal.
An example of such a case is a request for a query from a database, where the database
is considered as the longer and the query as the shorter sequence, respectively [119].
The task of finding the most similar segment of a series with a template signal can
be performed with subsequence DTW. It should be noted that in comparison to the
conventional DTW, the objective of subsequence DTW is not only to find the distance
between the two sequences with fixed lengths. In fact, the goal of subsequence DTW
algorithm is first, a) to compare the template with different segments of the signal
and b) then to find the best segment which has the lowest distance.
Consider two sequences,X := (x1,x2, ...,xN ) and Y := (y1, y2, ..., yM ), where the length
of Y sequence is much larger than the length of X sequence (M >> N ). The objective
is to find a segment of Y , Y (a∗ : b∗) := (ya∗ , ya∗+1, ..., yb∗) with 1 ≤ a
∗ ≤ b∗ ≤ M that
minimizes the DTW distance between the sequence X and sub-sequence of Y [119]:
(a∗, b∗) := argmin
(a,b):1≤a≤b≤M
(DTW (X,Y (a : b)). (6.9)
Similar to the conventional DTW, the accumulative cost matrix for the first column
is calculated based on Equation 6.3. However, to penalize the omission at the begin-
ning and end of the cost matrix, the accumulative cost matrix for the first row is
modified to
D(1,m) = c(x1, ym) for m ∈ [1 :M]. (6.10)
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Furthermore, to recursively calculate the accumulative cost matrix an additional
row and column are defined. The additional column is initialized similar to conven-
tional DTW with D(n,0) =∞ for n ∈ [0 :N ], whereas the additional row is initialized
with D(0,m) = 0 for m ∈ [0 :M].
Once the accumulated cost matrix is calculated, the lower index (a∗) and upper
index (b∗) of the sub-sequence need to be determined. To calculate the upper index,
a function (∆(b)) is defined by
∆ : [1 :M]→ R ∆(b) :=D(N,b). (6.11)
The upper index is exactly the index in which the last row of the accumulative cost
matrix has its minimum value. In other words, b∗ can be determined from
b∗ := argmin
b∈[1:M]
∆(b) = argmin
b∈[1:M]
D(N,b). (6.12)
The a∗ can be determined by finding the optimal warping path which starts at point
PL = (N,b
∗), and pass through the elements with smallest value, until it reaches any
element in the first row (Pℓ = (1, a
∗)).
It should be noted that the warping path for conventional DTW starts and ends at
two fixed elements of the accumulative cost matrix. Subsequence DTW, conversely,
may have several warping paths. Each path starts at any point determined with the
Equation 6.12, move through the adjacent element with smallest values and ends by
reaching any element in the first row of the accumulative cost matrix.
6.3.2 Challenge of subsequence DTW for gesture recognition
For extracting gaze gestures from the stream of PORs, subsequent DTW can be ap-
plied. In this case, the template gaze gesture is the shorter sequence, and the online
stream of PORs is the longer sequence. As previously discussed, the average dura-
tion of gaze gestures applied in this study is almost 2000ms. Thus, with a 60Hz eye
tracker, the template signal would have almost 120 samples. After 10min recording
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the POR, the size of cost matrix would be 120×60000. Apparently, for online applica-
tion, that we have to deal with restricted resources, direct application of subsequence
DTW is not an optimal solution. In the next part, a novel algorithm is proposed that
can reliably extract predefined patterns from the stream of data.
6.3.3 Extraction of gaze gestures from the stream of Point of
Regards (PORs)
The concept proposed for the recognition of gaze gestures is illustrated in Figure 6.11.
To prevent the data stream from being blocked, two different loops are defined:
DTW-loop and ETG-loop. In the ETG-loop, the POR data provided iViewNGTM is
clustered online and saved in a buffer. The execution rate of this loop is the same
as the sampling rate of the eye tracker (60Hz). In the DTW-loop, different segments
of POR are extracted from the buffer and their DTW distances to all four template
gestures are calculated. The segmented POR is classified to the class with the low-
est DTW distance, if only its distance is lower than the rejection threshold. In the
following sections, the steps executed in each loop are explained in detail.
6.3.3.1 ETG-loop
Each incoming PORi = (PORxi ,PORyi ) and its corresponding cluster are saved in a
buffer. The PORi is clustered based on its distance to the last saved cluster in the
buffer. The distance is defined by
∆c =
√
(PORxi − cn′x)
2 + (PORyi − cn′y)
2 (6.13)
where (cn′x, cn′y) are the average values of the PORs in the cluster n′ (the last cluster
in buffer). If the calculated distance (∆c) is larger than some predefined threshold
(cth), a new cluster is created and the POR is added to this cluster. Otherwise, no new
cluster is generated, the POR is added to the last saved cluster in the buffer and the
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Figure 6.11: The proposed concept for extraction and recognition of different gaze
gaze gestures from the stream of data.
average value of this cluster is updated by
cn′x =
1
ln′
ln′∑
k=1
PORxk , cn′y =
1
ln′
ln′∑
k=1
PORyk (6.14)
where ln′ is the number of PORs inside the cluster n′. All steps performed in the ETG-
loop are explained in Algorithm 1. For each cluster, a cluster id (n′), the time at which
the cluster is generated (tn′), a matrix of the PORs belonging to the cluster (CPORn′ =
(POR1, ....,PORln′)), a boolean variable determining if the POR is lost (blinkn′), and
the center of cluster (cn′ = (cn′x, cn′y)) are saved in the buffer.
6.3.3.2 DTW-loop
For the recognition of different gaze gestures based on DTW algorithm, similar to
section 6.2.3, first 2D-DTW is trained by several normalized training examples. To
reduce the computation cost and therewith to increase the execution rate of DTW-
loop, the 2D-DTW is not called after receiving each new sample but rather after
containing at least n′ > nth clusters in the buffer. Furthermore, each cluster can stay
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Algorithm 1 ETG-loop
n′ ← 0
cn′x ← 0
cn′y ← 0
while PORi do
if PORi ,NAN then
∆x← PORxi − cn′x
∆y← PORyi − cn′y
∆c←
√
∆x2 +∆y2
if ∆c ≤ cth then
add PORxi and PORyi to cluster cn′
calculate new center of the cluster using Equation 6.14
else
n′ ← n′ +1
create new cluster cn′
add PORxi and PORyi to cluster cn′
cn′x ← PORxi
cn′y ← PORyi
blinkn′ ← f alse
else
n′ ← n′ +1
create new cluster cn′
blinkn′ ← true
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only for tth seconds in the buffer. Therefor, at each iteration of DTW-loop the creation
time of each cluster is examined and clusters older than tth seconds are removed from
the buffer. When a blinking occurs, the data in the buffer is sent to DTW (if the size
condition is fulfilled), and the buffer is cleared afterwards.
To find the intentional gaze gestures from the stream of PORs, different segments
of PORs are compared with each template. For this, a segment Si→j is defined by
combining the matrices in cluster i to j
Si→j = {CPORi , ...CPORj } (6.15)
where each segment contains at least nth clusters (cluster size condition: j > i+nth−1).
In other words after having nth clusters in the buffer, a segment S1→nth is generated by
combining the matrices in cluster 1 to nth. If the segment is classified into any of the
template gestures, the gesture is announced and the content of the buffer is cleared.
By adding the next cluster to the buffer, three segments fulfill the cluster size con-
dition: S1→nth , S1→nth+1 and S2→nth+1. As the S1→nth segment was examined in the
previous iteration, it does not need to be examined again. Therefore, only two seg-
ments (S1→nth+1 and S2→nth+1) are sent to DTW.
Overall, for a cluster size of n′ =m+ nth, at each interaction i =m+1 segments are
sent to DTW (see Table 6.4). The total number of segments sent to DTW is calculated
by
ts =
m+1∑
i=1
i =
(m+1)(m+2)
2
. (6.16)
It should be noted in Table 6.4, it is assumed that the DTW-loop is executed at
least once after the creation of each new cluster. However, often for each iteration of
DTW-loop, the ETG-loop is executed more than one time, as these loops are executed
in different execution rates. This could be the case when the size of the data in the
buffer is too large, and therefore DTW-loop is slow down as it needs to examine differ-
ent combinations. In other words, during the time that the DTW-loop is examining
different combinations, the ETG-loop saves several POR data with their clusters in
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n′ nth nth +1 nth +2 ... nth +m
examined
segements
S1→nth S1→nth+1 S1→nth+2 ... S1→nth+m
S2→nth+1 S2→nth+2 ... S2→nth+m
S3→nth+2 ... S3→nth+m
...
Sm+1→nth+m
No. of segments sent to DTW (i) 1 2 3 ... m+1
Table 6.4: Number of segments sent to 2D-DTW for each size of cluster.
the buffer. Hence, after each iteration in DTW-loop, the size of cluster may be incre-
mented by a value more than one. To ensure that all the possible combinations are
tried out, at each iteration instead of m + 1 combinations, the number of segments
sent to DTW is calculated by
i =
m+1∑
i′=mpre+2
i′ =
m+1∑
i′=1
i′ −
mpre+1∑
i′=1
i′ (6.17)
=
(m+1)(m+2)
2
−
(mpre +1)(mpre +2)
2
(6.18)
wherempre = npre −nth and npre is the (previous) size of buffer examined at last DTW-
loop iteration. Obviously, if only one cluster is added to the buffer since the last
DTW-loop iteration, the mpre =m− 1 and consequently m+1 iteration is required.
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Algorithm 2 DTWloop
read data from the buffer
remove old clusters
lable← 0
if n′ ≥ nth then
j ← npre +1
while lable == 0 and j ≤ n′ do
i ← 1
while lable == 0 and i ≤ j −nth +1 do
generate a segment Si→j
if lmin ≤ size(Si→j ) ≤ lmax then
lable←DTW (Si→j )
i ← i +1
j ← j +1
if lable , 0 then
announce the predicted class
clear the buffer
npre ← 0
else
npre ← n′
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6.3.4 Experiment
The proposed algorithm was implemented in C++ using the 2D-DTW provided by
GRT [45]. To evaluate the performance of the proposed gaze gesture recognition
algorithm, a study was conducted. In total, 10 users participated in this experiment:
4 females and 6 males. The age of participants ranged from 28 to 72 years. Two of
users were wearing contact lenses during the experiment. One of the users, who could
not see clearly without a corrective glasses, put his corrective glasses on the top of the
eye tracking glasses and was able to perform the experiment successfully. All other
users had either normal vision or were able to focus on points in the environment
without the corrective glasses. The distance of the users to the robot arm and the
sampling rate of the ETG were also the same as the pilot experiment.
The user study consisted of three different parts: introduction, training and test-
ing. The introduction and training parts followed the same procedure as the pilot
experiment (see section 6.2.5). However, the testing session was repeated five times.
At each testing session, 40 intentional gestures (10 for each kind) were expected. To
examine the ability of the algorithm to distinguish between intentional gestures and
natural gaze patterns, as in the pilot study, a timer with a timeout of 10 seconds was
initialized at the start of each session. The users were asked to generate only one
gesture at the start of each ten-second window. A beep sound was played on timeout
event. As soon as any gesture was recognized, it was acoustically announced for the
user.
Between each two sessions, the users were provided with two minutes time to rest.
The aim of this reputation was to determine how demanding is the generation of gaze
gestures for the users and howmuch this reputation could affect the recognition rate.
To determine the level of the similarity between gaze gestures, two templates were
applied: general template and user-specific template. The general template is the
template generated by one of the users in the pilot study, where the user-specific
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Predicted gesture
plus triangle Z N null
A
ct
u
a
l
g
e
st
u
re
plus 472 0 0 3 25
triangle 1 428 1 4 66
Z 5 2 468 13 12
N 0 0 0 481 19
null 5 0 0 2 1993
Table 6.5: Confusion matrix for all 10 participants. In total 500 gestures for each
gesture type and 2000 null gestures were generated.
plus triangle Z N
Precision 97.72 % 99.53% 99.79% 95.62%
Recall 94.4% 85.6% 93.6% 96.2%
TNR 99.68% 99.94% 99.97% 99.37%
Table 6.6: Precision, Recall and TNR for all the four gaze gestures.
template is the template that each user had produced at the training part. During all
five sessions, the data was recorded, and the general template was applied to measure
the level of similarity. After the experiment, the recorded data was played back and
this time compared with the user-specific template. The objective is to find how
similar are the gestures generated among the users and whether it is possible to use
one template for all users.
6.3.5 Evaluation of algorithm with general template
All users were able to perform all five sessions successfully. For each user, 50 gaze
gestures (for each type) and 200 null gesture were generated. A total of 500 ges-
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tures and 2000 null gestures were used to evaluate the performance of the proposed
algorithm. Table 6.5 shows the confusion matrix for the 10 users. The measured
overall accuracy of the proposed algorithm during the test phase (with the general
template) was 96.05%.
Besides the high accuracy, the proposed algorithm can reject natural eye move-
ments (null gestures) correctly with the rate of 99.65%. Table 6.6 summarizes the
precision, recall and TNR calculated for each gesture. It can be seen that the pre-
cision of N -gesture is lower than all other gestures. This highlights that by miss-
classification, mostly N -gesture was incorrectly recognized. Conversely, Z-gesture
with the highest precision of 99.79% was rarely recognized instead of original ges-
ture. Overall, the values of the precision for almost all gestures (except N -gesture)
are higher than their recall value. Again it can be concluded (as in the pilot experi-
ment in section 6.2.5) that the classifier has more tendency to reject a gesture rather
than to miss-classifying a gesture instead of another one.
The reason for rejecting a gesture is twofold. The main reason is due to the larger
value of normalized DTW distance than the rejection threshold. As mentioned in
the pilot experiment (see section 6.2.5), increasing the threshold value increases the
number of gestures recognized correctly but also increases the false positive rate.
The second reason is caused by the occurrence of a blink during the generation
of a gesture. Based on whether the blink is completed or not two situations may
happen. A completed blink is the blink, by which the POR is lost and no value for
POR is provided by the iViewNGTM server, whereas an in-completed blink is the one
by which the POR is not lost but it produces a high amplitude artefact. As soon as a
completed blink is detected in the stream of PORs, the content of buffer before the
occurrence of the blink is copied and sent to the 2D-DTW. When a complete blink
happens in themiddle of the gesture, only a part of the gesture is sent to the 2D-DTW,
and the gesture has never the chance to be completed.
On the other hand, by the occurrence of an in-completed blink, the content of the
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Figure 6.12: Average accuracy over all users in each run.
Figure 6.13: Accuracy of algorithm when using the general and user-specific tem-
plates.
buffer is not cleared, and the complete gesture will be sent to the 2D-DTW. However,
the segmented data does not only include the gesture but also the high amplitude
artefact produced during the blinking. It is evident that the added noise, in turn,
increases the warping distance and thereby the gesture may be rejected.
To examine whether the reputation of gaze gestures affects the recognition rate,
the average accuracy of each user in each session is calculated. As illustrated in Fig-
ure 6.12, the average accuracy of the first and third runs are higher than all other
runs. The distribution of the accuracy in the third run is left-skewed, and 40% of
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the users reached the accuracy of the 100% in the third run. The average accuracy
is decreased to almost 95% in the fourth and fifth runs. It can be observed that the
reputation in the first three runs, do not have any negative impact on the generation
and recognition of gaze gestures. Instead, the recognition rate is increased by the
third run for 50% of the users. Some users reported that during the first and second
runs they were trying different fixation-points in the environment so that in the third
run they learned to generate gestures correctly.
6.3.6 Evaluation of algorithm with user-specific template
The results presented in the previous section were obtained while using the general
template. Once again, the template gesture was generated by one of the users dur-
ing the pilot study, who did not participate in this experiment. The question to be
answered is whether the accuracy of the algorithm would increase if instead of tem-
plate gesture, the user-specific template is applied. The user-specific template refers to
the training examples that were collected for each user at the training part. To an-
swer this question, the recorded data during all five runs were played back and this
time user-specific template was used to measure the level of similarity between the
gestures.
Figure 6.13 shows the accuracy of the algorithm when using the general and the
user-specific template. As can be seen, for two of the users the accuracy of the al-
gorithm, when using the user-specific template, is even lower than 80% (78% and
80%). The main reason for these two outliers is due to the missing fixations at the
start and end of the user-specific template. The first outlier is generated when us-
ing the template generated by user 5 (template-5) and the second one is produced
when using the template generated by user 10 (template-10). Figure 6.14a shows the
z-normalized of template-5, template-10 and the general template. As it can be seen,
the initial fixation is two short in template-10 (see Figure 6.14c), where final fixation
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(a)
(b) (c)
Figure 6.14: a) Spatial representations, b and c) temporal representations of general
template, template-5, and template-10.
is almost missing for template-5 (see Figure 6.14b).
As explained in section 6.2.1.3, to speed up DTW algorithm and to constrain the
warping path so that it does not drift too far from the diagonal elements, the Sakoe
Chiba band is applied. However, when the fixation at the beginning or at the end of a
gesture is missing, the optimal warping path may be outside of the warping window.
Figure 6.15a and Figure 6.15b show the cost matrix and optimal warping paths for
two segments of POR that are compared with template-5 and template-10. In both
cases, the optimal warping paths are outside of the warping windows (red marked
lines), and therefore both segments are rejected. Each horizontal part of warping
path warps the long fixation in the segmented data to the very short fixation in the
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(a) (b)
Figure 6.15: The optimal warping paths (green lines) and the warping windows (red
lines) for two test data when using a) template-10 and b) template-5.
template. In general, generating a gesture without a fixation is physiologically not
possible for the eyes. The reason for the missing short fixation at the beginning and
end of the template gesture is because either the user started to generate a gesture too
early or, announced stop before reaching the final point of the gesture.
Overall, the accuracy of the algorithm for the general template is better than for the
user-specific template. For the general template, the recognition accuracy for 75% of
users is between the 94 − 99%, where for the user-specific template the recognition
accuracy for 75% of users is between 91− 94%.
The lower accuracy of the algorithm when using the user-specific template has two
reasons. The most important reason is that the user-specific template was generated
at the beginning of the study. At this time point, the users did not have any exper-
ience of generating gaze gestures. During the preparation and test part, after the
recognition of each gesture, the users were informed about the recognized gesture.
Therefore, after some trials, the user gained experience about how to generate a ges-
ture so that it matched the general template perfectly. The second reason is due to
the selected threshold value. During the preparation part, the appropriate threshold
was adjusted for each user individually. However, during the oﬄine analysis, the
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threshold values for all the user-specific templates were constant and set to 35.
The higher accuracy of the algorithm when using the general template emphasizes
the main advantage of the proposed algorithm. With the proposed algorithm for
every user, gaze gestures can be recognized with the accuracy of 96% without the
need of providing any additional training examples.
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Chapter 7
Improvement of gaze gesture-based Human
Robot Interface (HRI)
The results of the experiment conducted in chapter 5 confirmed the feasibility of con-
trolling the robot using the proposed concept. The proposed HRI used only two gaze
gestures (UDU and LRL) to switch between different control modes. The objective
of this chapter is to describe how to enhance the usability of the HRI by integrating
complex gestures introduced in chapter 6 and defining new positions for the dynamic
command areas. By the integration of complex gaze gestures to the HRI, the user can
switch directly from one control mode to a desired control mode. The new positions
of the dynamic command areas aim to reduce the fraction of natural eye movements
that may be incorrectly detected as control commands. This chapter presents the res-
ults of the experiment and compares the HRI proposed in chapter 5 with the new
version of the same HRI using subjective and objective metrics.
7.1 Direct switching by integration of complex gaze
gestures
One possibility to enhance the usability of the interface is to make the switching
between different control modes easier. This can be realized by integration of the
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Figure 7.1: Associations of the gaze gestures (plus, triangle, Z and N) and the states
of the eyes (CE and EW) with five different control modes. At each state,
the closed eyes event is used to switch back to the previous mode.
four gaze gestures introduced in chapter 6, i.e. plus, triangle, Z and N into the inter-
face. With each gesture, the user can directly select the desired control mode. The in-
termediate translation and rotation modes described in section 5.2.2 are not required
anymore and are eliminated from the control state machine. In fact, these states were
defined due to the limited number of available gaze gestures. By increasing the num-
ber of available gaze gestures, these intermediate modes become obsolete.
Figure 7.1 shows the associations of each gaze gesture with each control mode.
In transxy mode, the gripper can be moved up, down, left and right. To switch to
this control mode, the plus gesture is selected. Similarly, the Z gesture is associated
with the transz mode. As explained in the previous chapter, selecting intuitive gaze
gestures for rotation modes is not straightforward. Alternatively, the triangle gesture
is selected to switch to rotz mode. Lastly, the N gesture is applied for switching to
rotxy mode.
To identify these gaze gestures from the stream of gaze data, the algorithm pro-
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(a) (b) (c)
Figure 7.2: Image of a) the gripper, b) the positions of dynamic command areas
around the gripper in the interface proposed in chapter 5 and c) the new
positions of the dynamic command areas.
posed in the previous chapter is applied. It should be noted that for the recognition
of the two gaze gestures UDU and LRL introduced in chapter 4, each stroke of the
generated gesture was acoustically announced for the user. For example, three an-
nouncements for upwards, downwards and upwards were expected during the gener-
ation of the UDU gesture. In the DTW-based gesture recognition, however, only the
result of recognition is announced, namely after completing the gesture.
7.2 New positions of dynamic command areas
As explained in section 5.2.1, introducing dynamic command areas around the robot
gripper has several advantages. Since the command areas are around the gripper,
generating robot control commands is fast and easy. For example, to move the robot
to the left side, in transxy mode, the user should only look at the left side of the robot
gripper.
Furthermore, the dynamic command areas enable the user to follow the robot
movements and, at the same time, to provide continuous commands. However, ana-
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lysis of the data revealed that many gaze directions on the gripper were wrongly
detected as robot commands. Indeed, for grasping an object, the robot gripper is the
area where the user often looks at. Therefore, to improve the usability of the inter-
face, the dynamic command areas are shifted so that the command-free area in the
centre of the command areas is positioned on the robot gripper (see Figure 7.2). As
a result of this modification, generation of unintentional commands by gazing at the
gripper will be avoided.
7.3 Experiment setup
The aim of this experiment is to evaluate whether the usability of the proposed HRI
is improved as a result of the integration of complex gaze gestures and the new posi-
tions of the dynamic command areas. The task and experiment setup are exactly the
same as the experiment described in section 5.4. The same objective and subjective
metrics are used to assess the level of improvement.
For the purpose of subjective evaluation, a few additional questions were integ-
rated into the questionnaire. These additional questions investigate whether the as-
sociations of gaze gestures with the control modes are intuitive and easy to remember.
In total, 10 users participated in this experiment. One of the participants has been
diagnosed with multiple sclerosis and is paralyzed from the neck down.
The participants can be divided into two groups of experienced and inexperienced
users. Experienced users are users who had already participated in the experiment
discussed in section 5.4, while inexperienced users are the rest.
The experiment consists of three different phases: introduction phase, preparation
phase and themain phase. In the introduction phase, the functionality of interface and
the structure of the task were explained to each user. In the preparation phase, dif-
ferent gaze gestures and different control modes were described to the users followed
by 5-minutes time to practice different gaze gestures as well as to control the robot
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Figure 7.3: Completion time of each subtask in each trial.
using the interface. In themain phase of the experiment, the users were asked to per-
form the two subtasks (trial 1). After 5 minutes break, the experiment was repeated
for a second time (trial 2). The aim of the second trial is to investigate whether the
performance of the user would be improved by gaining experience during the first
trial.
7.4 Comparison of two trails
Figure 7.3 shows the completion time of all the users for the first and second subtasks
in both trials. The average completion time for subtask 1 in the first trial is 5.33min,
where in the second trial it is 4.47min. Similarly, the average completion time for the
second subtask in the second trial (5.47min) is less than in the first trial (6.64min). It
is also observed that the likely range of variation and the maximum value of the data
for both subtasks in the second trial are less than in the first trial.
Not only the task completion time was decreased, the average number of the re-
quired switching commands in the second trial was also less than that of the first
trial. Figure 7.4 shows the number of required switching commands to perform both
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Figure 7.4: No. of required switching commands to perform both subtasks in each
trial.
subtasks in each trial. It should be reminded that from user’s point of view, it was not
possible to see the exact state of the gripper. Therefore, at least one triangle gesture
was required to switch to the rotz mode and to rotate the gripper around its z-axis.
Furthermore, due to the structure of the task, no rotation around x or y-axis was re-
quired which means no N -gesture was expected. During the experiment, two objects
were to be picked and placed; thus, at least four eye winking gesture were expected.
The number of the plus and Z-gestures depended on the trajectory selected by the
users. The reason for the generated N -gestures is that either the user switched to this
mode by a mistake or the gesture was misclassified.
Overall, the different completion times and the different numbers of required switch-
ing commands for each trial showed the learning effect of participants over the two
trials. In addition, the users confirmed that in the second trial, as they were more
familiar with the interface, the interaction was easier and more enjoyable.
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(a) (b)
Figure 7.5: Comparison ofHRInew andHRIpre in term of a) time required to complete
the tasks and b) the number of required switching commands.
7.5 Comparison with the previous concept
To evaluate the improvement in usability of the interface following the integration of
complex gaze gestures and the new positions of dynamic command areas, the data in
the first trial and only for the experienced users is considered. From 10 participants, six
of them had already participated in the experiment conducted in section 5.4. As the
time between the two experiments was almost more than one year, all the experienced
users reported that they already had forgotten how they could control the robot using
the interface. Thus, it is assumed that the experience gained from the last experiment
can be neglected.
Figure 7.5a shows the distribution of completion time over the users for both sub-
tasks. HRIpre refers to the interface described in the chapter 5, whileHRInew is for the
current version of the interface. The average time required to complete both subtasks
with HRInew is almost 40s less than with HRIpre.
Figure 7.5b shows the average number of switching commands for both subtasks
with each HRI. As can be seen, the average number of switching commands with
HRInew is almost 10 commands less than with HRIpre. Clearly, this is due to the
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Figure 7.6: Results of NASA-RTLX rated by all the participants for the HRInew.
direct switching capability provided by HRInew.
It should be noted that in order to complete the experiment tasks, the user has to
switch several times between transxy and transz modes. As illustrated in Figure 5.5,
with HRIpre, the user can switch with an UDU gesture to translation mode and then
with two UDU or LRL gestures to the transxy or transz modes, respectively. The differ-
ence between the number of required switching commands would be even larger, if
due to the structure of the task, the user needed to switch several times between one
of the translation modes (transxy or transz) and one of the rotation modes (rotz and
rotxy). In this case, with the HRIpre, two gaze gestures and two closed eyes events are
required, while with HRInew, regardless of the currently activated mode, one closed
eye and one gaze gesture are required to switch from one control mode to the other.
7.6 Subjective evaluation
Figure 7.6 summarizes the result of the RTLX questionnaires returned by all the 10
participants [60]. Similarly to the first version of HRI, the workload associated with
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each subscale is not rated as demanding and the medians of all subscales are below 50
over a 100 score scale. The two outliers at 65, for performance and frustration, belong
to one of the experienced users. The other four outliers for physical demand (50 and
65), temporal demand (35) and frustration (35) belong to two of the inexperienced
users. Overall, it can be also seen that the two subscales of mental demand and effort
are rated higher than all other subscales.
The fact that the participants rated the mental demand and effort of the interface
higher than the other subscales, can be attributed to several reasons. One reason
might be that the participants have difficulties to remember or to find out (from sus-
pended poster) the associations between the gaze gestures and the control modes.
Another reason might be due to the requirement of continuously fixating at each
dynamic command area to provide non-stop robot command. Also, generation of
different gaze gestures may be difficult for the user.
To determine the main reason for mental demand and effort high rating, the users
were asked to answer the second questionnaire after finishing the experiment. Fig-
ure 7.7 shows the result of the rating questionnaire for all the users. In the first part
of the questionnaire, the users were asked to rate how easy it was to generate each
gaze gesture and in the second part, to rate how easy it was that to remember the
association between gaze gestures and different control modes. In the last part of the
questionnaire, they were asked if they had difficulties to fixate at upper and lower
or left and right dynamic command areas. It should be noted that the associations
of gaze gestures to the control modes were shown to the user on a suspended poster.
With this, the users actually do not need to memorize the associations. The main
goal of the questionnaire was to find out if the associations were intuitive and easy to
remember, or, whether the users had to look at the suspended poster each time they
wanted to switch.
Similar to section 5.4, a five-point Likert scale was used to rate each question,
where 1 indicated strongly disagree and 5 indicated strongly agree. As illustrated in
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Figure 7.7: Results of the rated questionnaire for the HRI2 by all the participants.
Each question was rated with a response on a scale from 1 (totally dis-
agree) through 5 (totally agree).
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Figure 7.7, the closed eyes gesture was rated as the easiest (median=5) and the plus-
gesture was rated as the most difficult gesture (median=4). For one user, generating
the eye winking was rated as very difficult (score=1), while the rest of the users rated
it as easy (median=5).
The associations of plus, Z and closed eyes gaze gestures to transxy , rotz and switch
back commands were rated as intuitive and easy to remember (median=5). Between
all six gaze gestures, the most difficult to remember was the one for the association
of triangle gesture to rotz control mode (median=4).
As described earlier for accomplishing the tasks, the users needed to switch sev-
eral times between the transxy and transz modes. Hence, the user had to generate
plus-gesture several times during the experiment. As highlighted by the result of
questionnaire, it was not very easy for the users to generate plus-gesture (median=4).
Therefore, this can be one of the reasons why the level of effort (median=32.5) and
mental demand (median=29) associated with the tasks were not rated as very easy.
As shown in Figure 7.7, looking at the upper, lower, left or right dynamic command
areas was also rated as easy (median=4.5). Three participants reported that looking
at the left and right dynamic command areas was more difficult than the upper and
lower ones. They mentioned that for looking at the upper and lower side of the
gripper they could find some physical point around the gripper, where for the left
and right side of the gripper, fixation on non-physical point in the environment or
founding a physical point at the left or right of the gripper was more challenging.
Therefore, this may be the second reason why the level of effort and mental demand
associated with the task was not rated as very easy.
To investigate howmuch the usability of the interface is improved with the integra-
tion of complex gaze gestures and the new positions of the dynamic command areas,
the experienced users were asked to fill out the third questionnaire. In this question-
naire, a picture of the old and the new dynamic command areas, as well as old and
new gaze gestures, were provided. The users were asked to rate how the usability
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Figure 7.8: Results of usability improvement questionnaire. Each NASA-TLX sub-
scale was rated for NDCA and CG modifications with a value between
1 (very deteriorated) to 5 (very improved). The NDCA and CG modific-
ations refer to the new dynamic command areas and complex gesture,
respectively.
of the interface for each NASA-TLX subscale was changed. Each subscale was rated
using a five-point Likert scale to highlight if the usability in term of each subscale
was very deteriorated, deteriorated, neutral, improved or very improved.
Figure 7.8 illustrates the result of rated questions, where NDCA and CG refer to
the New Dynamic Command Areas and Complex Gestures, respectively.
As it can be seen, the integration of CG into the interface has improved the usability
of the interface more than the NDCA. The usability of interface is rated as having
improved with NDCAmostly in terms of performance and effort, whereas with CG, it
was rated as having improved in terms of temporal demand and performance. None
of the users rated the usability of the interface as having deteriorated in terms of
NASA-TLX subscales as a result of the NDCA and CG modifications.
Overall, to overcome the shortcomings associated with the interface, future work
would be to integrate a head-mounted display in the system. With a head-mounted
display, the positions of the dynamic command areas and some auxiliary points can
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be projected in the eyes. With the projection of dynamic command areas, selecting
a fixation point at each command area is expected to become easier. The auxiliary
points would support the users by the generation of gaze gestures. This and other
possible options, that could improve the usability of the interface will be discussed
in the next chapter.
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Chapter 8
Conclusion and outlook
Numerous hands-free interfaces are introduced in previous years that enable dis-
abled users to control different devices using their head, eye or mouth movements.
Particularly, for people with very limited body movements, eye tracking techno-
logy has opened up a new communication channel. Gaze-controlled interfaces had
already been successfully applied to control different devices such as a wheelchair,
drone, etc. The main motivation behind this thesis was to develop an interface that
makes use of the direct gaze direction as well as the states of the eyes to control a 7
DOF robot arm.
Chapter 3 discussed the main requirements that should be considered for selecting
an eye tracker and described the technical specifications of the applied SMI ETG.
Furthermore, it presented the results of two primary tests conducted to determine
the best calibration setting as well as the results of comparison of I-DT and I-VT eye
event detection algorithms. The results of the calibration experiment showed that
the lowest gaze direction offset was observed for the points close to calibration points
and in the lower part of user’s visual field. Furthermore, for minimising the parallax
error, the calibration should be performed at the farthest distance in which the gaze
direction should be estimated. The results of the event detection experiment showed
that for a varying distance of the user to the stimulus, the I-VT algorithm provided
better results than the I-DT algorithm. These results were applied to the studies of
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the following chapters.
The method proposed for the detection of different gaze gestures using a head-
mounted eye tracker was given in chapter 4. Different types of gaze gestures were
described, and the challenges of generating gaze gestures in the robot environment
were discussed. An algorithm based on TFSM was introduced to recognise different
types of gaze gestures. With the proposed method, the system was able to distinguish
between two types of gaze gestures (UDU and LRL) and two command states of the
eyes (EW and CE). The results of pilot experiment confirmed the capability of gen-
erating and recognising two different gaze gestures as well as detecting the states of
the eyes using the proposed method.
Chapter 5 presented the novel concept proposed for the generation of all com-
mands required to control a robot arm towards the desired destination point. Differ-
ent control modes were defined to control a robot arm with 7DOF using only 2D eye
movement signals and the states of the eyes. Gaze gestures and the states of the eyes
were applied to switch from one control mode to the other. Dynamic command areas
and non-control mode were proposed to provide continuous robot commands and
enable the user to examine the robot environment without unintentionally moving
the robot. The dynamic command areas were defined around the robot gripper and
updated with its movements. In each control mode, different commands were asso-
ciated with each dynamic command area. In the non-control mode, no commands
were associated with the dynamic command areas. The proposed gaze gesture HRI
provided all 14 commands required to control the robot. A study with 10 participants
was carried out for a simple pick-and-place task. The results of that experiment con-
firmed the feasibility and usability of the novel interface.
Chapter 6 investigated the feasibility of generating four complex gaze gestures in
the robot environment and presented a novel algorithm based on DTW for the re-
cognition of complex gaze gestures. The first version of the algorithm required two
long fixations at the beginning and the end of a gesture. The second version of the
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algorithm solved this problem and needed no long fixation indicators. The results
of the experiment with 10 subjects demonstrated that the proposed algorithm could
distinguish between different gaze gestures and natural gaze patterns with an accur-
acy of 96%. Furthermore, it has been shown that the algorithm worked reliably for
each individual without the need for any additional training examples.
In chapter 7, the complex gestures introduced in chapter 6 were integrated into
the HRI, and the positions of the dynamic command areas were updated to improve
the usability of the HRI. A study was conducted with 10 participants performing
the same tasks as the ones covered in chapter 5. For each user, the experiment was
conducted twice. The experiment confirmed that these two modifications brought
observable improvements in the objective and subjective metrics. Furthermore, it
was demonstrated that the performances of all users were improved in the second
trial.
8.1 Outlook
The experiments conducted using the proposed HRI, showed high usability poten-
tial for this interface, and confirmed that with the help of this interface, users with
very restricted body movements still can manipulate a robot arm by means of their
eyes. It should be emphasised that the proposed interface was not designed to com-
pete or replace the joystick or any other conventional interfaces. The target users
are people with very restricted body movements, whose eye movements are the only
communication channel with their environment. Below, some possible avenues for
further research are described that aim to improve the usability of the interface and
to expand the target users population.
In the current version of the HRI, in each control mode, the dynamic command
areas enable the user to move or rotate the gripper along or around only one axis.
However, the dynamic command areas could be expanded by adding four diagonal
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Figure 8.1: The dynamic command areas can be expanded by four diagonal elements.
areas around the gripper. As shown in Figure 8.1, these four additional areas would
enable the user to provide 2D-commands. For example, in transxy mode, the user
could move the robot diagonally along the positive direction of x and y axes, by gaz-
ing at the right-up dynamic command area. Furthermore, to reduce the user’s visual
angle associated with commands, the size of the dynamic command areas could be
adapted based on the distance of the robot with respect to the user. By doing this, the
sizes of the dynamic command areas would be enlarged, when the gripper is far away
from the user and, conversely, they would be shrunk when the robot moves towards
the user.
Another important future enhancement could be the integration of a head-mounted
display in the interface. A head-mounted display projects a semi-transparent image
directly on the retina of the eyes. With this, in addition to the real world, the user
would see the augmented elements. For example, the positions of dynamic command
areas, the currently activated control mode, or the auxiliary points for the generation
of gaze gestures could be augmented to the user’s view. These expansions should be
optional so that the user can activate or deactivate them at any time. Figure 8.2 shows
some examples of different possible augmented views of the user.
With the current version of the interface, every movement of the robot is controlled
152
8.1 Outlook
(a) (b)
(c) (d)
Figure 8.2: The augmented views of the user with the integration of a head-mounted
display. The projected elements, a) can be turned on (or off), b) show
the currently activated mode, c) provide auxiliary points for generating
different gaze gestures and d) show the current positions of the dynamic
command areas.
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(a) (b) (c)
Figure 8.3: For the specification of target robot position, first, a) the gripper is se-
lected (the gripper bar gets filled with colour), then b) the final point is
determined by the actual gaze direction (gripper bar gets empty) and fi-
nally c) the movement is confirmed.
by the user’s gaze direction. Another way to improve the usability of the system is to
control the robot only by the specification of the target robot position. Obviously, this
would require the system to reliably distinguish between the natural eye movements
and the one that intends to define the target pose. One possibility would be to set the
precondition that the gripper should be first chosen before selecting the desired des-
tination point. The selection of the both the gripper and the desired destination point
could be performed with a long fixation. For each selection, an indicator bar could
be displayed. As shown in Figure 8.3a, this indicator could be, for example an empty
shape that is filled with colour during the fixation. A full green bar on the gripper
would mean that the selection is completed and the target point can be selected. By
fixating at the desired target point, the bar would become empty (see Figure 8.3b),
and the desired point would be selected when the bar is completely empty. Finally,
the movement would be started by the user confirmation (see Figure 8.3c).
It should be noted that for the integration of the above-described expansion, it
is necessary that the depth element of the gaze direction is also accurately measured
which is still subject of undergoing research. With a reliable 3D-measurement of gaze
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vector, examining the feasibility of generation and recognition of 3D-gaze gestures
could form the further research trend in this area.
Finally, the goal of future studies will be to combine the eye tracking glasses with
other devices that can measure different body movements. For example, one possib-
ility would be to combine the system proposed in this thesis with a head movement-
based interface [137]. In the head movement-based interface, an inertial measure-
ment unit is located at the user’s head, and different head movements are mapped
into different continuous robot commands. In that system, switching between vari-
ous control modes is performed by means of pointing at different buttons in the GUI.
Indeed, by integrating the eye tracker to this interface, switching between the con-
trol modes could be performed with gaze gestures, while the head movements would
provide the continuous robot commands. Alternatively, the head movement would
generate commands only if the gaze direction is on the specific position on the scene.
With this combination, the natural head movements would not generate any control
commands.
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I-AOI Area-of-Interest Identification
I-DT Dispersion-Threshold Identification
I-HMM Hidden Markov Model Identification
I-MST Minimum Spanning Tree Identification
I-VT Velocity-Threshold Identification
LRL Left-Right-Left
NASA-TLX NASA Task Load Index
NDCA New Dynamic Command Area
NCC Normalized Cross Correlation
POR Point Of Regard
ROS Robot Operating System
RMS Root Mean Square
RTLX Raw Task Load Index
SDK Software Development Kit
SMI SensoMotoric Instruments
TCP Transmission Control Protocol
TFSM Timed Finite State Machine
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List of Abbreviations
TN True Negative
TNR True Negative Rate
TP True Positive
UDP User Datagram Protocol
UDU Up-Down-Up
WHO World Health Organization
WPM Words Per Minute
WT Wavelet Transform
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