Abstract. For a symmetric R-space K/L = G/P the standard intertwining operators provide a canonical G-invariant pairing between sections of line bundles over G/P and its opposite G/P . Twisting this pairing with an involution of G which defines a non-compactly causal symmetric space G/H we obtain an H-invariant form on sections of line bundles over G/P . Restricting to the open H-orbits in G/P constructs the Berezin forms studied previously by G. van Dijk, S. C. Hille and V. F. Molchanov. We determine for which H-orbits in G/P and for which line bundles the Berezin form is positive semidefinite, and in this case identify the corresponding representations of the dual group G c as unitary highest weight representations. We further relate this procedure of passing from representations of G to representations 2010 Mathematics Subject Classification: Primary 22E46; Secondary 43A85, 57S25.
Introduction. The notion of reflection positivity appeared first as one of the Osterwalder-Schrader axioms in constructive quantum field theory, see [OS73, OS75] . In this connection it can be viewed as a tool to transform a quantum mechanical system to a quantum field theoretical system via the Osterwalder-Schrader quantization process. From the point of view of representation theory, it is a receipt to construct from a representation of the Euclidean motion group a unitary representation of the Lorentz group. In this form, reflection positivity can be formulated more generally as transforming a representation of one Lie group G to a unitary representation of another Lie group G c . Here the groups G and G c are connected via Cartan duality. For that let G be a, say connected, Lie group with an involution τ : G → G. The involution gives rise to an involution τ : g → g on the Lie algebra by differentiation. The Lie algebra g then decomposes as g = h ⊕ q where h = {X ∈ g | τ (X) = X} and q = {X ∈ g | τ (X) = −X}.
The commutation relations [h, h], [q, q] ⊆ h and [h, q]
⊆ q imply that g c := h ⊕ iq is also a Lie algebra. Note that both g and g c are real forms of the same complex Lie algebra g C . One then defines G c to be a connected Lie group with Lie algebra g c . The first articles to address this idea were [LM75, J86, J87, S86] . The first three of these papers deal with the problem of integrating an infinitesimally unitary representation of g c to a unitary representation of G c . Subsequently, R. Schrader [S86] used this idea for the first time in the context of simple Lie groups. More precisely, he applies reflection positivity and the integration results from [LM75] to a degenerate spherical principal series representation of G = SL(2n, C). This constructs a unitary representation of the dual group G c = SU(n, n) × SU(n, n), but he does not identify this representation. That question was taken up in [JÓ98, JÓ00,Ó00] where Schrader's idea was further generalized to all simple groups such that G c is semisimple and of Hermitian type. Special attention was paid to simple groups such that the corresponding bounded symmetric domain is of tube type R p + iΩ and H = G τ is locally isomorphic to the automorphism group of the open symmetric cone Ω ⊆ R p . It was shown that if one starts with a degenerate principal series representation of G, then the process of reflection positivity results in an irreducible highest weight representation of G c . The authors were not aware of the fact that much earlier T. Enright had discussed in [E83] a method to transform a degenerate principal series representation of G = G ′ C to a highest weight representation of G c = G ′ × G ′ , a special case of the above setting. But Enright's methods are algebraic in nature and not related to the idea of reflection positivity.
In [Ó00] , and to some extent also in [JÓ98, JÓ00] , it was pointed out that the ideas of applying reflection positivity to the representation theory of semisimple groups are closely related to several other ideas that were floating around at the same time, in particular the connection to the Segal-Bargman transform [ÓØ96] and the Berezin transform and canonical representations developed by G. van Dijk, S. C. Hille and others, see [B75, vDH97a, vDH97b, vDM98, vDM99, vDP99, FP05, H99] . This connection is one of the main topics in this article. Here we review previous results and complete the picture by giving a full answer to the positivity question for the Berezin form.
We start by recalling some basic facts about the types of symmetric spaces that are of importance for this article (see Section 1). More precisely, we discuss non-compactly causal symmetric spaces (see [HO97] ), symmetric Rspaces (see [HS97, N65, T79, T87] ), and bounded symmetric domains (see [KW65a, KW65b, W72] ). This discussion includes the maximal parabolic subgroups P max = M AN of G that will play an important role in the rest of the article. In our situation N is abelian, M A = G θτ is the centralizer of an element X 0 ∈ g with the property that the Lie algebra of N is the +1-eigenspace of ad X 0 , and A = exp(RX 0 ). Here θ is a Cartan involution commuting with τ . The (generalized) flag manifold B = G/P max is called a symmetric R-space.
In Section 2 we recall the construction of the spherical degenerate principal series representations π λ of G, induced from the maximal parabolic P max , and the associated standard intertwining operators J(λ). There are various ways to realize the representations π λ . For our purpose the two canonical ways are to either realize π λ as acting on L 2 (B) or on a weighted L 2 -space on N . For practical purposes it is more convenient to consider smooth induction which realizes π λ as a representation on C ∞ (B) or a subspace of C ∞ (N ). In particular, this is necessary when considering the meromorphic extension of the intertwining operators as a function λ → J(λ). We finish this section by recalling from the literature the interval where the representations π λ give rise to irreducible unitary representations, the degenerate complementary series representations. The material in this section is mostly standard, and for the special case where B is a Grassmannian the corresponding results can be found in [ÓP12] . In fact, this example serves as an illustration throughout the whole paper. Note that in [ÓP12] some additional results are obtained that we do not mention here. This includes the calculation of the eigenvalues of J(λ) on each of the K-types using the spectrum generating operator from [BÓØ96] , which was generalized to all symmetric R-spaces in [MS14] . The statement, however, splits into various cases, so we refer the reader to [ÓP12, MS14] for details.
We introduce the Berezin kernel, the Berezin transform and the associated Berezin form ·, · λ in Section 3, following the idea of Hille [H99] . In Proposition 3.3 we show that
In particular, if λ is real then the Berezin form is H-invariant and hence, assuming its positivity, defines a unitary representation of H. This is the canonical representation. A second important result in this section is Lemma 3.4 where we express the Berezin form in the N -realization. More precisely, for compactly supported functions f and h on N we show that
where the kernel κ λ is explicitly given by the A projection in the triangular decomposition N M AN ⊆ G, and f λ resp. h λ is given by multiplying f resp. h, by a certain positive function depending on λ. This is a fundamental expression as we move on to reflection positivity where one needs to determine where κ λ , or rather its twisted version κ λ • (τ × id), is positive definite. The results is also needed for identifying the resulting representation π c λ of the dual group G c .
Section 4 is devoted to a description of the open H-orbits in B. This is done in Theorem 4.3 where we express the open orbits using a maximal set of strongly orthogonal roots related to a minimal parabolic subgroup. In particular, the number of open orbits is equal to r +1, where r = rank(H/K ∩ H). We then show in Proposition 4.5 that the open orbits are symmetric spaces O j = H/H σj where σ j is an explicitly given involution (0 ≤ j ≤ r). The orbit O 0 through the base point b 0 := eP max is H/(H ∩ K) which is a Riemannian symmetric space. Most of the other orbits are non-Riemannian.
We give the basic definitions related to reflection positivity in Section 5. For this consider the smooth representation π λ of G on E = C ∞ (B). For each of the open orbits let E j,+ = C ∞ c (O j ). Then the Berezin form ·, · λ is non-negative on E j,+ if and only if the restriction of the Berezin kernel κ λ is positive definite on O j × O j . In this case we let N j be the radical of ·, · λ restricted to E j,+ × E j,+ and let E j be to completion of E j,+ /N j . Then E j is a Hilbert space which carries a unitary representation of H and an infinitesimally unitary representation of the dual Lie algebra g c which one wants to integrate to G c (or a covering of G c ).
This is then applied to our situation in following two sections. In Section 6 we discuss the Riemannian symmetric orbits O 0 = H · b 0 and, in case that G c is of tube type, also the conjugate orbit O r . We start by recalling the notion of (unitary) highest weight representations (ρ µ , H c µ ). We show that the kernel κ λ is the restriction of the reproducing kernel K µ of the unitary representation ρ µ , where µ and λ are related by λ = −µ + ρ. Furthermore, it is well known that the orbit O 0 is a totally real submanifold of the complex manifold G c /K c with K c ⊆ G c being a maximal compact subgroup. In fact, τ defines a complex conjugation on G c /K c with fixed point set O 0 . It follows that κ λ restricted to O 0 × O 0 is positive definite if and only if the highest weight representation ρ µ of G c is unitary. This result, which is stated as Proposition 6.3, gives a complete answer to the positivity question for the Riemannian orbits as all other orbits are non-Riemannian, see also [JÓ98, JÓ00] . In Section 6.3 we further show that
defines an isometry E 0,+ /N → H µ which then extends to an unitary isomorphism E 0 → H c µ intertwining π c λ and ρ µ . Similarly, we construct in Section 6.4 a unitary intertwining operator from E 0 into the holomorphic discrete series of the symmetric space G c / H. Reflection positivity related to the Riemannian open orbit O 0 has been observed earlier, but the non-Riemannian orbits have not been treated so far. This we do in Theorem 7.6 where we show that for all of those orbits the Berezin kernel is not positive, unless it is trivial (and the process of reflection positivity constructs the trivial representation of G c ). This is accomplished by a rank two reduction using the pairs (sl(3, R), so(1, 2)) and (sp(2, R), gl(2, R)), see Lemma 7.5 which is in fact interesting and useful in itself.
Finally, in Section 8 we discuss a recent application of reflection positivity for the special case G = SO(n + 1, 1), namely a new proof of the sharp Hardy-Littlewood-Sobolev inequality by R. Frank and E. Lieb [FL10] . Since the proof uses special cases of a few statements that hold in the more general context of symmetric R-spaces, one may wonder whether it can be modified to establish a theory of sharp Hardy-Littlewood-Sobolev inequalities in this more general setting.
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1. Symmetric R-spaces, non-compactly causal symmetric spaces, and bounded symmetric domains. In this section we recall some basic facts about symmetric spaces, in particular the notion of non-compactly causal symmetric spaces and symmetric R-spaces. Our standard references are [H78, HO97] for non-compactly causal symmetric spaces, [HS97, K00, Lo77, N65, T79, T87] for symmetric R-spaces, and [KW65a, KW65b, W72] for bounded symmetric domains.
1.1. Non-compactly causal symmetric spaces. Let G be a connected non-compact semisimple Lie group with Lie algebra g. We assume that G is contained in a connected complex Lie group G C with Lie algebra g C = g⊗ R C. Then the center of G is finite. For any closed subgroup S ⊆ G with Lie algebra s we denote by S C the complex subgroup of G C generated by S and exp(s C ). Then the Lie algebra of S C is s C .
Let θ be a Cartan involution on G and g = k⊕ p the corresponding Cartan decomposition of g. Here, and in the following, if σ is an automorphism of G, we denote by the same symbol σ the derived automorphism of g. Set
Then K is connected, has Lie algebra k, and is a maximal compact subgroup of G. Let τ be a nontrivial involution of G which commutes with θ. We say that (G, τ ) and (g, τ ) are symmetric pairs. Let g = h ⊕ q be the eigenspace decomposition of g with respect to the derived involution τ , then
L is a maximal compact subgroup of H. Symmetric pairs and spaces always come in pairs (g, τ ) and (g, τ θ), and we abbreviate τ = τ θ. We put
then G/G 0 is also an affine symmetric space. The symmetric space G/H is said to be irreducible if {0} and g are the only τ -invariant ideals of g. We will always assume that G/H is irreducible. In that case either G is simple or of the form
We recall that an element X ∈ g is called hyperbolic if the operator ad(X) : Y → [X, Y ] on g is semisimple with real eigenvalues. A subset of g is said to be hyperbolic if it consists of hyperbolic elements. An irreducible symmetric space G/H is said to be non-compactly causal if there exists a nonempty open hyperbolic H-invariant convex cone C ⊂ q containing no affine line. This is equivalent to the existence of a non-zero hyperbolic element
Remark 1.1. We note that being a non-compactly causal symmetric space does not only depend on the infinitesimal data (g, h), it might also depend on H/H 0 , where H 0 denotes the connected component containing the identity. Assume that G is simple, τ an involution on G commuting with θ and assume that the Cartan involution is an inner automorphism. Let G 1 = Ad(G) ⊂ GL(g) and let H 1 be the connected subgroup with Lie algebra h. The involution τ defines an involution on G 1 that we denote by τ 1 . It is given by
1 . Hence, even if G 1 /H 1 is non-compactly causal, the space G 1 /G τ1 1 can never be non-compactly causal. A typical example is (SO(1, 2), SO(1, 1)) and more generally Cayley type symmetric spaces, see bellow for the definition. We note that in this case τ and τ are conjugate. So in particular H and G 0 are conjugate and hence isomorphic.
In the following we assume that G/(G τ ) 0 is an irreducible non-compactly causal symmetric space. We now choose (
At this point it is not yet clear that H is a group, but this will follow later.
We now recall some structure theory for non-compactly causal symmetric spaces from [HO97] , to which we refer the interested reader for details. We can, and always will, normalize X 0 so that ad(X 0 ) has eigenvalues 0, 1 and −1. Let g 0 , g 1 and g −1 denote the corresponding eigenspaces of ad(X 0 ) in g.
and hence the definition of g 0 agrees with the previous one. Furthermore, ad X 0 : k∩q → p∩h is a linear isomorphism with inverse ad X 0 | p∩h . It follows in particular that k C ≃ h C as L-modules. We will see in a moment, that those Lie algebras are in fact conjugate.
It follows from the definition that τ (X 0 ) = X 0 . Thus τ defines by restriction an involution on g 1 and g −1 with possible eigenvalues ±1. Assume that X ∈ g ±1 with τ (X) = X, then X + θ(X) = X + τ (X) ∈ k ∩ h ⊆ g 0 . In particular 0 = [X 0 , X + θ(X)] = X − θ(X). Thus X = 0 and we have shown that θ| g±1 = −τ | g±1 . It also follows that
It follows that ψ 2 = τ , in particular we have L ⊂ G τ . As L ⊂ K and τ = θ τ we obtain H ⊆ G τ . This shows that L normalizes h and hence L normalizes (G τ ) 0 = H 0 . It now follows that H is in fact a group and G/H a non-compactly causal symmetric space. We also note that 
Let p max = g 0 ⊕ g 1 , then p max is a maximal parabolic subalgebra with corresponding maximal parabolic subgroup P max = N G (p max ) = G 0 exp(g 1 ).
We have that
is a compact symmetric space. Let b 0 = eP max ∈ B denote the base point. . We have
Moreover, in the Langlands decomposition P max = M AN of P max we have
We will use the notation n = g 1 , n = g −1 , N = exp(n), N = θN = exp n and P max = θP max = M AN . Note that N P max is open and dense in G and that
is a diffeomorphism onto an open dense set. More precisely, the map
is a diffeomorphism onto an open dense subset of G, and we write for g ∈ N P max :
Then the almost everywhere defined action of
For g ∈ G we further write
Then a(g) and n(g) are well-defined analytic functions of g, but k(g) and m(g) are only defined modulo L. However, the map
is well-defined and equal to the left-action of
1.2. Symmetric R-spaces. Symmetric R-spaces are compact symmetric spaces admitting a non-compact group of transformations. In short, we will call an irreducible compact connected symmetric space K/L a symmetric R-space if there exists a non-compact simple Lie group G acting transitively on K/L such that K/L = G/P max with P max = M AN a maximal parabolic subgroup with abelian nilradical N . As P max is maximal it follows that a, the Lie algebra of A, is one dimensional. Further, since the Lie algebra n of N is abelian, there exists X 0 ∈ a such that n is the eigenspace of ad X 0 with eigenvalue +1. As n = θn it follows that g = g −1 ⊕ g 0 ⊕ g +1 is 3-graded with g −1 = n, g 0 = m ⊕ a, and g 1 = n.
On the other hand, if
and similarly it follows that g −1 is abelian. This in particular implies
It follows that (g, τ ) is a symmetric pair where the involution τ is given by
As g ±1 are g 0 -invariant it follows from [HO97, Lem. 1.3.4] that there exists a hyperbolic element X 0 ∈ g 0 , which one can assume to be in g 0 ∩ p, such that ad X 0 has eigenvalues 0, 1, −1 and
Then, as we observed in Section 1.1, τ = exp(iπ ad(X 0 )). Furthermore, with τ = τ θ, the symmetric space G/(G τ ) 0 is non-compactly causal. Thus, the irreducible non-compactly causal symmetric spaces G/H with H connected are in one-to-one correspondence to the irreducible symmetric R-spaces G/P max , or equivalently the 3-graded simple Lie algebras g.
We note that the symmetric spaces G/G 0 are the simple parahermitian symmetric spaces, see [K85, KA88] .
1.3. Bounded domains. Given a semisimple symmetric pair (g, τ ) as in Section 1.1 one can construct a new semisimple symmetric pair (g c , τ ), by defining g c := h⊕iq ⊆ g C and denoting by τ also the complex linear extension of τ to g C as well as its restriction to g c . This process is called c-duality. Note that (g c ) τ = h and τ | g c is a Cartan involution of g c . The corresponding maximal compact subalgebra k c of g c is given by
In particular, c-duality interchanges the elliptic and hyperbolic directions and k c C = g 0,C . The element Z 0 = iX 0 is a central element in the maximal compactsubalgebra k c , and the eigenvalues of ad Z 0 are 0 with eigenspace k c and ±i with (complexified) eigenspaces p c ± = g ±1,C . We denote by G c the analytic subgroup in G C with Lie algebra g c and by G c its universal covering group. We see that G c /K c is a bounded symmetric domain which can be realized as an open G c orbit in
The involutions τ andτ extends to holomorphic involutions on G C and then by restriction to involutions on G c . Both involutions leave K c invariant and hence define involutions on G c /K c . We use the same notation for these involutions, and it will be clear from the context on which spaces these involutions act. As the complex structure on G c /K c is given by ad Z 0 and τ Z 0 = −Z 0 it follows that τ :
τ is a totally real submanifold, where x 0 = eK c is the base point. Note that τ (P c ± ) = P c ∓ , hence τ does not define an involution on the flag manifold G C /P max,C . Let σ c : g C → g C be the conjugation with respect to g c and let
+ for the corresponding triangular decomposition. For future reference we note the following fact:
Proof. This follows from P
1.4. The classification. We end this section with a classification of all irreducible non-compactly causal symmetric spaces G/H in terms of the Lie algebras g, g c and h. Note that g is always a simple real Lie algebra, but g C is not necessarily a simple complex Lie algebra. This is precisely the case if g does not have a complex structure, and we therefore divide the classification into two tables, depending on whether g has a complex structure or not (see Table 1 and 2). Note that if g does have a complex structure, then
The cases where h has a center are called Cayley type. Those are exactly the cases where g 0 ≃ h. This is further equivalent to G c /K c being a tube domain T Ω = R n + iΩ with Ω ⊆ R n a symmetric cone and H 0 = Aut(Ω) 0 , the automorphism group of the cone.
For each symmetric space G/H we also list the rank of the non-compact Riemannian symmetric space H/L which equals the rank of the compact
e 6 (C) e 6(−14) × e 6(−14) e 6(−14) 2 E 7 e 7 (C) e 7(−25) × e 7(−25) e 7(−25) 3 Table 1 . g simple with complex structure
e 7(−25) e 7(−25) e 6(−26) × R 3 Table 2 . g simple without complex structure
Riemannian symmetric space K/L. In the tables we always assume that n ≥ 1 and p, q ≥ 1.
Example 1.4. Let K ∈ {R, C, H} and G = SL(p + q, K) with p, q ≥ 1. If K = H this means that G = SU * (2(p + q)). We choose the maximal compact subgroups K of G given by SO(p+q), SU(p+q) and Sp(p+q), respectively. Let B = Gr p (K p+q ) be the space of all p-dimensional K-subspaces of K p+q . In the case K = H we let the vector space multiplication act on the right and G act on the left. The group G acts transitively on B by g·b = {g(v) | v ∈ b}. In fact, the maximal compact subgroup K already acts transitively and B ≃ K/L is a symmetric space, where L is the stabilizer of
with (e j ) denoting the standard basis of K p+q . The stabilizer of b 0 in G is the maximal parabolic subgroup P max = M AN = G 0 N with
In particular it follows that N is abelian, hence B is a symmetric R-space with grading element
t and θ(n X ) = n −X * , where X * = X t with respect to the standard conjugation of K. Write K p+q = K p × K q and write accordingly the elements of
In particular
Identifying N · b 0 ≃ N , then the almost everywhere defined G action is given by
We note that this unusual actions comes from our choice of X 0 . Replacing X 0 by −X 0 would interchange the role of N and N and lead to the more commonly used action g · X = (aX + b)(cX + d) −1 , where g is as above and
The involution τ is given by conjugation with I p,q := I p 0 0 −I q .
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The corresponding non-compactly causal involution is τ = θ τ and it corresponds to the following symmetric pairs (g, h):
for K = R, C, H, respectively. The corresponding Hermitian symmetric pairs (g c , k c ) are
respectively, where for
, the bar indicating the opposite complex structure.
The spaces G/P max ≃ Gr p (K p+q ) and G/P max ≃ Gr q (K p+q ) are isomorphic as manifolds and K-spaces. The isomorphism is given by b → b ⊥ , where the orthogonal complement is taken with respect to the K-invariant inner product on K p+q . On the group level this isomorphism corresponds to
2. Principal series representations and intertwining operators. In this section we recall some basic facts about degenerated principal series representations induced from the maximal parabolic subgroup P max . We then introduce the standard intertwining operators and the Berezin transform. The material is mostly a simple generalization of [ÓP12] to symmetric R-space.
We therefore often refer to [ÓP12] for references.
2.1. Degenerate Principal Series Representations. Define ρ ∈ g * 0 by ρ(X) := 1 2 Tr(ad(X)| n ). Then ρ| m = 0 and we view ρ as an element in a * . If
For λ ∈ a * C let H λ be the Hilbert space of measurable functions f :
Then define a representation π λ of G acting on H λ by
Restricting to K and using that f | K is right L-invariant it follows that H λ ≃ L 2 (B) and that π λ acting on L 2 (B) is given by
From this expression it is easy to see that π λ (G) leaves C ∞ (B) invariant. Note that in the language of parabolically induced representations we have
where the induction is normalized. We recall the following well-known fact which follows from the integral formula
In particular, (π λ , L 2 (B)) is unitary if and only if λ ∈ ia * .
Corollary 2.2. Let λ ∈ a * and assume that
is a G-intertwining operator. Then the Hermitian form
We also have:
There exists an open dense subset U ⊂ a * C of full measure such that π λ is irreducible for λ ∈ U . We can also realize π λ on functions on N by restriction. The formula for the representation is then
By (2.1) we further have
The restriction from G to N therefore defines a unitary isomorphism
2.2. The intertwining operators. In the induced picture the standard intertwining operator J(λ) is formally given by
Since it is easier to discuss J(λ) in the compact picture, we first find an expression for it as an operator acting functions on B. For this let
Applying θ to both sides and taking the inverse, it follows that α λ is symmetric, i.e. α λ (a, b) = α λ (b, a). Then an easy computation using the integral formula (2.1) shows that formally
(2.4)
The following statement now makes the construction of the intertwining operators rigorous:
Theorem 2.4 (see [VW90] ).
1. There exists c ∈ R such that the integral in (2.4) converges for all λ ∈ a * C with Re(λ(X 0 )) > c and f ∈ L 2 (B). This constructs an intertwining operator
We now describe the spectrum of the intertwining operator J(λ), i.e. its action on the K-types of π λ . For this we first introduce some notation. Denote by K L the irreducible unitary L-spherical representations (δ, V δ ) of K. As L is a symmetric subgroup it follows that dim V L δ = 1 for δ ∈ K L . We fix once and for all an L-fixed vector e δ ∈ V δ with e δ = 1. Then we get a K-equivariant isometric embedding
We let L 2 δ (B) := Im Φ δ . As B is a symmetric space it follows that
where each of the representations δ ∈ K L occurs with multiplicity one. The highest weights of the representations in K L are given by the CartanHelgason-Theorem. Fix a maximal abelian subspace b ⊆ k ∩ q and denote by Σ ⊆ ib * the (restricted) roots of k C with respect to b C . Fix a positive system Σ + in Σ and let 
. Moreover, for µ = 0 the function η 0 (λ) is given by
and we have
Proof. The proofs are the same as in [ÓP12, Theorem 2.6 and Lemma 3.1]. We point out that the first statement follows from the multiplicity one decomposition in (2.5) and the second statement follows from the fact that π λ is irreducible for λ in an open dense subset of a * C . The explicit form of the functions η µ (λ) was determined in [ØZ95, S93] for G Hermitian, in [S95, Z95] for G non-Hermitian and P max and P max conjugate, in [ÓP12] for the Grassmannians B = Gr p (K p+q ), and in [MS14] for the remaining cases.
2.3. The complementary series. We identify a * C ≃ C by λ → 2λ(X 0 ). In some cases there exists R > 0 such that the representations (π λ , C ∞ (B)) are irreducible and unitarizable for λ ∈ (−R, R). Let R be maximal with this property and put R = 0 if such an interval does not exist.
In case R > 0, the maximal parabolic subgroup P max and its opposite parabolic P max are conjugate. More precisely, there exists w 0 ∈ N K (a) such that Ad(w 0 )| a = −1. Then w 0 N w −1 0 = N and hence w 0 P max w
then A(λ) intertwines π λ and π −λ and therefore, by Corollary 2.2 the Hermi- This form is positive definite if and only if λ ∈ (−R, R) and in this case it defines a G-invariant inner product on π λ , turning it into an irreducible unitary representation. These representations are called (degenerate) complementary series.
The constants R ≥ 0 were obtained for all symmetric R-spaces in [MS14, ØZ95, S93, S95, Z95] and we summarize the results in Table 3 .
Example 2.6 (The cos λ transform). The intertwining operator J(λ) in Section 2.2 has a particularly nice interpretation for the Grassmainan B = Gr p (K p+q ) (see [ÓP12] for details). For simplicity we assume K = R and p ≤ q. We identify a * C ≃ C such that ρ = (p + q)/2. We note that this normalization is different from the one used above, but more convenient in this particular example. Let b, c ∈ B be p-planes in R n+1 and denote by pr c the orthogonal projection onto c. Choose any convex body E ⊂ b of volume 1 with 0 ∈ E and define |Cos(b, c)| to be the volume of pr c (E). Then we have (see [ÓP12, Thm. 4 
In particular, |Cos(b, c)| is independent of the chosen convex body E. Further, we obtain
to an even function on the sphere we have
This is the motivation for calling the transform (2.6) the cos λ -transform. It is then denoted by C λ or C λ p,q . We also note that (up to a constant) the residue at λ − ρ = −1 is the Funk-Radon transform
The spectrum of the cos λ -transform was calculated in [ÓP12] . We refer to [ÓP12, ÓPR13] for extended references and the history, but only recall the spectrum for the sphere, to avoid having to introduce too much notation that will not be used elsewhere. The irreducible representations in the decomposition of the sphere are given by the harmonic polynomials of degree m = 0, 1, . . .. Only the even degrees occur for the projective space B and the corresponding eigenvalues are
There exists an element w 0 ∈ N K (a) such that Ad(w 0 )| a = −id a if and only if p = q. Here the intertwining operator A(λ) has a simple geometric interpretation. It is given by
This operator is known under the name sin λ -transform and denoted by S λ , see [R13] for generalizations and further discussion. The K-spectrum of S λ for all Grassmanians was calculated in [ÓP12, Lem. 6.3]. For the real case the formula reduces to
3. The Berezin form. In the last section we saw how to construct a meromorphic family of G-invariant Hermitian forms on C ∞ (B) in case there exists an element w 0 ∈ N K (a) acting by −1 on a. However, in general such an element does not exists. For instance, in Example 2.6 we saw that for the Grassmannian B = Gr p (K p+q ) there exists an element w 0 as above if and only if p = q. In this section we introduce the Berezin kernel β λ which allow us to define a meromorphic family of H-invariant Hermitian forms on C ∞ (B). The construction is motivated by the work of Hille [H99] , see also [vDH97a, vDH97b, vDM98, vDM99, vDP99, FP05] for related work. In fact, the Berezin form we introduce is a special instances of Hille's Berezin form. In our situation G/H is a non-compactly causal symmetric space and we only consider functions on B and leave out the case of vector bundles. Our special context allows us to employ some tools specific to this situation and to simplify some of the proofs.
3.1. The Berezin kernel. For a function f on G or B we define τ * f = f • τ .
Definition 3.1. For λ ∈ a * C the Berezin operator B(λ) is the linear operator on C ∞ (B) defined by
The Berezin operator B(λ) is an integral operator
and we call its integral kernel β λ : B × B → C the Berezin-kernel. It follows from (2.4) and the fact that τ (k) = τ (k) (k ∈ K) that the Berezin kernel is given by
The canonical Hermitian form ·, · λ on C ∞ (B) associated with B(λ) is defined by
and called the Berezin form. For Re(λ(X 0 )) > c it is given by the convergent integral and extended by meromorphic continuation to λ ∈ a * C . More precisely, for fixed f, h ∈ C ∞ (B) the expression f, h λ is meromorphic in λ. To show that the Berezin form is in fact H-invariant we need the following lemma:
Lemma 3.2. For all λ ∈ a * C we have as operators on L 2 (B):
Proof. We note first that a( τ (g)) = a(g) (g ∈ G) as τ (K) = K, τ (M N ) = M N and τ | a = id a by Lemma 1.2. Hence,
, then for all g ∈ G and b ∈ B we have
Since f was arbitrary, this shows the claim.
Proposition 3.3. Then for all f, h ∈ C ∞ (B) we have, as an identity of meromorphic functions of λ ∈ a * C :
In particular, for λ ∈ a * the Berezin form ·, · λ is π λ (H)-invariant.
Proof. The proof is similar to the proof of [H99, Proposition 3.1.4 (i)]. First of all, it is sufficient to prove the identity for Re(λ(X 0 )) > c so that the integral defining B(λ) converges absolutely, then the general statement follows by meromorphic continuation. By Theorem 2.1 and 2.4 and Lemma 3.2 we have
and the proof is complete.
3.2. The non-compact picture. We finally express of the Berezin form in the non-compact picture. For this we introduce the kernel
Proof. By (2.1) we have
With the same notation for y we obtain
Now τ (N ) = N and the function α is left M N -invariant and right M Ninvariant. Further, τ (a(x)) = a(x) −1 , so that the above expression is equal to
By the definition of f λ and h λ this gives the desired expression.
The restriction of the Berezin form to an open H-orbit.
In order to study the restriction of the Berezin form to the open H-orbits in B we first describe these orbits using roots of g. It turns out that each H-orbits is a symmetric space and we determine the involution explicitly. We illustrate the orbit decomposition with the example of the Grassmanians B = Gr p (R p+q ). Finally, we write the Berezin form as a sum over integrals over the open H-orbits.
The open H-orbits in B.
We refer to [HO97, K87, NÓ00,Ó91] for the discussion about root systems and Weyl groups related to non-compactly causal spaces. Let a min be a maximal abelian subspace of p containing X 0 . Then a min ⊂ z p (X 0 ) ⊆ p ∩ q. Denote by Σ the set of roots of a min in g. Let Σ 0 = {α ∈ Σ | α(X 0 ) = 0} and Σ ± = {α ∈ Σ | α(X 0 ) = ±1}, then
and
. Then W K is the Weyl group generated by the reflections s α (α ∈ Σ) and W H∩K is the Weyl group generated by s α (α ∈ Σ 0 ), i.e. W K = W (Σ) and W H∩K = W (Σ 0 ). We choose a set of positive roots Σ + ⊆ Σ such that
Two roots α, β ∈ Σ + are called strongly orthogonal if α ∈ Rβ and α ± β ∈ Σ. If α and β are strongly orthogonal then they are orthogonal. Let α 1 , . . . , α r ∈ Σ + be a maximal set of long strongly orthogonal roots. For j = 1, . . . , r let E j ∈ g αj and F j = τ (E j ) = −θ(E j ) ∈ g −αj such that with
is an isomorphism RF j ⊕ RH j ⊕ RE j ≃ sl(2, R) intertwining the involutions τ and θ with the involutions on sl(2, R) given by conjugation by E 12 + E 21 and the standard Cartan involution X → −X t . Let 
and the corresponding representatives
. . , r . We will use the following two standard results: 
The open H-orbits in G/P max are O j = H ·w j P max , j = 0, . . . , r. In particular, the number of open H-orbits is r + 1. Let j = 0, . . . , r and define an automorphism σ j of G C by
Note that σ 0 =τ .
Lemma 4.4.w 4 j = 1 and hence σ j is an involution. Moreover, σ j leaves H invariant.
Proof. Consider the sl 2 -triple (E j , F j , H j ) in g C . Since SL(2, C) is simply connected there is a unique group homomorphism ϕ j : SL(2, C) → G C such that dϕ j maps the standard sl 2 -triple (E, F, H) in sl(2, C) to (E j , F j , H j ). Hencew
This implies thatw
4 j = 1 which proves the first statement. For the second statement note thatτ leaves H and G c invariant. Further, a short computation shows that
Hence σ j leaves H invariant and the proof is complete.
Proposition 4.5. For every j = 0, . . . , r we have H j = H σj , in particular the open H-orbits in B are symmetric spaces.
The direction ⇐ is clear, so we assumew
This implies thatw −1 j hw j ∈ P max ∩ P max = G 0 = Gτ and we obtain h ∈w j P maxw
Example 4.6 (The real Grassmannians). Let G = SL(p + q, R) acting on the Grassmannian B = Gr p (R p+q ) of p-dimensional subspaces in R p+q . Then
and H = SO(p, q), the indefinite orthogonal group with respect to the symmetric bilinear form
The elements b 0 , . . . , b p ∈ B given by 
where dh denotes the (suitably normalized) H-invariant measure on H/H j . Note that since H/H j is a symmetric space, invariant measures always exists.
This integral formula can be used to rewrite the restriction of the Berezin form to an open H-orbit H ·w j b 0 in terms of integrals over the symmetric space H/H j . To state the result we define for a function f on B:
Proof. By (4.2) we have
and by (3.2) the Berezin kernel is given by
for some n(gw j ) ∈ N and similar for kw j . Note that
where we have used that τ (g) = g since g ∈ H. Now the claim follows by the definition of f j,λ and h j,λ .
5. Reflection Positivity. In this section we recall the basic definitions related to reflection positivity, formulated so that it fits our setup. For basic references we point to [JÓ00, NÓ14, NÓ17b] . For other aspects of reflection positivity we would like to name [JZ17, JJ16, JJ17, JP15a, JP15b, KL83]. Let (E, π) be a Casselman-Wallach representation of G on a Fréchet space E (i.e. π is smooth, admissible and of moderate growth). Assume we are given a Hermitian form (·, ·) on E which is invariant under π ⊗ π θ , where
Example 5.1. Let P = M AN ⊆ G be any parabolic subgroup. Then for the corresponding generalized principal series representation π = π λ = Ind G P (1 ⊗ e λ ⊗ 1) with λ ∈ a * the standard intertwining operator J(λ) : π λ → π θ −λ can be used to define such a Hermitian form by
These representations are highest weight representations of scalar type, and they form the so-called analytic continuation of the holomorphic discrete series. We note that for µ(iZ 0 ) ≪ 0 the representation (ρ µ , H c µ ) belongs to the holomorphic discrete series and the
where dν µ (z) = K µ (z, z) −1 dz and dz denotes a suitably normalized G cinvariant measure on D.
6.2. Positivity of the Berezin form. Using Theorem 6.1 we now determine for which parameters λ the Berezin form ·, · λ restricted to the open H-
Recall that in the non-compact picture the Berezin form is given by the kernel function κ λ on N × N (see Section 3.2). For the following statement we identify n ≃ N . From this discussion it follows that O 0 ⊆ N · b 0 , so that the positivity of ·, · λ on O 0 can be detected in the non-compact picture. As explained in Section 3.2, the Berezin form ·, · λ is in the non-compact picture on n given by the kernel κ λ . 
where dx denotes the Lebesgue measure on the open subset D R ⊆ n.
Theorem 6.5. T µ factors to a unitary isomorphism E → H µ . Furthermore T µ is a g c -intertwining operator. In particular, the representation of g c on E + /N integrates to an irreducible unitary representation of G c such that T µ is an equivalence of representations.
Proof. Using that κ λ (x, y) = κ λ (y, x) = K µ (x, y) (x, y ∈ D R ) and Lemma 3.4 we get for µ(iZ 0 ) ≪ 0:
The interchanging of the integrals is allowed because x and y are contained in the compact subsets supp f and supp h of D R and hence the reproducing kernels in the integral are bounded. The step from the third to the fourth equality uses the reproducing property of K µ . Although for the computation we assumed µ(iZ 0 ) ≪ 0, the general case now follows by analytic continuation. The intertwining property follows from the fact that the N M AN decomposition in G is just the restriction of the P
According to [ÓØ91] there exists a function F : D × G c / H → C, holomorphic in the first argument, such that the map
as a discrete summand, and it is further shown that it occurs with multiplicity one. Furthermore, for a fixed g ∈ G c the function z → F (z, g H) is bounded and hence contained in H µ .
For
Theorem 6.6. We have S µ = Λ µ • T µ . In particular S µ extends to an isometric embedding
Proof. The proof is a simple change of order of integrals, using that the integral over D R is only over the compact set supp f :
where we have used the reproducing property of K µ in the last step.
The non-Riemannian open H-orbits.
We show that on the nonRiemannian open H-orbits the Berezin form is only positive semidefinite for λ = ρ which constructs the trivial representation of G c on E = C. This is done via a rank two reduction, more precisely we first show that every pair (g, h) contains either the pair (sl(3, R), so(1, 2)) or the pair (sp(2, R), gl(2, R)) in a certain way which allows us to use computations for these two particular examples.
7.1. Rank two examples. We discuss the rank two examples (G, H) = (SL(3, R), SO(1, 2)) and (Sp(2, R), GL(2, R)) in detail.
Example 7.1 (G/H = SL(n + 1, R)/SO (1, n) ). Let G = SL(n + 1, R), n ≥ 2, with involution τ (g) = I 1,n (g −1 ) t I 1,n , then H = SO(1, n) and G c = SU(1, n). We choose X 0 = 1 n+1 diag(n, −1, . . . , −1) ∈ g and identify N ≃ R n by
Then on N the Berezin kernel is given by
where we identify a * 
The restriction of the Berezin kernel κ λ to {x ∈ R n | |x| < 1} is positive semidefinite if and only if λ − ρ is contained in the Wallach set
We claim that the restriction to the other open orbit {x ∈ R n | |x| > 1} is positive semidefinite if and only if λ = ρ, i.e. κ λ ≡ 1. In fact, consider the distribution f λ = δ x − δ y on R n with fixed x, y ∈ R n , |x|, |y| > 1. Then f λ corresponds to a distribution f on B via the identification (2.2) and by Lemma 3.4 we have
If now λ − ρ < 0 then for |x|, |y| ≫ 1 with x ⊥ y we have f, f λ < 0. On the other hand, for λ − ρ > 0 we have f, f λ < 0 if x ⊥ y and |x|, |y| are close to 1. Approximating the distributions δ x and δ y by smooth bump functions, we obtain that ·, · λ cannot be positive semidefinite if λ + ρ = 0.
= H with
We choose X 0 = 1 2 diag(I n , −I n ) and identify N ≃ Sym(n, R) by
where we identify a * C ≃ C by λ → 2 n λ(X 0 ) so that ρ = n+1 2 . To describe the H-orbits in G/P max we first consider the G 0 -orbits in G/P max . They are all contained in the open dense Bruhat cell N ⊆ G/P max and of the form
where sgn(x) denotes the signature of the quadratic form on R n corresponding to x. Then the open H-orbits are given by O j = g 0 O j . To find the intersection of O j with N ≃ Sym(n, R) we have to write elements of O j in the N G 0 N decomposition, so we write
t , then y = (I n − x)(I n + x) −1 and x = (I n − y)(I n + y) −1 . Hence,
Now let us specialize to the case n = 2, then the orbits O 0 and O 2 are Riemannian and the orbit O 1 is non-Riemannian. We have x ∈ O 1 if and only if sgn(x) = (1, 1) which is equivalent to det(x) < 0. Hence, y ∈ O 1 ∩ N if and only if one of the two determinants det(I n ± y) is positive and the other one negative. Write
As in Example 7.1 consider f λ = δ x − δ y with x, y ∈ O 1 ∩ N , then we have x, y ∈ O 1 ∩ N whenever |s|, |t| > 1 and
As in the first example, by choosing s, t either close to 1 or close to ∞ it follows that the Berezin form restricted to the open H-orbit O 1 cannot be positive semidefinite unless λ + ρ = 0.
7.2. Rank two reduction. We now generalize the above examples to all H-orbits which are not Riemannian symmetric spaces. The idea is to reduce to one of the two examples by finding a subalgebra g i ⊆ g such that (g i , g i ∩h) ≃ (sl(3, R), so(2, 1)) or (sp(2, R), gl(2, R)). For this we first recall some structure theory.
Recall the strongly orthogonal roots α 1 , . . . , α r ∈ Σ + from Section 4.1 which we order such that α i+1 is the maximal root which is strongly orthogonal to α 1 , . . . , α i . Denote by a * + the span of α 1 , . . . , α r and by a * − its orthogonal complement, then a * = a * + ⊕ a * − . Identifying a ≃ a * via the Killing form we also get a decomposition a = a + ⊕ a − with the properties that a − = {H ∈ a | (∀j = 1, . . . , r) α j (H) = 0} and a + is, via a Cayley transform, isomorphic to the maximal abelian subspace a h in h ∩ p of Lemma 4.2. We can therefore identify α i with its restriction to a + . Recall also that g 0,C = k c C to connect our statement with the original statement of Moore which we now recall, see [M64] or [S84, Thm. 2.1]. (Note that the statement by Moore concerns a full Cartan subalgebra t = t 0 ⊕ a in g 0 . But the span of the α j is the same if we use it * 0 + a * or a * and every root in Σ is a restriction of a root in Σ(g C , t C ).) Theorem 7.3 (C. C. Moore). Let the notation be as above. Then the following holds true:
1. The set of non-zero restrictions of elements of Σ + to a + is one of the following two sets: (α i − α j ), (i < j), then β is strongly orthogonal to all α k , k = i, j; moreover, β + α j is not a root. 5. The roots α 1 , . . . , α r are all long roots. In case (II) only one root length occurs in Σ. 6. Unless a − = {0} the strongly orthogonal roots α 1 , . . . , α r are the only restricted roots of multiplicity one. + α i+1 ). This implies that β, γ and β±γ are the only positive roots of the rank two subalgebra generated by g ±α and g ±β . As above one constructs a 10-dimensional τ -stable subalgebra g i of g such that (g i , g i ∩ h) ≃ (sp(2, R), gl(2, R)).
It remains to show that the constructed subalgebras g i commute with s ′ j for 1 ≤ j < i, and that s ′ i acts in the given way. The first statement follows from Moore's Theorem: all roots constructed above are strongly orthogonal to α j for 1 ≤ j < i and s ′ j ∈ exp(g αj + g −αj ). Moreover, s ′ i = exp( π 2 (E i − F i )) with E i ∈ g αi and F i ∈ g −αi , and the statement now follows from the explicit isomorphism (g i , g i ∩ h) ≃ (sp(2, R), gl(2, R)) resp. (g i , g i ∩ h) ≃ (sl(3, R), so(1, 2)).
To show the second statement we may assume i = r and g c not of tube type. Then for α = α r we can choose a root β ∈ Σ + whose restriction to a + is equal to 1 2 α r . Similar arguments as above show that the the roots α, β and γ = α − β construct a subalgebra g i isomorphic to sl(3, R). The rest of the proof is analogous to the first part.
Combining Lemma 7.5 with Example 7.1 and 7.2 now shows: 8. The Hardy-Littlewood-Sobolev inequality. In this final section we give a short overview of the application of reflection positivity to the HardyLittlewood-Sobolev inequality, a very basic result in analysis on Euclidian space and on the sphere. Several proofs have been given, often involving rearrangement inequalities; and a crucial part of the HLS inequality was the optimal constant found in 1983 by E. Lieb [L83] . In a recent paper by R.
Frank and E. Lieb [FL10] one finds a new proof of certain cases of the sharp HLS inequality, using in an essential way reflection positivity of inversions in hyperplanes and spheres (see also [FL11] ). It is a remarkable aspect of reflection positivity, whose origin was completely different, and with very natural interpretations in representation theory, that it also may lead to HLS. We shall here briefly indicate how the argument goes, and of course one may speculate about similar applications of the many generalizations of reflection positivity that we have discussed in this paper.
Consider the Hermitian form
f (x)h(y) |x − y| λ dx dy and recall the HLS inequality relating this with the L p norm
where 2/p + λ/n = 2, and the optimal constant is C n,λ,p = π λ/2 Γ((n − λ)/2) Γ(n − λ/2) Γ(n) Γ(n/2) 1−λ/n with explicit optimizers. This holds true for 0 < λ < n in general, and the reflection positivity will give it for n = 1, 2 and for n − 2 ≤ λ < n for n ≥ 3. The argument uses the well-known conformal invariance of I λ and the observation that, in the indicated range,
for f ∈ L p with support in a closed half-space determined by a hyperplane H; here Θ H denotes the reflection in this hyperplane. The conformal invariance means, that one may also consider reflection in spheres (where the action then also contains a factor of a suitable power of the Jacobian) and that there is a similar inequality for reflections in spheres; it also means, that using stereographic projection (which is conformal) the HLS inequality also holds on the n-sphere, and here the optimizer is simply the constant function (and its images under the conformal group). Now the argument goes roughly as follows: For an L p -function f (x), let f i (x) be equal to f (x) on one side of a hyperplane (or inside a ball) and even with respect to the reflection Θ H (or the ball reflection); similarly let f o (x) equal f (x) on the other side of the hyperplane (or outside the ball) and even. Then 1 2
and the inequality is strict unless f is even (with respect to the reflection in question).
Then an additional result about finite, non-negative measures, invariant under suitably many reflections in hyperplanes and spheres, says that these are absolutely continuous with respect to Lebesgue measure, and the density is (1 + |x| 2 ) −n (or translates).
Assume now that f is an optimizer in HLS, and that f i and f o both have the same L p -norm as f ; hence f is even, and the measure f p dx satisfies the assumptions about invariant measures -leading to the desired form of the optimizer. Some additional arguments are needed in the case of λ = n−2, but it is remarkable how this proof of Frank and Lieb is using reflection positivity in a simple way.
Remark 8.1. We remark that for G = SO(n + 1, 1) the Hermitian form I λ [·, ·] is precisely the complementary series inner product in the non-compact realization of the principal series representation π λ on N ≃ R n . The optimizer of the Hardy-Littlewood-Sobolev inequality is the K-spherical vector of π λ . We further note that the complementary series representation π λ extends to a representation on L p (R n ) by isometric operators.
