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Abstract
Two common types of tasks on Knowledge
Bases have been studied – single link pre-
diction (Knowledge Base Completion) and
path query answering. However, our anal-
ysis of user queries on a real-world knowl-
edge base reveals that a significant fraction of
queries specify paths using regular expressions
(regex). Such regex queries cannot be handled
by any of the existing link prediction or path
query answering models.
In response, we present Regex Query An-
swering, the novel task of answering regex
queries on incomplete KBs. We contribute two
datasets for the task, including one where test
queries are harvested from actual user query
logs. We train baseline neural models for our
new task and propose novel ways to handle |
(disjunction) and + (Kleene plus) regex opera-
tors.
1 Introduction
Knowledge Bases (KBs) have received much re-
search attention due to their widespread applica-
tion in downstream NLP tasks such as dialogue
generation (He et al., 2017) and question answer-
ing (Yih et al., 2015). A KB typically consists of
facts or triples of the form (subject, relation, ob-
ject). The incomplete nature of KBs has motivated
research in Knowledge Base Completion (KBC)
task.
KBC involves imputing missing facts in an in-
complete KB by leveraging existing triples. Two
broad approaches for this task are : (1) using paths
as a feature to predict missing facts (Lin et al.,
2018); (2) embedding entities and relations into a
vector space, characterized by a scoring function
that evaluates validity of any potential triple. Due
to better generalization, embedding based meth-
ods usually perform better on large KBs.
Another task on Knowledge Bases consists
of answering compositional questions such as
(Microsoft → founded by → lives in →
?) where one or more edge might be missing in
the graph. This path corresponds to the question
”Where does a founder of Microsoft live?”. This
task was introduced by Guu et al. (2015) where
they define a compositional training objective to
extend existing KBC models to path queries. Ex-
periments on this task have so far been performed
on a dataset of just 13 relations (Das et al., 2017;
Yin et al., 2018).
We first analyze query logs1 over the publicly
available Wikidata KB2 and extract its distribution
of queries. We find (see Table 1) that while single
link prediction queries are indeed most frequent
(87%), compositional path queries comprise only
1% of all queries. A substantial fraction of queries
(12%) are compositional, but also use regular ex-
pression operators. In particular, almost all such
queries use disjunction (|) or Kleene plus (+) op-
erators. Such queries cannot be handled by either
existing KBC models or existing models that can
answer compositional path queries.
In response, we define Regex Query Answer-
ing – the novel task of answering regular ex-
pression queries over incomplete KBs. We also
contribute two datasets for this new task. Our
first dataset is an extension of the popular FB15k
dataset (Bordes et al., 2013). We perform random
walks on the FB15k graph and construct random
regex queries, leading to (query, answer) pairs. We
then split the regex queries into train/dev/test splits
while ensuring that for test queries, at least one of
the facts required for answering the query comes
from the test split of KB (similar for dev regex
queries).
1https://iccl.inf.tu-dresden.de/web/Wikidata_SPARQL_Logs/en
2
https://www.wikidata.org/wiki/Wikidata:Main_Page
For our second dataset on Regex Query An-
swering, we first create a knowledge base, by tak-
ing a dense subset of Wikidata, which we name
Wiki100. Instead of creating random single link
prediction queries, which is commonly done in
knowledge base datasets currently in use, we har-
vest real queries from existing query logs. They
form the basis of train/dev/test splits for single link
prediction queries, path queries and regex queries,
while ensuring a similar property regarding test
query and test fact split as in the other dataset. Ex-
amples of regex queries on FB15k and Wiki100 as
listed in Table 2.
As a by-product, we also release three
more datasets, FB15k-Path, Wiki100-KBC and
Wiki100-Path. Here ‘Path’ represents path queries,
and ‘KBC’ represents standard single link predic-
tion. These path datasets are expected to pose a
stronger challenge than existing datasets owing to
their larger number of relations.
Answering regex queries over incomplete KBs
pose novel modeling challenges for neural embed-
ding models. In particular, + and | are operators
and may apply compositionally and recursively.
We propose several first solutions to the problem.
Our baseline models construct an embedding for a
disjunction of relations via product and sum over
relation embeddings. They construct an embed-
ding for r+ as a disjunction of path queries r,
rr, rrr, ... up to a max length. Our best model
trains a 2-layer MLP for the + operator, along with
a DeepSet based architecture (Zaheer et al., 2017)
for disjunction.
In summary, our paper makes the following con-
tributions:
1. We define the novel task of answering regex
queries over incomplete KBs.
2. We contribute five new datasets. FB15k-
Regex and Wiki100-Regex, for the new task,
FB15k-Path and Wiki100-Path as new path
query datasets with a larger number of rela-
tions, and also Wiki100-KBC for complete-
ness. All Wiki100 datasets are based on real
query logs to the KB. We also establish base-
line results for all five datasets.
3. We develop new models for Regex Query An-
swering, by using neural operators for dis-
junction and Kleene plus operators. We ex-
plore several choices for both these operators.
Query Type Fraction in Query Log
Single Link Queries 86.98%
Path Queries 1.02%
Regex Queries 11.98%
Table 1: Distribution of User Queries over Wikidata
FB15k
Justin Timberlake, (friend|peers)+, ?
Avantgarde, (parent genre)+, ?
Agnes Nixon, place of birth/adjoins+, ?
Wiki100
Keanu Reeves, place of birth|residence, ?
Donald Trump, field of work/subclass of+, ?
Electronic Dance Music, (instance of |subclass of)+, ?
Table 2: Some Regex queries from FB15k andWiki100
4. We find that DeepSets and a 2-layer MLP per-
form the best for disjunction and Kleene Plus
respectively.
We contribute all the datasets, evaluation proto-
cols, and open-source implementations of dataset
curation and all the models for further research.3
2 Previous Work
2.1 Knowledge Base Completion
A KB G is defined over a set of entities E and a set
of relations R as a set of triples T ∈ E × R × E
of the form (e1, r, e2) where e1, e2 ∈ E and r ∈
R. Tuples are split in train/dev/test, resulting in
graphs Gtrain, Gdev, and Gtest. KBC task is defined
as answering queries of the form (e1, r, ?).
Early approaches for KBC focused on mining
inference rules symbolically, using Horn clauses,
from existing patterns in the KB (Lao et al., 2011,
2012; Gardner et al., 2013). In more recent years,
representation learning of entities and relations
have shown to offer better generalization and thus
perform better (Bordes et al., 2013; Socher et al.,
2013; Yang et al., 2014; Trouillon et al., 2016).
The representations (or embeddings of enti-
ties/relations) learnt in these methods are com-
bined using a scoring function. Various models
differ in the way the scoring functions are defined.
While matrix factorization methods (Riedel et al.,
2013) learn embeddings for each entity pair
(e1, e2), tensor factorization learns separate em-
beddings for e1 and e2. Tensor factorization ap-
3https://github.com/vaibhavad/KBI-Regex
proaches such as ComplEx (Trouillon et al., 2016)
and DistMult (Yang et al., 2014) have been shown
to outperform matrix factorization methods. Fur-
ther, Kadlec et al. (2017) show that appropriately
tuned implementation of DistMult model outper-
forms other tensor factorization models. There-
fore, we use DistMult in all our experiments in this
paper. Using ei to denote embedding of ei ∈ E
and r to denote the embedding of r ∈ R, the score
function φ for DistMult is defined as:
φ(e1, r, e2) = r
⊤ · (e1 ⊙ e2) (1)
where · denotes dot product and ⊙ denotes
element-wise multiplication or Hadamard product.
2.2 Path Query Answering
Although paths in knowledge bases have been
used as features in relation prediction task, answer-
ing path queries itself is relatively lesser explored
problem.
(Guu et al., 2015) define a path P in graph G
as a sequence of relations, p = (r1, r2, . . . rk). A
path query q is defined as a head entity e1 followed
by path p, that is, q = e1/r1/ . . . /rk. The answer
JqK to this query q is the set of all entities reach-
able from e1 by following a sequence of edges cor-
responding to the labels in path p. JqK is defined
recursively as follows:
JsK = {e1} (2)
Jq/rK = {e2 : ∃s ∈ JqK, (e1, r, e2) ∈ G} (3)
For evaluating their proposal, Guu et al. (2015)
generated path query datasets from two KBC
datasets - FB13 and WN11. In our analysis of
their FB13 path-query dataset, we discovered that
71.16% of the queries in the test set could be de-
duced from the training set. In other words, the
source and the target entities are connected in the
training KBC dataset via relations in the query.
These queries can be answered accurately by a
simple graph traversal without any training. On
the contrary we contribute and evaluate over two
benchmark datasets that are carefully designed to
require induction over the training set (details in
Section 4) and avoid queries that can be answered
through traversal.
While there has been work on reachability of
regex queries in a knowledge base (Wadhwa et al.,
2019), to the best of our knowledge, there has been
no work on regex queries combined with inference
on incomplete knowledge bases.
r1/r2
r1/r2/r2
r1/r2/r2/r2
r1/r2/r2/r2/r2
Table 3: Paths up to length 5 compatible with regex
r1/r
+
2
3 Task Definition
We will now formally define the task of answering
regex queries on a KB. In order to express naviga-
tional paths on a KB in a more succinct way and
to extend matching to arbitrary length paths, it is
common to use regular expressions.
Any regular expression path c overR is an expres-
sion generated from the following grammar:
c ::= r | c1 Disjunction c2 |
c1 Followed by c2 | KleenePlus c
where r ∈ R and c1 and c2 are regular expressions.
Here concatenation is equivalent to followed by.
A regular expression (regex) query q is defined as
a head entity e1 followed by a regular expression
c.
A regex can be transformed into an equivalent non-
deterministic finite automaton (NFA). A path p is
compatible with regex c if the sequence of rela-
tions is accepted by the NFA of c (p is also known
as pattern of c). We use the notation l(c) to de-
note the set of paths compatible with regex c. As
an example Table-3 shows l(r1/r
+
2 ). For query
q = e1/c, we define the answer JqK as:
JqK =
⋃
p∈l(c)
Je1/pK (4)
4 Datasets
4.1 FB15k
We use the FB15k dataset constructed by
Bordes et al. (2013), which is a subset of the huge
Freebase knowledge base4. It consist of 14,951 en-
tities and 1,345 different relations. We introduce
two new datasets over FB15k for path queries and
regex queries, whose test set consists of only in-
ductive queries, i.e. gold answers cannot be de-
duced by just traversing training facts.
4
https://developers.google.com/freebase
FB15k-Path
To construct a path query dataset for FB15k we
first enumerate all possible path queries with 3 dis-
tinct relation types up to length 5, and only con-
sider queries with answer set not more than 50. As
expected, certain type of queries such as r1/r2/r3
constitute majority of the dataset, whereas queries
such as r1/r1/r1/r1/r1 form very marginal part
of path queries dataset. In order to smooth this dis-
tribution and to include a significant number of all
query types, we sample each query type in propor-
tion to pα where p is the proportion of that query
type in the original path query dataset. We refer to
this smoothing technique as α − sampling. We
choose the value of α = 0.1. Distribution of all
different types of path queries before and after α-
sampling is summarized in Appendix-A.1
We aim to achieve a fully inductive task while
splitting the data into train/dev/test. In other
words, for a query e1/r1/ . . . /rk/e2 in dev-split,
e2 should not be reachable in training by travers-
ing r1/r2/ . . . /rk, and similarly for a query in test
portion, it should not be reachable in both train
and dev split. To best of our knowledge, this is the
first purely inductive path query dataset, and has a
much larger number of relations than existing path
datasets. We label the dataset described above as
FB15k-Path.
FB15k-Regex
We used the set of enumerated paths built above to
further construct the FB15k-Regex dataset. First,
we build various types of regex queries using at
most three different relations along with + and
| operator. Then for each of these query types
we find all possible paths up to length five that
satisfy that regular expression and group their re-
sults together for each regex query. We then do
α-sampling (α = 0.1) over the different types of
regex queries to fill the new FB15k-Regex dataset.
Distribution of all different types of path queries
before and after α-sampling is summarized in
Appendix-A.1 Here, too, we make sure that the
dev and test splits are completely inductive.
4.2 Wikidata
Wikidata is a collaboratively edited multilingual
knowledge base that manages factual data in
Wikipedia (Vrandecˇic´ and Kro¨tzsch, 2014). It con-
tains more than 69 million entities which makes
it difficult to experiment with directly. We con-
struct a smaller subset based on English Wikidata
as follows: we first selected entities and relations
which have at least 100 instances in Wikidata and
selected triples mentioning only the top-100 fre-
quent relations. We observed that the resulting
dataset had highly skewed distribution of relations
with 6 relations accounting for more than 95% of
all triples. To reduce this skew, we perform α-
sampling (α = 0.001) for each relation. Finally,
we recursively filtered sparse entities mentioned
less than n times (decreasing n from 10 to 1) to ob-
tain a knowledge base which we call as Wiki100,
with 443, 904 triples over 41, 291 entities and 100
unique relations.
Splitting Wiki100 for Induction
Previously all KBC benchmarks used random
queries and, as a consequence, the train/dev/test
split were also random. The recent availability
of a large-volume of query (SPARQL) logs over
Wikidata, offers us a unique opportunity to harvest
real query distribution to define train/dev/test facts
split over Wiki100 dataset.
As shown in Table 1, most queries on Wikidata
are single link prediction queries. However, of the
remaining 13% queries in the query log, nearly
all of them are regex queries. We filtered regex
queries containing just the relations in Wiki100
(also converting any Kleene * operation to Kleene
+) and observed that more than 99% of these
queries are of the following 5 query types – r+1 ,
r+1 /r
+
2 , r1/r
+
2 , (r1|r2), and (r1|r2)
+. We retain
all regex queries from these types as the final set
of queries.
Since we focus only on the inductive task, we
split the Wiki100 knowledge base such that most
of the queries chosen above are inductive. To do
so, we first collected all instances of the chosen
queries to form a large pool of valid paths over
the complete knowledge base. From these paths,
we migrate an edge to dev and test with a uniform
probability 0.05 each. We were also careful to in-
clude all entities and relations at least once in the
training split. This resulted in a split of nearly 90%
of facts in train, 5% in dev and 5% in test respec-
tively.
Wiki100-Path and Wiki100-Regex
We categorized the query in query logs into
path and regex queries as defined in Section 3
and added them to Wiki100-Path and Wiki100-
Regex respectively. We then split the queries
Path Queries Regex Queries
Train 6.81 10.42
Dev 27.55 28.86
Test 65.64 60.72
Table 4: Distribution of queries from user query logs
across splits of knowledge base
Dataset Train Dev Test
FB15k 483,142 50,000 59,071
Wiki100 386,659 22,203 24,244
FB15k-Path 1,296,240 287,308 356,759
Wiki100-Path 500,000 25,206 60,048
FB15k-Regex 554,707 107,564 191,393
Wiki100-Regex 643,629 231,641 458,725
Table 5: The number of queries in Train/Dev/Test Split
of datasets.
in train/dev/test in accordance with base KB to
achieve inductive dev and test sets. However, this
process resulted in small number of training paths,
which we augment by conducting random walks
on base KB, in proportion to different query types
in dev set.
Table-5 shows the size of all the datasets intro-
duced. Table-4 shows the distribution of query
logs being sorted in train, dev and test set where
nearly 90% of queries were included in the dev or
test set due to our splitting methodology.
5 Modeling Approach
As regular expression operators can be applied re-
cursively and compositionally, it is not possible to
naively apply existing tensor factorization meth-
ods to regular expression queries. We propose
a framework called operator training to answer
regex queries by training specialized functions for
regex operators using any underlying tensor fac-
torization method. These functions can be applied
both recursively and compositionally as necessary.
For any regex path c in a regex query q we can
construct its Abstract Syntax Tree (AST) with op-
erators as internal nodes using popular automaton
algorithms like Push Down Stack Machine, Kriv-
ine Machine etc. After converting it to an abstract
syntax tree we create an embedding for a regex
path by starting from the raw embedding of rela-
tions in leaves and building it up by applying op-
erator function on it’s children to create one final
embedding for the regex path.
We focus on modeling functions for three regex
operators which combine to form most of the
regex queries that we see in the user query logs.
We denote a regular expression as defined in
Section-3 by ci. We denote ci ∈ R
d as a con-
tinuous vector representation of ci, where d is
the dimension of embedding of ci as well as that
of relation/entity embedding to support recursive
and compositional use. ci is recursively computed
based on embeddings of its constituents.
Following previous work (Guu et al., 2015),
we model followed by operator using Hadamard
product. We define the corresponding function,
Ffollows, as:
Ffollows = c1 ⊙ c2 ⊙ . . .⊙ ck. (5)
Baseline (MAX) We establish a baseline for
evaluating regex queries by taking a maximum
score of all the path queries formed by paths com-
patible with the regex up to a certain length n.
With l(c1) denoting the set of compatible paths for
regex c1, the baseline function is defined as:
score(e1, c1, e2) =
max (score(e1, p, e2) : p ∈ l (c1) , |p| < n)
(6)
We use Ffollows as defined above for followed by
regex operator. Note that the baseline model may
lead to a large number of compatible paths for a
complex regex query. Hence, we propose the fol-
lowing models for disjunction and Kleene plus op-
erators.
5.1 Disjunction
Disjunction of c1, c2, . . . , ck denotes occurrence
of either of c1, c2, . . . , ck. We denote disjunc-
tion operator over c1, c2, . . . , ck as Fdisjunct. As
disjunction is a permutation invariant property, we
use only commutative functions for Fdisjunct.
Sum Disjunction as a sum of their correspond-
ing embeddings:
Fdisjunct (c1, c2, . . . , ck) = c1 + c2 + . . .+ ck
(7)
Product Disjunction as a Hadamard product of
their corresponding embeddings.
Fdisjunct(c1, c2, . . . , ck) = c1 ⊙ c2 ⊙ . . .⊙ ck
(8)
Multi Layer Perceptron (MLP) Following the
architecture proposed in Zaheer et al. (2017) for
dealing with permutation invariant sets, we define
Fdisjunct using fully connected Multi Layer Per-
ceptrons.
ρ(ai) = W2(g(W1ai))
γ(ai) = W
′
2(g(W
′
1ai))
Fdisjunct(c1, c2, . . . ck) = γ(Σ
k
i=1ρ(ci))
(9)
Here W1, W2, W
′
1
, W′
2
are trainable weights
and g is a non-linear activation function such as
sigmoid or ReLU.
5.2 Kleene plus
Kleene plus of c denotes unbounded disjunction
over c, c/c, c/c/c, . . . . We denote Kleene plus
operator for c as Fkplus and present the following
four models.
Average (AVG) We take average of Ffollows(p),
∀ p ∈ l(c+). We consider all paths p up to a certain
length n.
Fkplus(c) =
1
n
n∑
i=1
Ffollows(p), s.t. p ∈ l(c
+)∧|p| < n
(10)
Unit Transformation (UNIT) We represent c+
by applying unit transformation to c.
Fkplus(c) = c⊙ 1 (11)
Multi Layer Perceptron (MLP) We use a fully
connected 2-Layer MLP to learn the transforma-
tion of c to c+. Only the weights W1 and W2
are trainable. g is a non-linear function such as
sigmoid and ReLU.
Fkplus(c) = W1(g(W2c)) (12)
Free Parameter (FP) We use trainable embed-
dings for cases when c is a relation i.e ∃r, r ∈
R, c ≡ r. We use r+ to denote the embedding
of Kleene plus of r. In other cases, we model
c+ by using an existing function for Kleene plus
- F ′kplus (i.e., one of AVG, UNIT, or MLP as de-
fined above).
Fkplus(c) =
{
r
+, if c ≡ r
F ′kplus(c), otherwise
(13)
6 Experiments
6.1 Evaluation Protocol
Given a KB with a set of entities E and a set of
relations R, and set of tuples T , a KBC model
answers the query (e1, r, ?) by ranking all entities
e2 ∈ E in decreasing order of φ(e1, r, e2). The
ranked list is then filtered to remove entities e′
such that e′ 6= e2 and (e1, r, e
′) ∈ T (Bordes et al.,
2013). Ranking metrics such as Mean Reciprocal
Rank (MRR), percentage of correct entities in top
1 (HITS@1) and top 10 (HITS@10) is then used
on the filtered list to evaluate the model. A test
fact (e1, r, e2) in KB, is formulated as two queries
- (e1, r, ?) and (?, r, e2). The mean of ranking met-
rics on these two queries is then reported.
Currently the path query datasets have been
formed from KBs which have a small set of dis-
tinct relations (Guu et al., 2015). This allows
the entities to be type matched according to re-
lations they are seen with. For a query q =
e1/r1/r2/ . . . /rk, the candidate set C(q) is de-
fined as:
C(e1/r1/r2/ . . . /rk) = {e
′ | ∃e, (e, rk, t) ∈ T }
(14)
Unlike the KBC task, the path queries are evalu-
ated on just the tail prediction task.
We extend the same evaluation criteria of KBC
of filtering known entities to our task of answering
path queries and regex queries. For a regular ex-
pression c (which can also be a path) defined over
R, given a query q = e1/c, we evaluate validity of
e2 as an answer of the query by ranking all entities,
while filtering out entities from the answer set JqK.
The candidate set for query q, C(q) is defined as:
C(e1/c) = {e2} ∪ {E − JqK} (15)
Along with our datasets, we additionally provide
the list of entities to be filtered for each query,
so that computationally expensive graph traversals
can be avoided during evaluation. We evaluate
path and regex queries on the tail prediction task
using MRR, HITS@1 and HITS@10 metrics.
6.2 Implementation Details
Many different architectures have been proposed
for the KBC task. However, Kadlec et al. (2017)
conducted an extensive search over various hy-
perparameters and loss functions to get an appro-
priately tuned implementation of DistMult model
that outperforms all other models published on
MRR HITS@1 HITS@10
FB15k 66.51 55.64 83.23
Wiki100 31.51 23.84 46.27
Table 6: KBC Performance on FB15k and Wiki100
FB15k dataset. Hence, we take DistMult as a case
study for extending a KBC model to handle regex
queries by operator training. We also note con-
sistent improvement in all our experiments by us-
ing negative log-likelihood of full softmax as men-
tioned in Lacroix et al. (2018). We do not normal-
ize either entity or relation embeddings.
We ran the same grid for all experi-
ments. Our grid consists of learning rates
in [5.10−1, 5.10−2, 5.10−3], batch-sizes in
[100, 200, 300, 400] and regularization coef-
ficients in [10−1, 10−2, 10−3]. We fix the
embedding dimension to 200. To prevent overfit-
ting, we use HITS@10 on validation set for early
stopping and report the corresponding test metrics.
All our experiments were run on an NVIDIA
GeForce GTX 1080 GPU.
6.3 Results
DistMult for KBC We ran DistMult on FB15k
and Wiki100 using Adagrad (Duchi et al., 2011)
optimizer. Given a scoring function φ, for
(e1, r, e2) ∈ T , the log-likelihood loss minimizes:
−2 ∗ φ(e1, r, e2)+
log(
∑
e′
2
∈E
φ(e1, r, e
′
2)) + log(
∑
e′
1
∈E
φ(e′1, r, e2))
(16)
For FB15k, we got a marginal improvement of
0.83% points in Hits@10 and 1.1% points in MRR
compared to Trouillon et al. (2017). We attribute
this to using full softmax, instead of a fixed num-
ber of negative samples. For Wiki100, we estab-
lish the baseline of 46.27% Hits@10 and 31.51%
MRR. The results are summarized in Table-6.
Path Queries We trained compositionally for
path queries using DistMult, in a manner similar
to Guu et al. (2015). But our evaluation differs
from theirs by extending KBC evaluation to path
queries as described in Section 6.1, instead of eval-
uating on just “type-match” entities.
We found that jointly training for KBC queries
and Path queries allowed the embeddings of enti-
ties and relations to be trained for both the tasks.
We also observed that combining multiple copies
of KBC dataset with Path query dataset helped in
path training as well as in stabilizing the perfor-
mance metrics of original KBC task. The KBC to
Path dataset ratio of 4:1 gave the best performance
on path queries for both FB15k-Path and Wiki100-
Path. The results are summarized in Table-7. Over-
all, it resulted in a massive increase in perfor-
mance in path queries with a marginal reduction
in KBC performance.
Regex Queries For evaluating FB15k-Regex
and Wiki100-Regex, we fix the relation and entity
embeddings learnt from the KBC task before train-
ing the parameters of operator functions such as
r+,W1,W2,W
′
1,W
′
2, defined in Section 5. These
parameter values are initialized from a Gaussian
N (0, 0.05).
While applying Fkplus as a Free Parameter func-
tion as defined in Equation-13, we initialize the
embeddings of r+ from r, and choose Unit Trans-
formation(UNIT) for F
′
kplus. Only the embed-
dings of r+ are trainable, and the embeddings of r
are kept fixed.
Wherever MLP is used in Fkplus and Fdisjunct,
We use ReLU (Nair and Hinton, 2010) as a non-
linear function g and use 200 as the hidden dimen-
sion of MLP.
We summarize the results in Table-8. Within
operator functions that don’t involve any train-
ing, Unit Transformation for Fkplus and Sum for
Fdisjunct provide the strongest baseline. Operator
functions which involve training parameters out-
perform this baseline.
7 Analysis of Results
Our empirical evaluation reveals a few interest-
ing insights. First of all, it is worth noting
that Wiki100, even with much lower performance
on KBC task as compared to FB15k, admits a
stronger baseline under regex queries. As shown
in Table- 7. The performance gains of MLP and
FP models observed on FB15k dataset –e.g., about
33% improvement in HITS@10, do not seem to
carry over to Wiki100 setting, which shows just
6% improvement over the baseline (HITS@10
with UNIT-AVG). This shows that Wiki100 is a
challenging KB to model regex queries.
We also conducted a query type-wise anal-
ysis on Wiki100-regex queries (Appendix-12).
We note that for every model (training or non-
training), the metrics decrease drastically, some-
Dataset Trained on
KBC Task Path Queries
MRR HITS@1 HITS@10 MRR HITS@1 HITS@10
FB15k KBC 67.63 56.91 85.18 2.13 1.08 4.20
FB15k KBC + Path 65.75 57.13 82.11 23.47 15.97 39.60
Wiki100 KBC 44.08 34.66 62.61 10.62 7.64 16.8
Wiki100 KBC + Path 40.15 30.62 59.8 20.67 13.5 37.21
Table 7: Performance of compositional training of KBC and Path Query dataset.
Model Dataset
Fkplus Fdisjunct
FB15k-Regex Wiki100-Regex
MRR HITS@1 HITS@10 MRR HITS@1 HITS@10
BASELINE 6.24 3.84 10.43 15.75 11.14 24.93
AVG
AVG 5.43 2.83 10.78 19.51 13.28 32.64
PROD 2.66 1.27 5.51 13.41 8.8 23.07
UNIT
AVG 7.47 4.5 13.35 24.5 18.28 37.86
PROD 3.44 1.75 6.86 14.61 10.61 23.41
FP MLP 9.38 5.42 17.38 25.61 19.42 38.95
MLP MLP 9.67 5.63 17.85 25.67 18.79 40.38
Table 8: Performance of Operator Training over Regex Queries.
times by orders of magnitude, as the complexity
of query increases. This was witnessed in evalu-
ation of r+1 → r1/r
+
2 → r
+
1 /r
+
2 . Similar trend
is exhibited for (r1|r2) → (r1|r2)
+. These obser-
vations further reinforce the need to further inves-
tigate approaches to improve the performance of
these queries.
Finally, our results did not support the hypothe-
sis in (Guu et al., 2015) that compositional train-
ing on path queries acts as a form of structural
regularization which improves the performance on
KBC task. This may perhaps be due to using the
evaluation criteria consistent with those used tradi-
tionally in KBC tasks.
8 Conclusion and Future Work
We demonstrate the need for answering regex
queries over incomplete knowledge bases based
on a query log analysis over a publicly available
KB. In response, we define a novel challenge task
of answering regular expression queries over in-
complete KBs. We present two datasets for the
new task, including one which is not artificially
generated via random walks, instead is harvested
from existing query log. To the best of our knowl-
edge, it is the first dataset with real queries for any
KBC task.
Due to recursive and compositional nature of
these regex queries, current KBC models are not
equipped to handle them. Taking DistMult as a
base KBC model, we show that to augment KBC
to deal with regexes, we can train continuous func-
tions for regex operators and apply them composi-
tionally for a given regex query to create a regex
embedding. We propose several choices for both
Kleene plus and disjunction operators and evalu-
ate these for our dataset. This work establishes
baseline approaches for our new task. We hope
this work will motivate further research in develop-
ing specialized functions to deal with regex opera-
tors, as well as in designing new methodologies to
answer regex queries from incomplete Knowledge
Bases.
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Query Type p pα
r1 0.02 2.80
r1/r1 0.01 2.54
r1/r2 0.50 3.97
r1/r1/r1 0.01 2.54
r1/r1/r2 0.27 3.73
r1/r2/r2 0.24 3.68
r1/r2/r3 36.08 6.08
r1/r1/r1/r1 0.004 2.47
r1/r1/r1/r2 0.34 3.81
r1/r1/r2/r2 0.08 3.30
r1/r1/r2/r3 8.59 5.27
r1/r2/r2/r3 10.40 5.37
r1/r2/r3/r3 7.57 5.20
r1/r2/r2/r2 0.13 3.46
r1/r1/r1/r1/r1 0.003 2.37
r1/r1/r1/r1/r2 0.43 3.90
r1/r1/r1/r2/r2 0.09 3.34
r1/r1/r1/r2/r3 11.38 5.42
r1/r1/r2/r2/r2 0.05 3.16
r1/r1/r2/r2/r3 3.81 4.86
r1/r1/r2/r3/r3 1.71 4,48
r1/r2/r2/r2/r3 11.26 5.41
r1/r2/r3/r3/r3 4.97 4.99
r1/r2/r2/r2/r2 0.08 3.32
r1/r2/r2/r3/r3 1.98 4.55
Table 9: Distribution of possible path categories before
and after α-sampling using α = 0.1 for FB15k-Path
A Appendices
A.1 FB15k
A.2 Experiments
Regex Expression p pα
r+1 0.52 4.39
r+1 /r
+
2 1.06 4.72
r+1 /r
+
2 /r
+
3 0.84 4.61
r1/r
+
2 1.11 4.73
r+1 /r2 1.64 4.93
r+1 /r
+
2 /r3 1.79 4.97
r+1 /r2/r
+
3 1.23 4.79
r1/r
+
2 /r
+
3 1.15 4.75
r1/r2/r
+
3 1.45 4.87
r1/r
+
2 /r3 2.16 5.06
r+1 /r2/r3 2.03 5.03
(r1|r2) 2.10 5.05
(r1|r2)/r3 7.49 5.73
r1/(r2|r3) 64.58 7.11
(r+1 |r
+
2 ) 0.50 4.37
(r1|r2)/r
+
3 2.21 5.07
(r+1 |r
+
2 )/r3 0.89 4.63
r+1 (r2|r3) 1.38 4.84
r1/(r
+
2 |r
+
3 ) 1.66 4.93
(r1|r2)
+ 4.21 5.41
Table 10: Distribution of possible regex categories be-
fore and after α-sampling using α = 0.1 for FB15k-
Regex
(?, r, e2) (e1, r, ?) mean((?, r, e2), (e1, r, ?))
MRR HITS@1 HITS@10 MRR HITS@1 HITS@10 MRR HITS@1 HITS@10
FB15k 64.74 54.37 81.28 67.63 56.91 85.18 66.51 55.64 83.23
WIKI-100 18.95 13.01 29.93 44.08 34.66 62.61 31.51 23.84 46.27
Table 11: Query-wise KBC Performance on FB15k and Wiki-100 using DistMult
Metrics UNIT + AVG FP + MLP MLP + MLP
MRR 33.72 29.59 29.66
r+1 HITS@1 26.14 22.93 21.81
HITS@10 50.26 43.18 46.67
MRR 2.39 2.03 2.88
r+1 r
+
2 HITS@1 0.91 0.93 1.15
HITS@10 5.44 4.43 6.41
MRR 4.16 4.61 5.53
r1r
+
2 HITS@1 1.59 1.93 2.48
H@10 9.58 10.14 11.72
MRR 36.6 41.77 42.32
(r1|r2) HITS@1 27.66 33.53 33.52
HITS@10 54.59 57.61 58.85
MRR 21.04 25.79 25.53
(r1|r2)
+ HITS@1 15.29 18.9 18.63
HITS@10 33.44 40.74 40.56
Table 12
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