Abstract-We present a validation study of an optical-flow method for the rapid estimation of myocardial displacement in magnetic resonance tagged cardiac images. This registration and change visualization (RCV) software uses a hierarchical estimation technique to compute the flow field that describes the warping of an image of one cardiac phase into alignment with the next. This method overcomes the requirement of constant pixel intensity in standard optical-flow methods by preprocessing the input images to reduce any intensity bias which results from the reduction in stripe contrast throughout the cardiac cycle. To validate the method, SPAMM-tagged images were acquired of a silicon gel phantom with simulated rotational motion. The pixel displacement was estimated with the RCV method and the error in pixel tracking was <4% 1000 ms after application of the tags, and after 30 of rotation. An additional study was performed using a SPAMM-tagged multiphase slice of a canine left ventricle. The true displacement was determined using a previously validated active contour model (snakes). The error between methods was 6.7% at end systole. The RCV method has the advantage of tracking all pixels in the image in a substantially shorter period than the snakes method.
I. INTRODUCTION
Magnetic resonance (MR) tissue tagging methods have proven to be useful in determining regional muscle function in cardiac applications as well as in other areas of anatomy [1] - [7] . However, analysis of these images is laborious and time consuming. Even with the use of computer assisted stripe tracking, analysis of a data set covering the left ventricle typically takes two hours. As MR technology improves and the resolution of the images and tag density increases, the difficulty in tracking the stripe displacements is compounded further.
In most cardiac tagging applications, the SPAMM [8] tissue tagging method is used to produce perpendicular sets of tags in the heart wall. The positions of the tags are tracked through the cardiac cycle, thereby functioning as noninvasive fiducial markers. A common method presently used to identify tag intersections is a semiautomatic technique based on the active contours model or snakes [9] - [11] . This method fits a polynomial to the stripe and the intersections from two initially orthogonal sets of stripes can then be located. Although the snakes algorithm runs very quickly and is a great improvement over manually tracking the stripe intersections, the stripe fitting must still be monitored and edited in many cases. Identification of the stripe intersections takes 5-10 min per slice. The manual steps required and editing of the stripe intersections take approximately 90% of this time.
Optical-flow methods have been tried in the past [12] , [13] to analyze wall motion in cardiac images but, without anatomical landmarks, the estimated flow fields are ambiguous. Image contours and texture alone are not sufficient to remove flow-field ambiguity. However, with MR tissue tagging, the high contrast stripes are an embedded structure that allow more accurate tracking of the material points in the wall from frame to frame. However, the relaxation of the magnetization of the spins within the tagged area causes a reduction in the stripe contrast and variable pixel intensity from frame to frame. This causes further ambiguity in the results obtained using conventional optical-flow algorithms.
Prince and McVeigh [14] have developed an optical-flow method to follow stripe displacement in MR images that takes into account the variable intensity. However, for this method to work, the longitudinal relaxation time (T 1 ), transverse relaxation time (T 2 ), and the spin density (M0) of the heart must be known or estimated. Their reported study on phantoms shows an average error of 1.5-2 pixels in identifying the stripe intersections at times corresponding to end systole. A related method by Gupta and Prince [15] showed slightly better accuracy in a phantom experiment, but this method also requires an estimate of T 1 :
Considering the complexity of acquiring a MR parameter map of the heart or the error introduced by estimating these parameters, a less cumbersome and more accurate method is desirable.
We have adapted an optical-flow method, originally developed for military use for the extraction of motion information from image sequences, to track the local deformation in tagged cardiac images. The registration and change visualization (RCV) software is a hierarchical estimation technique that is based on the methods developed by Bergen [16] and adapted for medical imaging applications by Kumar [17] . This method does not rely on prior knowledge of image content and overcomes the requirement of constant pixel intensity in standard optical-flow methods by preprocessing the input images to reduce the intensity bias, which results from the reduction in stripe contrast throughout the cardiac cycle.
To validate this method in estimating regional displacement, SPAMM-tagged images of a silicon gel phantom with simulated rigid-body rotation were acquired. With the location of the tag intersections known precisely, the pixel-tracking error could then be calculated between the true motion and that estimated with the RCV method.
Additionally, to determine the error in estimating local myocardial deformation, a multiphase SPAMM-tagged series of images of a canine heart was acquired and the pixel displacement, as estimated by the RCV software, was compared to that obtained with the snakes method. Tag-displacement estimation using snakes has previously been verified using a deformable phantom [11] and has been found to have a RMS error of 0.38 pixels in locating the stripe intersection.
II. METHODS

A. Image Acquisition
Tagged MR images were acquired using a whole-body MR scanner (General Electric Medical Systems) that uses high-speed magnetic field gradient sets (1.447 T/cm/s slew rate). Images were acquired of a cylindrical annulus made of silicon gel, with inside diameter of 19.0 mm and outside diameter of 47.6 mm. This phantom has been described previously [18] and has a T 1 = 970 ms and T 2 = 70 ms, similar to that of the myocardium. A fast gradient echo sequence : A motion series with a temporal resolution of 50 ms was then constructed by selecting an image from each of the original series while also sequentially advancing the phase number. With this approach, the true motion of the grid is known precisely while the T 1 decay of the stripes is preserved.
Tagged canine heart images were also produced with the same sequence as above. A short axis slice in the mid-ventricle was acquired with the SPAMM tags applied synchronously with detection of the QRS. Twelve phases within the RR interval were acquired over 32 heartbeats. Scan parameters were: TR = 8.8 ms, TE = 2.2 ms, 4 views/k-space segment, 256 2 128 acquisition matrix, 16-cm FOV, 15 excitation flip angle, and 2.5 mm interstripe spacing.
B. Image Analysis
For the RCV analysis, the image data was transferred to a single processor SUN SPARC 20, where the images were sequentially pairwise compared to compute the flow field that described warping the image of one phase into alignment with the next. The flow fields were then vector integrated to form the overall local displacement.
The RCV software implements a coarse-to-fine model-based motion estimation technique. The registration is performed in a multistep procedure which first estimates a global parametric transformation (translation and rotation) between two images and then, using the global transformation as an initialization, proceeds to an estimation of the local flow vector for each point between the two images. By combining global and local models of flow, we are able to reduce the demands on the motion estimation algorithm by first eliminating any motion which is due to general misalignment between the two images.
Image alignment is initiated by preprocessing the images, using a Laplacian filter [19] which eliminates any local offset field and enhances the edges in the image. The effect of this filtering is to make the alignment process more sensitive to structure rather than overall intensity. The Laplacian pyramid representation is computed for each frame. This representation decomposes the image I into a set of bandpass components. I is first filtered with a binomial filter rf to create a low-pass Gaussian pyramid representation fG 0 ; G 1 ; G 2 ; 111g rf =f1;4;6;4;1g=16 G0 =I G i = (lter(G i01 ; rf )) # 2 (1) where the symbol # 2 denotes subsampling by two. The Laplacian pyramid representation fL 0 ; L 1 ; L 2 ; 11 1g is then formed from the differences between successive levels of the Gaussian pyramid. Where the Gaussian smoothed level is expanded (interpolated) back up to the size of the current level
The motion parameters, u u u(x x x) are computed for each adjacent pair of images which minimize the sum of the square differences (SSD) between the two filtered images (Li(t)Li(t + 1)): These parameters can either be computed globally or locally. The match measure at each spatial point is given by x) pixel velocity. Note that in this formulation we compute the forward-motion vectors. This is necessary for later integration of pairwise motion vectors into an end-systolic motion field.
The minimization of (3) with respect to u u u is an iterative process. For each iteration we compute the incremental change in velocity using the Gauss-Newton optimization technique, which uses a firstorder expansion of the individual error quantities before squaring. The error due to incremental change in velocity for the kth iteration is given by
where
rLi spatial gradient of intensity.
The incremental estimate @u u u is computed and added to the current estimate u u u k to obtain a new estimate u u u k+1 . This process is repeated for a fixed number of iterations or until there is convergence. This is performed sequentially, in coarse to fine order, through each level of the pyramid. The displacement estimate of each level provides an initial estimate for the succeeding level. In (3) and (4) the neighborhood over which the error is minimized is not specified. For global-motion parameters this neighborhood would consist of all points within a region of interest (ROI) specified in either or both of the images. For local-flow parameters, the image velocities are assumed to be constant within the surrounding 3 2 3-pixel neighborhood about each point. The computation of flow using the moving window amounts to implicitly assuming that the flow field varies smoothly over the image. For local deformation, minimizing E (@u u u) with respect to @u u u gives an estimate of the incremental change in velocity for the kth iteration (rL)(rL) T @u u u = 0 (rL)(1L): Since complex flow, as in the ventricles, will have a low confidence fit the error map can be used to mask the image, leaving visible only the stationary spins and the relatively slow coherently flowing spins. This not only makes the motion easier to visualize, but can also be used to define ventricular contours.
The canine image data was transferred to a Silicon Graphics Indigo 2 workstation running the SPAMMVU [20] analysis software package, which was developed to analyze tagged images. The first steps in the SPAMMVU program are to identify the myocardial boundaries and the stripe intersections using the semiautomatic snakes algorithm. This was used to identify the stripe intersections in the enddiastolic through end-systolic images, from which the end-systolic vector displacement was calculated for each estimated intersection. Triangular ROI's were constructed from the intersections and the displacement at the centroid of the triangle was calculated by taking the average of the displacements of the vertices. In a complete SPAMMVU analysis, the triangles would be used to compute the strain field in the myocardium. For the purposes of this study, calculation of the vector displacement was sufficient for comparison of the two methods.
In contrast to the snakes method, all pixels within the image ROI were tracked with the RCV method. Since the number of tracked pixels was substantially higher than with the snakes method, the RCV data were decimated by taking the median pixel displacement within a 5 2 5 region centered at the same point as the centroid of the triangle. The accuracy of the RCV method was evaluated by computing the RMS error between the displacements computed by each method over all triangular ROI's.
III. RESULTS
Twenty-one phases of a SPAMM-tagged gel phantom with simulated motion were acquired [ Fig. 1] and analyzed with the RCV method. A 200 2 200 pixel ROI was selected from the original image and all 40 000 points were tracked through all 21 phases. Using 224 points chosen within the ring of the phantom, the RMS error in displacement [ Fig. 2 ] ranged from 0.16 pixels at 50 ms post tagging to 1.18 pixels, 1 s after tagging. This corresponds to 10.6%-3.9% error in relationship to the average motion of the pixels at each phase. In comparison, without Laplacian filtering the images, the error in the same interval was 0.13 pixels (8.7%) to 1.56 pixels (5.2%). Fig. 3 shows a vector plot of the pixel displacements, computed with the RCV method, through phase 21 for each of the 224 selected points.
A multiphase short-axis slice of a canine heart was acquired using the SPAMM-FGRE sequence. Twelve images of sequential cardiac phases after end diastole were obtained and image 7 was identified as end systole. Fig. 4 shows four images of the set from end diastole to end systole. Using the RCV method of displacement estimation, 22 800 points were sequentially tracked to end-systole, of which 6000 points were from the myocardium. Representative images of the x displacement, y displacement, magnitude of displacement, and the confidence of the alignment are shown for cardiac phase 2 in Fig. 5 . The pixel displacements from each phase were vector integrated and masked [ Fig. 6 ]. Calculation of the end-systolic displacement using the RCV method took 30 s.
From the snakes analysis, 172 points were identified as stripe intersections in the myocardium of the left ventricle, and 222 triangles were constructed from these points. Using image one and image seven, the vector displacement of each point was determined and the displacement value for total time for analysis of the seven images was 10 min, of which less than one minute was for computation.
The remainder of the time was taken by the manual steps required to operate the snakes and manual editing of the intersection points.
The RMS error computed over all ROI's was plotted as function of cardiac phase in Fig. 7 , with and without Laplacian filtering. The RMS error between the RCV method with filtering and the snake method over the 222 ROI's tracked through end systole was 0.29 pixels (6.7%). 
IV. DISCUSSION AND CONCLUSIONS
Conventional optical-flow motion estimation between image pairs relies on the assumption of intensity constancy. That is, although a point may be displaced from one image to the next, the intensity of that point is assumed to remain constant. This is, in general, not a valid assumption for tagged MR images due to the relaxation of the magnetization of the spins during the cardiac cycle, which causes the stripe brightness and contrast to change between images. There are several approaches to account for the variable brightness of the stripes. The variable brightness optical flow (VBOF) method developed by Prince and McVeigh [14] includes a term which accounts for the variable brightness of the stripes by modeling, using the MR parameters T 1 ; T 2 ; and M 0 for the end-diastolic image. In general, these parameters are not known and must be measured. Even if a reference map is available for end diastole, the MR parameters must still be approximated for each subsequent image pair using the previously computed flow. The accuracy of the computed motion vectors will be diminished as errors accumulate in the MR parameter map as it is recomputed for each subsequent image pair. As a follow on to the VBOF technique, Gupta and Prince [15] modeled the variable brightness with a local linear transformation. This local correction for time-variable brightness can be thought of as a set of multiplier Fig. 7 . Pixel-tracking error in canine heart images using the RCV method, with and without Laplacian filtering.
and offset correction images to be applied to the original images at each cardiac phase. The Gupta and Prince algorithm requires that the multiplier field is fixed throughout the cardiac cycle and that the offset field is estimated using approximate knowledge of T1 : In the current approach, we model the variable brightness using an implicit offset field only. This offset field is removed by preprocessing the images with a Laplacian transformation. Any multiplicative field is assumed to be negligible. This assumption is based on the fact that we are doing pairwise comparisons between the images, and the amount of variation in brightness between two adjacent images is small.
Analysis of the phantom motion shows that the RCV method has very good pixel-tracking accuracy, as indicated by <4% tracking error after 30 of rotation and 1000 ms from application of the tagging grid. Pairwise comparison of Laplacian filtered images, followed by vector integration of the displacement, greatly reduces the effect of diminishing stripe contrast. Fig. 2 shows that the Laplacian pyramid representation reduces the effect of diminishing stripe contrast at very late phases of the cycle.
Motion analysis of the canine heart images shows that the RCV method of estimating MR tag displacements has also proven to be as accurate as the snakes method. The RMS error in computed overall end-systolic displacement of 0.29 pixels indicates accuracy within the measurement error of the snakes method (0.38 pixels [11] ). The error plotted as a function of cardiac phase for filtered and nonfiltered images (Fig. 7) shows the reduced error due to preprocessing the images with a Laplacian filter. Even without filtering, the error is reasonable, which indicates the benefit of using a pairwise comparison of cardiac phases with subsequent vector integration.
The RCV method has the advantage of tracking all pixels in the image, and in a substantially shorter period than the snakes method. Analysis of a multiphase multislice set of slices covering the left ventricle will take 10 min, as opposed to 2 h using snakes. This will permit rapid interpretation of the data and make MR tissue tagging more clinically useful. The RCV software is currently implemented on a remote workstation, but could be implemented directly on the scanner host computer and the tissue deformation computed concurrently with the next data set acquisition. This can make MR tissue tagging even more useful by giving the scanner operator the opportunity to adjust the scan protocol based on feedback from the motion estimation.
Estimation of displacement is the first, but most time consuming, step in the analysis of regional myocardial function. For three dimensional (3-D) strain analysis of the heart, the RCV method would be used in the same manner as snakes. The stripe displacements would be tracked in the imaging plane but, through plane motion, would be measured by acquiring an orthogonal data set. The two sets of data would then be combined to produce the 3-D strain field [10] . This method has previously been validated [21] and is independent of the motion tracking method.
