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Abstract: We consider the initial value problem for a three-component system of quadratic
nonlinear Schro¨dinger equations with mass resonance in two space dimensions. Under a suit-
able condition on the coefficients of the nonlinearity, we will show that the solution decays
strictly faster than O(t−1) as t→ +∞ in L∞ by providing with an enhanced decay estimate
of order O((t log t)−1). Differently from the previous works, our approach does not rely on
the explicit form of the asymptotic profile of the solution at all.
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1 Introduction and the main result
This paper is intended to be a sequel of the papers [8] and [9] by one of the authors, which
are concerned with decay property of solutions to the initial value problem for a class of
nonlinear Schro¨dinger systems. The model system which we focus on here is


i∂tu1 +
1
2m1
∆u1 = λ1|u1|u1 + µ1u2u3,
i∂tu2 +
1
2m2
∆u2 = λ2|u2|u2 + µ2u1u3,
i∂tu3 +
1
2m3
∆u3 = λ3|u3|u3 + µ3u1u2,
t > 0, x ∈ R2 (1.1)
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with
uj(0, x) = ϕj(x), x ∈ R2, j = 1, 2, 3 (1.2)
(see, e.g., [1], [2], [4] for the physical background of this system), where m1, m2, m3 ∈ R\{0},
λ1, λ2, λ3, µ1, µ2, µ3 ∈ C \ {0} are constants, ϕ = (ϕj(x))j=1,2,3 is a prescribed C3-valued
function, and u = (uj(t, x))j=1,2,3 is a C
3-valued unknown function. As usual, i =
√−1,
∂t = ∂/∂t, and ∆ is the Laplacian in x-variables.
By a minor modification of the method of [8] and [9], we can show the following basic
L∞-decay result. Here and hereafter, we denote by Hs,σ(R2) the weighted Sobolev spaces,
i.e.,
Hs,σ(R2) = {f ∈ L2(R2) | (1 + |x|2)σ/2(1−∆)s/2f ∈ L2(R2)}
equipped with the norm ‖f‖Hs,σ =
∥∥(1 + |x|2)σ/2(1−∆)s/2f∥∥
L2
.
Proposition 1.1. Assume
m1 +m2 = m3, (1.3)
Imλj ≤ 0 for j = 1, 2, 3, (1.4)
κ1µ1 + κ2µ2 = κ3µ3 with some κ1, κ2, κ3 > 0, (1.5)
and ϕ = (ϕj)j=1,2,3 ∈ Hs,0(R2) ∩ H0,s(R2) with 1 < s < 2. Then there exists a positive
constant ε0 > 0 such that the initial value problem (1.1)–(1.2) admits a unique global solution
u ∈ C([0,∞);Hs,0(R2) ∩H0,s(R2)),
provided that ‖ϕ‖Hs,0 + ‖ϕ‖H0,s ≤ ε0. Moreover, there exists a positive constant C0 such that
‖u(t, ·)‖L∞ ≤ C0
1 + t
(1.6)
for all t ≥ 0.
In fact, λj|uj|uj was not included in the nonlinearity considered in [8] and [9]. However,
as verified in Section 3, it is straightforward to modify the proof under the assumption (1.4)
on the coefficient λj. In view of the conservation law
3∑
j=1
κj
(
‖uj(t, ·)‖2L2 − 2 Imλj
∫ t
0
‖uj(τ, ·)‖3L3dτ
)
=
3∑
j=1
κj‖uj(0, ·)‖2L2,
it may be natural to regard (1.4) as a kind of dissipativeness condition. This will lead us
to the following question: Is the decay rate O(t−1) in (1.6) enhanced if the inequalities in
(1.4) are strict? To the authors’ knowledge, there is no previous result which answers this
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question except the case where the system is decoupled, i.e., µ1 = µ2 = µ3 = 0. In the
decoupled case, the problem is reduced to the single equation
i∂tv +
1
2
∆v = λ|v|v, t > 0, x ∈ R2 (1.7)
with Imλ < 0, and the solution v(t, x) decays like O((t log t)−1) in the sense of L∞ for small
initial data, according to [10] (see also [5], [6] and [11]). However, the proof of [10] is not
applicable to the present setting because it heavily depends on the facts that the solution
v(t, x) to (1.7) is well-approximated by
ei
|x|2
2t
it
α
(
t,
x
t
)
,
where α(t, ξ) solves
i∂tα =
λ
t
|α|α+ o(t−1),
and that α(t, ξ) behaves like
α(1, ξ)
1− |α(1, ξ)| Imλ log t exp
(
i
Reλ
Imλ
log(1− |α(1, ξ)| Imλ log t)
)
as t → +∞ if Imλ < 0. On the other hand, the corresponding reduced ODE system for
(1.1) is 

i∂tα1 =
1
t
(λ1|α1|α1 + µ1α2α3) + o(t−1),
i∂tα2 =
1
t
(λ2|α2|α2 + µ2α1α3) + o(t−1),
i∂tα3 =
1
t
(λ3|α3|α3 + µ3α1α2) + o(t−1),
(1.8)
which is much more complicated than the single case.
The aim of this paper is to give an affirmative answer to the above question by providing
with an enhanced decay estimate of order O((t log t)−1). The novelty of the present approach
is that it does not rely on the explicit form of the asymptotic profile of the solution at all.
The main result is as follows.
Theorem 1.1. Suppose that the assumptions of Proposition 1.1 are fulfilled. Let u be the
solution to (1.1)–(1.2) whose existence is guaranteed by Proposition 1.1. If
Imλj < 0 for j = 1, 2, 3 (1.9)
is satisfied, then there exists a positive constant C1 such that
‖u(t, ·)‖L∞ ≤ C1
(1 + t) log(2 + t)
for all t ≥ 0.
3
2 Preliminaries
In this section, we introduce several notations and lemmas which will be needed in the
subsequent sections. In what follows, we denote by 〈·, ·〉C3 the standard scalar product in
C
3, i.e.,
〈z, w〉C3 =
3∑
j=1
zjwj
for z = (zj)j=1,2,3, w = (wj)j=1,2,3 ∈ C3. We also write |z|C3 =
√〈z, z〉C3 , as usual.
First we rewrite (1.1) in the abstract form: Put Λu = ( 1
2mj
∆uj)j=1,2,3 so that
i∂tu+ Λu = F (u),
where F : C3 ∋ z = (zj)j=1,2,3 7→ (Fj(z))j=1,2,3 ∈ C3 is defined by
F1(z) = λ1|z1|z1 + µ1z2z3,
F2(z) = λ2|z2|z2 + µ2z1z3,
F3(z) = λ3|z3|z3 + µ3z1z2.
Then the assumptions (1.3), (1.4) and (1.5) on the coefficients can be interpreted as follows:
• We define Eθ : C3 → C3 by Eθz = (eimjθzj)j=1,2,3 for z = (zj)j=1,2,3 ∈ C3 and θ ∈ R.
Then we have
EθF (z) = F (Eθz) (2.1)
for all θ ∈ R and z ∈ C3, provided that (1.3) is satisfied.
• With κ1, κ2, κ3 appearing in (1.5), we put
A =

κ1 0 00 κ2 0
0 0 κ3

 .
Then, by (1.5), we have
〈F (z), Az〉C3 =
3∑
j=1
κjλj |zj|3 + 2κ3Re
(
µ3z1z2z3
)
,
whence (1.4) implies
Im〈F (z), Az〉C3 =
3∑
j=1
κj Imλj|zj |3 ≤ 0
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for all z ∈ C3. In particular, if (1.9) is satisfied, we can take positive constants C∗ and
C∗ such that
−C∗νA(z)3 ≤ Im〈F (z), Az〉C3 ≤ −C∗νA(z)3 (2.2)
for z ∈ C3, where νA(z) =
√〈z, Az〉C3 . Note that
√
κ∗|z|C3 ≤ νA(z) ≤
√
κ∗|z|C3
for z ∈ C3, where κ∗ = min{κ1, κ2, κ3} and κ∗ = max{κ1, κ2, κ3}.
Next we set U(t) = exp(itΛ), i.e.,
U(t)φ =
(
exp
(
it
2mj
∆
)
φj
)
j=1,2,3
for a C3-valued smooth function φ = (φj)j=1,2,3. Also we set
Gφ(ξ) =
(
−imj φˆj(mjξ)
)
j=1,2,3
,
where fˆ denotes the Fourier transform of f , i.e.,
fˆ(ξ) =
1
2pi
∫
R2
e−iy·ξf(y)dy.
Now we summarize several useful lemmas. Since they are essentially not new or rather
standard, we will give only an outline of the proof in the Appendix.
Lemma 2.1. Let s ∈ [0, 2). There exists a constant C such that
‖F (φ)‖Hs,0 ≤ C‖φ‖L∞‖φ‖Hs,0.
Lemma 2.2. Let γ ∈ [0, 1] and s > 1 + 2γ. There exists a constant C such that∣∣‖φ‖L∞ − t−1‖GU(−t)φ‖L∞∣∣ ≤ Ct−1−γ‖U(−t)φ‖H0,s
for t ≥ 1.
Lemma 2.3. Let s ∈ [0, 2). Assume that (1.3) is satisfied. Then there exists a constant C
such that
‖U(−t)F (φ)‖H0,s ≤ C‖φ‖L∞‖U(−t)φ‖H0,s .
Lemma 2.4. Let γ ∈ [0, 1/2) and 1 + 2γ < s < 2. Assume that (1.3) is satisfied. Then
there exists a constant C such that∥∥∥∥GU(−t)F (φ)− 1t F
(GU(−t)φ)
∥∥∥∥
L∞
≤ Ct−1−γ‖U(−t)φ‖2H0,s
for t ≥ 1.
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3 A priori estimate
The argument of this section is almost the same as those of the previous works [4], [8], [9],
[10]. Let u(t) be the solution to (1.1)–(1.2) in the interval [0, T ]. We define
‖u‖XT = sup
t∈[0,T ]
{
(1 + t)‖u(t, ·)‖L∞ + (1 + t)−γ/3
(‖u(t, ·)‖Hs,0 + ‖U(−t)u(t, ·)‖H0,s)
}
,
where 1 < s < 2 and 0 < γ < s−1
2
. We also set ε = ‖ϕ‖Hs,0 + ‖ϕ‖H0,s.
Lemma 3.1. There exists a constant C, independent of T , such that
‖u‖XT ≤ Cε+ C‖u‖2XT .
Remark 3.1. The above estimate implies that there exists a constant C0 > 0, which does
not depend on T , such that
‖u‖XT ≤ C0ε (3.1)
if we choose ε sufficiently small. Proposition 1.1 is an immediate consequence of this a priori
bound and the standard local existence theorem.
Proof of Lemma 3.1. In what follows, we denote several positive constants by the same letter
C, which may vary from one line to another. First we consider the estimates for ‖u(t, ·)‖Hs,0
and ‖U(−t)u(t, ·)‖H0,s. By the standard energy inequality combined with Lemmas 2.1 and
2.3, we have
‖u(t, ·)‖Hs,0 ≤‖ϕ‖Hs,0 +
∫ t
0
‖F (u(τ, ·))‖Hs,0dτ
≤Cε+ C
∫ t
0
‖u(τ, ·)‖L∞‖u(τ, ·)‖Hs,0dτ
≤Cε+ C‖u‖2XT
∫ t
0
dτ
(1 + τ)1−γ/3
≤Cε+ C‖u‖2XT (1 + t)γ/3 (3.2)
and
‖U(−t)u(t, ·)‖H0,s ≤‖ϕ‖H0,s +
∫ t
0
‖U(−τ)F (u(τ, ·))‖H0,sdτ
≤Cε+ C
∫ t
0
‖u(τ, ·)‖L∞‖U(−τ)u(τ, ·)‖H0,sdτ
≤Cε+ C‖u‖2XT
∫ t
0
dτ
(1 + τ)1−γ/3
≤Cε+ C‖u‖2XT (1 + t)γ/3, (3.3)
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respectively. Next we consider the L∞-bound for u(t). In the case of t ≤ 1, the standard
Sobolev embedding and (3.2) lead to
(1 + t)‖u(t, ·)‖L∞ ≤ 2‖u(t, ·)‖L∞ ≤ C‖u(t, ·)‖Hs,0 ≤ C(ε+ ‖u‖2XT ). (3.4)
From now on, we focus on t ≥ 1. We set
α(t, ξ) = G(U(−t)u(t, ·))(ξ)
and
r(t, ξ) = G(U(−t)F (u(t, ·)))(ξ)− 1
t
F (α(t, ξ))
so that
i∂tα(t, ξ) =G
(U(−t)(i∂t + Λ)u(t, ·))(ξ)
=G(U(−t)F (u(t, ·)))(ξ)
=
1
t
F (α(t, ξ)) + r(t, ξ).
By the Sobolev inequality and (3.3), we get
‖α(1, ·)‖L∞ ≤ C ‖U(−1)u(1, ·)‖H0,s ≤ Cε+ C‖u‖2XT .
By Lemma 2.4, we have
‖r(t, ·)‖L∞ ≤ Ct−1−γ‖U(−t)u(t)‖2H0,s
≤ Ct−1−γ
{
(1 + t)
γ
3 ‖u‖XT
}2
≤ Ct−1− γ3 ‖u‖2XT . (3.5)
Then it follows from the straightforward calculation that
∂t
(
νA(α(t, ξ))
2
)
= 2 Im
〈
i∂tα(t, ξ), Aα(t, ξ)
〉
C3
=
2
t
Im〈F (α(t, ξ)), Aα(t, ξ)〉C3 + 2 Im〈r(t, ξ), Aα(t, ξ)〉C3
≤ 0 + 2νA(r(t, ξ))νA(α(t, ξ)), (3.6)
which leads to
∂t
√
δ + νA(α(t, ξ))2 ≤ νA(r(t, ξ)) ≤ C‖r(t, ·)‖L∞ ≤ C‖u‖2XT t−1−
γ
3
for any δ > 0. Integrating with respect to t, and letting δ → +0, we obtain
νA(α(t, ξ)) ≤ C‖α(1, ·)‖L∞ + C‖u‖2XT
∫ t
1
τ−1−
γ
3 dτ,
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whence
‖α(t, ·)‖L∞ ≤ Cε+ C‖u‖2XT . (3.7)
From Lemma 2.2 and (3.3), we deduce that
‖u(t, ·)‖L∞ ≤ t−1‖α(t, ·)‖L∞ + Ct−1−2γ/3(t−γ/3‖U(−t)u(t, ·)‖H0,s)
≤ Ct−1(ε+ ‖u‖2XT ) (3.8)
for t ≥ 1.
By (3.2), (3.3), (3.4) and (3.8), we obtain the desired estimate.
4 Proof of Theorem 1.1
Now we are in a position to finish the proof of Theorem 1.1. It is enough to show
sup
ξ∈R2
νA(α(t, ξ)) ≤ C
log t
(4.1)
for t ≥ 2, because we already know that
(1 + t)‖u(t, ·)‖L∞ ≤ C sup
ξ∈R2
νA(α(t, ξ)) + Cεt
−2γ/3
by virtue of Lemma 2.2, (3.1) and (3.3).
To prove (4.1), we put Φ(t) := νA(α(t, ξ))
2 (with ξ ∈ R2 being regarded as a parameter)
and compute
d
dt
(
(log t)3Φ(t)
)
= (log t)3
dΦ
dt
(t) +
3(log t)2
t
Φ(t).
Similarly to (3.6), it follows from (2.2), (3.5), (3.7) and (3.1) that
dΦ
dt
(t) =
2
t
Im〈F (α(t, ξ)), Aα(t, ξ)〉C3 + 2 Im〈r(t, ξ), Aα(t, ξ)〉C3
≤ −2
t
C∗Φ(t)
3/2 +
Cε3
t1+γ/3
,
where C∗ is the constant appearing in (2.2). We also have
Φ(t) =
(
1
C2
∗
(log t)2
)1/3 {
C∗(log t)Φ(t)
3/2
}2/3
≤ 1
3C2
∗
(log t)2
+
2C∗
3
(log t)Φ(t)3/2
by the Young inequality. Piecing them together, we obtain
d
dt
(
(log t)3Φ(t)
)
≤ C
t
+
Cε3(log t)3
t1+γ/3
.
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Integrating with respect to t, we arrive at
(log t)3Φ(t) ≤ Cε2 +
∫ t
2
(
C
τ
+
Cε3(log τ)3
τ 1+γ/3
)
dτ ≤ C log t,
whence Φ(t) ≤ C/(log t)2 for t ≥ 2, as required.
Finally, we discuss the optimality of the decay rate O((t log t)−1). For simplicity, let
ϕ(x) = δψ(x) with ψ( 6≡ 0) ∈ Hs,0 ∩H0,s and δ > 0 (note that ε = ‖ϕ‖Hs,0 + ‖ϕ‖H0,s ≤ Cδ).
Then we can also show that the solution does not decay strictly faster than t−1(log t)−1 as
t→∞ if δ is small enough. Indeed, suppose that
lim
t→∞
t(log t)‖u(t, ·)‖L∞ = 0
holds true. Then, it follows from Lemma 2.2, (3.1) and (3.3) that
(log t)Φ(t)1/2 ≤ Ct(log t)t−1‖α(t, ·)‖L∞
≤ Ct(log t) (‖u(t, ·)‖L∞ + Cδt−1−2γ/3)
→ 0 (4.2)
as t→∞. Hence, if δ is sufficiently small, we have
C∗(log t)Φ(t)1/2 ≤ 1
for t ≥ 2, where C∗ is the constant appearing in (2.2). Similarly to the proof of Theorem 1.1,
we have
d
dt
(
(log t)2Φ(t)
) ≥2(log t)
t
Φ(t)
(
1− C∗(log t)Φ(t)1/2)− C(log t)2δ3
t1+γ/3
≥ −C(log t)
2δ3
t1+γ/3
,
which yields
(log t)2Φ(t) ≥ (log 2)2Φ(2)−
∫ t
2
C(log τ)2ε3
τ 1+γ/3
dτ ≥ Cδ2 − C ′δ3 > 0
for small δ with some positive constants C and C ′. This contradicts (4.2).
A Appendix
For the convenience of the readers, we give an outline of the proof of the four lemmas stated
in Section 2.
Proof of Lemma 2.1. For s ∈ [0, 2), we have∥∥ (−∆)s/2(|f |f) ∥∥
L2
≤ C‖f‖L∞‖(−∆)s/2f‖L2 (A.1)
and
‖(−∆)s/2(fg)‖L2 ≤ C(‖f‖L∞‖(−∆)s/2g‖L2 + ‖(−∆)s/2f‖L2‖g‖L∞) (A.2)
(see, e.g., [3] and [7] for the proof). The desired estimate follows from them immediately.
9
Proof of Lemma 2.2. By a simple calculation, we can see that U(t) is decomposed into the
following forms:
U(t) =M(t)D(t)GM(t) =M(t)D(t)W(t)G, t 6= 0, (A.3)
where M(t) = Eθ with θ = |x|2/(2t),
(D(t)φ)(x) = 1
t
φ(x
t
), and W(t) = GM(t)G−1. Note
that |eiθ − 1| ≤ C|θ|γ for γ ∈ [0, 1] and (1 + |x|)2γ−s ∈ L2(R2) if s > 1 + 2γ. They imply
‖G(M(t)− 1)ψ‖L∞ ≤ C ‖(M(t)− 1)ψ‖L1
≤ Ct−γ ∥∥|x|2γψ∥∥
L1
≤ Ct−γ ∥∥(1 + |x|)2γ−s∥∥
L2
‖(1 + |x|)sψ‖L2
≤ Ct−γ ‖ψ‖H0,s . (A.4)
Since we have
‖φ‖L∞ = ‖M(t)D(t)GM(t)U(−t)φ‖L∞
= t−1‖GM(t)U(−t)φ‖L∞ ,
it follows from (A.4) that
∣∣‖φ‖L∞ − t−1‖GU(−t)φ‖L∞∣∣ ≤ t−1‖G(M(t)− 1)U(−t)φ‖L∞
≤ Ct−1−γ‖U(−t)φ‖H0,s .
Proof of Lemma 2.3. By (1.3), or equivalently (2.1), we have
M(−t)F (φ) = F (M(−t)φ). (A.5)
We also note that
U(t)|x|sU(−t) =M(t)


ts(−∆)s/2
ms
1
0 0
0 t
s(−∆)s/2
ms
2
0
0 0 t
s(−∆)s/2
ms
3

M(−t).
By using (A.1), (A.2) and the above identities, we deduce that
‖|x|sU(−t)F (φ)‖L2 ≤ Cts
∥∥(−∆)s/2F (M(−t)φ)∥∥
L2
≤ Cts ‖M(−t)φ‖L∞
∥∥(−∆)s/2(M(−t)φ)∥∥
L2
≤ C‖φ‖L∞ ‖|x|sU(−t)φ‖L2 .
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Proof of Lemma 2.4. We put β = GU(−t)φ. By (A.3) and (A.5), we have
GU(−t)F (φ) =W(t)−1D(t)−1M(t)−1F (M(t)D(t)W(t)β)
=W(t)−1D(t)−1F (D(t)W(t)β)
=
1
t
W(t)−1F (W(t)β)
=
1
t
F (GU(−t)φ) +R(t),
where
R(t) =
1
t
(R1(t) +R2(t)),
R1(t) = (1−W(t))W(t)−1F (W(t)β),
R2(t) = F (W(t)β)− F (β).
(A.4) yields
‖(W(t)− 1)ψ‖L∞ ≤Ct−γ
∥∥G−1ψ∥∥
H0,s
≤ Ct−γ‖ψ‖Hs,0 .
Hence, by Lemma 2.1 and the Sobolev embedding, we have
‖R1(t)‖L∞ ≤ Ct−γ
∥∥W(t)−1F (W(t)β)∥∥
Hs,0
≤ Ct−γ‖F (W(t)β)‖Hs,0
≤ Ct−γ‖W(t)β‖2Hs,0
≤ Ct−γ‖β‖2Hs,0
and
‖R2(t)‖L∞ ≤ C(‖W(t)β‖L∞ + ‖β‖L∞)‖(W(t)− 1)β‖L∞
≤ C(‖W(t)β‖Hs,0 + ‖β‖Hs,0) · Ct−γ‖β‖Hs,0
≤ Ct−γ‖β‖2Hs,0.
Summing up, we arrive at
‖R(t)‖L∞ ≤ Ct−1−γ‖β‖2Hs,0 = Ct−1−γ‖U(−t)φ‖2H0,s ,
as required.
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