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Abstract
mmWave frequencies ranging between (30-300GHz) have been considered the perfect solution
to the scarcity of bandwidth in the traditional sub-6GHz band and to the ever increasing
demand of many emerging applications in today’s era. 5G and beyond standards are all
considering the mmWave as an essential part of their networks. Beamforming is one of
the most important enabling technologies for the mmWave to compensate for the huge
propagation loss of these frequencies compared to the sub-6GHz frequencies and to ensure
better spatial and spectral utilization of the mmWave channel space. In this work, we
tried to develop different techniques to improve the performance of the systems that use
mmWave. In the physical layer, we suggested several hybrid beamforming architectures
that both are relatively simple and spectrally efficient by achieving fully digital like spectral
efficiency (bits/sec/Hz). For the mobility management, we derived the expected degradation
that can affect the performance of a special type of beamforming that is called the Random
Beamforming (RBF) and optimized the tunable parameters for such systems when working
in different environments. Finally, in the networking layer, we first studied the effect of using
mmWave frequencies on the routing performance in an ad-hoc type of networks compared
to the performance achieved when using sub-6 GHz frequencies. Then we developed a novel
opportunistic routing protocol for Mobile Ad-Hoc Networks (MANET) that uses a modified
version of the Random Beamforming (RBF) to achieve better end to end performance and to
reduce the overall delay in delivering data from transmitting nodes to the intended receiving
nodes. From all these designs and studies, we conclude that mmWave frequencies and their
enabling technologies (i.e. Beamforming, massive MIMO, ...etc.) are indeed the future of
wireless communications in a high demanding world of Internet of Things (IoT), Augmented
Reality (AR), Virtual Reality (VR), and self driving cars.
v
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Chapter 1
Introduction
1.1

Motivation

The motivations to work on mmWave frequencies are so many and obvious as the mmWave
is now considered an essential part of the 5G wireless communications and all the generations
coming after it [70]. In our work, we studied the use of mmWave frequency bands (mainly
the 28GHz band) in the three main networking layers (physical, data link, and networking)
with different perspectives and tools but with common goal. Our goal in this work is to
demonstrate the superiority and benefits that comes with the mmWave utilization in different
network layers and the expected gain that these frequencies provide to the end users in
different applications that are bandwidth and speed hungry [1, 12, 11]. Beamforming is
considered now as one of the main enabling technologies for wireless communication networks
that use mmWave [7, 9]. Different methods in building beamforming systems have been
studied and the hybrid type was shown to be the most suitable one from a hardware cost
and feasibility point of view. Different hybrid beamforming architectures were suggested
in [7, 9] for different applications and use cases and their advantages over the state of the
art architectures were explained. Fifth generation of wireless communications or (5G) is
promising tens of times faster communications and cheaper megabits per seconds compared
to the 4G LTE networks [1]. To achieve such promises, 5G architecture depends to a large
extent on the densification of cell towers and base stations and the use of beamforming.
Mobility of users while communicating to the cell towers that uses beamforming requires
1

the beams to track users movement and location or use adaptive beamforming techniques.
Mobility effect on a special type of beamforming (called random beamforming [49]) was
studied in the papers [8, 5] and the parameters of the network were optimized for different
situations. Routing in a multihop wireless networks was also studied in [10, 6]. In [10], a
new opportunistic routing protocol for mobile ad hoc networks was suggested and compared
with the state of the art protocols. On the other hand, in [6] we studied the effect of using
mmWaves in an ad hoc networks and compared the performance with other well known
routing protocols using the ns3 simulator and the channel measurements from the NYU
university.

1.2

Concept of Beamforming

Beamforming is the process of sending and receiving data in beams in specific directions in
the 3D plane of the area between the transmitter and receiver devices. It can be described as
a spatial filtering operation that use an array of radiators to capture or radiate energy in a
specific direction over its aperture [47]. The improvement achieved over omnidirectional
transmission/reception is called the transmit/receive gain. In Multiple-In Multiple-Out
(MIMO) systems, beamforming can be achieved by electronic beam steering using a phased
array, which is a multi-element radiation device with a specific geometric configuration. The
output spatial power distribution, termed as the array radiation pattern, is determined by
the vector sum of the fields radiated by individual elements. It can be expressed in terms
of the individual element radiation pattern and the array factor, which is a function of the
array geometry and amplitude/phase shifts applied to individual elements [47].
In mmWave band, the gain realized through antenna beamforming can compensate for
the excessive path and penetration losses. The millimeter wave channel characteristics, to a
large extent, dictate the choice of physical (PHY) layer and medium access control (MAC)
layer schemes as well as the hardware implementation. From this perspective, multiple
antenna technology is a key enabler to efficiently utilize the millimeter wave band as it can
increase the link capacity by employing directional communication. The small wavelengths

2

in the millimeter wave regime has facilitated array architectures embedded into portable
devices with a compact form factor, making beamforming an attractive proposition [47].

1.3

Beamforming in the Physical Layer

Millimeter wave (mmWave) frequency band has been considered as a vital part of the current
and future communications systems. The huge available bandwidth of mmWave allows data
rates of multi-gigabits per second, an end to end delay of milliseconds, and massive machinetype communications (mMTC) as suggested in the 5G standard [1]. Despite all these
benefits, mmWave suffers from many problems related to the weak reflection from surfaces,
several orders of magnitude pathloss compared with microwave signals, and huge atmospheric
absorption compared with other traditional frequencies in the sub-6GHz band. All these
limitations encourage the use of beamforming techniques, to send narrow beams instead of
omnidirectional transmissions, which becomes a common sense when designing mmWave
systems [24]. Many techniques have been used to design beamforming systems, whereas
only a few of them are practically feasible. Fully digital beamforming has been proven to
be impractical for commercial systems, because of the high cost and power consumption
issues [24]. Therefore the hybrid beamforming is a cost-effective replacement to achieve high
spectral efficiency (bits/sec/Hz) in the mmWave band [86]. Hybrid beamforming design has
been focused on optimizing one of the following three aspects: improving spectral efficiency
to make it as close as possible to the fully digital one, increasing computational efficiency
by using some convex relaxation techniques, or ensuring hardware efficiency by reducing
the number of phase shifters to the minimum while maintaining the other aspects. The
tradeoffs among these competing goals have been the main issue in this field in the recent
years [86, 85, 87] and [24, 87, 74, 83, 76, 74, 75, 56]. One of the early designs of hybrid
beamforming systems was suggested in [24], where they exploited the spatial structure of
mmWave channels in formulating the precoding (at the transmitter) and combining (at the
receiver) as a sparse reconstruction problem. Alternating minimization for hybrid precoding
[86, 85] is another well known technique that has been evolving over years and proven to
attain a better efficiency than [24]. In their work, they treated the hybrid precoder (it has
3

been common to use precoder and beamformer interchangeably in the literature) as a matrix
factorization problem [86]. They suggested two different structures as fully connected and
partially connected structures for both single and multiple user cases. It has been studied on
how many phase shifters are required for the system to reduce the system cost and hardware
complexity in [87]. On the other hand, the phase shifter resolution and its effect on the
achievable spectral efficiency have been studied in [74, 83]. These works tried to minimize
the cost of the system by using limited resolution phase shifters, which is more practical
than assuming infinite or high resolution phase shifters as assumed in other researches. In
[76], a special codebook design for the hybrid beamforming systems was suggested, which
takes the special directional characteristics of mmWave channels in consideration. Hybrid
beamforming structure was proven to achieve (almost) the same performance as the fully
digital beamforming scheme in [74]. The only condition to achieve that is to have the
number of RF chains to be equal to or more than twice of the number of data streams [74].
That work was generalized for multiuser case in [75], with the same relationship between
the number of RF chains and the number of data streams. A more comprehensive survey
about the traditional designs for hybrid beamforming can be found in [56]. Simple diagram
that explains the general components of the beamforming system in both the transmitter
(precoder) and the receiver (the combiner) devices is shown in figure 1.1:
Using matrix factorization in designing hybrid beamforming systems have been suggested
in many recent studies as in [60, 88].

In [60], they propose a method to design a

hybrid beamforming system (precoder and combiner) for multistream transmission in
massive MIMO systems, by directly decomposing the predesigned unconstrained digital
precoder/combiner of a large dimension MIMO system. They got a spectral efficiency that
is pretty close to the optimal fully digital ones by using a singular value decomposition
(SVD) based technique to secure an initial point sufficiently close to the global solution
of the original nonconvex problem. Even though their algorithm is taking many iterations
to converge and its complexity is very high. On the other hand, authors of [88] suggest a
systematic design framework for hybrid beamforming for multi-cell multiuser massive MIMO
systems over mmWave channels. These channels are characterized by sparse propagation
paths and the framework relies on the decomposition of analog beamforming vectors and
4

path observation vectors into Kronecker products of factors being uni-modulus vectors.
Their channel estimation method is derived specifically for their beamforming model where it
estimates the angles-of-arrival (AoA) of data and interference paths by analog beam scanning
and data-path gains by analog beam steering [88]. To design a hybrid precoder and combiner
that achieve as close as possible spectral efficiency to the optimal fully digital ones, we assume
that each device that wants to transmit a data will send a pilot signal (that is well known
for all devices in the network) and will receive the response of the possible receiver devices
that includes the channel matrix information. Once the channel matrix is estimated (using
the pilot feedback), we can calculate the fully digital precoder (and combiner in the receiver
side) matrix easily. From those matrices (namely called the Fopt in the transmitter side and
the Wopt in the receiver side) we can derive the digital baseband and the analog RF matrix
that can be used directly in the hybrid beamforming process. We prove through simulation
that our designs (decomposition, machine learning aided, and the DeepMIMO based design)
can reach high performance compared to the fully digital ones and that the resulted matrices
from these designs are obeying the hardware limitations of each suggested design.

1.4

Mobility Effect on Random Beamforming

Random Beamforming (RBF) for Multiple Input, Multiple Output (MIMO) communication
systems has been studied for a long time [73, 49, 48, 25]. Many channel models have been
suggested for such beamforming scheme such as the Uniform Random Single-Path (UR-SP)
and Uniform Random Multiple-Path (UR-MP) for mmWave frequency bands as in [49, 48]
respectively. The Random Beamforming for MIMO systems that uses mmWave generally
focuses on utilizing the sparsity in the arrival angle domain and the partial downlink Channel
State Information (CSI) of the mmWave to prove that with enough number of users, we can
achieve a linear sum rate scaling with respect to the number of antennas in the Base Station
(BS) [49]. Based on that, Cellular systems with reduced feedback from the user equipment
(UE) to the base station (BS) can be built in order to get faster systems with less overhead,
and reasonable performance. In millimeter waves systems, the need for speed and overhead
reduction has increased especially that the goal of the system is to get a multi-Gigabits per
5

second throughput in a semi optical crowded environments with an end-to-end delay in the
order of milliseconds. The existing work about the RBF for mmWaves is considering only
the stationary (no mobility) scenarios for UEs in each cell. So, the effect of mobility on the
overall performance is investigated here in order to get more practical insights about the
system performance for mobile users. See figure 1.2 for possible mobility scenario effect.
The investigation of mobility effect on system throughput is of a special importance
for the broadcast systems using random beamforming scheme. In the existing random
beamforming schemes, the BS randomly forms a beam, which is expected to point to a
UE (opportunistically), with the assumption that there are sufficiently many UEs in each
beam area of the BS. The UEs send back feedbacks (i.e. SNR), such that the BS can pick
the UE with the highest signal-to-noise ratio (SNR). Then the BS sends the data to the UE
along the same beam direction. However, if the UE is mobile, the beam may be misaligned
during the data transmission period (see figure 1.2), since the UE is no longer at the original
location. The faster the UE moves, the more the possibility of the beam misses the UE, thus
causing significant performance loss.
Some of the previous works in this field include studying the mobility effects on the
millimeter waves communication systems from Channel State Information (CSI) point of
view.

In [51], authors suggest that the normal walking speed in mmWave channel is

stationary during the IEEE 802.11ad frame duration.

whereas there is 2.0 to 4.0 dB

degradation of the average Block Error Rate (BLER) performance for the narrow band
transmissions [51]. Other work to study the non stationary nature of UE and its effect on
the overall system performance was done in [52]. This work also included suggesting new
models to describe the scenario specific geometric properties of the mmWave systems like
[52]. Their measurement experiments show the feasibility of millimeter-wave small cells but
at the same time the high time variance of the propagation channel resulted from the mobility
[52]. In [61], authors suggest an approximation model, based on the Quasi-Stationary (QS)
assumptions, in order to speed up the computation in the Markovian framework, and they
use that model to calculate the average system throughput for both static and mobile users.
They also take the probability of handover for mobile users between different Base Stations
in consideration.
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Figure 1.1: Hybrid Beamforming Architecture

movement

Random
beamforming
Data
transmission

Feedback

(b) Misalignment due to mobility

(a) Establishing the connection

Figure 1.2: Possible Performance degradation resulted from mobility when using the
random beamforming
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The first part of chapter 3 is to study the mobility effect from different perspective [8].
Taking the same assumptions in [73] and [48] for system model and assuming many UE’s with
different mobility possibilities ranging from walking and running to biking and riding a car
speed ranges. In each case we studied the effect of the beam width, the distance between BS
and the mobile UE, the direction of movement of the UE, and the possible distance that the
UE can move during the round trip time (RTT) of the messages from UE to BS and coming
back. The effect of each of these factors was studied alone and then were combined together
to get a closed form expression that gives a better idea about how much the throughput of
the system can be affected because of the users mobility [8]. The other possible effects of
mobility like blockage (both from the user itself (self blockage) or from other obstacles in the
environment), the doppler shift results from horizontal and vertical movement of UE during
mobility, and user scheduling if there are many users in each beam coverage area are good
directions for further future works.
After studying the mobility effect and derive it both mathematically and through
extensive simulation in [8], optimizing other system factors (like the frame duration and
the beam angle) for RBF in mobile scenarios was studied as well in [5]. The goal of the work
in [5] was to provide the best possible service to mobile users in the systems using RBF.
Taking in consideration the typical coverage distance for Base Stations in an Ultra Dense
Networks [30] (i.e. no more than 200 meters), and the results of the work in [8], we derived
the best frame duration and the beam width for each outage probability [5].
Many researchers have been working on determining the optimal length of frames for
different system applications and scenarios as in [80, 42, 4]. Minimizing the frame duration
in large wireless networks (with multi-hops) have been found to be equivalent to the packet
throughput maximization in [80]. In other words, authors in [80] minimized the frame
duration in order to maximize packet throughput while optimizing the multicast trees of the
network to be used by the packet streams [80]. They maximized the traffic throughput of
the network by minimizing the total number of time slots in each frame [80]. Although they
got good results, their assumptions can not be generalized for all scenarios as it can depend
on other system factors like the number of users, the available bandwidth, and the type of
application the system used for.
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Usually there is a difference between the transmitted frame duration by the primary
sender (communication initiator) and the secondary sender (the receiver) and it can waste
the frequency channel. This was studied in [42] where such difference and its effect on the
overall system throughput was reduced. To solve such a problem, the secondary sender was
set to adjust the length of its frame to the length of the primary sender’s frame by selecting
frames used for frame aggregation properly [42]. Even though the delay and the wasted time
were reduced, and the system throughput was improved, but no closed form solution was
derived for the optimum frame length in terms of the differences in slots durations.
Authors in [4] went a step further in their study and suggested a closed form estimation
for the optimum frame length for Frame Slotted ALOHA protocol in Radio Frequency
Identification (RFID) systems. They do so by optimizing the Time-Aware Framed Slotted
ALOHA (TAFSA) efficiency, which takes in consideration the differences in the slot
durations. Despite the many attempts to optimize the frame duration, but there is no
(one fits all) optimal frame duration for all scenarios. In the second part of our work,
we optimized several parameters including the frame duration for MIMO systems that uses
Random Beamforming algorithm in the downlink broadcast communication systems that use
mmWave frequency band. In the optimization process, the derived expected degradation
(outage expectations) resulted from user mobility that was published in [8] was used for
different system parameters and scenarios.
In beamforming, we can set the beam width based on different factors.

Deciding

the optimal beam width for the directional Beamforming in mmWave systems has been
studied extensively recently as in [62, 63].

In [62] Small Cell Networks (SCNs) with

relaying capabilities (among UEs) that used mmWave frequencies was studied. The overall
system throughput is optimized as a result of a coordinated meta-heuristically optimized
beamwidth/alignment-delay approach.

It has been shown that unless beamwidths for

each transmitter-receiver pair are carefully chosen, many situations occur where there
is considerable multiuser interference (MUI) even in TDMA systems [62].

The same

authors of [62] proposed a novel framework [63] where they combine Matching Theory and
Swarm Intelligence together to dynamically and efficiently pair vehicles and optimize both
transmission and reception beamwidths in [63]. Both the Channel State Information (CSI)
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and the Queue State Information (QSI) have been used in establishing the vehicle-to-vehicle
(V2V) communication links [63]. In our work, the optimization of the beamwidth is done
to utilize the hidden dependencies among the various parameters of the system when using
RBF with mmWave and mobile users.

1.5

Routing Protocols using mmWave

Mobile Ad-hoc Networks (MANETs) have been studied for many years and they are the
networks formed solely from mobile User Equipement (EU) that are cooperating to exchange
data in an Infrastructure-less environment [55]. MANET can be used for many applications
include the tactical edge operations, disastrous areas, and in the congested environments
like campuses and stadiums where many users are willing to exchange information directly
with each other or using others’ devices as routers.

Fifth generation (5G) of wireless

communications is intended to provide much higher data rates and much lower end-toend over-the-air (OTA) latency [84]. Some prospective applications for the 5G (beside the
traditional cellular communications) are the wireless virtual reality (VR), Augmented Reality
(AR), Device to Device (D2D) communications in the network edges, and the autonomous
vehicles in the Vehicular Ad-hoc Networks (VANET) [22, 84], which can be part of an
infrastructural or infrastructure-less networks. Millimeter wave frequencies (mmWave) are
expected to have a major role in the networks that use 5G and beyond standards [66].
They have their advantages of huge available bandwidth (several GHz) and reduced delay,
while they also have some limitations that are related to the limited transmission range,
and the need for transmitting narrow beams to cover larger distances. The work in chapter
four is intended to test the performance of a mobile ad-hoc network that consists of only
mmWave user equipment (UE) without eNodeB (or gNodeB as suggested recently by the
3GPP [54]). The delivery ratio of data that is transmitted between any two mobile nodes
in the network is of a significant importance for the feasibility and stability of the mmWave
MANET applications. This type of networks with dynamic topology (because of mobility
and lack of Infrastructure) is unsuitable for traditional end-to-end routing algorithms, and
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that is why many MANET routing protocols have been proposed to control forwarding data
from any node to any other node in the multi-hop MANET network [55].
Traditional routing protocols for ad-hoc networks are usually dependent on the broadcast
nature of wireless signals in the sub-6 GHz band [3]. With the mmWave’s directional
antennas and beamforming, this argument about wireless signals is no longer true. To
compensate for such a shortage, mmWave devices use many approaches to scan the entire
environment around them like beam sweeping, random beamforming (RBF), et al. [69] and
send narrow directional beams towards the intended destination nodes to mitigate the large
propagation path loss.
Mobile Ad hoc Networks (MANET) have been attracting a lot of research attention for
many years now. Many routing protocols were proposed for these networks, and the ones that
are analyzed in this work [64, 20, 18] are among the most famous ones. Besides interesting
in providing efficient data forwarding protocols in these networks, ensuring link availability
and network stability have been studied as well in [36, 37]. Optimizing routes to achieve the
ergodic rate density (ERD) in each link has been proven in [67], though they considered as
the upper bound that can be achieved and some sub-optimal and more realistic protocols
have also be presented in [67].
Many geographic based routing protocols have been proposed for such mobile ad-hoc
networks as in [21, 43]. In [21], a parallel routing protocol (PRP) for MANET was proposed,
where multiple data packets over disjoint paths can be routed simultaneously. Though
they assume that each node in the network can maintain updated information about its
own location in the virtual grid of the network using GPS which is not always available
for such nodes in reality. In [43], several different routing protocols for MANET were
analyzed and their performance was compared for special MANET networks that are used
for video streaming with all of its special requirements. It was found that video streaming
is possible for such networks using the traditional routing protocols with acceptable quality
[43]. Although, they show that the performance of any routing protocol varies depending on
the network scenario and the type of video traffic used.
In [79], they use a stochastic geometry approach to characterize the one-way and twoway communication characteristics and especially the Signal to Interference Ratio (SIR),
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and the Interference to Noise Ratio (INR) distributions of a mmWave ad-hoc network with
directional antennas, random blockage model, and ALOHA channel access. Another work
that tried to utilize the mmWave in MANET was done in [15] where they proposed an
Optimal Geographic Routing Protocol (OGRP) and a directional Medium Access Control
(MAC) protocol for MANET with small range using directional antennas. Though, that work
did not analyze or compare the performance of the suggested protocol with other protocols
that are normally working in Wi-Fi networks. Other than that, there have been no efforts
to study the effect of using mmWave on the performance of the MANET in the literature.
This motivated us to study the effect of using mmWaves in MANET scenarios in the first
part of chapter four and then suggest a novel opportunistic routing protocol for MANET
networks for special usage [10] in the second part of it.
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Chapter 2
Hybrid Beamforming in
Massive-MIMO mmWave Systems
2.1

Using LU Decomposition

Beamforming is considered as one of the most important enabling techniques for mmWave
with massive-MIMO communication systems. Fully digital beamforming has been proven
to be infeasible from the hardware point of view. Analog Beamforming, on the other hand,
can not achieve as good spectral efficiency as required for the high throughput applications
expected for the next generation of wireless communications. So, the hybrid beamforming,
as a combination of digital baseband and analog RF phase shifters, has been considered the
common sense when designing beamforming systems. Achieving a performance that is close
to the fully digital beamformers has been the goal of many studies recently. In this chapter,
the hybrid beamforming is suggested to be built by decomposing the Fully digital optimal
beamforming matrix into two matrices for the digital and the analog parts of the hybrid
beamformer using the matrix factorization method called LU-Decomposition. Then we test
the results to make sure they obey the hardware limitations of the system. Our results show
that it is possible to build a very efficient hybrid beamformer with such simple method and
to get as close performance to the fully digital one as possible. This work has been published
partially in [7].

13

2.1.1

System Model

Traditionally, there are many methodologies to construct hybrid precoding (beamforming)
systems based on the approach of connecting the RF chains with the phase shifters. The
architecture that is used in our work is shown in Fig. 2.1 as in [85]. This design has been
proven to be further simplified, when the digital and analog components of the beamformer
are connected as in Fig. 2.2 (b) from [86] with double phase shifters. Such systems can
achieve a specific throughput that is limited by the hardware of massive MIMO systems.
Many attempts to improve such systems’ performance have been carried out (as explained in
the introduction); however, none of them could attain the same efficiency as the fully digital
precoders. Taking in considerations that none of the previously suggested systems could
reach exactly the same efficiency achievable by the fully digital beamformers, we suggest a
simple matrix decomposition (LU decomposition) mathod to produce a digital and analog
matrices that can achieve almost the same spectral efficiency as the fully digital beamforming
systems while being subject to the hardware limitations.
The received signal according to the system shown in Figures 2.1 and 2.2 for the general
case (multiple users) in an ODFM hybrid beamforming MIMO system is given by:
H
H
WRF,k
yk,f = WBB,k,f

Hk,f

K
X

!
(2.1)

FRF FBBk,f sk,f + nk,f

k=1

where sk,f ∈ CNs is the transmitted symbol vector for the k-th user on the f -th subcarrier
such that:
E[sk,f sH
k,f ] =

1
IN .
KNs F s

(2.2)

t

Here FBBk,f ∈ CNRF ×Ns is the digital baseband precoder (at the transmitter). WBBk,f ∈
r

t

CNRF ×Ns is the digital baseband combiner (at the reciever). FRF ∈ CNt ×NRF is the analog RF
r

precoder at the transmitter. WRF k ∈ CNr ×NRF is the analog RF combiner at the receiver.
Both FRF and WRF are subcarrier independent operations. nk,f ∈ CNr is the adaptive noise
with Independent and identically distributed (i.i.d.) Gaussian distribution N (0, σ 2 ). k is the
number of users. f is the number of subcarriers of the OFDM. The other assumptions about
t
these values are that they are subject to the hardware constraints KNs ≤ NRF
≤ Nt and
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Figure 2.1: Two structures of hybrid precoding in mmWave MIMO systems using different
t
mapping strategies: each RF chain is connected to Nt antennas in (b) and to Nt /NRF
antennas in (c).

Figure 2.2: Comparison of two analog RF precoder structures.
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r
Ns ≤ NRF
≤ Nr for K users [86]. The mmWave MIMO channel between the BS and the k-th

user in the f -th subcarrier, denoted as Hk,f , can be characterized by the Saleh-Valenzuela
model:

Ncl,k −1 Nray,k

Hk,f = γk

X X
i=0

−j2πif /F
αil,k ar (θil,k ) aH
,
t (φil,k ) e

(2.3)

l=1

where γk is the normalization factor given by
s
γk =

ρk Nt Nr
.
Ncl,k Nray,k

(2.4)

Ncl,k is the number of clusters. Nray,k is the number of rays in each cluster. ρk is the
path loss between the BS and the k-th user. αil,k is the gain of the l-th ray in the i-th
propagation cluster. ar (θill,k ) is the receive array response vector. at (φil,k ) is the transmit
array response vector. θil,k is the Angle of Arrival (AoA), and φil,k is the Angle of Departure
(AoD). The underlying problem is to design the hybrid beamforming transceivers to achieve
the maximum spectral efficiency (or the rate) for the possible digital and analog components,
which can be expressed as
max

FRF ,FBB ,WRF ,WBB

R

H
H
s.t. T r(FRF FBB FBB
FRF
)≤P

(2.5)

2

kFRF (i, j)k = 1, ∀i, j
kWRF (i, j)k2 = 1, ∀i, j
where the data rate R is given by:

R

=

log2 (|INs

+

ρ −1 ∗
∗
HFRF FBB F∗BB F∗RF H∗ WRF WBB |) (2.6)
Rn WBB WRF
Ns

The problem has been proven in [86] [85] and [24] to be reduced to the following form:
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min kFopt − FRF FBB kf

FRF ,FBB

(2.7)

s.t. FRF ∈ A
kFRF FBB k2f = Ns

where A represents the unit modulus constraint (which is not a convex and need to
be relaxed or changed), and Fopt is the fully digital beamforming matrix and considered
as the optimal upper bound we need to reach. Fopt in the transmitter and Wopt in the
receiver are comprised of the first Ns columns of V and U resulted from the singular value
decompoition (SVD) of the channel matrix H respectively [86]. The second constraint is the
power constraint of the transceiver. In other words, the problem is to minimize the difference
between the results of the precoder and combiner and the optimal fully digital beamformer.
Also the hybrid precoder design for multicarrier and multiuser systems using alternating
minimization and double phase shifters (DPS), as shown in Fig. 2.2, can be reduced to the
following:
min

FRF ,FBB

subject to

kFopt − FRF FBB kf

(2.8)

k(FRF )i,j k ≤ 2

which is a convex optimization problem (for both the precoder at the transmitter and the
combiner at the reciever) [86]. The same applies for Wopt , WRF , and WBB in the receiver side.
When designing a hybrid precoder and combiner, we are trying to minimize the difference
between the Fopt and the product of the FRF and FBB in the transmitter and the difference
between Wopt and the product of the WRF and the WBB in the receiver, respectively. In the
transmitter, this can simply be done by decomposing the Fopt into two matrices using the
LU decomposition method [2] (and the same applies for the combiner in the receiver). While
the original LU decomposition method was only used for square matrices and produced two
nxn square matrices as well, the extensions of it can be used for any rectangular matrix [19].
When an nxm rectangular matrix get decomposed to a lower triangle (L) and upper triangle
(U) matrices, it produces an nxn L matrix and an nxm U matrix. For our system, this
means that the FRF (corresponding to L matrix in our case) should obey the condition that
t
Nt = NRF
which is also true according to our assumptions in section II-A. Also, complying
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with the condition in equation 2.8 was tested (in simulation) for many channel realizations
for both the precoder and combiner matrices and for single and multiple users. The results
were always fit with the condition in equation 2.8. The algorithm 1 is briefly explaining the
decomposition and producing the hybrid beamformer matrices processes:
Algorithm 1 Hybrid Beamforming Using LU Decomposition Method
1: The BS Sends Pilot Signals to aquire the channel matrix H.
2: The BS performs the Singular Value Decomposition as following:
3: [U, S, V ] = svd(H(:, :, k))
4: Fopt (:, :, k) = V ([1 : Nt ], [1 : NS ])
5: Wopt (:, :, k) = U ([1 : Nr ], [1 : N s])
6:
7:
8:
9:

for k=1:K users do
[(FRF )i,j , (FBB )i,j ] = LU ((Fopt )i,j )
[(WRF )i,j , (WBB )i,j ] = LU ((Wopt )i,j )
10: if ||(FRF )i,j || > 2 then
11:
||(FRF )i,j || = 2
−1
12:
FBB = FRF
Fopt
where K is the number of users, H is the channel matrix, Nt is the number of transmitting
antennas, Nr is the number of receiving antennas, Ns is the number of data streams, Wopt is
the fully digital matrix in the combiner side, WRF is the analog RF matrix in the combiner
side, and the WBB is the digital baseband matrix in the combiner side. The condition in
the end of the algorithm is to gaurantee the fitting with the hardware limitations and the
condition in equation 2.8. Finally, if the power constraint in 2.9 is not satisfied by the
outputs of the LU decomposition, then a normalization process is applied as in 2.10:
kFRF FBB k2F ≤ KNs F

(2.9)

.
√

b BB =
F

KNs F
FBB
kFRF FBB kF
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(2.10)

2.1.2

Simulation Results

Extensive simulation was done for different MIMO scenarios and for both single and multiple
users according to the parameters listed in table 2.1.
The results are averaged over the number of channel realizations (1000 channel
realizations in our experiment) to make sure that this suggested algorithm is working for
different channel conditions and different users. Some examples of the channel realizations
are shown in fig. 2.3.
Achievable spectral efficiencies vesus different values of Signal to Noise Ratio (SNR)
results are listed in the figures 2.4, 2.5 and 2.6 for the single user achievable spectral
efficiency and in the figures 2.7, 2.8, and 2.9 for multiple users (5 uers in our case). Our
LU-Decomposition method is compared with some well known techniques over the same
channels for fair comparison.
It is clear that the achievable spectral efficiency of our suggested design of the hybrid
beamforming system is almost the same as the optimal fully digital one for both the single
user and multiple users scenarios. In all cases our systems achived better than some of the
state of the art systems from [86, 85, 24] and the convex optimization from equation 2.8.

2.1.3

Comparing with Other Matrix Factorization Methods

After studying the LU decomposition method performance, we tried to apply the same
algorithm on the beamforming matrices but using different factorization methods like QR
decomposition [28] and the Cholesky decomposition [71]. Knowing that there are some time
complexity differences among these methods, we performed several trials for different single
user and many users cases. According to this book [39], the LU decomposition complexity
of an mxn matrix is 2n3 /3 with partial pivoting, it is n3 /3 for the Cholesky factorization
and it is 2n2 (m − (n/3)) for the QR decomposition. In reality, and using the system with
the features listed in the table 2.1, the difference between the QR and the LU decomposition
was always in the range of (1µ second). The Cholesky method only works for square matrix
which is a rare case in practical beamforming systems that we are working on.
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Table 2.1: Simulation Parameters
Parameter
Number of data Streams Ns
Number of Clusters Nc
Number of Rays per cluster Nray
Number of Users K
MIMO Structures
Number of Channel Realizations

Value
4
5
10
1 and 5
16X4, 64X16, and 144X36
1000

Channel Realization 10

Channel Realization 100
2

Channel Gain of Tx Antennas

Channel Gain of Tx Antennas

2.5
2
1.5
1
0.5
0

1.5

1

0.5

0
1

1.5

2

2.5

3

3.5

4

1

1.5

2

Nr

3

3.5

4

3.5

4

Nr

Channel Realization 500

Channel Realization 999
2

Channel Gain of Tx Antennas

2

Channel Gain of Tx Antennas

2.5

1.5

1

0.5

0

1.5

1

0.5

0
1

1.5

2

2.5

3

3.5

4

1

Nr

1.5

2

2.5

3

Nr

Figure 2.3: Examples of the channel realizations used in the experiments
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Figure 2.4: 16X4 MIMO system achievable spectral efficiency comparison for single user
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Figure 2.5: 64X16 MIMO system achievable spectral efficiency comparison for single user
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Figure 2.6: 144X36 MIMO system achievable spectral efficiency comparison for single user
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Figure 2.7: 16X4 MIMO system achievable spectral efficiency comparison for 5 user
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Figure 2.8: 64X16 MIMO system achievable spectral efficiency comparison for 5 user

Spectral Efficiency (bits/s/Hz)

50

40

Optimal Digital Precoder
AE-AltMin
LU Decomposition
OMP Algorithm

30

20

10
-15

-10

-5

0

5

10

SNR (dB)
Figure 2.9: 144X36 MIMO system achievable spectral efficiency comparison for 5 user
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2.2

Using Convex Optimization and Machine Learning

Beamforming has been one of the most important enabling techniques for millimeter wave
(mmWave) communications and massive multiple-in-multiple-out (MIMO) systems. Due to
the hardware limitation, fully digital beamforming has been proven to be difficult to achieve
for commercial cellular communication systems. Consequently, the hybrid beamforming,
as a combination of digital baseband precoders and analog RF phase shifters, has been
intensively investigated in an attempt to achieve a performance close to the fully digital
beamformers. In this section, we further step to develop a more flexible and feasible hybrid
beamforming system that utilizes the machine learning techniques, to improve the achievable
spectral efficiency. After using the traditional convex optimization techniques to optimize
the baseband and phase shifter outputs, the results are then introduced to different machine
learning approximation networks to approach the performance of fully digital beamforming.
Simulation results show that the suggested two-step algorithm can attain almost the same
efficiency as that can be achieved by fully digital architectures. The work in this section was
published partially in [9].

2.2.1

Introduction

A new trend in designing beamforming systems was recently suggested in [12, 11], where
deep learning techniques are adopted in a coordinated system of many base stations (BSs).
Taking in consideration the new paradigm of network management schemes such as the
Software Defined Radios (SRD) and the Software Defined Networks (SDN), these works
assume multiple BSs that are serving the same user at any time [12] in a coordinated manner
with a centralized system deployed locally or in the cloud to control the entire coordination
process. Such an architecture makes the system more robust against blockage, enhances
system coverage, and supports mobile users. Each of these coordinated BSs are connected
to a centralized/cloud processing unit where the deep learning techniques are deployed and
implemented. Beamforming in such systems is done in two stages, part of which is done
within the BS itself while the rest is done by the central/cloud processing unit by using the
model resulted from the machine learning/ deep learning training process.
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In this section, we adopt a mixed methodology in designing the hybrid beamforming
systems with the help of machine learning techniques. A single BS is assumed to serve a
single user in an MIMO system where the beamforming system is built of digital baseband
and analog phase shifters besides an exact radial basis function network (RBFN) for
approximation. The suggested system achieves a higher spectral efficiency compared with the
previously suggested systems, and helps to relax the hardware limitations of the traditionally
suggested hybrid beamforming systems. In contrast to the existing works using deep learning
[12, 11], our system is based on a single BS, thus substantially improves the feasibility of the
proposed machine learning scheme.

2.2.2

Convex Optimization Using CVX

The cvx software from the Stanford university [32, 31] is used in our work to solve all
Convex optimization problems. It is a modeling software that is used mainly to construct
and solve convex optimization problems. It is available online free of charge for academic
purposes and is compatible with Matlab. Once downloaded and installed, it can be called
inside the Matlab to solve optimization problems after defining the objective functions and
the constraints. CVX is implemented in Matlab environment and is successfully making
Matlab as an optimization modeling tool where model specifications are constructed using
common Matlab operations and functions. The default solver of the cvx uses the Semidefinite
Quadratic Linear Programming (SDPT3) and it was used in our work without changing its
default settings. Matlab codes can be mixed with CVX codes with high flexibility. For
example, it is easy to compute an optimal trade-off curve by forming and solving a family of
optimization problems by varying the constraints. As another example, CVX can be used as
a component of a larger system that uses convex optimization, such as a branch and bound
method, or an engineering design framework.
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2.2.3

System Model

The system architecture, the received signal, and the channel model of this part are the
same as the ones explained in section 2.1.1 and we suggest a two-step beamforming system
as shown in Fig. 2.10.
In the suggested model, the results from the baseband and the phase shifters are first
fed to a convex optimizer, and then the results are considered as the training data for the
machine learning model. The resulted model from the training process is then used in the
future to produce beamforming parameters that are similar to the fully digital beamforming
system, with respect to the achievable spectral efficiency.
Both Fopt in the transmitter, and Wopt in the receiver can be calculated for the fully
digital beamforming systems from the equations 2.11, 2.12, and 2.13 . The second constraint
is the power constraint of the transceiver. In other words, the problem is to minimize the
difference between the results of the precoder and combiner and the optimal fully digital
beamformer.

[U, S, V ] = svd(H(:, :, k))

(2.11)

Fopt (:, :, k) = V ([1 : Nt ], [1 : NS ])

(2.12)

Wopt (:, :, k) = U ([1 : Nr ], [1 : N s])

(2.13)

where H is the channel matrix, and the svd is the singular Value Decomposition (SVD).
Also the hybrid precoder design for multicarrier and multiuser systems using alternating
minimization and double phase shifters (DPS), as shown in Fig. 2.2, can be expressed as:
min

FRF ,FBB

subject to

kFopt − FRF FBB kf

(2.14)

k(FRF )i,j k ≤ 2

which is a convex optimization problem (for both the precoder at the transmitter and
the combiner at the reciever), and will be used as the basis for our two-step design [86].
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To address the challenge of hardware limitation of the traditional beamforming architectures, a two-step hybrid beamforming is suggested, as shown in Fig. 2.10. In such a system,
both the digital and analog parts of the hybrid precoder are first optimized using a convex
optimizer (with the same assumptions as in [24, 86, 85]), where the goal is to achieve as close
spectral efficiency as possible (with the hardware limitations) to the optimal fully digital
precoder. The next step is to be even closer to the fully digital precoder, by using one of the
machine learning approximation techniques, which is the Exact RBFN in our case [17]. Such
functionality can be implemented onsite (within the same BS) with much less hardware and
power issues than traditional solutions, or it can be implemented in a remote central (cloud)
processing unit (as suggested in [12]).
Many approximation techniques have been suggested that are implemented using neural
networks [57]. Some examples of such techniques include the simple linear regression [72],
RBFN and exact RBFN networks [17], general regression neural network (GRNN) [46],
RBFN with Bayesian Regularization [16], and multi-layer perceptron (MLP) [65]. After
comparing the performance of these methods (as explained in the next section), the exact
RBFN is selected for our work. One of the most important and fast approximation techniques
is the exact RBFN that can be represented with radially symmetric hidden neurons [17].
RBFN networks are used to approximate functions. They have been proven to be faster and
more accurate than many other standard feed-forward back-propagation networks. RBFN
networks usually consist of 3 layers, namely the input layer, the hidden layer, and the output
layer. The hidden layer usually consists of a large number of neurons, each of which has a
parameter vector called a center. The output of the hidden layer can be expressed as:
v
u T
uX
Ok = ||A − Ck || = t (Aj − Ckj )2

(2.15)

j=1

where Ok is a function of the distance between the input vector and the stored center.
The learning phase consists of using a clustering algorithm and a nearest neighbor heuristic
to determine the Ck cluster centers. The weights from the hidden layer to the output layer
are determined by using linear regression or a gradient descent algorithm [17]. Such networks
can be trained for a specific time and with a moderate number of training samples (1000
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samples in our case that has been generated from the same channel realization process in
[86, 85]) to converge and give high accuracy results (as will be shown in the next section).
The results from the convex optimizer (i.e. FRF cvx and FBBcvx for precoder and WRF cvx
and WBBcvx for the combiner) need to be converted to a 1 − D vector form to be used as
inputs to the exact RBFN neural network. The optimal fully digital precoder and combiner
parameters (i.e. Fopt and Wopt respectively) are used as the target output of the neural
network. These parameters also need to be converted to a vector that includes both the real
and imaginary parts of each parameter and then combined in the vector. After collecting a
reasonable amount of training data (1000 samples in our case), these parameters are used
to train the model. The resulted model is then used to produce the hybrid beamforming
matrices (i.e. FRF opt and FBBopt in the transmitter and the corresponding WRF opt and WBBopt
in the receiver) that have their product to be as close as possible to the Fopt and Wopt
respectively. Training data can be collected offline before the operation of the system, or
they can be accumulated while the system is idle or working normally. Also, these training
data can be updated continuously, depending on the system operation condition and user
mobility or density scenarios (assuming that we are working in a time varying environment
scenario).

2.2.4

Simulation Results

As mentioned earlier, there are many approximation techniques that can be used in our
second step design of the hybrid beamformer. To select one, we made several comparisons
among them in terms of the training delay and the spectral efficiency resulted from each of
them compared with the optimal fully digital one. The first comparison with respect to the
training delay (in seconds) is summarized in Table 2.2.
The other comparison among these approximation methods was done by comparing the
final spectral efficiency of each approximation technique with the fully digital precoder and
the results in each case was very close with error margin in the order of 10−15 that is really
difficult to distinguish, as shown in Fig. 2.11 for the case of 16X4 MIMO scenario:
Hence the exact RBFN was selected (as a good compromise among performance, delay,
and architecture) to compare the performance of our suggested architecture with other
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Figure 2.10: Suggested system structure in the Transmitter and the same is used in the
receiver
Table 2.2: Approximation Techniques Comparison
Technique
Linear Regression
Exact RBFN
RBFN
GRNN
RBFN with BR
MLP

Spectral Efficiency (bits/s/Hz)

25
20
15

16X4 MIMO
8.4398
0.55
3.4
0.3
22.61
8.17

64X16 MIMO
242
0.6
2.77
0.4
222
343

144X36 MIMO
2500
2.3
5.3
0.5
1563
3300

Linear Regression
Exact RBFN
RBFN
GRNN
RBFN with Bayesian Regularization
MLP
Optimal Digital Precoder

10
5
0
-15

-10

-5

0

5

10

15

SNR (dB)
Figure 2.11: 16X4 MIMO system achievable spectral efficiency comparison among different
approximation techniques and the fully digital precoder
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methods.

Despite the fact that the exact RBFN is not the fastest from the training

perspective, it was selected because it is easier to build, and scales well with the larger MIMO
systems that are expected in the 5G networks [29]. The first step to prove the validity of our
idea was to implement the suggested architecture for a single user and compare the results
with the previously suggested protocols in [86, 85, 24]. Fig. 2.12 shows the comparison of
the achievable spectral efficiency of different systems. It is clear that our suggested system
is achieving almost the same efficiency as the fully digital one.
By using another simple approximation technique (i.e. the linear regression), we obtain
the results for the training, the validation, and the testing data for the 16X4 MIMO as shown
in Figures 2.13, 2.14, 2.15, and 2.16.
Figures 2.17 and 2.18 are showing the 64X16 and 144X36 MIMO achievable spectral
efficiencies (for our system compared with those from [86, 85] and [24] and the convex
optimization architecture) respectively.
It is clear that, with larger MIMO systems, the trend is the same: the two-step precoder
achieves almost the same performance as the fully digital one. In all the experiments, the
exact-RBFN showed quick convergance after only 9- epochs and with delay as listed in
table 2.2 The other interesting fact from the results is that the convex optimizer hybrid
beamforming is getting closer and closer to the performance of (OMP algorithm) from [85]
when larger and larger MIMO systems are used in the simulation.
Finally, the extension of the ML-aided Beamforming to multiple users (10 users in this
case) and for several MIMO configurations is shown in figures 2.19, 2.20, and 2.21:
Both LU-decomposition and ML-aided beamforming for single user and 64X16 MIMO
configuration are shown in figure 2.22:

2.3

Beamforming with DeepMIMO for mmWave Networks

The special characteristics of mmWave band have made the beamforming problem a
challenging one because it depends on many environmental and operational factors. These
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challenges made any model based architecture fit only special applications, working scenarios,
and specific environment geometry. All these reasons have increased the need for more
general machine learning based beamforming systems that can work in different environments
and conditions. This increased the need for an extended adjustable dataset that can serve
as a tool for any machine learning technique to build an efficient beamforming architecture.
DeepMIMO dataset has been used in many architectures and designs and has proved its
benefits and flexibility to fit in many cases. In this section, we extend the work in [12]
where collaborative beamforming with many cooperating BSs is considered. First, we study
the impact of UE’s speed ranges on the beamforming performance, then, we optimize the
parameters of the neural network architecture of the beamforming design, and finally, we
suggest an optimal design that gives the best performance for as a small dataset as possible.
Suggested architecture can achieve the same performance achieved before with up to 33%
reduction in the dataset size used to train the system which provides huge reduction in the
data collection and processing time.

2.3.1

System Model

The used system model is assumed to be the same as described in [12] in order to conduct a
fair comparison when testing the UE speed effect on the performance and when optimizing
the neural network architecture and parameters. The block diagram of the system is given
in fig. 2.23:
Here we assume that each user is served by several cooperating base stations (4 BSs is
assumed in our work) where they collect both the directional and omnidirectional channel
information to build the beamforming weights matrices. Each Base Station (BS) here is
reporting its collected channel information to a central (or cloud) processing unit where all
the calculations for the beamforming is done. For the simulation purposes, the system is
assumed to be deployed into a street environment as in the fig. 2.24 with the base stations
(BS1, BS2, BS3, BS4) serving a moving user (walking, running, biking, or riding a car user)
in the street in between these base stations.
The system is assumed to be frequency selective coordinated mmWave with the received
signal at the subcarrier (k) after the precoding is expressed as:
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yk =

N
X

hT
k,n xk,n + vk

(2.16)

n=1

where: xk,n is the discrete time transmitted signal vector from the nth BS at the k th
subcarrier, hk,n is the channel vector between the user and the nth BS at the k th subcarrier,
and vk is the received noise at the subcarrier k defined as a normal distribution with a zero
mean and σ 2 variance. The channel model is expressed as:

hk,n =

D−1
X

hd,n e−j2πkd/K

(2.17)

d=0

where:
s
hd,n =

L

MX
α` p (dTs − T` )
ρn `=1

(2.18)

More details about these parameters can be found in [12]

2.3.2

Deep MIMO Dataset and Simulation process

The dataset used in this paper is collected using the DeepMIMO [11] tool available online
with the features explained below. The number of base stations can be selected from a list
of 18 base stations available in the original simulation environment [11]. In our experiments,
we selected only (4) of these base stations with the names (BS1, BS2, BS3, and BS4) that
are distributed as in fig. 2.24 and fixed on lamp posts on the sides of the road. The distance
between BS1 and BS3 equals the distance between BS2 and BS4 and equals 100m. The
distance between BS1 and BS2 (across the street) equals to the distance between BS3 and
BS4 and equals to 40m. Each BS has a height of 6m from the ground level [11]. Each BS
is assumed to have a uniform planar array (UPA) of antennas that are facing the street.
The grid of the expected user locations starts from row number R550 and ends with the
row number R1100 with each row having 181 users. The total number of expected users’
locations in a uniform grid that is being collected for the full fingerprint is (99731) location.
Each user location will be collected by the 4 BSs with each having 16 antenna elements and
each UE with 4 antennas to have 16X4 MIMO structures. Also, for each user, 3 paths of
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the signal between the user and each BS is collected (the LoS and the two strongest NLoS
rays or the strongest 3 NLoS if there is blockage of the LoS path). First, the dataset is
collected using MATLAB according to the simulation parameters explained above and listed
in table 2.3 and the steps in [12]. After generating the dataset that will represent the inputs
and outputs of the deep learning model, we use python to build, train, and test the deep
learning model with different settings as we will see in the next section. To achieve that,
we need Python 3.6 or later with Keras and Tensorflow libraries support. Finally, we used
MATLAB again to process the deep learning outputs and generate the performance results
and figures listed in the next section. More details about the simulation process are listed
in the DeepMIMO official website [11].
The system is assumed to serve a mobile user using the unlicensed mmWave band of
60GHz frequency and focuses on vehicular applications in a street environment. The table
2.3 is listing all the parameters used in the system simulation.
Mobility Speed Effect
The first step in this work was to check the mobility speed effect on the performance of the
system and we tried different speeds to check what would be the resulting spectral efficiency
in (bits/sec/Hz). The fig. 2.25 shows that for different speeds (10, 50, and 100 mph), the
deep learning network performance is almost the same and can still achieve a high system
rate compared to the optimal genie-aided spectral efficiency. This means that the proposed
network is stable for different mobility speeds and that it can be used for a wide range of
mobile applications and scenarios.
DeepMIMO Neural Network Optimization
To optimize the network performance (i.e. to reduce the dataset required to achieve the best
performance and the time required to train and use the model), we tried several optimizers
and loss functions. Some of the tested optimizers include: ADAM, Ada Delta, Ada Grad,
Ada Max, NADAM, and RMS prop. And it was clear that the optimizer (Nadam) could
achieves the threshold (90% of the genie aided spectral efficiency) faster than all the others as
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Figure 2.12: 16X4 MIMO system achievable spectral efficiency comparison

Table 2.3: Simulation Parameters
Parameters
Value
Number of Base Stations
4
Ray Tracing Building Material ITU 60 GHz 3-layer dielectric material
Ray Tracing Ground Material
ITU 60 GHz single-layer dielectric
Ray Tracing Windows Material
ITU 60 GHz glass
BS height
6 meters
BS UPA dimensions
16X4 or 64 antenna elements
Tx power of BS
30dBm
UE height
2 meters
Tx power of UE
30dBm
Paths between each BS and UE
3
OFDM size (K)
1024
Bandwidth
1 GHz
Noise Figure
5dB
Operating System
Windows 10
PC features
Processor Intel Core i7 RAM 32GB
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Figure 2.13: 16X4 MIMO linear regression results for the training data
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Figure 2.14: 16X4 MIMO linear regression results for the validation data
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Figure 2.15: 16X4 MIMO linear regression results for the testing data
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Figure 2.16: 16X4 MIMO linear regression results for all the data set
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Figure 2.17: 64X16 MIMO System Achievable Spectral Efficiency Comparison

Spectral Efficiency (bits/s/Hz)

60
50
40

Optimal Digital Precoder
Neural Network Aided BF
AE-AltMin
OMP Algorithm
Simple Convex Optimization

30
20
10
0
-15

-10

-5

0

5

10

15

SNR (dB)
Figure 2.18: 144X36 MIMO System Achievable Spectral Efficiency Comparison
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Figure 2.19: 16X4 MIMO System Achievable Spectral Efficiency Comparison for 10 users
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Figure 2.20: 64X16 MIMO System Achievable Spectral Efficiency Comparison for 10 users

40

Spectral Efficiency (bits/s/Hz)

60

50

Optimal Digital Precoder
AE-AltMin
LU Decomposition
OMP Algorithm
ML Aided

40

30

20

10
-10

-5

0

5

10

15

SNR (dB)

Figure 2.21: 144X36 MIMO System Achievable Spectral Efficiency Comparison for 10
users

45

Spectral Efficiency (bits/s/Hz)

40
35

Optimal Digital Precoder
AE-AltMin
LU Decomposition
OMP Algorithm
ML Aided

30
25
20
15
10
5
-10

-5

0

5

10

15

SNR (dB)

Figure 2.22: Both LU-decomp. and ML-aided for signle user and 64X16 MIMO System
Achievable Spectral Efficiency Comparison
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shown in the fig. 2.26. So, it is considered as the chosen optimizer to build the beamforming
neural network.
On the other hand, many loss functions were tried to select the best representative one
for our design. We tried the Mean Squared error (MSE) loss function, the Mean Squared
Logarithmic Error (MSLE), Poisson loss function, Mean Absolute Error (MAE), and the
Mean absolute percentage error (MAPE) loss function all with the (Nadam) optimizer. It
was clear that the (MSLE) achieves the best performance when combined with the (Nadam)
optimizer, so they are selected to build the optimal deep neural network to produce the best
model with the 33% reduction in the dataset size required and accelerate the training and
operation of the collaborative beamforming system as in fig. 2.27:
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Figure 2.23: Coordinated Beamforming System Model
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Figure 2.24: A top View of the street, buildings, and the Base stations distribution
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Figure 2.25: UE Mobility Speed Effect on the Achievable Spectral Efficiency

Figure 2.26: Achievable Spectral Efficiency with Nadam optimizer
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Figure 2.27: Achievable Spectral Efficiency with MSLE loss function
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Chapter 3
Performance of Random Beamforming
in Mobile mmWave Systems
Random Beamforming (RBF) as one of the most promising beamforming techniques
especially for mmWave systems, has been proven to provide optimal performance for
downlink MIMO systems in most of the cases. First, the user mobility and its effect on
the system achievable capacity is studied and then some parameters of the system have been
optimized. Some practical scenarios of mmWave broadcast downlink systems have been
taken in consideration. Mathematical modeling and simulation results were derived and
investigated to estimate the upper bound of the degradation in the overall system throughput
that results from mobility of users in the small cells systems. Different possible factors that
can affect the system throughput were taken in consideration. These parameters include
the user location (within the cell area), the user direction of movement, movement speed
range, and the beam width. Simulation results show that for all the typical mobility cases
(walking, running, biking, and riding a car), the degradation in performance results from
user mobility is too small for short frames and the Base Station (BS) will be able to deliver at
least one message after each beamforming training period with high probability. To derive
the best frame duration and beam width, the second part of this chapter is suggesting a
framework to optimize the frame duration and the beam width for some mobility models
with different outage probability thresholds (when the UE is moving out of the beam coverage
area during transmission or reception). Convex optimization is used to derive the optimal
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values as the outage probability has been proven to be monotonically increasing with both
the frame duration and the beam width and the resulted optimal values are compatible with
the standard for both walking and running users. See figure 3.1 for possible mobility scenario
effect.
The contributions of this chapter include:
• Derive the mathematical expression for the performance degradation resulted from user
mobility when using Random Beamforming (RBF) algorithm in mmWave small cells
and Ultra Dense Networks (UDN) suggested for mmWave in 5G networks. Part of this
work was published in [8].
• Extensive simulation was done to prove the theoritical results for different practical
scenarios and the parameters used in the simulation are listed in tables 3.1 and 3.2.
Part of these simulation results were also included in [8].
• Different system parameters (Frame duration and Beam width) were optimized for
different mobility scenarios and practical systems scenarios. Some of these results were
published in our work in [5].

3.1

System Model

In this section, the downlink broadcast mmWave MIMO system model and its assumptions
are inroduced and then we provide a brief introduction to the original random beamforming
algorithm.

3.1.1

Downlink Broadcasting MIMO System that uses mmWave

For the typical static MIMO system suggested in [73], the Gaussian broadcast channel is
assumed which consists of n user equipments (UEs) as receivers that are spread within the
coverage area of the Base Station (BS) each is equipped with N antennas, and a base station
(BS) that have M antennas as the transmitter. The system is assumed to satisfy a block
fading channel model (i.e, the propagation matrix is constant during the coherence time T ).
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Other system assumptions include having more users than the number of antennas in the
BS (n  M ) at any time of the system operation. Also, we assume that each UE has no
more antennas than the number of antennas in the BS or (N ≤ M ) which is the normal case
in practice. Mathematically, the system is characterized by the equation 3.1:

yi (t) =

√

ρi Hi s(t) + wi (t) i = 1, ....n,

(3.1)

where: s(t) is the M -vector of transmitted signal, yi (t) is the N -vector of received signal
by UE i, Hi is the N × M channel matrix, wi is the N -vector of additive noise, and ρi is
the signal-to-noise ratio (SNR) of the i-th user (averaged over the randomness of channel).
We further assume that:
(a) the total transmit power limitation is satisfying the relationship E [ksk2 ] = M ; i.e,
the average transmit power per antenna is a unit;
(b) For each user in the coverage area, the averaged SNR is denoted by ρ.

3.1.2

System Throughput

It was stated in [78] that if the receiver (the UE) has full channel state information (CSI), then
the capacity of the MIMO system can scale like min(M, N ) log ρ. Whereas, if the receiver
does not have the full CSI (which is the normal case especially with mmWave channel that
is sparse in nature), then the capacity (or the achievable data rate) of the point-to-point
(P2P) multiple antenna system will scale like min(M, N )(1 − min(M, N )/T )logρ. where T
is the coherence time of the channel [35]. If N=1, the throughput is given by [73]:
(
R=E

max
P
P 1,...P n, P i=Mρ

log det 1 +

n
X

!)
HH
i Pi H i

(3.2)

i=1

where Mρ is the total average power. For a sufficiently large number of users, the sum
rate capacity scales linearly with M , namely (M log log n).
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3.1.3

Random Beamforming

Directional transmission of mmWave communications is considered now a common sense to
compensate for the high propagation loss of these high frequency bands. This means that
the Base station needs to precisely align its transmission as a beam to the receiving UE
all the time during the transmission. Traditional approach in doing so is by estimating the
locations of UEs (e.g. using GPS or other localization techniques) and then aim the beam to
the desired UE. However, the location information usually comes with a substantial overhead
and the GPS information is usually having high error margin with respect to such highly
sensitive applications. One of many alternative approachs, named the random beamforming
[49], states that when the BS has messages to broadcast, it should form random beams
in random directions. When there are many UEs in the coverage area of the BS, each
beam will be pointed to at least one UE with a high probability; then the BS receives
acknowledgement from the UE and transmits to this direction. Such a random beamforming
approach avoids the overhead of location estimation and provides high accuracy. Moreover,
as found in [49], ”RBF (random beamforming) achieves linear sum rate scaling w.r.t. the
number of transmit antennas and, furthermore, yields optimal sum rate performance when
the number of transmit antennas is large, if the number of users increases linearly w.r.t.
the number of transmit antennas.” Based on that, RBF is promising better performance
and high throughput for mmWave communication systems that use MIMO and have a large
number of UEs. The detailed algorithm of random beamforming is given in Algorithm 2.
Algorithm 2 Random Beamforming for MIMO Systems using mmWave
1:
2:
3:
4:
5:

BS constructs S random orthonormal beam vectors {u1, ...us}.
BS chooses a normalized direction θ randomly and transmits the beam x to it.
for UEs receiving SNR ≥ a predefined threshold do
UE sends the SINR to the BS
BS sends data stream to the UE having the maximum received signal power using the
beamforming vector x.
The throughput of the random beamforming scheme is approximately given by:
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(
R ≈ E

M
X

)
log(1 + max SIN Ri , m)
1≤i≤n

m=1




= M E log(1 + max SIN Ri , m) .
1≤i≤n

(3.3)

Where SIN Ri , m is the Signal to Interference and Noise Ratio with the index m in which
the SINR is maximized (i.e. the UE with largest SINR in the beam) [73].

3.2

Outage Probability Due to Mobility

In this section, we analyze the expected performance loss of the random beamforming
algorithm that resulted from the mobility of UEs during the communication process.

3.2.1

Mobility Assumptions

The following assumptions are considered when analysing the performance degradation of
the system explained in previous sections.
• A simplified channel model is assumed (Uniform Random Single Path (UR-SP)), where
we consider only the strongest signal path between the BS and each UE (the LoS or
the strongest NLoS).
• Number of antenna elements in each UE is less than that in the BS.
• There is a large number of UEs K in each cell during the system operation.
• The received signal by each UE k is described as follows:

yk = hH
k x + nk ,

k = 1, ....K.

(3.4)

where hk is the channel vector of the user k and x is the vector representing the
transmitted signal.
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• We assume the following channel model:
√
hk = αk M a(θk ),

(3.5)

where αk is the channel gain of user k, M is the number of antennas of BS, θk is the
angle of the dominant path for user k, k is the normalized direction of the single path
for user k, and a(·, ·) is the array steering vector. The channel power gain satisfies
E{|| hk ||2 } = M . Each user then reports back the average received power
2
| y k |2 =| hH
k x | +

1
Ns

(3.6)

with Ns is the number of samples during the training period.
To sum it up, the performance degradation is analysed due to the UE mobility with the
following factors being taken in consideration:
• The beam width, some realistic values are assumed.
• The direction of movement of each UE, assumed as a random gaussian variable.
• The speed of movement and its relationship to the coherence time.
• The distance between the BS and each UE within the beam coverage area and its
corresponding Round Trip Time (RTT).
Figure 3.2 shows an example of the UEs distribution within any beam’s area:

3.2.2

Degradation Analysis

Unlike the basic scenario, UE’s can move while the RBF is going on. Such movement causes
the derived optimal sum rate to degrade depending on many factors. When we have mobile
UE, the UE may have moved to a different location and possibly different angle, when the
BS sends out the signal. Therefore, the beam may miss the UE or may not be perfectly
aligned to the UE. In the following analysis, we will quantify the above qualitative analysis
on the performance degradation due to the UE mobility.
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(b) Misalignment due to mobility

Figure 3.1: Possible Performance degradation resulted from mobility when using RBF.

Figure 3.2: Beam Area with Side Boarders.
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Round Trip Time
Round trip time is the time interval between the moment when the UE sends the received
SINR and the moment when the UE receives the data signal from the BS (after selecting the
UE with the highest SINR). This time consists of the electromagnetic (EM) wave travel time,
the processing time at the BS (e.g., decoding the packets fed back from the UEs, selecting
the best UE, and preparing for the data transmission), and the frame duration time. The
physical limit in our analysis is the propagation time. We neglect the processing time at the
BS and assume it is too small compared with the propagation time. This means that the
results of the performance degradation estimation are optimistic.
The EM traveling time is given by
TRT T =

2∗d
+ FD
c

(3.7)

where d is the distance between the BS and the UE, F D is the frame duration, and c is the
speed of light. We multiply d by 2 because it is two way communications (RTT).
Edge Probability
The probability of the UE being on the edge of the beam is analysed first as shown in Fig.
3.2. The physical area of the BS beam has two narrow boarders, where the UE may leave
the beam if it was originally in it. The probability of the UE being on the edge is given by:

P r(BeamEdge) =

Border Area
Total Beam Area

(3.8)

where
Border Area = 2Dmax LBS ,

(3.9)

where Dmax = vmax TRT T is the maximum distance that UE can move for different speed
ranges, LBS is the radius of the cell (namely the coverage distance of the BS), vmax is the
maximum speed of the user in each case, and
1
Total Area = BB BH ,
2
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(3.10)

where BB is the beam base which is given by
BeamBase =

2BH
tan θB

(3.11)

and BH is the beam height, which is the same as LBS , θB is the Beam angle, and θBB is the
beam base angle which is given by
θBB =

π θB
−
2
2

(3.12)

Fig. 3.3 is showing the physical meanings of the above parameters:
Moving Away Probability
When the UE is within or close to any of the two edges of the beam, the probability of
the UE moving out of the beam can be calculated as a Triangular distribution [45]. This
kind of distribution is maximized when the UE is on the outside edge of the beam area and
minimized when it is far away from it:

f (x | a, b, k) =

2(x−a)
(k−a)(b−a)
2(k−x)
(k−a)(k−b)

a ≤ x ≤ b.
b ≤ x ≤ k. ,

(3.13)

0 (x < a), (x > k).
where: a is the largest distance away from the beam edge where the UE can leave the beam
coverage area with the lowest probability. b = k is the peak location, which is when the user
is on the outer border of the beam where the probability of leaving the beam is the highest,
The distance between a and b is the Dmax which is the maximum distance any UE can move
for any speed range during the RTT, and x is the random variable that expresses the random
location of the user within the beam borders. Fig. 3.4 is showing the relationship between
the UE location and the probability of leaving the beam coverage area:
Also, Fig. 3.5 shows the Triangular Distribution and the relationships among parameters
in the equation 3.13:
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Figure 3.3: Beam Approximate Shape with the Edge Probability Calculation Parameters
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Figure 3.4: Relationship Between UE location and probability of leaving the Beam: (a) UE
far enough from the Beam Border so that the probability of leaving the beam is too small.
(b) UE is closer to the beam border which increases the probability of leaving the beam
during the RTT. (c) UE is very close to the beam border, which increases the probability of
leaving the beam even more.
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Figure 3.5: Assumed Triangular Distribution of the Beam Leaving Probability
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Overall Mobility Effect
After analysing all the individual factors that affect the system throughput when the UE
is in mobility status, here we put all of them together and show the comulative effect for
different beam widths (for different number of beams) and with the following assumptions:
• Random Beamforming for a MISO broadcast system with one BS and many UEs.
• Each BS has a Uniform Linear Array (ULA) of M antenna elements.
• The BS sector is covering 180 degrees with adjustable number of beams.
• Number of beams range from 10 to 120 (corresponds to 18◦ -1.5◦ as a beam angle
(width)).
• Based on the number of beams, different triangles of beam coverage are created each
time.
• We calculate the beam coverage total area and beam borders where there is a possibility
that the user will leave the beam coverage area before the data arrives to it (as a result
of mobility) which leads to throughput degradation.
Given the above assumptions, we obtain the following conclusion:
Theorem 3.1. If the throughput of the MIMO downlink broadcast system with static UEs
and BS is known (as calculated in [73]), then the average throughput degradation of the
system with mobile users is given by:
N
X
T hD =
(P rn (OnBeamEdge) ∗ P rn (AwayF romBeam))

(3.14)

n=1

=

N
X
2 ∗ Dmax ∗ LBS
(
) ∗ f (E(x) | a, b, k).
2∗LBS
0.5
∗
π−θ
n=1
tan(
)

(3.15)

2

=

N
X

2 ∗ Speed ∗ RT T ∗ tan(

n=1
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180 − θ
) ∗ f (E(x) | a, b, k)
2

(3.16)

where T hD : is the average throughput degradation of the system.
P rn (OnBeamEdge): is the probability that the user n is too close to the beam edge and can
leave the beam coverage area once he/she moves away from the beam center.
P rn (AwayF romBeamCenter) is the probability that the user (n) is moving out of the beam
coverage. x is the user location within the beam borders and the expectation of (x) is expressed
R∞
by the equation E(x) = −∞ x ∗ f (x)dx.
N is the number of users in the cell.
Speed is the Expectation of the speed of the UE, and the considered speed ranges are listed
in table 3.1. RT T is the round trip time of the message between the BS and UE. θ is the
beam angle. F (x | a, b, k) is the triangular distribution from equation 3.16.

3.3

System Parameters Optimization

After studying the effect of mobility on the system’s performance, we investigated the feasible
system parameters (i.e. the frame duration and the beam width) and the best values for
each of them for different system scenarios and practical applications.

3.3.1

Frame-Duration Optimization

Based on the results from the last section, we construct the following frame duration
optimization problem as a convex optimization:
maximize

TRT T

subject to T hD ≤ Ψ.
And

(3.17)

d ≤ 200.

where Ψ is the outage acceptable threshold for different applications, TRT T is the round
trip time from the equation 3.7 above , d is the distance between the BS and UE, and T hD
is outage expectation calculated in the equation 3.16 above.
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3.3.2

Beam-Width Optimization

Next, we optimize the Beam width for any possible outage probability when random
beamforming is used with mobile users.

This is also a convex optimization and it is

derived based on the equations mentioned above and the analysis results in [8]. This convex
optimization problem can be expressed as:
Minimize

θ

subject to T hD ≤ Ψ.
And

(3.18)

d ≤ 200.

where θ is the beam width that we minimize to reduce the competition among UEs in
each beam for each time slot RBF and to increase the total number of Random Beams to
serve a larger number of UEs in a shorter period of time.

3.4

Numerical Results

Mathematical modeling explained above with the parameters listed in table 3.1 are used in
obtaining the results below.
The expected throughput degradation (%) resulted from the mobility of UE is shown in
the figures 3.6 to 3.9. It has been observed that the probability of missing the UE decreases
as the distance between the UE and BS increases. This makes sense as this reduces the RTT
and the possible movement distance during this RTT. Also, we can see clearly that the larger
the beam angle, the lower the probability of throughput degradation with mobility because
this means more freedom to the uers to move within the beam before getting out of it and
cause the alignment miss .
The relationship between the average throughput degradation (outage probability) and
the speed of movement is shown in Figures 3.10 to 3.13. We observe that the expected
throughput degradation is linear with respect to the moving speed of the UE (i.e. the faster
the UE, the more alignment misses we get which results in more degradation in the system
throughput):
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Table 3.1: Mathematical Derivation Parameters
Parameters
Specifications
Beam Angles (widths)
1.5, 2, 3, 4, 6, 9, and 18 Degrees
Speed Range for Walking
3-5 Km/h
Speed Range for Running
16-24 Km/h
Speed Range of Biking
15-40 Km/h
Speed Range of Car riding user
65-112 Km/h
Cell Radius (Beam Coverage Distance)
200 meters
Mobility Model
Random Way Point (RWP).
Number of Nodes (UEs)
1000.
Outage Threshold
1, 2, 5, 10, 15, 25, and 50%.
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Figure 3.6: Probability of leaving the Beam Area for Walking Users for different beam
angles
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Figure 3.7: Probability of leaving the Beam Area for Running Users for different beam
angles
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Figure 3.8: Probability of leaving the Beam Area for Biking Users for different beam angles
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Figure 3.9: Probability of leaving the Beam Area for Users Riding a Car for different beam
angles
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Figure 3.10: Expected Throughput Degradation for different Walking Speeds.
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Figure 3.11: Expected Throughput Degradation for different Running Speeds.
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Figure 3.12: Expected Throughput Degradation for different Biking Speeds.
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Figure 3.13: Expected Throughput Degradation for different Car Speeds.

69

To validate our mathematical modeling of this issue, we used one of the well known
mobility models (the Random Waypoint (RWP) Mobility Model [41]) to calculate the real
degradation in throughput for different scenarios and parameters that are summarized in
the Table 3.2:
from the simulation of the mobility (using the random waypoint mobility model) of UE
with different speeds, locations, directions, and different distances between the BS and UE,
we got the results shown in Fig. 3.14 for different beam widths. As it can be seen clearly,
these results are compatible with our mathematical analysis results where the probability of
UE leaving the beam coverage area is about 3.5% in the worst case scenario:
As for the frame duration and beam width optimization, the optimization was performed
using the convex optimization software called (cvx) from Stanford University described in
[33] and with the same assumptions about it as mentioned in chapter 2. We use Convex
optimization because it has been proven in [8] that the outage probability is a convex as it is
monotonically increasing with respect to different frame durations and beam widths for the
RBF. The results for frame duration optimization are shown in the figures 3.15 for walking
speed and 3.16 for running speed users:
It is clear that RBF for mobile users cannot support large frames with lengths more
than 10 msec without suffering from a large performance degradation. Here there should
be a compromise between longer frames with a larger probability of retransmission or short
frames with better delivery probability. This can be application dependant and decided prior
to network configuration and operation. It is worth noting that the default frame duration
suggested for 5G can be as short as (1 msec) for the single frame and can be (0.5 msec) for
single subframe length [61].
The beam angle (for each RBF) optimization results for walking and running users are
shown in figures 3.17 and 3.18:
These figures for walking and running users show the same trends as the optimal frame
durations, where shorter frames seems to give less performance degradation and require
narrower angles for each beam. Wider beams are required to ensure less degradation resulted
from user mobility for each frame length. And the faster the user moves, the wider beam
is required to ensure better performance. The other outcome from these results is that the
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Table 3.2: Simulation Parameters
Parameters
Specifications
Mobility Model
Random Way Point (RWP).
Beam Angles
1.5, 2, 3, 4, 6, 9, and 18 Degrees.
Speed Range
0.2 - 31 m/s.
Pause Interval
[0 1] seconds.
Movement Interval
[2 6] seconds.
Direction Interval
[-180 180] Degrees.
Number of Nodes
1000.
Cell Radius (Beam Coverage Distance)
200 meters

0.03
0.025
0.02
0.015
0.01
0.005

18

9

6

4

3

1.

2

0
5
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0.035
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Figure 3.14: Throughput Degradation Resulted from Simulated Mobility for Random
Speeds, Directions, and Distances between BS and UE
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Figure 3.15: Optimal Frame Duration for Different Outage Probability Percentages with
Walking Speed Range UEs
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Figure 3.16: Optimal Frame Duration for Different Outage Probability Percentages with
Running Speed Range UEs
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Figure 3.17: Optimal Beam Angle for Different Outage Probabilites with Walking UEs
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Figure 3.18: Optimal Beam Angle for Different Outage Probabilities with Running UEs
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optimal conditions for RBF to work with is when the FD is ≤ 10 msec and the beamwidth
θ ≥ 60◦ .
Knowing that the frame duration can be as high as (10-100 msec) as in the 802.11ad [8]
and as short as fractions of a millisecond [61], we got most of our optimal frame durations
for different scenarios within this range. Also, having many suggestions for the beam angles
ranging from too narrow as few degrees [8] up to few beams with large angles [13], the
resulted optimal beams for each working scenario are all within this range. We did not list
the results for faster moving UEs (bike and car riding) because it is obvious that supporting
such speeds required more sophisticated beam alignment or tracking techniques as the ones
suggested in [81] and [44].
Finally, in this chapter, the mobility effect on the performance of Random Beamforming
(RBF) was studied. It seems that any beam angle (width) more than 3 degrees is giving
acceptable throughput even with mobility. Random Beamforming got a linear sum rate as
the number of the users increased linearly with the number of antennas in the BS (for static
users). So, with the same assumption here, the throughput degradation is proportional to
(1/distance) which means that the farther the UE, the less probabile it will get out of the
Beam coverage area because of its mobility. Throughput degradation is proportional to
(1/beamwidth) which means that the wider the beam, the less probabile the users will leave
the beam as a result of their mobility. Even with mobility, BS can still deliver at least one
message for the UE before it leaves the beam coverage area with a very high probability.
Optimal system parameters for different practical scenarios such as the Frame Duration (FD)
and the Beam width has been derived in this work as well.
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Chapter 4
Routing Protocols in Mobile Ad-Hoc
Networks Using Millimeter Wave
Self-Organized networks (SONs) have been studied for many years, and have attracted many
researchers due to their substantial applications. Although the performance of such networks
in the lower band networks (sub-6 GHz band frequencies) has been well studied, there are
only sparse studies on SON in higher frequency bands, such as the mmWave band. mmWave
frequencies have attracted many researchers in the past few years because of their unique
features and are now considered as an important part of the next generation of wireless
communications namely (5G). In the first part of this chapter, we study the performance
of some well-known routing protocols in the case of mmWave Mobile Ad hoc Networks
(MANET) using the ns-3 mmWave module that was developed recently. SONs are within
the goals for the most recent release of the 3GPP New Radio (NR) standardization process
(Release-16) for the 5G, which makes the study of the behavior of such frequency bands
for these networks an important activity towards achieving such goal. Mathematical and
simulation results show a great improvement in the routing protocols delivery rates and
power consumption when using mmWave compared to the sub-6GHz band frequencies. The
work in section 1 has been partially published in [6] whereas the work in section 2 of this
chapter was partially published in [10].
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4.1

MANET Routing Algorithm with mmWave

Mobile ad hoc networks are consist of many User Equipment (UE) that are capable
of transmitting and receiving directly from each other without the need for network
infrastructure [55]. Each UE can be a transmitter, a relay, or a receiver node in any
data transmission process, and each UE has a specific transmission range that depends on
the transmission power, the frequency band used for transmission, the channel conditions,
the propagation loss, and many other factors. As a comparative study, we first use WiFi traditional frequency band within the IEEE 802.11 standard and then use the 28GHz
mmWave band for the comparison purposes. The network is assumed to have (n) UEs at
any time and there is a specific number of transmitters and receivers that are willing to
exchange data packets at specific times during the network operation. Traditional Wi-Fi UE
is assumed to use omnidirectional antennas with an equal gain in all directions, whereas the
mmWave UE is equipped with directional antennas that can be directed in specific directions
with larger gain within these directions. This directionality and antenna gain is the reason
behind the different channel models and performance differences reported.
Many routing and data forwarding algorithms have been proposed for mobile ad hoc
networks [3, 64, 20, 18]. Three of the most famous ones in the literature [64, 20, 18] are
also the ones that we will compare their performance when using sub-6GHz frequencies
vs. when using mmWave frequencies. Ad-Hoc On-demand Distance Vector (AODV) is a
reactive routing protocol that floods the network with Route Request (RReq) packets when
required [20]. AODV does not rely on periodic advertisements, which reduces the overhead
and provides more bandwidth for users. Also, it is proven to be a loop-free routing protocol
even in the case of mobility and repairing broken links. It scales well with the large numbers
of mobile nodes that are cooperating to form an ad hoc networks. It is expected that using
mmWave frequencies with directional antennas with such protocol would improve the overall
performance as it will reduce interference (due to directional narrow beams communications)
and the large gain the directional antennas can provide towards the relay nodes or the final
destinations.
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Destination-Sequenced Distance-Vector (DSDV), on the other hand is a proactive (table
driven) routing protocol that is a destination based protocol with no need for a global view of
the network topology [64]. Considering each mobile host as a specialized router, this protocol
periodically advertises its view of the network topology to other hosts in the network. With
such a mechanism, it can modify the Routing Information Protocol (RIP) [38] to be suitable
for dynamic and self-starting networks (such as the MANET). Again, using mmWaves with
directional antennas and large directed gains can improve such protocol performance due to
fewer interference effects and better received SNR at any relay or destination nodes within
the transmission range of the mmWave devices.
Finally, Optimized Link State Routing protocol (OLSR) is another table-driven routing
protocol for mobile ad hoc networks that exchanges periodic messages to maintain the
network topology information at each node [18]. OLSR is an optimized protocol over a
pure link state protocol because it compares the size of data sent in each message to reduce
the number of retransmissions while flooding the entire network with these messages. It uses
multipoint relays technique to efficiently flood the network. Again, using mmWaves with
such protocol is expected to improve the performance due to the reduction of interference
among all these message flooding processes and improving the received SNR due to the
antenna gain and directionality.
We have studied some channel models suggested by 3GPP in [1], and their impact on
the performance of some well-known MANET routing protocols [64, 20, 18]. To understand
the difference in performance between traditional Wi-Fi MANET and the networks that use
mmWave, we need first to clarify the following:
• Wi-Fi devices broadcast wireless signals in all directions and cover larger distances (up
to several miles), whereas mmWave devices only transmit narrow beams in specific
directions and cover shorter distances (up to few hundred meters for the Ultra-Dense
Networks (UDN) [29].
• Path Propagation loss for Wi-Fi signals is determined by Friis equation as follows
(assuming no transmission antenna gain (Gt ) or reception antenna gain (Gr ) i.e. Gt
and Gr = 0dB):
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L=

4πdf
c2

P L(dB) = 20log(f ) + 20log(d) − 147.56dB

(4.1)
(4.2)

Where:
L: is the path loss.
d: is the distance between the transmitter and receiver.
f : is the used frequency.
c: is the speed of light (3 ∗ 108 m/sec) [27].

If we use the same path loss for mmWave UE and take the Tx gain and Rx gain in
consideration (which ranges between 14-17 dB as suggested in [40], then the equation
will be:

P L(dB) = 20log(f ) + 20log(d) − 147.56dB − 17dB − 17dB.

(4.3)

Which clearly reduces the path loss to a large extent. Many other path loss models for
mmwaves have been proposed in the literature recently. According to 3GPP in [50],
assuming rural Line of Sight (LoS) path between any two nodes in the MANET, the
path loss can be defined as:
P L(dB) = 20log(40πdf /3) + min(0.03h1.72 , 10)log(d)
(4.4)
1.72

−min(0.044h

, 14.77) + 0.002log(h)d.

Where:
P L(dB): is the path loss in dB.
d: is the distance between transmitter node and receiver node.
f : is the used carrier frequency.
h: is the height if the Tx node.
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The other path loss model of mmWave signals was suggested in [77] and has been proven
to match the high fitness of the Line of Sight (LoS) and the Non-Line of Sight (NLoS)
environments is the one-parameter close-in (CI) model described below:

PLCI (f, d)[dB] = FSPL(f , 1m)[dB] + 10n log10 (d) + XCI
σ .

(4.5)

where n denotes the single model parameter, the path loss exponent (PLE), with 10n
describing the path loss in dB in terms of decades of distances beginning at 1m, d is the
separation distance between the transmitter and receiver nodes, XσCI is the Shadow Fading
(SF) standard deviation describing large-scale signal fluctuations about the mean path loss
over distance, and F SP L(f, 1m) denotes the free space path loss in dB at the transmitterreceiver separation distance of 1m at the carrier frequency f . Also, the free space path loss
(FSPL) can be described as:

FSPL(f , 1m)[dB] = 20 log10 (

4πf
).
c

(4.6)

where c is the speed of light.
It is clearly proven now that there is no one model that is capable of describing the
mmWave channel in different environments and that the transmission scenario conditions
need to be taken into consideration when trying to talk about such channel models[1, 50].
The following figure show some of the propagation path loss for different frequencies and
distances according to some of the previously described models:
The figure 4.1 shows clearly that the devices that use mmWave frequencies are suffering
more severe path loss than the traditional Wi-Fi devices if we don’t take the directional
antenna gain in consideration. While this is only true for omnidirectional antennas, using
beamforming and directional antennas has been proven to have much less path loss than
that of equivalent Wi-Fi devices for short distances [50]. These facts suggest that the UEs in
MANET that use Wi-Fi frequencies are tended to transmit messages to farther nodes which
means more propagation loss (and more probability of errors in messages and reduction in
delivery ratio), whereas the UEs with mmWave are tend to transmit messages to closer
nodes and with narrow beams with high directional gains which means less propagation
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losses (and better delivery rates). the reduced propagation loss of UE’s with mmwave means
better received Signal to Noise (SNR) which leads directly to better delivery ratio as we will
see in the next section.
Finally, to examine the superiority of some traditional routing protocols in MANET when
using mmWave over their performance when using the sub-6GHz band, we will use a network
with specific features and network scenarios and compare these scenarios with respect to:
• Different channel models for Wi-Fi and mmWave signals.
• Different Data rates.
• Different packet sizes.
• Different Tx power.
• Different Routing Protocols.

4.1.1

Performance Evaluation Metrics

The metrics used to compare the MANET routing algorithms with sub-6GHz band and the
ones with mmWave are listed below:
• Number of Delivered Packets: total number of delivered packets to all destinations per
each simulation second.
• Packet Delivery Ratio (PDR): Which is defined as the number of packets received
divided by the number of packets sent each second.
P DR =

P acketsreceived
P acketssent

(4.7)

• Average Delivery Ratio: Which is the mean of all the Packet Delivery Rates for the
entire network operation lifetime.
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4.1.2

mmWave Frequencies in the NS3 Simulator

The well known network simulator (NS3) has been used for simulating different types of
networks for many years [68]. Until recently, all the simulation that was possible with
this simulator was for the traditional sub-6GHz frequency bands.

Few years ago, the

wireless community started showing great interest in mmWave frequencies and it became
obvious that it will be part of the future generations of wireless communications (as it is
already now) which urged many research groups to start developing all different kinds of
platforms, testbeds, simulators, and measurements to understand it better. The wireless
communications research group from the New York University has developed the first opensource millimeter wave module that can be used to evaluate cross-layer and end-to-end
performance of 5G mmWave networks. The simulator is built using some of the original
modules from the the widely-used ns3 platform which implements a wide range of protocols
in C++ [53]. The fig. 4.2 shows some features of the newly suggested simulator with the
original components from the ns3:

4.1.3

Performance Evaluation

The goal of this work is to analyze the feasibility of routing protocols in mmWave MANETs,
and then compare its performance with the traditional routing protocols in MANET for
different network settings. In this section, we show a comparison of three of the most famous
routing algorithms in the MANET networks and these are: Destination-Sequenced Distance
Vector (DSDV) [64], Ad hoc On-demand Distance Vector (AODV) [20], and Optimized Link
State Routing (OLSR) [18] under a typical random waypoint mobility model [26]. The newly
proposed module for mmWave in (ns-3) [26] is used for simulation as it provides different
channel models for mmWave that are derived from many measurement campaigns done in
different places and with different environmental conditions recently. This module that was
explained in [26] and [23] with more details focuses on the modeling of the customizable
channel, physical and medium access control (MAC) layers of millimeter wave systems and
was utilized throughout the simulation steps explained in the next sections.
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Figure 4.1: Path Loss Comparison for different Channel models and Distances

Figure 4.2: mmWave modules in the ns3 Simulator
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The comparison is performed first among these protocols in the traditional Wi-Fi
frequency range; then we evaluate the same algorithms’ performance under different
mmWave channel models for the used devices such as the Urban Macro-cells (UMa) and
Rural Macro-cell (RMa) as suggested in [1]. The basic simulation scenario in the ns3 runs
for 200 simulated seconds, where the first 50 seconds are used for start-up time. The number
of UE nodes is 50, and the nodes are moving according to Random Way point Mobility
Model with a speed of 20 m/s and no pause time within a 300x1500 m region. The Wi-Fi
(which is the basic type of communications in this scenario that we intend to change to
higher frequencies) is in ad-hoc mode with a 2 Mb/s rate (802.11b) and a Friis loss model
(for Wi-Fi) and 3GPP propagation path loss (for mmWave). The transmit power is set to
7.5, 10, 20, and 40 dBm. In this scenario, there are 10 source/sink data pairs sending UDP
data at an application rate of 2.048 and 4.96 Kb/s each. This is done at a rate of 4 64-byte
and 128-byte packets per second. Application data is set to start at a random time between
the 50 and 51 seconds (of the simulation time) and continues till the end of the simulation.
Details of simulation scenario parameters are listed in table 4.1:
Some performance comparisons between the traditional Wi-Fi MANET and mmWave
MANET are shown in figures 4.3, 4.4, and 4.5.
Figure 4.3 shows the number of received packets each second using AODV, DSDV, and
OLSR and it is clear that OLSR is better than the other protocols most of the time for the
scenario mentioned above.
Figure 4.4, on the other hand, shows the number of received packets by the same routing
protocols when using mmWave frequencies and it is clear that these protocols show more
stability and better delivery ratio when used with mmWave than with the traditional sub6GHz frequencies.
Figure 4.5 is showing a comparison of the average packet delivery ratio between different
routing protocols with mmWave versus the same protocols with traditional sub-6GHz
frequency bands.
The same performance comparisons that were done in figures 4.3, 4.4, and 4.5 are repeated
for the mmWave MANET routing protocols under the UMa channel model in the Figures
4.6 and 4.7.
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Table 4.1: Simulation Scenario Parameters
Parameters
OS
Network Simulator
Simulation Time
Simulation Area
Number of Wireless Nodes
Speed of Mobile nodes
Mobility Model
Data Rate
Tx Power
Number of Tx nodes
Number of RX nodes

Specifications
Linux Ubuntu 16.04 LTS
ns-3.27
200 Seconds
1500 m X 300 m
50
20 m/s
Random Way Point
2Mbps and 4Mbps
7.5, 10, 20, 40 dBm
10
10

45
40

AODV
DSDV
OLSR

Packets Received

35
30
25
20
15
10
5
0
80

100

120

140

160

180

200

Simulation Seconds

Figure 4.3: Packets Received for Different Wi-Fi MANET Routing Protocols
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Figure 4.4: Packets Received for different mmWave MANET (with RMa Channel Model)
Routing Protocols
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Figure 4.5: Average Delivery Ratio for both Wi-Fi MANET and mmWave MANET
(with RMa Channel Model) Routing Protocols
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Figure 4.6: Packets Received for different mmWave MANET (with UMA Channel Model)
Routing Protocols
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Figure 4.7: Average reception rate for different routing protocols for mmWave UMa channel
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Now, we change the data rate and packet size of the messages and repeat the comparison
in figures 4.8, 4.9, and 4.10 to calculate the average delivery rate of the received packets:
As can be seen, the delivery ratio and the number of delivered packets during the work
of the network in the simulator are much better and more stable for the mmWaves rural
and urban channels than the normal Wi-Fi channels. This shows the huge potential for the
mmWave in the short-range communications as it is planned in the Ultra Dense Networks
(UDN) [29]. More investigations need to be done in this field to unveil the properties
and limitations of the mmWave in the MANET field. Also, besides the delivery rate and
propagations loss, the effect of large bandwidth (that mmWave brings as a feature) on the
network performance and battery-driven devices lifetime (especially in the disastrous regions)
must be studied as well.
The final step in our investigation for the mmWave in MANET, is the effect of
transmission power on the delivery ratio. It is well known that for broadcast wireless
channels, increasing the power would reduce the effect of path loss because of interference
and attenuation, but for the directional beams of mmWave, less power should be enough to
perform the same. According to the recent FCC regulations in [40], the highest UE Effective
Isotropic Radiated Power (EIRP) is 43dBm (almost 20 watts). So, we studied the effect of
increasing the Tx power of the UE’s on the delivery rate of the data packets for different
routing protocols in ad-hoc networks and the results are shown in figure 4.11. The results
are ,as expected, showing that mmWaves are doing better than traditional Wi-Fi frequencies
even with less Tx power:
For the Tx power effect on the MANET routing protocols performance, we can see that
increasing the power helped in increasing the delivery ratio of the Wi-Fi MANET routing
protocols, whereas it did not help in the case of mmWave as the delivery ratio was almost
constant, but it is still better than that of the Wi-Fi networks. This can be explained by
taking in consideration that mmWave devices with the help of beamforming utilize the power
better than the Wi-Fi devices and concentrate the Tx power in a narrow beam to reduce
the path loss. This means that the mmWave devices can prolong the network lifetime as
they provide energy efficiency and reduce the power consumption compared with the Wi-Fi
devices to cover the same area and provide even better performance.
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Figure 4.8: Packets Received for Different Wi-Fi MANET Routing Protocols with 4kbps
transfer rate and 128 Byte packet size
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Figure 4.9: Packets Received for different mmWave MANET (with UMa Channel Model)
Routing Protocols with 4kbps transfer rate and 128 Byte packet size
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(with UMa Channel Model) Routing Protocols with 4kbps transfer rate and 128 Byte
packet size
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Figure 4.11: Tx Power of each UE and its Effect on the Delivery Ratio
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4.2

Opportunistic Routing Protocol For Ad-Hoc Networks Using mmWave and Random Beamforming

In this section, we suggest a new routing protocol for mobile ad-hoc networks that uses
mmWave by utilizing its directional antennas, limited transmission range, and the random
beamforming technique. The main goal of the proposed protocol is to increase the network
throughput, reduce the delay, and mitigate the effect of the interference of concurrent
communicating nodes. Mathematical analysis of the network per hop achievable throughput,
expected interference, and average delay per hop has been carried out. Multiple realistic
simulation scenarios have been conducted to confirm the analytical results and prove the
advantages of the proposed protocol.

4.2.1

Introduction

Mobile Ad-hoc Networks (MANETs) as a special type of Self-Organized Networks (SONs)
have been studied for many years because of their advantages in both infrastructure and
infrastructureless environments. Some of their applications include communications in battle
fields, communications among disastrous relief workers, communications among wireless
Virtual Reality (VR) and Augmented Reality (AR) devices, and in the congested areas
like stadiums and campuses. Tradeoff between the transmission range and the throughput
has always been an issue when designing routing and forwarding protocols for the traditional
sub-6GHz frequency band networks. Increasing the transmission power of each node in the
MANET would increase the transmission range. This will reduce the total number of hops
from source to destination; however, it will increase the interference with other ongoing
transmissions among other nodes. On the other hand, reducing the transmission power
will reduce the transmission range and the interference with other communicating nodes,
whereas it would increase the total number of hops from source to destination which incurs
more delay, less energy efficiency especially for battery driven mobile nodes, and more error
probability.
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To solve such a problem, many routing and forwarding protocols were suggested to use
directional antennas, instead of the traditional omnidirectional ones, which both increase
the transmission range and reduce the interference with other communicating nodes [58, 59].
With this solution comes a new challenge, because using directional antennas means that
some nodes might suffer deafness to incoming transmissions from unlucky directions. Also,
selecting the optimal relay set (the set of candidate nodes to forward the data packets between
the source and destination in a multi-hop network) has been a substantial challenge, as it
depends on many factors such as the network node density, antenna beam width, randomness
in the Signal to Interference plus Noise Ratio (SINR), the Channel State Information (CSI),
and many other factors.
Directional antennas have been suggested for data routing and forwarding in MANET
since early 2000s in the work of [58] and in the Directional Medium Access Control (D-MAC)
in [59], in order to provide a good combination of less interference and more transmission
range. Since then, many researches have been done to explore the potential of directional
antennas in the mobile ad hoc networks and wireless sensor networks (WSN) [34]. Most of
the work (until recently) was focused on traditional sub-6 GHz frequency band and was not
on the mmWave band. Some recent works started to study mmWave in MANET such as the
work in [15] where they took advantage of the directional antennas to suggest some routing
and distributed directional medium access control (DDMAC) protocols for mobile ad hoc
networks. More recent works on the mmWave performance and the maximum achievable
throughput in the ad hoc networks have been done in [79], where they use stochastic geometry
to derive the throughput for one way and two way communications.
In this section, a promising beamforming technique named Random Beamforming (RBF)
[49], which is opportunistic in nature, is utilized as the way to select the relay nodes in
a new opportunistic routing protocol for mobile ad hoc networks that are working with
mmWave frequencies and using directional antennas. Such an opportunistic protocol is
capable of solving the problems of selecting the best relay nodes of data from the source to
the destination, while reducing the interference with other ongoing transmissions and the
end to end delay incurred in the transmission. The performance of the suggested protocol
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is derived mathematically and proved with different simulation tools and realistic MANET
scenarios.

4.2.2

System Model

We consider random multi-hop wireless networks that consist of user equipments (UEs)
that use mmWave frequency band (28GHz in our case). The nodes are uniformly and
randomly distributed and moving according to a certain mobility model (Random Way
Point (RWP) for example [14]). In this model of mobility the movement of each node is
done as follows: Each node begins by pausing for a fixed number of seconds. The node
then selects a random destination in the simulation area and a random speed between 0
and some defined maximum speed. The node moves to this destination and again pauses
for a fixed period before another random location and speed. This behaviour is repeated
for the length of the simulation [14]. Each node is assumed to be aware of its location and
the location of the packet destination. Random beamforming is used for selecting the relays
for the multi-hop data forwarding. Many beamforming and beamsteering techniques have
been suggested for mmWave communications due to their highly directional transmissions,
where the BS needs to precisely align its beam to the receiving UE as in [49]. One approach
that we use here, coined random beamforming [49] is modified and summarized as follows:
any node in the network with data to send tries to form random beams assuming that there
are many nearby UEs; the beam will be pointed to a UE with a large probability; then
the beamforming node will receive an acknowledgment from the UE and transmit to this
direction. Such a random beamforming approach avoids the overhead of location estimation.
The details of the modified algorithm of random beamforming is given in Algorithm 3.
Algorithm 3 Single Round of RBF for mmWave Systems
The Tx UE constructs S random orthonormal beam vectors {u1, ...us}.
The Tx UE chooses a normalized direction θ of the intended destination and transmits
the beam x to it.
3: for Other UEs receiving SNR ≥ predefined threshold do
4:
The Tx UE receives the feedback from these UEs
5: The Tx UE sends data packets with the beamforming vector x to the UE that reported
the maximum received signal power.
1:
2:
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With the use of random beamforming, we can make sure that exactly one intermediate
node will always be selected to forward the data. Other nodes within the beam area will
receive the data packets, and discover that it is destined for other nodes (the one with the
largest SINR in the beam area). They will discard the data packets, back-off for a specific
time, and send no further data packets in that beam during the back-off time. This will
eliminate the contention for acting as the relay nodes. For a normal static MIMO system
[73], the network is assumed to have n user equipments (UEs) as receivers of each random
beam. Each UE is equipped with N antennas and the system is assumed to satisfy a block
fading channel model (i.e, the propagation matrix is constant during the coherence time T ).
Mathematically, the system is characterized by:

yi (t) =

√

ρi Hi s(t) + wi (t) i = 1, ...n,

(4.8)

where s(t) is the N -vector of transmitted signal, yi (t) is the N -vector of received signal
by receiving UEs after each beamforming i, Hi is the N × N channel matrix, wi is the N vector of additive noise, and ρi is the signal-to-noise ratio (SNR) of the i-th user (averaged
over the randomness of channel).
We assume that the path loss of the mmWave signal is the one-parameter close-in (CI)
model described in [77]. This path loss can be described as:

PLCI (f, d)[dB] = FSPL(f , 1m)[dB] + 10n log10 (d) + XCI
σ .

(4.9)

where n denotes the single model parameter, the path loss exponent (PLE), with 10n
describing path loss in dB in terms of decades of distances beginning at 1m, d is the separation
distance between the transmitter and receiver nodes, and F SP L(f, 1m) denotes the free
space path loss in dB at the transmitter-receiver separation distance of 1m at the carrier
frequency f . Also, free space path loss (FSPL) can be described as:

FSPL(f , 1m)[dB] = 20 log10 (
where c is the speed of light.
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4πf
).
c

(4.10)

4.2.3

Opportunitistic Routing in MANET Using mmWave

After the initial deployment of the nodes in an ad-hoc network, some nodes will have data to
send. Nodes are assumed to have knowledge of their position and the position (coordinates)
of the destination nodes. Also, each node should be able to perform random beamforming
with different (adjustable) beamwidths (open angles). Random Beamforming originally is an
opportunistic technique, that we utilize here as the way of selecting relay nodes in a multihop
ad hoc network. The resulting routing protocol is opportunistic as well, as it depends on the
Random Beamforming in finding the best relay node along the multihop path from source
to destination. Practically, it is not possible to control the node density in the network, and
as we already assumed an adjustable beamwidth, we can see the tradeoffs between the beam
width and node density as follows.
Let ρ denotes the UE density per unit area (ex. U E/m2 ), and θ is the beam angle. We
need to set the beam angle, such that the probability of always having nodes in the beam
coverage area is maximized, and meanwhile it reduces the number of participating UEs in
each random beamforming process to the minimum. To do so, we need to assume some
realistic expectations of node density and try to figure out the best beam angle to achieve
the goals above. 5G networks are supposed to serve as much as 106 UE per km2 or up to
one U E/m2 . Depending on the applications and scenarios, having such a huge density in an
ad-hoc network is rare. So, we will assume some node densities less than that and see what
is the best beam angle for each density.
Ultra-Dense Networks (UDN) consist of mmWave devices are suggested to work well
within 200m or less transmission range [29], and we assume that this is the typical
transmission range of each UE in our network. Now, to calculate the area of each beam, we
use the following equation:

BeamArea =


d2  π
(θ − sin(θ))
2 180

(4.11)

where d is the transmission range of each UE using mmWave, and θ is the beam angle (beam
width). Fig. 4.12 shows the relationship between beam angle and expected number of nodes
per beam.
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From Fig. 4.12, it is safe to say that we can start with small beam angle (beamwidth) to
perform the random beamforming to select the relay node (with the highest SINR). Then
we can increase the angle in the unusual case of having no UEs in the beam range, or the
existing UEs are too far such that the SINR is less than a pre-defined threshold. The network
is assumed to be a dense network with many cooperative users that are willing to participate
in any data forwarding process anytime they are selected as relays (using the RBF). So,
our opportunistic routing protocol can be described in terms of sender algorithm 4 and the
receiver behavior after that:
Algorithm 4 Sender Node Algorithm
1: Begin:
2: A node has a data packet for transmission;
3: Perform random beamforming in the direction of the destination with small angle (ex.
between 1-10 degrees).
4: if Receive feedback from nodes in that direction then
5:
if More than one node with received SINR ≥ threshold then
6:
Choose the one with the largest SINR and send data to it
7:
Go to End
8:
else if One node with received SINR ≥ threshold then
9:
Send data to it
10:
Go to End
11:
else
12:
Increase Beam Angle and go to line-3
13: else
14:
Increase Beam Angle and go to line-3
15: End
The other nodes in the network that have no data to sent will be listening all the time
using onmidirectional antennas. When receiving pilot data (the beamforming message) from
specific directions, they calculate the received SINR and send back the calculated SINR, as
well as the beam index, to the sending nodes. Once a node is selected as a relay (or the final
destination), the node will receive the data packets and decide what to do with it depending
on its location in the network. If packets are destined to them, then they will consume it.
Otherwise, they will keep forwarding it to the final destination using the location information
of themselves and the ones in the packet header about the destination location. Meanwhile,
the mobile nodes would always change their locations, Previous work in [58, 15, 34] assumed
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no or low mobility. Although some studies have been done on the mobility effect on the
system performance [8], We will assume the same about mobility for fair comparison with
these protocols in [58, 15, 34]. Eventhough, mobility of the devices participating in the
suggested routing protocol only have a limited effect on the overall expected performance as
it was proved in [8]. Finally, one can ask about how the mmWave devices power consumption
is compared to that of the devices using traditional sub-6GHz bands, and the answer to this
question has been reported in [6].

4.2.4

Performance Evaluation

To the best of our knowledge, the proposed protocol is the the first opportunistic routing
protocol that uses mmWave with the goal of maximizing end to end throughput, minimizing
the delay, and mitigating the interference effect on the overall system performance. So,
to evaluate its performance, we compared its per hop performance with some well known
previously developed protocols using the list of parameters in the Table 4.2. The same
comparison of performance can be generalized for the end to end performance evaluation.
Using the Random Beamforming (RBF) for selecting the relay nodes promises to reduce
the interference from other transmitting nodes because RBF is only using one relay and
a backoff timer to prevent other nodes from transmitting during the current transmission.
Also, better acheivable per hop throughput is realized because of the one relay node selection.
Finally, the expected overall delay (per hop per packet) is reduced in our protocol due to
the simpler MAC scheme we use. The performance of our suggested protocol is evaluated
based on the expected interference, achievable throughput, and the delay of delivering data
packets per hop and from end to end as in the following sections:

4.2.5

Interference Analysis

Assuming that at any time of the network operation, we have a total of n UEs with node
density ρ (U E/m2 ), the beam area as described in Eq (4.11), each node transmits with
a probability (α); then the number of transmitting nodes in the beam is given by ρα ×
BeamArea. Our contention prevention scheme assures that, whenever a node is selected as
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Figure 4.12: Expected number of nodes per beam for different beam angles and node
densities
Table 4.2: Performance Evaluation Parameters
Parameter
Beam Angle
Transmission Range
Node Density
Bandwidth (W)
Transmission Power
Noise (N0 )
Go
A
α
h0
Transceiver Efficiency η
TAck
TDCT S
TDIF S
TDRT S
TSIF S
Tprocessing
Max Buffer size
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Value
1-180 degrees
200 meters
0.001-1 nodes/m2
1000 MHz
1 Watt
-117 dB
20 dB
40.4 dB
2.17
Gamma
0.09842
3.709µ second
4µ second
34µ second
4.5366µ second
2.5µ second
10µ second
50 Packets

a relay, other nodes that lost in the competition will backoff for a specific time (proportional
to the propagation time of the packet and the expected hop distance), see Eq (4.12):

backof f T ime =

AvgD
+ PD
c

(4.12)

Where, Backof f T ime is the time the lost nodes will refrain transmitting or receiving
any packets. AvgD is the expected per hop distance (will be derived shortly). c is the speed
of light. And P D is the packet duration which is fixed for any network type and application.
Using such strategy would prevent the collision among the transmitting nodes in the
beam to a large extent and eliminate the need for clock synchronization among the nodes in
the network. But, interference is still possible in the following situations:
• Other nodes outside the beam want to send data to nodes within the beam during the
current transmission, see Fig. 4.13.
• Other nodes within the beam want to transmit at the same time as transmitters or
relays.
• The backoff time is not sufficient because of a large packet, the need for retransmission
or any other reason.
In all of these cases, interference may still occur with the following probability:

P (Interf erence) = (P1 + P2 )P3 ,

(4.13)

where P1 is the probability of a node outside the beam wanting to send a packet to a
node inside the beam during the current transmission, P2 is the probability of concurrent
transmission of other node within the beam during the current transmission, and P3 is the
probability that the backoff timer is not enough.
Obviously P1 can be expressed as follows:
P1 = P (dist(Rx1, Rx2) ≤ BeamBase)
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(4.14)

where P (dist(Rx1, Rx2) ≤ BeamBase is the probability of another node outside the beam
sending to a node within the beam during the current transmission, Rx1 is the destination
node for the current transmission, Rx2 is the destination for the outsider node that is within
the beam area, and BeamBase is the length of the beam base arc. P2 can be expressed as:

P2 = (ρα × BeamArea)

(4.15)

as explained earlier. Finally both P1 and P2 are only affecting the current transmission if
the backoff time (P3 ) is not enough. It is obvious that P3 is proportional to the transmission
distance per hop, namely P3 ∝ hop distance or P3 = constant ∗ HopDistance, because
the farther the receiving node, the more probable that the transmission will fail and needs
retransmission, or the more probable it will take longer time than the (backoff) time.
This interference can be mininized by minimizing the beamwidth, such that there will be
as few nodes in each beam as possible which would minimize the contention for transmission
and the interference with other transmissions happening at the same time. The other strategy
to minimize interference is to force the node working at the current time slice as a transmitter
or an intermediate relay to ignore any incoming pilot from other UE to compete for being
relay to other transmissions while having data to send or acting like a relay, which means
that it will not compete with other nodes in vicinity for other transmissions than the one it
is involved in during the current time slot.

4.2.6

Expected Per-Hop Throughput

To calculate the per-hop throughput we assume that the transmission range of each node is
r(θ), and the transmission power of all nodes is the same (to simplify calculations). Knowing
the transmission range of each node and the assumption of dense ad-hoc network allows us
to calculate the average distance per each hop as following [82]:

AvgD =

2r(θ)
3

(4.16)

Knowing the average distance between any two nodes in the network (which is also the
expected hop distance), the transmission power of each UE , the transmission and reception
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antenna gains (range between 14-17 dB for UEs in the 5G networks as suggested in [40]),
and the path loss of mmWaves, we can calculate the expected throughput per hop as follows
[79]:

T hroughputper−hop = ηW log2

Pt G0 h0 AAvgD−α
1+
N +I


(4.17)

where W is the signal bandwidth, η is the transceiver efficiency constant, Pt is the
transmitted power by each UE, G0 is the antenna gain corresponding to both main beams
aligned, h0 is the fading power at the main beam, A is the path loss intercept, AvgD is
the average hop distance, α is the path loss exponent, and N is the noise power. I is
the Interference power with the expected probability (the cross correlation) analysed in the
previous section and calculated as in [15].
Fig. 4.14 shows the comparison of the achievable throughput per hop (in Mbps) for
different hop distances and different conditions. It is shown by exptensive simulation that the
theoritical throughput (without taking the interference effects in consideration) is comparable
to that for indoor or Urban Microcells (UMi) environments because of the benefits of using
directional antennas and the mmWave frequencies. The derived interference expression (from
the previous section) is also showing the same trend as the other previously reported results.
It is clear that increasing the transmission distance (per hop) means reducing the maximum
achievable throughput because of the severe path loss of mmWave which again can be utilized
in dense networks to reduce interference with other concurrent transmissions. Also, the
acheivable throughput of our protocol is shown to be comparable to that is acheived with
no interference taken in consideration.

4.2.7

Average Delay Per Hop

Beside the propagation delay of packets between each transmitter and receiver nodes, our
protocol has other delay source that is resulted from the random beamforming process for
each transmission. So, the total delay per hop would be:

T = Tbeamf orming + Tdata .
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(4.18)

Figure 4.13: An illustration of possible Interference
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Figure 4.14: Achievable Throughput per Hop (in Mpbs) for Different Hop Distances
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where Tbeamf orming is the time duration of the beamforming process, and Tdata is the
time spent sending the data (frame duration). It is clear that this delay is less than that
produced by the protocols in [15, 34]. In [15], the delay includes the time to transmit
the packet and the overhead of the Directional MAC (D-MAC) and that includes the time
to transmit the Directional Ready To Send (DRTS), Directional Clear To Send (DCTS),
the Acknowledgement (ACK), three Short Inter-Frame Space (SIFS), and one Distributed
Coordination Function Inter-Frame Space (DIFS) [15]. On the other hand, the delay involved
in each packet transmission in [34] includes the time to transmit the packet and the protocol
timer that need to be expired before any node can send any packet [34]. Average delay per
each hop of our suggested protocol compared to those expected from [15, 34] is shown in the
Fig. 4.15 for different hop distances:

4.2.8

End to End Performance

To expand our performance analysis beyond single hop, we performed the following
simulation scenarios:
• First, we deployed the network with different numbers of nodes and dimensions of the
area (50 nodes in a 500 m X 500 m, 100 nodes in 1000m X 1000m, and 1000 nodes in
1000X1000m area) with random locations for the nodes each time.
• Then after specifying the number of nodes, the area dimensions, and the transmission
range of each node, we select transmitter and receiver nodes arbitrary.
• Then we calculate the path between the Tx and Rx nodes based on our suggested
algorithm.
• Using the derived equations and the simulation parameters mentioned in the Table 4.2,
we calculate the end to end delay and throughput for each scenario.
By assuming that the end to end throughput can not be more than the achievable
throughput per the longest hop, we got the results shown in 4.16 and 4.17:
And we can see that the expected end to end throughput and delay is better than
those achieved in the perviously suggested protocols as they take advantage of the random
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beamforming opportunistic nature, the huge available bandwidth for mmWave frequencies
(several GHz), and the narrow beams with less interference and competition among
transmitting and relay nodes.

4.2.9

Conclusions

In the first part of this chapter, we studied the feasibility of some well-known routing
protocols for mobile ad-hoc networks with mmWave frequency bands and showed how
utilizing mmWave frequencies can increase the network efficiency and delivery ratio. Several
parameters of the network have been adjusted and in each case the MANET with mmWave
was shown to be better than the Wi-Fi counterpart. Simulation using mmWave module of
the ns-3 simulator was used to confirm the results. Further investigation of the utilization
of mmWave frequencies in different types of Self-Organized Networks (SON) by utilizing the
unique features the mmWave frequencies offer for such networks is part of our future work.
In the second part of this chapter, a new opportunistic routing protocol for mobile ad hoc
networks that uses mmWave has been proposed. Mathematical performance analysis and
extensive simulation have been conducted and proved the feasibility and superiority of the
proposed protocol compared with other routing protocols in terms of interference mitigation,
achievable throughput improvement, and the average delay reduction. The same protocol
can be generalized for many applications like routing information among backhaul links, and
vehicular networks that uses mmWave frequencies. The investigation of such generalization
for different environments and working scenarios can be an interesting direction for future
work.
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