ABSTRACT We present semiempirical model atmospheres for the darkest parts of large sunspot umbrae, regions we call umbral cores. Our approach is based on general-purpose computational procedures that are applicable to different types of stellar atmospheres. We show that recent umbral intensity measurements of the spectral energy distribution may be accounted for by an umbral core atmospheric model that varies with time during the solar cycle; the observed center-limb variation can be accounted for by the properties of the model. Three umbral core models are presented, corresponding to the early, middle, and late phases of the solar cycle. These three models also may be regarded as having the properties of dark, average, and bright umbral cores respectively.
I. INTRODUCTION
Recent progress in intensity observations of sunspot umbrae has made it possible to carry out umbral model calculations at almost the same level of sophistication as for the quiet solar atmosphere. Such umbral model calculations help provide the physical description of sunspot structure and behavior that is needed for an understanding of the solar atmosphere and solar activity. Umbral models are also of interest because of their similarity to models of stars cooler than the Sun, and because umbral observations can provide higher quality spectral data than can be obtained from observations of cool stars.
Theories and observations of sunspots were reviewed at a 1981 conference at Sacramento Peak Observatory. Its proceedings include a reference model atmosphere calculation for sunspot umbrae by Avrett (1981) based on temperature distributions proposed by Albregtsen and Maltby (19816) for the atmospheric layers responsible for the visible and infrared spectrum, by Lites and Skumanich (1982) for the overlying chromospheric layers, and by Nicolas et al (1981) for the chromosphere-corona transition region above a sunspot. In the present paper we give an improved version of the Albregtsen and Maltby (19816) model for the deeper layers which replaces the corresponding portion of the Avrett (1981) reference model. The chromospheric and higher portions of the reference calculation are not affected by the new results we give here.
Despite considerable efforts by different observers, the center-limb variation of the umbral intensity was poorly known in 1981. More recent measurements of this variation for 10 sunspots have been described by Albregtsen, Jorâs, and Maltby (1984) . The model in the present paper also accounts for these observations. By considering only sunspots with umbral radii larger than 5", we show in § II that recent umbral intensity observations for large sunspots show a solar cycle variation as well as a center-limb variation of the umbra/photosphere intensity ratio. No dependence on other sunspot parameters, such as the 1 Institute of Theoretical Astrophysics, University of Oslo. 2 Harvard-Smithsonian Center for Astrophysics. size or type of sunspots, has been detected. Accordingly, we ignore these parameters in describing the darkest part of large umbrae.
Several authors, most recently van Ballegooijen (1984) , have argued for a two-component model of the umbral atmosphere. In calculating a one-component model and then searching for possible inconsistencies in this model, we do not find any that call for a two-component model of the umbral core. We also show that the solar cycle variation cannot be explained by a variation in the radiative flux of bright umbral dots from one sunspot to another, as suggested by Adjabshirzadeh and Koutchmy (1983) . We do not exclude the possible need for a two-component model in other parts of the umbra, where umbral dots are more apparent. The study by van Ballegooijen (1984) was based on observations that collected light from a large part of the umbra, whereas we base the discussion only on the darkest part of the umbra. His study is based on infrared line profiles, while our model is derived from continuum intensities.
In § III we summarize the model atmosphere data used in the calculations. The use of two independent computer codes gave us a unique test of computational accuracy and consistency. New opacity tables by Kurucz (see Avrett and Kurucz 1983 ) based on 1.7 x 10 7 atomic and molecular lines are used to study the effect of line absorption.
Up to this time, most semiempirical umbral models have been constructed by comparing theoretical umbra/ photosphere continuum intensity ratios with the corresponding ratios derived from observations. Here we also explore alternative approaches, including a direct comparison of umbral intensities on an absolute scale with calculated spectra.
II. OBSERVATIONAL DATA Quantitative sunspot intensity observations were pioneered by thermocouple measurements by Henry and Alexander (1847) , a study of the center-limb variation by Langley (1876) , and an investigation of the spectral energy distribution by Abbot and Fowle (1908) . The development of the field has been reviewed by several authors (e.g., Bray and Loughhead 1964; Zwaan 1965 ). Here we emphasize the importance of photoelec-trie photometry (Makita and Morimoto 1960; Jensen and Ofstad 1963) and the development of proper correction methods for stray light (Stumpff 1961; David and Elste 1962; Birkle and Mattig 1965; Zwaan 1965; Staveland 1972; Brahde 1974; luell and Staveland 1975) .
During the last two decades, improved observational methods and better correction procedures for stray light have led to increasingly reliable sunspot intensities. Whereas earlier measurements showed considerable disagreement between the results of different observers, the present accuracy allows us to study small changes in intensity from one large sunspot to another and to investigate the center-limb variation of a given sunspot. a) Limitation to Large Sunspots In the 1960s (e.g., Bray and Loughhead 1964) it was generally accepted that large sunspots were darker than small sunspots. Although significant intensity differences between large sunspots have been detected, we believe that there is presently no observational evidence for a systematic decrease in umbral brightness with increasing umbral diameter (see Rossbach and Schröter 1970; Mykland 1973; Zwaan 1974; Albregtsen and Maltby 1981a) . The increase in stray light corrections with decreasing sunspot size implies that the determination of the umbral brightness is very uncertain for small spots. Hence, we will restrict our discussion to large sunspots where the accuracy in the observations is relatively high. Albregtsen and Maltby (1981a) limited their analysis to sunspots having an uncertainty in the umbra/photosphere intensity ratio less than 0.015. As a result of this restriction, the sunspots in the analysis have umbral radii greater than 5". In the following we will aim for the same accuracy and restrict the discussion to large sunspots. The variation in umbral intensity from one observation to another will be accounted for by (1) the center-limb variation and (2) the solar cycle variation. We will show that an umbral core atmosphere, which is area-independent but which varies with the solar cycle, is consistent with the available data for large umbrae.
b) Center-Limb Variation
The importance of limb-darkening observations for the study of the temperature stratification in umbrae was emphasized by Minnaert and Wanders (1932) . Several observers, including Wilson (1895), Rodberg (1966), and Wittmann and Schröter (1969) , have observed the umbral limb-darkening to be considerably less than that of the photosphere, whereas other observers (e.g., Langley 1876; Staveland 1970; Albregtsen and Maltby 1981a) have been unable to detect any centerlimb variation in the umbra/photosphere intensity ratio. On the other hand, semiempirical umbral models (e.g., Zwaan 1974 Zwaan , 1975 Kollatschny ci al. 1980; Albregtsen and Maltby 1981h; Avrett 1981 ) predict a decrease in the umbra/ photosphere intensity ratio toward the limb, particularly for the infrared wavelength region.
Recently, the umbral limb-darkening was investigated for 10 large sunspots in the spectral region 0.387-2.35 pm by Albregtsen, Jorás, and Maltby (1984) . In contrast to previous authors, but in agreement with theoretical predictions, they found a significant decrease in the umbra/photosphere intensity ratio toward the limb. They argue that insufficient corrections for scattered light have prevented an earlier detection of this decrease. It is also of interest to note that the effect is most easily observable in the infrared, where few previous limbdarkening observations have been carried out. The umbra/ photosphere intensity ratio A) for a sunspot having index i may be written as
where p = cos 6 and 6 is the heliocentric angle. Albregtsen, Jorás, and Maltby (1984) were not able to detect any difference in limb-darkening between the 10 sunspots, and we adopt their result as representative of the limb-darkening of all large sunspots. Table 1 gives the results of a least-squares fit to the observed limb-darkening, based on the four best observed sunspots. By limiting the data to values of p > 0.3, we avoid the uncertainties caused by the large stray light corrections that occur in ground-based observations of sunspots near the limb due to perspective forshortening.
c) Solar Cycle Intensity Variation
The suggestion that the umbra/photosphere intensity ratio is a linear function of the phase in the solar cycle Maltby 1978, 1981a) was based on intensity observations with a limited coverage in heliocentric angle for each sunspot. The possible effect of the observed center-limb variation on this result was investigated by Albregtsen, Jorás, and Maltby (1984) . For each of 22 sunspots, they determined the value of the umbra/photosphere intensity ratio that corresponds to the disk center position. They found that the correlation between the umbra/photosphere intensity ratio </> M and the phase of the solar cycle cannot be accounted for by the umbral limbdarkening. In fact, the correlation remains high and practically unaltered after correction for the center-limb variation. Hence, after the correction for limb-darkening, the umbra/ photosphere intensity ratio still may be written as a linear function of the phase in the solar cycle, i.e.,
Here t is the time elapsed since the last minimum in the solar cycle, the duration of which is t 0 . The 1968-1982 observations at 1.67 pm and linear variations are shown in Figure 1 . The observations in Figure 1 and those at other wavelengths suggest that 4> u (p = 1, 2, t/t 0 ) increases faster with t/t 0 in cycle 21 than in cycle 20. Although the correlation between (j) u (p = 1, 2, t/t 0 ) and t/t 0 is higher when cycles 20 and 21 are discussed separately, we will here consider the two cycles together in order to keep the number of variables as low as possible. Table   TABLE 1 -(bottom) Observed umbra/photosphere intensity ratios, corrected for center-limb variation, vs. time. Observations cover cycle 20 (squares) and the first part of cycle 21 (triangles). All large sunspots observed during good seeing conditions are included. Least-squares regression lines are given, together with their 95% confidence limits, (top) The yearly mean sunspot numbers are shown for comparison. For a detailed discussion, see Albregtsen, Jorâs, and Maltby (1984) .
2 gives the numerical values for c(X) and d{À) as well as the probability (from Student's i-test) that d(X) does not differ from zero. This probability varies considerably from one wavelength to another, since not all sunspots are observed in all 10 wavelength regions. Uncertainties in d(X) for individual wavelength bands should not be used alone to evaluate the existence of the solar cycle variation of sunspot intensities. The variation implied by the data in the 10 wavelength bands taken together is more reliable than that implied by the data in any single band. 
Several ways of describing a time-dependent umbral atmosphere may be considered. Here we limit the discussion of the time dependence to the behavior in the early, middle, and late phases of the solar cycle, represented by the values t/t 0 = 0.1, 0.5, and 0.9 respectively. In Table 3 the umbra/photosphere intensity ratios corresponding to the disk center position = 1, X, t/t 0 ) are given for the three phases. Since the average sunspot latitude varies systematically throughout the solar cycle, (¡) u is also correlated with the sunspot latitude (correlation coefficient r = -0.63 at 1.67 /un). The correlation between (¡) u and phase in the solar cycle (r = 0.86 at 1.67 pim) is higher, and we refer to these correla- Albregtsen and Maltby (1981h) ; see Figure 1 of that paper and the references listed there. For 2 < 0.7 pm, they found that the spread in </> M reported by different observers is less than 0.05, i.e., considerably less than in similar comparisons based on data prior to 1970. For the infrared region the spread is somewhat larger, up to 0.15. As observers only occasionally observe the very same sunspots, it seems reasonable to attribute most of the disagreements to intrinsic differences between sunspots and to the effect of limb-darkening, since the spots are observed at different disk positions. We point out that these differences are practically identical to the range between minimum and maximum values derived by Albregtsen, Jorâs, and Maltby (1984) from their measurements of different large sunspots using the same equipment.
We conclude from this comparison of results from different observers that the average (broad-band) spectral distribution of the umbra/photosphere intensity ratio (corresponding to t/t 0 = 0.5) is relatively well determined between 0.387 and 2.35 ¿an. Further, it seems likely that the difference in results is mainly caused by a real change in intensity between large sunspots observed at different times and at different positions on the disk. We suggest that recent umbral intensity measurements of large sunspots may be accounted for by an umbral atmospheric model that varies only with the solar cycle and that limb darkening can be accounted for by the properties of the model. e) Umbral Dots and Umbral Temperature Variation We have seen in Figure 1 that the umbra/photosphere intensity ratio increases approximately linearly throughout the solar cycle. It has been suggested (e.g., Adjabshirzadeh and Koutchmy 1983) that a variation in the radiative flux of bright umbral dots from one sunspot to another could explain the solar cycle variation. However, as discussed by Albregtsen and Maltby (1981h) , a variation in the relative umbra! dot intensity or area would result in a maximum of the intensity amplitude in the visible part of the spectrum, whereas the observations show the intensity difference between different sunspot umbrae to reach a maximum around 1.6 ¿un. Thus, it seems unlikely that the solar cycle variation of the umbra/photosphere intensity ratio is caused by a variation in the dot area or dot intensity. It may also be of interest to note that Loughhead, Bray, and Tappere (1979) found the umbral dots to have less contrast in the darkest part of the umbra (i.e., the umbral core region under discussion) than in regions closer to the penumbra.
In principle, the solar cycle variation in the umbra/ photosphere ratio could be caused by a variation in the photospheric intensity. However, the flattening of the photospheric temperature gradient during the period 1976-1980 suggested by Livingston and Holweger (1982) cannot explain the umbral observations, since neither the magnitude nor the wavelength dependence fits the measured variation of </> M . While time variations in the photospheric limb-darkening (Rosen et al 1982) could have some significance, Petro et al (1984) have found that the time variations reported by Rosen et al. (1982) were caused by the inclusion of faculae near the limb. In the infrared, the possible influence of faculae on the solar cycle variation of the umbra is insignificant and may be neglected.
It is apparent from the measurements that a sunspot observed to be brighter than the average sunspot brightness at one wavelength is also brighter in most cases at the other wavelengths. Albregtsen, Jorâs, and Maltby (1984) have studied the solar cycle variation of the umbral brightness temperature with optical depth; they found that the brightness temperature changes during the solar cycle by approximately the same amount at all optical depths contributing to the intensity in their 10 wavelength regions. The best fit to the data is obtained by a solar cycle variation of the umbral core (the darkest part of large umbrae). In a preliminary model calculation , we have suggested that the umbral core brightness temperature increases by approximately 300 K from the beginning to the end of each solar cycle.
We note that the high correlation between the intensities of the umbra and the penumbra of the same sunspot suggests that the mechanism responsible for the solar cycle variation acts on the whole sunspot, and not only locally on the umbra. Here, however, we limit the discussion to the umbrae.
III. MODEL ATMOSPHERE CALCULATIONS
In the model calculations described here, we have been able to compare the results obtained with two independent computer codes. This comparison has allowed us to understand the discrepancies between the models published by Albregtsen and Maltby (198Ih) and Avrett (1981) . These discrepancies, now fully resolved, were caused by various differences in chemical composition, partition functions, molecular hydrogen equilibrium, and opacity data. The model atmosphere code of Kurucz (1970) has also been used to verify the results and to calculate detailed theoretical spectra from the atmospheric models (see Fig. 5 below). See Mathisen (1984) for a compilation of the relevant continuum opacity data. a) Chemical Composition Several compilations of solar element abundances have appeared during recent years (Ross and Aller 1976; Withbroe 1976; Hauge and Engvold 1977; Pagel 1977; Müller and Jappel 1977; Lambert 1978; Lambert and Luck 1978; Holweger 1979; Grevesse 1981 Grevesse , 1984a . Starting with Hauge and Engvold (1977) and , one finds that the solar abundance values (apart from He, Li, and some others) are remarkably similar to carbonaceous chondrite abundances (e.g., Grevesse 1984a, b); in most cases the differences are 0.05 dex or less. (The suggestion that chondrite meteorites give the best clue to the solar system abundances of nonvolatile elements dates back to Goldschmidt 1937.) In our calculations we have used the abundances given by Grevesse (1984a) ; this includes adopting a helium/hydrogen number ratio of 0.1, as recommended by Pagel ( 1982) .
Uncertainty in the element abundances introduces an uncertainty of several percent in a model calculation. Changing the helium abundance by 20% (see Grevesse 1984h) affects the calculated gas density near t 0 5 = 1 by ~4%. Change by 20% in the abundance of magnesium and iron, which provide most of the electrons near t 0 5 = 1, affect the calculated electron MALTBY ET AL.
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b) LTE Equation of State
We use results given by Traving, Baschek, and Holweger (1966) in determining the partition functions needed in the ionization equilibrium calculations. The lowering of the ionization potential is computed following Griem (1962) . In the model atmosphere calculations, we assume that the only molecule important to the equation of state is H 2 . Our calculation of molecular hydrogen dissociation equilibrium is based on results given by Tsuji (1973) . We also used new results by Kurucz (1985) and found a maximum deviation of 1.7% in the calculated density for our average umbral core model. In the spectrum calculations, complete molecular dissociation calculations were carried out by Kurucz using his model atmosphere program (Kurucz 1970 ) with dissociation energies and equilibrium constants recently compiled by Kurucz and J. Dragon at Los Alamos National Laboratory. c) Non-LTE Effects Avrett (1981) showed that departures from LTE can be significant in the region t 0 5 < 1 in determining the number of electrons produced by the ionization of magnesium and other metal atoms. For example, the Mg n number density in the non-LTE calculation was 1.4 times the LTE value for the same electron density. However, these photoionization calculations did not include the effects of lines in the spectrum. Avrett, Kurucz, and Loeser (1984) found that introducing realistic line opacities greatly reduced the calculated departures from LTE in the temperature-minimum region of the quiet Sun (see also Avrett 1985) . Such line opacities need to be included in order to properly evaluate the non-LTE ionization equilibrium of Mg, Fe, Na, and other atoms that contribute to the electron density. The computer resources were not available to us for those extensive calculations ; hence for the calculations reported here, we assumed LTE for the ionization of all atoms other than hydrogen.
d) Line Opacity
The umbral spectrum has considerably more spectral lines than does the photospheric spectrum. We have calculated the emergent spectrum both with continuum opacity sources alone and with the additional opacities from an extensive new compilation by Kurucz of atomic and molecular lines (see Kurucz 1985; Avrett and Kurucz 1983; Avrett, Kurucz, and Loeser 1984) . This opacity compilation does not yet treat Zeeman broadening and does not give good agreement with observations at all wavelengths. In the visible part of the umbral spectrum, over a hundred significant lines may occur per angstrom and be blended together. There are fewer lines in the infrared, so that the comparisons between observed and calculated line features can be made with greater reliability. Our spectrum synthesis calculations are described in § YVb.
IV. RESULTS OF MODEL CALCULATIONS
Until now practically all semiempirical models for the deeper layers of the umbra have been constructed by comparing the theoretical continuum umbra/photosphere intensity ratios with the observed ratios. The observed ratios have been obtained either directly by observing in the "continuum windows" (e.g., Michard 1953) or by applying correction factors for the spectral lines to broad-band intensity ratios (e.g., Albregtsen and Maltby 1981h ).
a) Preliminary Model
In order to illustrate the problems involved and to obtain a first approximation to the umbral model, we first follow this approach based on continuum ratios in some detail. In § IVh we consider alternative approaches and explore the use of more complete calculations.
In the visible part of the spectrum, the line haze prevents a reliable determination of the umbral continuum level. For example, in the wavelength region centered around 0.387 pm, the uncertainty is so large that no estimate of the continuum intensity has been made. For the other nine wavelength regions, high spectral resolution observations by Maltby (1970) , Engvold (1973) , Hall (1973) , and Andersen, Engvold, and Pettersen (1977) have been used to determine correction factors for the differences in line absorption between the umbra and the photosphere. In order to obtain the continuum umbra/ photosphere ratio </>£, we added values between 0.04 and -0.005 to the observed broad-band intensity ratios 0 M , as given in Table 4 . In contrast to the other wavelength bands, the region centered on 1.215 pm shows a stronger line absorption in the photosphere than in the umbra. These correction factors are determined from a rather limited number of high spectral resolution observations made relatively close to the disk center. Hence, we have to assume that these spectra are representative and that the spectral characteristics do not change markedly from one sunspot to another. The increased line haze in the umbral spectrum as compared to the photospheric spectrum adds to the uncertainty in the determination of the correction factors in the visible spectrum. In some of the infrared wavelength regions/the line haze is negligible and the derived values of the correction factors <p c u -(j) u seem reliable. Let us consider the observed umbra/photosphere intensity ratio at the midphase epoch in the solar cycle. The observed ratios at midphase may be considered as representative for an " average " umbral core of a large sunspot situated at disk center.
The observations give two sets of data, i.e., the spectral distribution for the disk center (Table 3 ) and the center-limb variation of the umbra/photosphere intensity ratio (Table 1) . In this paper we try to find an umbral model that fits both sets of data. We note that the determination of the spectral distribution for the disk center is based on a considerably larger set of data than that of the limb-darkening dependence.
The advantage of using the umbra/photosphere intensity ratio in comparisons between observations and models arises from the fact that the spectral absorption introduced by Earth's atmosphere is approximately the same in both umbral and photospheric spectra (see Fig. 5 below) . The disadvantage is that inaccuracies in the photospheric model will influence the umbral model. In an attempt to minimize the effect of uncertainties in the photospheric model, Kjeldseth Moe et al. (1983) have discussed the problem of how to derive a selfconsistent photospheric model. The reference photospheric model adopted here is given in Appendix A.
Assuming LTE and only continuum opacities, we have determined the umbral core model M L based on trial-anderror adjustments of T(t 0 5 ) to obtain a best fit between the computed and observed midcycle umbra/photosphere continuum intensity ratios in our 10 wavelength bands. Given T(to. 5 ), the densities are found assuming hydrostatic equilibrium and LTE ionization equilibrium. The magnetic buoyancy force is likely to be small in the center of the sunspot (e.g., Giovanelli 1982; Maltby 1984) and has been neglected. Model M l is listed in Table 5 .
In Figure 2 we compare the observed and computed continuum umbra/photosphere intensity ratios at disk center, (fi = 1), for the 10 wavelength regions. It appears that the preliminary model M l fits the data at nine wavelength regions within the uncertainty of the observations, A(/) c u = 0.015. In Figure 3 we show the calculated continuum brightness temperature versus wavelength at disk center, for both photosphere and umbra, along with observed umbral continuum values, obtained from (¡) u after corrections for spectral lines. Whereas the corrections for spectral lines are relatively small in the infrared wavelength regions 1.215-2.09 /un, the fractional corrections are considerable at 2.35 /¿m and in the visible bands. At 0.579 and 0 669, the continuum brightness temperatures are ~300 K above the observed brightness temperature as averaged over the bandwidth (see Table 6 ). Further study of the umbra! line haze is needed. Table 4 ). For the 0.387 pm region, the correction is unknown. Fig. 3 .-Wavelength dependence of the umbral continuum brightness temperature at disk center for the preliminary model M L . Observed values (triangles) corrected for the effect of spectral lines. (For the 0.387 gm region the correction is unknown.) Absolute umbral intensities obtained by multiplying the observed continuum umbra/photosphere intensity ratio by the absolute continuum photospheric intensity. The photospheric continuum brightness temperature is shown for comparison at the top.
Although the available data for the center-limb variation of the umbra/photosphere intensity ratio are limited, it is of interest to compare the measurements with the values computed from model M L . The observed center-limb variation is described with sufficient accuracy with the linear relation </> u = a(X) + b(X) x ¡i for disk positions 1 > ¿í > 0.3. Figure 4 gives the observed b values (from Table 1 ) and the calculated values as functions of wavelength. The theoretical model M L predicts the infrared umbral limb darkening to be considerably greater than that of the photosphere, in agreement with recent observations. Taking the uncertainty in the observations into account, the differences between the predictions of model M L and the observations appear to be within the error bars at most wavelengths. We have to treat this agreement with caution, since we do not know how the correction factors </>£ -</> M vary with heliocentric angle. In the next section we consider different ways of improving model M L . b) Model for an "Average" Umbral Core The comparison between observed and calculated values may be made either by using the umbra/photosphere intensity ratios or by using absolute intensities. The absolute umbral intensities are obtained by a multiplication of the observed umbra/photosphere intensity ratio by the absolute photospheric intensity. It is apparent that in many of the wavelength regions under study the solar spectral lines dominate the spectrum. With sufficient atomic and molecular data included in the computer program, high spectral resolution umbral and photospheric spectra may be calculated and the intensity ratio directly compared with the observations listed in Table 3 . This direct approach has not been used earlier in umbral model calculations, due to the lack of sufficient line opacity data. Also, both the umbra and the photospheric spectra are influenced by absorption in Earth's atmosphere, and it is important to be aware of the effects of this absorption in the analysis. In the following we explore this possibility, which allows us to compare the absolute umbral intensity with the results of the umbral model calculations.
We calculate synthetic high-resolution spectra by the use of a new (1984) compilation by Kurucz of atomic and molecular line opacities. As an example we show in Figure 5 a small section of the umbral and photospheric synthetic spectra near 2.35 fim together with the spectra observed by Hall (1973) . We note the importance of taking terrestrial lines into account. Figure 5 shows good agreement between calculations and observations. This agreement is better than we find in general. Apart from Zeeman splitting, we find that reasonable fits between theory and observations can be obtained in all the infrared wavelength bands (0.876, 1.215, 1.54, 1.67, 1.73, 2.09, and 2.35 ¿¿m). The agreement is poor in the visible wavelength regions (0.387, 0.579, 0.669 ¡mi) . High spectral resolution FTS spectra made available to us by J. W. Brault and O. Engvold show greater amounts of line absorption than we calculate in these visible wavelength bands. The discrepancies appear to be due to uncertainties in the strengths of TiO lines and to missing atomic lines; see Kurucz (1985) . These exploratory comparisons of theory and observations were carried out using a midphase umbral core model M, which is the same as model M l except model M is extended into the temperature minimum region and chromosphere and incorporates non-LTE effects in hydrogen and H -(see Vernazza, Avrett, andLoeser 1973 .
We chose the minimum temperature value 3400 K for model M in order to obtain the agreement at the centers of the strongest CO lines shown in Figure 5 . Otherwise we did not use these calculated spectra to determine the models because (1) additional work on the line list is needed before we can obtain results similar to those in Figure 5 in the other wavelength bands, and (2) particular care is necessary to deal with the solar and terrestrial lines separately. Currently, it is easier to use observed spectra to determine continuum intensity versus integrated intensity, since in this case it is not necessary to distinguish between solar and terrestrial lines.
We have calculated the average intensity in each of the 10 wavelength bands, using a table of the atomic and molecular line opacities sampled at ~ 1 Â wavelength intervals and interpolated from values determined at 20 pressure values and 50 temperatures. Figure 6 shows the brightness temperatures calculated from model M, with continuous opacities alone and with the line opacities included. This figure also shows the corresponding results for models E and L, discussed below. It is apparent that solar lines are of principal importance in all bands except those at 1.215-2.09 /un. Note that these results do not include the effects of terrestrial line absorption. Table 6 shows a comparison of observed and calculated (model M) brightness temperatures. Taking into account the uncertainties in the observations, we find observed and calculated continuum values to be in reasonable agreement. With line opacities included in the calculations, the observed temperature is lower than the calculated value for most wavelength bands. A similar comparison for the photosphere shows the same tendency. We note that the calculated values given in Table 6 only include the effect of solar lines, whereas the average observed intensity in each of the 10 wavelength bands also is influenced by line absorption in Earth's atmosphere. In the present paper we do not carry this comparison further but let the model rely mainly on the continuum values.
The center-limb variation calculated from model M, with continuous opacities alone and with the line opacities included, is plotted in Figure 7 . The corresponding results for models E and L with line opacities included are shown for comparison. The atmospheric parameters defining model M are listed in Table 7 .
c) Model Variation with Solar Cycle
We have earlier ) estimated that the solar cycle variation of the umbral core temperature corresponds to an increase by ~ 300 K from the beginning to the end of each solar cycle. Here we present, in addition to model M, two models, E and L, that are representative for the early and late phases of the solar cycle respectively. The early, middle, and late phases of the solar cycle are defined as corresponding to t/t 0 = 0.1, 0.5, and 0.9 respectively, where t is the time elapsed since the last minimum and t 0 is the duration of the solar cycle. Models E and L may also be regarded as representative darker and brighter models compared to model M, which may be Hall's (1973) atlas. The top two panels show the disk spectrum, the bottom two the spot spectrum. The upper panel of each pair shows (1) the calculated solar spectrum, (2) the approximate atmospheric transmission spectrum computed with the Air Force line list (Rothman et al. 1983 ) for the atmospheric conditions at Kitt Peak when the observations were made, and (3) the calculated solar spectrum transmitted through the atmosphere. The lower panel repeats the transmitted spectrum, plots it instrumentally broadened to resolving power of 110,000, and shows the observed spectrum for comparison. Vertical bars mark the wavelength positions of all lines deeper than 2%. By accident, there are no significant atomic lines in this wavelength region. regarded as an average umbral core model. The T(t 0 5 ) relations for the three models are shown in Figure 8 .
In calculating models E and L, we have followed essentially the same procedure as described for model M. The two models are colder (E) and hotter (L) than the M model but show nearly the same center-limb variation (Fig. 7) . Models E and L are presented in Tables 8 and 9 respectively.
V. PHYSICAL CONDITIONS IN THE UMBRAL CORE
Model M may be regarded as an improved version of the Albregtsen and Maltby (1981b) model for the deeper umbral layers. Model M supersedes the corresponding portion of the Avrett (1981) reference model.
The height dependences for several physical parameters in model M are shown in Figure 9 (see also Table 7 ). The turbulent pressure is small in this part of the atmosphere, and hence the gas pressure is essentially the same as the total pressure P in Figure 9 . This figure shows the importance of molecular hydrogen in the umbra; the ratio of atomic hydrogen to total hydrogen has a minimum value of 0.78 at a height of 100 km. Only in the deepest observable layers (heights below -40 km), does hydrogen contribute significantly, to the umbral electron density. Figure 10 shows the relative electron contributions computed from model M. It is apparent that any uncertainty in the abundance of elements such as Mg, Fe, Na, and Ca will directly influence the uncertainty in the model (see Appendix B). Bray and Loughhead (1964) and Zwaan (1965) have given extensive reviews of the early attempts by Michard (1953) and Mattig (1958) to construct umbral models. A series of semiempirical umbral models have been published (e.g., Jakimiec 1965; Fricke and Elsässer 1965; van't Veer 1963 van't Veer , 1966 Hénoux 1969; Stellmacher and Wiehr 1970; Kneer 1972; Kjeldseth Moe and Maltby 1974; Zwaan 1974 Zwaan , 1975 Stellmacher and Wiehr 1975; Kollatschny et al. 1980; Albregtsen and Maltby 1981b; Avrett 1981; Staude 1981; Lites and Skumanich 1982; Adjabshirzadeh and Koutchmy 1983; Staude et al. 1983; van Ballegooijen 1984) . Some of the early umbral models (e.g., Michard 1953; van't Veer 1963) were rather transparent compared to the photospheric models. As pointed out by Jensen and Maltby (1965) , transparent models would predict that hotter regions surrounding the umbra would be observable when the spot is situated away from the disk center. Recent models, on the other hand, show the umbra to be about as opaque as the photosphere; hence in one-component models the horizontal variation of physical parameters may be neglected. The model by Ajabshirzadeh and Koutchmy (1983) has two components, so that the opacity has a horizontal variation. Recent models are based on better observational material and hence should be more reliable than earlier ones, but a critical evaluation of the models has not been carried out.
VI. COMPARISON WITH OTHER MODELS
A direct comparison of published one-component models shows relatively large differences between the models. Part of such differences may be due to the observed solar cycle variation of the umbral intensities. If the range from "cold" to "hot" umbral models is to be accounted for by solar cycle differences between different sunspots, our models E and L should be close to the coldest and hottest models respectively. We find model L to be slightly hotter around t 0 5 = l than the relatively hot models by Zwaan (1974) and Koïlatschny et al. (1980) . Model E is not too different from the cold model of Kjeldseth Moe and Maltby (1974) . It is also of interest to compare model E with the dark component in the twocomponent model of Adjabshirzadeh and Koutchmy (1983) . Here we find temperature differences less than 80 K for log t o.5 > -0.2. Thus, model E resembles the coldest models, whereas model L resembles the hottest models published during recent years.
In Figure 11 we compare the midcycle umbral model (M) with two recently published models, by Staude et al. (1983) and van Ballegooijen (1984) . From the T(t 0 5 ) relations shown in Figure 11 it appears that these models differ mainly in the shape and magnitude of the T(t 0 5 ) relations for t 0 .5 > 1.
Since the three models have been calculated with different computer codes and input parameters, differences other than those caused by the different r(T 0 5 ) relations may occur. In order to minimize these other effects we have recalculated the models with our computer code. In Figure 12 the predicted continuum umbra/photosphere intensity ratios are compared with the observed ratios. Although model M gives a slightly better fit to the data than does the model by van Ballegooijen (1984) , the deviations for both models are within the uncertainty of the observations. The model by Staude et al. (1983) , which is based on the Stellmacher and Wiehr (1975) 
Vol. 306 298 Fig. 11 .-Relations between umbral temperature T and optical depth t 0 5 , for the models by Staude et al (1983) and van Ballegooijen (1984, model A) , shown together with model M.
this part of the umbral atmosphere, appears to predict intensities that are too low in the infrared wavelength region (A > 1.7 /im).
It has been argued (e.g., Kollatschny et al 1980) that the umbral model may be constructed by scaling the quiet Sun model, T 0 (t), to T eff = 4000 K. We find that a scaling factor T u (t)/T 0 (t) = 0.67 may give a first approximation to an umbral model. However, two problems do occur. The first problem is that the scaled model becomes too cold in layers above i 0 5 = 1. The second problem is that the models that fit the infrared observations (/I > 1 /un) do not agree with the observations in the visible part of the spectrum. Thus, further adjustments to a scaled model have to be applied before arriving at an umbral model that represents the observations.
In Figure 13 we show the difference in umbra/photosphere intensity ratios between disk center and heliocentric angle 0 = 60° (/¿ = 0.5). A reasonable fit to the observations is obtained both for the model by van Ballegooijen (1984) and model M, whereas the model by Staude et al. (1983) deviates significantly from the observations for wavelengths between 0.7 and 1.5 /¿m.
For the same three models, we show in Figure 14 the radiative flux, integrated over wavelength, as a function of depth. Whereas model M varies relatively smoothly with depth, the models by both Staude et al. (1983) and van Ballegooijen (1984) show more complicated variations. Of particular interest is the comparison of the model by van Ballegooijen (1984) and model M. Since the fit to the observed intensities (see Figs. 12 and 13) is slightly better for model M, one may argue that the transition from radiative to another form of energy transport will occur with a monotomic decrease in radiative energy with depth. However, this conclusion cannot be entirely unqualified, since the oscillatory variations of the radiative flux in the model of van Ballegooijen are within the uncertainties introduced by observational limits. This is demonstrated by the deviations between observed and calculated intensities for van Ballegooijen's model being comparable to, but not exceeding, the uncertainties in the observations. VII. CONCLUDING REMARKS This paper shows that the available observations of the intensities orginating in the deeper layers of the umbral core may be represented by a one-component model. The accuracy of such a model is limited by uncertainties in the observations, the relatively poor knowledge of the helium and metal abundances, uncertainties due to non-LTE effects, and the uncertain opacity due to lines in the spectrum. Our umbral core model M agrees with available observations as well as or better than other published models and has a smoother variation of the integrated flux with depth than other models. We also draw attention to the value of direct comparison of observed and calculated spectra ( -Observed continuum umbra/photosphere intensity ratios at disk center compared with the predicted intensity ratios for the models of Staude et al (1983) and van Ballegooijen (1984, model A) as well as model M. The same computer code was used to obtain the three sets of intensity ratios from the three given temperature distributions. Staude et al. (1983 ) --van Ballegooijen (1984 this work, model M ^ observed ( The observations may be explained by a solar cycle variation in the umbral temperature. The dark umbral model (E) may be compared with the bright model (L) in order to establish a range within which most umbral core models are likely to fall. Model M may be regarded as an average core model, replacing the model given by Albregtsen and Maltby (1981b) and the corresponding portion of the Avrett (1981) reference model.
The authors are grateful to Mr. F. Albregtsen for his contribution to the early phases of this work and to Dr. T. L. John for communicating his results on H~ free-free absorption (see Mathisen 1984) . This research was supported by the Norwegian Research Council for Science and the Humanities, the Norwegian Marshall Fund, and NASA grant NSG-7054. Values of the absolute photospheric intensity for the disk center are available throughout the 0.387-2.35 /mi wavelength range. However, the accuracy in the measurements differs from one wavelength region to another. For wavelengths 0.33 < À < 1.25 /un, the absolute continuum intensity is determined with high accuracy (<1%) by Labs (1981, 1984) , i.e., based on their earlier measurements (Labs and Neckel 1967) .
In the infrared region (1.25-2.5 /mi), the uncertainty is larger, since only relative measurements have been made. The most reliable observations of the relative energy distribution in this spectral region appear to be those of Pierce (1954) . The data of Pierce (1954) were converted to an absolute scale by Vernazza, Avrett, and Loeser (1976) , but as pointed out by Avrett (1977) this conversion does not produce an optimal fit between the data of Pierce (1954) and those of Labs and Neckel (1967) .
In order to obtain a smooth fit of the brightness temperature versus wavelength in the wavelength region 1-1.5 /¿m, we found it necessary to select another conversion factor than the one suggested by Avrett (1977) . Here we take into account that less weight should be given to the data by Pierce (1954) in the wavelength region around 1.1 /un, since the sensitivity of his equipment was relatively low in this region. The smoothest fit of T b (X) (for 2 = 1.0-1.5 /an) was obtained by normalizing the central brightness temperature to 6400 K at 1.2986 /un. This implies that the intensity at this wavelength is 693.89 W cm -2 sr -1 /an" 1 . Table 10 lists the relative intensities from Pierce (1954) , the absolute intensities determined by this normalization, and the corresponding central brightness temperatures.
This normalization of the infrared intensities for the disk center suggests a slight modification of the Vernazza, Avrett, and Loeser (1976) model for the deeper parts of the photosphere. We have constructed a reference model for the quiet Sun that gives the smooth wavelength dependence of T b (jLi = 1) shown in Figure 15 . The model was calculated without taking spectral lines into account. In this figure we plot for comparison the normalized Pierce infrared brightness temperatures from Table 10 . We also plot the central brightness temperatures in the range 0.33-1.25 /an from Table VII of Neckel and Labs (1984) , which represent the highest observed maxima in this wavelength range.
Our reference model for the quiet Sun is listed in Table 11 . The photospheric portion of this model was used by Kjeldseth Moe et al. (1983) to discuss the effect of the granular contrast field on the center-limb intensity variation. The model parameters in the temperature minimum region and the low chromosphere are the new values given by Avrett, Kurucz, and Loeser (1984) . See also Avrett (1985) . This new model accounts for the 135-168 nm observations and recent microwave measurements and is also consistent with observations of the Ca n and Mg n lines. The quiet Sun model used in this study includes both the improvement in the deeper layers as well as that near the temperature minimum.
APPENDIX B INFLUENCE OF UNCERTAINTIES IN ABUNDANCE VALUES ON MODEL CALCULATIONS
Substantial uncertainties caused by deviations from LTE may occur. However, close to optical depth unity at 0.5 /mi, other factors limit the accuracy. The uncertainty in the bound-free absorption of H " is obviously a limiting factor. The present accuracy of l%-2% in the H~ opacity (Wishart 1979) suggests that model calculations can be no better than this order of accuracy. Other uncertainties are considered below. Consider the effects of a change in the H -free-free cross section. We have compared two model atmospheres with the same T(t 0 5 ) relation, but with the H _ free-free absorption calculated by John (1979) and Stilley and Callaway (1970) respectively. This change in H" free-free absorption had practically no effect (~0.2%) on the gas pressure as a function of height, because the H~ free-free absorption is negligible compared to the H" bound-free absorption at the reference wavelength, 0.5 /mi, and because T(to. 5 ) is the same in the two cases. On the other hand, the accuracy of a model based only on infrared intensities will depend directly on the accuracy of the H ~ free-free absorption coefficient.
Next, we turn to the effect of choosing different abundance values. In order to illustrate the effect we present two examples. 1. The high abundance of He and the difficulties involved in determining its solar abundance (see Grevesse 1984h) suggest that the effects of He should be considered. Within the layers contributing to the continuum intensities, the ionization of He is neglible. Apart from a small contribution from He" the contribution from He to the absorption coefficient is not significant for the deeper layers of an umbral model. Hence, He acts as a passive ingredient. Even so, let us consider the effect of changing the He abundance from 11.0 to 10.9 [on a scale where log iV(H) =12] but keeping the same temperature T as a function of the mass column density m. Neglecting turbulent pressure, this means that the gas pressure P g equals mg (from the equation of hydrostatic equilibrium), and the relationship between P g and T remains unchanged. The density, on the other hand, decreases by 4% for 0.1 < t 0 5 < 10 (This number may be estimated without a detailed calculation by noting that the density is given by p ae rc H m H + n He m He , while P g = n/cT, where n ae rc H + n He ). The corresponding decrease in height is 10 km between t 0 5 = 0.1 and 10, whereas the increase in t 0 5 is 6%-8%. Thus, the uncertainty in the He abundance implies that the model cannot be determined with an absolute accuracy better than a few percent.
2. The model calculation depends also on the abundance of elements that contribute to the electron density. For a cold atmosphere like the umbra, the electron contributions from C, Na, Mg, Al, Si, K, Ca, and Fe are of interest. Avrett (1981, Table 2) found that Mg contributes more than one-third of the electrons around t 0 5 = 1. In order to illustrate the influence of the uncertainty in the Mg abundance, we have calculated two umbral models with the same T(t 0 5 ) relation, but with Mg abundances equal to 7.5 and 7.6 respectively. In these models the relative electron contribution from Mg increases steadily with optical depth (for t 0 5 > 0.1) and reaches a maximum, close to 50%, around t 0 5 ae 2. Comparing the two models, we find that a reduction in the abundance of Mg from 7.6 to 7.5 produces a reduction in the electron pressure. The fractional reduction in electron pressure reaches a maximum of close to 5% around t 0 5 ä 2. The corresponding fractional increases in the gas pressure P g and mass column m reach maxima of 3%. Also in this example the density will be altered, whereas the height difference between t 0 5 = 0.1 and 10 is only changed by 1.5 km. In this example, where the T -t 0 5 relation is kept constant, the model changes are more complex than in the previous example, since different electron densities are required to produce the same optical depth values.
Comparing the various solar Mg abundance determinations with that for carbonaceous chondrites, an uncertainty of ~ +0.05 (on the log abundance scale) is suggested. Thus, the uncertainty in the Mg abundance will introduce uncertainties in the model parameters of l%-3%.
It appears that the uncertainties in the photosphere element abundances cannot be neglected. For an umbral model the present uncertainties in the He and Mg abundances restrict the accuracy in the model calculations to a few percent. For a hotter or colder model, other uncertainties will be important.
