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Abstract
We consider the second order boundary value problem
−u′′(t)= a(t)f (u(t)), 0 < t < 1,
u(0)= u(1)= 0,
where a(t) ∈ Lp[0,1] for some p  1 and has countably many singularities in [0,1/2).
We show that there exist countably many positive solutions using Hölder’s inequality and
Krasnosel’skiı˘’s fixed point theorem for operators on a cone.  2002 Elsevier Science
(USA). All rights reserved.
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1. Introduction
The study of the existence of positive solutions for boundary value problems
via cone theoretic techniques has evolved rapidly. Early works, see, for example,
[1–6] and references therein, focused mainly on problems where the inhomoge-
neous term was continuous and either sublinear or superlinear at 0 and ∞. These
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works established the existence of either one or two positive solutions using a
fixed point theorem due to Krasnosel’skiı˘ [7]. The study progressed to include
singular problems (e.g., [8,9]), triple positive solutions (e.g., [10,11]), and prob-
lems with arbitrarily many solutions [12]. Many of these latter papers used a fixed
point theorem due to Leggett and Williams [13]. The study has recently turned
to determining the existence of infinitely many solutions of boundary value prob-
lems; see, for example, [14–17]. For a thorough treatment of the subject of pos-
itive solutions of boundary value problems the reader is directed to the excellent
book by Agarwal et al. [18].
In this paper, we extend the work of Kosmatov [16]. In [16], the author
considered the boundary value problem −u′′ = a(t)f (u(t)), 0 < t < 1, u(0) =
u(1) = 0, where a(t) = |1/2 − t|−ε and f is continuous. The author showed
that if f satisfies certain growth conditions, then the boundary value problem
has infinitely many positive solutions.
We consider the differential equation
−u′′(t)= a(t)f (u(t)), 0 < t < 1, (1)
with solutions satisfying the conjugate boundary conditions
u(0)= u(1)= 0, (2)
where f is a nonnegative continuous function. We assume that a(t) satisfies the
following conditions:
(A.1) there exists a sequence {ti}∞i=1 such that 1/2 > t1, ti ↓ t0  0 and
limt→ti a(t)=+∞ for all i = 1,2, . . . ;
(A.2) there exists m> 0 such that a(t)m for all t ∈ [t0,1− t0];
(A.3) there exists a p  1 such that a(t) ∈ Lp[0,1].
We show that if a(t) satisfies conditions (A.1)–(A.3) and if f satisfies oscillatory
like growth about a wedge, then the boundary value problem (1), (2) has infinitely
many solutions.
In Section 2, we provide some necessary background. In particular, we state a
fixed point theorem due to Krasnosel’skiı˘ and Hölder’s inequality. We also look
at some properties of the Green’s function associated with the boundary value
problem (1), (2). In Section 3, we present our main result as well as provide an
example of a family of functions a(t) that satisfy conditions (A.1)–(A.3).
2. Preliminaries
Let G(t, s) denote the Green’s function of
−u′′ = 0 (3)
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satisfying (2). It is well known that fixed points of the operator
T u(t)=
1∫
0
G(t, s)a(s)f (u(s)) ds, 0 t  1, (4)
are solutions of (1), (2). We use Krasnosel’skiı˘’s fixed point theorem, which
employs cones in a Banach space, to establish the existence of fixed points of (4).
Definition 1. Let B be a Banach space and let P ⊂ B be a closed nonempty subset
of B. Then P is a cone provided
(1) αu+ βv ∈ P for all u,v ∈P and for all α,β  0, and
(2) u,−u ∈P implies u≡ 0.
Theorem 1 (Krasnosel’skiı˘). Let B be a Banach space and let P ⊂ B be a cone.
Assume Ω1,Ω2 are open subsets of B such that 0 ∈Ω1 ⊂Ω1 ⊂Ω2. Suppose that
T :P ∩ (Ω2 \Ω1)→ P
is a completely continuous operator such that, either
(1) ‖T u‖ ‖u‖, u ∈P ∩ ∂Ω1, and ‖T u‖ ‖u‖, u ∈P ∩ ∂Ω2, or
(2) ‖T u‖ ‖u‖, u ∈P ∩ ∂Ω1, and ‖T u‖ ‖u‖, u ∈P ∩ ∂Ω2.
Then T has a fixed point in P ∩ (Ω2 \Ω1).
The Green’s function for (3), (2) is
G(t, s)=
{
t (1− s), 0 t  s  1,
s(1− t), 0 s  t  1, (5)
and satisfies
min
t∈[τ,1−τ ]G(t, s) τG(s, s) τG(t
′, s) 0, t ′, s ∈ [0,1]. (6)
We use the inequality (6) to define our cones. In particular, let B = C[0,1] be
endowed with the norm ‖u‖ = maxt∈[0,1] |u(t)|. For a fixed τ ∈ [t0,1/2), define
the cone Pτ ⊂ B by
Pτ =
{
u(t) ∈ B | u(t) 0 on [0,1], min
t∈[τ,1−τ ]u(t) τ‖u‖
}
. (7)
Theorem 1 requires that the operator T be completely continuous and cone
preserving. If T is continuous and compact, then it is completely continuous. The
next lemma shows that T :Pτ → Pτ for τ ∈ [0,1/2) and that T is continuous and
compact.
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Lemma 2. The operator T is completely continuous and T :Pτ → Pτ for each
τ ∈ [0,1/2).
Proof. Fix τ ∈ [0,1/2). Since a(s)f (u(s))  0 for all s ∈ [0,1] and for all
u ∈ Pτ and since G(t, s) 0 for all t, s ∈ [0,1], then T u(t) 0 for all t ∈ [0,1]
and u ∈ Pτ .
Let u ∈ Pτ . By (4) and (6) we have
min
t∈[τ,1−τ ]T u(t)= mint∈[τ,1−τ ]
1∫
0
G(t, s)a(s)f (u(s)) ds

1∫
0
min
t∈[τ,1−τ ]G(t, s)a(s)f (u(s)) ds

1∫
0
τG(t ′, s)a(s)f (u(s)) ds
= τT u(t ′)
for all t ′ ∈ [0,1]. Thus,
min
t∈[τ,1−τ ]T u(t) τ‖T u‖.
Clearly the operator (4) is continuous. By the Arzela–Ascoli theorem T
is compact. Hence, the operator T is completely continuous and the proof is
complete. ✷
In order to establish some of the norm inequalities in Theorem 1 we will
need Hölder’s inequality. We use standard notation of Lp[a, b] for the space of
measurable functions such that
b∫
a
|f (x)|p dx <∞,
where the integral is understood in the Lebesgue sense. The norm on Lp[a, b],
‖ · ‖, is defined by
‖f ‖p =
( b∫
a
|f (x)|p dx
)1/p
.
Theorem 3 (Hölder). Let f ∈ Lp[a, b] and g ∈ Lq [a, b], where p > 1 and
1/p+ 1/q = 1. Then fg ∈L1[a, b] and, moreover,
‖fg‖1  ‖f ‖p‖g‖q .
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Let f ∈ L1[a, b] and g ∈ L∞[a, b]. Then fg ∈L1[a, b] and
‖fg‖1  ‖f ‖1‖g‖∞.
We also need some auxiliary results concerning the Green’s function G(t, s).
Lemma 4. For all q > 0, G(t, ·) ∈ Lq [0,1],
max
t∈[0,1]
‖G(t, ·)‖q = 14
(
1
q + 1
)1/q
. (8)
Furthermore,
max
t∈[0,1]‖G(t, ·)‖∞ =
1
4
. (9)
Proof. Let τ ∈ [0,1/2). Then,
1−τ∫
τ
G(t, s)q ds =
(
1
q + 1
)(
tq (1− t)q − τq+1((1− t)q + tq)). (10)
In particular, if τ = 0, then
1∫
0
G(t, s)q ds =
(
1
q + 1
)
tq (1− t)q (11)
from which (8) immediately follows. Let q→∞ in (8) to obtain (9). ✷
3. Main result and examples
In this section we present our main result. We also provide an example of a
family of functions a(t) that satisfies conditions (A.1)–(A.3).
Theorem 5. Assume that a(t) satisfies (A.1)–(A.3). Let {τk}∞k=1 be such that
tk+1 < τk < tk, k = 1,2, . . . . Let {ak}∞k=1 and {bk}∞k=1 be such that
ak+1 < τkbk < bk < Cbk < ak, k = 1,2, . . . ,
where
C = max
{
2
m(1/4− t21 )
,
8
‖a‖p ,2
}
.
For each natural number k assume that f satisfies
(H.1) f (z)Mak for all z ∈ [0, ak], where M  4/‖a‖p , and
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(H.2) f (z) Cbk and for all z ∈ [τkbk, bk].
Then the boundary value problem (1), (2) has infinitely many solutions {ui}∞i=1.
Furthermore, bi  ‖ui‖ ai for each i = 1,2, . . . .
Proof. Consider the sequences {Ω1,k}∞k=1 and {Ω2,k}∞k=1 of open subsets of B
defined by
Ω1,k = {u ∈ B: ‖u‖< ak},
Ω2,k = {u ∈ B: ‖u‖< bk}.
Let {τk}∞k=1 be as in the hypothesis and note that t0 < tk+1 < τk < tk < 1/2 for
all k ∈N. For each k ∈N, define the cone Pk by
Pk =
{
u(t) ∈ B | u(t) 0 on [0,1], min
t∈[τk,1−τk]
u(t) τk‖u‖
}
.
Fix k and let u ∈ Pk ∩ ∂Ω2,k . For s ∈ [τk,1− τk],
bk = ‖u‖ u(s) min[τk,1−τk]u(s) τk‖u‖ = τkbk.
By (H.2),
‖T u‖= max
0t1
1∫
0
G(t, s)a(s)f (u(s)) ds
 max
0t1
1−τk∫
τk
G(t, s)a(s)f (u(s)) ds
 max
0t1
1−τk∫
τk
G(t, s)a(s) ds Cbk.
By (A.2) and (10) with q = 1,
‖T u‖ max
0t1
1−τk∫
τk
G(t, s)a(s) ds Cbk  max
0t1
1−τk∫
τk
G(t, s) ds mCbk
= max
0t1
[
1
2
(
t (1− t)− τ 2k
)]
mCbk = 12
(
1
4
− τ 2k
)
mCbk.
Since τk < t1 < 1/2, then (1/4 − τ 2k )  (1/4 − t21 ) > 0. Furthermore, C 
2/[m(1/4− t21 )], and so
‖T u‖ m(1/4− t
2
1 )
2
Cbk  bk = ‖u‖. (12)
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Now let u ∈ Pk ∩ ∂Ω1,k . Then,
u(s) ‖u‖ = ak
for all s ∈ [0,1]. By (H.1),
‖T u‖ = max
0t1
1∫
0
G(t, s)a(s)f (u(s)) ds
 max
0t1
1∫
0
G(t, s)a(s) dsMak.
We need to consider the cases p = 1 and p = 1 separately. If p = 1, then set
q = p/(p − 1). By Theorem 3,
‖T u‖ max
0t1
‖G(t, ·)‖q‖a‖pMak.
From (8) and (H.1),
‖T u‖ 1
4
(
1
q + 1
)1/q
‖a‖pMak  ‖a‖p4 Mak  ak.
If p = 1, then by (9) and (H.1),
‖T u‖ max
0t1
1∫
0
a(s) ds ‖G(t, ·)‖∞Mak  ‖a‖p4 Mak  ak.
In either case, since ‖u‖ = ak for all u ∈ Pk ∩ ∂Ω1,k , then
‖T u‖ ‖u‖. (13)
Now 0 ∈Ω2,k ⊂Ω2,k ⊂Ω1,k . By (12), (13) and Theorem 1 the operator T has
a fixed point uk ∈Pk ∩ (Ω1,k \Ω2,k) such that bk  ‖uk‖ ak . Since k ∈N was
arbitrary, the proof is complete. ✷
For our example we consider the one parameter family of functions a(t; ε) :
[0,1]→ (0,+∞] given by
a(t; ε)=
∞∑
i=1
χ[τi, τi−1]
|t − ti |ε ,
where
ti = 14 +
1
i + 4 , i = 1,2, . . . ,
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τ0 = 1 and
τi = 12 (ti + ti+1)=
1
4
+ 1
2
(
1
i + 4 +
1
i + 5
)
, i = 1,2, . . . .
It is easily shown that a(t; ε) a(1; ε)= (20/11)ε > 0 and that ti ↓ 1/4. We
claim that if 0 < ε < 1/2, then a(t) ∈ L1[0,1]. Note
∞∑
i=1
1∫
0
χ[τi, τi−1]
|t − ti |ε dt
=
∞∑
i=1
τi−1∫
τi
1
|t − ti |ε dt
=
∞∑
i=1
[ ti∫
τi
1
(ti − t)ε dt +
τi−1∫
ti
1
(t − ti)ε dt
]
= 1
1− ε
[(
1
60
)1−ε
+
(
11
20
)1−ε]
+ 1
1− ε
(
1
2
)1−ε ∞∑
i=2
[(
1
i + 4 −
1
i + 5
)1−ε
+
(
1
i + 3 −
1
i + 4
)1−ε]
 2
1− ε +
2ε
2(1− ε)
∞∑
i=2
[
1
(i + 4)1−ε
(
1
(i + 5)1−ε +
1
(i + 3)1−ε
)]
 2
1− ε +
2ε
1− ε
∞∑
i=2
1
(i + 4)1−ε
1
(i + 3)1−ε
 2
1− ε +
2ε
1− ε
∞∑
i=2
1
i2(1−ε)
.
If ε < 1/2, from which it follows that 2(1− ε) > 1. Hence the sum
2ε
1− ε
∞∑
i=2
1
i2(1−ε)
converges and, consequently,
∞∑
i=1
1∫
0
χ[τi, τi−1]
|t − ti |ε dt
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converges. So,
∞∑
i=1
1∫
0
χ[τi, τi−1]
|t − ti |ε dt =
1∫
0
∞∑
i=1
χ[τi, τi−1]
|t − ti |ε dt =
1∫
0
a(t) dt,
which implies a(t; ε) ∈L1[0,1].
Now suppose that 0 < ε < 1/4. We claim that a(t) ∈ L2[0,1]. The argument
is similar to the one above. In this case we need the Cauchy product,
∞∑
k=1
ak ·
∞∑
k=1
bk =
∞∑
k=1
ck, (14)
where
ck =
k∑
n=1
anbk−n+1. (15)
Note that
1∫
0
a2(t; ε) dt =
1∫
0
[ ∞∑
k=1
χ[τk, τk−1]
|t − tk|ε
]2
dt. (16)
We use (14) and (15) and the fact that, if A ∩ B = ∅, then χ[A] · χ[B] = 0 to
simplify the integrand,[ ∞∑
k=1
χ[τk, τk−1]
|t − tk|ε
]2
=
∞∑
k=1
k∑
n=1
χ[τn, τn−1]
|t − tn|ε
χ[τk−n+1, τk−n]
|t − tk−n+1|ε
=
∞∑
k=1
χ[τk, τk−1]
|t − tk|2ε a.e.,
and so (16) may be rewritten as
1∫
0
a2(t; ε) dt =
1∫
0
∞∑
k=1
χ[τk, τk−1]
|t − tk|2ε dt. (17)
The right-hand side of (17) converges provided 0 < 2ε < 1/2 which completes
the argument.
Remarks. If ε satisfies 0 < ε < 1/2p, it can be shown by induction on p ∈ N
that a(t) ∈ Lp[0,1]. Condition (A.2) can be weakened to a(t)m> 0 on some
subset E ⊂ [0,1] of positive measure such that 1/2 ∈ E. Finally, the conditions
on the sequences {ai} and {bi} in Theorem 5 imply that ai ↓ 0 and bi ↓ 0.
Consequently, the solutions ui of (1), (2) satisfy ‖ui‖ ↓ 0.
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