We review the recent results on the Jacobi field of a (real-valued) Lévy process defined on a Riemannian manifold. In the case where the Lévy process is neither Gaussian, nor Poisson, the corresponding Jacobi field acts in an extended Fock space. We also give a unitary equivalent representation of the Jacobi field in a usual Fock space. This representation is inspired by a result by Accardi, Franz, and Skeide [1].
Introduction
This paper is devoted to study of the Jacobi field of a real-valued Lévy process defined on a Riemannian manifold X. We recall that a Lévy process in this case is defined as a generalized stochastic process with independent values in the space D ′ -the dual of the space D of all smooth, compactly supported functions on X (cf. [16] , see also [31] ).
The notion of a Jacobi field in the Fock space first appeared in the works by Berezansky and Koshmanenko [7, 8] , devoted to the axiomatic quantum field theory, and then was further developed by Brüning (e.g. [14] ). These works, however, did not contain any relations with probability measures. A detailed study of general commutative Jacobi fields in the Fock space was carried out in a serious of works by Berezansky, see e.g. [3, 4] and the references therein.
We start with recalling, in Section 2, the classical results on the Jacobi matrix and its spectral measure, which is a probability measure on R. As examples, we discuss the Jacobi matrices which correspond to the orthogonal polynomials of Meixner's type [27] .
In Section 3, we discuss the chaotic decomposition for Gaussian and Poisson process and corresponding Jacobi fields, which act in the Fock space. We recall that the construction of the unitary isomorphism between the Gaussian, respectively Poisson space and the Fock space through the multiple stochastic integrals is essentially due to Itô [18, 19] (one also has to add the names of Wiener and Segal in the Gaussian case). The Jacobi field of the Gaussian measure is the classical free-field in the quantum field theory, and the Jacobi field of the Poisson measure was independently discovered by Hudson and Parthasarathy [17] and Surgailis [30] , though these authors did not use the term Jacobi field. In this paper, we present a generalization of the results of [9, 10, 21] , by introducing a parameter λ ∈ R connecting the Gaussian case (λ = 1) and the Poisson case λ = 1 (see also [25, 26] ).
In Section 4, we review the recent results on the Jacobi field of a general Lévy process on X [23, 11] . Now, the corresponding Jacobi field acts in the so-called extended Fock space, which indeed extends the usual Fock space in a natural way.
In Section 5, we study the special case of Lévy processes of Meixner's type, i.e., gamma, Pascal, and Meixner processes [22, 20] , see also [5] . We characterize these process as those Lévy process which respect the set of finite, smooth vectors in the extended Fock space. We also show that the Jacobi field of such a process has a much simpler form than in the general case.
Finally, in Section 6, we again consider the general case of a Lévy process. We first recall the unitary isomorphism between the L 2 -space of the Lévy process on X and the L 2 -space of a Poisson random process on R×X. Using this isomorphism, we construct a unitary equivalent representation of the Jacobi field of a Lévy process in the usual Fock space over L 2 (R×X, ν⊗σ), where ν is the Lévy measure of the process and σ is its intensity. This representation is inspired by a result by Accardi, Franz, and Skeide [1] . The corresponding creation, neutral, and annihilation operators now have a much simpler representation than in the extended Fock space. However, a drawback of this representation is that the n-particle subspaces of the usual Fock space do not correspond to the orthogonal chaoses of the Lévy process.
Jacobi Matrix and its Spectral Measure
Let us consider the Hilbert space ℓ 2 spanned by the orthonormal basis (e n ) ∞ n=0 with e n = (0, . . . , 0, 1 n−th place Each Jacobi matrix J determines a linear symmetric operator in ℓ 2 with domain ℓ 2,0 by the following formula:
Je n = b n+1 e n+1 + a n e n + b n e n−1 , n ∈ Z + , e −1 :=0. (2.1)
We denote byJ the closure of J, which evidently exists since the operator J is symmetric.
Under some appropriate condition on the behavior of the coefficients a n , b n at infinity, the operatorJ can be shown to be self-adjoint (see e.g. [2] for details). We have [2] : Theorem 2.1 Assume the operatorJ is self-adjoint. Then, there exists a unique probability measure µ on (R, B(R)) (B(R) denoting the Borel σ-algebra on R) and a unique unitary operator
such that Ie 0 = 1 and, under I, the operatorJ goes over into the operator of multiplication by the variable, i.e.,
The measure µ in Theorem 2.1 is called the spectral measure of the Jacobi matrix J. Since e 0 ∈ Dom(J n ) for each n ∈ N, the measure µ has all moments finite, i.e.,
Thus, we can implement the procedure of orthogonalization of monomials x n , n ∈ Z + , to obtain a sequence Q n (x), n ∈ Z + , of normalized orthogonal polynomials. As easily seen, Ie n = Q n , n ∈ Z + , and by virtue of (2.1), we get the following recursion formula for the polynomials (Q n (x))
We will also deal with orthogonal polynomials with leading coefficient 1. Such a polynomial of order n will be denoted by :x n : µ . It is easy to see :x n : µ is nothing but the projection of the function x n in the Hilbert space L 2 (R, µ) onto its subspace consisting of all polynomials of order up to n.
Since the leading coefficient of Q n (x), n ∈ N, is equal to ( n m=1 b m ) −1 , we get from (2.2) the following recursion relation for (:
Let us now consider the inverse problem. Let µ be an arbitrary probability measure on (R, B(R)) having all moments finite and such that the set of all polynomials is dense in L 2 (R, µ). Additionally, we suppose that the support of µ has an infinite number of points. Via the orthogonalization procedure, one may always construct a sequence of normalized orthogonal polynomials (Q n (x)) ∞ n=0 , which will satisfy the recursion relation (2.2) with some a n ∈ R and b n > 0. We have [2] : Theorem 2.2 Let µ be a probability measure on (R, B(R)) as described above. Then, µ is the spectral measure of the Jacobi matrix J having the elements a n on the main diagonal and the elements b n on the off-diagonals. (In particular, the corresponding closed operatorJ is self-adjoint.)
Let us consider some examples of Jacobi matrices and their respective spectral measures.
Example 1. Let a n = 0, b n = √ n. Then, the spectral measure µ is standard Gaussian:
It has the the Fourier transform
The orthogonal polynomials (:x n : µ ) ∞ n=0 are Hermite polynomials having the generating function
Example 2. Let a n = λn with λ > 0 and b n = √ n. Then, µ is the (centered)
Poisson measure of the form
It has the Fourier transform
The orthogonal polynomials (:x n : µ ) ∞ n=0 are Charlier polynomials having the generating function
for x ∈ R and t from a neighborhood of zero in R. Example 3. Let a n = 2n and b n = n(n − 1 + κ), κ > 0. Then, µ is a (centered) gamma measure:
The corresponding orthogonal polynomials (:
are Laguerre polynomials having the generating function
Example 4. Let a n = λn, λ ≥ 0, λ = 2, and b n = n(n − 1 + κ), κ > 0. Then, for λ > 2, µ is a (centered) Pascal distribution:
, k ∈ N, and for 0 ≤ λ < 2, µ is a (centered) Meixner distribution:
Define α, β ∈ C through the equation
Then, in both cases, the Fourier transform of the measure µ is given by the following formula, which holds for y from a neighborhood of zero in R:
The corresponding orthogonal polynomials (:x n : µ ) ∞ n=0 are the Meixner polynomials of the first kind for λ > 2 and the Meixner polynomials of the second kind, or the Meixner-Pollaczek polynomials, for 0 ≤ λ < 2. In both cases, the generating function has the following form for t and x from a neighborhood of zero in R:
.
Examples 1-4 essentially form the complete solution to the following problem, which was formulated and solved by Meixner [27] in 1934. Suppose that functions f (z) and Ψ(z) can be expanded in a formal power series of z ∈ C and suppose that f (0) = 1, Ψ(0) = 0, and Ψ ′ (0) = 1. Then, the equation
generates a system of polynomials P n (x), n ∈ Z + , with leading coefficient 1. (These polynomials are now called Sheffer polynomials.) Find all polynomials of such type which are orthogonal with respect to some probability measure µ on R.
The complete solution to this problem is given by Examples 1-4, as well as by the measures and respective orthogonal polynomials that are given by linear transformations of R, i.e., by transformations of the form x → ax + b, a, b ∈ R, a = 0.
Chaos Expansion for Gaussian and Poisson Process
We proceed to consider the infinite-dimensional case. Let X be a complete, connected, oriented C ∞ (non-compact) Riemannian manifold and let B(X) be the Borel σ-algebra on X. Let σ be a Radon measure on (X, B(X)) that is non-atomic, i.e., σ({x}) = 0 for every x ∈ X and non-degenerate, i. We denote by D the space C ∞ 0 (X) of all real-valued infinite differentiable functions on X with compact support. This space may be naturally endowed with a topology of a nuclear space, see e.g. [13] for the case X = R d and e.g. [15] for the case of a general Riemannian manifold. We recall that
Here, T denotes the set of all pairs (τ 1 , τ 2 ) with τ 1 ∈ Z + and τ 2 ∈ C ∞ (X), τ 2 (x) ≥ 1 for all x ∈ X, and H τ = H (τ 1 ,τ 2 ) is the Sobolev space on X of order τ 1 weighted by the function τ 2 , i.e., the scalar product in H τ , denoted by (·, ·) τ , is given by
where ∇ i denotes the i-th (covariant) gradient, and dx is the volume measure on X. For τ, τ ′ ∈ T , we will write
The space D is densely and continuously embedded into L 2 (X, σ). As easily seen, there always exists τ 0 ∈ T such that H τ 0 is continuously embedded into L 2 (X, σ). We denote T ′ :={τ ∈ T : τ ≥ τ 0 } and (3.1) holds with T replaced by T ′ . Let us just write T instead of T ′ . Let H −τ denote the dual space of H τ with respect to the zero space H:
is the dual of D with respect to H, and we thus get the standard triple
The dual pairing between any ω ∈ D ′ and ξ ∈ D will be denoted by ω, ξ . We
where⊗ stands for symmetric tensor product. Next, we set
Let also
The space
is the Hilbert space whose elements are of the form (
, n = 0, . . . , m, and m ∈ Z + . As easily seen,
The adjoint operator of a
We also define on F fin (D) the neutral operator a 0 (ξ), ξ ∈ D, as follows:
where (·) ∼ denotes symmetrization of a function. Now, we fix a parameter λ ∈ [0, ∞) and define operators
These operators are symmetric and letã λ (ξ), ξ ∈ D, denote the closure of a λ (ξ). Furthermore, the operatorsã λ (ξ), ξ ∈ D, may be shown to be self-adjoint [21] . Furthermore, since the operators a λ (ξ) have a three-diagonal form with respect to the orthogonal structure of the Fock space, (ã λ (ξ)) ξ∈D can be thought of as a Jacobi field in F (L 2 (X, σ)).
) and a unique unitary operator
, and for each ξ ∈ D, under I µ λ , the operatorã λ (ξ) goes over into the operator of multiplication by ·, ξ , i.e.,
For λ = 0, µ 0 is the standard Gaussian white noise measure, having the Fourier transform:
For λ > 0, µ λ is the (centered) Poisson white noise measure having the Fourier transform
Let P (n) denote the set of all continuous polynomials on D ′ of order up to n, n ∈ Z + , i.e., functions on D ′ of the form
Then, µ λ -almost everywhere we have:
where for each ω ∈ D ′ , :
Furthermore, we have, for any f (n) ∈ F (n) (D):
The generating function of the orthogonal polynomials is given by
for λ = 0, and by
for λ > 0 where, in the latter formula, ω ∈ D ′ and ϕ is from a neighborhood of zero in D which depends on ω.
The proof of this theorem in the case λ = 0, 1 may be found in [21] , see also [6, 9, 10] . The case λ > 0, λ = 1, may be derived quite analogously (compare also with [25, 26] ).
For each
One then easily sees that, for each Λ ∈ O c (X), we have :ω ⊗n : µ λ , 1 1 1
, where P n (·) is a Hermite, respectively Charlier polynomial on R of n-th order.
We also note that the constructed unitary isomorphism between the Fock space and L 2 (D ′ , µ λ ) can be derived by using multiple Wiener-Itô stochastic integrals, see [21] for details. More exactly, we have, for each
where the random measure X on X is defined by
We also note that choosing the parameter λ to be strictly negative would really mean the transformation of the space D ′ of the form ω → −ω, which is why we have omitted this choice.
Jacobi field of a Lévy process
Our next aim is to find the Jacobi field of a general Lévy process, or a Lévy white noise measure. So, let us first fix the class of Lévy processes we are going to deal with.
Let R:=R \ {0}. We endow R with the relative topology of R and let B(R) denote the Borel σ-algebra on R. Let ν be a Radon measure on (R, B(R)), whose support contains an infinite number of points. Let ν(ds):=s 2 ν(ds).
We suppose thatν is a finite measure on (R, B(R)), and furthermore, there exists ε > 0 such that
By (4.2), the Laplace transform of the measureν is well defined in a neighborhood of zero and may be extended to an analytic function on {z ∈ C : |z| < ε}. Therefore, the measureν has all moments finite, and moreover, the set of all polynomials is dense in L 2 (R,ν). We now define a centered Lévy process as a generalized process on D ′ whose law is the probability measure µ ν, σ on (D ′ , C(D ′ )) given by its Fourier transform
The existence of µ ν, σ follows from the Bochner-Minlos theorem. By (4.3), ν is the Lévy measure of the process and σ is its intensity.
In what follows, without loss of generality we can suppose thatν is a probability measure on R. µν, σ to be the closure of P (n) in L 2 (D ′ , µ ν, σ ) and let
We evidently get the orthogonal decomposition
µν, σ . It is straightforward that, for a fixed n ∈ Z + , the set of all such projections is dense in P
The sense of the notation F
Ext, ν (L 2 (X, σ)) will become clear later on, but now we note that, if on the right hand side of (4.5) we had the Gaussian or Poisson measure instead of the Lévy white noise measure µ ν, σ , then this expression would just be equal to the scalar product of f (n) and g (n) in F (n) (L 2 (X, σ)). We define the Hilbert space F (n) Ext, ν (L 2 (X, σ)) as completion of F (n) (D) with respect to the norm generated by the scalar product (4.5) (as will be shown below, the
By construction, F fin (D) is a dense subset of the Hilbert space F Ext, ν (L 2 (X, σ)). By virtue of (4.4)-(4.6), we get a unitary isomorphism
by setting
and then extending I µν, σ by linearity and continuity. Our next aim is to explicitly identify the scalar product in F
To this end, denote by Z ∞ +, 0 the set of all sequences α of the form α = (α 1 , α 2 , . . . , α n , 0, 0, . . . ), α i ∈ Z + , n ∈ N.
, n ∈ N, and any α ∈ Z ∞ +, 0 such that
We have (cf. [23] ):
Theorem 4.1 Let b n , n ∈ N, be the elements of the off-diagonals of the Jacobi matrix J whose spectral measure isν (see Theorem 2.2). For any
where
Though the preceding theorem gives a complete answer to the problem of explicit determination of the scalar product of two elements from
have not yet identified which elements belong to F Ext, ν (L 2 (X, σ)) after completing it from F (n) (D). To this end, we define, for each α ∈ Z ∞ +, 0 , the Hilbert space
Define a mapping
(see (4.7)). By virtue of Theorem 4.1, U (n) ν may be extended by continuity to an isometric mapping of F
Furthermore, we have (cf. [12, 23] ):
is "onto," and hence U In what follows, having the unitary isomorphism U (n) ν in mind, we will identify σ) ) with the space
Taking (4.6) into account, we will, therefore, identify
Ext, ν (L 2 (X, σ)) and for any α ∈ Z ∞ +, 0 such that 1α 1 + 2α 2 + · · · = n, we will denote by f
. We note that for α = (n, 0, 0, . . . ), we have
and hence we may think of F 
and letJ (ξ):=I
Furthermore, one can show that the restriction ofJ(ξ) to F fin (D), denoted by J(ξ), is an essentially self-adjoint operator, and henceJ(ξ) is indeed the closure of J(ξ) (cf. [11] ). So, what is the explicit action of the operators J(ξ), ξ ∈ D?
We have the following theorem [23, 11] .
Theorem 4.3 For each ξ ∈ D, we have
Here, J + (ξ) is the usual creation operator:
Ext, ν (L 2 (X, σ)) and
In formulas (4.10) and (4.11), we denoted by S α the orthogonal projection of
and by a k , b k the respective elements of the Jacobi matrix J whose spectral measure isν.
Let us also note that, for each α ∈ Z ∞ +, 0 such that 1α 1 +2α 2 +· · · = n, n ∈ N, and for each f
is a multiple stochastic integral constructed with respect to the so-called orthogonalized centered power jump process [23, 28] .
Process of Meixner's type
Comparing the results of Sections 3 and 4, we see that the Jacobi field of a Gaussian, or Poisson process respects the set F fin (D), while in the case of a Lévy process this is, in general, not true. Still, we can ask ourselves whether there are any Lévy processes whose Jacobi fields do respect F fin (D). In the latter case, we can hope for a simplified formula for the action of the Jacobi field on F fin (D). In fact, we have the following theorem [23, 22, 20, 11] .
Then, the elements a n , b n of the Jacobi matrix J whose spectral measure isν have the form: a n = λ(n + 1), b n = ϑ n(n + 1).
Here, λ ∈ R and κ > 0 are arbitrarily chosen parameters. Furthermore, we have in this case, for each
, where a 0 (ξ) is the usual neutral operator, and
Thus,
∼ is an annihilation operator of a new type, which is connected with the non-L 2 -scalar product.
Let us consider in detail the case of a Lévy measure as in Theorem 5.1, i.e., a measure µ ν, σ for whichν is the spectral measure of the Jacobi matrix having elements (5.1) on the central diagonals. By Examples 3, 4 in Section 2, we see that ν is a Pascal measure if λ > 2, a gamma measure if λ = 2 and a Meixner measure if 0 ≤ λ < 2.
In what follows, for simplicity of notations we will suppose that the parameter ϑ is equal to 1 and λ ≥ 0. Let us denote by K α the K α, ν constant given by formula (4.8) in our case (notice that this constant is, indeed, independent of the choice of the parameter λ), and let ρ λ denote the µ ν, σ measure corresponding to the parameter λ. We will also skip ν in the notation F Ext, ν (L 2 (X, σ)). We see that the constant K α has the following form:
Let us give a combinatoric interpretation of this number. Under a loop κ connecting points x 1 , . . . , x m , m ≥ 2, we understand a class of ordered sets (x π(1) , . . . , x π(m) ), where π is a permutation of {1, . . . , m}, which coincide up to a cyclic permutation. Let us also interpret a set {x} as a "one-point" loop κ, i.e., a loop that comes out of x. Let θ n = {κ 1 , . . . , κ |ϑn| } be a collection of |θ n | loops κ j that connect points from the set {x 1 , . . . , x n } so that every point x i ∈ {x 1 , . . . , x n } goes into one loop κ j = κ j(i) from ϑ n . Then, for α ∈ Z ∞ +, 0 , 1α 1 + 2α 2 + · · · = n, K α is the number of all different collections of loops connecting points from the set {x 1 , . . . , x n } and containing α 1 one-point loops, α 2 two-point loops, etc.
We have (cf. [22] , see also [20] ): The Fourier transform of the measure ̺ λ is given, in a neighborhood of zero in D, by the following formula:
for λ = 2 and by
for λ = 2, where the parameters α, β ∈ C are defined by (2.3).
Thus, for λ = 2, ρ λ is a gamma white noise measure, for λ > 2, ρ λ is a Pascal white noise measure, and for 0 ≤ λ < 2, ρ λ is a Meixner white noise measure. In particular, for any ∆ ∈ O c (X), the random variable : ·, 1 1 1 ∆ : ρ λ has a gamma, respectively Pascal, respectively Meixner distribution corresponding to the parameter λ and κ = σ(∆) (see Examples 3,4 of Section 2).
Furthermore, ρ λ -almost everywhere we have:
:
is given by the recurrence relation
The generating function of the orthogonal polynomials is given by
∞ n=0 1 n! :ω ⊗n : ρ λ ϕ ⊗n = exp − log(1 + ϕ) + ω + 1, ϕ ϕ + 1 ,(5.
2)
for λ = 2, and by
for λ = 2. Formulas (5.2), (5.3) hold for each ω ∈ D ′ and for ϕ from a neighborhood of zero in D which depends on ω.
as i → ∞ for each x ∈ X, the functions ϕ i are uniformly bounded, and the supports of ϕ i are uniformly bounded (it can be easily shown that this limit is independent of the choice of a sequence {ϕ i } i∈N in D). One then easily sees that :ω ⊗n : ρ λ , 1 1 1
where P n is a Laguerre, respectively Meixner polynomial on R of n-th order.
6 The usual Fock space representation of the Jacobi field of a Lévy process
As we saw in Section 4, the Jacobi field of a general Lévy process has a quite complicated form in the extended Fock space. In this section, we will give a unitary equivalent description of the Jacobi field realized in a usual Fock space. Though the n-particle subspaces of the latter Fock space do not correspond to the orthogonal chaoses (i.e., to the subspaces P (n) µν,σ ), the corresponding realization of creation, neutral, and annihilation operators will have a much simpler form.
We first need to recall the Poisson space realization of a Lévy process, cf. [19, 23] . Let Γ R×X denote the configuration space over R × X defined as follows:
Here, ♯(A) denotes the cardinality of a set A. Each γ ∈ Γ R×X may be identified with the positive Radon measure Let π ν⊗σ denote the Poisson measure on (Γ R×X , B(Γ R×X )) with intensity ν ⊗ σ. This measure can be characterized by its Fourier transform
Since the Poisson measure π ν⊗σ possesses the chaotic decomposition property, we have the unitary operator
On the other hand, we have the following proposition (see [23] ).
Proposition 6.1 We may define a unitary operator
and then extending this mapping by linearity and continuity to the whole
By Proposition 6.1 and (6.1), we get the following unitary operator:
Next, by (4.1), the operator
is unitary. Furthermore, the set of all of all polynomials is dense in L 2 (R,ν) = L 2 (R,ν). Therefore, by Theorem 2.2, there exists a unique Jacobi matrix J defining a self-adjoint operatorJ in ℓ 2 such thatν is the spectral measure of the Jacobi matrix J. Let
be the corresponding unitary operator, i.e., the operator under whichJ goes over into the operator of multiplication by the variable s and U (3) e 0 = 1. Hence,
is a unitary operator, (U (4) e 0 )(s) = s, and under U (4) the operatorJ goes over into the operator of multiplication by s. Since evidently
we get the unitary operator
given by
where id denotes the identity operator in L 2 (X, σ). We now naturally extend U (5) to the unitary operator
Finally, setting U:
Denote by F the linear subspace of F (ℓ 2 ⊗ L 2 (X, σ)) that is the linear span of the vacuum vector and vectors of the form (ξ ⊗ ϕ) ⊗n , where ξ ∈ ℓ 2,0 , ϕ ∈ D, and n ∈ N. The set F is evidently a dense subset of F (ℓ 2 ⊗ L 2 (X, σ)). Denote by J + , J 0 , J − the creation, neutral, and annihilation operators in ℓ 2,0 which form the Jacobi matrix J, i.e., J + e n = b n+1 e n+1 , J 0 e n = a n e n , J − e n = b n e n , where a n , b n are the corresponding elements of J (see Section 2). Now, for each ϕ, ψ ∈ D and ξ ∈ ℓ 2,0 , we set It is now trivial to see that, under the unitary isomorphism U (6) , the operator A(ϕ) goes over into the operator a(sϕ(x)) = a + (sϕ(x)) + a 0 (sϕ(x)) + a − (sϕ(x)) (6.3) defined on the corresponding subset of F (L 2 (R, ν) ⊗ L 2 (X, σ)). From here, using Let us compare the above result with the results of Section 4. We thus have the unitary operator U between the spaces F (ℓ 2 ⊗ L 2 (X, σ)) and L 2 (D ′ , µ ν,σ ) and the unitary operator I µν,σ between the spaces F Ext,ν (L 2 (X, σ)) and L 2 (D ′ , µ ν,σ ). Define the unitary operator
We then have UΩ = e 0 ⊗ 1, and for each ϕ ∈ D, the operatorJ(ϕ) acting in F Ext,ν (L 2 (X, σ)) goes over into the operatorÃ(ϕ) acting in F (ℓ 2 ⊗ L 2 (X, σ)). We would like to show that the decompositions (6.4) and (6.5) are unitary equivalent under U. However, it is easy to see that UF fin (D) = F. Therefore, we take the closed operatorsJ + (ϕ),J 0 (ϕ),J − (ϕ),Ã + (ϕ),Ã 0 (ϕ),Ã − (ϕ), which evidently exist since their adjoint operators are densely defined. 
