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a b s t r a c t
A temporally global solution, if it exists, of a nonautonomous ordinary differential equation
need not be periodic, almost periodic or almost automorphic when the forcing term
is periodic, almost periodic or almost automorphic, respectively. An alternative class of
functions extending periodic and almost periodic functions which has the property that
a bounded temporally global solution solution of a nonautonomous ordinary differential
equation belongs to this class when the forcing term does is introduced here. Specifically,
the class of functions consists of uniformly continuous functions, defined on the real line
and taking values in a Banach space, which have pre-compact ranges. Besides periodic and
almost periodic functions, this class also includes many nonrecurrent functions. Assuming
a hyperbolic structure for the unperturbed linear equation and certain properties for the
linear and nonlinear parts, the existence of a special bounded entire solution, as well the
existence of stable and unstable manifolds of this solution are established. Moreover, it
is shown that this solution and these manifolds inherit the temporal behaviour of the
vector field equation. In the stable case it is shown that this special solution is the pullback
attractor of the system. A class of infinite dimensional examples involving a linear operator
consisting of a time independent part which generates a C0-semigroup plus a small time
dependent part is presented and applied to systems of coupled heat and beam equations.
© 2010 Elsevier Ltd.
1. Introduction
A classical problem in the qualitative theory of ordinary differential equations (ODEs) is to determine if and when
a bounded temporally global solution, of a nonautonomous ODE, if one exists, has the same temporal behaviour as the
vector field, see for example [1–5]. The periodic and almost periodic cases have received extensive attention, motivated by
mechanics and, especially, by celestial mechanics. In particular, it is known that when such a periodic or almost periodic
solution exists, then its module is contained in that of the vector field, which says essentially that the temporal behaviour
of the solution is subsumed in that of the vector field, hence is no more complicated.
Such bounded entire solutions, however, need not exist at all and when they do exist they need not have the same
temporal behaviour as the vector field. Johnson [6] gave example of a linear ODE with an almost periodic coefficient
matrix which has a nontrivial almost automorphic solution that is not almost periodic. The dynamics of ODEs with almost
automorphic forcing terms has been discussed extensively, see for example [7–10]. (See [8] for a simple example of an almost
automorphic function which is not almost periodic.)
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If a given periodic, almost periodic or almost automorphic continuous function defined on the real line has a limit as
t →∞ or−∞, then itmust be a constant. From this it follows that if a givenperiodic, almost periodic or almost automorphic
continuous function defined on the real line is changed in a bounded interval so as to preserve continuity and the modified
function is used as the forcing term of nonhomogeneous hyperbolic linear ODE, then the resulting bounded entire solution
will not be periodic, almost periodic or almost automorphic. The dynamics induced by the class of periodic, almost periodic
or almost automorphic continuous functions is thus not robust to small changes in the forcing term in the sense that a
bounded entire solution corresponding to a perturbed forcing term need not belong to this class. In addition, using the
concept of a sequential set which is something like a dual to the module of a periodic or almost periodic function, we show
that the temporal behavior of the solution is no more complicated than that of the vector field.
In this paper we present an alternative extension of periodic and almost periodic functions with the property that
a bounded entire solution of a nonautonomous ODE belongs to this class when the forcing term does. Specifically, the
class of functions consists of uniformly continuous functions, defined on the real line and taking values in a Banach space,
which have pre-compact ranges. Besides periodic and almost periodic functions, this class also includes many nonrecurrent
functions. It is worth noting that the forcing terms in some systems that belong to our class may have very complicated,
seemingly chaotic behavior, but nevertheless the forced entire bounded solution, however complicated, also belongs to
our class. While in many mechanical, electrical and biological systems a stable equilibrium or periodic (almost periodic,
almost automorphic) solution is desirable, there are certain important applications where more complicated behaviour is
appropriate. For example, in communication systems signals are often codified using a chaotic system, see [11]. Chen and his
coworkers developed various commercial products based on this idea, see [12] and also http://www.ee.cityu.edu.hk/gchen/.
They also constructed a shaker with chaotic behaviour which can be used to mix different substances into a homogeneous
form.
Using this new class of functions we are able to generalize some classical results about periodic and almost periodic
solutions of nonautonomous ODEs. In particular, we establish the existence of such solutions under the assumption of a
hyperbolic structure for the unperturbed linear ODE and other assumptions on the linear and nonlinear parts. We also show
the existence of the stable and unstable manifolds of this solution and prove that the solution and these manifolds inherit
the temporal properties of the original equation. Finally, in the stable case, we show that this special bounded entire solution
is a nonautonomous pullback attractor.
To our knowledge most of the results obtained in this paper, concerning solutions or manifolds, using perturbations of
this new class of function are new not only in the infinite dimensional case but also in finite dimensions, although similar
results can be obtained in the finite dimensional case by other methods.
The class of functions presented here has some antecedents in the earlier work of the authors. Rodrigues [13] studied
invariance properties of a class of nonautonomous retarded equations that is very similar to the one considered here, while
Rodrigues & Silveira [14] investigated properties of bounded solutions of linear and nonlinear equations, and Rodrigues
& Silveira [15] and Rodrigues & Ruas [16] analyzed the relationship between exponential dichotomies and the Fredholm
Alternative for bounded solutions. See also Hale & Rodrigues [17,18], Rodrigues & Furkotter [19,20] and Rodrigues &
Galante [21,22] for related bifurcation issues and results. In addition, Fabbri, Johnson & Kloeden [23] and Johnson &
Kloeden [24] considered the effect of the digitalization of nonautonomous ODEs (i.e. their approximation by piecewise
autonomous differential equations) on controllability and nonautonomous attractors, respectively.
This paper is organized as follows. In Section 2we present the new class of functions and investigate the properties of the
bounded solutions defined on R of linear nonhomogenous ODEs equation with a forcing term belonging to this class. Then
in Section 3 we introduce a concept of sequential set for such functions which generalizes in a dual sense the module of a
periodic or almost periodic function. A class of infinite dimensional examples is presented in Section 4 and the assumptions
of the previous sections are verified for them. In particular the roughness of an exponential dichotomy is established for
the evolution operators. This class involves a linear operator consisting of a time independent part which generates a C0-
semigroup plus a small time dependent part. In Section 5 we consider the existence of a unique solution belonging to our
class forweakly nonlinear ODEs and, in Section 6,we consider the existence of stable and unstablemanifolds of this bounded
solution, showing in particular that this solution and thesemanifolds inherit the temporal properties of the original equation.
Some examples of partial differential equations involving coupled heat equations and coupled beamequations are presented
here. Then, in Section 7,we show that the special solution in the stable case is in fact the local pullback attractor of the system.
Finally in the Appendix we determine the sequential sets for periodic and almost periodic functions.
2. A function space and linear differential equations
Let (X, | · |) be a Banach space and recall the definition of an almost periodic function [25,26,3].
Definition 1. A continuous function f : R → X is said to be almost periodic if for every ε > 0 there exists Lε such that in
every interval I of length Lε there exists ωI such that
|f (t + ωI)− f (t)| < ε, ∀t ∈ R. (1)
Now let BUC(R,X) denote the space of bounded and uniformly continuous functions f : R → X, which is a Banach space
with the supremum norm ‖f ‖ := supx∈X |f (x)|, and define
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F := {f ∈ BUC(R,X) : f is uniformly continuous with precompact rangeR(f )}.
The class F is quite large and includes both periodic and almost periodic functions as well as other nonrecurrent functions.
For example, uniformly continuous forcing terms in asymptotically autonomous differential equations fall into this class.
However, we are not aware of any results of a Fourier analysis for these functions.
Theorem 1. F is a closed subset of BUC(R,X) and hence a Banach space.
The proof of Theorem 1 uses the following result stated as a problem in [27, page 73].
Lemma 1. If (X, d) is a complete metric space, then a subset A of X is relatively compact if and only if for every ε > 0 there
exists a relatively compact subset Bε of X such that A ⊂ Vε(Bε) := {x ∈ X : d(x, Bε) < ε}, an ε-neighbourhood of Bε .
Proof of Theorem 1. Since fn → f uniformly then for ε > 0 there exists an integer n0 = n0(ε) ≥ 0 such that ‖fn − f ‖ < ε
for all n ≥ n0 in the supremum norm, so
|fn0(x)− f (x)| < ε, ∀x ∈ X,
and hence
f (x) ∈ Vε(R(fn0)), ∀x ∈ X,
from which it follows that
R(f ) ⊂ Vε(R(fn0)).
If fn0 ∈ F , thenR(fn0) is relatively compact and it follows from Lemma 1 thatR(f ) is also relatively compact.
Now the uniform limit of uniformly continuous functions is also uniformly continuous. To see this, suppose that fn ∈ F
and fn → f uniformly. Then for ε > 0 there exists an integer n0 = n0(ε) ≥ 0, n0(ε) such that ‖fn − f ‖ < ε/2 for all n ≥ n0.
But fn0 is uniformly continuous, so there exists a δ = δ(ε) > 0 such that if |x−y| < δ then |fn0(x)− fn0(y)| < ε/2. Therefore,
|f (x)− f (y)| ≤ |f (x)− fn0(x)| + |fn0(x)− fn0(y)| < ε,
which completes the proof. 
Lemma 2. Let X be a Banach space and let K be a compact subset. Let Y be a set and let g : [0, 1] × Y → X be a function such
that g(·, y) is continuous on [0, 1] for each y ∈ Y and g(t, y) ∈ K for all (t, y) ∈ [0, 1] × Y . Then the set { 10 g(t, y)dt, y ∈ Y }
is a precompact subset of X.
Proof. For each y ∈ Y , given ε > 0 there exists a Riemann sum∑n1 g(t¯i, y)(ti − ti−1), such that  10 g(t, y)dt −∑ni=1
g(t¯i, y)(ti − ti−1)
 < ε, where t0 = 0 < t1 < · · · < tn = 1 is a partition of [0, 1], and t¯i ∈ [ti−1, ti], for i = 1, . . . , n.
Since
∑n
i=1(ti − ti−1) = 1 we see that
∑n
i=1 g(t¯i, y)(ti − ti−1) is a convex linear combination of elements of K and so it
belongs to the Hull(K). From Mazur’s lemma it follows that Hull(K) is a compact subset of X. The conclusion of this lemma
follows from Lemma 1. 
Let D be a dense subspace of X and let A(t) : D → X be a linear operator for t ∈ R. In particular, suppose that
{A(t) : t ∈ R} generates a family of evolution operators {T (t, s) : t ≥ s, t, s ∈ R} (see [28,29]) and consider the linear
differential equations
dx
dt
= A(t)x (2)
dx
dt
= A(t)x+ f (t). (3)
Suppose also that there exist continuous projections P(s), s ∈ R, such that T (t, s)P(s) = P(t)T (t, s), for t ≥ s and
T (t, s)(I − P(s)) is defined for s ≥ t (see [29]) and that the following assumptions hold (for notational simplicity we will
write T st for T (t, s)):
Assumption 1 (Exponential Dichotomy). There exist K > 0 and α > 0 such that
|T st P(s)| ≤ Ke−α(t−s), for t ≥ s, (4)
|T st (I − P(s))| ≤ Keα(t−s) for t ≤ s. (5)
Assumption 2 (Equicontinuity). Given p > 0, a compact subset K1 of X and ε > 0 there exists δ > 0 such that ∀ t1,
t2 ∈ R, ∀τ ∈ [0, p], ∀x ∈ K1
|t1 − t2| < δ H⇒ |T t1−τt1 P(t1 − τ)x− T t2−τt2 P(t2 − τ)x| < ε|t1 − t2| < δ H⇒ |T t1+τt1 (I − P(t1 + τ))x− T t2+τt2 (I − P(t2 + τ))x| < ε.
(6)
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Assumption 3 (Compactness). Given a compact subset K1 of X and p > 0, there exists a compact subset K of X such that
T t−τt P(t − τ)K1 ⊂ K ∀t ∈ R, ∀τ ∈ [0, p]
T t+τt (I − P(t + τ))K1 ⊂ K ∀t ∈ R, ∀τ ∈ [0, p]. (7)
Under Assumption 1 of an exponential dichotomy, the zero solution of the homogeneous linear differential equation
(2) is the unique solution that is bounded in R. Moreover, if f is bounded in R, then the inhomogeneous linear differential
equation (3) has a unique bounded solution defined on R, which is given by
x¯(t) = (Kf )(t) :=
∫ t
−∞
T st P(s)f (s) ds+
∫ ∞
t
T st (I − P(s))f (s) ds. (8)
In fact, under Assumptions 1–3, if the forcing term f belongs to F , then this solution Kf also belongs to F . These
assumptions will be verified for a class of examples in Section 4.
Theorem 2. Under Assumptions 1–3, if f ∈ F , thenKf ∈ F .
Remark 1. When for each t ∈ R, A(t) is a bounded linear operator andA(t), f (t) are bounded for all t ∈ R, then the bounded
solution x(t)will be uniformly continuous on R, because it will have a bounded derivative on R.
Proof. We denote the stable and the unstable parts of this solution by
(Ksf )(t) :=
∫ t
−∞
T st P(s)f (s) ds, (Kuf )(t) :=
∫ ∞
t
T st (I − P(s))f (s) ds,
respectively, and will prove thatKsf ∈ F . (The proof forKuf will be omitted since it is analogous.)
Using the change of variables in the integral τ = t−s and the properties of the evolution operator given abovewe obtain
(Ksf )(t) :=
∫ t
−∞
T st P(s)f (s) ds =
∫ ∞
0
T t−τt P(t − τ)f (t − τ) dτ ,
and it follows from the assumptions that K := R(f ) is compact.
Given ε > 0, let p = p(ε) > 0 such that∫ ∞
p
T t−τt P(t − τ)f (t − τ) dτ
 < ε.
Now we consider the integral
 p
0 T
t−τ
t P(t − τ)f (t − τ) dτ . If we use the change of variables τ = puwe have∫ p
0
T t−τt P(t − τ)f (t − τ) dτ = p
∫ 1
0
T t−put P(t − pu)f (t − pu) du.
From Lemmas 1 and 2 and Assumption 3 it follows that {(Ksf )(t),∀ t ∈ R} is a precompact subset of X.
Finally, we prove thatKsf is uniformly continuous in R. Let p = p(ε) > 0 be such that∫ ∞
p
T t−τt P(t − τ)f (t − τ) dτ
 < ε4 , ∀ t ∈ R.
Then
|(Ksf )(t1)− (Ksf )(t2)| =
∫ ∞
0
T t1−τt1 P(t1 − τ)f (t1 − τ) dτ −
∫ ∞
0
T t2−τt2 P(t2 − τ)f (t2 − τ) dτ

≤
∫ p
0
T t1−τt1 P(t1 − τ)f (t1 − τ) dτ −
∫ p
0
T t2−τt2 P(t2 − τ)f (t1 − τ) dτ

+
∫ ∞
p
T t1−τt1 P(t1 − τ)f (t1 − τ) dτ
+ ∫ ∞
p
T t2−τt2 P(t2 − τ)f (t2 − τ) dτ

≤
∫ p
0
T t1−τt1 P(t1 − τ)f (t1 − τ) dτ −
∫ p
0
T t2−τt2 P(t2 − τ)f (t2 − τ) dτ
+ ε2
≤
∫ p
0
T t1−τt1 P(t1 − τ)[f (t1 − τ)− f (t2 − τ)]

+
∫ p
0
[T t1−τt1 P(t1 − τ)− T t2−τt2 P(t2 − τ)]f (t2 − τ) dτ
+ ε2
and the result follows from Assumption 2 and from the uniform continuity of f . 
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Corollary 1. Under the above assumptions, the operator K : F → F is a bounded linear operator with norm
|K| ≤ K ∗ := 2K
α
.
3. Sequential sets of a function inF
A concept of the sequential set of a function in the class of functions inF , based on related ideas of modules for a Fourier
series and almost periodic functions, will be useful later.
Definition 2. The sequential set S(f ) of a function f ∈ F is defined by
S(f ) := {(sn)n∈N : |f (t + sn)− f (t)| → 0, uniformly with respect to t ∈ R as n →∞}.
For example, as will be shown in the Appendix,
S(f ) = {(sn)n∈N : ∃zn ∈ τZ such that sn − zn → 0, as n →∞}
for a periodic function f with minimal period τ (see Lemma 9) and that
S(f ) = {(sn)n∈N : eıλjsn → 1, as n →∞, for each j ∈ N}
for a complex valued almost periodic function f (t) ∼∑∞j=1 ajeıλjt with aj ≠ 0 for all j ∈ N (see Theorem 11).
Similarly, sequential sets of the families of evolution and projection operators introduced in the last section will also be
useful later. The sequential set S(T ) of a family T of evolution operators T st := T (t, s) is defined by
Definition 3.
S(T ) :=
(sn)n∈N :
T t+sn−τt+sn P(t + sn − τ)x− T t−τt P(t − τ)x→ 0T t+sn+τt+sn (I − P(t + sn + τ))x− T t+τt (I − P(t + τ))x , as n →∞,
uniformly with respect to t ∈ R and (τ , x) in compact sets of R+ × X
 . (9)
Theorem 3. Suppose that Assumptions 1–3 hold. Let f ∈ F and (sn)n∈N ∈ S(f ) ∩ S(T ). Then |Kf (t + sn)−Kf (t)| → 0,
uniformly as n →∞, that is, S(f ) ∩ S(T ) ⊂ S(Kf ).
Proof. Define
g(t) := (Ksf )(t) :=
∫ t
−∞
T st P(s)f (s) ds =
∫ ∞
0
T t−τt P(t − τ)f (t − τ) dτ
and let (sn)n∈N ∈ S(f ) ∩ S(T ).
Then
g(t + sn)− g(t) =
∫ ∞
0
T t+sn−τt+sn P(t + sn − τ)f (t + sn − τ) dτ −
∫ ∞
0
T t−τt P(t − τ)f (t − τ) dτ .
Given ε > 0 let p > 0 be such that∫ ∞
p
T t+sn−τt+sn P(t + sn − τ)f (t + sn − τ) dτ
+ ∫ ∞
p
T t−τt P(t − τ)f (t − τ) dτ
 < ε2∫ p
0
T t+sn−τt+sn P(t + sn − τ)f (t + sn − τ) dτ −
∫ p
0
T t−τt P(t − τ)f (t − τ) dτ

≤
∫ p
0
T t+sn−τt+sn P(t + sn − τ)[f (t + sn − τ)− f (t − τ)] dτ

+
∫ p
0
[T t+sn−τt+sn P(t + sn − τ)− T t−τt P(t − τ)]f (t − τ) dτ
 .
If (sn)n∈N ∈ S(f ) ∩ S(T ) then there exists n0 such that if n ≥ n0∫ p
0
T t+sn−τt+sn P(t + sn − τ)[f (t + sn − τ)− f (t − τ)] dτ

+
∫ p
0
[T t+sn−τt+sn P(t + sn − τ)− T t−τt P(t − τ)]f (t − τ) dτ
 < ε2
and this completes the proof.
The corresponding result for the unstable part is proved in a similar way. 
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4. Infinite dimensional examples
In this sectionweassume thatX is an infinite dimensional Banach space andL(X) is the space of bounded linear operators
defined in X.
Suppose that A : D(A) ⊂ X → X is a generator of a C0-semigroup U(t) ∈ L(X), whereD(A) is a dense subspace of X
with |U(t)| ≤ Meωt , for all t ≥ 0, whereM, ω ≥ 0.
Lemma 3. Suppose that for each t ∈ R, B(t) ∈ L(X), for each x ∈ X the function x ∈ X → B(t)x ∈ X is continuous and
supt∈R |B(t)| ≤ N. Then A+ B(t) defines a linear evolution operator T st for t ≥ s and |T st | ≤ Me(ω+MN)(t−s), t ≥ s.
The proof is standard. T st satisfies the equation:
T st = U(t − s)+
∫ t
s
U(t − ξ)B(ξ)T sξ dξ (10)
and the estimate is obtained by using Gronwall’s inequality.
The operator T st , for t ≥ s, can also be obtained by successive approximations. We let T0(t, s) = U(t − s) and
Tn+1(t, s) = U(t − s)+
∫ t
s
U(t − ξ)B(ξ)Tn(ξ , s)dξ (11)
If we let t − s = σ in (10) and in (11) we obtain:
T ss+σ = U(σ )+
∫ s+σ
s
U(s+ σ − ξ)B(ξ)T sξ dξ
and
Tn+1(s+ σ , s) = U(σ )+
∫ s+σ
s
U(s+ σ − ξ)B(ξ)Tn(ξ , s) dξ .
Now we consider the change of variables ξ = s+ τ in the above integrals to obtain:
T ss+σ = U(σ )+
∫ σ
0
U(σ − τ)B(s+ τ)T ss+τ dτ
and
Tn+1(s+ σ , s) = U(σ )+
∫ σ
0
U(σ − τ)B(s+ τ)Tn(s+ τ , s) dτ . (12)
Lemma 4. Under the assumptions of this section, if p > 0, then Tn(s + σ , s) converges to T ss+σ in L(X) uniformly on
(s, σ ) ∈ R× [0, p].
Proof. In order to obtain some estimates on the successive approximations, we compute
T1(s+ σ , s)− T0(s+ σ , s) =
∫ σ
0
U(σ − τ)B(s+ τ)U(τ )dτ ,
|T1(s+ σ , s)− T0(s+ σ , s)| ≤
∫ σ
0
Meω(σ−τ)NMeωτdτ = Meωσ (MNσ),
T2(s+ σ , s)− T1(s+ σ , s) =
∫ σ
0
U(σ − τ)B(s+ τ)[T1(s+ τ , s)− T0(s+ τ , s)]dτ ,
|T2(s+ σ , s)− T1(s+ σ , s)| ≤
∫ σ
0
Meω(σ−τ)NMeωτ (MNτ)dτ = Meωσ (MNσ)
2
2! .
Using the Induction Principle one can prove that for any (s, σ ) ∈ R× [0, p]
|Tn+1(s+ σ , s)− Tn(s+ σ , s)| ≤ Meωσ (MNσ)
n+1
(n+ 1)! ≤ Me
ωp (MNp)
n+1
(n+ 1)! .
From this estimate, using the Weierstrass Theorem, we conclude that the series
∞−
0
[Tn+1(s+ σ , s)− Tn(s+ σ , s)]
is absolutely and uniformly convergent for (s, σ ) ∈ R × [0, p]. If we indicate by Sn+1(s + σ , s) the (n + 1)-th partial sum
then we have:
Sn+1(s+ σ , s) = Tn+1(s+ σ , s)− T0(s+ σ , s)→ T ss+σ − U(σ ),
as n →∞. This implies that Tn(s+ σ , s)→ T ss+σ as n →∞ uniformly for (s, σ ) ∈ R× [0, p]. 
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Lemma 5. In addition to the assumptions so far in this section assume that, ∪t∈R B(t)K is a precompact subset of X for each
compact K ⊂ X.
Then ∪σ∈[0,p],s∈R T ss+σK is a precompact subset of X for each compact K ⊂ X.
Proof. In this proof we will use the successive approximations presented in the previous lemma. It is easy to see that
∪σ∈[0,p],s∈R T0(s + σ , s)K = ∪σ∈[0,p],s∈R U(σ )K is precompact. Now suppose that ∪σ∈[0,p],s∈R Tn(s + σ , s)K is precompact.
Using (12) we can prove that ∪σ∈[0,p],s∈R Tn+1(s+ σ , s)K is precompact.
Now, given ε > 0 there exists n0 ≥ 1 such that |Tn0(s + σ , s)x − T ss+σ x| < ε for every x ∈ K and for every
(s, σ ) ∈ R×[0, p]. If we add to this result the fact that∪σ∈[0,p],s∈R Tn0(s+σ , s)K is precompact, using Lemma 1we conclude
that ∪σ∈[0,p],s∈R T ss+σK is precompact. 
Corollary 2. Assume the following hypotheses:
• A : D(A) ⊂ X→ X is a generator of a C0-semigroup U(t) ∈ L(X).• For each t ∈ R, B(t) ∈ L(X) and for each x ∈ X the function t ∈ R → B(t)x ∈ X is continuous.
• For each compact subset K ⊂ X,∪t∈R B(t)K is a precompact subset of X.• For each compact subset K ⊂ X the function t ∈ R → B(t)x ∈ X is uniformly continuous, uniformly with respect to x ∈ K.
Let T st be the evolution operator generated by A+ B(t) and p > 0. Then
(a) if K ⊂ X is compact then ∪s∈R,σ∈[0,p] T ss+σK is a precompact subset of X
(b) T ss+σ x is uniformly continuous on s ∈ R, uniformly with respect to (σ , x) ∈ [0, p] × K.
Proof. From the previous results it follows that we only have to prove part (b). We will use again the successive approx-
imations above. It is easy to see that T0(s + σ , s)x = U(σ )x is uniformly continuous on s ∈ R, uniformly with respect to
(σ , x) ∈ [0, p] × K .
If we assume that this result is true for Tn(s+ σ , s), it follows from (12) that it holds for Tn+1(s+ σ , s).
|Tn0(s+ σ , s)x− T ss+σ x| <
ε
3
, ∀(σ , s) ∈ [0, p] × R, ∀x ∈ K ,
|Tn0(s1 + σ , s1)x− Tn0(s2 + σ , s2)x| <
ε
3
, ∀(σ , x) ∈ [0, p] × K .
Therefore,
|T s1s1+σ x− T s2s2+σ x| ≤ |T s1s1+σ x− Tn0(s1 + σ , s1)x| + |Tn0(s1 + σ , s1)x− Tn0(s2 + σ , s2)x|
+ |Tn0(s2 + σ , s2)x− T s2s2+σ x| < ε,
for every (σ , x) ∈ [0, p] × K .
This completes the proof of Assumption 2. 
The following integral inequality can be found in the book of Hale [4].
Lemma 6. Let β, γ > 0, K , L,M ⩾ 0 and u(t) a continuous, bounded and nonnegative solution for t ⩾ 0 of the integral equation
u(t) ⩽ Ke−βt + L
∫ t
0
e−β(t−s)u(s)ds+M
∫ ∞
t
eγ (t−s)u(s) ds. (13)
If α def= L
β
+ M
γ
< 1, then
u(t) ⩽
1
1− α Ke
−

β− L1−α

t
, t ⩾ 0.
If u(t) is a solution continuous bounded and nonnegative for t ⩽ 0 of
u(t) ⩽ Keβt + L
∫ 0
t
eβ(t−s)u(s)ds+M
∫ t
−∞
e−γ (t−s)u(s) ds (14)
then
u(t) ⩽
1
1− α Ke

β− L1−α

t
, t ⩽ 0.
4.1. Roughness of exponential dichotomy
Part of the results presented here are not new, but the proofs give more information than usual. Moreover, they appear
to have some new ideas. For example roughness of exponential dichotomy proved here extends for infinite dimensional
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problems a result proved by Coppel [30], but we also obtained some compactness properties of the dichotomy. In his proof
Coppel treated the continuous systems directly, but he did not have the difficulty of backward continuation of the solutions.
Some related results on this subject in infinite dimensions were proved by Henry [29] and also in [28], but they consider
first the roughness for the discretized systems and then they recover the roughness for the continuous case. Here we treat
the continuous systems directly, i.e., our proofs use a different technique.
We will consider the equation
u˙ = Au+ B(t)u. (15)
We assume that A generates a C0-semigroup U(t) and there exists a projection E and positive constantsM β , such that
|U(σ )E| ≤ Me−βσ , σ ≥ 0
|U(σ )(I − E)| ≤ Meβσ , σ ≤ 0. (16)
Theorem 4. Suppose that the above dichotomy holds and that B(t) ∈ L(X) for every t ∈ R.
Consider the following hypotheses:
Hypothesis 1. The function t ∈ R→ B(t) ∈ L(X) is continuous and that there exists ε > 0 such that supt∈R |B(t)| < ε.
Hypothesis 2. For each compact set D ⊂ X the set ∪t∈R B(t)D is a precompact subset of X.
Hypothesis 3. The set ∪t∈R B(t) is a precompact subset ofL(X).
Then
1. If Hypothesis 1 holds and ε is sufficiently small then there exist α ≤ β and K ≥ M and projections Q (s) ∈ L(X), such
that
|T st Q (s)| ≤ Ke−α(t−s), t ≥ s
|T st (I − Q (s))| ≤ Keα(t−s), t ≤ s. (17)
2. If Hypotheses 1 and 2 hold and ε is sufficiently small then the exponential dichotomy (17) holds and ∪t≥s T st P(s)D and∪t≤s T st (I − P(s))D are precompact subsets of X for each compact subset D of X.
3. If Hypotheses 1 and 3 hold and ε is sufficiently small then the exponential dichotomy (17) holds and ∪t≥s T st P(s) and∪t≤s T st (I − P(s)) are precompact subsets ofL(X).
Proof. We define the set H := {(t, s) ∈ R2 : t ≥ s}. For (t, s) ∈ H consider the integral equation:
Y (t, s) = U(t − s)E +
∫ t
s
U(t − τ)EB(τ )Y (τ , s)dτ +
∫ ∞
t
U(t − τ)(I − E)B(τ )Y (τ , s)dτ . (18)
If Hypothesis 1 holds we consider the spaceY := BC(H,X) of the continuous and bounded functions Y from H toXwith
the norm |Y | := supt≥s Y (t, s). If Y ∈ Y define the operator T as
(T Y )(t, s) := U(t − s)E +
∫ t
s
U(t − τ)EB(τ )Y (τ , s)dτ +
∫ ∞
t
U(t − τ)(I − E)B(τ )Y (τ , s)dτ .
We can prove that T takesY intoY and that T is a contraction, if ε is sufficiently small. This follows using some estimates
like:
|Y (t, s)| ≤ Me−β(t−s) +
∫ t
s
Me−β(t−τ)ε|Y (τ , s)|dτ +
∫ ∞
t
Meβ(t−τ)ε|Y (τ , s)|dτ .
Nowwe point out that if Y (t, s) is a solution of (18) then Y (t, s)E is also a solution of (18). Sincewe have a unique solution
we conclude that Y (t, s)E = Y (t, s). In particular we have Y (s, s)E = Y (s, s).
Also Y (s, s) satisfies the equation:
Y (s, s) = E +
∫ ∞
s
U(s− τ)(I − E)B(τ )Y (τ , s)dτ ,
which implies that EY (s, s) = E.
Therefore Y (t, s)Y (s, s) is also a solution of (18) and so Y (t, s)Y (s, s) = Y (t, s) and for t = s gives Y (s, s)Y (s, s) = Y (t, s).
This shows that Q (s) := Y (s, s) is a projection. We can also verify that Y (t, s) is a solution of (15) with initial condition
Y (s, s) = Q (s) and so T st Q (s) = Y (t, s).
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If we let σ = t − s and if in the integrals of Eq. (18) we take the change of variables τ = s+ ξ , we obtain the equivalent
equation:
Y (σ + s, s) = U(σ )E +
∫ σ
0
U(σ − ξ)EB(s+ ξ)Y (s+ ξ, s)dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)B(s+ ξ)Y (s+ ξ, s)dξ . (19)
Let φ(σ) = |Y (σ + s, s)|. From Lemma 6 it follows that there exists 0 < α < β and K ≥ M such that |T st Q (s)| ≤
Ke−α(t−s), t ≥ s.
Nowwe consider Z(t, s) := T (t, s)(I−Q (s)) = T (t, s)(I−Y (s, s)), t ≤ s. As in the first part whenwe considered Y (t, s)
bounded for t ≥ s now we are interested that Z(t, s) be bounded for t ≤ s.
From the variation of constants formula we have for t ≤ s,
Z(t, s) = U(t − s)(I − Q (s))−
∫ s
t
U(t − τ)B(τ )Z(τ , s)dτ . (20)
If we add and subtract
 t
−∞ U(t − τ)EB(τ )Z(τ , s)dτ to this equation we obtain:
Z(t, s) = U(t − s)(I − Q (s))−
∫ s
t
U(t − τ)[I − E + E]B(τ )Z(τ , s)dτ
−
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ +
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ
= U(t − s)(I − Q (s))−
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ
−
∫ s
t
U(t − τ)EB(τ )Z(τ , s)dτ −
∫ s
t
U(t − τ)(I − E)B(τ )Z(τ , s)dτ +
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ
= U(t − s)(I − Q (s))−
∫ s
−∞
U(t − τ)EB(τ )Z(τ , s)dτ
−
∫ s
t
U(t − τ)(I − E)B(τ )Z(τ , s)dτ +
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ
= U(t − s)
[
(I − Q (s))−
∫ s
−∞
U(s− τ)EB(τ )Z(τ , s)dτ
]
−
∫ s
t
U(t − τ)(I − E)B(τ )Z(τ , s)dτ +
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ .
Therefore
Z(t, s) = U(t − s)
[
(I − Q (s))−
∫ s
−∞
U(s− τ)EB(τ )Z(τ , s)dτ
]
−
∫ s
t
U(t − τ)(I − E)B(τ )Z(τ , s)dτ +
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ .
Since the two last integrals define bounded solutions for t ≤ s then necessarily,
E
[
(I − Q (s))−
∫ s
−∞
U(s− τ)EB(τ )Z(τ , s)dτ
]
= 0. (21)
Therefore Z(t, s)must satisfy the equation:
Z(t, s) = U(t − s)(I − E)(I − Q (s))−
∫ s
t
U(t − τ)(I − E)B(τ )Z(τ , s)dτ +
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ . (22)
As before, we can prove that this equation has a unique solution Z(t, s) that is bounded for t ≤ s. Since (I−E)(I−Q (s)) =
(I − Q (s))we see that Z(t, s) satisfies the equation
Z(t, s) = U(t − s)(I − Q (s))−
∫ s
t
U(t − τ)(I − E)B(τ )Z(τ , s)dτ +
∫ t
−∞
U(t − τ)EB(τ )Z(τ , s)dτ . (23)
If we take t = swe can easily verify that condition (21) is satisfied.
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Again from Lemma 6, if ε is sufficiently small, we can obtain that
|Z(t, s)| = |T st (I − Q (s))| ≤ Keα(t−s), t ≤ s.
Now suppose that Hypotheses 1 and 2 hold. We consider the space V ⊂ Y of the operators V that take compact
sets into precompact subsets of X. We can show that V is a closed subset of Y and so it is a Banach space. It can be
verified that it is invariant under the operator T . Therefore the unique fixed point Y (t, s) = T st P(s) has the property that∪t≥s Y (t, s)D = ∪t≥s T st P(s)D is a precompact subset of X for each compact subset D of X. Using similar ideas we obtain that∪t≤s Z(t, s)D = ∪t≤s T st (I − P(s))D is a precompact subset of X for each compact subset D of X.
Now suppose that Hypotheses 1 and 3 hold. Consider the subspaceW ofY of the functions Y ∈ Y that have a precompact
range, that is the set {Y (t, s) ∈ L(X), t ≥ s} is precompact.
AlsoW is a closed subspace of Y and so it is a Banach space. AgainW is invariant under the operator T . Therefore the
unique fixed point Y (t, s) = T st P(s) has that property, that the set∪t≥s Y (t, s) = ∪t≥s T st P(s) is a precompact subset ofL(X).
Using similar ideas we obtain that ∪t≤s Z(t, s) = ∪t≤s T st (I − P(s)) is a precompact subset of X for each compact subset
L(X). 
Theorem 5. Suppose Hypothesis 1 holds and that supt∈R |B(t + αn)− B(t)| tends do zero as n →∞. If p > 0 then
T s+αnσ+s+αnP(s+ αn)→ T sσ+sP(s),
T s+αn−σ+s+αn(I − P(s+ αn))→ T s−σ+s(I − P(s))
as n →∞, uniformly with respect (σ , s) ∈ [0, p] × R.
Proof. We will prove the first statement for the stable part and the second for the unstable part can be proved in a similar
way.
The operator T st P(s) = Y (t, s) satisfies Eq. (18)
Y (t, s) = U(t − s)E +
∫ t
s
U(t − τ)EB(τ )Y (τ , s)dτ +
∫ ∞
t
U(t − τ)(I − E)B(τ )Y (τ , s)dτ .
If we let t = σ + swith σ ∈ [0, p] the operator T sσ+sP(s) = Y (σ + s, s) satisfies the equation,
Y (σ + s, s) = U(σ )E +
∫ σ+s
s
U(σ + s− τ)EB(τ )Y (τ , s)dτ +
∫ ∞
σ+s
U(σ + s− τ)(I − E)B(τ )Y (τ , s)dτ .
In the above integrals we take the change of variables τ = s+ ξ and we obtain the equivalent equation:
Y (σ + s, s) = U(σ )E +
∫ σ
0
U(σ − ξ)EB(s+ ξ)Y (s+ ξ, s)dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)B(s+ ξ)Y (s+ ξ, s)dξ . (24)
Therefore,
Y (σ + s+ αn, s+ αn) = U(σ )E +
∫ σ
0
U(σ − ξ)EB(s+ αn + ξ)Y (s+ αn + ξ, s+ αn)dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)B(s+ αn + ξ)Y (s+ αn + ξ, s+ αn)dξ .
If we subtract the two last equations we obtain
Y (σ + s+ αn, s+ αn)− Y (σ + s, s)
=
∫ σ
0
U(σ − ξ)E[B(s+ αn + ξ)Y (s+ αn + ξ, s+ αn)− B(s+ ξ)Y (s+ ξ, s)]dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)[B(s+ αn + ξ)Y (s+ αn + ξ, s+ αn)− B(s+ ξ)Y (s+ ξ, s)]dξ
=
∫ σ
0
U(σ − ξ)E[B(s+ αn + ξ)− B(s+ ξ)]Y (s+ αn + ξ, s+ αn)dξ
+
∫ σ
0
U(σ − ξ)EB(s+ ξ)[Y (s+ αn + ξ, s+ αn)− Y (s+ ξ, s)]dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)[B(s+ αn + ξ)− B(s+ ξ)]Y (s+ αn + ξ, s+ αn)dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)B(s+ ξ)[Y (s+ αn + ξ, s+ αn)− Y (s+ ξ, s)]dξ .
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From the exponential dichotomy it follows that |Y (s + αn + ξ, s + αn)| ≤ K if ξ ≥ 0. From the assumption on B(t) it
follows that given δ > there exists n0 = n0(δ) ≥ 1 such that if n ≥ n0 then
|B(t + αn)− B(t)| < δ, ∀ t ∈ R.
Also using the estimates (16) on the semigroup U(t)we obtain
|Y (σ + s+ αn, s+ αn)− Y (σ + s, s)| ≤
∫ σ
0
Me−β(σ−ξ)δKdξ +
∫ ∞
σ
Meβ(σ−ξ)δKdξ
+
∫ σ
0
Me−β(σ−ξ)ε|Y (ξ + s+ αn, s+ αn)− Y (ξ + s, s)|dξ
+
∫ ∞
σ
Meβ(σ−ξ)ε|Y (ξ + s+ αn, s+ αn)− Y (ξ + s, s)|dξ
= 2MKδ
β
+Mε
∫ σ
0
e−β(σ−ξ)|Y (ξ + s+ αn, s+ αn)− Y (ξ + s, s)|dξ
+Mε
∫ ∞
σ
eβ(σ−ξ)|Y (ξ + s+ αn, s+ αn)− Y (ξ + s, s)|dξ .
From the last inequality it follows that
sup
σ∈[0,p]
|Y (σ + s+ αn, s+ αn)− Y (σ + s, s)| ≤ 2MKδ
β
+Mε
[∫ σ
0
e−β(σ−ξ)dξ +
∫ ∞
σ
eβ(σ−ξ)dξ
]
× sup
σ∈[0,p]
|Y (σ + s+ αn, s+ αn)− Y (σ + s, s)|
and so,
sup
σ∈[0,p]
|Y (σ + s+ αn, s+ αn)− Y (σ + s, s)| ≤ 2MKδ
β
+ 2Mε
β
sup
σ∈[0,p]
|Y (σ + s+ αn, s+ αn)− Y (σ + s, s)|.
If we take ε < β2M we obtain for n ≥ n0 and (σ , s) ∈ [0, p] × R,
sup
σ∈[0,p]
|Y (σ + s+ αn, s+ αn)− Y (σ + s, s)| ≤

1− 2Mε
β
−1 2MKδ
β
and this completes the proof. 
Theorem 6. Suppose Hypothesis 1 and that the function t ∈ R→ B(t) ∈ L(X) is uniformly continuous in R. If p > 0 then the
functions
s ∈ R→ T sσ+sP(s), T s−σ+s(I − P(s))
are continuous, uniformly with respect to σ ∈ [0, p].
Proof. Again we are going to prove the stable part and the unstable part can be done in a similar way. From the uniform
continuity of Bwe have that given η > 0, there exists δ = δ(η) such that
t1, t2 ∈ R, |t2 − t1| < δ ⇒ |B(t2)− B(t1)| < η.
If we let Y (σ + s, s) = T sσ+sP(s) and use Eq. (24) we have
Y (σ + s2, s2) = U(σ )E +
∫ σ
0
U(σ − ξ)EB(s2 + ξ)Y (s2 + ξ, s2)dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)B(s2 + ξ)Y (s2 + ξ, s2)dξ
Y (σ + s1, s1) = U(σ )E +
∫ σ
0
U(σ − ξ)EB(s1 + ξ)Y (s1 + ξ, s1)dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)B(s1 + ξ)Y (s1 + ξ, s1)dξ .
Now we subtract the second equation from the first equation and add and subtract convenient terms.
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Y (σ + s2, s2)− Y (σ + s1, s1) =
∫ σ
0
U(σ − ξ)E[B(s2 + ξ)Y (s2 + ξ, s2)− B(s1 + ξ)Y (s1 + ξ, s1)]dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)[B(s2 + ξ)Y (s2 + ξ, s2)− B(s1 + ξ)Y (s1 + ξ, s1)]dξ
=
∫ σ
0
U(σ − ξ)E[B(s2 + ξ)− B(s1 + ξ)]Y (s2 + ξ, s2)dξ
+
∫ σ
0
U(σ − ξ)EB(s1 + ξ)[Y (s2 + ξ, s2)− Y (s1 + ξ, s1)]dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)[B(s2 + ξ)− B(s1 + ξ)]Y (s2 + ξ, s2)dξ
+
∫ ∞
σ
U(σ − ξ)(I − E)B(s1 + ξ)[Y (s2 + ξ, s2)− Y (s1 + ξ, s1)]dξ .
Following the ideas of the previous theorem we obtain:
sup
σ∈[0,p]
|Y (σ + s2, s2)− Y (σ + s1, s1)| ≤

1− 2Mε
β
−1 2MK
β
η.
This completes the proof. 
5. Weakly nonlinear equations
We now consider nonlinear differential equations of the form
dx
dt
= A(t)x+ f (t, x, ε) (25)
where A(t) is as before and the nonlinear term belongs to the class
Lip(η,M) :=

f : R×Ω(ρ0, σ0)→ X, |f (t, 0, ε)| ≤ M(ε), |f (t, x, ε)− f (t, y, ε)| ≤ η(ρ, σ )|x− y|

for all (t, x, ε), (t, y, ε) ∈ R×Ω(ρ, σ ), ρ ≤ ρ0 and 0 < σ ≤ σ0, where
Ω(ρ, σ ) := {(x, ε) ∈ X× Rm : |x| ≤ ρ, |ε| ≤ σ }, Bρ := {x ∈ X : |x| ≤ ρ} ,
and letη(ρ, σ ),M(σ ) forρ ≥ 0, σ ≥ 0, be continuous functionswhich are nondecreasing in both variableswithη(0, 0) = 0
andM(0) = 0.
A counterpart of Theorem 2 also holds for the weakly nonlinear differential equation (25).
Theorem 7. Suppose that Assumptions 1–3 hold. Suppose also that the function f ∈ Lip(η,M) and that f is uniformly
continuous in sets of the form R× K and f (R× K , ε) is precompact, for each compact K ⊂ Bρ ⊂ X.
Then, there are constants ρ1 > 0, σ1 > 0 and a function x∗(t, ε) such that x∗(·, ε) ∈ F , x∗(t, 0) = 0, |x∗(·, ε)| ≤ ρ1, 0 ≤
|ε| ≤ σ1, such that x∗(·, ε) is the unique solution of (25) with norm≤ ρ1 and x∗(·, ε) ∈ F .
Moreover S(f ) ∩ S(T ) ∩ S(P) ⊂ S(x(·, ε)), where
S(f ) :=

(sn)n∈N : |f (t + sn, x, ε)− f (t, x, ε)| → 0 as n →∞ uniformly
with respect to t ∈ R, x ∈ K for any compact set K ⊂ X

. (26)
Proof. LetBρ1 := {x(·) ∈ F : |x(t)| ≤ ρ1, ∀ t ∈ R }, where 0 < ρ1 ≤ ρ0, and consider the operator
(T x(·))(t) = (Tεx(·))(t) =
∫ t
−∞
T st P(s)f (s, x(s), ε) ds+
∫ ∞
t
T st (I − P(s))f (s, x(s), ε) ds,
which is motivated by the solution operatorK defined by (8) for the nonhomogeneous linear differential equation (3).
We will show that T has a unique fixed point inBρ1 . Following Hale [4], we obtain
|f (s, x, ε)| ≤ η(ρ1, σ1)|x| +M(σ1), ∀(t, x, ε) ∈ R×Ω(ρ1, σ1).
If ρ1, σ1 are taken sufficiently small in such a way that
K ∗[η(ρ1, σ1)|x| +M(σ1)] < ρ1,
P.E. Kloeden, H.M. Rodrigues / Nonlinear Analysis 74 (2011) 2695–2719 2707
where K ∗ is given in Corollary 1, then the operator T will satisfy
|T x(·)| ≤ K ∗ [η(ρ1, σ1)|x| +M(σ1)] < ρ1
|T x(·)− T y(·)| ≤ K ∗η(ρ1, σ1)|x(·)− y(·)| ≤ θ |x(·)− y(·)|
for all x(·), y(·) ∈ Bρ1 and all ε with |ε| ≤ σ1, where θ < 12 . This shows that T is a uniform contraction onBρ1 for |ε| ≤ σ1
and thus has a unique fixed point x∗(·, ε) inBρ1 . Moreover, x∗(t, ε) is a solution of (25) and x∗(t, 0) = 0.
Since ε does not play an important role in the next calculation, wewill omit it and henceforth write x(t) for x∗(t, ε). Then
x(t) =
∫ t
−∞
T st P(s)f (s, x(s)) ds+
∫ ∞
t
T st (I − P(s))f (s, x(s)) ds
=
∫ ∞
0
T t−τt P(t − τ)f (t − τ , x(t − τ)) dτ +
∫ 0
−∞
T t−τt (I − P(t − τ))f (t − τ , x(t − τ)) dτ .
Let (tm) be a sequence of real numbers such that f (t + tm, x) → f (t, x) uniformly with respect to t ∈ R and x in compact
sets.
Consider the stable and the unstable parts of the solution x(t).
xs(t) :=
∫ ∞
0
T t−τt P(t − τ)f (t − τ , x(t − τ)) dτ ,
xu(t) :=
∫ 0
−∞
T t−τt (I − P(t − τ))f (t − τ , x(t − τ)) dτ
Let xs(t + tm) :=
∫ ∞
0
T t+tm−τt+tm P(t + tm − τ)f (t + tm − τ , x(t + tm − τ)) dτ .
Then
xs(t + tm)− xs(t) =
∫ ∞
0
T t+tm−τt+tm P(t + tm − τ)f (t + tm − τ , x(t + tm − τ)) dτ
−
∫ ∞
0
T t−τt P(t − τ)f (t − τ , x(t − τ)) dτ
=
∫ ∞
0
T t+tm−τt+tm P(t + tm − τ) [f (t + tm − τ , x(t + tm − τ))− f (t + tm − τ , x(t − τ))] dτ
+
∫ p
0
T t+tm−τt+tm P(t + tm − τ)[f (t + tm − τ , x(t − τ))− f (t − τ , x(t − τ))] dτ
+
∫ p
0
T t+tm−τt+tm P(t + tm − τ)f (t − τ , x(t − τ)) dτ
−
∫ p
0
T t−τt P(t − τ)f (t − τ , x(t − τ)) d+ I,
where I denotes the two improper integrals
∞
p · · · (which can be made arbitrarily small by an appropriate choice of p).
Hence
xs(t + tm)− xs(t) =
∫ ∞
0
T t+tm−τt+tm P(t + tm − τ)[f (t + tm − τ , x(t + tm − τ))− f (t + tm − τ , x(t − τ))] dτ
+
∫ p
0
T t+tm−τt+tm P(t + tm − τ)[f (t + tm − τ , x(t − τ))− f (t − τ , x(t − τ))] dτ
+
∫ p
0
P(t + tm − τ)[T t+tm−τt+tm − T t−τt ]f (t − τ , x(t − τ)) dτ
−
∫ p
0
[P(t + tm − τ)− P(t − τ)]T t−τt f (t − τ , x(t − τ)) dτ + I.
Then, using the assumptions of the theorem, we obtain
|xs(t + tm)− xs(t)| ≤ θ sup
t∈R
|x(t + tm)− x(t)| + o(1)+ |I|.
In a similar way we can prove that
|xu(t + tm)− xu(t)| ≤ θ sup
t∈R
|x(t + tm)− x(t)| + o(1)+ |I|.
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Combining the results, we have
sup
t∈R
|x(t + tm)− x(t)| ≤ 2θ sup
t∈R
|x(t + tm)− x(t)| + o(1)+ 2|I|
and, therefore,
sup
t∈R
|x(t + tm)− x(t)| ≤ 11− 2θ [o(1)+ 2|I|],
from which we conclude that supt∈R |x(t + tm)− x(t)| → 0 asm →∞. 
6. The saddle property
In this section we will establish the existence of stable and unstable manifolds of the special solution x∗(t, ε) and also
prove that they inherit some properties of the original Eq. (25). Under the set up and assumptions of the last section we
consider the change of variables on the Eq. (25)
x = x∗(t, ε)+ y
and for the equation on ywe obtain
dy
dt
= A(t)y+ F(t, y, ε) (27)
where F(t, y, ε) := f (t, x∗(t, ε) + y, ε) − f (t, x∗(t, ε), ε). The function F(t, y, ε) plays the role for (27) that the function
f (t, y, ε) played for (25). Since F(t, y, 0) = 0 and M(ε) = 0, the unique temporarily global solution in Bρ1 ⊂ X is the zero
solution.
For any t0 ∈ R, let y (t, t0, yt0 , ε) denote the solution of (27) with the initial value y(t0, t0, yt0 , ε) = yt0 and let K be given
as in Assumption 1.
For each δ > 0 we define the local stable and unstable manifolds as
S(t0, δ, ε) :=

yt0 ∈ X : |P(t0)yt0 | < δ2K , |y(t, t0, y
t0 , ε)| < δ, t ≥ t0

, (28)
and
U(t0, δ, ε) :=

yt0 ∈ X : |(I − P(t0))yt0 | < δ2K , |y(t, t0, y
t0 , ε)| < δ, t ≤ t0

, (29)
respectively. Their existence and other properties are given by the next theorem.
Theorem 8. Suppose that Assumptions 1–3 hold. If F ∈ Lip(η, 0) and F(·, x) ∈ F for x in compact sets, then there are constants
δ > 0, ε1 > 0, β > 0 such that, for any t0 ∈ R, |ε| ≤ ε1, the mapping P(t0) is a homeomorphism of S(t0, δ, ε) onto
P(t0)X ∩ Bδ/2K , S(t0, δ, 0) is tangent to P(t0)X at zero and
|y(t, t0, yt0 , ε)| ≤ 2K |P(t0)yt0 |e−β(t−t0), t ≥ t0,
for any yt0 ∈ S(t0, δ, ε).
Similarly the mapping I − P(t0) is a homeomorphism of U(t0, δ, ε) onto (I − P(t0))X ∩ Bδ/2K ,U(t0, δ, 0) is tangent to
(I − P(t0))X at zero and
|y(t, t0, yt0 , ε)| ≤ 2K |(I − P(t0))yt0 |eβ(t−t0), t ≤ t0,
for any yt0 ∈ U(t0, δ, ε).
Moreover, if g(·, t0, ε) : P(t0)X∩Bδ/2K → S(t0, δ, ε) is the inverse of the homeomorphism P(t0), then g(y−, t0, ε) is Lipschitz
in y−with Lipschitz constant 2K ,R(g(y−, ·, ε)) is precompact, g(y−, ·, ε) is uniformly continuous onR andS(F)∩S(T )∩S(P) ⊂
S(g(y−, ·, ε)). The same conclusions hold for the inverse of the homeomorphism I−P(t0) of U(t0, δ, ε) onto (I−P(t0))X∩Bδ/2K .
Remark 2. The above theorem states for our class a corresponding result for the almost periodic case as stated in [4].
Essentially it says that the stable manifold (through the function g) inherits some properties of the linear and nonlinear
parts and it is not more complicated than them. A similar result holds for the unstable manifold.
Proof. The proof is similar to the proof of Theorem 3.1, page 159, in Hale [4]. We are working in a more general class of
nonlinear problems and will present just some key steps to adapt the proof there to our notation and assumptions.
Any solution of (27) which is bounded in [t0,∞)will have the form:
x(t) = T t0t x− +
∫ t
t0
T st P(s)f (s, x(s), ε) ds+
∫ 0
∞
T t+st (I − P(t + s))f (t + s, x(t + s), ε) ds (30)
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for t ≥ t0, where x− ∈ P(t0)X. In addition, any any solution of (27) which is bounded in (−∞, t0] has the form
x(t) = T t0t x+ +
∫ t
t0
T st (I − P(s))f (s, x(s), ε) ds+
∫ 0
−∞
T t+st P(t + s)f (t + s, x(t + s), ε) ds (31)
for t ≥ t0, where x+ ∈ (I − P(t0))X.
It follows from (4) that |P(t0)| ≤ K and |I − P(t0)| ≤ K , for every t0 ∈ R. If K and α are as in (4) and η is the Lipschitz
constant of f (t, x, ε)with respect to xwe can choose δ > 0 and ε1 > 0 such that
4Kη(δ, ε1) ≤ α, 8K 2η(δ, ε1) < α.
For each x− ∈ P(t0)Xwith |x−| ≤ δ/(2K) consider the set
G(t0, x−, δ) :=

x : [t0,∞)→ X continuous, |x| := sup
t∈[t0,∞)
|x(t)| ≤ δ, P(t0)x = x−

,
which is a complete metric space with the topology of the uniform convergence. For x ∈ G(t0, x−, δ) define T x by
(T x)(t) = T t0t x− +
∫ t
t0
TtsP(s)f (s, x(s), ε) ds+
∫ 0
∞
T t+st (I − P(t + s))f (t + s, x(t + s), ε) ds, t ≥ t0. (32)
As in [4], page 160, it follows from the contraction principle that T has a unique fixed point x∗ (·, t0, x−, ε) for |ε| ≤ ε1,
which depends continuously upon t, t0, x− and x∗ (·, t0, 0, ε) = 0 and satisfies the estimatex∗(t, t0, x−, ε)− x∗(t, t0, x′−, ε) ≤ 2Ke−α(t−t0)2 x− − x′− (33)
for t ≥ t0. In view of its definition, here
S(t0, δ, ε) = {x = x∗(t0, t0, x−, ε) : x− ∈ (P(t0)X) ∩ Bδ/2K } (34)
for |ε| ≤ ε1. Since x∗(·, t0, 0, ε) = 0, from (33) and (34) we obtainx∗(t, t0, xt0 , ε) ≤ 2K |P(t0)xt0 | e−β(t−t0), t ≥ t0,
with β := α/2.
Now, if we let g (x−, t0, ε) := x∗(t0, t0, x−, ε), then
g(x−, t0, ε) = x− +
∫ 0
∞
T t0+st0 (I − P(t0 + s)) f (t0 + s, x∗(t0 + s, t0, x−, ε), ε) ds. (35)
We will prove first thatR(g(x−, ·, ε)) is precompact and second that
|g(x−, t0 + αn, ε)− g(x−, t0, ε)| → 0 as n →∞,
when (αn) ∈ S(F) ∩ S(T ) ∩ S(P). The proof requires a modification of that in [4].
Since ε does not play an important role in what will be done we henceforth omit it and write F(t, x) = F(t, x, ε) and
x(t, t0) = x∗(t, t0, x−, ε). Then
sup
t∈R
|F(t + αn, x)− F(t, x)| → 0 and sup
t∈R
|T t+αn−τt+αn − T t−τt | → 0
as n →∞, uniformly with respect to (τ , x) in compact sets of [0,∞)× X and t ∈ R.
Now we will consider the precompactness ofR(g(x−, ·, ε)).
We denote Q (t) := I − P(t). The function x(t + t0, t0) is a solution of the equation
x(t + t0, t0) = T t0t+t0x− +
∫ t+t0
t0
T st+t0P(s)F(s, x(s, t0)) ds
+
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)F(t0 + t + s, x(t0 + t + s, t0)) ds, (36)
for t ≥ 0. Substituting τ = s− t0 in the first integral we obtain
x(t + t0, t0) = T t0t+t0x− +
∫ t
0
T τ+t0t+t0 P(τ + t0)F(τ + t0, x(τ + t0, t0)) dτ
+
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)F(t0 + t + s, x(t0 + t + s, t0)) ds. (37)
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Consider the space F := C([0,∞),X)with the supremum norm and for each fixed x0 ∈ X and each t0 ∈ R consider the
operator Tt0 : F→ F defined by
(Tt0x)(t) := T t0t+t0x− +
∫ t
0
T τ+t0t+t0 P(τ + t0)F(τ + t0, x(τ )) dτ
+
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)F(t0 + t + s, x(t + s)) ds
for each x(·) ∈ F. It is easy to see that x (t + t0, t0) is the fixed point of the uniform contraction Tt0 in F.
As before, if R(x) is compact, then there exists a compact K ⊂ X, which is independent of t0, such that (Tt0x)(t) ∈ K
for every t ≥ 0. Now, consider the successive iterations xn+1(t) = (Tt0xn)(t) with x0(t) ≡ 0 and let x∞(t) = x(t + t0, t0).
Given ε > 0, there exists n0 such that |xn0(t) − x∞(t)| < ε for every t ≥ 0. This shows that R(x∞) is contained in the
ε-neighborhood of R(xn0) that does not depend on t0. Hence x (t + t0, t0) belongs to a compact subset of X that does not
depend on t0 ∈ R for every t ≥ 0.
In order to prove that S(F) ∩ S(T ) ∩ S(P) ⊂ S(g(x−, ·, ε))we have to prove that
|x(t + t0 + αn, t0 + αn)− x(t + t0, t0)| → 0 as n →∞.
Since the improper integral that defines g(x−, t0, ε) is absolutely and uniformly convergent it will suffice to verify this limit
for t in a bounded interval, say [0, p]. Now
x(t + t0 + αn, t0 + αn) = T t0+αnt+t0+αnx− +
∫ t
0
T τ+t0+αnt+t0+αn P(τ + t0 + αn)F(τ + t0 + αn, x(τ + t0 + αn, t0)) dτ
+
∫ 0
∞
T t0+αn+t+st0+αn+t Q (t + t0 + αn + s)F(t0 + αn + t + s, x(t0 + αn + t + s, t0)) ds, (38)
so
x(t + t0 + αn, t0 + αn)− x(t + t0, t0)
= T t0+αnt+t0+αnx− − T t0t+t0x− +
∫ t
0
T τ+t0+αnt+t0+αn P(τ + t0 + αn)F(τ + t0 + αn, x(τ + t0 + αn, t0)) dτ
−
∫ t
0
T τ+t0t+t0 P(τ + t0)F(τ + t0, x(τ + t0, t0)) dτ +
∫ 0
∞
T t0+αn+t+st0+αn+t Q (t + t0 + αn + s)
× F(t0 + αn + t + s, x(t0 + αn + t + s, t0)) ds−
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)F(t0 + t + s, x(t0 + t + s, t0)) ds
for t ≥ 0. If we add and subtract convenient terms we obtain
x(t + t0 + αn, t0 + αn)− x(t + t0, t0) = [T t0+αnt+t0+αn − T t0t+t0 ]x− +
6−
j=1
Ij,
for t ≥ 0, where
I1 =
∫ t
0
T τ+t0+αnt+t0+αn P(τ + t0 + αn)[F(τ + t0 + αn, x(τ + t0 + αn, t0))− F(τ + t0, x(τ + t0 + αn, t0))] dτ
I2 =
∫ t
0
T τ+t0+αnt+t0+αn P(τ + t0 + αn) [F(τ + t0, x(τ + t0 + αn, t0))− F(τ + t0, x(τ + t0, t0))] dτ
I3 =
∫ t
0

T τ+t0+αnt+t0+αn P(τ + t0 + αn)− T τ+t0t+t0 P(τ + t0)

F(τ + t0, x(τ + t0, t0)) dτ
I4 =
∫ 0
∞
T t0+αn+t+st0+αn+t Q (t + t0 + αn + s)
× [F(t0 + αn + t + s, x(t0 + αn + t + s, t0))− F(t0 + t + s, x(t0 + αn + t + s, t0))] ds
I5 =
∫ 0
∞
T t0+αn+t+st0+αn+t Q (t + t0 + αn + s)
×[F(t0 + t + s, x(t0 + αn + t + s, t0))− F(t0 + t + s, x(t0 + t + s, t0))] ds
I6 =
∫ 0
∞

T t0+αn+t+st0+αn+t Q (t + t0 + αn + s)− T t0+t+st0+t Q (t + t0 + s)

F(t0 + t + s, x(t0 + t + s, t0)) ds.
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We estimate these terms as in the proof of Theorem 7. From (9) it follows that given ε > 0 there exists n0 ≥ 1 such that for
n ≥ n0
|[T t0+αnt+t0+αn. − T t0t+t0 ]x−| ≤ ε,
uniformly with respect to t0 ∈ R and t ≥ 0. Since (αn) ∈M(F), it follows from (4) that for n ≥ n0
|I1| ≤
∫ t
0
Ke−α(t−τ) |F(τ + t0 + αn, x(τ + t0 + αn, t0))− F(τ + t0, x(τ + t0 + αn, t0))| dτ
≤ K
α
ε
and also that
|I4| ≤ K
α
ε,
while it follows from (9) that
|I3| ≤ C pε
for n ≥ n0 and t ∈ [0, p], where C is some constant. Since F is Lipschitz, it follows from (4) that
|I2| ≤ K
∫ t
0
e−α(t−τ)η(δ, ε1)|x(τ + t0 + αn, t0)− x(τ + t0, t0)| dτ
≤ K
α
η(δ, ε1) sup
t≥0
|x(t + t0 + αn, t0)− x(t + t0, t0)|,
and similarly that
|I5| ≤ K
α
η(δ, ε1) sup
t≥0
|x(t + t0 + αn, t0)− x(t + t0, t0)|.
Moreover, it follows from (4) that∫ p∞ [T t0+αn+t+st0+αn+t Q (t + t0 + αn + s)− T t0+t+st0+t Q (t + t0 + s)]F(t0 + t + s, x(t0 + t + s, t0)) ds
 ≤ 2Kα ε
and from (9) that for n ≥ n0 and t ∈ [0, p]∫ p∞ [T t0+αn+t+st0+αn+t Q (t + t0 + αn + s)− T t0+t+st0+t Q (t + t0 + s)]F(t0 + t + s, x(t0 + t + s, t0)) ds
 ≤ ε.
The next task is to prove that the function t0 ∈ R → g(x−, t0, ε) := x∗(t0, t0, x−, ε) is uniformly continuous. In fact, we
will show that, given ε > 0, there exists a δ > 0 such that
|t1 − t0| < δ ⇒ |x(t + t1, t1)− x(t + t0, t0)| < ε
for t in a bounded interval, say [0, p]. This will suffice because the improper integral that defines g(x−, t0, ε)is absolutely
and uniformly convergent. From (37) we have
x(t + t0, t0) = T t0t+t0x− +
∫ t
0
T τ+t0t+t0 P(τ + t0)F(τ + t0, x(τ + t0, t0)) dτ
+
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)F(t0 + t + s, x(t0 + t + s, t0)) ds
for t ∈ [0, p]. Therefore
x(t + t0, t0)− x(t + t1, t1) = T t0t+t0x− +
∫ t
0
T τ+t0t+t0 P(τ + t0)F(τ + t0, x(τ + t0, t0)) dτ
+
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)F(t0 + t + s, x(t0 + t + s, t0)) ds
− T (t + t1, t1)x− +
∫ t
0
T τ+t1t+t1 P(τ + t1)F(τ + t1, x(τ + t1, t1)) dτ
+
∫ 0
∞
T t1+t+st1+t Q (t + t1 + s)F(t1 + t + s, x(t1 + t + s, t1)) ds
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−
∫ t
0
T τ+t1t+t1 P(τ + t1)F(τ + t1, x(τ + t1, t1)) dτ
=

T t0t+t0x− − T t1t+t1x−

+
[∫ t
0
T τ+t0t+t0 P(τ + t0)F(τ + t0, x(τ + t0, t0)) dτ
−
∫ t
0
T τ+t1t+t1 P(τ + t1)F(τ + t1, x(τ + t1, t1)) dτ
]
+
[∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)F(t0 + t + s, x(t0 + t + s, t0)) ds
−
∫ 0
∞
T t1+t+st1+t Q (t + t1 + s)F(t1 + t + s, x(t1 + t + s, t1)) ds
]
=

T t0t+t0x− − T t1t+t1x−

+
4−
j=1
Jj +
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)
×[F(t0 + t + s, x(t0 + t + s, t0))− F(t1 + t + s, x(t0 + t + s, t0))] ds
+
∫ 0
∞

T t0+t+st0+t Q (t + t0 + s)− T t1+t+st1+t Q (t + t1 + s)

× F(t1 + t + s, x(t1 + t + s, t1)) ds
where
J1 =
∫ t
0
T τ+t0t+t0 P(τ + t0) [F(τ + t0, x(τ + t0, t0))− F(τ + t1, x(τ + t0, t0))] dτ
J2 =
∫ t
0
T τ+t0t+t0 P(τ + t0) [F(τ + t1, x(τ + t0, t0))− F(τ + t1, x(τ + t1, t1))] dτ
J3 =
∫ t
0

T τ+t0t+t0 P(τ + t0)− T τ+t1t+t1 P(τ + t1)

F(τ + t1, x(τ + t1, t1)) dτ
J4 =
∫ 0
∞
T t0+t+st0+t Q (t + t0 + s)[F(t1 + t + s, x(t0 + t + s, t0))− F(t1 + t + s, x(t1 + t + s, t1)) ds].
Since x (t + t0, t0) belongs to a compact set independent of t0 ∈ R for every t ≥ 0, the
∞
ℓ
parts of the unlabelled
improper integrals in the sum above can each be supposed to be less than ε. Therefore we have
|x(t + t0, t0)− x(t + t1, t1)| ≤
T t0t+t0x− − T t1t+t1x−+ 6−
j=1
Jj+ 2ε
for t ∈ [0, p], where in addition
J5 =
∫ 0
ℓ
T t0+t+st0+t Q (t + t0 + s) [F(t0 + t + s, x(t0 + t + s, t0))− F(t1 + t + s, x(t0 + t + s, t0)) ds]
J6 =
∫ 0
ℓ

T t0+t+st0+t Q (t + t0 + s)− T t1+t+st1+t Q (t + t1 + s)

F(t1 + t + s, x(t1 + t + s, t1)) ds.
From our previous assumptions it follows that the function F(·, x) is uniformly continuous for x in a compact set, so from
(4) and (6) there exists ν > 0 such that
|T t0t+t0x− − T t1t+t1x−| + |J1| + |J3| + |J5| + |I6| < ε
if |t1 − t0| < ν. Moreover, F is Lipschitz, so
|x(t + t0, t0)− x(t + t1, t1)| ≤ |J2| + |J4| + 2ε
≤ 2K
α
η(δ, ε1) sup
t≥0
|x(t + t0, t0)− x(t + t1, t1)| + 2ε.
This implies that x(t + t0, t0) is uniformly continuous in t0 ∈ R, uniformly with respect to t ≥ 0. 
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6.1. Systems of partial differential equations
In this section we present some applications to some examples in infinite dimensional Banach spaces involving systems
of partial differential equations.
Example 1 (Coupled Heat Equations). Following Henry [29, page 119], we consider coupled heat equations. Consider first
the equation:
∂u
∂t
= ∂
2u
∂x2
+ λu, 0 < x < π, u = 0 at x = 0, π. (39)
Take the space X = L2(0, π),−Aφ(x) = φ′′(x) for smooth φ which vanish at x = 0, π and let −A be extended to a
positive defined operator in X. ThenD(A) = H10 (0, π) ∩ H2(0, π).
The spectrum of A is σ(A) = {−n2 + λ; n = 1, 2, 3, . . .}.
Now we fix λ such that 1 < λ < 4. Let v := column(u1, u2). Let B(t) a 2 × 2 matrix such that B(t) is bounded and
uniformly continuous on R. Consider the following equation with the same boundary conditions:
∂v
∂t
=
 ∂
2
∂x2
∂2
∂x2
+ λ
 v + εB(t)v + F(v)+ f (t), (40)
where F : R2 → R2 is a smooth function such that F(0) = 0, F ′(0) = 0 and f : R → R2 belongs to our class. Taking
ε > 0, sufficiently small and appropriate conditions on B(t) then this example will satisfy on the conditions of the previous
chapter.
Example 2 (Coupled Beam Equations). The nonlinear partial differential equation
∂2u
∂t2
+ ∂
4u
∂x4
+ Γ ∂
2u
∂x2
+ α ∂u
∂t
= κ
∫ 1
0
∂u∂x
2 dx
 
∂2u
∂x2

, 0 < x < 1
u(0) = ∂
2u
∂x2
(0) = u(1) = ∂
2u
∂x2
(1) = 0
(41)
has been studied by several authors (like Holmes & Marsden [31], Kouémou [32], Ceron & Lopes [33], Rodrigues &
Silveira [14], Rodrigues & Sola-Morales [34] among others) as a model for the dynamical buckling of the hinged extensible
beam. Here Γ , α and κ are parameters.
If α > 0, associated to the linear part of the above equation we have a linear operator, defined in an suitable space, such
that all its eigenvalues have negative real parts except j of them, if j2π2 + δ ≤ Γ ≤ (j+ 1)2π2 − δ (j = 0, 1, 2, . . .), where
δ > 0 is sufficiently small. Details of this statement can be found in Rodrigues & Sola-Morales [34].
Following the ideas of the previous example we could construct a system of coupled nonlinear beam equations, with a
forcing function f (t) that belongs to our class of functions.
Remark 3. Following the spirit of the first example we can also construct coupled nonautonomous nonlinear wave equa-
tions that satisfy the assumptions of this paper.
7. Pullback attractors
We now consider more general nonautonomous ODEs of the form
dx
dt
= f (t, x), t ∈ R, x ∈ Rd, (42)
where the vector field f belongs to the class FODE defined by
FODE :=

f : R× Rd → Rd; is uniformly continuous in t ∈ R uniformly in x in compact subsets C ,
with precompact rangeRC (f ) := ∪{f (t, x), t ∈ R, ∀x ∈ C}, compact C

.
Functions in the class F belong trivially to the class FODE.
Elementary (autonomous) examples show that existence and uniqueness of solutions is not guaranteed for the classFODE
without additional assumptions. For simplicity, wewill assume that the existence and uniqueness of solutions does hold and
that the solution mapping x(t, t0, x0) generates a process [35,36], i.e. a continuous mapping (t, t0, x0) → x(t, t0, x0) ∈ Rd
for t ≥ t0, t0 ∈ R and x0 ∈ Rd, with the initial value and evolution properties
(i) x(t0, t0, x0) = x0 for all t0 ∈ R and x0 ∈ Rd,
(ii) x(t2, t0, x0) = x(t2, t1, x(t1, t0, x0)) for all t0 ≤ t1 ≤ t2 in R and x0 ∈ Rd.
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Following [37–41] and the papers cited therein, a pullback attractor of a process consists of a family of nonempty compact
setsA := {A(t), t ∈ R} of Rd which is invariant in the sense that
x (t, t0, A(t0)) = A(t) for all t ≥ t0, t0 ∈ R (43)
and pullback attracting in the sense that
lim
t0→−∞
H∗Rd(x(t, t0,D), A(t)) = 0 (44)
for all bounded subsets D of Rd, where x(t, t0,D) := ∪ {x(t, t0, x0) : x0 ∈ D}. Here H∗Rd is the Hausdorff semi distance, i.e.
H∗Rd(A, B) := maxa∈A dist(a, B) = maxa∈A minb∈B |a− b|
for nonempty compact subsets A and B of Rd. The corresponding Hausdorff distance is defined by
HRd(A, B) = max{H∗Rd(A, B),H∗Rd(B, A)}
and is a metric on the spaceH(Rd) of nonempty compact sets of Rd.
Note that pullback attraction is not the same as forwards attraction, i.e. with t →∞ instead of t0 → −∞, see [38] for
a detailed discussion and counterexamples. The existence of a pullback attractor follows from that of a family of pullback
absorbing sets, see the above cited literature.
The following result is an immediate consequence of the continuity of the process and the definition of invariance (43).
Lemma 7. Suppose that a process on Rd has a pullback attractor A := {A(t), t ∈ R}. The setvalued mapping t → A(t) is
continuous in t ∈ R with respect to the Hausdorff metric HRd .
Under the following assumption the components sets of the pullback attractor and its entire solutions are in fact
uniformly continuous.
Assumption 4 (Existence). TheODE (42)with f ∈ FODE generates a processwhich has a pullback attractorA = {A(t), t ∈ R}
such that ∪t∈R A(t) is precompact.
Lemma 8. Suppose that Assumption 4 holds. Then φ¯ ∈ F for every entire solution φ¯ of the ODE (42) taking values in the pullback
attractor, i.e. with φ¯(t) ∈ A(t) for all t ∈ R.
Proof. Since φ¯ is an entire solution it satisfies
d
dt
φ¯(t) = f (t, φ¯(t)), ∀ t ∈ R.
Integrating gives
φ¯(t)− φ¯(s) =
∫ t
s
f (r, φ¯(r)) dr
and hence
|φ¯(t)− φ¯(s)| =
∫ t
s
f (r, φ¯(r)) dr
 ≤ ∫ t
s
M dr
 ≤ M|t − s|
for all s, t ∈ R, where
M := sup{|f (t, x)|; x ∈ ∪t∈R A(t), t ∈ R} <∞,
which is finite because ∪t∈R A(t) is precompact and f ∈ FODE. Hence φ¯ is uniformly continuous on R. The precompactness
of its range follows from that of ∪t∈R A(t). 
Theorem 9. Suppose that Assumption 4 holds. Then the setvalued mapping t → A(t) is uniformly continuous on Rwith respect
to the Hausdorff metric HRd , i.e., it belongs to a setvalued counterpart of F consisting of mappings defined onR and taking values
in the complete metric space (H(Rd),HRd).
Proof. Uniform continuity of t → A(t)means that for every ϵ > 0 there exists a δ(ϵ) > 0 such that
HRd(A(s), A(t)) < ϵ
for all s, t ∈ Rwith |s− t| < δ. Since continuous mappings are uniformly continuous on compact time intervals, if uniform
continuity on R does not hold, then there is an ϵ0 > 0 and sequences sn, tn →∞with |sn − tn| < 1/n such that
H∗Rd(A(sn), A(tn)) ≥ ϵ0 for all n ∈ N.
Let an ∈ A(sn) be such that
dist(an, A(tn)) = H∗Rd(A(sn), A(tn))
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and let φn be an entire trajectory taking values in the pullback attractor such that an = φn(sn). Thus we have
dist(φn(sn), A(tn)) ≥ ϵ0 for all n ∈ N
and hence
|φn(sn)− φn(tn)| ≥ ϵ0 for all n ∈ N.
But we see from the proof of Lemma 8 that the entire solutions in the pullback attractor are equi-uniform continuous
with
|φn(s)− φn(t)| ≤ M|s− t| for all n ∈ N, s, t ∈ R.
In particular, we have
|φn(sn)− φn(tn)| ≤ M|sn − tn| ≤ M/n for all n ∈ N.
Taking n large enough so that M/n < ϵ0, we obtain a contradiction. Thus the setvalued mapping t → A(t) is uniformly
continuous on R. 
7.1. A counterexample
If f ∈ FODE and the ODE (42) has a pullback attractor, then ∪t∈R A(t) need not be precompact. The following
counterexample is due to Martin Rasmussen (private communication). Consider the function g : R→ R,
g(x) :=
−1 : x ≥ 1
−x : x ∈ (−1, 1)
1 : x ≤ −1
.
The autonomous ODE
x˙ = g(x) (45)
has a global autonomous attractor A = {0}, which is also a pullback attractor with A(t) = {0} for all t ∈ R. Under the
transformation y := x− t , the autonomous ODE (45) becomes the nonautonomous ODE
y˙ = f (t, x) := g(y+ t)− 1
with vector field f ∈ FODE. This nonautonomous ODE has a pullback attractor with components sets A(t) = {−t} for all
t ∈ R. Clearly, ∪{A(t) : t ∈ R} = R.
7.2. The weakly nonlinear ODE again
We return to the weakly nonlinear ODE (25), i.e.,
dx
dt
= A(t)x+ f (t, x, ε), (46)
and Theorem 7, but now with the additional assumption that P(t) = I , i.e., only with the stable part. We claim that this
equation has a (local) pullback attractor given by the unique bounded solution in R, which satisfies the integral equation:
x¯(t) =
∫ t
−∞
T st f (s, x¯(s), ε) ds,
i.e., the components sets are A(t) = {x¯(t)}.
Since ε does not play an important role in the estimates belowwewill omit it. The solution of ODE (46) with a sufficiently
small initial condition x0 at t0 is given by
x(t, t0, x0) = T t0t x0 +
∫ t
t0
T st f (s, x(s, t0, x0)) ds.
Subtracting, we have
x(t, t0, x0)− x¯(t) = T t0t x0 +
∫ t
t0
T st f (s, x(s, t0, x0)) ds−
∫ t
−∞
T st f (s, x¯(s)) ds
= T t0t x0 +
∫ t
t0
T st [f (s, x(s, t0, x0))− f (s, x¯(s))] , ds−
∫ t0
−∞
T st f (s, x¯(s)) ds.
Hence
2716 P.E. Kloeden, H.M. Rodrigues / Nonlinear Analysis 74 (2011) 2695–2719
|x(t, t0, x0)− x¯(t)| ≤ Ke−α(t−t0)|x0| +
∫ t
t0
Ke−α(t−s)η|x(s, t0, x0)− x¯(s)| ds+
∫ t0
−∞
Ke−α(t−s)|f (s, x¯(s))| ds
and therefore
eαt |x(t, t0, x0)− x¯(t)| ≤ Keαt0 |x0| +
∫ t
t0
Keαsη|x(s, t0, x0)− x¯(s)| ds+
∫ t0
−∞
Keαs|f (s, x¯(s))| ds.
Then, using Gronwall’s inequality, we obtain:
eαt |x(t, t0, x0)− x¯(t)| ≤
[
Keαt0 |x0| +
∫ t0
−∞
Keαs|f (s, x¯(s))| ds
]
eKη,(t−t0)
from which it follows that
|x(t, t0, x0)− x¯(t)| ≤ e−(α−Kη)t
[
Ke(α−Kη)t0 |x0| + e−Kηt0
∫ t0
−∞
Keαs|f (s, x¯(s))| ds
]
. (47)
If we assume that η > 0 is sufficiently small so that α > Kη, then it is not difficult to prove that the second member of
the last inequality tends to zero as t0 → −∞, for the term involving the integral we use L’Hospital’s Rule. This is pullback
attraction, so the pullback attractor consists of just the special solution x¯(t). It inherits properties of the equation such as
periodicity, almost periodicity or the more general as indicated in Theorem 7.
In fact, from inequality (47) we also obtain convergence in the forwards sense, i.e.,
lim
t→∞ |x(t, t0, x0)− x¯(t)| = 0,
so the pullback attractor is also a forward attractor in this example. The advantage of pullback attraction is that it allows us
to obtain an explicit expression for the solution x¯(t).
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Appendix. Sequential sets for periodic and almost periodic functions
Recall that the sequential set of a function f is defined as let
S(f ) = {(sn)n∈N : f (t + sn)− f (t)→ 0, as n →∞, uniformly on t ∈ R}.
For a periodic function we have the following characterization.
Lemma 9. Let f : R→ C continuous with minimal period τ . Then
S(f ) = {(sn)n∈N : ∃zn ∈ τZ such that sn − zn → 0, as n →∞}.
Proof. Without loss of generality we set τ = 1 and define
A := {(sn)n∈N : ∃zn ∈ Z such that sn − zn → 0, as n →∞}.
To prove thatA ⊂ S(f ), given (sn)n∈N ∈ A, let (zn) such that sn − zn → 0 as n →∞. Since f is uniformly continuous in R
we have
f (t + sn)− f (t) = f (t + sn)− f (t + zn)+ f (t + zn)− f (t)
= f (t + sn)− f (t + zn)f (t + zn + sn − zn)− f (t + zn)→ 0 as n →∞.
Now to prove that S(f ) ⊂ A, given (sn)n∈N ∈ S(f ), let zn ∈ Z and νn ∈ [−1/2, 1/2] be such that sn = zn+νn. Wemust show
that νn → 0 as n →∞. Suppose this is not the case. Then there exists a subsequence (νm) and a ρ > 0 such that |νm| ≥ ρ,
which implies that there exists a further subsequence (νq) that belongs to only one of the intervals [−1/2,−ρ] or [ρ, 1/2].
Suppose that νq ∈ [ρ, 1/2] for all q ∈ N. (The other possibility is analogous.) We may suppose that νq → ν¯ as q → ∞. If
f (t + ν¯) − f (t) = 0 for all t ∈ R, then ν¯ ∈ [ρ, 1/2] would be the minimal period, which contradicts the hypothesis. Then
there must exist t¯ ∈ R such that f (t¯ + ν¯)− f (t¯) ≠ 0. Then we have
f (t¯ + sq)− f (t¯) = f (t¯ + νq + zq)− f (t¯) = f (t¯ + νq)− f (t¯)→ f (t¯ + ν¯)− f (t¯) ≠ 0
as q →∞ and this is a contradiction. Then νn → 0 as n →∞, which completes the proof. 
The following theorem on almost periodic functions is due to Bochner (see [26, page 56]).
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Theorem 10 (Bochner). Given an almost periodic function f (t) ∼ ∑∞j=1 ajeıλjt with aj ≠ 0 for all j ∈ N, it is possible to form a
sequence of exponential polynomials
σm(t) =
N(j)−
j=1
r (m)λj aje
ıλjt ,
where r (m)λj ∈ (0, 1] and r (m)λj → 1 as m →∞, such that σm(t)→ f (t) uniformly for t ∈ R.
Theorem 11. Let f : R→ C be an almost periodic function as in Theorem 10 and let
A := {(sn)n∈N : eıλjsn → 1 as n →∞ for each j ∈ N}.
Then the sequential set S(f ) = A.
Proof. First consider the case S(f ) ⊂ A. If (sn)n∈N ∈ S(f ), then, given ε > 0, there exists n0 ≥ 1 such that, if n ≥ n0, then
|f (t + sn)− f (t)| < ε for every t ∈ R. Hence, if n ≥ n0, then 1T
∫ T
0
[f (t + sn)− f (t)]e−iλkt dt
 ≤ ε, ∀ T > 0,
for an arbitrary fixed k ∈ N. But
lim
T→∞
1
T
∫ T
0
[f (t + sn)− f (t)]e−iλkt dt = ak[eıλksn − 1]
since
f (t + sn)− f (t) ∼
∞−
j=1
ajeıλj(t+sn) −
∞−
j=1
ajeıλjt =
∞−
j=1
ajeıλjt

eıλksn − 1 ,
and so
[f (t + sn)− f (t)]e−iλkt ∼
∞−
j=1
Ajeı(λj−λk)t

eıλksn − 1 .
Hence limT→∞ 1T
∫ T
0
[f (t + sn)− f (t)]e−iλkt dt
 = limT→∞
 1T
∫ T
0
[f (t + sn)− f (t)]e−iλkt dt
 ≤ ε
and so
|Ak||eıλksn − 1| ≤ ε
if n ≥ n0, which implies that eıλksn → 1 as n →∞. Since kwas arbitrary and Ak ≠ 0, it follows that (sn)n∈N ∈ A.
Now consider the case A ⊂ S(f ). Let (sn)n∈N ∈ A. Then eıλjsn → 1 as n → ∞ for each j ∈ N. From the Bochner
Theorem 10 it follows that
σm(t) =
N(m)−
j=1
r (m)λj aje
ıλjt → f (t) asm →∞,
uniformly for t ∈ R. Thus, given ε > 0, there existsm0 = m0(ε) > 0 such thatσm0(t)− f (t) =
 p−
j=1
r (m0)λj aje
ıλjt − f (t)
 < ε3 , ∀t ∈ R,
where p = p(ε) := N(m0). Let B(ε) =∑pj=1 |aj| and let n0 = n0(ε) be such that
|eıλjsn − 1| < ε
3B(ε)
, ∀j = 1, . . . , p.
Since
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|σm0(t + sn)− σm0(t)| =
 p−
j=1
r (m0)λj aje
ıλj(t+sn) −
p−
j=1
r (m0)λj aje
ıλjt

≤
 p−
j=1
r (m0)λj aje
ıλjt

eıλjsn − 1 ≤ p−
j=1
|aj|
eıλjsn − 1 ,
we have
|σm0(t + sn)− σm0(t)| <
ε
3
, ∀ t ∈ R,
for n ≥ n0. Hence
|f (t + sn)− f (t)| = |f (t + sn)− σm0(t + sn)+ σm0(t + sn)− σm0(t)+ σm0(t)− f (t)|
≤ |f (t + sn)− σm0(t + sn)| + |σm0(t + sn)− σm0(t)| + |σm0(t)− f (t)|
<
ε
3
+ ε
3
+ ε
3
= ε, ∀ t ∈ R,
if n ≥ n0 and it follows that (sn)n∈N ∈ S(f ). 
Remark 4. In conclusion we present some comments about the almost periodic case. We suppose that A is a generator of
a C0-semigroup in an infinite dimensional Banach space X and that the exponential dichotomy (16) is satisfied. Following
the ideas of Hale [4] one can prove that if f : R→ X is almost periodic, that is for any sequence of real numbers (αn) there
exists a subsequence (βn) and function f¯ : R→ C such that f (t+βn)→ f¯ (t) uniformly onR, as n →∞, then the equation
x˙ = Ax+ f (t)
has a unique bounded solution that is almost periodic and itsmodule is contained in that of f . Under appropriate assumptions
this result can be extended to semilinear equations and the stable and unstable and the unstablemanifolds inherit the almost
periodicity properties and the same holds with respect to the modulus.
We believe that it can also be proved that if B(t), t ∈ R, is a bounded operator defined on X and is almost periodic in the
above sense, sufficiently uniformly small, and f is as above then the equation
x˙ = [A+ B(t)]x+ f (t)
has a unique bounded solution that is almost periodic and its module is contained in the intersection of themodule of f with
that of B. We also expect that for the semilinear case
x˙ = [A+ B(t)]x+ f (t, x)
corresponding results can be proved including the properties of the stable and unstable manifolds.
Using the results obtained in this paper and the relationship betweenmodulus and sequence sets, stated in the Appendix,
it is possible to obtain information about the sequence sets of the almost periodic solution of the above homogeneous and
semilinear equations and of the stable and unstable manifolds. This will be subject of a future work, where the relationship
of Haraux [42], which are presented in terms of monotone operators, will also be investigated.
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