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Abstract
In this paper, we can prove the existence of translating solutions to the nonparametric mean
curvature flow with nonzero Neumann boundary data in a prescribed product manifoldMn×R,
where Mn is an n-dimensional (n≥ 2) complete Riemannian manifold with nonnegative Ricci
curvature, and R is the Euclidean 1-space.
1 Introduction
The mean curvature flow (MCF for short) is one of the most important extrinsic curvature flows
and has many nice applications. For instance, by using the curve shortening flow (i.e., the lower-
dimensional case of MCF), Topping [20] successfully gave an isoperimetric inequality on simply
connected surfaces with Gaussian curvature satisfying some integral precondition. This result
extends those isoperimetric inequalities (introduced in detail in, e.g., [6, 21]) obtained separately
by Alexandrov, Fiala-Huber, Bol, and Bernstein-Schmidt. Applying the long-time existence and
convergence conclusions of graphic MCF of any codimension in prescribed product manifolds (see
[23]), Wang [24] showed that for a bounded C2 convex domain D (with diameter δ and boundary
∂D) in the Euclidean n-space Rn and φ : ∂D → Rm a continuous map, there exists a map ψ :
D→Rm, with ψ|∂D = φ and with the graph of ψ a minimal submanifold in Rn+m, provided ψ|∂D
is a smooth map and 8nδ supD |D2ψ|+
√
2sup∂D |Dψ| < 1. This conclusion provides classical
solutions to the Dirichlet problem for minimal surface systems in arbitrary codimensions for a
class of boundary maps. Specially, when m = 1, the existence of ψ was obtained by Jenkins and
Serrin [14] already. Inspired by Wang’s work mentioned above, by applying the spacelike MCF
in the Minkowski space Rn+m,n, Mao [17] can successfully get the existence of ψ for maximal
spacelike submanifolds (with index n) in Rn+m,n.
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In the early study of the theory of MCF, a classical result from Huisken [11] says that a given
compact strictly convex hypersurface Mn in Rn+1 evolving along the MCF would contract to a
single point at finite time. More precisely, let X(·, t)= Xt be a one-parameter family of immersions
Xt :M
n → Rn+1 whose imagesMnt = Xt(Mn) satisfy
∂
∂ t
X(x, t) = ~H, onMn× [0,T ) (1.1)
for some T > 0, with the initial condition X(x,0) = X0(x) on M
n, where ~H is the mean curvature
vector of the evolving hypersurfaceMnt , by using the method of L
p estimates, Huisken [11] proved
that if Mn is a compact strictly convex hypersurface in Rn+1, the MCF equation (1.1), with the
initial condition, has a unique smooth solution on the finite time interval [0,Tmax) with Tmax < ∞,
and the evolving hypersurfaces Mnt contract to a single point as t → Tmax. By imposing a pinching
condition on the second fundamental form of the initial hypersurface, Huisken [12] has extended
the above conclusion to a more general setting that the ambient space Rn+1 was replaced by a class
of smooth complete Riemannian manifolds Nn+1 having some uniform bounds for curvatures and
injectivity radius (of course, Nn+1 covers Rn+1 as a special case). From these two facts, one might
know that generally the MCF would occur singularity at finite time. A natural question is:
Problem 1. When does the MCF exist for all the time?
That is to say, under specified settings, there is no singularity formed during the evolution of MCF.
If there exists a constant vector V such that
~H =V⊥,
then the evolving submanifold Xt :M
n→Rn+m is called a translating soliton of the MCF equation
(1.1). Here (·)⊥ denotes the normal projection of a prescribed vector to the normal bundle of Mnt
in Rm+n. It is easy to see that the translating soliton gives an eternal solution Xt = X0+ tV to
(1.1), which is called the translating solution. Translating solitons play an important role in the
study of type-II singularities of the MCF. For instance, Angenent and Vela´zquez [4, 5] gave some
examples of convergence which implies that type-II singularities of the MCF there are modeled by
translating surfaces. Clearly, the existence of translation solutions to the equation (1.1) can give a
positive answer to Problem 1.
Huisken [13] considered the evolution of graphic hypersurfaces over a bounded domain (with
smooth boundary) in Rn under the MCF with a vanishing Neumann boundary condition (NBC
for short), and proved that the flow exists for all the time and evolving graphic hypersurfaces in
R
n+1 converge to the graph of a constant function as t → ∞. The vanishing NBC here has strong
geometric meaning, that is, the evolving graphic hypersurface is perpendicular with the parabolic
boundary during the evolution (or the contact angle between the evolving graphic hypersurface
and parabolic boundary is pi/2). Is the vanishing NBC necessary? What about the non-vanishing
case? There are many literatures working on this direction and we would like to mention some of
them. When the dimension n satisfies n = 1 or n = 2, Altschuler and Wu [2, 3] gave a positive
answer to these questions. In fact, they proved:
• when n = 1, a graphic curve defined over an open bounded interval evolves along the flow
given by a class of quasilinear parabolic equations (of course, including the MCF as a special
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case), with arbitrary contact angle (i.e., with nonzero NBC), would exist for all the time,
and the evolving curves converge as t → ∞ to a solution moving by translation with speed
uniquely determined by the boundary data.
• when n= 2, a graphic surface defined over a compact strictly convex domain (with smooth
boundary) in R2 evolves along the MCF, with arbitrary contact angle (i.e., with nonzero
NBC), would exist for all the time, and the evolving surfaces converge as t → ∞ to a surface
(unique up to translation) which moves at a constant speed (uniquely determined by the
boundary data).
For the higher dimensional case, Guan [10] have given a partial answer. In fact, he can get the
long-time existence of the evolution of graphic hypersurfaces, defined over a bounded domain
(with smooth boundary) in Rn, under a nonparametric mean curvature type flow (i.e., the MCF
with a forcing term given by an admissible function defined therein) with nonzero NBC. How-
ever, the asymptotic behavior of the flow cannot be obtained in his setting. Zhou [25] extended
Altschuler-Wu’s conclusion [3] to the situation that graphic surfaces were defined over a compact
strictly convex domain (with smooth boundary) in 2-dimensional Riemannian surfaces M2 with
nonnegative Ricci curvature, and extended Guan’s conclusion [10] to the situation that graphic hy-
persurfaces were defined over a bounded domain (with smooth boundary) in n-dimensional (n≥ 2)
Riemannian manifoldsMn. However, similar to Guan’s work [10], Zhou [25] also cannot give the
asymptotic behavior of the MCF with a forcing term (given by an admissible function) and with
nonzero NBC in product manifoldsMn×R. Recently, Ma, Wang andWei [16] improvedHuisken’s
work [13] to a more general setting that the vanishing NBC therein can be replaced by a nonzero
NBC of specialized type.
Our purpose here is trying to extend the main conclusion in [16] to a more general case – the
ambient spaceRn+1 will be replaced by product manifolds of typeMn×R, whereMn is a complete
Riemannian manifold of nonnegative Ricci curvature.
Throughout this paper, let (Mn,σ) be a complete n-manifold (n≥ 2) with the Riemannian met-
ric σ , and let Ω ⊂Mn be a compact strictly convex domain with smooth boundary ∂Ω. Denote by(
UA;w
1
A,w
2
A, · · · ,wnA
)
the local coordinate coverings ofM, and ∂
∂wiA
, i= 1,2, · · · ,n, the correspond-
ing coordinate vector fields, where A ∈ I ⊆ N with N the set of all positive integers. For simplicity,
we just write {w1A,w2A, · · · ,wnA} as {w1,w2, · · · ,wn} to represent the local coordinates on M, and
write ∂
∂wi
A
as ∂
∂wi
or ∂i. In this setting, the metric σ should be σ = ∑
n
i, j=1σi jdw
i⊗dw j with σi j =
σ(∂i,∂ j). Denote by D, D
∂Ω the covariant derivatives on Ω and ∂Ω respectively. Now, we would
like to consider, along the MCF (1.1) with nonzero NBC, the evolution of graphic hypersurfaces,
defined over Ω, in product manifold Mn×R with the product metric g= σi jdwi⊗dw j +ds⊗ds.
More precisely, given a smooth1 graphic hypersurface G ⊂ Mn×R defined over Ω, then there
exists a smooth function u0 ∈C∞(Ω) such that G can be represented by G := {(x,u0(x))|x ∈ Ω}.
It is not hard to know that the metric of G is given by g= i∗g, where i∗ is the pullback mapping of
the immersion i : G →֒Mn×R, tangent vectors are given by
~ei = ∂i+Diu∂s, i= 1,2, · · · ,n,
1In fact, it is not necessary to impose smoothness assumption on the initial hypersurfaceG . TheC2,α-regularity for
G is enough to get all the estimates in the sequel. However, in order to avoid the boring regularity arguments, which
is not necessary, here we assume G is smooth.
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and the corresponding upward unit normal vector is given by
~γ =−
n
∑
i=1
Diu∂i−∂s√
1+ |Du|2 ,
where D ju= ∑ni=1σ
i jDiu. Denote by ∇ the covariant derivative operator onM
n×R, and then the
second fundamental form hi jdω
i⊗dω j of G is given by
hi j =−〈∇~ei~e j,~γ〉g =−
DiD ju√
1+ |Du|2 .
Moreover, the scalar mean curvature of G is
H =
n
∑
i=1
hii =−
n
∑
i,k=1
gikDiDku√
1+ |Du|2 =−
n
∑
i,k=1
(
σ ik− DiuDku
1+|Du|2
)
DiDku√
1+ |Du|2 . (1.2)
Hence, in our situation here, the evolution of G under the MCF with nonzero NBC inMn×R with
the metric g can be reduced to solvability of the following initial-boundary value problem (IBVP
for short)
(♯)

∂u
∂ t =
n
∑
i, j=1
(
σ i j− DiuD ju
1+|Du|2
)
DiD ju in Ω× [0,T ),
D~νu= φ(x) on ∂Ω× [0,T ),
u(·,0) = u0(·) on Ω0,
where~ν is the inward unit normal vector of ∂Ω, Ωt =Ω×{t} is a slice in Ω×[0,T ), u0(x)∈C∞(Ω)
and φ(x) ∈C∞(Ω) are smooth function satisfying
u0,~ν = φ(x) on ∂Ω. (1.3)
Here (1.3) is called compatibility condition of the system (♯), and a comma “,” in the subscript
means doing covariant derivative w.r.t. a prescribed tensor. This convention will also be used in
the sequel. For the IBVP (♯), we can prove:
Theorem 1.1. If the Ricci curvature of Mn is nonnegative, then for the IBVP (♯), we have
(1) the IBVP (♯) has a smooth solution u(x, t) on Ω× [0,∞);
(2) the smooth solution u(x, t) converges as t → ∞ to λ t+w(x), i.e.,
lim
t→∞‖u(x, t)− (λ t+w(x))‖C0(Ω) = 0,
where λ ∈ R and w ∈ C2,α(Ω) (unique up to a constant) solving the following boundary value
problem (BVP for short)
(‡)

n
∑
i, j=1
(
σ i j− DiuD ju
1+|Du|2
)
DiD ju= λ in Ω,
D~νu= φ(x) on ∂Ω.
Here 0< α < 1 and λ is called the additive eigenvalue of the BVP (‡).
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Remark 1.2. (I) By (1.2), it is easy to know that
n
∑
i, j=1
(
σ i j− D
iuD ju
1+ |Du|2
)
DiD ju= H ·
√
1+ |Du|2 = div
(
Du√
1+ |Du|2
)
·
√
1+ |Du|2,
which, substituting into the first equation of (‡), implies
div
(
Dw√
1+ |Dw|2
)
=
λ√
1+ |Dw|2 ,
where u= w(x) is the solution to the BVP (‡). Integrating the above equality and using the diver-
gence theorem, one can get
λ =−
∫
∂Ω
φ(x)√
1+|Dw|2∫
Ω(1+ |Dw|2)−
1
2
.
Clearly, if φ(x) ≡ 0, then λ = 0. Moreover, in this setting, for the IBVP (♯), as t → ∞, its smooth
solution u(x, t) would converge to a constant function defined over Ω⊂Mn.
(II) We would like to mention one thing, that is, if Mn = Rn and φ(x) ≡ 0, then Theorem 1.1
here degenerates into Huisken’s main conclusion in [13]; if Mn = Rn, our main conclusion here
becomes exactly [16, Theorems 1.1 and 1.2].
(III) Recent years, the study of submanifolds of constant curvature in product manifolds attracts
many geometers’ attention. For instance, Hopf in 1955 discovered that the complexification of
the traceless part of the second fundamental form of an immersed surface Σ2, with constant mean
curvature (CMC for short) H, in R3 is a holomorphic quadratic differential Q on Σ2, and then he
used this observation to get his well-known conclusion that any immersed CMC sphere S2 →֒ R3
is a standard distance sphere with radius 1/H. By introducing a generalized quadratic differential
Q˜ for immersed surfaces Σ2 in product spaces S2×R and H2×R, with S2, H2 the 2-dimensional
sphere and hyperbolic surface respectively, Abresch and Rosenberg [1] can extend Hopf’s result
to CMC spheres in these target spaces. Meeks and Rosenberg [18] successfully classified stable
properly embedded orientable minimal surfaces in the product space M×R, where M is a closed
orientable Riemannian surface. In fact, they proved that such a surface must be a product of a stable
embedded geodesic onM withR, a minimal graph over a region ofM bounded by stable geodesics,
M×{t} for some t ∈ R, or is in a moduli space of periodic multigraphs parameterized by P×R+,
where P is the set of primitive (non-multiple) homology classes in H1(M). Mazet, Rodrı´guez and
Rosenberg [15] analyzed properties of periodic minimal or constant mean curvature surfaces in the
product manifoldH2×R, and they also construct examples of periodic minimal surfaces inH2×R.
In [19], Rosenberg, Schulze and Spruck showed that a properly immersed minimal hypersurface
inM×R+ equals some sliceM×{c} whenM is a complete, recurrent n-dimensional Riemannian
manifold with bounded curvature. Of course, for more information, readers can check references
therein of these papers. Hence, it is interesting and important to consider submanifolds of constant
curvature in the product manifold of type Mn×R. Based on this reason, in our setting here, it
should be interesting and important to consider the following CMC equation with nonzero NBC
(♮)
 H = div
(
Du√
1+|Du|2
)
= λ in Ω,
D~νu= φ(x) on ∂Ω.
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Of course, all the symbols in the above system have the samemeaning as those in (‡). The existence
and uniqueness of solution to the BVP (♮) have been obtained recently – see [9] for details.
(IV) The evolution of space-like surfaces in the Lorentz 3-manifold M2×R under the MCF with
arbitrary contact angle (of course, in this situation, the NBC is nonzero) has been investigated in
[7], and the long-time existence and the existence of translating solutions to the flow have been
obtained.
(V) As we know, if the warping function was chosen to be a constant function, then warped product
manifolds would degenerate into product manifolds. Hence, one might ask “whether one could
expect to get a similar conclusion to Theorem 1.1 in warped product manifolds or not?”. By
constructing an interesting graphic hypersurface example in a prescribed warped product (see [25,
Appendix A]), Zhou gave a negative answer to this question. Speaking in other words, he showed
that the MCF with nonzero NBC in warped product manifolds would form singularities within
finite time.
(VI). In fact, Huisken [13] considered the following IBVP
∂u
∂ t =
n
∑
i, j=1
(
δ i j− DiuD ju
1+|Du|2
)
DiD ju in Ω× [0,T ),
D~νu= 0 on ∂Ω× [0,T ),
u(·,0) = u0(·) on Ω0,
which, as mentioned before, describes the evolution of graphic hypersurfaces over Ω ⊂ Rn under
the MCF with a zero NBC, and obtained the long-time existence, i.e., T = ∞. The vanishing NBC
here means that
〈~γ,~ν〉g = D~νu√
1+ |Du|2 = 0,
which is to say ~γ ⊥ ~ν , i.e., the contact angle between ~γ and ~ν is pi/2. If the contact angle is
arbitrary, then the corresponding NBC should have the formD~νu
∣∣
∂Ω
= ϕ(x) ·
√
1+ |Du|2 for some
ϕ(x) ∈C∞(Ω), |ϕ(x)| ≤ 1 on ∂Ω, and ϕ(x) = u0,~ν on ∂Ω. Based on this reason, we can say that
although the IBVP (♯) has nonzero NBC, the geometric meaning of the NBC in (♯) is not sufficient.
Can we deal with the IBVP (♯) if the RHS of the nonzero NBC therein contains Du also? Inspired
by a recent work [22], Gao and Mao [8] considered a generalization of the IBVP (♯) where the
NBC can be replaced by
D~νu= φ(x) ·
(√
1+ |Du|2
) 1−q
2
for any q> 0, and similar conclusion to Theorem 1.1 could be derived.
This paper is organized as follows. In Section 2, the time-derivative estimate, the gradient
estimate, and the estimate for higher-order derivatives of u will be shown in detail, which naturally
lead to the long-time existence of the IBVP (♯). In section 3, by using an approximating approach,
the solvability of the BVP (‡) can be given first, which will be used later to get the asymptotic
behavior of solutions u to the IBVP (♯).
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2 The long-time existence
For convenience, we use several notations as follows:
v=
√
1+ |Du|2,
gi j = σi j+DiuD ju,
gi j = σ i j− D
iuD ju
1+ |Du|2 ,
ut =
∂u
∂ t
.
For vectors, V ,W or matrices A, B, we shall use the shorthand as follows:
〈V,W〉g =
n
∑
i, j=1
gi jViWj, 〈V,W 〉σ =
n
∑
i, j=1
σ i jViWj, 〈A,B〉g,σ =
n
∑
i, j,k,l=1
gi jσ klAikB jl.
First, by applying a similar method to that in the proof of [3, Lemma 2.2], we would like to
show the time-derivative estimate for u.
Lemma 2.1. For the IBVP (♯), we have
sup
Ω×[0,T ]
|ut |2 = sup
Ω0
|ut |2.
That is to say, there exists some positive constant c0 = c0(u0) ∈ R+ such that for any (x, t) ∈
Ω× [0,T ], we have
|ut|2(x, t)≤ c0.
Proof. We first show that the maximum of ut must occur on (∂Ω× [0,T ])∪Ω0. By a direct
computation, we have
∂
∂ t
|ut |2 = 2ut ∂ut
∂ t
=
n
∑
i, j=1
2ut
(
∂gi j
∂ t
DiD ju+g
i jDiD jut
)
=
n
∑
i, j,k=1
2ut
∂gi j
∂Dku
∂Dku
∂ t
DiD ju+
n
∑
i, j=1
gi j(DiD j|ut |2−2DiutD jut)
=
n
∑
i, j,k=1
2ut
∂gi j
∂Dku
∂Dku
∂ t
DiD ju+
n
∑
i, j=1
gi jDiD j|ut|2−2〈Dut ,Dut〉σ
=
n
∑
i, j,k,l=1
2ut
∂gi j
∂Dku
∂ (σ klDlu)
∂ t
DiD ju+
n
∑
i, j=1
gi jDiD j|ut |2−2〈Dut,Dut〉σ
=
n
∑
i, j,k,l=1
∂gi j
∂Dku
σ klDiD juDl|ut|2+
n
∑
i, j=1
gi jDiD j|ut|2−2〈Dut ,Dut〉σ ,
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which implies
sup
Ω×[0,T ]
|ut |2 = sup
(∂Ω×[0,T ])∪Ω0
|ut|2
by directly applying the weak maximum principle.
Next, we expel the possibility that the maximum occurs at ∂Ω× [0,T ]. Assume that
max
Ω×{t}
|ut |2 = |ut|2(ξ ,τ)> 0
for some (ξ ,τ) ∈ ∂Ω× [0,T ]. By the Hopf Lemma, it follows that ∂ |ut |2
∂~ν
∣∣
(ξ ,τ)
< 0. But by the
boundary condition of the IBVP (♯), one has ∂ |ut |
2
∂~ν
∣∣
(ξ ,τ)
= ∂∂ t
(
D~νu
∣∣
(ξ ,τ)
)
= ∂∂ t (φ(x)) = 0. It is
a contradiction. Therefore, the maximum cannot be achieved at ∂Ω× [0,T ]. The conclusion of
Lemma 2.1 follows.
We know that if Ω is a strictly convex domain with smooth boundary ∂Ω, then there exists a
smooth function β on Ω such that β |Ω < 0, β |∂Ω = 0, supΩ|Dβ | ≤ 1,(
βi j
)
n×n ≥ k0
(
δi j
)
n×n
for some positive constant k0 > 0, β~ν = D~νβ = −1 and |Dβ | = 1 on ∂Ω. Besides, since Ω is
strictly convex, we have (
h∂Ωi j
)
(n−1)×(n−1)
≥ κ1
(
δi j
)
(n−1)×(n−1) ,
where h∂Ωi j , 1≤ i, j≤ n−1, is the second fundamental form of the boundary ∂Ω, and κ1 > 0 is the
minimal principal curvature of ∂Ω.
Lemma 2.2. Assume that u(x, t) ∈ C3,2(Ω× [0,T )) is a solution to the IBVP (♯), and the Ricci
curvature of Mn is nonnegative. Then there exists a constant c1 := c1(n,Ω,u0,φ(x)) such that
sup
Ω×[0,T )
|Du| ≤ c1.
Proof. To reach the conclusion of this lemma, we only need to prove that for 0< T
′
< T , we can
bound |Du| on Ω× [0,T ′) independent of T ′ and then take a limit argument.
Let
Φ(x) := log |Dω|2+ f (β ),
where
ω = u+φ(x)β , f = ζ β ,
and ζ is a positive constant which will be determined later. For convenience, denote by G =
−φ(x)β .
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We firstly show that the maximum of Φ(x) on Ω× [0,T ′] cannot be achieved at the boundary
∂Ω× [0,T ′ ].
Choose a suitable local coordinates around a point x0 ∈ Ω such that τn is the inward unit
normal vector of ∂Ω, and τi, i= 1,2, · · · ,n−1, are the unit smooth tangent vectors of ∂Ω. Denote
by Dτiu := ui, Dτ ju := u j, DiD ju := ui j for 1≤ i, j ≤ n.2 By the boundary condition, one has
Dτnω
∣∣
∂Ω
= ωn
∣∣
∂Ω
= un
∣∣
∂Ω
+(φnβ +βnφ)
∣∣
∂Ω
= 0.
If Φ(x, t) attains its maximum at (x0, t0) ∈ ∂Ω× [0,T ′], then at (x0, t0), we have
0≥Φn = |Dω|
2
n
|Dω|2 −ζ
=
n−1
∑
k=1
2ωkDτnDτkω
|Dω|2 −ζ
=
n−1
∑
k=1
2ωk[τk(τn(ω))− (Dτkτn)ω]
|Dω|2 −ζ
= −
n−1
∑
k=1
2ωk(Dτkτn)(ω)
|Dω|2 −ζ
= −
n−1
∑
k=1
2ωkω j〈Dτkτn,τ j〉σ
|Dω|2 −ζ
=
n−1
∑
k=1
2ωkω j〈Dτkτ j,τn〉σ
|Dω|2 −ζ
=
n−1
∑
k, j=1
2ωkω jh
∂Ω
k j
|Dω|2 −ζ
≥ 2κ1−ζ . (2.1)
Hence, by taking 0< ζ < 2κ1, the maximum of Φ can only be achieved in Ω× [0,T ′ ]. BTW, there
is one thing we would like to mention here, that is , in (2.1), the relation
wk =
n
∑
l=1
σ klwl =
n−1
∑
l=1
σ klwl
holds. Here we have used the convention in Riemannian Geometry to deal with the subscripts and
superscripts, and this convention will also be used in the sequel.
Assume that Φ(x, t) attains its maximum at (x0, t0)∈Ω× [0,T ′ ]. By direct calculation, we have
Φt(x0, t0) =
|Dω|2t
|Dω|2 ,
Φi(x0, t0) =
|Dω|2i
|Dω|2 +ζ βi = 0 (2.2)
2 Covariant derivatives of other tensors can be simplified similarly. For instance, one has ωi = Dτiω , ωi j =
DτiDτ jω .
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and
Φi j(x0, t0) =
|Dω|2i j
|Dω|2 −
|Dω|2i |Dω|2j
|Dω|4 +ζ βi j
=
|Dω|2i j
|Dω|2 +ζ βi j−ζ
2βiβ j. (2.3)
Since gi j = σ i j− DiuD ju
1+|Du|2 , we have
0 ≥
n
∑
i, j=1
gi jΦi j−Φt
=
n
∑
i, j=1
gi j
|Dω|2i j
|Dω|2 −
|Dω|2t
|Dω|2 +ζ
n
∑
i, j=1
gi jβi j−ζ 2
n
∑
i, j=1
gi jβiβ j
, I1+ I2, (2.4)
where
I1 =
n
∑
i, j=1
gi j
|Dω|2i j
|Dω|2 −
|Dω|2t
|Dω|2
and
I2 =
n
∑
i, j=1
(ζgi jβi j−ζ 2gi jβiβ j).
At (x0, t0), one can make a suitable change
3 to the coordinate vector fields {τ1,τ2, · · · ,τn}
such that |Du| = u1, (ui j)2≤i, j≤n is diagonal, and (σi j)2≤i, j≤n is diagonal. Clearly, in this setting,
σ11 = 1. Besides, we Then
g11 =
1
v2
, gi j = 0 for 2≤ i, j ≤ n, i 6= j, and gii = σ ii for i≥ 2,
(gi j)k =
(
σ i j− D
iuD ju
v2
)
k
= −
(
2uiku
j
v2
−
n
∑
m=1
2umumku
iu j
v4
)
,
where v=
√
1+ |Du|2 =
√
1+u21.
Assume that u1 is big enough such that u1,ω1,ω
1, |Dω| and v are equivalent with each other
at (x0, t0). Otherwise, the conclusion of Lemma 2.2 is proved. It’s also noticeable that |ωi| ≤ c2,
3 This change can always be found. In fact, one can firstly rotate τi, i= 1,2, · · · ,n, such that the gradient vectorDu
lies in the same or the opposite direction with τ1. Denote by the hyperplane, which is orthogonal with τ1, by Π. Then
rotate τ2,τ3, · · · ,τn in Π, corresponding to an orthogonal matrix, such that the real symmetric matrices (ui j)2≤i, j≤n,
(σi j)2≤i, j≤n change into diagonal matrices.
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i= 2, · · · ,n, for some nonnegative constant c2. Here, in the proof, c2 is denoted to be a nonnegative
constant which may changes in different places but has nothing to do with T
′
. Since
(
βi j
)
n×n ≥
k0
(
δi j
)
n×n, one can easily get
I2 =
n
∑
i, j=1
(ζgi jβi j−ζ 2gi jβiβ j)
≥ ζ
[
n
∑
i=2
σ iik0+
k0
v2
]
−ζ 2
(
β 21
v2
+
n
∑
i=2
σ iiβ 2i
)
. (2.5)
Set J :=
n
∑
i, j=1
gi j|Dω|2i j−|Dω|2t , one has
J =
n
∑
i, j=1
gi j|Dω|2i j−|Dω|2t
=
n
∑
i, j,k=1
gi j(2ωkjωki+2ω
kωik j)−2
n
∑
k=1
ωkωtk
=
n
∑
i, j,k,l=1
gi j[2ωkjωki+2ω
k(ui jk+R
l
ik jul−Gik j)]−2
n
∑
k=1
ωkωtk
=
n
∑
i, j,k=1
gi j[2ωkjωki+2ω
k(ui jk+R
1
ik ju1−Gik j)]−2
n
∑
k=1
ωkωtk
= 2
n
∑
k=1
ωk
[
n
∑
i, j=1
gi j(ui jk+R
1
ik ju1−Gik j)−ωtk
]
+2
n
∑
i, j,k=1
gi jωkiω
k
j
= 2
n
∑
k=1
ωk
[
n
∑
i, j=1
gi j(ui jk+R
1
ik ju1−Gi jk)−utk
]
+2
n
∑
i, j,k=1
gi jωkiω
k
j
= −2
n
∑
i, j,k=1
gi jωkGi jk+2
n
∑
i, j,k=1
gi jωkR1ik ju1−2
n
∑
i, j,k=1
ωk(gi j)kui j+2
n
∑
i, j,k=1
gi jωkiω
k
j
, J1+ J2+ J3+ J4,
where Rlik j, 1≤ i, j,k, l ≤ n, are coefficients of the curvature tensor on Mn. It is obvious that
J1 = −2
n
∑
i, j,k=1
gi jωkGi jk
≥ −c2v. (2.6)
Y. Gao, Y.-J. Gong, J. Mao 12
Next we deal with J2,J3. In fact, using the nonnegativity of the Ricci curvature on M
n, we have
J2 = 2
n
∑
i, j,k=1
gi jωkR1ik ju1
= 2
n
∑
i=2
σ iiR1i1iv
2+2
n
∑
i,k=2
σ iiωkR1ikiv+2R
1
111+2
n
∑
k=2
ωkR11k1
v
≥ c2v2+O(1)v+2R1111
≥ c2v2+O(1)v, (2.7)
and
J3 = −2
n
∑
i, j,k=1
ωk(gi j)kui j
=
n
∑
i, j,k=1
4ωk
uiku
jui j
v2
−
n
∑
m,i, j,k=1
4ωk
umuiu jumkui j
v4
=
n
∑
i,l,k=1
4ωk
σ ilu1ulku1i
v2
−
n
∑
k=1
4ωk
u31u1ku11
v4
= 4
ω1(u11)
2u1
v4
+4
n
∑
i=2
ω iu1u11u1i
v4
+4
n
∑
i=2
ω1u1σ
ii(u1i)
2
v2
+4
n
∑
i=2
ω iσ iiu1iuiiu1
v2
, J31+ J32+ J33+ J34.
By (2.2) and (2.3), for 2≤ i≤ n, we have
u1i−G1i =
−ζ βi|Dω|2−2ω iuii+2
n
∑
k=2
ωkGik
2ω1
(2.8)
and
n
∑
i=2
2ω i(u1i−G1i)
|Dω|2 =−ζ β1−
2ω1(u11−G11)
|Dω|2 . (2.9)
By (2.8), for 2≤ i≤ n, it follows that
u1i =
−ζ βi|Dω|2−2ω iuii+2
n
∑
k=2
ωkGik
2ω1
+G1i
= −1
2
ζ βiv− ω
iuii
ω1
+O(1). (2.10)
By (2.9), we have
n
∑
i=2
2ω i(u1i−G1i)
|Dω|2 =
n
∑
i=2
2ω i
|Dω|2
−ζ βi|Dω|
2−2ω iuii+2
n
∑
k=2
ωkGik
2ω1

=
n
∑
i=2
O(
|ζ βi|
v
)−
n
∑
i=2
2(ω i)2uii
|Dω|2ω1 +
n
∑
i,k=2
2ω iωkGki
|Dω|2ω1 . (2.11)
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By (2.10) and (2.11) , we have
−ζ β1− 2ω
1(u11−G11)
|Dω|2 =
n
∑
i=2
O(
|ζ βi|
v
)−
n
∑
i=2
2(ω i)2uii
|Dω|2ω1 +
n
∑
i,k=2
2ω iωkGki
|Dω|2ω1
−ζ β1− 2v(u11−G11)
v2
= O(
1
v
)+O(
1
v3
)uii+O(
1
v3
).
So,
u11 =−1
2
ζ β1v+
n
∑
i=2
O(
1
v2
)uii+O(1) (2.12)
Now, we deal with J31,J32,J33,J34 respectively. It is obvious that
J31+ J33 ≥ 0. (2.13)
For the term J32,
J32 = 4
n
∑
i=2
ω iu1u11u1i
v4
= 4
n
∑
i=2
ω iu1
v4
(
−1
2
ζ β1v+
n
∑
i=2
O(
1
v2
)uii+O(1)
)
·
(
−1
2
ζ βiv− ω
iuii
ω1
+O(1)
)
= O(
ζ 2|βiβ1|
v
)+O(
1
v2
)+
n
∑
i=2
[
O(
|ζ β1|
v2
)+O(
|ζ βi|
v4
)
]
uii+
n
∑
i=2
O(
1
v6
)u2ii. (2.14)
Besides, we have
J34 = 4
n
∑
i=2
ω iσ iiu1iuiiu1
v2
= 4
n
∑
i=2
ω iu1σ
iiuii
v2
(
−1
2
ζ βiv− ω
iuii
ω1
+O(1)
)
=
n
∑
i=2
O(
1
v2
)u2ii+
n
∑
i=2
O(|ζ βi|)uii. (2.15)
By (2.13)-(2.15), it follows that
J3 ≥
n
∑
i=2
[
O(
1
v6
)+O(
1
v2
)
]
u2ii+
n
∑
i=2
[
O(
|ζ β1|
v2
)+O(
|ζ βi|
v4
)+O(|ζ βi|)
]
uii
+O(
ζ 2|βiβ1|
v
)+O(
1
v2
). (2.16)
Y. Gao, Y.-J. Gong, J. Mao 14
Then, for J4, we have
J4 = 2
n
∑
i, j,k=1
gi jωkiω
k
j
= 2
n
∑
l,i, j,k=1
gi jσ klωkiωl j
= 2
n
∑
i=1
σ ii
v2
(ω1i)
2+2
n
∑
i=2
σ ii(ω1i)
2+2
n
∑
i=2
(σ ii)2(ωii)
2
≥
n
∑
i=2
(1+
1
v2
)σ iiu21i+
n
∑
i=2
(σ ii)2u2ii− c2. (2.17)
By (2.6), (2.7), (2.16) and (2.18), we write all the terms containing uii in J as below
n
∑
i=2
[
O(
1
v6
)+O(
1
v2
)+(σ ii)2
]
u2ii+
n
∑
i=2
[
O(|ζ βi|)+O( |ζ βi|
v4
)+O(
|ζ β1|
v2
)
]
uii
≥−
n
∑
i=2
O(|ζ βi|2)
(σ ii)2
,
where the inequality holds since ax2+bx≥− b2
4a
for a> 0. Therefore, we can obtain
J = J1+ J2+ J3+ J4
≥ −
n
∑
i=2
O(|ζ βi|2)
(σ ii)2
− c2v+O(1)v+ c2v2. (2.18)
Hence,
I1 =
J
|Dω|2
≥ −
n
∑
i=2
O(|ζβi|2)
(σ ii)2
+ c2v−O(1)v− c2v2
|Dω|2 . (2.19)
By (2.4), (2.5) and (2.19), at the maximum point (x0, t0), we can get
0 ≥
n
∑
i, j=1
gi jΦi j−Φt
≥ −
n
∑
i=2
O(|ζβi|2)
(σ ii)2
+ c2v−O(1)v− c2v2
|Dω|2
+ζ
[
n
∑
i=2
σ iik0+
k0
v2
]
−ζ 2
(
β 21
v2
+
n
∑
i=2
σ iiβ 2i
)
≥ ζ
[
n
∑
i=2
σ iik0+
k0
v2
]
−ζ 2
(
β 21
v2
+
n
∑
i=2
σ iiβ 2i
)
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Let λ =min(σ ii), Λ =max(σ ii), i≥ 2. Taking 0< ζ <min{λ (n−1)k0Λ ,2κ1}, we can obtain
v(x0, t0)≤ c3,
where c3 is independent of T
′
. Then the conclusion of Lemma 2.2 follows immediately.
By Lemmas 2.1 and 2.2, together with the Schauder estimate for parabolic PDEs, we can get
uniform estimates in anyCk-norm for the derivatives of u, and locally (in time) uniform bounds for
theC0-norm, which leads to the long-time existence, with uniform bounds on all higher derivatives
of u, to the IBVP (♯). This finishes the proof of (1) of Theorem 1.1.
3 Asymptotic behavior
In order to study the asymptotic behavior of the solution to the IVBP (♯), we need the following
two conclusions.
Lemma 3.1. Let Ω be a strictly convex bounded domain in Mn, n≥ 2, and ∂Ω ∈C3. Assume that
ε > 0, the Ricci curvature of Mn is nonnegative, φ is a function defined on Ω, and there exists a
positive constant L> 0 such that
|φ |C3(Ω) ≤ L
Let u ∈C2(Ω)∩C3(Ω) be a solution to the following BVP εu=
n
∑
i=1
(
σ i j− DiuD ju
1+|Du|2
)
DiD ju in Ω,
D~νu= φ(x) on ∂Ω,
(3.1)
then there exists a constant c4 := c4(n,Ω,L)> 0 such that
sup
Ω
|Du| ≤ c4.
Proof. Let Φ(x) = log |Dω|2+ζ β , where ω = u+φ(x)β , and ζ will be determined later. Denote
by G=−φ(x)β .
If one chooses 0< ζ < 2κ1, using an almost same procedure as that in (2.1), it is easy to show
that the maximum of Φ can only be achieved in the interior of Ω.
Assume that Φ(x) attains its maximum at x0 ∈ Ω, then we have at this point that
Φi(x0) =
|Dω|2i
|Dω|2 +ζ βi = 0
and
0≥ Φi j(x0) =
|Dω|2i j
|Dω|2 −
|Dω|2i |Dω|2j
|Dω|4 +ζ βi j
=
|Dω|2i j
|Dω|2 +ζ βi j−ζ
2βiβ j.
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It follows that
0 ≥
n
∑
i, j=1
gi jΦi j
=
n
∑
i, j=1
gi j
|Dω|2i j
|Dω|2 +
n
∑
i, j=1
ζgi jβi j−
n
∑
i, j=1
ζ 2gi jβiβ j
, I1+ I2 (3.2)
where
I1 =
n
∑
i, j=1
gi j
|Dω|2i j
|Dω|2
and
I2 =
n
∑
i, j=1
ζgi jβi j−
n
∑
i, j=1
ζ 2gi jβiβ j.
As in Lemma 2.2, one can choose suitable local coordinates around x0 such that |Du| = u1,
(ui j)2≤i, j≤n is diagonal, and (σi j)2≤i, j≤n is diagonal. Similarly, for the term I2, at x0, we have
I2 ≥ ζ
[
n
∑
i=2
σ iik0+
k0
v2
]
−ζ 2
(
β 21
v2
+
n
∑
i=2
σ iiβ 2i
)
.
Set J :=
n
∑
i, j=1
gi j|Dω|2i j. By direct calculation, one has
J =
n
∑
i, j=1
gi j|Dω|2i j
=
n
∑
i, j,k=1
gi j(2ωkjωki+2ω
kωik j)
=
n
∑
i, j,k,l=1
gi j
[
2ωkjωki+2ω
k(ui jk+R
l
ik jul−Gik j)
]
=2
n
∑
i, j,k=1
gi jωk(ui jk+R
1
ik ju1−Gik j)+2
n
∑
i, j,k=1
gi jωkjωki
=−2
n
∑
i, j,k=1
gi jωkGi jk+2
n
∑
i, j,k=1
gi jωkR1ik ju1−2
n
∑
i, j,k=1
ωk(gi j)kui j
+2
n
∑
k=1
ωk(εuk)+2
n
∑
i, j,k=1
gi jωkiω
k
j
,J1+ J2+ J3+ J4+ J5.
Without loss of generality, one may assume that u1 is big enough, then
J4 = 2εv
2 ≥ 0.
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Otherwise, the conclusion of Lemma 3.1 follows.
As in Lemma 2.2, the other terms J1, J2, J3, J5 can be controlled similarly. In (3.2), taking
0< ζ <min{λ (n−1)k0Λ ,2κ1}, we can obtain
v(x0)≤ c5
for some positive constant c5 := c5(n,Ω,L), which is independent of ε . Then the assertion of
Lemma 3.1 follows.
Theorem 3.2. Let Ω be a strictly convex bounded domain in Mn with C3 boundary ∂Ω, n ≥ 2.
Assume that the Ricci curvature of Mn is nonnegative. For φ(x) ∈ C3(Ω), there exists a unique
λ ∈ R and ω ∈C2,α(Ω) solving the BVP (‡) Moreover, the solution ω is unique up to a constant.
Proof. We use a similar method to that of the proof of [16, Theorem 1.2].
For each fixed ε > 0, we firstly show the existence of the solution to the BVP (3.1). Based on
theC1-estimate (see Lemma 3.1), the only obstacle is to derive a prioriC0-estimate for the solution
uε(x) to the BVP (3.1).
Let f be a smooth function on Ω satisfyingD~ν f <−supΩ |φ(x)|. Let ρ be a point where f −uε
achieves its minimum. Denote by T the tangent vector to ∂Ω. If ρ ∈ ∂Ω, then DT f (ρ) =DTuε(ρ)
and D~ν f (ρ) ≥ D~νuε(ρ) = φ(ρ), which is contradict with the choice of f . So, ρ ∈ Ω, and then
D f (ρ) = Duε(ρ) and D
2 f (ρ)≥ D2uε(ρ). This gives the existence of a constant c6 := c6( f ) such
that
c6 ≥
n
∑
i, j=1
gi j(D f ) fi j(ρ)≥
n
∑
i, j=1
gi j(Duε)(uε)i j(ρ) = εuε(ρ)
Together with the fact f (x)−uε(x)≥ f (ρ)−uε(ρ) for x ∈Ω, we have
εuε(x)≤ ε f (x)− ε f (ρ)+ c6.
Similarly, one can get a lower bound for εuε(x). Therefore, supΩ |εuε | ≤ c7 holds for some nonneg-
ative constant c7. By the standard theory of second-order elliptic PDEs, one can get the existence
of the solution to the BVP (3.1).
Set ωε := uε − 1|Ω|
∫
Ω uεdx. It is easy to check that ωε satisfies
n
∑
i, j=1
(
σ i j− (ωε )i(ωε ) j
1+|Dωε |2
)
(ωε)i j = εωε + ε
1
|Ω|
∫
Ω
uεdx in Ω,
D~ν ωε = (ωε)~ν = φ(x) on ∂Ω.
By
sup
Ω
|Dωε |= sup
Ω
|Duε | ≤ c4
(see Lemma 3.1) and the fact that ωε has at least one zero point, we have |ωε | ≤ c8 for some
nonnegative constant c8 := c8(c4,c7), which also gives the boundedness of
1
|Ω|
∫
Ω(εuε)dx. By the
Schauder theory for second-order elliptic PDEs, one has |ωε |C2,α(Ω) ≤ c9 for some nonnegative
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constant c9 := c9(c8). Taking ε → 0, we have ωε → ω and εωε +ε 1|Ω|
∫
Ω uεdx→ λ , where (λ ,ω)
solves the BVP (‡).
Assume that there exist two pairs (λ1,u1) and (λ2,u2) solving the BVP (‡). Without loss of
generality, we may assume that λ1 ≤ λ2. Let ω = u1−u2, and by the linearization process for the
quasilinear elliptic PDEs, it is clear that ω satisfies
n
∑
i, j=1
g˜i jωi j+
n
∑
i
biωi = λ1−λ2 ≤ 0 in Ω,
D~νω = 0 on ∂Ω,
(3.3)
where g˜i j = gi j(Du1) and bi =
n
∑
k,l=1
(u2)kl
∫ 1
0 g
kl
,pi(ηDu1+(1−η)Du2)dη . By Hopf’s lemma, ω
must be a constant, which gives the uniqueness (up to a constant) of the solution to the BVP (‡).
Consequently, we have λ1 = λ2. This completes the proof of Theorem 3.2.
Let
ω˜(x, t) := ω +λ t, (3.4)
where (λ ,ω) is the solution to the BVP (‡). It’s easy to check that ω˜ solves the following IBVP
ut =
n
∑
i, j=1
(
σ i j− DiuD ju
1+|Du|2
)
DiD ju on Ω× (0,∞),
D~νu= φ(x) on ∂Ω× (0,∞),
u(x,0) = ω(x) on Ω.
(3.5)
As mentioned at the end of Section 2, by Lemmas 2.1 and 2.2, the Schauder theory for parabolic
PDEs, one can obtain the long-time existence for the IBVP (♯), i.e., T = ∞.
Corollary 3.3. For a solution u = u(x, t) to the IBVP (♯), there exists a positive constant c10,
independent of t, such that
|u(x, t)−λ t| ≤ c10.
Proof. Set z(x, t) := u(x, t)− ω˜(x, t). By the linearization process, it is easy to check that z(x, t)
satisfies 
zt =
n
∑
i, j=1
g˜i jzi j+
n
∑
i=1
bizi in Ω× (0,∞),
D~νz= 0 on ∂Ω× (0,∞),
z(x,0) = u0(x)−ω(x) on Ω,
where g˜i j = gi j(Du) and bi =
n
∑
k,l=1
(ω˜)kl
∫ 1
0 g
kl
,pi(ηDu+(1−η)Dω˜)dη . By the maximum principle
of second-order parabolic PDEs, we know that z attains its maximum and minimum on Ω×{0}.
Hence, one has
sup
Ω×(0,∞)
|u−λ t| ≤ sup
Ω
|ω|+ sup
Ω
|u0−ω|,
which implies the conclusion of Corollary 3.3.
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Lemma 3.4. Let u1 and u2 be any two solutions to the IBVP (♯) with initial data u0,1 and u0,2
respectively. Let u= u1−u2, then u converges to a constant function as t → ∞. In particular, the
limit of any solution to the IBVP (♯) is ω˜ up to a constant.
Proof. We use a similar method to that of the proof of [16, Lemma 2.5].
As shown in Corollary 3.3, it is easy to know that u satisfies
zt =
n
∑
i, j=1
g˜i jzi j+
n
∑
i
bizi in Ω× (0,∞),
zν = 0 on ∂Ω× (0,∞),
z(x,0) = u0,1(x)−u0,2(x) on Ω,
(3.6)
where g˜i j = gi j(Du1) and bi =
n
∑
k,l=1
(u2)kl
∫ 1
0 g
kl
,pi(ηDu1+(1−η)Du2)dη . Set
osc(u)(t) =max
Ω
u(x, t)−min
Ω
u(x, t).
By the strong maximum principle of second-order parabolic PDEs and Hopf’s lemma, one knows
that osc(u)(t) is a strictly decreasing function unless u is a constant.
Now, we claim that
lim
t→∞osc(u)(t) = 0.
Otherwise, one has lim
t→∞osc(u)(t) = χ for some χ > 0. In fact, given a sequence tn→+∞, define
u1,n(·, t) := u1(·, t+ tn)−λ tn
and
u2,n(·, t) := u2(·, t+ tn)−λ tn
By Corollary 3.3, for i = 1,2, we have |ui,n−λ t| ≤ c10. By Lemmas 2.1, 2.2, and the Schauder
theory of second-order parabolic PDEs, it follows that for any k, u1,n(·, t) and u2,n(·, t) are locally
(in time) Ck uniformly bounded with respect to n. Therefore, there exists a subsequence (still
denoted by tn) such that u1,n(·, t) and u2,n(·, t) converge locally uniformly in any Ck to u∗1(·, t) and
u∗2(·, t) respectively, i.e.,
u∗1(·, t) = lim
n→∞u1,n(·, t), u
∗
2(·, t) = lim
n→∞u2,n(·, t).
Set u∗ := u∗1−u∗2, and then we have
osc(u∗)(t) = osc(u∗1−u∗2)
= lim
n→∞osc(u1(x, t+ tn)−λ tn−u2(x, t+ tn)+λ tn)
= lim
n→∞osc(u1(x, t+ tn)−u2(x, t+ tn))
= lim
n→∞osc(u)(t+ tn)
= χ . (3.7)
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The second equality in (3.7) holds since u1,n(·, t) and u1,n(·, t) are uniformly convergent.
Besides, it is easy to check that u∗ satisfies zt =
n
∑
i, j=1
g˜i jzi j+
n
∑
i=1
bizi in Ω× (−∞,∞),
D~νz= 0 on ∂Ω× (−∞,∞),
where g˜i j = gi j(Du∗1) and bi =
n
∑
k,l=1
(u∗2)kl
∫ 1
0 g
kl
,pi(ηDu
∗
1+(1−η)Du∗2)dη . By the strong maximum
principle of second-order parabolic PDEs and Hopf’s lemma, we know u∗ is a constant. This is
contradict with osc(u∗)(t) ≡ χ . Our claim follows. So, one has lim
t→∞maxΩ u = limt→∞minΩu = c11
for some constant c11, which implies lim
t→∞ |u− c11|= 0. This finishes the proof of Lemma 3.4.
Clearly, by Corollary 3.3 and Lemma 3.4, we know that the limit of any solution to the IBVP
(♯) is w˜= w+λ t up to a constant, where (λ ,ω) is the solution to the BVP (‡). This completes the
proof of (2) of Theorem 1.1.
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