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ABSTRACT
Computationally Assisted NMR Crystallography:
A Path to Unusually High-Resolution
Crystal Structures
Luther Wang
Department of Chemistry and Biochemistry, BYU
Doctor of Philosophy
Crystallography has traditionally been studied by diffraction methods involving X ray or
neutron radiation. These methods have some limitations, from requiring the substance under
study to form single crystals to the limited ability of X rays to locate hydrogen atoms. While
neutron radiation can characterize hydrogens, it is expensive, not readily available and has its
own particular limits on resolution. It this dissertation, it is demonstrated that NMR is
extraordinarily sensitive to atomic positions, with variations of mere tens of femtometers
creating statistically distinguishable chemical shift changes. To date, no other means of
measurement can detect structural changes at this scale. This thesis presents a NMR based
refinement technique that refines existing X ray structures to an unprecedented resolution. The
refinement uses computational methods to make theoretical models then fits these models to the
experimental data. This refinement process can also be modified to generate positional
uncertainties known as the anisotropic displacement parameters, or ADPs, to accompany the
refined structure. This creation of ADPs fulfills requirements set by the international union of
crystallography that all deposited crystal structures contain ADPs.
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1. INTRODUCTION
When Nuclear Magnetic Resonance (NMR) was first discovered by Edward Purcell and
Felix Bloch, it was just a mere scientific curiosity. 1 The experiment measured the nuclear
version of the Zeeman effect that was discovered earlier in experiments involving the electron. 2
While each element has a unique energy eigenvalue, all substances that contain the same element
would have exactly the same energy difference that would be measured. In other words, as
energy is proportional to frequency, a particular element in any compound would yield only this
one characteristic frequency during an NMR experiment. For example, this work predicts that
every hydrogen in any compound should have a resonance frequency and that this frequency will
vary with the magnetic field used in an analysis.
If this prediction of a common element specific resonance frequency were true, the
primary use of NMR would be to identify the presence of different elements in a compound.
However, when higher resolution studies were conducted, it was observed very few hydrogens
actually resonate at exactly the predicted frequency. Rather all hydrogen resonances were
shifted by tiny amounts to higher or lower frequencies. These shifts occur because additional
small magnetic fields besides the statically applied field are felt at the nucleus due to the cloud of
negatively charged electrons surrounding the nucleus. These electrons are in constant motion
and Maxwell’s equations predict that moving electrons generate a magnetic field. 3 This induced
magnetic field slightly alters the total magnetic moment of the nucleus being observed. In 1948
Ramsey developed a theoretical formulation explaining this “electronic shielding” and this
development has made NMR tremendously useful to chemists. 4 While the perturbations to the
nuclear magnetic moment due to this electronic shielding is very small; it is nevertheless
detectable and it is unique to the electronic environment surrounding a given nucleus. NMR
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experiments can, thus, yield information regarding the structure of the compound under study.
This is because even very small structural differences change the local electronic environment.
This surprising development of NMR as a tool for structural studies provides an alternate means
to study the structure of materials that is not based on diffraction techniques.
Over the last century, the most common method to determine a crystal structure is to use
some kind of diffraction-based technique, such as X-Ray Diffraction, or XRD. 5 However, XRD
has some limitations including its limited ability to determining the positions of hydrogens.
Neutron diffraction, has the ability to determine hydrogen positions with an accuracy similar to
other techniques but this approach requires a neutron source. At the present time neutron
reactors are expensive, uncommon and diminishing in numbers. NMR offers a method that is
highly sensitive to the local environments near the nucleus and is much cheaper than neutron
diffraction. Moreover, NMR provides resolution equal to or exceeding that of neutron
diffraction. Because NMR is sensitive to the local structure rather than long range periodic order
it may be considered to be complementary to diffraction methods rather than a replacement. 6
The work presented in this dissertation describes an NMR based method for the
refinement and determination of crystal structure and anisotropic displacement parameters, or
ADPs. 7 However, prior to discussing the methods of NMR refinements, one must first
determine how to relate the NMR resonances to atomic positions. For this, we must discuss how
to obtain a parameter known as the chemical shift tensor and discuss methods for theoretically
modeling crystal structures. The latter will utilize the methods of computational chemistry, a
field that is increasingly central to most of modern chemistry.
The basic principles of an NMR instrument are fairly simple with most of the complexity
residing in the signal processing side and the electronics of the probe. All NMR instruments
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include a powerful magnet used to generate the static field that creates the energy levels. While
different elements have different characteristic transition frequencies in this field, any particular
element will have a resonance frequency that is proportional to the field strength. This means
different instruments with different magnetic fields will yield different resonance frequencies.
This presents a problem for researchers when they are trying to compare the results of their
studies, as the same compound in different instruments will yield different resonance
frequencies. To alleviate this problem, IUPAC 8 has established a convention that a chemical
shift scale is to be used for NMR experiments, and it is written as the following:
𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖 =

𝜐𝜐𝑂𝑂𝑂𝑂𝑂𝑂. − 𝜐𝜐𝑅𝑅𝑅𝑅𝑅𝑅.
× 106
𝜐𝜐𝑅𝑅𝑅𝑅𝑅𝑅.

This definition allows all NMR analysts to observe the same chemical shift for a given site
regardless of the field strength of the magnet.
The chemical shift of a given nuclear site is not equal in all directions, a property known
as anisotropy. This is mathematically expressed by writing the chemical shift as a second rank
tensor that can be represented by the following matrix equation, where δ is known as the
chemical shift tensor (CST). 9,10
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Rotation of the previous CST matrix in a manner that eliminates off-diagonal terms in the matrix
is known as the principal axis system. In the principal axis frame only the diagonal three terms
remain as non-zero and these are called the chemical shift principal values (shown below). 11 It is
these values that will be computed theoretically, experimentally measured and ultimately
employed to refine crystal structures.
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The isotropic chemical shift (δiso), which is the single resonance commonly observed in
solutions, is defined in terms of the CST shown below:11
1 𝑗𝑗
𝑗𝑗
𝑗𝑗
𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖. = �𝛿𝛿11 + 𝛿𝛿22 + 𝛿𝛿33 �
3

Once an NMR experiment is performed and CST is obtained, there is still the problem of
extracting useful structure information from the data. If there’s a direct way to relate structure to
CST no further work is required. Unfortunately, there is no general way to extract structural
information from the CSTs. One alternative is to perform the reverse process where computed
CSTs from a proposed model structure compared to experimental values to identify model
structures that have close agreement. Such a comparison of theoretical CSTs from model
structures require that we utilize computational chemistry methods.
Since the discovery of quantum mechanics, an exact equation that describes everything
one can possibly want to know about any element or compound has existed for almost a century.
This equation is known as the Schrödinger equation. Unfortunately, this equation can only be
solved exactly for hydrogen or a hydrogen like atom. Over time, a number of different
approximations have been made to simplify the problem and still yield a reasonable solution to
this equation. There are now various ways to perform numerical solutions to the Schrödinger
equation. We will be using a method known as density functional theory, or DFT. DFT nicely
balances the need to use reasonable computational times with the requirement of obtaining
accurate solutions. 12
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Density functional theory is a method based on a map of the density of electrons and the energy
of the system. The existence of this density functional that directly maps the three-dimensional
electron density to the ground state energy of the system is proven by the Hohenburg-Kohn
theorem.12 Furthermore, this theoretical density functional is an exact solution to the energy of
the system when given the electron density. Unfortunately, the form of this density functional is
not specified. Various density functionals have been proposed and developed with different
levels of accuracies and widely varying computational costs, with the more sophisticated
functionals generally requiring more computing time.12 In this dissertation, we will primarily be
using a family of popular functionals known as the generalized gradient approximation, or GGA.
In this family, the two most popular functionals that are used to study crystals are known as PBE
and PW91, along with the slight variation known as RPBE.
Once the energy of the system has been determined, the NMR chemical shift shielding
tensors can be computed as a second derivative of the energy with respect to the magnetic field
and the magnetic moment of the nucleus in question for a particular atom in the crystal.12
Before a DFT calculation can be performed, there is still the matter of choosing what is
known as a basis set. This is essentially a way to computationally approximate pieces of the
wavefunction. There are two major types of basis sets. One is the atomic orbital and its various
forms, such as the gauge-including atomic orbitals, or GIAO.12 The other is known as projector
augmented wave, or PAW, along with its variation known as the gauge independent projector
augmented wave, or GIPAW.12 The two types of basis sets are made according to the system
they are intended to study. GIAO are a family of basis sets designed to study molecular systems,
whereas GIPAW is meant to study systems with periodicity, such as those present in a crystal.
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The work described hereinafter focuses on crystals and thus employs GIPAW for all
calculations.
Another issue in the practical computations using GIPAW methods is the difficulty of
calculating the behavior of electrons close to the nucleus. A method called the pseudopotential is
used to calculate the rapid variations of wave functions close to the nucleus. These are known as
the ultrasoft pseudopotential and it reduces the sizes of basis sets used and therefore are an
efficient means of achieving the calculations. 13
Finally, once we compute the theoretical CSTs for the crystal, we need a way to compare
that to the experimental values. DFT computes the absolute chemical shieldings while the
experiment measures the chemical shifts. To compare with experiment, the chemical shieldings
can be converted to chemical shifts via the following formula:11
𝛿𝛿 = (𝜎𝜎 𝑜𝑜 − 𝜎𝜎)

This sigma ref (σ°) is known as the reference shielding, and the most direct way of obtaining this
value is to compute the chemical shielding of the reference compound at the same level of theory
one used for the CSTs previously. However, computing this reference shielding isn’t always
straightforward, so typically another method is used to obtain this value. By far the most
common approach for converting computed shielding values to shifts is to use linear regression
to provide an equation of the form shown below: 14
𝜎𝜎 𝐸𝐸𝐸𝐸𝐸𝐸. = 𝐴𝐴 ∗ 𝛿𝛿 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶. + 𝐵𝐵

The parameters A and B are empirically determined. Some analysts constrain A to -1 and
fit only the intercept B. However, allowing A to vary can partially compensate for systematic
errors in the computational models used. In this work the parameter A is empirically determined
from a linear regression. In practice this provides an A-value that deviates slightly from -1.
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Ideally A should not deviate more than 5-10%, as a large deviation in A indicates problems in
either the theoretical model or in experimental shift assignments. The intercept (B) represents
the reference shielding, and it can be obtained from a set of benchmark dataset. The choice of
compounds used in a benchmark dataset is less important, as the reference shielding should be
invariant for a particular nuclide within the experimental and computational errors. An example
of this reference shielding for 13C is around 180 ppm as determined from previous work by
others. 15
For the work presented hereinafter, the reference shielding obtained agrees with the value
that was determined previously by others.15 This is informative since the compounds analyzed,
the computational models and the experimental methods differ. This agreement implies that
once the reference shielding is accurately obtained, a map between experimental shift and
computed shieldings exist and can be used generally to go from theory to experiment and vice
versa. This observation allows us to compare experiment and theory and is a key result since
without it there would be no clear way for NMR to reveal structural information of any
compounds.
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2. EXPERIMENTAL METHODS

2.1 Theoretical Modeling
The theoretical approach to NMR based crystal structure refinement involves two main
steps. The first is an energy-based optimization of geometry. The second step involves a Monte
Carlo simulation to generate candidate structures, followed by a DFT calculation of NMR shifts
for all candidate structures. These calculated chemical shifts are compared to experimental shifts
to identify the candidate having the best agreement. This step repeats until a convergence
criterion is met.
Atomic coordinates used in the first step are taken from x ray or neutron diffraction
crystal structure taken from the Cambridge Crystallographic Data Centre (CCDC) database. A
geometry optimization is then performed on this structure. Calculations are performed using the
CASTEP module in Material Studios. 16 The basis precision setting of “precise” is used, which
typically gives a plane-wave cutoff energy of at least 580 eV. The RPBE functional was
employed together with ultrasoft pseudopotentials generated on the fly.16 Integrals over the
Brillouin zone were sampled using a MP grid with k-point spacing of 0.05 Å-1. 17 The
minimization approach used is BFGS, which is a quasi-Newton method. 18 Structural
convergence is set to CASTEP’s “ultrafine setting”, which gives a maximum change in energy of
5 x 10-6 eV / atom, a maximum displacement of 5 x 10-4 A / atom, and a maximum force of 1 x
10-2 eV / Å. In all calculations, the unit cell parameters are fixed to values obtained from x-ray
diffraction. The D2 dispersion correction parameter of Grimme was employed in all refinements
with the d parameter set to 5.0. 19,20 While not strictly necessary, performing this geometry
optimization prior to NMR refinement will significantly improve the speed of NMR refinement.
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Once the DFT geometry refinement is completed the optimized geometry is used as the
starting point for NMR refinement. Since there’s not a viable method to convert chemical shift
tensors to atomic positions, in the second step of refinement, candidate structures are generated
that contain small variations in atom positions, then chemical shifts are calculated for each of
these and compared with experimentally measured values. To generate the candidate structures,
a Monte Carlo sampling method is used. This approach involves generating new coordinates by
randomly sampling in a spherical radius with a magnitude specified by the user. Generally, one
can set the sampling radius to the value of the x ray structure’s thermal ellipsoid for that nucleus.
Since x ray structures’ thermal ellipsoid radii are invariably much larger than the final NMR
refined ellipsoid, it is safe to use the values as an upper bound on the sampling radius. Note that
the sampling radius can be arbitrarily set, so if one wishes to explore proton tunneling events or
other types of bonding, the radius could be set to a large value in order to generate new candidate
structures for exploration.
Once the candidate structures are generated, the chemical shifts for each candidate
structure are calculated through the use of the NMR CASTEP module. The chemical shifts are
calculated using a plane-wave basis set known as GIPAW in CASTEP, and once again the RPBE
functional is used. The basis precision is the same as the geometry optimization step as well as
the k point sampling. Since dispersion correction does not affect magnetic shielding tensors, it is
not specified during this calculation.
After the calculations of the magnetic shielding tensors are completed for all candidate
structures, the resulting shielding tensors are compared to the experimentally measured chemical
shifts. This is done through the use of a linear regression, where the slope, intercept, as well as
an R2 value can be obtained. The candidate structure with the highest value of R2 is retained and
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the rest are discarded. Then the entire NMR refinement step is repeated where new candidate
structures are generated from the previously retained structure, magnetic shielding tensors are
calculated for this new set, and linear regression is performed to find the highest R2 value
candidate structure. This loop continues until convergence is reached. The criteria for
convergence are set by the user, generally a 0.999 value of R2 is considered convergence.
Hereinafter, the methods described above are employed in three different applications
with each included as a chapter. Because the theoretical method was originally developed to
compute thermal ellipsoids, chapter 3 will describe prediction of hydrogen ellipsoids for the
COOH hydrogen of palmitic acid. Chapter 4 will describe a more traditional application of DFT
for NMR shielding calculations for the purpose of assigning chemical shifts to the different
atoms in the structure. Chapter 5 will describe the recently developed NMR based refinement
technique that was created after the original publication of the work described in Chapter3.
Chapters 3, 4, and 5 have previously been published, respectively, in Phys. Chem. Chem. Phys.,
2018, 20, 8475; ChemPhysChem, 2021, 22, 1008; and CrystEngComm, 2021, 23, 6997. The
articles in Chapter 3 and 5 were featured on the journal covers.
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3. PREDICTING ANISOTROPIC THERMAL DISPLACEMENTS FOR HYDROGENS
FROM SOLID-STATE NMR: A STUDY ON HYDROGEN BONDING IN POLYMORPHS
OF PALMITIC ACID 21

3.1 Attributions: The experimental data reported in Chapter 3 was acquired by Dr. James
Harper. All theoretical calculations were performed by Luther Wang.

3.2 Introduction
Polymorphism in solids is relatively common with a recent survey reporting that roughly
one-third of the structures in the Cambridge Structural Database exhibit more than one phase. 22
Pharmaceutical studies designed specifically to discover new phases found that between 50%
and 75% of compounds considered crystallize in more than one phase. 28 Knowledge of the
specific phase of a material is important because different phases can vary in their physical
properties. For example, a material must crystallize in a non-centrosymmetric space group in
order to exhibit second order harmonic generation. Other properties such as color, solubility and
density can also vary with polymorphic form.
The n-alkyl monocarboxylic acids are a group of compounds that have been extensively
studied and found to exhibit a rich variety of polymorphism. 23,24 Acids containing an even
number of carbons crystallize in at least seven different phases designated A2, Asuper, Bm, Bo, Em,
Eo, and C. 25 The n-alkyl acids having an odd number of carbons crystallize in at least five
distinct phases denoted A’, B’, C’, C’’ and D’. 26 While the phases of many n-alkyl
monocarboxylic acids have been characterized crystallographically, others remain relatively
unstudied. For example, palmitic acid (C16H32O2) has only one reported crystalline phase.23,27
Recently, our laboratory has characterized 8 forms of palmitic acid. Characterizing the hydrogen
bonding environment in these forms is important because the COOH groups in different phases
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of a given n-alkyl acid can vary due to the presence or absence of disordered hydrogens. 28 This
difference in hydrogen bonding is purported to correlate with hydrogen bond strength, with
disordered acids forming stronger bonds. 29,30 In these cases, the hydrogen bond is strong enough
to lower the barrier and allow increased motion (exchange) between the hydrogen bond donor
and acceptor, so that the hydrogen transits more freely and can even, in very strong/low-barrier
hydrogen bonding situations, sit symmetrically between the two. 31,32,33,34 The use of the term
“disorder” in this context can be somewhat misleading as the structure of the heavy atoms across
the crystal is in fact homogeneous, but the acidic hydrogen atom is moving freely within a
broader potential well. Conventional x-ray crystallography cannot always distinguish between
localized and disordered hydrogen bonding because the difference involves primarily the COOH
hydrogens and these sites are seldom well characterized.
Solid-state NMR (SSNMR) offers an alternative approach for positioning hydrogens
within hydrogen bonds. Several SSNMR techniques have now been used to locate both
disordered 35,36 and localized protons in N–H⋅⋅⋅N, 37,38,39,40,41,42,43 N–H⋅⋅⋅O,39,40,44,45,46 O–
H⋅⋅⋅O30,39,47,48,49,50 and other bonds. 51,52 The ability to locate hydrogens also allows nitrogen sites
to be classified as NH3+, NH2, NH or non-protonated.41,53 Techniques are also now available for
rapidly evaluating 14N containing hydrogen bonds.41,53 The aim of the present study is to use
differences in 13C shift tensors to characterize the hydrogen bonding environment at the COOH
moiety in the different polymorphs of palmitic acid. In the following we demonstrate that phase
C includes a disordered COOH hydrogen, while all other phases contain localized hydrogens. A
method for estimating anisotropic uncertainties for COOH hydrogen positions based upon NMR
comparisons is also presented. This approach is similar to the characterization of anisotropic
positional accuracy in NMR crystallography recently introduced by Hofstetter and Emsley, 54 but
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importantly allows for the case of bond breakage and formation present in systems undergoing
proton exchange. The prior study of anisotropic displacements is based upon molecular
dynamics,54 an approach that usually precludes the possibility of bond cleavage unless
specialized potentials are utilized. It is notable that other experimental SSNMR techniques can
also monitor COOH hydrogen bond breaking and forming events. 55 The methodology
introduced herein also allows phases with no known crystal structure to be accurately
characterized.

3.3 Experimental
Samples of palmitic acid prepared as phases A2, As, Em, and Bm were obtained from Dr.
Evelyn Moreno-Calvo (Institut de Ciencia de Materials de Barcelona) and evaluated as received.
A description of sample preparation of each phase and more complete crystallographic
characterizations will be given elsewhere. A sample of palmitic acid phase C was obtained by
dissolving palmitic acid in toluene then allowing the solvent to slowly evaporate.27
Solid-state NMR 13C tensor principal values for phase A2 were acquired on a Varian
Infinity operating at 599.78920 and 150.83191 MHz for 1H and 13C, respectively. The 13C tensor
data for phase Em was collected using a Chemagnetics CMX operating at 400.11880 and
100.61916 MHz for 1H and 13C, respectively. A Chemagnetics CMX operating at 200.04338 and
50.30559 MHz for 1H and 13C, respectively, was used to obtain 13C tensor data for phases Bm and
C. The FIREMAT method 56 was employed to acquire tensor data for phases Bm, C and Em. As
only a few milligrams of phase A2 were available, tensor data for this phase were acquired by
analyzing the intensity of sidebands obtained from a 1D CP/MAS experiment. No tensor data
was obtained for phase As since it was a mixed phase solid and the mass of each phase was too
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low for effective analysis. For phase As, only 1D isotropic 13C shifts were obtained using
CP/MAS. For all analyses, TPPM 1H decoupling 57 was employed and all 13C shifts were
referenced on the TMS scale using the methyl resonance of hexamethyl benzene at 17.35 ppm as
a secondary chemical shift reference. A summary of other relevant analysis parameters is given
in Table 1.
Table 1. Analysis parameters for acquisition of 13C tensor data for phases of palmitic acid.
A2
As
Bm
C
Em
Spinning speed (Hz)
4000
4000
527
527
527
Recycle time (s)
25.0
30.0
20.0
25.0
23.0
1
3.1
4.5
3.9
3.9
4.2
H 90° pulse (µs)
13
8.7
8.7
9.2
C 180° pulse (µs)


Evolution spectral width
26.9
26.9
26.9


(kHz)
Acquisition spectral
40.0
40.0
65.4
65.4
65.4
width (kHz)
Evolution digital
15.9
15.9
58.6


resolution (Hz/point)
Acquisition digital
78.1
19.5
15.9
15.9
26.2
resolution (Hz/point)
# evolution points
51
51
51


# scans/evol. Point
20488
8132
576
576
576
Contact time (ms)
3.0
1.0
3.0
3.0
3.0
Analysis method
CP/MAS CP/MAS FIREMAT FIREMAT FIREMAT
Total analysis time
17 h
2.8 d
6.8 d
8.5 d
15.6 d
Computed tensors were calculated using Gaussian 03 at the B3PW91/D95** level of
theory. All computed tensor values were corrected for basis set superposition error using the
counterpoise method. 58,59 Alternative functionals and basis sets could also be considered.
However, because all structural comparisons are ultimately made using an F-test, the results are
somewhat independent of the particular functional chosen. This is because the F-test is relatively
tolerant to systematic errors since such errors are present in both structures being compared and
therefore cancel in the ratio used to compute the F value. Computed tensor data for only the
14

central molecule of the trimer were used for all statistical comparison with experimental data. A
plot of computed shielding versus shifts for phases A2, Bm and Em was made and fit using a leastsquares procedure. All data were converted to the icosahedral representation before plotting as
recommended by Alderman et al. 60 These data were linear and strongly correlated (R2 = 0.9981)
and the optimal conversion of shield to shift was found to be shift = (shielding -198.825)/(1.061).
An elemental analysis of palmitic acid phase C was performed (Atlantic Microlab) to
determine if this phase is a free carboxylic acid or a salt. This analysis found C=75.03%,
O=12.68% and H=12.58% with a reported error of ± 0.3%. Predicted values for the free acid
(C16H32O2) are C=74.94%, O=12.48% and H=12.58%. This close match supports the conclusion
that phase C contains a COOH moiety.
The Monte Carlo sampling process employed the butyric acid dimer model described previously
for lauric acid.30 This fragment-based approach has been demonstrated to account for most
lattice effects by directly comparing computed shift tensors with those calculated using periodic
boundary methods.30 For structures having a localized OH hydrogen, an initial structure with an
O–H bond length of 1.16 Å was used. For the dynamically disordered phase C, two initial
structures with O–H bond lengths of 1.16 Å and 1.46 Å were employed. In each case, a total of
2500 new OH hydrogen positions were randomly generated using a process that samples points
in a cube shape with new points constrained to lie within ± 0.5 Å of the initial position in each
direction (i.e. X, Y or Z). The sampling process allows both of the OH hydrogens to potentially
move in each iteration. For each structure generated, 13C shift tensors were computed as
described above and the calculated 13COOH tensors then compared to experimental values using
an F-test as described elsewhere. 61 Calculated tensors within one standard deviation (i.e. ± 1σ)
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of experimental data were retained. A poor fit in either of the two tensors was considered
grounds for rejection of a given structure. All retained positions were averaged to identify new
hydrogen positions. In all cases, the initial OH hydrogen position differed from the average
position (𝑟𝑟̅ ). To correct for this difference, the OH hydrogen was translated to the average
position. Since each of the retained structures have known bond lengths (ri), the error in OH
bond lengths were computed from σ = [Σ(ri-𝑟𝑟̅ )2/(N-1)]1/2, where N denotes the number of
retained structures. Anisotropic displacement parameters were computed based on variations of
the retained points from the average positions as more fully described in the text.

3.4 Results and discussion
In this study, five samples of palmitic acid were obtained and evaluated including forms
tentatively identified as A2, As, Bm, C and Em. Chemical shift tensor data were measured for
13

COOH sites in all phases except As using methods described in Experimental. Phase As

exhibits five resonances, but only 1D 13C isotropic shifts were recorded due to the small amount
of material available. While four of the 13COOH resonances do not match chemical shifts of the
other forms (i.e. A2, Em or C), the final resonance corresponds to the frequency of Bm and was
thus provisionally designated Bm. Admittedly, two or more of the resonances in As may
originate from a single phase containing multiple molecules per asymmetric unit. However,
significant differences in peak intensities in As suggest that it is more likely that the spectrum
consists of 5 distinct phases. A plot of all 13COOH isotropic resonances is shown in Figure 1 and
supports the conclusion that at least 8 unique phases of palmitic acid are identified by this work.
At present, only phase C has an established crystal structure.23,27 Table 2 lists the measured
13

COOH tensors and isotropic shifts.
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Figure 1. A plot of the 13COOH isotropic resonances measured for the phases of palmitic
acid studied here. All measured peaks are unique except for one of the signals of phase As
that potentially corresponds to form Bm, thus a total of at least 8 unique phases are
identified from this study. The wider lines observed in phases Em, C and Bm are a result of
acquiring these data on a lower field (4.9 T) spectrometer. Phases As and A2 were
acquired, respectively, at field strengths of 14.1 T and 9.4 T. Phase A2 is crystalline and
the unusually wide line observed in this phase is presumed to arise from a small average
particle size.
Table 2. Measured 13C tensor principal and isotropic shift values for the COOH groups in
the polymorphs of palmitic acid evaluated here.
Phase
A2
As

Bm
C
Em
a

δ11 (ppm)
256.1





257.9
233.5
251.9

δ22 (ppm)
177.8





174.5
203.3
176.6

δ33 (ppm)
106.3





109.3
109.1
113.7

δiso. (ppm)
180.71
180.18
180.58a
180.85
181.27
181.44
180.56
181.98
180.73

This resonance represents approximately 27% of a form matching the isotropic shift of Bm.
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The hydrogen bonding environment of a COOH is strongly reflected in the 13C tensor
data. In prior work, 62 Gu et al. established that a 13COOH can be distinguished from a 13COO–
by the magnitude of the δ11 tensor shift. A δ11 shift greater than 250 ppm indicates that a COOH
is present, while shifts less than 250 ppm are observed for COO– sites. Hydrogen bonding
strength is indicated by the magnitude of the δ22-shift, with stronger hydrogen bonds producing
higher frequency δ22 values. Hydrogen bonded COOH’s were found to have an average δ22 shift
of 158 ppm with the most strongly hydrogen bonded COOH sites having a δ22 shift of 174 ppm.
The δ33 shift exhibited only small variations and was not used in structural analysis. Subsequent
work by Kalakewich et al.30 expanded upon these conclusions by demonstrating that proton
disordered COOH sites have 13C principal values that are indistinguishable from COO– moieties.
Taken together, these prior studies indicate that palmitic acid phases A2, Bm, and Em contain
COOH groups that are strongly hydrogen bonded. A similar comparison suggests that phase C
contains a COO– or an H disordered COOH due to the δ11 shift of 233.5 ppm. Elemental
analysis unambiguously shows that no counter ion is present in phase C and gives a near-perfect
match for a protonated COOH (see Experimental). Hence, phase C appears to include a
disordered COOH hydrogen.
The comparison of palmitic acids tensor data with prior studies is invaluable in predicting
carboxyl protonation or hydrogen disorder and in estimating hydrogen-bond strength.
Nevertheless, this approach is limited in the sense that it does not predict longer-range order,
such as hydrogen bonding geometry. This deficiency makes it desirable to include an
independent technique to extend structural conclusions. A second analysis was therefore
performed involving a comparison of experimental 13C tensor data for the COOH with DFT
computed tensor data for model structures with the two most common hydrogen bonding
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geometries. This approach has been used in numerous studies and demonstrated to provide
accurate structures.61,63,64,65,66,67,68,69 This technique has the advantage that a wide variety of
structural models can be evaluated. In the case of palmitic acid, butyric acid was used as a
model since it contains all the features of palmitic acid out to the γ–position. It is known that
sites beyond the γ–position have very little influence on measured shifts in most structures, 70 and
butyric acid has been demonstrated to be a suitable model for the closely related molecule, lauric
acid.29 For all phases, two model structures were evaluated based upon motifs observed in prior
studies: 71 a cyclic dimer and a trimeric catemer containing an antiplanar COOH hydrogen
(Figure 2). The cyclic dimer with r ≈ 1.0 Å and r’ ≈ 1.6 Å, often referred to as an 𝑅𝑅22 (8)

hydrogen bond, 72 is the most commonly observed arrangement for carboxylic acids containing
only one COOH group, while the catemer is rarely encountered.71 In preparing model structures,
a series of compounds were generated in which r was systematically lengthened and r’ decreased
by the same amount. This process maintains a constant O···O distance between pairs in the
cyclic dimer and allows the position of the hydrogens (including disordered hydrogens) to be
located very accurately to within ± 0.02–0.07 Å. 29,73 The cyclic dimer structure with 𝑅𝑅22 (8)

hydrogen bonding and r ≈ 1.0 Å and r’ ≈ 1.6 Å was found to be the best fit for phases A2, Bm and

Em. In all cases, the trans orientation (i.e. a Cβ–Cα–C=O dihedral angle of 180°) was statistically
preferred over the cis structure (Figure 3a).
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Figure 2. Model structures evaluated to determine hydrogen bonding distances and
longer-range order in various polymorphs of palmitic acid. Structures considered were a
catemer (left) and a cyclic dimer (right). In each case, an energy-minimized structure was
obtained (B3LYP/D95*) and 13C tensors computed (B3PW91/D95**). Only tensor data
from the central molecule of the trimer were considered. Comparison of computed tensor
values with experimental data allowed a best fit to be determined. The cyclic dimer with r
≈ 1.00 Å and r’ ≈ 1.63 Å best represents phases A2, Bm and Em. Phase C also matches the
dimer with a disordered O–H proton having two probable positions at 1.23 ± 0.06 Å and
1.46 ± 0.03 Å. No structural determination was made for phase As since tensor data were
not obtained due to the limited amount of material available. The trimeric catemer model
was rejected as a feasible structure for any of the observed phases with a statistical
confidence of > 99%.
Phase C also matches uniquely to the cyclic dimer, but a plot of r versus the rms
agreement between computed and experimental tensor data shows good agreement at two O–H
bond lengths, r = 1.23 ± 0.06 Å and r = 1.46 ± 0.03 Å (Figure 3b). Thus, it appears that the
COOH proton is disordered, either in the static sense with local variations in the hydrogen
placement, or dynamically, with the proton rapidly sampling two local structural minima. Static
disorder is considered unfeasible here because only one 13COOH resonances is observed
experimentally. Two lines would be expected in a 13C isotropic spectrum of a sample with static
disorder. To evaluate the influence of such dynamic averaging on the NMR parameters for
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phase C, the shift tensors for all structures with O–H bond lengths within ± 1σ (as judged using
F-values)61 of the global minimum in Figure 3b were averaged (i.e. 1.16–1.26 Å and 1.43–1.50
Å). The average rms error for these structures was 8.0 ppm, an agreement with experimental
data that is statistically indistinguishable from the pair of best-fitting static structures having
uncertainties of 6.8 and 7.8 ppm. This analysis predicts an average O–H bond length of 1.32 Å
corresponding to the midpoint between oxygen atoms in the hydrogen bond, but suggests that the
proton has two locally most probable locations at r = 1.23 and r = 1.46 Å. Again, we note the
correlation between the lengthening of the donor-proton distance and a stronger hydrogen bond
with a concomitant decrease in the barrier to exchange.
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Figure 3. Plots illustrating the agreement between experimental 13COOH tensor values for
all phases (A2, Bm, Em, and C) and DFT computed values for model structures with various
O–H bond distances (r). Plot (a) shows that the best agreement for phases A2, Bm, and Em
is a trans structure having O–H bond lengths of 0.93 ± 0.08 Å, 0.86 ± 0.11 Å and 0.96 ± 0.10
Å, respectively. Plot (b) illustrates that phase C agrees with DFT predictions at O–H bond
lengths of 1.23 ± 0.06 Å and 1.46 ± 0.03 Å. The δ11 tensor component of phase C
corresponds closely to those measured previously in COO– moieties,62 however, elemental
analysis indicates that a COOH is present. These conflicting observations are consistent
with the presence of COOH hydrogen disorder in which the proton that is dynamically
disordered symmetrically about the midpoint between two oxygens separated by 2.63 Å.
In a more constrained approach to a time averaged representation, dynamically
exchanging COOH protons can be assumed to sample both minima on the NMR timescale and
modeled by averaging two contributing structures lying on either side of a symmetric double
well. In this analysis, each structure is constrained to have an identical OH hydrogen distance
from the center (1.32 Å in this case) with matched displacements in either direction. This model
requiring symmetrical hydrogen transfers was previously shown to accurately describe hydrogen
exchange in benzoic acid. 74,75 Tensor computed for the two structures are averaged with the
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assumption of equal populations. Employing this approach, an average O–H bond length of 1.34
Å is guaranteed by construction. Deviation about this point of ± 0.11 Å give the best fit with
experimental data
The trimeric catamer model featuring an antiplanar COOH hydrogen and an O–H bond
length of 1.0 Å (Figure 2) had an error of 42.1 ppm and thus was rejected as a feasible structure
at a statistical confidence of 99.3%. Adding disorder to the catameric model is not feasible
because the OH bond formed in the new structure would include a C–O–H valence angle of 180º
and is therefore unrealistic. The rejection of the catameric structure is consistent with the
experimental observation that the antiplanar hydrogen orientation is observed only when the OH
can participate in an intramolecular O–H···O hydrogen bond.71 In addition, the antiplanar OH
hydrogen orientation is energetically less favorable than the synplanar orientation by 2–4
kcal/mol. 76,77
The comparison of palmitic acids tensor data with modeling results described herein and
in prior work62 accounts for most structural features of the phases studied here. Yet, one feature
of the spectra in Figure 1 is worthy of further comment. Specifically, wide isotropic lines, as
observed in the 13C spectrum of phase A2, are often interpreted as arising from an amorphous
solid. Amorphous phases lack long-range order and sometimes exhibit a high degree of
molecular motion. Crystalline solids can be distinguished from amorphous materials by
observing their 1H/13C cross-polarization behavior. 78 Crystalline materials experience effective
cross-polarization over significantly longer contact times, while the motion present in amorphous
materials leads to faster relaxation during the cross-polarization process (i.e. shorter T1ρ values).
In the case of phase A2, the cross-polarization behavior was found to be consistent with that
observed for crystalline solids (see Experimental). Observation of long cross-polarization times
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in A2 also indicates that local motion at the COOH is negligible. This observation is significant
because motion can significantly broaden linewidths. Motion also averages shift tensor values
and can thus be detected by the observation of a diminished span (i.e. δ11-δ33). Phase A2 exhibits
the largest span of any of the phases of palmitic acid evaluated here and thus 13COOH tensors do
not support the hypothesis of local COOH motion in A2. Finally, it is known that wide isotropic
lines can occur in solids due to small average particle size. 79 Thus phase A2 appears to be a
crystalline phase composed of very small particles.

3.5 Modeling anisotropic displacements in hydrogen positions with NMR.
The analyses described above serve to establish OH bond lengths and hydrogen bonding
geometries in most phases of palmitic acid. Other NMR studies have also demonstrated an
ability to provide accurate bond lengths involving hydrogen and other atoms. 80,81 But to be truly
meaningful, measurement of bond lengths must include uncertainties in the three-dimensional
atomic positions. Such uncertainties are commonly reported in x-ray crystal structures as
anisotropic displacement parameters (ADPs) and illustrated as ellipsoids. These displacement
parameters reflect the fact that small amplitude vibrational and librational motions occur at
individual atomic sites, even at 0 K. 82 Displacements can also be caused by larger scale motions
such as conformational changes. Here, anisotropic uncertainties in COOH hydrogen positions
are established using the Monte Carlo sampling approach together with DFT calculations. The
methodology developed is applicable to both materials with known crystal structures and to
microcrystalline solids not suitable for traditional crystallography.
A variety of procedures is now available for generating candidate structures that reflect
thermal agitation by sampling atomic positions around an initial atomic site. 83,84,85,86,87 Here, a
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Monte Carlo scheme was employed to sample COOH hydrogen positions. While this approach
is computationally expensive and classical, atomic displacements in solids are known to arise
from a number of causes other than normal mode vibrations, such as deviations from ideal
periodicity, density variations and hydrogen tunnelling. 88 Subtle improvements to crystal
structures comparable to thermal displacements have recently been demonstrated from structural
relaxation methods that include a dispersion correction. 89 The Monte Carlo approach is expected
to obtain similar results by explicitly sampling positions that might otherwise be omitted.
Overall, an approach such a Monte Carlo that samples displacements other than those accessible
through normal vibrational modes is desirable. Here a total of 2500 COOH hydrogen positions
in the butyric acid dimer were sampled around the initial OH positions and shift tensors
computed for each structure. This approach assumes that non-hydrogen positions remain
stationary because these sites have significantly smaller motions than hydrogens due to their
higher masses. Additionally, it is assumed that motion of the carbon and oxygen atoms of the
carboxyl moiety are only weakly coupled to hydrogen motion. Such assumptions were
necessary to make feasible the large number of calculations. The 13COOH tensors calculated for
each sampled point were then compared with experimental NMR data and points agreeing with
experimental data within ± 1σ (i.e. 8.0 ppm for 13COOH sites)30 were retained. The retained
structures define the confidence interval for anisotropic displacements in atomic coordinates of
the hydrogen atoms.
A plot of the points retained for phase A2 is illustrated in Figure 4 and similar plots were
obtained for phases Bm and Em (not shown). In all cases, an ellipsoidal distribution of hydrogen
positions was retained with the smallest uncertainty in hydrogen position found to be in the
direction perpendicular to the O–H bond but within the plane of the dimer (i.e. X-axis of Fig. 4)
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with root-mean-squared uncertainties ranging from 0.14–0.15 Å. The uncertainty along the O–H
bond (Z-axis in Fig. 4) was roughly 1.2 times larger than that observed along the X-axis. The
largest uncertainty was out of the plane of the dimer and along the Y-axis of Figure 4. This
uncertainty is predicted to be approximately 1.6 times larger than the error along the X-axis. The
observation of large out-of-plane hydrogen displacement mirrors that found for thermal
ellipsoids 90 and is consistent with IR data where the O–H···O out-of-plane vibration requires the
least energy of any vibration involving the OH hydrogen. A complete list of uncertainties along
the X, Y, and Z-axes for each phase is given in Table 3. At present, crystal structures for phases
A2, Bm and Em are not known and therefore a direct comparison of NMR and diffraction
displacement errors is not possible. Thus, to place these uncertainties in context, data from the
neutron diffraction structure of acetic acid90 obtained at room temperature are included in Table
3. The acetic acid neutron structure includes a localized OH hydrogen in a similar hydrogen
bonding arrangement and thus provides a suitable model structure for evaluating phases A2, Bm
and Em. In phases with localized hydrogens the NMR derived ellipsoids having volumes 1.8
times smaller than the corresponding neutron value,90 on average.
Table 3. The NMR predicted root-mean-square deviations for COOH hydrogen positons
along the X, Y and Z-axes for each phase of palmitic acid.
Ellipsoid
Phase
X (Å)
Y (Å)
Z (Å)
volume (Å3)
A2
0.156
0.247
0.174
0.028
Bm
0.148
0.242
0.170
0.026
Em
0.139
0.241
0.186
0.026
C
0.219
0.246
0.207
0.046
Neutronb
0.193
0.228
0.266
0.049
a
Phases A2, Bm and Em are predicted to have localized OH hydrogens while phase C includes
delocalized OH hydrogens. bNeutron data were obtained for acetic acid in a 1:1 complex with
phosphoric acid at 295 K and is representative of a structure containing a localized hydrogen
similar to phases A2, Bm and Em of palmitic acid.
a
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Figure 4. A plot of COOH hydrogen positions retained for palmitic acid phase A2, based
on agreement of computed 13COOH tensors for each point with experimental 13COOH
values at the ±1σ level. Projections onto the XY, XZ and YZ-planes are included together
with histograms along each axis. Outlier points along the Z-axis represent a small
probability that the cis orientation can occur. Red dashed lines denote sampling
boundaries of ±0.5 Å from the initial hydrogen position. Estimates of uncertainties in atom
positions are shown by ellipsoids drawn at the ±2σ level. These ellipsoids illustrate that
slight truncation of the Y-dimension has only a minor influence on the predicted positional
uncertainties. Nearly identical plots were obtained for phases Bm and Em, thus these plots
are not shown.
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In selecting hydrogen positions, it was necessary to verify that a sufficient range of
positions was sampled to accurately predict the entire range of possible motion for each of the
directions. Figure 4 includes histograms for each axis showing that adequate sampling was
performed. It is notable that in the Z-direction, a few points are retained well outside of the main
distribution. In these cases, our sampling occasionally extended to the point that the O–H
hydrogen was transferred onto the C=O of the neighboring molecule. In other words, our
sampling range allowed the initial trans structure to be converted into the cis orientation. Prior
work has demonstrated that the cis and trans structures can have very similar 13COOH tensors,29
thus it is not surprising that there is some agreement for the cis structure. However, in all cases
the trans structure represents the majority of statistically preferred data points. This is consistent
with the 1D models above (Figure 3a) in which the cis structures have chemical shifts close to
the best fit.
The retained points in Figure 4 allow an average hydrogen position to be determined.
Because NMR data reflect a structure averaged by fast (i.e. THz)83 small-amplitude vibrations
and librations, an effective way to include these motions is to average modeled atom positions
derived from molecular dynamics or other methods.83,84,85,86 In the case of palmitic acid,
averaging the hydrogen positions creates slightly different bond lengths and valence angles than
those reported above for the static model. This is to be expected as the Monte Carlo sampling is
considerably less constrained that the earlier model. Averaged bond lengths and valance angles
for phases with localized OH hydrogens are shown in Table 4. In all cases, the averaged O–H
bond lengths in Table 4 are in good agreement with neutron benchmark data.90,91,92 However, it
is notable that the averaged C–O–H valence angles are larger than the corresponding neutron
values by approximately 10º. The origin of this difference requires further study.
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Table 4. Bond lengths for palmitic acid phases containing an ordered OH hydrogen after
averaging the Monte Carlo sampled data points.
O–H
C–O–H
Phase
bond length (Å)
valence angle (º)
A2
0.96 ± 0.07
118.8 ± 1.2
As
–
–
Bm
0.94 ± 0.07
119.5 ± 1.1
Em
1.01 ± 0.07
121.6 ± 1.0
a
Neutron
1.00 ± 0.01
110.2 ± 0.25
a
These reference data (N=3) include only data from monocarboxylic acids90,91,92
The sample averaging process described above for the OH hydrogen, results in different
hydrogen positions than those observed in the initial model. This is because the center of mass
of the retained data points typically does not coincide with the hydrogen positon obtained from a
one-dimensional analysis of bond length (e.g. Figure 3). One way to correct for this difference is
to translate the hydrogen to the center of mass of the retained coordinates and such adjustments
were made for all phases characterized herein. This process thus represents an NMR refinement
to the original coordinates. Recently, there has been significant interest in refining crystal
structures based on NMR agreement and several methods have been reported.89,93,94 The
averaging process utilized here offers another option for NMR–based refinement.
The Monte Carlo sampling of COOH hydrogen positions was also employed to
characterize disorder in phase C. The initial hydrogen position was obtained from a recent study
of OH disorder in lauric acid and involves a dimeric structure with 𝑅𝑅22 (8) hydrogen bonding and

two minima at r = 1.16 Å and 1.46 Å.30 These initial structures were selected due to the close

structural similarities to palmitic acid and also because it is important to assess the ability of the
methodology described herein to select a global minimum from various starting points. For each
initial structure, 2500 additional points were sampled in the X, Y and Z-directions over a range
of ± 0.5 Å. Shift tensors were computed for each structure and a subset of these structures was
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retained based on agreement with experimental data using the procedure described above for
phases A2, Bm and Em. Regardless of the initial structure selected, the average hydrogen position
was found to be at r = 1.26 ± 0.09 Å. Notably, the prediction of a hydrogen located at the
midpoint between oxygens is consistent with prior NMR37,38 and neutron diffraction 95 studies of
low barrier hydrogen bonds and also predictions made herein (vida supra) for an averaged
structure. Retained points are illustrated in Figure 5 and a comparison of structural parameters
with benchmark neutron values is shown in Table 5. Presumably the selection of a single most
probable point rather than a pair of points, as in the 1D fitting above (Figure 3b), is a result of
sampling in three dimensions. When adjustments are possible in all directions significantly more
energetic options are available and the most probable position changes slightly. The smallest
uncertainty in phase C was found to occur along the Z-axis (approximately along the O–H bond).
Uncertainties perpendicular to this bond were 1.1 to 1.2 times larger than those along the Z-axis,
thus the retained ellipsoids are approximately spherical. The uncertainties in the X, Y, and Zdirections are given in Table 3. Significantly, the volume of the hydrogen ellipsoids in phase C
is, on average, 42.7% larger than the ellipsoids for localized hydrogens, consistent with greater
freedom for hydrogen atom motion and a corresponding disordered structure.
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Figure 5. A plot of COOH hydrogen positions found to be feasible for palmitic acid phase
C, based on agreement of the 13COOH computed tensor for each point with the
experimental 13COOH values at the ± 1σ level. Projections onto the XY, XZ and YZ-planes
are included together with histograms along each axis. Red dashed lines denote sampling
boundaries of ± 0.5 Å from the initial hydrogen position. Estimates of uncertainties in
atom positions are shown by ellipsoids drawn at the ±2σ level. These ellipsoids illustrate
that the slight truncation of the Y-dimension has only a minor influence on the predicted
positional uncertainties.
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Table 5. Bond lengths for palmitic acid phase C after averaging the Monte Carlo sampled
data points.
O–H
C–O–H
Phase
bond length (Å)
valence angle (º)
C
1.26 ± 0.09
114.3 ± 1.8
a
Neutron
1.32 ± 0.03
a
Room temperature neutron diffraction structure of benzoic acid.95
An unusual feature of Figure 5 can be observed in the projection onto the XZ-plane.
Retained points are correlated in these two dimensions with the greatest number of points
grouped into the lower left quadrant (i.e. –X and –Z directions). The result occurs because the
vibrational and librational motions aren’t directly aligned with the X and Z-axes. In this case,
axes have been defined to correspond to bonds in the model structure with the Z–axis aligned
with O–H bond direction and the C–O–H moiety lying in the XZ–plane. Thus, the OH hydrogen
in phase C experiences displacements within the XZ-plane that deviate from the O–H bond
direction toward the –X direction. In other words, these displacements are directed toward the
outside of the eight-atom ring defining the dimer. In contrast, the corresponding displacements
in phases with localized hydrogens occur largely along the OH bond or perpendicular to this
direction, an observation consistent with neutron diffraction prediction in acetic acid.90
The uncertainties in hydrogen positions reported in Table 3 for all phases are listed as
root-mean-square deviations with units of length (Å). The internationally accepted standard for
reporting such anisotropic displacements in crystallographic studies is the “mean-square
1

displacement” with units of length squared.88 This parameter is computed as ∑(𝑥𝑥𝑖𝑖 − 𝑥𝑥̅ )2 where
𝑁𝑁

xi and 𝑥𝑥̅ denote, respectively, the displacement of individual data points from a mean atomic
position and the mean position in the x-direction. Analogous equations are used for

displacements in the y and z-directions. Mean-square displacements are usually denoted simply
as Uii. To ensure consistency with more conventional crystallographic studies, uncertainties for
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all phases of palmitic acid studies herein are also reported here as mean-square displacements.
These displacement values, when reported in the principal axis system (where U is diagonal), are
simply the square of the root-mean-square uncertainties reported in Table 3. All Uii data are
listed in Table 6 together with benchmark data from neutron diffraction.90 Displacements refer
to a structure oriented so that the OH hydrogen is located at the origin, the O–H bond lies along
the +Z axis and the C–O–H moiety is in the XZ–plane. The full anisotropic displacement tensor
can be obtained for phase C because its crystal structure is known, allowing NMR-derived values
to be oriented relative to the unit cell. For all other phases, crystal structures are not presently
known, thus only the principal components are reported here. Displacement ellipsoids are
illustrated in Figure 6 for phases with localized hydrogens. Figure 7 illustrates NMR-derived
ellipsoids for the hydrogen-disordered phase C and includes a comparison of the hydrogen
position predicted from single crystal x-ray diffraction. Significantly, the NMR-derived
ellipsoids in phase C are 7.6 times smaller than the corresponding values from x-ray
diffraction.27 Moreover, the NMR-predicted values are anisotropic (i.e. ellipsoidal) showing
differences in displacement magnitudes in the X, Y and X-directions while the x-ray data are
isotropic with a spherical distribution. NMR-derived ellipsoids were also obtained for phase C
from TensorView for direct comparison to the ellipsoids in Figure 6 and this illustration is
included as Electronic Supplementary Information. Anisotropic displacement data are seldom
provided for hydrogen atoms from x-ray diffraction studies. The ability to also obtain such
displacement information from NMR emphasizes the complimentary nature of x-ray diffraction
and NMR methods. We note, however, that techniques are now available for refining routine xray data to an accuracy similar to that obtained from neutron diffraction. 96,97,98 At present, these
refinement methods are underutilized.
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Table 6. The mean-square displacement values for the 4 phases of palmitic acid.
Phase
Uxx
UYY
UZZ
UXY
UXZ
UYZ
A2
0.0242
0.0610 0.0303
–
–
–
Bm
0.0219
0.0588 0.0290
–
–
–
Em
0.0192
0.0582 0.0346
–
–
–
C
0.0487
0.0507 0.0516 0.0023
0.0068 0.0054
Neutrona
0.0418
0.0669 0.0518 -0.0029 0.0062 -0.0089
a
Obtained from acetic acid at -140°C
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Figure 6. An illustration of the NMR-derived anisotropic displacement ellipsoids for the
COOH hydrogen in phases A2, Bm and Em. More quantitative measures of the in-plane and
out-of-plane deviations for each dimension are given in Table 6. Small differences in the
size of the ellipsoids along the X-direction (i.e. perpendicular to the O–H bond and within
the COOH plane) in these phases can be observed from the OH hydrogen extending
beyond the ellipsoids in that dimension. All plots were prepared using the program
TensorView (see Electronic Supplementary Information). A comparable TensorView plot
of phase C is included as Electronic Supplementary Information to provide a direct
comparison.
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Figure 7. A comparison of the X-ray derived isotropic COOH hydrogen positions (top,
pink atoms) and the NMR-derived anisotropic displacement parameters for these
hydrogens (bottom). The NMR analysis predicts a COOH hydrogen volume 7.6 times
smaller than the corresponding volume from single crystal x-ray diffraction. Only COOH
hydrogen positions differ between the two structures with all other atomic positions
obtained from single crystal x-ray diffraction coordinates of phase C.
We note that the NMR-derived ellipsoids show a remarkable similarity to the thermal
ellipsoids from x-ray crystallography. We posit that this is no mere coincidence, that the two are
intrinsically related. Both depend fundamentally on the electronic wavefunction for a given set
of nuclear coordinates under the Born-Oppenheimer approximation; as the nuclear coordinates
are varied, the new electronic wavefunction determines both the chemical shift for that
arrangement and the overall energy, which defines the vibrational potential well. Wavefunctions
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that vary slowly with position are associated both with slowly varying NMR parameters (with
correspondingly large ranges in the errors) and large amplitude nuclear motions (with
correspondingly large thermal ellipsoids). While the precise relationship between these
parameters is the subject of ongoing work, we conjecture that the two are fundamentally tied and
proportional.
All decisions regarding structural selection (described above) were made based
exclusively on agreement between experimental and theoretical 13C shift tensor data. Computed
energies could also have been included as an additional constraint on acceptable structures. Here
energy comparisons were not included because the aim was to see what structural conclusions
one can make solely from SSNMR information. This choice also ensures that experimental
information is considered in all selections. It is notable that differences in the structures retained
here involve only small changes at two hydrogens. Thus, the energy differences between
retained structures are anticipated to be relatively small. In the more general case where all
atoms included variations (e.g. ref. 54), combining energy comparisons with SSNMR data may
prove beneficial.
A potential concern regarding the structural selection process is the decision to assume
static carbon and oxygen positions. Since the structures ultimately selected by this NMR
approach are found to have smaller anisotropic displacement ellipsoids than both single crystal
x-ray and neutron diffraction structures, it is important to assess how this assumption of static
non-hydrogen sites influences predicted ellipsoid volume. A comprehensive study of carbon and
oxygen thermal motions involving Monte Carlo sampled positions would require a considerable
number of candidate structures and is beyond the scope of the current study. Instead, a
preliminary assessment was performed here involving six structures having deviations in COOH
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hydrogen positon of ± 1σ in the X, Y and Z-directions. The magnitudes of the X, Y and Ydeviations were, respectively, ±0.148 Å, ±0.243 Å and ±0.176 Å (i.e. the average of the values in
Table 3). All modeling was performed using the butyric acid dimer described above and
included identical hydrogen distortions in each monomer in order to mimic the symmetrical
hydrogen bond motion previously observed in benzoic acid.74,75. Each structure was allowed to
relax (B3LYP/D95**) at all positon except the COOH hydrogen which was retained in the ± 1σ
distorted position in both partners of the dimer. Shift tensors were then computed
(B3PW91/D95**) for both the relaxed structure and the distorted structure before relaxation.
Computed 13COOH shift tensors were compared before and after refinement for a given
structure. In five of the six structures, the 13COOH tensors in the relaxed structure were
statistically indistinguishable (i.e rmsd < 8.0 ppm) from the structure having fixed carbons and
oxygen positions. In a single case, having the OH hydrogen moved in the +Z-direction, the
relaxed structure differed from the fixed heavy atom structure by +1.5σ. This outcome indicates
a need for minor correction to the ellipsoid in the +Z-direction (along the OH bond). In general,
however, these results indicate that our neglect of heavy atom thermal motion does not
significantly influence the predicted ellipsoid volume. The single case in which our analysis
does require adjustment (i.e. +Z-direction), the difference from the ±1σ was small and we
anticipate that only a minor correction to ellipsoid volume is needed. Admittedly, this analysis
only includes relaxed heavy atom position from a DFT refinement and fails to map the entire
space near non-hydrogen atoms. Future work will seek to more systematically evaluate the
region near all atom and provide ADPs for both hydrogens and non-hydrogen sites.
3.5.1 Phase changes in palmitic acid from SSNMR sample spinning.
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The 13C shift tensor analyses described herein were all performed at spinning speeds less
than 4.0 kHz. Higher spinning speeds are often used to acquire hydrogen shifts. These analyses
are desirable since differences in 1H shifts at COOH sites have been shown to correlate with
differences in hydrogen bonding.39,47 Specifically, stronger hydrogen bonding corresponds to
high frequency 1H shifts. Thus, more rapid spinning (17 kHz) of all phases of palmitic acid was
performed to measure the COO1H shifts. Surprisingly, such spinning caused the A2, As, Bm and
Em phases to undergo a phase transition to form C. Thus, only the 1H spectrum for phase C was
obtained. This result indicates that, for the 8 phases studied here, phase C is the minimum
energy form of palmitic acid.

3.6 Conclusions
Prior studies of hydrogen bonding in n-alkyl acids have concluded that OH hydrogen
disorder is observed only in phase C of acids having an even number of carbons.23 The present
study provides the first experimental evidence for polymorphs of palmitic acid other than phase
C and supports the prediction of localized OH hydrogens in these new phases. The three phases
present as contaminants in phase As, although uncharacterized herein due to insufficient material,
are expected to also include localized OH hydrogens based on prior precedent23 and the results
obtained here.
The disordered OH hydrogen in phase C is positioned, on average, midway between
oxygen atoms. Such an arrangement has been shown 99 to create unusually strong hydrogen
bonds having partial covalent character. Theoretical methods also predict that disordered
hydrogen bonds are stronger than localized O–H···O bonds.30 Based on these results the
strongest hydrogen bonding in polymorphs of palmitic acid is presumed to occur in phase C. We
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note the possibility that phase C actually includes a hydrogen located midway between oxygen
atoms with no barrier between heteroatoms. Such arrangements are known to occur in formally
charged species,31,32,33,34 and the similarities of these species to phase C and invites additional
theoretical and experimental work.
The results presented here provide anisotropic displacement parameters for the OH
hydrogens in four polymorphs of palmitic acid solely from solid-state NMR data and theoretical
calculations. Both dynamically disordered and well-ordered sites are equally well described by
this approach. Significantly, the average NMR predicted volumes for displacement ellipsoids in
phases with localized OH hydrogens (i.e. A2, Bm and Em) are smaller than comparable
benchmark neutron diffraction volumes by a factor of 1.8.90 Although the approach described
herein has been applied to hydrogens, it can also be employed to obtain anisotropic displacement
ellipsoids for non-hydrogens atoms with no modification. The methodology developed herein
also provides a new path for refining hydrogen coordinates based on NMR information. A more
general refinement of non-hydrogen atoms should also be feasible using this approach. Since
solid-state NMR is most commonly performed on powders, this structural refinement is
applicable to materials that fail to form crystals suitable for crystallography.
The work described here rely on 13C shift tensor data to monitor changes at the OH
hydrogen. It is reasonable to assume that OH 1H shift tensor data may provide an even better
way to evaluate hydrogen bonding differences and such studies may prove beneficial.
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4. MODELING SMALL STRUCTURAL AND ENVIRONMENTAL DIFFERENCES IN
SOLIDS WITH 15N NMR CHEMICAL SHIFT TENSORS 100

4.1 Attributions: The experimental data reported in Chapter 3 was acquired by Dr. James
Harper. All theoretical calculations were performed by Luther Wang and Alexander Elliott.
4.2 Introduction.
Solid-state NMR (SSNMR) methods now provide a remarkable variety of experiments for
evaluating and assigning structure in solids.[101] One of the advantages that SSNMR shares with
X-ray crystallography is its ability to provide information about individual atomic sites. Recent
studies have demonstrated that SSNMR can now accurately characterize even very subtle
structural differences in solids. For example, two polymorphs that differ only in the placement
of a single hydrogen were clearly differentiated.[102,103] Related analyses has been used to
explained the origins of static disorder,[104] differentiate between tautomers[105] and accurately
distinguish between minor conformational differences.[106,107] This ability to make such subtle
distinctions by SSNMR is of particular value in crystal structure prediction studies[108,109] where
best candidates must be selected from thousands of computer generated structures. A more
extensive discussion of recent structural studies by SSNMR is given elsewhere.[110]
Most SSNMR studies focus on microcrystalline solids and provide spectra exhibiting one
resonance for each molecular position. However, more complex solids are sometimes
encountered in which multiple resonances are observed for each atomic site. In biomolecular
samples, this can occur when multiple forms of a molecule are present within a population. For
example, such structural heterogeneity is present in populations of ribosomes due to small
structural differences in individual ribosomes.[111,112,113] In smaller molecules, multiple
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resonances are often observable for a single atomic position when more than one polymorphic
form occurs simultaneously in a solid. The minor environmental differences present in each
distinct phase are often sufficient to create unique chemical shifts for each lattice type.
Multiple resonances from the same site can also occur due to dynamic motion at a particular
moiety that is slow on the NMR time scale.[114] A distinguishing feature of such heterogeneous
populations is that the peaks from the set of resonances arising from a single position typically
have distinct intensity differences.
Another type of solid exhibiting multiple lines per atomic position are microcrystalline
powders containing more than one molecule per crystallographic asymmetric unit (Z’). The
asymmetric unit is defined as the smallest unique building block required to create the unit cell.
The occurrence of Z’ > 1 corresponds to more than one structurally distinguishable molecule
within the unit cell. These solids are readily identified by SSNMR because each atomic position
exhibits approximately equal intensities for the multiple resonances arising from the same site.
An example of a 13C spectrum having Z’ = 2 is shown in Figure 8 for the sesquiterpene santonin,
where the majority of sites show two lines rather than the single resonance expected from the
molecular structure. It has been reported that Z’ > 1 occurs in 8.3% of organic crystals.[115]
Because individual molecules within the asymmetric unit usually have only minor differences in
bond lengths and angles, the shift differences between resonances for a given site are typically
small and lines can even be degenerate. This similarity means assignment of peaks to a distinct
molecule of the asymmetric unit represents a challenge. Perhaps more significantly, the ability
to assign sites to distinct molecules of the asymmetric unit represents one approach for

42

exploring the lower limits in the ability to monitor and theoretically model minor structural
differences.

Figure 8. The 13C isotropic spectrum of santonin. The presence of two structurally
different molecules in the unit cell (i.e. Z’ = 2) causes two resonance to be observed for nine
of the molecular positions. A distinguishing feature of Z’ > 1 is that the ratio of peak areas
for the signals arising from the same molecular positions occur in a 1:1 ratio. The asterisk
denotes spinning sideband artifacts.
One method for assigning resonances in microcrystalline solids having Z’ > 1 involves
theoretical chemical shift computations. These materials pose a rigorous challenge to shift
prediction methods because such calculations must be able to distinguish between identical
sites in neighboring molecules. Because the molecules within the asymmetric unit are typically
very similar in structure, lattice fields can become an important factor. Several studies have
reported the assignment of 13C shifts to the asymmetric unit as a test of theoretical shift
prediction methods[116,117,118,119,120] and their ability to monitor minor structural and
environmental variations. These studies have assigned shifts in solids having Z’ as large as
16.[120] Lattice fields were including in most of these studies using either planewave[121,122] or
fragment-based methods.[116] An important step in many of these studies is verification of the
theoretical assignments using experimental measurements. In prior 13C studies, the 13C-13C
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INADEQUATE or 1H/13C heteronuclear correlation experiment were used to experimentally
verify assignments. Nuclei other than 13C have been less well studied but are potentially of
greater interest because many of these nuclei have greater sensitivity to lattice fields. For
example, it has been reported[123] that 15N is several times more sensitive to lattice structure
than is 13C due, in part, to the fact that 15N sites can possess a polarizable lone electron pair that
is highly sensitive to the local electronic environment. Nitrogen-15 can also participate in
hydrogen bonds as a donor and/or an acceptor. This variability creates a much larger chemical
shift range for 15N than is observed for 13C and an even larger variation is observed in 15N shift
tensors. For example, in Duncan’s[124] compilation of tensor data, 15N tensors are reported to
vary by as much as 1830 ppm while 13C sites show a variation of approximately 300 ppm. This
suggests that a given structural change will influence 15N sites more than 13C positions. Indeed,
such enhanced sensitivity for 15N has been reported in work involving lattice structure
refinement.[123]
The aim of this report is to evaluate the ability of two lattice-including theoretical shift
prediction methods to assign 15N shifts to the asymmetric unit. The experimental data
employed in this study are the 15N chemical shift tensors from guanosine dihydrate with Z’ = 2
(Figure 9). Guanosine is an excellent candidate for studying the ability to theoretically model
shift differences because the two guanine moieties of the asymmetric unit are very similar in
structure with bond lengths and torsion angles that differ by only ±0.008 Å and ± 2.6°,
respectively, on average. Greater differences are present in the ribose moiety, but ribose
contains no nitrogen and is thus of less interest to the present study. An overlay showing the
similarities of both molecules in the asymmetric unit of guanosine is illustrated in Figure 10.
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Figure 9. The structure of guanosine showing the numbering employed herein.

Figure 10. An overlay of the two molecules in the asymmetric unit of guanosine dihydrate
illustrating the structural similarity of the guanine moiety.
Historically, 15N shifts have been considered to be one of the more challenging to
predict theoretically due to variations in hydrogen bonding, polarizability of the lone pair (when
present) and other factors.[125] However, it has recently been demonstrated that highly
accurate 15N shift can be computed if a crystal structure is first relaxed using planewave
methods that account for dispersion interactions and these lattice-including methods are then
employed in the shift predictions.[126] Complementing these theoretical developments have
been improvements in the experimental methods for acquiring accurate 15N shift tensors.[123] In
the following, two different theoretical methods are evaluated for their ability to assign the 15N
shifts of guanosine dihydrate to an individual molecule of the asymmetric unit. To more clearly
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distinguish between the separate molecules in the asymmetric unit they are labeled A or B
hereinafter. Because these designations are arbitrary, coordinates corresponding to molecules
A and B are provided as Supporting Information. Independent experimental assignments are
obtained for 60% of these sites from 1H/15N correlation measurements.

4.3 Results and discussion.
The role of accurate benchmark data in assigning shifts.
The assignment of chemical shifts (δ) from theoretical predictions requires that
computed shieldings (σ) be converted into chemical shifts in order to compare with
experimental shift data. One method commonly used for this conversion involves a linear
regression model of the type δ = aσ + b, where a and b are obtained from a least-squares fit to
a plot of experimental shift versus theoretical shieldings. This regression is most accurately
performed when shielding and shift data have been converted into the icosahedral
representation as proposed by Alderman et al.[127] This is because such a regression is only valid
when the data are equally weighted and uncorrelated. It has been demonstrated that in the
Cartesian representation, the diagonal shift tensor values (i.e. xx, yy and zz) do not meet the
standard of being uncorrelated.[127] The icosahedral representation corrects this deficiency, as
discussed in more detail in reference 127. Accordingly, the a and b parameters derived herein
are obtained from data converted into the icosahedral representation. Having adjustable a and
b parameters partially corrects for systematic errors in the calculations.[128]
In the present study, new linear regression parameters are derived using a set of 39 15N
benchmark data points from five compounds proposed as standards in a 2015 study.[123] This
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prior planewave modeling study provided reasonably accurate results with proposed a and b
values of -1.04 and 225.77 ppm, respectively, and a root-mean-square deviation (rmsd)
between computed and experimental data of 7.0 ppm. However, more recent work indicates
that even better agreement can be obtained if dispersion interactions are included in the
geometry optimizations.[126] The improved methodology includes the DFT-D2 dispersion
method of Grimme[129] which includes an adjustable damping functions (d). An optimal d value
of 3.5 was identified by modeling 17O electric field gradient tensor data. This d value differs
significantly from the default value of 20, originally selected to predict gas phase
thermochemistry. In all compounds studied the optimized d value significantly decreased the
mean average error in the computed 17O quadrupole coupling versus that obtained using the
default d value.
This approach of employing a non-default d value has been described as “DFT-D2*”.[126]
To ensure that the most accurate regression parameters are employed in the present study,
new theoretical DFT-D2* calculations were performed on the 15N benchmark dataset. These
calculations involve a planewave geometry refinement of all compounds at the PW91[130,131]D2* level of theory and employ X-ray diffraction coordinates as initial atom positions.
Following refinement, NMR shieldings are calculated using the gauge-including projector
augmented wave method (GIPAW)[122] and PW91-D2*. Although an altered damping parameter
(d =3 .75) was included in the NMR calculations, it should be noted that this correction only
affects the optimized geometry and does not directly impact the shielding calculation. Other
parameters employed in these computations are described elsewhere.[126] A series of
calculations were performed involving different d-values varied from d = 2.5 to 5.5. The best
47

agreement between experimental and theoretical values was obtained at d = 3.75 as illustrated
in Figure 11.

Figure 11. A plot of the adjustable damping parameter, d, and the NMR agreement to 15N
shift tensor data from 39 benchmark data points.[123]
A plot of experimental and GIPAW calculated 15N shift tensors for the benchmark data using
PW91-D2 and d = 3.75 is illustrated in Figure 12. The rmsd of these computed data is 5.6 ppm.
A least squares-fit to these data provided the desired regression parameters with values of a = 1.05 and b = 241.03 ppm with an R2 = 0.995.
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Figure 12. Plots of computed 15N shieldings versus experimental shifts obtained from both
the planewave approach (left) and from a fragment based method (right). The same 39
benchmark data values[123] were employed in both plots. The planewave shieldings were
computed at the PW91-D2* level of theory using a damping parameter, d, of 3.75. A leastsquares fit to the planewave data (dashed line) gave the relationship shielding = -1.05 (shift)
+ 241.03 with a R2 = 0.995. Shielding values computed using the fragment based approach
were obtained using PBE0 and geometries optimized at the PBE level with D2 dispersion.
The fragment based data are best described by the relationship shielding = -1.03 (shift) +
238.87 and a R2 = 0.995 All plotted data were converted into the icosahedral
representation before plotting.
One concern regarding the DFT geometry optimization with d = 3.75 is that the pursuit
of the best possible NMR agreement could result in overfitting and thereby create systematic
errors in the coordinates. Although this point may be profitably debated, it is notable that
previous studies have demonstrated[132,133,134] that when crystal structures from X-ray
diffraction are refined by DFT methods similar to those employed herein, the structures achieve
closer agreement with coordinates independently known from high-quality single-crystal
neutron diffraction. This improvement in atom positions was observed at both hydrogen and
non-hydrogen positions. One of these studies[132] also found that the refinement consistently
decreased the forces on the atoms of the lattice. Thus, metrics other than NMR indicate that
these DFT refinements do improve structure.
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Others have also studied the potential for overfitting computed NMR data. In one
noteworthy study,[135] Perras and Bryce employed electric field gradient tensor data to
constrain the refinement of Na2Al2B2O7. This study is unusually complete in that data were
measured for all nuclides. To prevent overfitting a second constraint was added that considers
lattice energy. The NMR and lattice energy constrained structure improved agreement over the
lattice-including DFT refined structure that did not consider NMR information. Perhaps of most
significance to the present study is that fact that when only NMR data were considered, the
refined structure was statistically indistinguishable from that obtained from a refinement
constrained by both lattice energy and NMR agreement. Taken together this study shows that
NMR constrained refinement can create structures that do not negatively impact lattice energy
considerations.
In another recent study of NMR constrained geometry optimization, the crystal
structure of the protein ubiquitin was refined using chemical shift tensors data as a
constraint.[136] Although the 15N NMR agreement improved by nearly an order of magnitude,
the refined coordinates showed an rms deviation of only 0.07 Å from the original coordinates.
Moreover, this refinement resulted in bond lengths for non-hydrogen backbone atoms that lie
within the error of bond lengths established from a careful statistical investigation of 173
different bonds taken from high resolution protein structures obtained from X-ray
diffraction.[137] Despite these apparently negligible structural changes, it is interesting to note
that the adjustments are, in fact, relevant because in this case they resulted in the creation of
seven new hydrogen bridges. Taken together, these three refinement studies[132],[135],[136] and
others[138,139,140], suggest that systematic structural errors are not introduced by an NMR
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constrained refinement but rather that improved NMR agreement is correlated with structural
improvement.
An alternative approach for modeling the 39 benchmark data values involves a
fragment-based approach. The two-body fragment-based chemical shielding calculations used
in the present work have been described in detail elsewhere.[141,142,143] Previous work involving
this benchmark data suggests the accuracy of the two-body fragment-based 15-N chemical shift
predictions are strongly dependent on accurately modeling the electrostatic environment.[144]
Therefore, all fragment-based calculations were carried out using our self-consistent
reproduction of the Madelung potential (SCRMP) electrostatic embedding model, described
previously.[145] This approach has the advantage that hybrid density functionals can be
employed and as a result, more accurate predicted shift tensors are usually obtained. In the
present study, molecular geometry of all compounds was first refined using PBE with the D2
dispersion model. The NMR shift tensors were then computed for a two-body fragment at the
PBE0/SCRMP level of theory and using the PBE/D2 relaxed coordinates (see Experimental). A
least-squares fit to a plot of experimental versus calculated tensors gave a = -1.03 and b =
238.87 ppm and R2 = 0.995. The rmsd of the computed benchmark values using the fragmentbased approach is 6.2 ppm. The agreement between experimental and calculated values is
illustrated in the plot on the right of Figure 12.
It should be noted that the majority of studies involving calculation of shielding tensors
do not employ a conversion into the icosahedral representation, as was done here, but rather
obtain the a and b parameters from a comparison in Cartesian space. To provide compatibility
with these studies, such a comparison was performed here. This Cartesian analysis gave similar
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values for the adjustable parameters of a = -1.06 and b = 241.71 ppm for the planewave data
and a = -1.04 and b = 240.57 ppm for the fragment-based values. The primary difference is that
individual components are weighted differently than in the icosahedral representation,
exaggerating the rms deviations at some positions. As a result, the overall rms deviations for
the comparison performed in Cartesian space increases to 7.7 ppm and 8.1 ppm, for the
planewave and fragment-based calculations, respectively. It is notable that a recent study
modeling 15N shift tensors by Holmes and co-workers[146] employed planewave methods similar
to those employed here (i.e. PBE-D2*) and reported an rms deviation of 7.5 ppm using a
different benchmark dataset. The similarity of the rmsd values indicates that both benchmark
datasets belong to the same population and are sufficiently large to accurately represent the
rms difference between experimental and computed tensors.

4.3.1 Experimental assignment of 15N shifts.
An experimental assignment of 15N shift in guanosine dihydrate is desirable because it
provides verification for theoretical assignments made hereinafter. To assign shifts, a series of
H/15N correlation spectra (HETCOR) were acquired using an experiment that involves 1H to 15N

1

magnetization transfer through dipolar coupling.[147] Data acquired at a very short crosspolarization time (40 µs) allows magnetization transfer only between 15N sites having directly
bonded hydrogens due to the short distances involved. Such experiments identified the peaks
at 75.9, 80.2, 149.4 and 152.3 ppm as protonated sites. The 15N signal at 80.2 ppm is correlated
to two 1H shifts, identifying it as an NH2. The adjacent peak at 75.9 ppm was also assigned as an
NH2 because it is protonated and exhibits a similar shift. Notably, this second 1H signals display
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only a single resonance, an outcome consistent with computed 1H frequencies which predict
near degeneracy for this NH2. The two remaining protonated 15N peaks at 149.4 and 152.3 were
assigned by default to N1. Distinguishing between 1H/15N correlations arising from different
molecules in the asymmetric unit requires that a difference in 1H shifts be observed for the pair
of lines corresponding to the same position.[115,148] This is because 1H degeneracy creates
ambiguity regarding which hydrogens are attached to a given 15N. Only the two correlations
assigned as N1–H have a clear difference between 1H shifts and are therefore useful in making
assignments. Four correlations involving the H at N1 were sufficiently resolved to allow the
assignment of six 15N sites to the asymmetric unit as illustrated in Figure 13. The four remaining
sites could not be confidently assigned from the experimental data (i.e. two each for N5 and
N9). Shift assignments are summarized in Table 7.

Figure 13. The 1H/15N correlation spectrum of guanosine dihydrate. Red peaks denote
sites receiving magnetization from N1 protons during cross-polarization. A mixing time of
120 µs was employed to acquire the data shown. The black and red correlation were taken
from different contour levels, respectively, and are shown together for clarity. The
correlations provide experimental assignments to the asymmetric unit for N1, N7 and the
NH2. No assignments to the asymmetric unit could be made from the NH2 resonances
because of the near degeneracy of the 1H shifts.

53

Table 7. Partial 15N chemical shift assignments in guanosine dihydrate from experimental
1
H/15N HETCOR measurements.
Position
NH2
N1

Molecule A[a]
75.9
152.3

Molecule B[a]
80.2
149.4

Correlations (1H→15N)[b]

N1–H to 75.9, 80.2, 230.5,
231.9
[c]
[c]
N7
231.9
230.5

[a]
Atomic coordinates for the molecules designated as A or B are provided as Supporting
Information.
[b]
All correlations were observed using a cross-polarization time of 120 µs.
[c]
The N1–H → N7 represents an intermolecular interaction between neighboring molecules
involving a hydrogen bond into the lattice. All other correlations arise from intramolecular
magnetization transfers.
4.3.2 Measurement of 15N chemical shift tensors
Previous theoretical studies having the goal of assigning resonances to a specific
molecule of the asymmetric unit have typically modeled 13C isotropic chemical
shifts.[116,118,119,120] However, the chemical shift tensor principal values with three shifts per site
are generally considered more sensitive to the local environment than isotropic shifts and 13C
tensors have previously been used[116] to assign shifts to the asymmetric unit. Here, 15N
chemical shift tensor values were acquired in order to have even more sensitive data with
which to assign resonances. The FIREMAT technique[149] provided shift tensors for all N-15
sites. The FIREMAT spectrum is illustrated in Figure 14. Measured principal values are provided
in Table 8. All values are presented in only the Cartesian representation to allow direct
comparison to data observed experimentally by others.
It is notable that the 15N shift tensors of guanosine dihydrate have previously been
reported using a slow spinning 1D experiment.[150] New data were acquired for the present
study because the 2D FIREMAT provides superior resolution and has been demonstrated to
provide highly accurate 15N tensors.[151] A comparison of the FIREMAT shift tensors to the data
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obtained from the 1D analysis reveals an rms deviation of 3.4 ppm for data converted into the
icosahedral representation.

Figure 14. The 15N FIREMAT spectrum of guanosine dihydrate.
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Table 8. The experimental 15N chemical shift tensor principal values of guanosine
dihydrate.
Position[a] δiso (ppm) δ11 (ppm) δ22 (ppm) δ33 (ppm)
NH2
75.9
133.1
59.5
35.0
NH2
80.2
135.0
69.5
36.1
N1
149.4
232.0
141.7
74.5
N1
152.3
232.3
150.4
74.2
N3
161.4
280.5
211.9
-8.1
N3
165.5
287.6
215.3
-6.5
N9
166.4
232.1
180.0
87.2
N9
168.5
230.7
190.0
84.8
N7
230.5
403.0
280.0
8.6
N7
231.9
409.0
278.8
7.9
[a]
Shift assignments to individual positions are provided by analyses described hereinafter.

4.2.3 Assigning 15N shifts with planewave methods.
The benchmark data described above provide the a and b parameters needed to
compare the 15N tensor date from guanosine dihydrate. The primary aim is to find if the
theoretical methodology is sufficiently accurate to assign 15N shifts to the asymmetric unit. As
noted previously, guanosine dihydrate is a particularly challenging sample for theoretical
modeling because only very small structural differences are present in the guanine moiety.
Making assignments was accomplished in two steps. First, all sites were assigned to a
specific position in the molecule and then assignments to the asymmetric unit were made.
Assignments to a specific position were made by comparing experimental shift tensors with
theoretical values obtained from the DFT-D2* lattice-including calculations that included a
structural refinement of the coordinates from X-ray diffraction as described above. It can be
observed that 15N tensors for the two resonances arising from the same molecular position are
very similar. For example, pairs of resonances representing the same position can be readily
identified from the similar profile in their powder patterns in the FIREMAT spectrum. Tensors
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from other positions exhibit much larger differences than are present in the pair representing
the same position. Thus, to simplify this initial calculation, the pair of tensors corresponding to
a single position were averaged. Assignments were made to the five unique 15N positions by
considering all possible arrangement of the experimental and calculated tensors after
averaging. A total of 120 possible arrangements were possible (i.e. 5 factorial) and all were
evaluated. The best-fit was statistically superior to the second-best arrangement at the p =
0.05 level. Because experimental 1H/15N correlation evidence was available for distinguishing
protonated from non-protonated sites, assignments could be partially verified. In all cases, the
designation of a site as protonated or non-protonated was in agreement with experimental
evidence.
To assign shifts to a specific molecule within the asymmetric unit, all possible
combinations between computed and experimental data were considered. Acceptable
assignments were defined as those having an rms deviation within 1σ of the best fit and no
individual sites with an rmsd larger than 3σ. This second criterion ensures that individual
poorly fit sites are not ignored in large structures where well-fit sites dominate the average.
This assignment process was also constrained by the requirement that the assignments to a
specific position (vida supra) were retained. Assignment of the planewave data based on these
criteria allowed all but seven of the assignments to be rejected. Within the seven retained
structures, the best-fit arrangement has an rmsd of 4.7 ppm. Despite this excellent agreement,
only N3 was invariably assigned to the same position in the asymmetric unit. This arrangement
assigns the N3 shifts at 161.4 and 165.5 ppm to molecules A and B, respectively. Despite this
limited success, it is interesting to note that when theoretical assignments are compared to
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experimental assignments at N1, N7 and NH2, the correct assignment is obtained in all cases. A
comparison of the experimental isotropic shift assignments and those predicted from
planewave predictions are illustrated in Figure 15.

Figure 15. A comparison of the planewave assignments to the asymmetric unit from
computed 15N shifts (lines at top) versus the assignments made from experimental data.
The blue and red peaks correspond, respectively, to the A and B molecules in the unit cell.
The theoretical predictions provide the Z’ assignment at N3, a site that that was not
assigned from experimental data due to limited 1H resolution. Although other assignments
could not be made with high statistical confidence, the theoretical shift assignments at N1,
N7 and NH2 agree with experimental assignments.
4.3.4 Assigning 15N shifts with fragment-based computations
A fragment-based approach was also evaluated here for its ability to assign 15N shifts.
Assignment of shifts to individual molecular positions was performed as described above. All
positions were confidently assigned and are in agreement with assignments obtained from
planewave methods. The best assignment was preferred over the second-best arrangement at
a p=0.02 level.
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Individual 15N shift assignments to the asymmetric unit were made using the selection
process described above of comparing all possible arrangements. A total of 12 arrangements
were retained and the rms deviation of the best-fit assignment was 6.4 ppm. Within these 12
arrangements, N3 was invariably assigned to a specific molecule in the asymmetric unit with
molecules A and B corresponding to the shifts at 161.4 and 165.5 ppm, respectively. This
outcome is in agreement with the predictions from planewave methods discussed previously.
When theoretical assignment from the fragment-based calculations are compared to
experimental assignments, the assignment at NH2 is in agreement but assignments at N1 and
N7 are incorrect. This outcome differs from the planewave comparison where theoretical
prediction agreed with experimental assignments in all cases. A comparison of the
experimental assignments and those predicted from fragment methods is illustrated in Figure
16 using isotropic shifts. Assignments made using fragment-based, planewave and
experimental methods are summarized in Table 9.
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Figure 16. A comparison of assignments to the asymmetric unit from computed 15N shifts
versus those made from experimental data. The fragment-based theoretical predictions
provide the Z’ assignment at N3, a site that that was not assigned from experimental data
due to limited 1H resolution. Although other assignments could not confidently be made,
theoretical shift assignments agree with experimental assignments at NH2 but do not match
N1 and N7. The blue and red peaks correspond, respectively, to the A and B molecules in
the unit cell.
Table 9. The experimental isotropic 15N shifts in guanosine dihydrate and assignments to a
molecule of the asymmetric unit (i.e. A or B) from experimental, planewave, fragment, and
a combination of planewave and Fragment methods.
Position
NH2
N1
N3
N7
N9

[a]

δiso (ppm)
75.9
152.3
161.4
231.9
166.4

Asymmetric unit assignment (molec. A or B)
Experimental GIPAW
Frag.
Planewave/Frag.[a]
A
A
A
A
A
A
B
A
[b]
[b]
Unassigned
A
A
A[b]
A
A
B
A
Unassigned
A
A
A

NH2
80.2
B
B
B
B
N1
149.4
B
B
A
B
[b]
[b]
N3
165.5
Unassigned
B
B
B[b]
N7
230.5
B
B
A
B
N9
168.5
Unassigned
B
B
B
[a]
Geometry obtained using PW91-D2* and NMR computed using the two-body fragment
approach.
[b]
These theoretical assignments were made with statistical confidence > 1σ.
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4.3.5 Evaluating the influence of geometry refinement on 15N shift predictions.
The comparison presented above of two shift assignment methods is complicated by
the fact that each uses a different approach for both the geometry refinement (PW91-D2* or
PBE-D2) and the NMR calculations (GIPAW or two-body fragment). This variation of two
parameters simultaneously makes it unclear if the differences observed are due to the
particular geometry refinement or to the chemical shift prediction methodology. In order to
decouple these variables, shift calculations were performed on structures having geometries
obtained from only a single refinement method. Here the PW91-D2* refined geometries were
selected as the common set of coordinates.
The five benchmark compounds were first evaluated using the planewave/fragment
approach with geometry obtained from the PW91-D2* refinement described above and NMR
shifts computed using the two-body fragment approach. A least-squares fit of experimental
versus computed 15N tensors gave the parameters a = -1.05, b = 253.43 ppm and R2 = 0.995.
The rms deviation of these computed data was 5.6 ppm and improves upon the rmsd of 6.2
ppm obtained from geometry refined with PBE-D2 combined with NMR shifts predicted by the
fragment method. This outcome indicates that the PW91-D2* geometry is an improvement
over that obtained from the PBE-D2 refinement. We note that the PBE approach also improves
in its prediction of geometry if the damping parameter in the D2 method is empirically
adjusted. This adjustment was not evaluated in the present study but has been considered
elsewhere.[146]
The 15N tensors for guanosine dihydrate were also reevaluated using the PW91-D2*
refined coordinates and NMR data calculated from two-body fragment approach. These
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shielding data were converted into shifts using the a and b-values obtained from the
benchmark data described above. All possible arrangements were again considered and 10
were retained. The best-fit assignment had an rms deviation in the computed shifts of 4.4 ppm.
By comparison, the PBE-D2/fragment calculation (vida supra) gave an rmsd of 5.6 ppm. An
illustration of the experimental assignments and those predicted from this hybrid approach is
illustrated in Figure 17 showing isotropic shifts. This result again indicates that PW91D2*provides more accurate geometry that the PBE-D2 approach, based upon NMR agreement.
Despite this improved accuracy in computed 15N shifts, only the shifts from N3 could be
confidently assigned to the asymmetric unit.

Figure 17. A comparison of assignments to the asymmetric unit from experimental data
versus those made from a geometry obtained from PW91-D2* and 15N NMR tensors
calculated with the two-body fragment approach. Theoretical predictions provide the Z’
assignment at N3 but other assignments could not confidently be made. Theoretical shift
assignments agree with experimental assignments in all cases where experimental
assignments are known.
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4.3.6 Assessing the suitability of benchmark data for predicting guanosine tensors.
For all the methods considered in the present study, the rms deviation between
calculated and experimental tensors is relatively small compared to other 15N studies.[146]
Nevertheless, one may debate whether the benchmark data is a suitable model for guanosine.
This is an important consideration because it is possible that the error in the guanosine is
overestimated and a more complete assignment may be achievable. To evaluate this possibility,
the guanosine 15N PW91-D2*data was plotted independently from the benchmark values.
These data are shown in Figure 18 and this visual comparison suggests a similar fit of the
guanosine data to the benchmark trend line. A more quantitative comparison reveals that the
slope and intercept of the guanosine data lies within the error (1σ) of the benchmark values.
Of equal importance is that the scatter of both datasets is also indistinguishable as indicated by
the R2 values (i.e. 0.9974 versus 0.9951 for guanosine and benchmark data, respectively). This
comparison demonstrates that the benchmark data and guanosine 15N tensors are predicted
with statistically indistinguishable accuracy. Thus, the benchmark slope and intercept are
suitable to use in converting guanosine’s shielding values to shift. Similar results were obtained
for both of the other methods considered herein.
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Figure 18. A comparison of the predicted and calculated 15N tensors from benchmark
(green) and from guanosine dihydrate data (red). The metrics, evaluated independently for
the benchmark and guanosine data, are statistically indistinguishable and support the use
of the benchmark data a and b-values to treat guanosine. The trend line shown is fit to the
benchmark data.
4.4 Conclusion.
This study had the goal of identifying theoretical methods capable of predicting 15N
chemical shift tensors with sufficient accuracy to provide assignments to the crystallographic
asymmetric unit of guanosine dihydrate. The two methods evaluated had limited success, with
planewave and fragment based calculations both confidently assigning 20% of sites to the
asymmetric unit. It is interesting to speculate on whether the limitation on the ability to assign
shifts arises because the differences in the experimental data are too small of if it indicates a
deficiency in the theoretical methods considered. An examination of experimental 15N tensors
reveals that large differences of at least 6.0 ppm in one or more principal components are
present at each pair of shifts arising from a given position. Thus, the experimental data exhibit
differences at all positions larger in magnitude than the rms deviations in both of the
theoretical methods employed herein. This fact suggests that improvements in theoretical
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methodology could possibly achieve the accuracy needed to assign the shifts to the asymmetric
unit. Based upon the results observed herein, it appears than even minor improvements in
theory of ca. 1.0 ppm could significantly improve the ability to assign shifts. In fact, such an
improvement would have allowed the shifts from N9 to also be assigned to the asymmetric unit
by all methods. This study provides accurate experimental 15N data that may be useful as
benchmark data for future studies aimed at improving theoretical shift prediction methods.
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5. REFINING CRYSTAL STRUCTURES USING 13C NMR CHEMICAL SHIFT TENSORS
AS A TARGET FUNCTION 152
5.1 Attributions: The experimental data reported in Chapter 3 was acquired by Dr. James
Harper. All theoretical calculations were performed by Luther Wang.
5.2 Introduction
The development of crystallography has profoundly influenced the development of
science over the past century. This is partly because crystal structures provide a molecular
picture with atom level resolution which allows interactions such as hydrogen bonding and π-π
stacking to be more readily understood. Molecular conformation can also be visualized and
such information has long been known to facilitate prediction of molecular function. 153 Of equal
importance is the fact that the symmetry of the lattice is provided by these studies. This is
significant because certain physical properties depend on the longer-range order and
symmetry. 154 Over the past century, the vast majority of crystal structure determinations have
employed x-ray diffraction using single crystal samples. A much smaller collection of structures
has been established from neutron and electron diffraction data. These less common
structures represent a valuable resource because they exhibit structural details less readily
observed by x-ray methods (e.g. hydrogen positions). Complementing all of these techniques
are powerful methods for solving structure from powder diffraction. 155 A challenge that arises
from this rich variety of techniques is that structures obtained from these different methods
vary considerably in quality, resolution and in the kinds of atoms characterized. For example, it
is common for crystal structures of proteins to omit hydrogens, leaving hydrogen bond
donor/acceptor designation ambiguous. Likewise, electron diffraction exhibits the greatest
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diffraction from hydrogens with increasingly weaker interaction as the atomic number
increases. 156 This means that electron diffraction structures typically have lower resolution for
non-hydrogen atoms than is observed in comparable x-ray diffraction studies. Indeed, in
general, electron diffraction structures typically exhibit lower resolution that structure
established by other methods.156 Another challenge is found in macromolecular structures
where it is not uncommon for crystal structures to omit some atoms, including non-hydrogen
atoms, for various reasons. Taken together, this variable resolution invites development of
techniques for further refining crystal structures.
In recent years, several groups have explored theoretical refinement methods that
include lattice fields to further refine crystal structures. 157,158,159,160,161,162 Solid-state NMR
(SSNMR) has provided an important complement to these methods because it has been
demonstrated that improvement in DFT predicted SSNMR parameters is correlated with greater
structural accuracy.162,163 It is important to note that in these studies, agreement between
experimental and computed NMR data is not explicitly used to guide the DFT refinement.
Rather, it is simply observed that such a lattice-including refinement is strongly correlated with
improvement in the DFT calculated NMR parameters.
Several groups have sought to improve upon this tangential use of SSNMR experimental
data in crystal structure refinement by including a direct comparison between computed and
experimental SSNMR data to guide refinement. This use of a so-called “target function” has
been employed using both semi-empirical and higher level theoretical methods. One of the
early semi-empirical refinements employed computed shift tensor data from a set of training
structures that were selected to be representative of the type of structures to be refined. In this
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study by Wylie et al., 164 derivatives of amino acid were used as the training set with the goal of
providing methods capable of refining large proteins. This approach is particularly appropriate
for protein crystal structure refinement because proteins are too large to be refined using more
rigorous lattice-including DFT methods. This refinement utilized only shift tensor information
from Cα carbons. This restriction appears to be necessary because tensors from Cα sites can be
accurately calculated for all Ramachandran angles even when solvent or lattice effects are
neglected, as was done in the training set. These NMR data were included in the refinement
process by introducing a “pseudo-energy” term that measures the agreement between
experimental and computed NMR data. This term was included together with more
conventional energy terms as a constraint on the refinement process. This methodology has
been used to refine the 6 kDa protein GB1.164 The final refined structure was found to be
comparable in quality to a 1 Å x-ray structure.
Another semi-empirical approach known as Bond Polarization Theory (BPT) has been
developed by Sternberg and Prieβ. 165 This approach also employs a pseudo-energy term
derived from the chemical shift tensor agreement. Because derivatives of chemical shifts can be
analytically derived, pseudo-forces can also be obtained and are used in geometry
optimizations. The BPT refinement is not restricted only to Cα-positions and can include a more
general set of 13C tensors. These refinements can also include 15N amide tensor values. The BPT
approach has been utilized to further refine the crystal structures of ubiquitin and gramicidin
A. 166 A nearly 10-fold improvement in the agreement between calculated and experimental
shift tensors was obtained by these refinements. Although the authors did not put this
improvement in context of the degree of structural improvement, prior studies have
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consistently demonstrated that such improvement in NMR agreement corresponds to an
improvement in structural accuracy.162,163 It is notable that in the case of gramicidin A, the
initial NMR based refinement yielded a structure having a single poorly fit valine. The outlier
suggested the need for further refinement. A second refinement resulted in unusually good
agreement between experimental and computed 15N shift tensor data and created a structure
with significant structural differences from the structure originally reported. Both of the semiempirical methods described above are best suited to the refinement of protein crystal
structures and rely on computed shift tensors predicted in the gas phase.
Higher level approaches for refining crystal structures using SSNMR data as a target
function have been proposed by Brouwer 167 and independently by Perras and Bryce. 168 These
methods explicitly include lattice fields by using either periodic boundary methods or clusters
of molecules. In both cases, new atomic positions are generated for the atoms of interest by
sampling the region surrounding selected atoms to create new candidate structures. The initial
atom positions are taken from either the x-ray structure168 or by SSNMR distance constraints
from selected atoms.167 NMR parameters are computed for all new candidate structures using
DFT methods and the refinement involves minimizing agreement between experimental and
computed data. This approach has been used to adjust the crystal structures of the zeolite
Sigma-2 with 29Si tensors167 and the inorganic structures Na2Al2B2O7, Na4P2O7 and
Na3HP2O7·H2O using various combinations of 31P shift tensors and/or 23Na, 27Al, 17O and 11B EFG
tensors.168,169 In the case of the zeolite, a comparison to the crystal structure from a single
crystal study 170 revealed that the SSNMR refined structure was highly accurate with a mean
deviation of only 0.015 Å in atom positions. This level of structural adjustment is particularly
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noteworthy since it is below the diffraction limit for the Mo Kα radiation employed (0.71073 Å).
This means that the structural changes made would not be detectable using x-ray methods but
are significant enough to alter the 29Si NMR data to an extent that they were statistically
distinguishable. Some of these methods use a constraint similar to the pseudo energy term
described above but differ in that all calculations involved the actual compound of interest
rather than relying on an external training set. In addition, a higher level of theory was
employed for computing NMR data in both approaches. Each of these methods weight the
NMR agreement more heavily than do the semi-empirical approaches. In the case of Bryce et
al., an energy term was included to aid in the refinement, but it was found that the SSNMR
agreement was the dominant factor and inclusion of energy made a negligible contribution.
This dominant influence of SSNMR in guiding the refinement was also observed in the
refinement of gramicidin A described above.
A more recent DFT study seeking to include SSNMR data in crystal structure refinement
has been reported by Holmes et al. 171 In this work, the dispersion correction term used in the
lattice-including geometry refinement step and was empirically adjusted to provide the best
agreement between computed and experimental SSNMR parameters. This adjustment
significantly improved predicted NMR parameters and the methodology was dubbed “DFTD2*”. At the present time, this approach is, arguably, the most accurate general NMR
constrained method for refining crystal structures. Nevertheless, the method proposed
represents an indirect SSNMR constraint on a geometry refinement rather than being used as a
so-called “target function” in which a direct comparison to NMR data is employed to guide a
refinement.
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In the present study, an alternative SSNMR refinement procedure is described. This
approach relies on the DFT-D2* of Holmes et al. to initially adjust the diffraction structure.
Subsequent refinement follows the approach of Perras and Bryce by make minor adjustments
in atom positions. Despite these similarities our approach differs from those described above
in three ways as described hereinafter.
5.3 Experimental
All experimental NMR shift tensors data was taken from previous studies.178,179,180,184
These data were selected due to their unusually high accuracy. Although several of these
studies reported the six tensor values from the complete tensor, only the three principal values
of the diagonalized tensor were employed in this study. This choice reflects the fact that
principal values data are more widely availability and thus more likely to be employed in
refinement studies. All comparisons of experimental and computed shift tensors involved first
converting the tensors data into the icosahedral representation 172 where a more accurate
comparison is obtained. The use of three principal values instead the six-component tensor
requires a slightly different treatment in the icosahedral representation and a detailed
discussion of this point is provided in reference 172. It is notable that the use of principal
values requires that one assume that the experimental and computed tensors share the same
principal axis system. Since this will only be true for the correct structure (and those lying
within the error of this structure), it will be a very poor assumption for many of the candidate
structures. In practice, this assumption results in an underestimation of the error in some of
the candidate structures. In other words, some structures are erroneously retained in each
iteration. However, this tendency to being too cautious when eliminating incorrect structures
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was considered preferable to the alternative of incorrectly eliminating valid structures. In
practice, these erroneously retained structures were never found to have the best agreement
with experimental data and thus this ambiguity does not compromise the refinement process.
All DFT-D2* and DFT-D2*/Monte Carlo calculations were performed using periodic
boundary methods provided by the program CASTEP. 173 Initial atomic coordinates were taken
from diffraction studies reported elsewhere. The DFT-D2* geometry optimizations employed
the RPBE functional with ultrasoft pseudopotentials. In all cases the ultra-fine level was
selected and unit cell dimensions were not refined. The geometry optimizations used a
relaxation process described elsewhere. 174 Refinements were performed using plane-wave
basis set cutoff energies of 550 eV and k-point spacing of 0.05 Å-1. Optimizations were
considered to be converged when, the change in energy was < 5x10−6 eV per atom, the
maximum force on all atoms was < 0.01 eV Å−1, and the maximum displacement was < 5x10−4 Å
for each atom. Dispersion effects were included in the geometry optimization using the D2
method of Grimme 175 with used a non-standard damping value of 5.0. The computation of 13C
shielding tensors used the GIPAW157 approach available in CASTEP together with the RPBE
functional and other parameters described above.
The DFT-D2*/Monte Carlo refinement was performed using coordinates created from
the DFT-D2* geometry refinement as initial values. The Monte Carlo sampling of atomic
positions was performed on the crystallographic asymmetric unit and the symmetry operations
were then applied to create the unit cell. In each step 100-200 new structures were created
and each was evaluated by computing NMR shift tensors as described above. The quality of
each structure was assessed by plotting experimental versus computed shifts and selecting the
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structure with the highest correlation coefficient that also had a slope near the ideal value of 1.0. This best-fit candidate structure was then selected and its coordinates iteratively subjected
to this process until no further improvement could be achieved. This converged structure was
retained as the final NMR refined structure. Coordinates for all structures are provided as
Supporting Information.
The Python code performing the Monte Carlo sampling procedure is available at
http://github.com/starlwe/NMR_Refinement.

5.4 Results and discussion
5.4.1 A two-step refinement strategy
The aim of the current work was to utilize an approach that employs lattice-including
DFT computational methods rather than semi-empirical calculations. This choice ensures that
the methodology will not be restricted to certain classes of materials and will allow highly
accurately NMR prediction methods to be included. The proposed methodology involves a
two-step process with the first step employing the DFT-D2* refinement process of Holmes et
al.171 with the damping parameter set to 5.0. This lattice-including refinement is a quasiNewton approach and includes an empirical adjustment to the dispersion term based on
optimizing the agreement between computed and experimental NMR data. This step is
postulated to create a structure that lies near the global minimum of the time and ensemble
averaged structure for most atoms in a structure. A second refinement step is then proposed
to further adjust the DFT-D2* coordinates. This step involves generating new atom positions
through a Monte Carlo sampling process, then calculating NMR parameters for each new
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atomic arrangement. Because an initial refinement has already been completed, deviation from
atomic positions are usually small (e.g. a few picometers), but large deviations are not
prohibited. Positions giving the best agreement between computed and experimental NMR
data define the new atom positions and this second step is repeated until no further
improvement in NMR agreement can be achieved. In a general sense, this final refinement step
mimics that described previously by Perras and Bryce,168 however, three modifications are
introduced that improve efficiency and guarantee identification of the global best-fit. In
addition, the NMR fit is the first to employ 13C shift tensors and this is an advantage because
carbons are densely represented throughout the molecule. This high concentration of NMR
active atomic sites improves the probability that all regions of a molecule will be adequately
refined due to the proximity of most atoms to one or more 13C sites.
The first modification over prior atom selection methods involves how new positions are
generated. Because prior studies involved adjustment of only a few atoms, manual
adjustments were feasible. However, when treating larger structures this process soon
becomes unwieldy and it was necessary to create an automated process for generating these
positions. For this process, a program was created that performs Monte Carlo sampling around
each atom in a spherical shape and having uniform point density. This program allows different
atom types to be treated separately. For example, hydrogen atoms usually have a larger
uncertainty than non-hydrogen sites in structures obtained from x-ray diffraction. Thus, it is
reasonable to sample a larger sphere diameter when selecting candidate sites for hydrogen
atoms. Likewise, it has been demonstrated that the thermal ellipsoids (i.e. anisotropic
displacement parameters, ADPs) from NMR determined structures usually are smaller than
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those obtained from diffraction studies. 176,177 This suggests that using the ADP magnitudes
from published diffraction structures to estimate the sampling diameter of the sphere will
usually retain all valid points and thus can provide a reasonable starting point. When such ADPs
are not available for a crystal structure of interest or for a specific atom, representative ADPs
from other crystal structures may be utilized as upper bounds. The Python program used to
generate new atom positions is provided at http://github.com/starlwe/NMR_Refinement.
The second difference from prior work is that each of the individual candidate structures
created by the Monte Carlo sampling is evaluated for agreement of experimental and
computed shifts. This differs from procedures that attempt to select an optimal path that
minimizes the number of calculations needed (e. g. steepest descent). This choice recognizes
that such a path selection process has already occurred in the quasi-Newton DFT-D2* initial
refinement. By performing a simple grid search as the final refinement step, the probability of
locating the global minimum in coordinates is greatly improved. This choice significantly
increases the number of structures that must be considered, but for this preliminary study the
ability to guarantee location of the global minimum for benchmark data is a high priority.
Addition of a step that selects a path direction can be added in subsequent studies if desired.
A third difference between the proposed approach and those described previously is
that lattice energy considerations were often employed in prior studies together with NMR fit.
In this study, the consideration of lattice energy is omitted from the final refinement step. This
omission was based on results from prior work where it was observed that inclusion of energy
made a negligible effect in selecting the best fit structure. For example, in the refinement of
Na2Al2B2O7, the inclusion of an energy term in the NMR refinement process created a structure
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that was statistically indistinguishable from the one created only from NMR data.169 Thus, the
NMR data appears to dominate the refinement. A similar observation was made in Sternberg
and Witter’s refinement of the protein ubiquitin.166 In our proposed methodology, the omission
of energy is further justified because a DFT-D2* initial “rough” refinement step has already
been performed with the aim of locating an approximate global minimum and this step
considers energy. It is also notable that in previous studies where energy was included as a
refinement criterion, it was necessary for the user to scale how much the energy term was
“turned on”. Thus, in most cases energy considerations were used as the dominant factor in
early refinement steps and the NMR term was only scaled up in later steps. Thus, even when
energy and NMR are both included, they are not equally weighted in all steps. For the reasons
outline above, we have elected to rely solely on NMR agreement as a convergence criterion in
the final refinement step.

5.4.2 Refinement of benchmark organic structures with 13C tensors
A group of five organic structures were selected to evaluated the proposed refinement
methodology. The structures included sucrose, methyl β–D-xylopyranoside, methyl α-Dglucopyranoside, naphthylene and acetaminophen (Figure 19). These compounds provide 114
shift tensor principal values and cover a shift range of roughly 250 ppm. The majority of the
experimental NMR data were obtained from large single crystals and were selected because
such studies are highly accurate with estimated experimental errors of less than 0.7
ppm. 178,179,180 Of equal importance, both aromatic and aliphatic sites are represented in the
dataset. This is important because there has been debate on the ability of a single approach to
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accurately model both sp3 and sp2 carbons. 181,182,183 A summary of the source of the diffraction
and NMR data together with other relevant parameters is given in Table 10.

Figure 19. Structures of benchmark compounds showing numbering. At top are Methyl βD-xylopyranoside (left) and Methyl α-D-glucopyranoside (right). Middle row includes
sucrose (left) and acetaminophen (right) with naphthalene at bottom.
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Table 10. The benchmark structures evaluated herein and relevant figures-of-merit for the
diffraction and NMR data.
Diffraction
data typea
Neutron

NMR
method
Single crystal

Exp. NMR
Error (ppm)
0.29178

Structure
R-value (%)
Sucrose
3.3
Methyl α-DNeutron
4.5
Single crystal
glucopyranoside
Methyl β-DNeutron
4.5
Single crystal
xylopyranoside
Naphthalene
X-ray
3.8
Single crystal
Acetaminophen
X-ray
7.2
powderb
a
All diffraction studies employed single crystals.
b
Date acquisition employed the FIREMAT technique.
c
Estimated error from similar analyses.182

0.27179
0.71179
0.54180
0.9 184,c

The error in computed tensors before any refinement of the five model diffraction
structures was 6.1 ppm. Refinement of the diffraction structures using the two-step process
described above decreased the uncertainty to 3.1 ppm, a value nearly identical to the error
reported recently from a DFT-D2* refinement study using the same functional, but having a
larger and more diverse group of model structures.183 The final Monte Carlo refinement step
further reduced the error to 1.8 ppm. An F-test indicates that the final DFT-D2*/Monte Carlo
structure has an NMR agreement that is statistically different from those arising from DFT-D2*
at the p > 0.00001 level. Thus, from the viewpoint of the NMR uncertainty, the DFT-D2*
structure can be said to be differ by more than the error from the DFT-D2*/Monte Carlo
coordinates. Plots showing the agreement between experimental and computed 13C tensor
values are given in Figure 20. A slight improvement is also observed in the R2-value with a value
of 0.998 observed after Monte Carlo refinement versus 0.994 from the DFT-D2* step. A
summary of all metrics from these plots is provided in Table 11.
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Figure 20. A comparison of the 114 computed and experimental shift tensor values for the
five benchmark structures. Agreement between calculated shifts and experimental data
improves by 42 % after DFT-D2*/Monte Carlo refinement.
Table 11. The errors and other metrics from a least-squares fitting of 13C shift tensor data.
Treatment
Error (ppm) Slope
Intercept
R2
No refinement
6.1
-1.090
185.33
0.9834
DFT-D2*,a
3.1
-1.038
179.03
0.9941
a
DFT-D2*/Monte Carlo
1.8
-1.004
172.08
0.9981
a
All DFT-D2* refinements employed a non-standard damping value of 5.0
The comparison described above, provides the overall agreement between computed and
experimental tensor principal values. It is also important to evaluate the agreement for
individual compounds to identify any structural features or functional groups that are not well
treated by this approach. Accordingly, agreement for each of the benchmark compounds was
computed and is given in Table 11. While most of the computed data is highly accurate with
errors of 2.0 ppm or less, the error for acetaminophen is significantly larger. This is likely due to
the fact the nitrogen is present as 14N with a 99.6% natural abundance and will thus experience
dipolar coupling to nearby 13C sites with particularly strong coupling to C1 and C7 which are
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directly bonded to 14N. Weaker dipole coupling will also be influence C2, C6 and C8, with
sideband patterns for these sites including contributions from the shift tensor and dipolar
coupling. Since there was no attempt to fit these dipolar couplings, a larger error at these site
is to be expected. The fact that the DFT-D2*/Monte Carlo adjustment did not impose
unreasonable distortions in an attempt to compensate for this complication, indicates that
overfitting of the NMR data is not occurring.

Table 12. The errors and other metrics from a least-squares fitting of 13C shift tensor data.
NMR Error (ppm)
DFT-D2*/
Structurea
Unrefined DFT-D2* Monte Carlo
Sucrose
4.7
2.7
2.0
4.2
2.9
1.2
Methyl α-D-glucopyranoside
4.6
3.1
1.2
Methyl β-D-xylopyranoside
Naphthalene
8.4
3.4
1.8
Acetaminophen
8.8
4.6
2.9
In each step of the refinement, an improvement was observed in the NMR agreement
for all structures considered herein. Numerous prior studies have also postulated that such
improvements are evidence of structural improvement. In support of this conclusion, these
studies have included several types of non-NMR evidence to verify that no structural errors
were introduced by the refinement. To provide consistency with these earlier studies, other
metrics are evaluated here to verify that the DFT-D2*/Monte Carlo refinements do not create
structural errors.

5.4.3 Other metrics supporting structural improvement
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The outcome of the Monte Carlo refinement requires thoughtful evaluation because
improvement is presumed based solely on improvement of the NMR agreement. Consideration
of additional figures-of-merit is therefore important to ensure that structural errors have not
been introduced by the proposed refinement. Here we consider, magnitude of movement of
atoms from their original diffraction positions, changes in bond lengths, variations in the
predicted powder diffraction patterns and changes in energy from the refinement.
A comparison of the structures obtained from diffraction data versus those ultimately
obtained from the two-step refinement described above shows only minor differences in atom
positions. An overlay illustrating the differences is given in Figure 21. A more quantitative
comparison is provided in Table 13 and shows that although some adjustment occurred at most
sites, the amount of movement is negligible with rms deviations ranging from 0.028–0.146 Å in
heavy atoms. In order to place this observation in context, we note that prior studies have
found that when the same crystalline phase has been independently solved by multiple
researchers under similar conditions (e.g. temperature), the average difference in atom
positions between the two structures lie in the range of 0.01 to 0.1 Å. 185,186,187 Thus, the
changes created by the two-step refinement are comparable to the error observed between
two high quality single crystal diffraction studies performed on the same structure.
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Figure 21. Superimposed structures of all benchmark compounds showing the original
diffraction coordinates (grey) and coordinates after DFT-D2*/Monte Carlo refinement
(purple).
Table 13. Magnitude of the change in the mean atom positions before and after DFTD2*/Monte Carlo refinement.
Structure
Naphthalene
Sucrose
Xylopyranoside
Glucopyranoside
acetaminophen

rms deviations (Å)
Non-hydrogen All atoms
0.068
0.158
0.057
0.089
0.048
0.071
0.037
0.065
0.072
0.180

Another metric that has been useful in assessing the influence of refinement is changes
to bond lengths. Prior work has reported that DFT-D2* refinement invariably decreases bond
lengths involving two non-hydrogen atoms.171 An evaluation of bond lengths in the benchmark
compounds after our two-step refinement process finds that in all cases, bond lengths between
non-hydrogen atoms also decreased, albeit by smaller amounts in most cases than was
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observed from DFT-D2* alone. The difference in bond lengths for C–C bonds before and after
DFT-D2*/Monte Carlo refinement was smaller than the estimated error reported in the
diffraction study. For C–O bonds the adjustment was larger than the estimated error in the
diffraction data and the NMR constrained bond lengths were statistically indistinguishable from
those obtained from DFT –D2*. A comparison of the average change in bond length from each
refinement process is illustrated in Figure 22.

Figure 22. A comparison of average bond length changes from DFT-D2* (red) and DFTD2*/Monte Carlo (blue). Where error bars are indicated, they represent the reported
error from a diffraction structure containing the bond type. Bonds involving hydrogen
include only comparison to bond lengths from neutron diffraction studies since these are
experimentally determined.
A second comparison of bond lengths was made involving X–H bonds (X = C or O). This
analysis differs from prior work171 by only including data from neutron diffraction studies
involving the carbohydrates. This was done because the reported bond lengths from x-ray
diffraction differ significantly in how they are determined and include cases where bond lengths
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are simply fixing at predetermined values. In contrast, bond lengths from neutron diffraction
data are experimentally determined and presumed to be of comparable accuracy to nonhydrogen atoms. Prior DFT-D2* work has reported that X–H bonds invariably increase in
length.171 This is likely due to their strong reliance on x-ray diffraction data where X–H lengths
are typically underestimated. Somewhat surprisingly, DFT-D2*/Monte Carlo adjustment to X–
H bond lengths produced a much larger change than that observed for bonds between nonhydrogen atoms. Specifically, average X–H bond length increased by 0.034 to 0.039 Å while the
absolute change to bond lengths involving non-hydrogen atoms ranged from 0.001 to 0.013 Å.
Despite these large differences, the adjustments to X–H bonds in the present study are still 3–4
times smaller than those created by DFT-D2*. Overall, it can be concluded that the DFTD2*/Monte Carlo adjustments to bond lengths are typically smaller than those obtained from
DFT-D2* alone, but occur in the expected directions (i.e. increase or decrease).
A summary of all bond lengths before and after DFT-D2*/Monte Carlo refinement
together with the standard deviation is given in Table 14. One notable feature of the refined
bond lengths is that the variation in bond lengths from the DFT-D2*/Monte Carlo process is two
to three time larger than the variation observed in the original diffraction structures. The
largest and smallest bond lengths found for each data set are included in Table 14. Typical
uncertainty in experimental diffraction data have been reported to be ± 0.004 for C–O, and C–
C,162 thus the refined C–C bond lengths lie within the diffraction error while the refined C–O
bond lengths can be said to deviate from diffraction values. In contrast, based on the
improvement in the NMR agreement, the refined structures can each be classified as
statistically distinguishable structures.
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Table 14. Bond lengths (Å) obtained from diffraction, DFT-D2* and DFT-D2*/Monte
Carlo refinement.
Bond type
C–C

Source
Average St. dev. Max. Min.
Diffraction
1.523
0.008 1.540 1.508
DFT-D2*
1.521
0.010 1.539 1.498
DFT-D2*/M.C.
1.522
0.026 1.578 1.483
C–O
Diffraction
1.418
0.012 1.445 1.381
DFT-D2*
1.424
0.013 1.447 1.383
DFT-D2*/M.C.
1.405
0.024 1.449 1.359
C=C
Diffraction
1.397
0.018 1.425 1.375
DFT-D2*
1.396
0.015 1.426 1.372
DFT-D2*/M.C.
1.394
0.048 1.472 1.335
a
C–H
Diffraction
1.087
0.020 1.108 1.026
DFT-D2*
1.078
0.003 1.085 1.071
DFT-D2*/M.C.
1.126
0.035 1.208 1.049
a
O–H
Diffraction
0.962
0.020 0.985 0.912
DFT-D2*
0.967
0.006 0.976 0.955
DFT-D2*/M.C.
0.996
0.037 1.051 0.916
a
Includes only bond lengths from the three carbohydrate structures where neutron diffraction
data were reported.
Another measurable that can be evaluated to assess the influence of the refinement
process is differences in the powder diffraction patterns. To make this comparison, the
difference between the powder pattern from the original single crystal diffraction study was
subtracted from the comparable simulated pattern obtained from the DFT-D2*/Monte Carlo
process. This difference is referred to as the “residual” and in the case of no change from the
refinement results in a flat line (i.e. zero at all points). Herein residuals are defined as the peaks
intensities of the experimental data minus that those obtained from DFT-D2*/Mote Carlo
refinement. Such a comparison for each of the five model structures is illustrated in Figure 23.
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Figure 23. A comparison of the simulated powder diffraction patterns from the original
diffraction study before any relaxation (red) and from the DFT-D2*/Monte Carlo
refinement (black). At the bottom of each plot the residuals are shown to provide a more
quantitative comparison.
Figure 23 shows that in all cases, the DFT-D2* refinement creates almost no discernable
change in the simulated powder pattern. It can thus be concluded that the powder patterns
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support the conclusion that no structural errors have been introduced by our two-step
refinement process.
A final evaluation compared the energy of the final DFT-D2*/Monte Carlo structure
against energies of both the unrefined diffraction structure and the DFT-D2* relaxed
coordinates. In all cases the DFT-D2* refinement of the diffraction structure decreased energy,
sometimes by as much as - 0.25 % of the total energy. The subsequent DFT-D2*/Monte Carlo
adjustment caused the energy to increase, albeit by less than + 0.06% of the total energy for
each structure. This tendency of the NMR refinement to slightly increase energy has been
previously observed166 and has been explained as a process of pushing the system into a new
local minimum within the crystal. Figure 24 shows a plot of the energy changes for all
structures.

Figure 24. A comparison of the energy changes from the DFT-D2* refinement (black) and
the DFT-D2*/Monte Carlo adjustment (red). In all cases the energy changes from the DFTD2*/Monte Carlo step lie between the energies of structures obtained from x-ray and
neutron diffraction with the closest similarity to energies of unrefined neutron diffraction
structures.
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It is notable that the changes in energy from the DFT-D2* refinement of the diffraction
coordinates vary greatly with large changes observed when the initial structure is derived from
x-ray diffraction data and much smaller changes found when the structure comes from neutron
diffraction. This variation likely reflects the difference in X–H bond lengths (X = C, O or N) found
in these two data types because it is known that x-ray and neutron diffraction provide nearly
indistinguishable non-hydrogen position.162 Since the Monte Carlo step creates X–H bond
lengths quite similar to those from neutron diffraction, it may be expected that the energies are
similar to the neutron diffraction structures. Indeed, this similarity of Monte Carlo refined and
neutron structures can be observed in Figure 24. Overall, the refinement process creates
structures that all lie intermediate between the energies of the unrefined x-ray and unrefined
neutron diffraction structures. In cases where a direct comparison can be made, the Monte
Carlo refined structures lie within + 0.02% of the initial neutron diffraction structures.
For the structures studied here, final energies from the Monte Carlo refinement are
consistently higher than those obtained from DFT-D2* refinement. We postulate that at least
some of this difference come from that fact that unit cell parameters were not varied. Because
the Monte Carlo refinement consistently creates X–H bond lengths that are longer than those
from DFT-D2*, hydrogen rich structures will occupy a large molecular volume after the Monte
Carlo process. Accordingly, unit cell dimensions may need to be adjusted to accommodate this
increase. Variations in unit cell parameters were not investigated here and represent a path for
future study.
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5.4.4 Are meaningful structural changes obtained from refinements with NMR as a target
function?
An interesting fact about most NMR constrained refinements that have now been
reported is that they usually result in only small changes to atom positions. In most cases the
refined positions differ from those obtained from diffraction by less than ± 0.1 Å. Accordingly, it
is justifiable to ask if these refinements have the ability to provide new structural insights or if
they are simply done to obtain improved agreement between experimental and computed
NMR parameters. Despite the relatively small number of refinements that have now been
reported using NMR as a target function, a few studies do, in fact, describe meaningful
structure changes. At the present time, three types of changes have been described and each
of these is summarized here.
The first kind of structural change involves the observation that some NMR constrained
refinements create new hydrogen bonding arrangements that are more consistent with the
NMR data while preserving all the general features of diffraction experiments. The first such
refinement involved a correction to the crystal structure of cellulose Iα. 188 The published
neutron diffraction study was unable to distinguish between two possible hydrogen bonding
arrangements and speculated that a dynamic interchange between the two candidates may be
present. A 13C chemical shift constrained geometry optimization identified only one of these
arrangements as being consistent with NMR shifts (see Figure 25). This refinement also
demonstrated that the dynamic interchange between the two hydrogen bonding arrangements
was infeasible.
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Figure 25. A comparison of the crystal structure of cellulose Iα from diffraction
measurements (left) and from a NMR guided refinement (right, blue-green bonds). The
NMR refinement clarifies hydrogen bonding at the four oxygen sites shown in red. Adapted
with permission from Witter, R.; Sternberg, U.; Hesse, S.; Kondo, T.; Koch, F. –T.; Ulrich,
A. S.; Macromolecules, 2006, 39, 6125 – 6132. Copyright 2006 American Chemical Society.
In a related NMR refinement study, 15N chemical shift tensors were used as a target
function in the semi-empirical refinement of the protein ubiquitin.166 Although the overall
changes in the backbone geometry was small (i. e. ± 0.07 Å), seven new hydrogen bonds were
identified. This observation is particularly relevant because hydrogen bonds are one of the
primary forces driving protein folding. 189
A final example of an NMR study altering a hydrogen bonding arrangement was a recent
study of the pharmaceutical furosemide. 190 In this analysis, the consideration of an alternative
hydrogen bonding arrangement at the COOH in furosemide significantly improved agreement
between computed and experimental 1H shifts at the COOH. This information was employed to
distinguish two phases of the microcrystalline solid that that differed only in the placement of a
single hydrogen, with all other atoms having an rms difference of only 0.015 Å. Taken together
these three studies demonstrate that NMR based refinements can significantly alter hydrogen
bonding schemes in molecules. This change can even be observed in structures that are
considered to be well refined.
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A second type of consequential structural adjustment from an NMR based refinement,
involves the adjustment of COOH hydrogen positions in certain n-alkyl fatty acids. In these 13C
studies lauric 191 and palmitic acid177 were evaluated, with Monte Carlo sampling employed to
locate COOH hydrogens. It was reported that this refinement was able to distinguish COOH
hydrogens that experience tunneling between hydrogen bonded sites from those COOH sites
that have localized hydrogens. Tunneling hydrogens were found to have a characteristic
agreement between computed and experimental NMR data that resembles a double well
minimum analogous to those found 192 from energy considerations. Those COOH sites that
experience tunneling were also shown to have markedly different 13COOH shift tensors than
COOH sites with a localized hydrogen. This tunneling was difficult or impossible to characterize
by traditional diffraction techniques. 193 Because tunneling creates stronger hydrogen bonds,
this study provides a practical way to identify unexpectedly strong hydrogen bonds based on a
simple refinement involving primarily the COOH hydrogen. The authors of these studies used
the results to explain anomalous melting behavior known for over 140 years 194 to occur in nalkyl fatty acids.
A third area where NMR constrained refinements have been found to yield new
structural insight is in describing molecular dynamics. In a 2019 study, the protein ubiquitin was
refined using 15N chemical shift tensors from backbone amides as constraints.166 Although a
1998 study proposed a group of feasible motions in ubiquitin that were consistent with a 13C
and 15N relaxation measurements, 195 the authors demonstrated that only two of these
motional modes were consistent with the structure refined using 15N constraints.
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Taken together, the results from these previous studies on structural refinement
indicate that although NMR based refinements usually involved small structural changes, in
several cases they have been demonstrated to yield new structural insights while remaining
consistent with prior diffraction studies.

5.4.5 Evaluating the choice of functional on the NMR refinement
All work described herein was all performed using the RPBE functional and it is
justifiable to ask what structural differences would be obtained if another functional were
employed. It is likely that another functional would select a different structure having the best
agreement at each step of the process. However, for shift tensors, those functionals providing
the best agreement to experimental data are known. 196 We therefore anticipate that
functionals having similar uncertainties in benchmark studies will create structures that lie very
close to one another. To test this assumption, the crystal structure of naphthalene was refined
using PW91, a functional that is reported to have uncertainties similar to those from PBE.162 A
comparison of the structure refined using PW91 against that obtained from RPBE showed rms
differences in non-hydrogen atom positions of 0.006 Å and of 0.010 Å when all atoms are
compared. A visual comparison of these differences is given in Figure 26 showing the entire unit
cell. These changes are 6–12 times smaller than those reported in Table 13 support the
conclusion that functionals of comparable accuracy will provide similar NMR refined structures.
Recently, methods have recently been proposed for quantifying such SSNMR defined errors in
atom positions in terms of the so-called anisotropic displacement parameters (i.e. thermal
ellipsoids).176,177 We posit the difference between PW91 and RPBE lies within the uncertainty
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of the NMR refinements for all atoms. Admittedly, this result is only for a single compound and
further work is needed to verify that this result can be achieved in a more diverse group of
structures.

Figure 26. A comparison of atom positions within the unit cell of naphthalene after an
NMR refinement of the crystal structure using the functional RPBE (purple) versus PW91
(grey).
5.5 Conclusions
This study describes a two-step DFT-D2*/Monte Carlo refinement process that improves
agreement between experimental and computed SSNMR 13C shift tensors by a factor of 3.4.
The structural changes are small with average changes to atom positions of less than 0.08 Å and
modifications to bond lengths of less than 0.01 Å. Although these changes are near or below
the diffraction limit for the radiation employed, the improvement in the NMR agreement is
statistically significant and results in structures that are distinguishable from the DFT-D2*
coordinates. Other metrics have been evaluated and support the conclusion that structural
errors have not been introduced by the refinement.
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6. CONCLUDING REMARKS
With the ability to refine crystal structures to a much higher resolution, it is now possible
to discover previously unknown chemical properties due to improved structural resolution. As of
this writing, work on refining a set of benchmark data for 15N has already been completed and
will be published in the near future. This data has yielded the reference shielding for 15N, and
this has led to the first 15N application of the NMR refinement method to the molecule arginine.
It is discovered that the NH2 group on arginine actually possess NH3+ like behavior, which is
consistent with NMR experimental results. Yet this is not reflected in the currently published
structure for arginine. Though more work is needed to verify this finding, it has demonstrated
the utility of the NMR refinement method for a second nuclide.
As NMR shift assignments rely on being able to accurately distinguish between structures
that vary by only a tiny amount, a high-resolution structure is therefore needed in order to
properly assign chemical shifts to a structure. Prior to this dissertation, the DFT based energy
refinement was unable to refine crystal structures to a high enough resolution to allow
assignments of chemical shifts in many crystals. The compound guanosine dihydrate that is
presented in this dissertation is one such example. With the newly acquired benchmark dataset
for 15N, the NMR refinement method can now be used to refine guanosine dihydrate to much
higher resolution, which would then allow the possibility to assign 15N chemical shifts to every
site.
Perhaps the most important feature of the NMR refinement method is the fact that it is a
selective method, which means it can refine only the atoms of one’s choosing instead of the
entire molecule. This would allow the refinement method to be applied to far larger molecules
than the ones that has been described in this dissertation. Namely, macromolecules such as the
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ribosome. As of this writing, there is no known method to refine the ribosome in its entirety due
to its sheer molecular weight which makes computational methods completely infeasible. Most
theoretical refinement methods prior to this dissertation refines entire molecules without the
ability to be selective. This makes them all but useless when given such a large molecule. The
NMR refinement method presented here allows a macromolecule to be refined in pieces, namely
a small section of interest to the researcher. This ability allows computational methods to be
used on a very small subsection of a macromolecule without having to work on the entire
molecule all at once. Of course, given enough time and resources, the entire molecule could
eventually be refined piece by piece.
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