Abstract -Natural convection heat transfer in fluid-saturated porous media has in recent years
I. INTRODUCTION
Heat transfer in packed bed systems is an important operation in high-temperature nuclear reactor designs. A number of high-temperature reactors (HTRs) were developed with embedded fuel in graphite moderators randomly packed as fuel spheres in the core with helium gas as coolant flowing under the action of forced convection heat transfer around the spheres.
The heat transfer coefficient is an important parameter in the determination of the heat transfer performance in packed beds. 1, 2 Considerable efforts through the use of various experimental and theoretical techniques under either steady-state or unsteady-state conditions have been made to evaluate the heat transfer coefficient in fixed bed reactors. [3] [4] [5] Although much information is available for forced convection heat transfer in packed beds 6 under supercritical conditions, there is very little information on heat transfer in packed beds under natural convection.
It is proposed in this study that light water reactors can be made safer by redesigning the fuel in the fuel assembly. Experimental and theoretical study of fluid-toparticle heat transfer was carried out under natural convection to better understand particle-to-fluid heat transfer characteristics expected in the proposed new fuel design. Knowledge gained through the study has assisted in *E-mail: Noah.Olugbenga@tuks.co.za NUCLEAR TECHNOLOGY · VOLUME 193 · 375-390 · MARCH 2016 establishing a theoretical relation required for particle-tofluid heat transfer performance in the cladding tube for the proposed design.
In recent years, the use of numerical simulation through computational fluid dynamics (CFD) offers the opportunity to predict the heat transfer and fluid flow phenomena thereby providing important gain in time, limiting the number of experiments, and accessing information at a large scale that may not be measurable with experimental methods, and it is also possible to take into account real physical properties such as high temperature and pressure conditions. 7 Two approaches can be adopted in simulating porous media. The first is the traditional method; it is a direct simulation of spherical packing permeated by fine-scale voids that permit the passage of fluids in a cylindrical vessel. Direct simulation of packed beds randomly arranged through the use of the discrete element method approach is effective when studying the characteristics of contacting particles interacting with each other and quantifying the properties of the porous medium. 8 The number of particles in the medium that can be simulated using this approach is limited due to the large computing capacity required. 9 The second is by simulating a porous region whose medium properties are defined; typically, the geometry model representing the packed bed is specified as a porous region. In many CFD simulations involving packing materials (bed particles), it is not the detail of the internal flow that is of interest but rather the macroscopic effect of the porous medium on the overall fluid flow and heat transfer. 10 This paper presents the use of the second simulation approach in validating the heat transfer characteristics in a porous medium experimental investigation. The goal of the study is to evaluate the validation and suggest if the porous region modeling approach can adequately predict the heat transfer characteristics in the proposed new fuel design contained in a cladding considering the lumped parameter effect in the approach and other uncertainties. This approach has rarely been used; hence, its investigation is worthwhile.
II. EXPERIMENTAL SETUP
The schematic diagram and experimental setup for this investigation are displayed in Figs. 1a and 1c. The setup consists of a cylindrical enclosure containing stainless steel (ANSI 304) balls (particles); the cylinder is manufactured from a highly insulating solid PTFE (polytetrafluoroethylene) material. The setup is made up of a cylindrical container placed on an induction heater, pressure transducers with transmitters, sets of calibrated T-type thermocouples connected to a data logger, a helium gas cylinder, a computer system, and some other accessories. A PolyScience Circulating Bath PD20R-30-A12E was used for performing the calibration of the T-type thermocouples used in this experimental study before the test particles and particle test sample were instrumented with the thermocouples. The calibration is carried out to determine the error reading associated with each thermocouple. The readout of the thermocouples is compared to the readout of a secondary standard at the same conditions. Using regression, a slope and intercept are determined in order to adjust by appropriate difference to reflect the same readout as the secondary; this is carried out to ensure accurate data measurement in the experiment. The 34970A Agilent Data Acquisition/Switch Unit is used as a data logger and is connected to a computer system to acquire data (see Fig. 1c ). It makes use of three sets of 20-channel Armature Multiplexer cards onto which the thermocouples and pressure transducers are connected. The pressure transducers used in the experiments are calibrated to secondary standards as well.
The container has removable top and bottom lids, an inductively heated bottom steel plate lying on the inside floor of the bottom lid, an inlet valve fixed to the cylinder wall, and a pressure relief valve fitted to the top lid; a wire mesh for suspending the bed in the tube to allow for convectional fluid flow current was placed a little distance vertically above the bottom plate inside the cylinder. The particles were poured randomly into the cylindrical container; nine selected particles were instrumented with thermocouples in such a way as to measure temperatures at the surface and central point inside the particle.
Thermocouples were also placed in the interstices to measure the average gas temperature close to these particles; silicon tubes connected to pressure transducers were placed below and above the bed to measure possible pressure drop across the bed. The air in the cylinder was initially flushed out before the cylinder was later finally filled with helium gas and sealed off by the inlet valve. Thermal energy enters the packed bed by means of the inductively heated steel plate inside the cylinder that transfers heat to the helium gas immediately above the plate. Buoyancy-driven convection flow then takes place in the medium. The particle test sample was raised to ϳ450 K by the heated helium gas taken at ϳ6 h. Thermomechanical properties of the particles are taken directly from tables for an ANSI 304 -type stainless steel sphere at room temperature (see Table I ). Data were collected using a data logger connected to a computer system. The data collected were analyzed before application in theoretical formulations developed for determining the heat transfer phenomenon.
III. MESH DESIGN AND CFD MODELING OF A POROUS REGION

III.A. Geometrical Model and Mesh Design
The three-dimensional (3-D) computer-aided design geometrical model used in this simulation is a cylindrical enclosure representing the upstream fluid region where the heated bottom plate is located, the porous region, and the downstream fluid region (see Fig. 1b ). The detailed drawing of the experimental setup prepared in Solidworks was imported into the commercial STAR-CCMϩ package where surface repair was carried out on the two in-place boundary interfaces (see Fig. 2 ) to allow surface and volume meshing to proceed correctly due to the close proximity of neighboring boundaries. An in-place interface was required to link together two different regions (fluid and porous) by imprinting two boundaries on one another so that a conformal mesh is created at the common interface planes during the surface and volume meshing process. A mesh is the discretized representation of the computational volume, which the physics solvers use to provide a numerical solution. STAR-CCMϩ provides meshers and tools that are used to generate a quality mesh (as can be seen in Fig. 2 ) for various geometries and applications. Mesh quality does influence the quality of the numerical results, regardless of the setup. On a mesh of given quality and sufficient fineness, higher-order schemes yield more accurate results than a lower-order scheme. Grid skewing is an important contributing factor (much more than grid stretching) to the loss in nominal accuracy of the solution. Grid design (distribution of cell size, local refinement using feature edges, boundary region, or volume shapes) is important in maximizing the accuracy for a given effort. When solving steady-state problems on fine meshes, start with a much coarser mesh and then successively refine the mesh by increasing the mesh density; refinement enables better resolution of the flow. Meshes should be well designed to resolve important fluid flow features that are dependent upon flow condition parameters such as the grid refinement inside the wall boundary layer.
Grids can be either structured (hexahedral) or unstructured (tetrahedral) mesh types depending on the type of discretization scheme; the finite volume method (FVM) was used in this study because of its robustness and unconditional stability 11 and the nature of geometric configuration used. Concerning the mesh sensitivity analysis, the test performed consisted of increasing the mesh density of the geometrical model in order to properly capture the boundary layer associated problem. Three grid refinement levels are carried out in this study, from coarse to finer mesh. This is done by varying the mesh density to ensure that the CFD solution does not change with further mesh refinement as the aim of grid refinement is basically for numerical accuracy that leads to a solution closer to the exact solution of a system of equations that implies considerable physical approximations. For a 3.5-mm base size used in this study, results obtained for the last two finer meshes are almost identical (see Fig.  2a) ; hence, it can be established that simulations have reached an asymptotic solution, and the geometry with the last grid refinement level of finer mesh density 2.0 is used to build the fixed bed model. The chosen geometry has 319 057 grid cells, 1 701 035 faces, and 1 227 886 vertices; from experience, this should be adequate to capture heat transfer phenomena within the porous region. Figure 2b depicts the mesh generated for the experimental model. In this case, a surface remesher was initially applied on the geometry to retriangulate an existing surface in order to improve the overall quality of the surface and optimize it for the volume mesh models. A polyhedral mesh in conjunction with a prism layer mesh model was used to generate orthogonal prismatic cells next to wall boundaries; this is indicated in Fig. 2b . This layer of cells is necessary to allow the solver to resolve near wall flow accurately. This is critical in determining not only the forces and heat transfer on walls but also flow plus features such as separation. Other details on the geometry and mesh design are shown in Table II .
III.B. CFD Modeling
Modeling is the mathematical problem formulation of the physics involved in terms of a continuous initial boundary value problem. In performing any CFD modeling, the physics should first be set up for the model. Essentially, the physics models define the primary variables of the simulation and what mathematical formulation will be used to generate the solution. In the physics model for this study, 1. The fluid was a gas.
2. The gas was assumed to behave as an ideal gas, and the ideal gas law was used for the density temperature dependency.
3. Sutherland's law 10 was used for the thermal conductivity and viscosity temperature dependencies.
4. The flow was steady and laminar.
5. The space model selected was 3-D because the mesh was generated in three dimensions. 6. The gas specified was helium; its property values are available in the STAR-CCMϩ database.
7. As the medium is under natural convection, a coupled solver (iterative) was selected to control the solution due to its robustness for solving flow with dominant source terms, such as buoyancy.
The same experimental boundary conditions (given in Secs. III.D and III.E) were applied to boundaries at the walls and interface in the model. A no-slip shear stress specification was applied at the walls.
III.B.1. Model Analysis
The 3-D geometry model in Fig. 1b consists of an upstream region, a porous region, a downstream region, and two interfaces between the fluid and the porous regions. The upstream and downstream regions representing the lower and upper parts of the setup are defined as fluid regions while the region containing the particles is defined as the porous region. An in-place interface is required in between two adjacent regions of different property types; this is to allow for appropriate transfer of quantities of mass and energy calculated during the simulation. The thermal specification for the heated plate located at the bottom of the enclosure is set to a constant heat source corresponding to the experimental value. The external surface of the bottom wall (Y ϭ 0) and walls of other regions are considered to be adiabatic (this is only for experimental purposes) while the internal surfaces of the solid walls are assumed to be impermeable to mass transfer. The porous region considered here is homogeneous and isotropic, saturated with helium fluid, and the flow is steady and laminar. Reference values for the fluid thermophysical properties remain constant at initial conditions except density in the buoyancy term, which varies linearly with both temperature and concentration on the assumption that the Boussinesq approximation is implicitly valid. Viscous dissipation in the medium is assumed to be negligible. Energy transport across the porous region is dealt with by specifying the thermal properties of the region in addition to the thermal properties of the fluid passing through it. Computation of flow is achieved by mathematical models based on conservation principles, namely, the conservation of mass, momentum, and energy governed by the 3-D Navier-Stokes equations representing the fluid as a continuum for an arbitrary control volume. Natural convection is generated by the density differences induced by the temperature differences within a fluid system. By using the physical (interstitial) formulation and assuming a general scalar A, the governing equation in an isotropic porous region expressed in differential form 12 is shown in Eq. (1) (see the Nomenclature on p. 388):
Assuming isotropic porosity and single-phase flow, the volume-averaged mass and momentum conservation equations are given by Eqs. (2) and (3):
and
The CFD code solves the full set of discretized Navier-Stokes equations using a finite volume approach as earlier mentioned. In Eq. (3), Ѩ(v ¡ ) / Ѩt is the time derivate term, where is the porosity, is the density, and v ¡ is the velocity vector. The last term in Eq. (3) represents the viscous and inertial drag forces imposed by the pore walls on the fluid; in the last term, ε is the porosity, is the dynamic viscosity, K is the permeability, is the density, v ¡ is the velocity vector, and C 2 is the inertial resistance factor. Porous resistance properties can be specified in several different ways depending on the particular media being modeled and the expected flow conditions through the media. Two methods are widely used when specifying porous resistance, namely, the orthotropic viscous resistance method and the isotropic resistance method. In this simulation, the choice of isotropic resistance using the Ergun equation was made.
In the porous region, the theoretical pressure drop per unit length was determined using the Forchheimer equation. 13 This is represented in Eq. (4):
. (4) An example of the above Forcheimer equation widely used in porous media flow is the Ergun equation, 14 a semiempirical correlation applicable over a wide range of Reynolds number and for many types of packing:
where u o is the superficial velocity through the porous region and P i and P v are coefficients defining the porous resistance, known as the inertial resistance and viscous resistance, respectively. Values for the resistance coefficients can be measured experimentally or derived using various empirical relationships, depending on the exact nature of the problem. When modeling laminar flow through a packed bed, the second term in Eq. (5) is usually dropped resulting in the Blake-Kozeny equation. 14 
III.B.2. Wall and Interfacial Heat Transfer Coefficient in the CFD Model
For viscous flows as experienced in this model, the central concept for modeling the convective heat transfer coefficient evaluated at the computed wall temperature T w when heat is being transferred to the wall boundary at specified local heat flux q w between fluid and solid phases in the region is expressed by Eq. (6).
In obtaining the heat transfer coefficient at the porous region wall boundary h w , it is necessary that an associated fluid reference temperature be specified at the heat transfer coefficient field function:
Considering an interfacial heat transfer area A i between the fluid and the porous region, a specific surface area a i ϭ A i /⌬V, which is the solid surface area per unit volume of the solid, is used; the interfacial convective heat transfer coefficient h i is expressed by Eq. (7):
where The Nusselt number based on the fluid temperature T f is a useful quantity that can be used for characterizing the heat transfer phenomenon. The Nusselt number, expressed by Eq. (8), is based on hydraulic diameter d h and the effective fluid conductivity using Eq. (6):
The Rayleigh number, expressed by Eq. (9), is a function of the Grashof and Prandtl numbers; this is another important dimensionless parameter used in evaluating the heat transfer performance of a porous medium:
III.C. Discretization Scheme
In the CFD analysis, each type of discretization method (FVM, finite difference method, and finite element method) used should yield the same solution if the grid is fine enough, but some methods are more suitable to some cases than others. In the selection of discretization methods, efficiency, accuracy, and special requirements (i.e, shock wave tracking) are some factors that should be considered. Higher-order numerical methods usually predict a higher order of accuracy for CFD but are more likely unstable due to less numerical dissipation. Stability is attained if the method adopted does not magnify the errors that appear in the course of the numerical solution process. A finite volume discretization method is used in this work. The solution domain is subdivided into a finite number of small control volumes corresponding to the cells of a computational grid. Discrete versions of the integral form of the continuum transport equations are applied to each control volume. The objective is to obtain a set of linear algebraic equations, with the total number of unknowns in each equation system corresponding to the number of cells in the grid. With the nonlinear equation, iterative techniques that rely on suitable linearization strategies must be employed. The resulting linear equations are then solved with an algebraic multigrid solver. Considering the general governing equation given in Eq. (1), which consists of the transient term, convective term, diffusion term, and source term, respectively, the discretization approach for the individual term differs. The transient term is only included in transient calculations; it is not generally used as a device to obtain a steady-state solution. The Implicit Unsteady solver in STAR-CCMϩ offers two temporal discretization options: first order and second order. The first-order temporal scheme, also referred to as Euler Implicit, discretizes the unsteady term using the solution at the current time level n ϩ 1 as well as the one from the previous time level n. This is shown in Eq. (10):
The second-order temporal scheme expressed by Eq. (11) discretizes the unsteady term using the solution at the current time level, n ϩ 1, as well as those from the previous two time levels, n -1:
On the first time step of a second-order temporal simulation, a first-order discretization is used since only two time levels are available. The convective term at a face is discretized using the expression in Eq. (12):
where A f , ṁ f ϭ scalar values and mass flow rates at the face, respectively G ϭ grid flux computed from the mesh motion.
The manner in which the face value A f is computed from the cell values has a profound effect on the stability and accuracy of the numerical scheme. Several schemes are commonly used, some of which include first-order upwind, second-order upwind, central differencing, bounded central differencing, blended upwind/central, etc.
III.D. Initial State and Boundary Conditions
The initial state conditions for the two models considered in this study are the same. The working fluid is specified as helium gas at initial static temperature 293.1 K, static gauge pressure 0.0 Pa, and reference pressure 86.6 kPa (value of 1 atm as obtainable in this part of the world). The boundary conditions in the first model are the same as in the experimental setup: The cylinder wall boundary is specified as adiabatic and at no-slip wall conditions. At the upstream fluid region, a constant heat source thermal specification of 750 W is applied to the bottom heated plate. Static temperatures of 460 and 400 K are specified for the upstream and downstream porous in-place internal interface boundaries, respectively. The velocity inlet and pressure outlet at default values of 1 m/s and 0.0 Pa, respectively, are specified for both internal interface boundaries. No thermal energy source is specified at the downstream fluid region. A heat source thermal specification of Ϫ300 W for heat extraction by the bed particles in the porous region is applied at the cylindrical curved wall boundary face. In the second model, the cylinder wall boundary is specified as convection due to the expected heat transfer across the cladding wall. The boundary type for both the downstream and upstream in-place internal interfaces is specified as pressure outlet boundary condition of 460 K static temperature and 0.0-Pa gauge pressure, respectively. It is worth noting that initial conditions do not affect final results but rather affect the convergence path (number of iterations or time steps), and a converged solution is one that is nearly independent of meshing errors.
III.E. Simulation Method
On completion of the geometry, meshing, and physics model processes, porosity and porous resistance property values need to be specified in characterizing the medium. Porous resistance coefficients are represented by inertial and viscous terms. These coefficients are required for the source terms in the momentum equation as they affect the fluid flow through a region in a particular direction. Two models were simulated. The material properties of the bed particles and the cylinders in both models are the same. The wall boundary conditions and heat source generation in both models differ. The first model is a mimic of the experimental investigation while the second model is patterned after the cladding tube of the new fuel design.
In the simulation of the first model (see Fig. 3a ), no porous inertia resistance was active; only porous viscous resistance was active because the flow is assumed to be laminar. Simulating a porous region under natural convection requires specifying the gravity (Ϫ9.81 m/s) in the right direction in accordance with the model coordinates and also the fluid properties (i.e, density); this prepares the medium for buoyancy-driven effects to be simulated. Energy transport across the porous region is dealt with by specifying the thermal properties of the solid represented by the porous media in addition to the thermal properties of the fluid passing through it. Specified values are given in Table I .
In the simulation of the second model (see Fig. 3b ), a constant heat source of 750 W is specified at the porous region because the particles are a heat-generating source like the coated fuel particles. The simulation in this model is carried out at a steady state because the heat transfer within the bed is relatively uniform. For the present study in the experimental setup of 410 uniformly sized particles randomly packed in a container, the porous region in the simulation is characterized by the following parameters: A couple solver is selected to control the solution of continuity, momentum, and energy equations in vector form and is activated once per iteration (or once per time step for explicit unsteady simulations). Appropriate numerical parameters (convergence limit, underrelaxation factor, number of iterations/time steps, etc.) are specified to control the calculation. The simulation is run after initialization, and the simulation time ranged from 1 to 36 h depending on the studied case; the solution diverges for the first few numbers of iterations. Numerical convergence of the model was checked based on a suitable diminution of the normalized numerical residuals of computed variables. Residual monitor plots of conserved variables such as mass, momentum, and energy against the iteration number are very useful for judging the convergence (or divergence) of a solution, and they are created automatically within every simulation. However, it is important to understand both the significance of residuals and their limitations. While it is true that the residual quantity will tend toward a very small number when the solution is converged, the residual monitors cannot be relied on as the only measure of convergence. Other convergence criteria used in this study are creating scalar and vector plots of the entire solution domain or parts of it, and visualizing these plots as the solution develops, this technique is useful when comparing to residuals that cannot exhibit a converged solution. X-Y plots of temperature, heat transfer coefficient, Rayleigh number, and Nusselt number of the results at the porous region wall boundary are reported in the graphs of Figs. 4, 5, and 6.
IV. VALIDATION
The following guidelines are crucial to validate the experimental results for the convective fluid-to-particle heat transfer characteristics with CFD simulation:
1. developing a geometrical model of the prototype either to the same size or scaled 2. applying the same initial and boundary conditions used under the experimental condition 3. using the same thermal specifications as applicable during the experiment 4. following the right simulation process or methodology.
In the course of this study, an experimental investigation was carried out to evaluate the natural convection heat transfer characteristics in a porous medium heated from below. A basic cell unit microscopic approach requiring a conservative thermal energy balance was adopted in analyzing the heat transfer characteristics in the medium considered. Results of the validation displayed graphically in Figs. 4 and 7 reveal some differences through the gap between the experimental and numerical results while the trends are the same. A number of reasons may be responsible for the differences, which include uncertainty from simulation error and has been the noticeable difference between the simulation and experimental results. It is assumed to comprise additive modeling and numerical errors. Another reason could be inaccurate thermomechanical medium properties at the input stage as this will not allow for proper accounting of thermal expansion during the simulation exercise.
IV.A. Porous Media Heated from Below
The experimental setup in Figs. 1a and 1c is a porous medium supplied with heat energy at a steady rate through a heated bottom steel plate; the medium exhibits a local thermal nonequilibrium, negligible thermal dispersion effects, and an adiabatic cylindrical wall. Fluid flow and heat transfer in the medium is one dimensional; bed particles and the entire packed beds exhibit one-dimensional transient heat conduction as shown in Figs. 8a and 8b . The heat transfer coefficient h fp (fluid to particle) in the medium obtained from the thermal energy balance 15 is expressed in Eq. (13): The first term of the numerator on the right side of Eq. (13) is the heat stored within the particle test sample. The second term represents the heat supplied to the particle test sample by adjacent contacting test particles (depending on the random placement of particles, usually is in the range of one to four) below it; this serves as a heat source while the particle test sample serves as a heat sink. The last term represents the heat supplied by the particle test sample to adjacent contact particles (usually in the range of one to four) above it. The heat transferred to and from the particle test sample in both instances is by conduction and radiation at the contact points as expressed by Eq. (13) . The surface area of the particle test sample exposed to convective heat transfer is the difference between the spherical particle total surface area A p and the sum of e contact area spot located on the surface of the particle test sample. Because the particle test sample and adjacent contact test particles are not in isolation but are in a porous medium, the solid volume fraction (1 Ϫ ) of the solid phase in Eq. (13) is applied. Equation (13) is a combination of both analytical models (concepts of the thermal contact resistance of smooth sphere particles) and numerical models (FVM used in determining the temperature distribution of cells located within the particle test sample). R G is the resistance of interstitial gas in the macrogap considering a Hertzian contact (H B Ͻ 1.3 GPa) (Ref. 16 ) between adjacent particles in the experimental setup. The macrogap is located within the contact region between adjacent particles, and this gap accounts for a large percentage of the heat transferred by conduction between contacting particles.
IV.B. Porous Media Heated by Bed Particles
Practical applications of heat generation from bed fuel elements to the working fluid could be found in HTRs fueled with spherical fuel and also in thermal energy storage systems functioning as a recuperator. Despite over 50 years of theoretical and experimental research, such as Refs. 17 through 23, there has been no consensus concerning the correlations to use to predict effective heat transfer characteristics in fixed packed beds. If accuracy is to be given preference over simplicity, then a theoretical and analytical solution of the conservation of energy equation in the medium is the best approach because it accounts for the thermophysical properties of contacting sphere particles, the interstitial gas effect, gas temperature and pressure, and diameter of spheres. Figure 9 is a schematic diagram of the proposed fuel design containing fuel in the form of loose coated particles in a helium environment placed inside the nuclear fuel cladding tube of the fuel assemblies. Each particle fuel in the tube generates heat by nuclear fission; heat transfer by a particle fuel in the proposed design is in both axial and radial directions. The gas coolant absorbs the heat generated, which in turn heats the surrounding water.
Considering a basic unit cell in the medium, Eq. (14) is particle-to-fluid heat transfer coefficient h pf obtained from the conservative thermal energy balance for particleto-fluid heat transfer in the medium of the proposed design 15 :
where Q nu ϭ heat generated by nuclear fission in the coated particle fuel N c ϭ average coordination number or average kissing number, 24 which is a function of both the bed porosity and particle diameter.
The heat transfer performance in the proposed new fuel design under natural convection can also be evaluated using the heat transfer coefficient h pf , Nusselt number Nu, Grashof number Gr, Prandtl number Pr, and Rayleigh number Ra. These are expressed in Eqs. (15) and (16):
Pr .
IV.C. Thermal and Irradiation Induced Creep Effects in the Cladding
The proposed fuel is to be designed in the same pattern as the TRISO particle fuels (see Fig. 9 ) embedded in a graphite matrix, which greatly limit the release of fission products even at temperatures Ͼ1600°C (Refs. 25 and 26) . The structural integrity of the graphite components in the reactor core, along with the contributions of temperature, irradiation, and load, has a strong impact on the entire reactor's safety. 27, 28 Creep exists when nuclear graphite under a load is exposed to high temperature and fast neutron irradiation conditions. Basically, there are two components of creep in graphite, thermal and irradiation induced, with the latter dominating as carbon atoms are constantly displaced under a barrage of high-energy neutrons. This leads to "damage" of the structure at the atomic level, and this is manifest in large components by a dimensional change (first in the form of shrinkage and later in the form of expansion), bowing, changes in strength parameters such as Young's modulus, in thermal properties, and in potential cracking. Creep under continuing irradiation serves to alleviate the stresses and to delay the onset of damaging cracks.
In relation to the coated fuel particles, the changing effect of the coefficient of thermal expansion due to high temperature and irradiation has a major impact on the design of graphite components. To avoid excessively high thermal strain and stress caused by temperature changes, the thermal expansion behavior and related factors need to be researched.
IV.D. Proposed Nuclear Fuel Design Safety Enhancement
Accidents resulting in the release of fission products are principally driven by the degradation of the barrier due to excessive temperature. Reactors are normally shut down due to rising fuel temperature, but the radioactive fission product keeps on generating heat even after shutdown. This residual heat is called decay heat. In "conventional" reactors, heat is removed by active cooling systems (such as pumps), which rely on the presence of coolant such as water. Any such system may fail, and therefore, they are duplicated in conventional reactors to make sure that there will be support, should the first line of defense fail.
The proposed nuclear fuel design in the cladding (see Fig. 4 ) is tailored toward the concept of HTR nuclear fuel pebbles. Particles of enriched uranium dioxide are coated by three layers: pyrolytic carbon, silicon carbide, and pyrolytic carbon (to make them safer). These three layers are to protect the fuel itself in case of a complete loss of cooling. 29 The safety advantage of this fuel design is that it utilizes the concepts of passive safety compared to the active safety system utilized by the traditional fuel (see Fig. 4b ). Adherence to the following three well-known principles is necessary to achieve these enhanced safety measures 30 :
1. Control the heat production in the fuel by limiting decay heat levels and excessive reactivity excursions.
2. Ensure sufficient heat removal capability (including the options of doing this by passive means, so that the fuel will not exceed the specified limit).
3. Limit the possibilities of chemical degradation of the fuel due to large-scale air or water ingress (in this case, the problem is that the SiC coating can be destroyed by corrosion when temperatures exceed 1200°C). 
V. RESULTS AND DISCUSSION
On completion of the modeling exercise, simulation results were compared with analyzed experimental results obtained from the investigated porous medium heated from below. Discrepancies between the two results were noticed, and a major reason for these discrepancies could be errors and uncertainties resulting from both approaches. In general, an uncertainty implies a parameter associated with the result of a measurement, or the combined result of several measurements, that characterizes the dispersion or the width of a specific confidence interval. There are three different types of uncertainties that are considered to contribute to the total uncertainty in the test facility: statistical variance, instrument uncertainty, and drift uncertainty. Statistical variance u(x i,statistical ) is obtained using the normal variance expression. The instrument uncertainty u(x i,instrument ), on the other hand, is obtained from the manufacturer, and the drift uncertainty u(x i, drift ) is obtained after each major calibration. The uncertainties are then combined to give a total standard uncertainty expressed by Eq. (17):
Calculation results revealed that the uncertainty is found to be 16.8%. Errors and uncertainty are unavoidable aspects of CFD modeling. Such errors and uncertainty could emanate from round-off error (error caused by computational representation of real numbers by means of a finite number of significant digits), iterative convergence error (numerical errors resulting from truncating the iteration of discretized governing equations before a final or exact solution is reached), discretization error (error from representing a function by its values at a discrete set of points), input uncertainty (inaccuracies due to limited information or approximate representation of geometry, boundary conditions, fluid/material properties), and physical model uncertainty (discrepancies between real flows and CFD due to inadequate representation of physical/ chemical processes or due to simplifying assumptions in the modeling process). Some of these errors and uncertainties are quantified in the study by methods of verification and validation, and appropriate measures are taken to reduce them to the barest minimum during the simulation process as mentioned in the paper. The nonelimination of these errors and uncertainty in both approaches gave rise to discrepancies between the experimental and simulation results. Figure 3a depicts temperature contours for the simulated packed beds. It demonstrates how the temperature field changes across the regions in the medium under buoyancy-driven flow within the cylindrical enclosure for a given relatively steady heat source supplied by an inductively heated steel plate located at the bottom of the cylinder. The heat conduction in this medium through the color bar indicator is observed to be transient. It can be seen that the upstream fluid region in the red contour is relatively uniform but temperature changes begin to manifest as we move away from this region into the porous region and to the downstream region. On the lower part of the porous region, the red/yellowish contour shows the influence of the hot helium gas on particles located at the lower part of the porous region as they extract most of the heat from the hot gas leaving the upstream region. The particles at this part of the porous region thus become hotter than the particles at the upper part of the porous region. This makes the gas denser and unable to flow to the end of the downstream region at the initial stage due to a change in the flowing gas density, but after the accumulation of heat by a convectional current taking place in the medium, the gas gradually flows to the downstream end section, and flow recirculation continues. A similar experience from captured data was observed during the experimental investigation.
Depicted in Fig. 3b are the temperature contours for the heat source-generating packed beds. A simulation result for bed particles generating the heat source with 750 W at maximum temperature of 460 K is shown in Fig. 3b . It can be seen that the particle surface temperatures in the red contour inside the porous region are uniform, and on the side walls of the region, the red contour shows the influence of conduction at each particle-to-wall point contact, and the heat spread out influenced and facilitated by the hot helium gas neighboring the wall boundary along the axial direction. At the upstream and downstream regions, the red/yellow/green contour is influenced by the heat transfer spread out along the tube wall facilitated by the hot gas temperature at these two locations as there are no particles placed in the regions. The red/brownish contour at the top wall of the downstream region indicates the influence of less dense hot helium gas experiencing recirculation concentrated on this part of the top wall boundary. The yellow/green contour at the top wall of the downstream region indicates heat spread out from parts experiencing recirculation on the wall and also the influence of less dense hot gas on the wall boundary. After ϳ45 min of simulation run, if the wall boundary is made adiabatic, the medium will reach a state of local thermal equilibrium (LTE) if no heat is extracted from the gas. In the proposed nuclear fuel design, the heat from the gas is to be extracted by the surrounding water outside the cladding tube; this prevents the medium from attaining a condition of LTE. The wall boundary in this model is specified as convection to allow heat transfer across the cladding to the surrounding water to prevent the medium from reaching a state of LTE. Figure 7 depicts the effect of thermal conductivity of helium gas with the heat transfer coefficient in an increasing bed temperature. Figure 4 shows that the fluidto-particle heat transfer coefficient increases with an increasing gas temperature at slightly increasing gas thermal conductivity. Figure 4 compares the measured and simulated results of the variation of the convective fluidto-particle heat transfer coefficient with the Rayleigh number for the porous medium heated from below. Supplied with the constant heat source thermal specification of the same magnitude as obtained in the experiment, it is observed through the curves that a percentage error of 20% exists between the simulated and experimental results. This can probably be attributed to the fact that the simulated values are computed using the macroscopic approach considering the lumped parameter effect while the measured values are generated using a microscopic basic cell unit approach. Other reasons may be experimental and simulation errors. Despite these discrepancies, the comparisons showed fairly good qualitative similarities between the CFD and the experimental results.
The results in Fig. 5 illustrate the effect of the Nusselt number on the Rayleigh number for a porous medium heated from below. A percentage error of ϳ35% occurs between the measured values and the simulated values of Ra and Nu and could be due to uncertainties and inaccurate input of the thermomechanical properties of the bed materials. A fair agreement still exists between the two results. The result depicted for a particle heat-generating source porous medium in Fig. 6 illustrates an increasing fluid temperature effect on the particle-to-fluid heat transfer coefficient. It was observed from the simulated results that as the fluid temperature in the medium increases and approaches the wall temperature, the heat transfer coefficient declines toward zero as the medium tends toward a state of LTE. The presence of the surrounding water will prevent the medium from nearing the state of LTE.
VI. CONCLUSION
This study has demonstrated the use of a porous region modeling approach in validating fluid-to-particle heat transfer characteristics in a porous medium under natural convective conditions. Though the simulation result values for h w , Nu w , and Ra in the medium investigated have some percentage errors compared with the experimental measured results, a similar profile was observed. It is believed that the discrepancy in the results is a consequence of lumped parameter effects in the porous region modeling approach used although other reasons like uncertainties are not ruled out. If the percentage error between the simulated and experimental results could be reduced to the barest minimum, this approach could give confidence in the application of a porous region modeling approach in predicting convective heat transfer characteristics of fixed beds or packings in general.
It is believed that this approach could be useful in the study of the heat transfer characteristics in a medium containing coated particle fuels if errors due to uncertainties are reduced drastically. This will be a good means to simulate packed beds with a large number of bed particles using a system with an average-sized computational capacity. 
