In this paper, we proposed a classification method based on a nature-inspired algorithm, i.e., modified artificial bee colony (MABC). This method was applied to electrocardiogram (ECG) heartbeat classification. ECG data was obtained from MITBIH database. Eight different types of heartbeats (N, j, V, F, f, A, a, and R) were analyzed. 
Introduction
Electrocardiogram (ECG) is a record of heart's electrical activity. Most of the cardiac disorders, called arrhythmia, may appear anytime during a day. In 24-h long term records, over 100,000 beats per day need to be analyzed. Manual analysis of electrocardiographic signal by cardiologists through visual inspection requires too much time. As a result, computer-aided, automated electrocardiographic signal analysis for arrhythmia classification has been an active research topic for the last couple of decades.
For this purpose, various methods are used in the literature including linear and nonlinear classifiers [1] [2] [3] [4] [5] [6] [7] [8] [9] . In addition to the classical methods such as the nearest mean classifier, k-means, k-nearest neighbor, naive Bayesian, and neural network classifier, there are many newly proposed nature-inspired algorithms, as well as some other hybrid methods for ECG arrhythmia classification. Some of them are ant colony optimization (ACO) [10, 11] , genetic algorithm (GA) [12, 13] , particle swarm optimization (PSO) [14, 15] , and artificial bee colony (ABC) [16, 17] . Nature-inspired algorithms may imitate a process in nature or may use an approach simulating some intelligent behaviors of social animal groups in nature such as bird flocks and ant or bee colonies. These kinds of algorithms are called swarm intelligence (SI) algorithms.
This study focuses on the ABC algorithm which is one of the recent swarm intelligence methods. The ABC algorithm was first proposed by Karaboga, inspired by the foraging behavior of honey bee colonies [18] . clustering [16, [24] [25] [26] and developed its variants and derivatives [19] [20] [21] [22] [23] . Also, there are detailed survey studies about the ABC algorithm [27, 28] .
ABC is a simple and flexible algorithm; it uses few control parameters. It can converge to the global best solution because of its random search mechanism. Unlike some classical methods, it does not get stuck at local good solutions. The k-nearest neighbor (KNN) and neural network (NN) classifiers are widely used classical methods to solve the data classification problem. KNN is a supervised method which stores all training samples in memory and makes the classification of test samples by using a similarity measure. It is a simple and relatively high-accuracy algorithm [29, 30] . It does not have a training phase; however, during the test phase, it must make distance calculations between the test sample and all training samples, which makes it not so suitable for real-time systems. Self-organizing map (SOM) is a type of artificial neural network (ANN). It was introduced by Kohonen in 1982 and is used in many applications [31, 32] . SOM network is trained using unsupervised learning to produce a low-dimensional representation of the input space of the training samples, which is called a map. By using the class information of output nodes in the map, classification of unknown patterns can be performed. Ant colony optimization (ACO) is a clustering algorithm based on the ant system which was developed by Dorigo in 1991. It is a multiagent system which has interactions between its agents, converging to an optimal solution. It is applied to various real-life problems [33, 34] .
In this study, the ABC algorithm was modified by using a new control parameter, i.e., scout conversion threshold ratio (SCTR) [16] , and also the fitness function was updated. A classifier based on the modified ABC algorithm, called MABC, was applied to the ECG dataset. MABC algorithm-based classifier result was compared with two other classification methods, i.e., KNN and SOM. During this comparison, the effect of iteration number and network dimension in the SOM algorithm was evaluated. Experimental results showed that the MABC algorithm classifier has the highest classification accuracy on this dataset among the compared methods.
The rest of this paper is organized as follows. In Section 2, we present the ABC algorithm and its modified version, as well as other classification methods which are used in this study. ECG dataset details and feature extraction method are introduced in Section 3. In Section 4, classification results of the three methods on ECG dataset and discussion are presented. Finally, we conclude the paper in Section 5.
Classification methods

The ABC algorithm and its modified version
The ABC algorithm is a nature-inspired, population-based algorithm. Honey bee swarms have a specific behavior for foraging. They can find a food source by random search, evaluate its value, memorize its location, and share that information with other colony members, so those other bees can go directly to the food source without random search. By using this method, they can exploit the richest food sources in the shortest time and making the least effort possible.
Positions of food sources around the hive represent possible solutions of the problem. The nectar amount in a food source represents the fitness of these solutions. There are three types of bees in the ABC algorithm: employed bees, onlooker bees, and scout bees. Employed and onlooker bees execute the exploitation process, while scout bees execute the exploration process [14] .
In the ABC algorithm, each employed bee works on a food source. It represents the location of a possible solution. That location is defined by a p-dimensional vector in the solution space. During the best solution search process, Eq. (1) is used.
r: randomly selected another employed bee, r ̸ =q; m: randomly selected dimension;
φ : random number between [ −1, 1]; t: iteration number in the search process; g: cluster number.
In the original ABC algorithm, during the search process if there is no fitness improvement at a location of an employed bee during the last "limit" iteration steps, that location is abandoned, and that employed bee becomes a scout bee. Scout bee restarts to search at a random location. This mechanism avoids being stuck at local good solutions and enables the algorithm to find the global best solution. However, it has also a negative effect on performance. When an employed bee finds a good location, even it could be the best possible location; there may be no improvement on fitness value after a high number of iteration, bigger than the "limit". The original ABC algorithm abandons that location and the search starts at a random location. This causes the location of that good solution to be forgotten. To avoid this problem, we introduced a new control parameter called the scout conversion threshold ratio (SCTR). In the modified ABC algorithm, a location is not abandoned if that location has a good fitness value. SCTR can be chosen between [0.5, 0.99]. In this study, we used 0.7 for it. By using this modification, higher classification accuracy can be achieved. In a previous study, we tested the original ABC algorithm-and MABC algorithm-based classifiers on a different dataset. In that dataset, there were three beat types: N, V, and A. Arrhythmic beats V and A have subtypes, we used each of them as a different class, so we worked on a 7-class dataset. A total of 8848 normal and arrhythmic heartbeats were analyzed. Only time domain features were used as they were sufficient to classify those beat types. The ABC algorithm-based classifier had 98.33% accuracy, while the MABC classifier achieved 99.30% accuracy on that dataset [16] .
In the original ABC algorithm-based classifier, minimizing the fitness function is aimed to find the best cluster centers. Fitness is defined as the sum of distances of the training patterns to the nearest cluster center. This may result in low classification accuracy, when there are unbalanced samples in different classes of datasets.
Heartbeat types have such a characteristic. Number of normal beats is much higher than that of arrhythmic beats in ECG. In this study, we used classification accuracy as fitness function. That modification improved the classification result.
Flowchart of the MABC algorithm is provided in Figure 1 .
Other classification methods: SOM, KNN, and ACO
SOM is a type of artificial neural network, also called Kohonen's network. Training of this network is an unsupervised learning process, producing low-dimensional (usually 2-dimensional) representation of input space of the training samples, called a map. Structure of SOM can be found in [31] . SOM is different from other neural networks as it uses a neighborhood function to update weights of each node during training process.
Once the training phase is completed, a class label is assigned to each node, according to maximum number of class training samples which are closest to that node. Test samples are classified with class label of the nearest output node's label.
KNN classifier is an instance-based learning method, which stores all training sample vectors. It is a very simple and effective method especially for high-dimensional problems. It classifies the new unknown test samples based on similar training samples. Similarity measure is usually the Euclidean distance. All the sample Locate the Ne employed bees to the randomly selected sample vector pos t ons. Calculate the f tness values of these locat ons.
Cycle=1
For all employed bees: -F nd a new locat on, near to the prev ous locat on, calculate the f tness value. -Apply the greedy select on, keep the better locat on wh ch has better f tness. -Abandon that locat on f there s no mprovement dur ng the last "L m t" t mes of search. at employed bee becomes a scout bee.
For all onlooker bees: -Calculate the probab l ty values of all employed bees. -Choose an employed bee by us ng roulette wheel mechan sm, f nd a new locat on near to t, calculate ts f tness value. -Apply the greedy select on, keep the better locat on wh ch has better f tness. vectors in the training set are used for classification of test samples. Therefore, it has a disadvantage in terms of required memory space and test time.
The ACO algorithm is a nature-inspired problem-solving method. For the clustering problem, ants visit other nodes randomly and they lay some pheromone on that path. After several iterations, total pheromone on a path between close nodes raises, while the pheromone on longer paths evaporates. Finally, certain number of clusters are formed.
ECG dataset and feature extraction
Heartbeats can be classified as normal and arrhythmic beats. Arrhythmic beats are indications of heart diseases; they are defined by their features. In this study, the analyzed ECG data is obtained from the MIT-BIH database, which was developed by Massachusetts Institute of Technology. Detailed description of the database can be found in [35] and it can be downloaded from physionet website (http://physionet.org/physiobank/database/mitdb/).
ECG dataset
The following heartbeat samples were obtained from the MIT-BIH database and classified in this study: normal . These records were chosen to include ventricular, supraventricular, and junctional arrhythmias and conduction abnormalities. Some of the heartbeat type samples are limited, so especially those records were used to increase the number of the analyzed arrhythmic beats as much as possible. Randomly chosen samples were included in the training and test sets. About 50% of the arrhythmic heartbeat samples were used for training. As there were many normal beat samples, about 10% of them were used. Number of beats for each heartbeat type is shown in Table 1 . 
Feature extraction
ECG signals include noises such as motion artefact and power line noise. The Pan-Tompkins algorithm-based Physionet "physio toolkit, ecgpuwave" software was used to filter the noises and also to detect the beginning and end, as well as the peak points of p, qrs, and t waves in ECG signal. A feature extraction software program was developed, and 38 different time domain features were calculated [16] .
In addition to time domain features, some types of heartbeats such as fusion beats need frequency domain features to have better classification accuracy. The discrete Fourier transform (DFT) of a window, which included 256 sampled data points around the R-wave peak, was used for this purpose. The DFT generated 128 coefficients, about 40 of which had significance.
In order to find the most divergent features, we used divergence analysis in this study. By utilizing the within-class (W) and between-class (B) covariance matrixes, divergence analysis provides the divergence values of features [36] . For a given feature, if it makes the between-class distribution higher (samples in different clusters are dissimilar to each other) and the within-class distribution is lower (samples in the same cluster are similar to each other), then that feature is a high-divergent one.
a. "N" type heart beat samples n record 101 b. "j" type heart beat sample n record 201
c. "V" type heart beat sample n record 116 d."F" type heart beat samples n record 208
e. "f" type heart beat sample n record 217 f. "A" type heart beat sample n record 202
g."a" type heart beat sample n record 201 h."R" type heart beat samples n record 212 By using divergence analysis, we reduced the 38 time domain and 40 frequency domain features down to a total of 15 features. Time domain features can be listed as follows: (1) P-wave existence, (2) R-peak height, (3) QRS area, (4) absolute QRS area, (5) minimum value between R-to-R peaks, (6) time interval between R(t)-to-R(t-1), and (7) time interval between R(t +1)-to-R(t). Frequency domain features are DFT coefficients 3, 23, 2, 10, 4, 5, 1, and 16.
Results and discussion
In this study, the developed classification software based on the MABC algorithm was executed on a computer which has 2.53 GHz Intel Core i5 processor and 3 GB RAM. The software was developed and run on Mathworks MATLAB. Once the cluster centers were calculated in training phase, 8735 test samples from eight different clusters were classified in 3.52 seconds.
There are three main control parameters in the standard ABC algorithm: bee number in hive (N), MCN, and limit. The MABC algorithm has random search characteristics. Therefore, for a combination of a control parameter set, the program is executed 5 times on training set. The best result cluster center set is used to make classification on the test set. Confusion matrix result of the MABC classifier on ECG test dataset is shown in Table 2 . Classification accuracy is defined as the number of total true positive test samples over total test samples.
According to the confusion matrix in Table 8 , MABC classification accuracy on this dataset was found as 97.18%.
In addition to system classification accuracy, there are three other standard metrics to quantify the performance of the system: sensitivity (Se), specificity (Sp), and positive predictivity (Ppr) [16] . We used them to evaluate the results of our method. Performance statistics of the MABC classifier is shown in Table 3 . Kohonen's SOM algorithm has two control parameters: iteration number and number of nodes. In order to find out the effect of the network size (node number) and iteration number on classification accuracy, 36 tests were run by using D = 10, 14, 20, and 30; iteration no = 10000, 20000, 30000. For each parameter set, 3 tests were run. Kohonen's SOM classifier test results by using different control parameters are presented in Table 4 . Average classification accuracy increases by higher iteration numbers. However, calculation time also considerably increases by larger network size and higher iteration number. Also, classification increase rate gets lower after 20 × 20 network. We used the best of these test results to compare them with those of other methods. The best accuracy achieved with the SOM classifier was 94.88%. Confusion matrix result of the SOM classifier on the ECG test dataset is shown in Table 5 . True heartbeat types Classification accuracy and sensitivity values of beat types using different classifiers on the test set are given in Table 8 . Classification time of different classification algorithms are provided in Table 9 . Table 7 . Confusion matrix result of the ACO classifier on the ECG test set.
True heartbeat types 
Conclusion
In this paper, a nature-inspired algorithm, the modified ABC (MABC), classifier was developed and applied on an ECG dataset for heartbeat classification. It has few control parameters and an easy-to-use and flexible algorithm. It detects and classifies heartbeat types automatically, which helps medical doctors, cardiologists to analyze long-term ECG records. The result of the MABC on the ECG dataset was compared with those of other classifiers. Among other classifiers, the best performing methods were KNN, Kohonen's SOM, and ACO, whose results are presented in this article.
Feature set has an important effect on classification accuracy while analyzing ECG signals. By using the most divergent time and frequency domain features in the MABC algorithm, high classification accuracy (97.18%) was achieved by the MABC classifier, better than that of the other analyzed methods, i.e., KNN, SOM, and ACO classifiers. In total, 8 different types of heartbeats are classified with high-sensitivity values.
KNN has high-sensitivity values for arrhythmic beats, but it has relatively low sensitivity for normal beats. Another disadvantage of KNN is calculation time on test phase. It has to make distance calculation between test sample and training samples. Also, it needs much higher memory capacity to store the training samples, while the MABC needs to store only the cluster centers.
The SOM classifier has good sensitivity for some beat types, but it has low sensitivity for f-and a-type beats. Also, it has relatively low sensitivity for normal beats. The ACO has high sensitivity for most of the arrhythmic beats, and relatively low sensitivity for normal beats and A-type beats. Although it has lower sensitivity for normal beats, it has the second best accuracy result among the analyzed methods.
The MABC classifier can do classification on test samples quite fast, which enables this method to be used in real-time systems with high accuracy. In addition to the ECG dataset, the MABC classifier is applied to other datasets such as IRIS, PIMA, and BUPA. The results show that the MABC can be used to classify different types of datasets successfully.
In this study, eight different types of heartbeats were classified. These are the most common beat types in the MIT-BIH database. In future studies, classification accuracy can be analyzed for more numbers of beat types. In order to increase the accuracy and beat type sensitivity values, new features can be used. Wavelet transforms can be used to extract new features. Some heartbeat types such as V-type (PVC) beats can have multiple morphologies, in other words one class can consist of more than one cluster. For those types of beats, multiple clusters can be used for the same class sample data to improve the sensitivity.
Considering the high classification speed, in future studies the MABC classifier can be used to analyze and classify other biological signals in real time such as EMG and EEG. For this purpose, various feature extraction methods must be applied on datasets to find out the optimum feature set to obtain maximum divergence.
