Abstract-Surgical manipulators are increasingly capable of approaching deep-seated pathologies through convoluted pathways due to the advances in the field of continuum robotics. This class of robots can be, in most cases, accurately modeled as a chain of cylindrical shapes. In order to safely and seamlessly telemanipulate these robots, which have complex nonintuitive kinematics, haptic guidance schemes have been developed that rely on accurate proximity queries (PQ) to calculate the distance between the continuum robot and the anatomy. This letter introduces an approach to accurately model the continuum robots using cylindrical-shaped segments with spherical or flat caps and then efficiently calculate the shortest distance to a triangle mesh. Implementations of efficient, analytical narrow phase PQ calculations for simple and complex geometrical primitives suitable for parallel computing hardware are presented together with an experimental validation which show improved performance suitable for real-time robotic applications. An in silico experiment comparing various root-finding algorithms, which are commonly used in PQ calculation or other optimization tasks are compared to assess their suitability when executed on different hardware. The implications of these experimental results are discussed, in particular with regards to the selection of a suitable proximity query algorithm depending on the available parallel computing hardware. Finally, an outlook of future improvements for dense dynamic anatomies is presented.
I. INTRODUCTION

F
INDING the closest points between two objects is the objective of proximity query (PQ) algorithms. PQ algorithms have been intensively investigated in the literature and are essential to various fields, such as computer graphics [1] , robot collision detection and avoidance [2] , and haptics including active constraints/virtual fixtures [3] . In robotic surgery safe manipulation is dependent on accurate proximity calculations to avoid trauma and inadvertent tissue damage [4] , [5] . In partic- Fig. 1 . Illustration of a concentric tube robot in brain ventricles featuring a light source, a camera, and a working channel at the tip. The colour indicates the distance from the robot's segments to the anatomy. The lines connect respective closest points between segments on the robot and the anatomy. ular, the emerging field of surgical continuum robots, in which manipulators are designed to follow convoluted pathways to approach deep seated pathologies through a single incision or natural orifices, requires accurate information about proximity to the delicate anatomy since often both robot control and haptic feedback rely on it [6] , [7] .
To efficiently evaluate the constraints for the manipulator, spatial partitioning and bounding volume hierarchies are common approaches [8] . Their initial generation, however, is often time consuming and therefore not suitable for highly dynamic environments [5] . Alternatively, computations are divided into a broad phase, to quickly reject combinations of objects that are sufficiently far apart, and a narrow phase to accurately determine the distance of the remaining objects. Broad phase collision detection commonly uses bounding volumes such as AABB, OBB, sphere, or torus [1] . These, however, do not address the accurate distance calculation itself. Some narrow phase algorithms are based on Voroni regions [9] , [10] to determine the shortest distance via an iterative process. Other algorithms determine proximity by iteratively optimizing the distances of simplicies of convex shapes [11] , or represent the objects as implicit surfaces [12] . Although very efficient, they are sensitive to the initial guesses and are therefore mainly used in tracking applications, where closest points between robot and environment shift mostly locally, due to continuous motion. However, some application such as sampling-based approaches used in path planning or continuum robot design, do not necessarily provide good initial guesses for the proximity calculation [13] .
Recently, an optimization approach to calculate the closest distance between a triangle and a generalized cylinder/cone was presented, providing realtime proximity queries for active constraint applications using stream processing on a GPU [3] . The approach iteratively minimizes the distance between a cylinder/cone shape to the triangle and uses mesh culling in a preceding broad phase step to speedup overall computation time. Analytical solutions to calculate the shortest distance between geometric primitives do not make any assumptions of the investigated structures and are not sensitive to initial guesses. Furthermore, many of the aforementioned efficient broad phase and near phase techniques use analytical solvers for very simple primitives such as spheres, lines, or segments. However, sometimes those primitives cannot accurately describe continuum robots with flat endings and changing radii, see Fig. 1 . Such robotic devices are for example used for procedures to inspect and image pathologies [14] , [15] or to remove tissue using suction [16] . Additional end-effectors like grippers can be modelled with standard polygon meshes.
This letter introduces a mathematically and conceptually different approach to [3] for calculating the shortest distance between a cylindrical primitive and a triangle. It contributes on efficient calculation of the shortest distances of simple geometries such as segments, by avoiding branching in the instruction sequence. Furthermore, the analytical computation of shortest distances of a triangle to different cylindrical primitives, namely a capsule with spherical ends, a cylinder with flat ends, and a hybrid of the two is presented. These primitives are used to accurately model the surface of a continuum robot. To create the model an algorithm is formalized to generate a chain of different cylinder shapes based on the robot's centreline and radii. Finally, simulations are conducted to compare the presented work to existing algorithms, including a study to assess the suitability of various root-finding algorithms used in PQ calculation and other optimization tasks, on different computing hardware.
Note the := operator denotes assignment to define helper variables, and the scalar product of two vectors a, b is denoted as: a, b .
II. OPTIMIZATION FOR BOUNDED PRIMITIVES
Most geometric primitives used to describe anatomy or robotic tools have parameter bounds in their description.
For two line segments S and U , consisting of points S 0,1 and U 0,1 respectively
the squared distance S − U 2 is known, see [17] , to be calculated as, and finding the shortest distance is equivalent to solving,
which is satisfied by
Since both parameters are bound to the interval t, v ∈ [0, 1] the solution in (5) is only valid iff the closest points described by the parameter lie between the respective end points. A simple clamping of the two parameters using,
to bound them to the interval [0, 1] such that the lower and upper bounds are v lo = 0, and v hi = 1 respectively, is incorrect. The issue with clamping is illustrated in Fig. 2 . Therefore, one approach is to use decision trees, to identify the correct parameters [17] . These decision trees are implemented as if-/else-statements, and allow to postpone floating point divisions until they are required. However, modern processor architectures, in particular accelerator hardware (e.g. GPU, or many integrated core architecture (MIC)), are time sensitive to branching in the instruction sequence. To overcome this clamping, using (6), can often be used to avoid if-/else-constructs such that branching is reduced. For example, the correct parameters to calculate the shortest distance between two segments, can be formulated as,
This approach 1 , of avoiding branching using clamping-, min-, or max-functions, can also be used for other shortest distance calculation such as point to triangle, or more simple primitives, as described in Section III-A. Fig. 3 . Geometrical description of a disc. The disc consisting of the interior R i area and the boundary circle R b , and is determined by the centre W c , the normal W n of the plane it lies in, and the radius W r .
III. SHORTEST DISTANCE TO CONTINUUM ROBOT
Calculating the shortest distance between two segments is an important component to analyticity calculate the shortest distance between a triangle and a cylinder that represents the continuum robot. The cylinder's centreline can be considered as a segment, and the triangle's edges too. The second important component is to consider the flat ends of a cylinder. The ends of a cylinder are denoted as disks, and a disk is defined by W c (centre point), W n (normal), W r (radius), as illustrated in Fig. 3 . In contrast to the circle C ∼ = {C c , C n , C r } which is a curve (one dimensional primitive) the disk represents a surface (two dimensional) in R 3 . Meaning the interior of the circle is part of the disk primitive. In the following P A |B denotes the closest point on primitive A in a shortest distance calculation between the objects A and B. The respective shortest distance is denoted as d A |B .
A. Point to Disc
The calculation of the shortest distance between a point P and a disc W ∼ = {W c , W n , W r }, is similar to calculating the distance between a point-plane, where the closest point on the plane is restricted to a distance interval of [0, W r ] to the disc's centre:
Where the closest point on the disc to P isP W |P andd W |P the distance value.
B. Segment to Disc
The shortest distance between a line segment S ∼ = {S 0 , S 1 }, with S 0 , S 1 denote the end points of the segment, and a disc can be calculated by adapting the calculation approach of a line to a circle, [18] . For a point P (s) on a parametrized curve, the point closest to P (s) on the circle C ∼ is denoted asP C |P s . It can be calculated as: and thus the squared distance is:
Defining the curve as a segment in parameter form,
with A = (S 0 +S 1 ) 2 the centre point of the segment, B =
the unit direction vector of the segment, and s is the bounded parameter within the interval
The shortest distance can be calculated by solving for the roots of the squared distance derivative (
, which is equivalent to finding the minimum of (16) , and requires to solve for the roots of:
which represents a quartic polynomial in s. Thus, the real roots of (18) which are in the bounds of s represent local extrema for the distance. Since the bounds of s are known the global minimumŝ is either at those bounds or at one of the local extrema, such that the closest point to the segment is found by substitutingŝ into (15) . The point on a segmentP S |W closest to a disc can be calculated based on: i. the point on a segment closest to a circleP S |C , and ii. the point on a segment closest to the plane (E w plane in which the disk W ∼ lies)P S |E w .P S |W is calculated as,
C. Plane to Disc
For a plane E ∼ = {E p , E n }, with E p a point on the plane and E n the normal of the plane. The point on the disc closest to the disc is calculated as, 
D. Triangle to Disc
To calculate the shortest distance between a triangle and a disc two cases have to be considered. The shortest distance can be between the triangle's interior R 
and defining the boundary R b T as three segments,
so that the shortest distance between R b T and the W ∼ is calculated as:
using (19) in combination with (21) yields the shortest distance between a disk and a triangle:
E. Triangle to Capsule and Cylinder
The shortest distance of a triangle T ∼ to a capsule K ∼ = {K p0 , K p1 , K r }, see Fig. 6(b) , is calculated based on the shortest distance of a segment to a triangle d S |T , see [17] for a mathematical and algorithmic description. Defining a segment as S ∼ K = {K p0 , K p1 } the point on K ∼ closest to T ∼ donated aŝ P K |T , is calculated as:
which means that the distance is calculated as:
In contrast a cylinder Z ∼ = {Z p0 , Z p1 , Z r } with flat caps, see Fig. 6 (a), requires to consider the previously derived distance measures between a disc W ∼ in case the closest point on the segment S ∼ Z = {Z p0 , Z p1 } to the triangle is identical to one of the end points of the segment. In that case the shortest distance has to be calculated as a disk W ∼ Z to triangle T ∼ problem. In conclusion the distance between a triangle and a cylinder is calculated as where the respective disks in (29) are defined as
, Z r , and (30)
The respective shortest distance is calculated as the euclidean distance between the respective closest points on the triangle and cylinder,
whereP T |Z is the respective closest point on the triangle which is calculated while evaluating (29), and follows the three different cases such that it lies on one of {P T |W Z 0 ,P T |W Z 0 ,P T |S Z }.
F. Continuum Robot to Triangle
Continuum robots can be described as a chain of cylinders, where the centre line of that series describes a polygonal curve in R 3 . However, a simple cylinder description is not ideal for continuum robot as depicted in Fig. 7(a) since it results in a gap at the interface of two cylinders. This can be avoided if capsules are used, see Fig. 7(b) , at the disadvantage of spherical caps at the ends. This, however can be avoided, if the two end segments of the robot are instead described as hybrid, where one end is flat and the other spherical, see Fig. 7 (e); which however is not suitable if the distance between segments is smaller than the radius, see Fig. 7(c) , or if the radius is changing, see Fig. 7(d) .
An alternative approach is suggested in the following, which employs a forward and a backward iteration over the segments to determine if a spherical cap at the beginning or end of each segment is suitable. The approach is presented in Algorithm 1. Its utilization results into surfaces for continuum robots as depicted in Fig. 7 (f) and (g), and it can handle variating radii along the robot centreline, see Fig. 8 .
In order to use the presented hybrid segments in a proximity query, a modified cylinder description is required. Each segment is described as Z ∼ = {Z ∼ , S B , S F }, in which S B describes a backwards facing sphere at Z p0 , and S F a forward facing sphere at Z p1 . Furthermore, this results in an adjusted closest point calculation:
IV. ROOTS OF POLYNOMIALS
As shown in the previous section, solving for roots of polynomials is a common problem in optimization tasks.
As presented in (18) solving the roots of a quartic polynomial is required, to calculate the shortest distance between a line, or segment to a circle. Similarly, polynomial root solving is required for calculating the shortest distance between circles in R 3 or the overlap area of ellipses in R 2 , [19] . It is a well investigated problem, whose solution is crucial to many robotic applications from proximity queries, to imaging [20] , and path planning [19] .
There are closed form solutions for polynomials of degree one to four. However, due to limited numerical precision of floating point numbers, the result based on closed form computation can severely deviate from the correct solution. Although there are implementations for more robust closed form root finding, e.g. for quadratic polynomials:
a common alternative approach is to use iterative algorithms to find roots. Those approaches are more general and can determine roots of polynomials of degree higher than four. Common numerical and algebra software solvers use the Jenkins-Traub, or companion matrix method, furthermore the polynomials used here have real coefficients which makes the Bairstow's method a suitable candidate. The Laguerre method is also commonly used, but not further investigated here. Properties of selected algorithms are listed in Table I . Furthermore, experiments were conducted to evaluate how different root solving algorithms perform on parallel computing hardware. Where the roots of multiple polynomials are solved in parallel, using one of the mentioned serial algorithms, the results are reported in Section V-C.
V. EXPERIMENTAL RESULTS
A. Branching Optimized Distance Measures
The reduction of branching in distance calculations is based on clamping of the respective parameters of the investigated primitive. The benchmarks are performed using pseudo-random data, its generator is seeded in each benchmark identical, to ensure comparability.
a) Segment to Segment: The first benchmark highlights the computational improvements achieved when removing all if-/else-statements and replace them by clamping as presented in (7), (8) . Clamping does not result in branching, which can be assessed by inspecting the produced assembly code. Benchmark results are listed in Table II . Experiments were conducted on a CPU (Intel Core i7-3770, single thread, C + + implementation), a MIC (Intel Xeon Phi 7120P, OpenCL implementation), and a GPU (AMD FirePro W5000, OpenCL implementation). The results are listed in Table II . On the CPU the improvements are most pronounced when using 80 bit floating point numbers, which might be due to the reduced instruction set for 80 bit floating point numbers. The parallel computing hardware shows larger improvements, in particular the GPU hardware suffers from branching since shader units of one compute unit have to process the instructions, which can result that shader units have to wait when branching occurs.
b) Vertex to Triangle: Results for the point to triangle calculations show greater improvements on the CPU than the segment to segment calculation, see Table III . However, on the GPU the improvements were marginal. If-/else-statements were not fully removed but only reduced, which might explain why the GPU did not benefit much from implementation alterations.
B. Shortest Distance Continuum Robot to Triangles
The following benchmarks are based on realistic data sets. The triangle mesh is based on a segmented computed tomography (CT) scan of a pig's brain ventricle. The original mesh consisted of 6000 triangles, which were subdivided, maintaining the surface, and their sequence was randomized to generate a high number of unorganized triangles for the following benchmark. Cylinder/capsule segments are based on a kinematic solution of a concentric tube robot (CTR). For all benchmarks 30 segments are used, to be able to compare the results to [3] . Since this letter focuses on the analytical solution to calculate the shortest distance between primitives, no broad phase approaches are benchmarked. All benchmarks are based on exhaustive calculations to determine the shortest distance between all primitive pairs. The implementations are all based   TABLE II  BRANCHING OPTIMIZATION: SEGMENT TO SEGMENT   TABLE III  BRANCHING OPTIMIZATION: VERTEX TO TRIANGLE on OpenCL and the employed hardware is a dual-socket server CPU: 2xIntel Xeon E5-2637v3 (2x8 threads), and a single GPU: 1xAMD FirePro W9100 (2816 shader units).
c) Cylinders Z ∼ to Triangles T ∼ : In this benchmark the segments of the CTR are all modelled as cylinders Z ∼ , meaning that an expensive triangle to disc calculation (25) has to be computed, which involves calculating the roots of a quartic polynomial. The root finding, in the presented benchmark is based on a closed form solution implementation which gave the fastest results. Fig. 9(a) , shows the computational times for different numbers of triangles.
d) Modified Cylinders Z ∼ to Triangles T ∼ : In a second benchmark the modified cylinders are considered and distances are calculated according to (33). Since the CTR consists of three sections four flat discs have to be considered (proximal end, two along the centreline, and tip), see Fig. 8(b) . All inner sections are considered as capsules. In this benchmark employing the companion matrix approach for the root finding showed best results. The timing results are depicted in Fig. 9(b) .
e) Capsules K ∼ to Triangles T ∼ : The last proximity query benchmark describes the CTR as multiple capsules. The results are depicted in Fig. 9(c) .
f) Discussion: The benchmarks show that the cylinder description provides the slowest computation times, which can be attributed to necessary computationally intensive root finding. Furthermore, it shows that the computation advantage using 32 bit floating point in comparison to 64 bit floating point is less pronounced and the GPU loses some of its advantage in comparison to the other two benchmarks. When compared to the K ∼ benchmark using Z ∼ the CPU is in average 2.29x slower and the GPU 13.95x slower. Using the modified cylinder description Z ∼ only little computation speed is forfeited in comparison to K ∼ the CPU is as fast, and the GPU is 1.10x slower in average.
When compared to benchmarks in [3] , which uses a different primitive description, to model robotic manipulators, denoted as P comp a significant speed advantage of the approach presented here is apparent. The computational duration and a normalized performance indicator, to account for differences in the GPU, show the efficiency of the presented shortest distance calculation for Z ∼ , see Table IV .
Although, [3] uses a more general description, the presented primitive Z ∼ suits many continuum robots very well and might be even more accurate than [3] , which omits to consider the cap at the end points of the robot. The normalized performance index Table IV shows for all primitives presented in this letter a lower computation time even when considering the very expensive Z ∼ primitive which requires very often root finding. When using the proposed modified cylinder primitive Z ∼ computation times are reduced by a factor of more than 36, using a CTR with three 6 RANDOM POLYNOMIALS different tube radii. Distance calculations were performed with meshes consisting of 10 4 triangles, to match those typically used in surgery [3] , [13] . The corresponding GPU computation time required for 30 robot segments was 0.22 ms (double) and 0.09 ms (float), making it suitable for real-time application such as haptics or robot control.
C. Polynomial Roots
The final benchmark evaluates different approaches to find roots of polynomials with real coefficients, see Table V . During each benchmark 1×10
6 random real polynomials with coefficients in the range [−100, 100] were constructed using an equally seeded pseudo-random number generator. The algorithms were all implemented in OpenCL and executed on a CPU (2xIntel Xeon E5-2637v3) and a GPU (1xAMD FirePro W9100). Where each compute element is tasked to find the roots of one polynomial, meaning a non-parallelized algorithm was used for an individual polynomial.
The results in Table V show that the closed form solution is particularly fast on the CPU. On the GPU it is still the fastest, however compared to the CPU the difference to the other algorithms is less distinct. Bairstow's method performs overall very fast on both hardware, however it is sensitive to initial guesses, which might be problematic for some applications. The companion matrix approach is the slowest on the CPU, which is expected since its complexity is O(n 2 ), see Table I . However, on the GPU the companion matrix is performing faster than Jenkins-Traub, which uses in its implementation many conditional statements, and is hence unsuitable for GPUs due to resulting branching. In essence, the benchmark shows that the Jenkins-Traub performs faster on the CPU and the companion matrix method performs faster on the GPU, for polynomials of degree smaller 16. However, with very high degree polynomials the companion matrix will potentially also perform worse on the GPU.
VI. DISCUSSION
The experiments in Section V illustrate that the reduction of conditional expressions are particularly advantageous for GPUs. This letter showed that the efficiency of an algorithm can depend on the computing hardware. The accurate description of continuum robots allows the reduction of unnecessarily high safety margins and thus could increase the safely reachable workspace of robots, while providing high-performance proximity computation. This enables real-time collision avoidance for haptic or robotic applications. The range of applications could be further increased by combining the presented work with broadphase [1] approaches or by employing knowledge about continuous and velocity limited motion [11] of continuum robots.
VII. CONCLUSION
This letter presents efficient proximity queries for continuum robots facilitating parallel computing hardware such as multi and many core CPUs as well as GPUs. Code optimization to speedup computation for PQ calculations by reducing branching using clamping operations are presented and evaluated for calculating the shortest distance between two line segments. Furthermore, an analytical approach to calculate the shortest distance between a triangle and different cylindrical primitives, namely cylinder, capsule, and a hybrid, modified cylinder are formalized and benchmarked. In particular, a short algorithm to generate a chain of modified cylinders based on the robots centreline and radii is presented and used to model a realistic surgical continuum robot. In comparison to other approaches from the literature, a significant speed up was measured. Finally, a study on different polynomial solvers is presented, which demonstrated that speed of a particular algorithm is dependent on the hardware type. Further work will focus on optimizing the root finding algorithm's implementation for the GPU since they slow down computation greatly. Furthermore, incorporating existing broad phase algorithms to avoid exhaustive searches will be investigated to enable proximity queries for dense dynamic anatomies within a few milliseconds.
