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Multi-task learning (MTL) is a hot topic in the field of machine learning and data 
mining. The goal of MTL is to improve its generalization performance by using the 
intrinsic relationships among multiple related tasks. MTL has been proven to be more 
effective than the traditional single task learning on many real-world problems. For 
example, the intelligent transportation, bioinformatics, web search rankings, vaccine 
design etc. However, in many real applications, there are some irrelevant (outlier) 
tasks among multiple related tasks. At the same time, when the training samples with 
high-dimensional features are trained by using MTL method, the number of feature 
dimension is much larger than the number of training samples. To simultaneously 
solve the problems of feature selection and outlier tasks in MTL. Therefore, MTL 
have been primarily researched in this paper. There are mainly three contributions: 
1) We combine the idea of MTL and the idea of attribute learning to human 
action recognition problem. We utilize MTL method to research the relationships 
between target tasks and attribute tasks, and take advantage of its relationships to 
model the human action recognition problems for obtaining multitask action 
recognition model. The experimental results show that the proposed method is 
competitive to other baseline method. 
2) In practical action recognition applications, MTL based on the trace norm 
regularized can well learn the intrinsic relationships among multiple related tasks, but 
trained model parameters are dense, so the feature of model does not have good  
discriminant ability. To solve the problem of feature selection in MTL, we introduce 
the sparse item in the process of training model parameters to select high 
discriminative features from the original feature space. To quickly solve the low rank 
non-smooth convex optimization problem, we introduce the adaptive penalty linear 


















3) In many MTL action recognition methods, they assume that all tasks are 
related while some other tasks are irrelevant (outlier). To solve the problem of outlier 
tasks in MTL, We propose a MTL action recognition method based on sparse 
structure and weight related graph. First, we can construct the weight related graph by 
using weight adjacency graph, this graph can describe the intrinsic relationships 
among multiple related tasks in detail, and has ability to identify outlier tasks. Then, 
we combine the weight related graph and sparse norm as a constraint term of MTL to 
multi-task learning. Finally, this method is a non-smooth convex optimization 
problem, we adopt APM method to solve this optimization problem.  
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