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I. INTRODUCTION

S
EQUENCES with low correlation find many applications in wireless communications for acquiring the correct timing information and distinguishing multiple users or channels with low mutual interference. Also, sequences with variable alphabet size are suitable for adaptive modulation schemes, where variable data rates can be supported by wireless systems according to channel characteristics. In addition, a large number of distinct sequences are required for supporting as many distinct users or channels as possible.
Sidelnikov sequences introduced in [1] are polyphase sequences with low correlation and variable alphabet sizes, represented by multiplicative characters. For prime and positive integers and -ary Sidelnikov sequences of period have the maximum out-of-phase autocorrelation magnitude of 4. The binary case of the sequences has been also discussed in [2] . Kim and Song [3] showed that the cross-correlation of an -ary Sidelnikov sequence of period and its constant multiple has the maximum magnitude of . To obtain a large number of distinct sequences, Sidelnikov sequences can be employed in constructing a polyphase sequence family. The efforts on the family have been initiated by Guohua and Quan's observation [4] on the correlation properties of the binary sequences obtained by the shift-and-addition of Legendre sequences of prime period . In [5] , Rushanan applied the Weil bound to theoretically prove that the correlation magnitude of the sequences is bounded by . Inspired by [5] and [6] , Kim et al. [7] then constructed -ary sequence families from the shift and addition of Sidelnikov sequences. In [8] , Han and Yang summarized the known constructions, and using the same technique, they further constructed -ary sequence families with larger size than the known ones, but the same maximum correlation magnitude. Recently, Yu and Gong [9] refined the Weil bound to present general constructions for some known families. They also generalized the constructions by the addition of multiple cyclic shifts of Sidelnikov sequences. For more details on this topic including power residue sequences, see [3] and [6] - [10] . This paper studies the structure of Sidelnikov sequences and presents new constructions of polyphase sequence families from the structure. For prime and a positive integer , we show that -ary Sidelnikov sequences of period , if , can be equivalently generated by the operation of elements in a finite field , including a -ary -sequence of period . The equivalent representation over requires low complexity for implementing the Sidelnikov sequences of period . Investigating the array structure of the sequences, we then discover that a half of the column sequences and their constant multiples have low correlation enough to construct new -ary sequence families of period , where each family has the maximum correlation magnitude of and (for even ), respectively. Moreover, we construct new -ary sequence families of period by combining the column sequence families with some known Sidelnikov-based sequence families in [7] and [8] . The new sequence families provide larger family sizes than the known ones with the same maximum correlation magnitudes. Finally, we show that the new -ary sequence family of period and the maximum correlation magnitude asymptotically achieves times the equality of the Sidelnikov's lower bound [11] when for odd prime . (1) where by the definition of the log operation. In (1), note that , which is different from the usual convention of in [12] . In this paper, however, we keep the convention of to maintain the definition of (1), which will be useful in representing Sidelnikov sequences in a simple form by multiplicative characters. For more details on the properties of multiplicative characters, see [12] and [9] .
We now present the definition of 
By (1) and (2), the modulated sequence of is represented by (3) where . Equation (3) represents Sidelnikov sequences in a simple form by multiplicative characters, without the indicator function used in [7] and [8] . . The sequence family is said to have low correlation if for small constants and . For more details on correlation and sequence families, see [13] and [14] .
C. Weil Bound
The Weil bound [15] gives un upper bound on the magnitude of character sums (or exponential sums). Based on the Weil bound described in [16] , we introduce the refined version supporting the assumption , which conforms to (3). 
In Proposition 1, in (4) and (5) can be replaced by , since where the equality is achieved if 's are monic, irreducible, and distinct. The replacement allows us to have no need of distinguishing whether or not the polynomials are distinct, which may be useful in computing the correlations of sequences [9] . Proposition 1 turns out to be very useful in determining the maximum correlation magnitude of a sequence family represented by multiplicative characters, where we only need to take into account the degrees and the number of roots in of each , a polynomial corresponding to a sequence or its cyclic shift.
III. STRUCTURE OF SIDELNIKOV SEQUENCES
In this section, we study the structure of -ary Sidelnikov sequences of period , where . Throughout this section, , is a primitive element in , and is a primitive element in .
A. Equivalent Representation of Sidelnikov Sequences
Theorem 1: An -ary Sidelnikov sequence of period , if , is equivalently represented by (6) where . In (6) , denotes the trace function from to [13] , [14] . In other words, , is equivalently defined by if if (7) where for . Proof: Let where from (2). Then (8) From (8), let . Then (9) Thus (10) If , then (10) implies Also, (7) is straightforward from (6).
Theorem 1 shows the remarkable equivalence from which an -ary Sidelnikov sequence of period , if , can be determined by the elements of the subfield , including a -ary -sequence corresponding to . Fig. 1 illustrates the implementation by the subfield elements and a -ary -sequence generated by a 2-stage linear feedback shift register (LFSR). In the figure, note that the feedback configuration of the LFSR is determined by the primitive polynomial of degree 2 over that defines . From the figure, the -ary Sidelnikov sequence can be generated by a log-operation table of size together with the 2-stage LFSR, while the original generation of (2) requires the table of size . The equivalent representation by the subfield elements, therefore, allows the efficient implementation of the -ary Sidelnikov sequence with low complexity.
B. Array Structure and the Column Sequences
In [17] , Gong introduced the array structure of a general sequence and presented new sequence families by exploiting the structure. Similarly, we consider the array of the -ary Sidelnikov sequence in Theorem 1. In the array, , where is a 6-ary Sidelnikov sequence of period 6. We also see that , and , respectively, and has a short period of 3, as described in Theorem 2.
C. Correlations of the Column Sequences
In Theorem 2, it is , that attracts our attention as a set of new -ary sequences. In the following, we establish a formal definition of the sequences. 
where is valid for even and odd prime . In (17) and (18) and .
Given the notations in Construction 1, the cyclic distinctness, the maximum correlation magnitudes, and the family sizes of and are shown in Theorems 5, 6, and 7, respectively.
Theorem 5:
Each pair of sequences in is cyclically distinct. As its subset, each pair in is also cyclically distinct for any possible .
Proof: In , it is obvious from [3] that all sequences in are cyclically distinct. Also, Theorem 3 has already proven the cyclic distinctness of sequences in . Therefore, we only need to prove that a sequence pair from and is cyclically distinct.
Let and (or vice versa). Then, and . Let and in (14) be the polynomials for and , respectively. In the sequence pair, , is defined by (19) where at , whereas for any in . For , (19) is represented as (20) where . For the cyclic distinctness of and , it is sufficient to show for , similar to the proof of Theorem 3. In (20) , , and for , neither nor is of the form for . Thus, it is clear that . Consequently, for some , and each sequence pair from and is cyclically distinct. Finally, each sequence pair in is cyclically distinct, and so is each pair in , a subset of .
Theorem 6:
The maximum correlation magnitudes of and are determined by
Proof: Let and be a pair of sequences in (or ). The maximum correlation magnitude of the pair is computed for the following cases, where we employ the notations in Proposition 1. In each case, we exclude a trivial in-phase autocorrelation of at , which drives each product character in to be nontrivial.
Case 1:
: In this case, and each of which is a constant multiple of an -ary Sidelnikov sequence of period . From [3] , the correlation of the pair is given by if if , it is immediate that the correlation magnitude is bounded by (18) .
From Cases 1-3, the proof is completed.
Theorem 7: The family sizes of and are given by if if
Proof: The family size of is straightforward from a simple counting of and . Similarly, the family size of is immediate from and for a fixed integer .
Remark 1: In Construction 1, if
, then we may define , where the correlation magnitude is bounded by in the same way as in the proof of Theorem 6. Although the family size is smaller than the other cases , it can be utilized in the combination of sequence families, which will be discussed in next subsection.
B. Combination of Sequence Families
We construct new -ary sequence families by combining the column sequence families introduced in the previous subsection, and known Sidelnikov-based ones in [7] and [8] .
Construction 2: Let be prime, a positive integer, and . Let be an -ary is the -ary sequence family presented in [7] , while is the -ary sequence family presented in [8] . Given the notations in Construction 2, the cyclic distinctness, the maximum correlation magnitudes, and the family sizes of and are shown in Theorems 8, 9, and 10, respectively.
Theorem 8:
Each pair of sequences in is cyclically distinct. As its subset, each pair in is also cyclically distinct.
Proof: in [7] and in Construction 1 imply the cyclic distinctness of sequences in the subsets of . For the cyclic distinctness of all sequences in , it is, therefore, sufficient to prove that each sequence pair from and is cyclically distinct.
Let and (or vice versa). Then, and . Let and be the polynomials for and , respectively. Then, , is defined by (22) where at and at , whereas for any in . For , (22) is represented as Similar to the proof of Theorem 3, it is easily checked that for any nontrivial , and , where . Hence, each sequence pair from and is cyclically distinct. Finally, each pair of sequences in is cyclically distinct, and so is each pair in , a subset of .
Theorem 9:
The maximum correlation magnitudes of and are determined by (23) Proof: Note that from [7] , and from Theorem 6. For ; therefore, it is sufficient to investigate the correlation between a sequence pair from and . Similarly, from [8] , and from Remark 1. Hence, we only need to examine the correlation between a sequence pair from and for . In computing the maximum correlation magnitudes, we use the notations in Proposition 1.
First of all, let and (or vice versa). Then and . Let and be the polynomials for and , respectively. Then (24) where , and . In (24), the monic polynomials and have a single root in , respectively. On the other hand, the monic quadratic polynomial has distinct roots in from Lemma 1. Obviously, all the polynomials are irreducible and distinct in . Moreover, , and , and in Proposition 1. Also, the product character is nontrivial from the cyclic distinctness of and . With the parameters, we are able to apply the bound of (4) Compared to [7] and [8] , and provide more cyclically distinct -ary sequences of period than the known Sidelnikov-based sequence families and , respectively, where and . Table I compares the parameters of well known polyphase sequence families with low correlation, where the last four entries are the new sequence families found in this paper.
Remark 2:
For , Table I shows that has the family size with , and has the family size with . In fact, it is sequence families [22] that provide the largest family sizes for the given maximum correlation magnitudes for . The advantage of and is that they have the flexibility by providing a variety of sequence periods and alphabet sizes that cannot be covered by the sequence families.
C. Asymptotic Behavior of
We examine the asymptotic behavior of when , and compare it to the Sidelnikov bound [11] . We introduce the bound on periodic correlation of nonbinary sequences, as described in [13] .
Proposition 2: [13] Let be a nonbinary sequence family of period and size . Let be a nonnegative integer. Then, the maximum correlation magnitude of is lower bounded by (28) Normalizing (28) by , we denote the equality of the lower bound as , i.e., 
