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Abstract
The negative impacts of ambient aerosol particles, or particulate matter (PM), on human health
and climate are well recognized. However, owing to the complexity of aerosol particle formation
and chemical evolution, emissions control strategies remain difficult to develop in a cost effective
manner. In this work, three studies are presented to address several key issues currently stymieing
California’s efforts to continue improving its air quality.
Gas-phase organic mass (GPOM) and CO emission factors are used in conjunction with measured
enhancements in oxygenated organic aerosol (OOA) relative to CO to quantify the significant lack
of closure between expected and observed organic aerosol concentrations attributable to fossil-fuel
emissions. Two possible conclusions emerge from the analysis to yield consistency with the ambient
organic data: (1) vehicular emissions are not a dominant source of anthropogenic fossil SOA in
the Los Angeles Basin, or (2) the ambient SOA mass yields used to determine th SOA formation
potential of vehicular emissions are substantially higher than those derived from laboratory chamber
studies. Additional laboratory chamber studies confirm that, owing to vapor-phase wall loss, the
SOA mass yields currently used in virtually all 3D chemical transport models are biased low by as
much as a factor of 4. Furthermore, predictions from the Statistical Oxidation Model suggest that
this bias could be as high as a factor of ∼8 if the influence of the chamber walls could be removed
entirely.
Once vapor-phase wall loss has been accounted for in a new suite of laboratory chamber exper-
iments, the SOA parameterizations within atmospheric chemical transport models should also be
updated. To address the numerical challenges of implementing the next generation of SOA models
in atmospheric chemical transport models, a novel mathematical framework, termed the Moment
viii
Method, is designed and presented. Assessment of the Moment Method strengths and weaknesses
provide valuable insight that can guide future development of SOA modules for atmospheric CTMs.
Finally, regional inorganic aerosol formation and evolution is investigated via detailed comparison
of predictions from the Community Multiscale Air Quality (CMAQ version 4.7.1) model against a
suite of airborne and ground-based meteorological measurements, gas- and aerosol-phase inorganic
measurements, and black carbon (BC) measurements over Southern California during the CalNex
field campaign in May/June 2010. Results suggests that continuing to target sulfur emissions with
the hopes of reducing ambient PM concentrations may not the most effective strategy for Southern
California. Instead, targeting dairy emissions is likely to be an effective strategy for substantially
reducing ammonium nitrate concentrations in the eastern part of the Los Angeles Basin.
ix
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1Chapter 1
Introduction
2Atmospheric aerosols, liquid and/or solid particulate matter (PM) suspended in ambient air,
play a central role in climate change and human health. Specifically, the total mass concentration,
size distribution, and chemical composition of aerosol particles determine their ability to influence
cloud formation and the extent to which they reduce visibility by scattering and/or absorbing light.
With respect to human health, inhalation of any aerosol population has hazardous health effects.
However, fine particles (particles less than 2.5 µm in vacuum-aerodynamic diameter) are able to
travel deeply into the human respiratory system and have been linked to irritation, reduced lung
function, irregular heartbeat, heart attacks, and premature death (USEPA, 2004).
The physical (e.g., size, number concentration) and chemical (e.g., composition, oxidation state)
characteristics of ambient aerosol particles are governed by the relative strength of various emis-
sion sources, both anthropogenic (e.g., vehicular emissions) and biogenic (e.g., volcanic, lightning,
terrestrial-biogenic, and sea-spray emissions), and the local meteorology, such as boundary layer
height, incident sunlight, cloud coverage, wind speed, temperature, and relative humidity. The rela-
tive importance of each emission source is obscured by complex, non-linear, and often unknown chem-
istry and microphysics that convert gaseous species into secondary inorganic and organic aerosols.
An additional complicating factor is that, owing to the relatively long atmospheric lifetime of aerosols
(days to weeks), the air quality of certain regions may be as sensitive to local emissions as it is to
emissions occurring 100-1000s of kilometers upwind. All of these factors make improving air quality
challenging.
A conceptually trivial solution to reducing the controllable fraction of ambient aerosol concentra-
tions would be to cease all anthropogenic emissions. However, when formulating emission regulations
and pollution control strategies, consideration should be given to financial factors such as the cost
and availability of current emission reduction technologies (e.g., perfect catalytic converters, battery-
powered transportation, effective carbon sequestration), the cost of fuel processing (e.g., petroleum,
coal, hydrogen), and the limited funding available for atmospheric research and the development of
new emission technologies. Because of these issues, removing all anthropogenic emissions is currently
not technologically/economically feasible, especially in developing countries such as China and In-
3dia. Therefore, the challenge is to improve air quality as efficiently, and therefore inexpensively, as
possible.
To this end, Chapter 2 addresses the current debate in California regarding the relative impor-
tance of emissions from gasoline- and diesel-fueled vehicles. Based on the highly resolved speciation
profiles of gasoline and diesel fuel, Gentner et al. (2012) estimated that diesel exhaust is respon-
sible for 2 to 7 times more SOA than gasoline exhaust in California. On the other hand, from
measurements of the weekday-weekend cycle of organic aerosol, black carbon, single-ring aromatic
hydrocarbons, CO, and oxides of nitrogen (NOx = NO + NO2 ) in the Los Angeles Basin, Bahreini
et al. (2012) and Hayes et al. (2013) conclude that emissions from gasoline-fueled vehicles dominate
the SOA budget. In Chapter 2, measurements from both studies are placed in a unified context
from which two possible conclusions emerge: (1) ambient SOA mass yields are significantly higher
(e.g., factor of ∼5) than those derived from typical laboratory chamber experiments, or (2) vehicular
emissions are not a dominant source of oxygenated organic aerosol attributable to fossil activity. Al-
though neither possibility can be categorically ruled out at this point, additional laboratory chamber
studies, presented in Appendix A, confirm that, owing to vapor-phase wall loss, the toluene SOA
mass yields derived using historical experimental protocols are biased low by as much as a factor
of 4. Furthermore, predictions from the Statistical Oxidation Model of Cappa and Wilson (2012)
suggest that this bias could be as high as a factor of ∼8 if the influence of the chamber walls could
be removed entirely. This finding likely explains persistent and significant underprediction of SOA
levels by existing atmospheric models in urban areas (de Gouw et al., 2005; Volkamer et al., 2006;
Johnson et al., 2006; de Gouw et al., 2008; Kleinman et al., 2008; Matsui et al., 2009).
Chapter 3 provides insight into the numerical challenges of implementing the next-generation
SOA models into atmospheric chemical transport models. Significant progress has been made in the
development of 2-Dimensional models to represent the formation and evolution of SOA (Pankow and
Barsanti , 2009; Donahue et al., 2011; Cappa and Wilson, 2012; Zhang and Seinfeld , 2012). However,
the gap between the new class of 2D SOA models and the computational requirements of 3D CTMs
has not been bridged. Specifically, each SOA model, except the FGOM of Zhang and Seinfeld (2012),
4represents the evolution of the SOA-forming chemistry via a matrix of properties. In a 3D CTM,
the advection-diffusion equation requires each matrix to be defined over the entire 3D grid so that
matrices can be transported between grid cells. Since a typical 3D grid may contain thousands of grid
cells, this poses a severe computational burden. Consequently, the Odum 2-product model (Odum
et al., 1996), although now out of date, remains the most commonly used SOA parameterization in
state-of-the-art 3D CTMs (Barsanti et al., 2013). Therefore, computational simplifications need to
be devised to implement any of the 2D SOA models in a 3D model. In Chapter 3, we describe a new
computational approach, termed the Oxidation State/Volatility Moment Method (hereafter referred
to as the Moment Method). We focus on the 2D-VBS as exemplary of the new class of SOA models
for demonstrating the strengths and limitations of the new approach.
In Chapter 4, predictions from the Community Multiscale Air Quality (CMAQ version 4.7.1)
model are evaluated against a suite of airborne and ground-based measurements comprising meteo-
rological variables, inorganic gas- and aerosol-phase compositions, and black carbon (BC) concentra-
tions over Southern California during the CalNex field campaign in May/June 2010. Ground-based
measurements are from the CalNex Pasadena ground site, and airborne measurements took place
onboard the Center for Interdisciplinary Remotely-Piloted Aircraft Studies (CIRPAS) Navy Twin
Otter and the NOAA WP-3D aircraft. With the current sulfur emission inventory based on emission
factors from 2008, long-range transport of sulfate accounts for a substantial fraction (22-82%) of the
sulfate in Los Angeles Basin. This suggests that targeting sulfur emissions with the hopes of reduc-
ing ambient PM concentrations is not the most effective strategy for Southern California. Severely
underpredicted NH3 emissions from dairy facilities, and not the exclusion of crustal species, are the
dominant source of measurement/model disagreement in the eastern Los Angeles Basin. Therefore,
targeting dairy emissions is likely to be an effective strategy for substantially reducing ammonium
nitrate concentrations in the eastern part of the Los Angeles Basin. Adding gas-phase NH3 mea-
surements and size-resolved measurements, up to 10 µm, of nitrate and various cations (e.g., Na+,
Ca2+, K+, Mg2+) to routine monitoring stations in the Los Angeles Basin would facilitate interpret-
ing day-to-day fluctuations in fine and coarse inorganic aerosol greatly. Future work should focus
5on improving and assessing the treatment of anthropogenic and fugitive dust emissions, as well as
continuing to characterize the fraction of ambient particulate matter attributable to local emissions
versus long-range transport.
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92.1 Abstract
The underprediction of ambient secondary organic aerosol (SOA) levels by current atmospheric mod-
els in urban areas is well established, yet the cause of this underprediction remains elusive. Likewise,
the relative contribution of emissions from gasoline- and diesel-fueled vehicles to the formation of
SOA is generally unresolved. We investigate the source of these two discrepancies using data from
the 2010 CalNex experiment carried out in the Los Angeles Basin (Ryerson et al., 2013). Specifi-
cally, we use gas-phase organic mass (GPOM) and CO emission factors in conjunction with measured
enhancements in oxygenated organic aerosol (OOA) relative to CO to quantify the significant lack
of closure between expected and observed organic aerosol concentrations attributable to fossil-fuel
emissions. Two possible conclusions emerge from the analysis to yield consistency with the ambient
data: (1) vehicular emissions are not a dominant source of anthropogenic fossil SOA in the Los
Angeles Basin, or (2) the ambient SOA mass yields used to determine SOA formation potential of
vehicular emissions are substantially higher than those derived from laboratory chamber studies.
2.2 Introduction
Emissions in California have significantly decreased over time (Warneke et al., 2012). However, two
important issues concerning the sources of organic aerosol in urban areas remain generally unresolved:
(1) What is the relative impact of emissions from gasoline- and diesel-fueled vehicles on the formation
of secondary organic aerosol (SOA) (Bahreini et al., 2012; Gentner et al., 2012; Hayes et al., 2013);
(2) What is the cause of the significant underprediction of SOA levels by existing atmospheric models
in urban areas (de Gouw et al., 2005; Volkamer et al., 2006; Johnson et al., 2006; de Gouw et al.,
2008; Kleinman et al., 2008;Matsui et al., 2009)? We investigate the source of these two issues based
on a detailed analysis of data in the Los Angeles atmosphere; the procedures we use to analyze these
issues are likely to be applicable to major urban areas worldwide. Based on the highly resolved
speciation profiles of gasoline and diesel fuel, Gentner et al. (2012) estimated that diesel exhaust is
responsible for 2 to 7 times more SOA than gasoline exhaust in California. On the other hand, from
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measurements of the weekday-weekend cycle of organic aerosol, black carbon, single-ring aromatic
hydrocarbons, CO, and oxides of nitrogen (NOx = NO + NO2 ) in the Los Angeles Basin, Bahreini
et al. (2012) and Hayes et al. (2013) conclude that emissions from gasoline-fueled vehicles dominate
the SOA budget. Notably, the conclusions of Bahreini et al. (2012) and Hayes et al. (2013) are based
on the observation that diesel activity has a clear weekday-weekend cycle, whereas measured CO
mixing ratios and the enhancement of SOA with respect to CO exhibit virtually no weekday-weekend
cycle when segregated by photochemical age. Nevertheless, as acknowledged by Hayes et al. (2013),
the conclusions of Bahreini et al. (2012) and Hayes et al. (2013) presume that vehicular emissions
are the dominant source of anthropogenic fossil SOA in the L.A. Basin.
2.3 Ambient Measurements
Ambient data (CO, NOx, NOy, O3, OH, VOCs, submicron non-refractory (nrPM1) organic aerosol)
at the Pasadena ground site were collected during the 2010 CalNex experiment (Ryerson et al.,
2013). The CalNex Pasadena ground site was located 18 km northeast of downtown Los Angeles
on the California Institute of Technology (Caltech) campus in Pasadena, California (34.1406 N,
118.1225 W, 236 m above mean sea level). The measurement period was May 15 2010 00:00–June
16 2010 00:00 (local time). The prevailing wind direction during daytime in Pasadena was from the
southwest due to the sea-breeze, which brought air masses from the Pacific Ocean across central Los
Angeles to Pasadena.
CO concentrations were measured by two vacuum-UV resonance fluorescence instruments (AL5001
& AL5002, Aerolaser) (Gerbig et al., 1999). CO emissions in Los Angeles are attributable almost
exclusively to vehicular emissions (Griffin et al. (2007), http://www.arb.ca.gov/app/emsinv/
emssumcat.php), with minor contributions from cooking and oxidation of biogenic emissions (Hayes
et al., 2013; Allan et al., 2010). A Fluorescence Assay by Gas Expansion (FAGE) instrument was
utilized to determine the OH concentration (Dusanter et al., 2009). The concentration of O3 was
measured by UV differential absorption (49c Ozone Analyzer, Thermo Scientific). An in-situ Gas
Chromatography Mass Spectrometry (GC-MS) instrument provided the mixing ratios for a variety of
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VOCs (Gilman et al., 2009). NOx and NOy concentrations were measured using chemiluminescence
(42i- TL with Mo converter, Thermo Scientific), and NO2 was measured with Cavity Enhanced
Differential Optical Absorption Spectroscopy (CE-DOAS) (Thalman and Volkamer , 2010). Con-
centrations of submicron non-refractory (nrPM1) organic aerosol particles were measured using an
Aerodyne High Resolution Time-of-Flight Aerosol Mass Spectrometer (hereinafter referred to as
“AMS”) (DeCarlo et al., 2006). The OA mass spectral matrix was deconvolved into components
using PMF, a receptor-based factorization model (Paatero et al., 1994). The OA components from
the PMF analysis were identified by their mass spectra, diurnal cycles, and elemental composition,
as well as by the concentration ratios and correlations of their time series with tracers. These
components are: (1) Hydrocarbon-like Organic Aerosol (HOA), (2) Cooking- Influenced Organic
Aerosol (CIOA), (3) Local Organic Aerosol (LOA), (4) Semi-Volatile Oxygenated Organic Aerosol
(SV-OOA), and (5) Low-Volatility Oxygenated Organic Aerosol (LV-OOA). The HOA component
has been previously described as a surrogate for primary combustion OA, and the SV-OOA and
LV-OOA components as surrogates for “fresher” and “aged” SOA, respectively. (Zhang et al., 2007;
Aiken et al., 2008; Jimenez et al., 2009; Ulbrich et al., 2009). As discussed in Hayes et al. (2013),
the LOA component exhibits high frequency fluctuations most likely resulting from local sources in
close proximity to the Pasadena ground site. However, since LOA represents only ∼5% of the total
OA budget, this factor is not considered further.
Figure 2.1 shows measured PMF factor concentrations normalized by CO enhancement (∆CO is
the difference between the ambient CO and the estimated background CO (105 ppb)) as functions
of photochemical age (see Hayes et al. (2013) for a detailed description of how this figure was
constructed). The photochemical age of the air mass over the Pasadena site was calculated by two
methods: (1) from the ratio of 1,2,4-trimethylbenzene to benzene concentrations, as described in
Parrish et al. (2007); and (2) by defining the photochemical age as -log10(NOx/NOy) similar to
Kleinman et al. (2008). Both methods give very similar results, and all photochemical ages were
calculated for reference using an average OH radical concentration of 1.5×106 molecules cm–3. For
reference, the daily (day and night) OH radical concentration averaged over the entire campaign
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at the Pasadena site was 1.3×106 molecules cm–3. Note that the OH-exposure, which is fully
constrained by the measured evolution of the benzene/trimethyl-benzene ratio, is the only quantity
needed for calculating the fraction of VOC that has reacted (e.g. frac = (1 - exp( k OH-exposure)).
Therefore, choosing a different OH radical concentration will not influence our results because the
OH exposures remain the same. Owing to the formation of SOA, the OOA factors are enhanced
(increased) with respect to ∆CO as the photochemical age of the air mass increases. As shown in
Figure 2.1B, the enhancement of OOA (SV-OOA + LV-OOA) relative to ∆CO after 0.45 days of
photochemical processing is 48 µg OOA sm–3 (ppmv CO)–1 (48 is the difference between 58, which
occurs at 0.45 days, and 10, which occurs at 0 days), whereas the ratio of POA (HOA + CIOA)
to ∆CO is relatively constant (i.e. no enhancement) at 9.6 µg (HOA+CIOA) sm–3 (ppmv CO)–1.
Note that the average OOA enhancement corresponds to an average OH-exposure of 58.3×109 molec
cm–3 s (∼0.45 days), and that the average POA/∆CO value is very similar to the value of 9.4 µg
POA sm–3 (ppmv CO)–1 assumed by both Bahreini et al. (2012) and Gentner et al. (2012).
In this study, we are primarily interested in the fraction of OOA attributable to anthropogenic
fossil activity. Based on the 14C analysis presented in Zotter et al. (2013), 70% of the SV-OOA
enhancement corresponds to the fraction of OOA that is attributable to anthropogenic fossil-fuel
activity. Some anthropogenic SOA, such as from cooking emissions, will be non-fossil. Therefore,
we note that at 0.45 days of photochemical processing, 70% of the SV-OOA enhancement is equal to
∼25±9 µg SV-OOA sm–3 (ppmv CO)–1 (Figure 2.1C), where ±9 µg SV-OOA sm–3 (ppmv CO)–1
is the propagated uncertainty associated with the OOA and CO measurements.
2.4 Results and Discussion
2.4.1 Emission Ratios and Required SOA Yields
Fuel-sales data reported by the California Department of Transportation (http://www.dot.ca.
gov/hq/tsip/otfa/tab/documents/mvstaff/mvstaff08.pdf) indicate that diesel and gasoline fuel
sales in all California counties upwind of Pasadena during 2010 represented approximately 13% and
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87% of total fuel sales (county-wide) by volume, respectively. Therefore, on average, for every liter
of fuel combusted on-road and upwind of Pasadena in 2010, the following can be assumed:
[L gas] = 0.87× [L fuel] (2.1)
[L dies] = 0.13× [L fuel] (2.2)
Figure 2.2A shows the chemical speciation profile and the compound-specific SOA mass yields
(Y = ∆SOA/∆Hydrocarbon) for a composite fuel comprising 13% diesel fuel and 87% gasoline
fuel (by volume), based on detailed chemical-speciation profiles (see Tables S5, S6, and S8 of
Gentner et al. (2012)). As shown in Figure 2.2A, the 2010 composite fuel composition is dominated
by species with fewer than 12 carbon atoms, with the largest contributions coming from branched
alkanes and single-ring aromatics. Note that the percentages listed in the legend of Figure 2A sum to
∼90%, which corresponds to the unprecedented level of mass closure Gentner et al. (2012) obtained
in characterizing gasoline and diesel fuel. Gentner et al. (2012) estimated the SOA mass yields for
pure gasoline and pure diesel fuel using a combination of measured SOA mass yields derived from
laboratory-chamber experiments and approximate SOA mass yields based on box-modeling. Based
on the level of oxidation effectively constrained by experimental measurements, the SOA mass yields
reported by Gentner et al. (2012) are expected to be representative of the first several generations of
photochemical oxidation. The compound-specific SOA mass yields reported by Gentner et al. (2012)
are given in Figure 2.2B, and Figure 2.2C shows the product of the estimated yields and the weight
percent (by carbon) of the individual species in liquid fuel. In contrast to the cumulative distribution
shown in Figure 2.2A, roughly 50% of the expected SOA mass is attributable to species with fewer
than 12 carbons and 50% is attributable to species with more than 12 carbons. Note that single-ring
aromatics are predicted to make the most significant contribution to the SOA budget (Figure 2.2C).
The analysis in the present study implicitly assumes that the SOA yields from Gentner et al. (2012),
which were mostly determined based on chamber experiments with individual compounds, apply to
the complex Los Angeles atmosphere, consistent with the limited evidence available for complex
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precursor mixtures (Odum et al., 1997, 1996).
Vehicular exhaust emissions include water, CO, CO2, NOx, and partially combusted hydrocar-
bons, as well as a large contribution from unburned fuel that escapes combustion. Gentner et al. (2012)
argue that unburned fuel in exhaust emissions is the dominant source of newly formed SOA at-
tributable to vehicular activity. Emission factors reported by Gentner et al. (2012), which are based
on CalNex 2010 measurements at the Caldecott Tunnel in Oakland, CA, for CO and for noncom-
busted gas-phase organic mass (GPOM) emitted in the exhaust of gasoline and diesel engines are:
EFCO,gas = 14.7± 5.88 g CO (L gas)–1 (2.3)
EFCO,dies = 4.5± 1.80 g CO (L dies)–1 (2.4)
EFGPOM,gas = 0.45± 0.18 g GPOM (L gas)–1 (2.5)
EFGPOM,dies = 1.01± 0.40 g GPOM (L dies)–1 (2.6)
where the uncertainties are assumed to be ±40% based on average values reported in Tables S5
and S6 of McDonald et al. (2013). Therefore, the total amount of non-combusted GPOM and CO
emitted per liter of combusted fuel is:
GPOM = EFGPOM,gas × [L gas] + EFGPOM,dies × [L dies] (2.7)
CO= EFCO,gas × [L gas] + EFCO,dies × [L dies] (2.8)
Substituting equations (1-2) into equations (7-8) and dividing gives the amount of GPOM that is
emitted per unit of CO mass emitted (defined here as EFGPOM,CO):
EFGPOM,CO =
[GPOM]
[CO]
=
EFGPOM,gas × 0.87 + EFGPOM,diesel × 0.13
EFCO,gas × 0.87 + EFCO,diesel × 0.13
(2.9)
EFGPOM,CO = 0.039± 0.019 g GPOM (g CO)–1 (2.10)
Converting g to µg and normalizing the numerator and denominator by air volume at standard
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conditions (273 K and 1 atm), equation (10) can be written as:
EFGPOM,CO = 0.039± 0.019 µg GPOM sm–3(µg CO sm–3)–1 (2.11)
The CO emission units µg CO sm–3 in equation (11) can be converted to ppmv CO by using the
following conversion factor, which is applicable at 273 K and 1 atm:
EFGPOM,CO = 0.039± 0.019 µg GPOM sm–3(µg CO sm–3)–1 × 1250 µg CO sm–3(ppmv CO)–1
(2.12)
EFGPOM,CO = 48.9± 24.3 µg GPOM sm–3(ppmv CO)–1 (2.13)
We assume that EFGPOM,CO given by equation (13) is representative of the average vehicle-fleet,
and that the 70% of the SV-OOA concentrations that are comprised of fossil carbon at the Pasadena
ground site are attributable to vehicular emissions (Bahreini et al., 2012; Hayes et al., 2013). Using
EFGPOM,CO and 70% of the SV-OOA enhancement (25±9 µg OOA sm–3 (ppmv CO)–1) given in
Figure 2.1B, the average aggregate SOA mass yield required to obtain mass closure at the Pasadena
ground site, Yreq, can be determined as follows:
Yreq =
∆SOA
∆GPOM
=
25± 9 µg SOA sm–3(ppmv CO)–1
48.9± 24.3 µg GPOM sm–3(ppmv CO)–1 = 51.1± 31.4% (2.14)
This required overall SOA mass yield is to be compared with the estimated yields reported in
Gentner et al. (2012) (Figure 2) for pure gasoline fuel and pure diesel fuel, which are 2.3±0.7%
and 15±5%, respectively. Based on the estimated yields for pure liquid gasoline and diesel fuel, the
predicted SOA mass yield for a fuel comprising 87% gasoline and 13% diesel is 5.5% (Figure 2.3A).
Note that the required SOA mass yield is a lower bound because it is based on the assumption
that 100% of the GPOM reacts within 0.45 days (OH-exposure = ∼58.3×109 molec cm–3 s) of being
emitted. As shown in Table 2.1, the fraction of hydrocarbon reacted for an OH-exposure of 58.3×109
molec cm–3 s is between 0.07 and 0.74 for several hydrocarbons abundant in gasoline and diesel fuel.
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To account for partial reaction of the emitted hydrocarbons, we reduce each chemical constituent of
the emitted GPOM (Figure 2.2A) by the fraction that would react after 0.45 days of photochemical
aging. The partially reacted EFGPOM,CO (equation (13)) is then determined by summing over
all partially-reacted GPOM components. The total fraction of GPOM reacted after 0.45 days of
photochemical aging ranges from 0.66 at 100% diesel to 0.43 at 100% gasoline, and is 0.47 for fuel
usage of 13% diesel and 87% gasoline (by volume). Reducing the EFGPOM,CO by a factor of 0.47
increases the required yield by a factor of 2.13 (Yreq = 2.13×51.1±31.4% = 108.7±66.9%).
The analysis thus far is based on the county-specific fuel usage of 13% diesel and 87% gasoline
(by volume). However, the dependence of the required overall SOA mass yield on any fractional fuel
usage (fgas + fdies = 1) is calculated as:
EFGPOM,CO(fgas, fdies) =
EFGPOM,gas × fgas + EFGPOM,dies × fdies
EFCO,gas × fgas + EFCO,dies × fdies
× FR(fgas, fdies) (2.15)
Yreq =
25± 9 µg OOA sm–3(ppmv CO)–1
EFGPOM,CO(fgas, fdies)
(2.16)
where FR(fgas,fdies) is the fraction of GPOM reacted (FR = Fraction Reacted) after 0.45 days of
photochemical aging for a given fractional fuel usage. The predictions of equation (16) are shown
in Figure 2.3A. Note that, as a result of gasoline having a higher EFCO and a lower EFGPOM
than its diesel counterpart, the required overall SOA mass yield increases as the fraction of gasoline
increases. In other words, the emission ratio EFGPOM/EFCO decreases as the fraction of gasoline
use increases, thereby requiring a greater fraction of the emitted GPOM to be converted to SOA to
match observations at the Pasadena ground site. Also shown in Figure 2.3A are the SOA mass yields
predicted, Ypred, based on the values reported by Gentner et al. (2012) as a function of fractional
fuel usage, which are calculated as:
Ypred =
Ygas × EFGPOM,gas × fgas +Ydies × EFGPOM,dies × fdies
EFGPOM,gas × fgas + EFGPOM,dies × fdies
(2.17)
where Ygas = 0.023±0.007 and Ydies = 0.15±0.05. As shown in Figure 2.3A, the required and
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predicted SOA yields match if the fuel usage is 3% gasoline and 97% diesel, and the propagated
error-bars intersect when the fuel usage is 40% gasoline and 60% diesel, both of which are far from
the reported fuel usage of 87% gasoline and 13% diesel. For reference, the closest any county in
California comes to the required fuel usage is Glenn County (Northern California), which had fuel
sales that were 58% gasoline and 42% diesel.
2.4.2 Potential Explanations
2.4.2.1 Emission Factor Uncertainty
Given the discrepancy between predictions and observations of aggregate SOA mass yields shown
in Figure 2.3A, one deduces that for SOA predictions and observations to match (i.e. for the black
and green lines in Figure 2.3A to cross at fgas = 0.87), (1) the predicted aggregate SOA mass yield
(green line) must be higher, or (2) the required SOA mass yield (black line) must be lower, or
both (1) and (2) are true. One way by which the required composite SOA mass yield decreases is
via an overall increase in the ratio of EFGPOM/EFCO, either by reducing EFCO and/or increasing
EFGPOM. To assess the accuracy of the emission factors reported in Gentner et al. (2012), we
consider those reported in Fujita et al. (2012), given in Table 2.2. During August 2010, Fujita
et al. (2012) measured emission factors for CO and total (products of incomplete combustion + non-
combusted hydrocarbons + evaporative emissions) non-methane hydrocarbons (NMHC) obtained
from tunnel measurements in Van Nuys, California, which is ∼32 km west of the Pasadena ground
site. Based on the results presented in Fujita et al. (2012) (Table 2.2), emission ratios measured
in the Van Nuys tunnel range from 52.5 to 164 µg NMHC sm–3 (ppmvCO)–1, with an average
value of 97.5 µg NMHC sm–3 (ppmvCO)–1. Similarly to Gentner et al. (2012), Fujita et al. (2012)
derived these fleet-average emission factors from vehicles traveling through a tunnel at near-constant
speeds of approximately 40 mph, and excluded cold-start emissions, idle emissions, and diurnal and
hot-soak evaporative hydrocarbon emissions. The Gentner et al. (2012) value is consistent with the
lower end of the values reported in Fujita et al. (2012). The spread of values reported by Fujita
et al. (2012) is most likely attributable to the fact that the emission factors derived include products
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of incomplete combustion and evaporative emissions during stabilized running conditions.
We examine the sensitivity of the required composite SOAmass yield by increasing the EFGPOM,gas
reported by Gentner et al. (2012) by a factor of 2.35, which increases the total EFGPOM,CO given
by equation (13) by a factor of 2 (increasing EFGPOM,CO from 48.9 to 98.3 µg GPOM sm
3 (ppmv
CO)–1 at 87% gasoline and 13% diesel) to match the mean value reported by Fujita et al. (2012)
(Figure 2.3B). As shown in Figure 2.3B, increasing EFGPOM,gas by a factor of 2.35 reduces the
required SOA mass yields. However, this also reduces the predicted yields, since the SOA yield from
pure gasoline is lower and since the gasoline terms in equation (17) have a larger impact than the
diesel terms. The net result is that the required and predicted yields still match if the fuel usage is
3% gasoline and 97% diesel, and the propagated error-bars still intersect when the fuel usage is 40%
gasoline and 60% diesel. Note that if the EFGPOM,gas were increased even further, the predicted
yield (equation (17)) would asymptotically approach Ygas and the required yield would approach
zero (equation (16)). In this analysis, we have assumed the evaporative emissions and products of
incomplete combustion have the same SOA mass yield as the tail-pipe exhaust emissions. However,
evaporative emissions will be enriched in small alkanes under ambient conditions. According to
Figure 2 of Gentner et al. (2012), the SOA mass yield of evaporative emissions is expected to be
lower than tail-pipe emissions by a factor of ∼10. Therefore, this analysis represents a conservative
upper limit since evaporative emissions are not expected to contribute substantially to the SOA bud-
get. The SOA formation potential of products of incomplete combustion and incomplete catalytic
converter oxidation are examined more thoroughly in Section 3.2.4.
McDonald et al. (2013) recently assessed long-term trends (1990-2010) in EFGPOM,CO emission
ratios for several U.S. urban areas. As shown in Figure 3B of McDonald et al. (2013), owing to
differences in driving conditions and engine loads, the EFGPOM,CO emission ratios derived from
tunnel measurements such as those of Gentner et al. (2012) and Fujita et al. (2012) may be lower
than those derived from on-road studies in Los Angeles by a factor of 2.7. Therefore, to determine
the upper limit of EFGPOM,CO that should be used in this analysis, we increase the overall (gas +
diesel) EFGPOM,CO (equation (13)) by a factor of 2.7. Doing so reduces the required yield (equation
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(14)) by a factor of 0.37 (Yreq = 0.37× 108.7% = 40.2%). As shown in Figure 2.3C, when the overall
EFGPOM,CO is increased by a factor of 2.7, the predicted and required yields match if the fuel usage
is 35% gasoline and 65% diesel, and the propagated uncertainties intersect if the fuel usage is 65%
gasoline and 35% diesel.
Given the lack of agreement between predicted and required SOA mass yields (Figure 2.3) when
using the emission ratios from Fujita et al. (2012), Gentner et al. (2012), andMcDonald et al. (2013),
if the SV-OOA/∆CO enhancements shown in Figure 2.1C are primarily attributable to vehicular
emissions, at least one of the following must be true: (1) vehicular emission rates of gas-phase organic
mass (relative to CO) are substantially larger than those recently measured; or (2) the SOA mass
yields of pure gasoline and pure diesel exhaust are substantially (i.e. a factor of ∼ 3–16) higher than
what has been measured previously. In the next section, we explore possibility (1) in the context of
drive-cycle phases (e.g. cold-start emissions, idle emissions, hot-soak evaporative emissions, diurnal
evaporative emissions, etc.) that were not the focus of the analysis by Gentner et al., but are assessed
more closely in this study.
2.4.2.2 Emission Ratios from other Drive-cycle Phases
By sampling emissions within urban tunnels for sufficient periods of time, Fujita et al. (2012) and
Gentner et al. (2012) estimated average emission factors. However, neither study included emis-
sions from drive-cycle phases other than stabilized running in the emission factors used in this
study. To estimate the impact of drive-cycle phase on emission-factor ratio, we use the California
EMission FACtor model (EMFAC2011, http://www.arb.ca.gov/emfac/) combined with summer
2010 data for the South Coast Air Basin of California. Emission factors are weighted and aggre-
gated by vehicle-year populations and speed distributions, and include all drive-cycle components
(i.e. running, idle, start, diurnal evaporative, hot-soak evaporative, running evaporative, and resting
evaporative). Emission factor ratios, based on daily-average emission rates, for all EMFAC2011
gasoline and diesel vehicle types are given in Tables 2.3 and 2.4, respectively. As shown in Table 2.3,
EMFAC2011 predicts gasoline emission-factor ratios that are generally consistent with the values
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reported by Fujita et al. (2012) and are ∼2-3.5 times higher than the value reported by Gentner
et al. (2012). Based on the results shown in Figure 2.3B, increasing the gasoline emission-factor
ratio by ∼2.5 reduces both the predicted and required SOA mass yields, which does not improve
agreement. As shown in Table 2.4, the diesel emission-factor ratios predicted by EMFAC2011 are
very similar to the value reported by Gentner et al. (2012). These results show that the required and
predicted yields do not match even if all drive-cycle phases are accounted for. Therefore, one con-
cludes that either the SOA mass yields for gasoline and diesel exhaust are significantly higher than
what has been previously reported, or non-vehicular source categories contribute significantly to the
anthropogenic fossil OOA budget measured at the Pasadena ground site. Both of these possibilities
are explored in the next section.
2.4.2.3 Ambient NMHC/∆CO ratios
The analysis up to this point has been based on measured and predicted NMHC/CO vehicular
emission ratios and measured ambient OOA/∆CO ratios at the Pasadena ground site. This analysis
is now extended to include all upwind NMHC source categories (vehicular and non-vehicular) by
comparing measured ambient NMHC/∆CO ratios to measured ambient OOA/∆CO at the Pasadena
ground site. The four main source categories of NMHC in Southern California, not including trans-
Pacific transport, which is thought to be unimportant for SOA formation in the L.A. Basin due
to long transport times and intense dilution, are stationary, areawide, mobile, and natural (non-
fossil). Based on the 2009 Almanac Emission Projection Data reported by the CARB (http:
//www.arb.ca.gov/app/emsinv/emssumcat.php), the 2010 annual emissions of reactive organic gas
(ROG) and CO from each source are given in Table 2.5. Note that CARB reports ROG emission
rates, which are similar to NMHC, but do not include several low-reactive organic compounds such
as ethane, acetone, CFCs, and HCFCs. As shown in Table 2.5, on-road motor vehicles are reported
to contribute ∼27-29% of all ROG emissions in the South Coast Air Basin and Los Angeles County.
Mobile sources other than on-road vehicles (e.g. aircraft, trains, ocean-going vessels, and off-road
equipment such as fork-lifts) are reported to contribute ∼21% of the ROG emissions.
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Figure 2.4 shows two lumped NMHC concentrations (e.g. single-ring aromatics and small alka-
nes), normalized by ∆CO, as functions of photochemical age. See Table 2.6 for a list of all compounds
included in Figure 2.4. As shown in Figure 2.4, similarly to the roughly linear increases in OOA/∆CO
with increasing photochemical age, gas-phase alkane (C6,C9-C11) and single-ring aromatic concen-
trations both exhibit roughly linear decreases with increasing photochemical age. Note that adding
the normalized alkanes and single-ring aromatic concentrations at zero photochemical age suggests
an emission ratio of ∼55 µg GPOM sm–3 (ppmv CO)–1, which is similar to the estimated emission
ratio given by equation (13). Although this is not proof, the linear decrease in normalized NMHC
concentrations with photochemical age, and the similarity between estimated emission ratios are
both consistent with vehicular exhaust being the dominant source of these compounds. Further-
more, in contrast to the numbers given in Table 2.5, Borbon et al. (2013) found that emissions from
gasoline-powered vehicles dominated the urban anthropogenic NMHC budget during CalNex.
One particularly interesting feature of Figure 2.4 is that even if all upwind sources of linear
alkanes (C6,C9-C11) and single-ring aromatics are accounted for, the required aggregate SOA mass
yield is still ∼92% (92 = OOA/∆CO slope divided by negative NMHC/∆CO slope = 57/62). This
required yield may be overestimated because only light straight-chain (C6,C9-C11) alkane and single-
ring aromatic (<C12) concentration measurements are available, whereas the majority of alkanes in
the ambient are expected to be branched (Figure 2.2C). That being said, the required yield of 92%
is still inexplicably large considering that the single-ring aromatic component of vehicular exhaust
is expected to produce ∼2.5 times more SOA than the alkane component (Figure 2.2C). A similar
correspondence between the magnitude of aromatic hydrocarbon decreases and SOA increases was
observed by de Gouw et al. (2005) in the 2002 New England Air Quality Study. It is possible that
alkanes and aromatics with 12 or more carbon atoms are contributing to the SOA budget. However,
alkanes and aromatics (≥C12) attributable to vehicular activity are abundant only in diesel exhaust,
and not in gasoline exhaust. If alkanes (≥C12) were contributing substantially to the L.A. SOA
budget, one would expect to see a significant decrease in OOA concentrations on the weekends when
diesel activity is reduced by ∼50%. However, this possibility is not supported by the conclusions of
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Hayes et al. (2013) and Bahreini et al. (2012), or the emission ratio analysis presented in this study.
2.4.2.4 Incomplete Combustion/Catalytic Converter Oxidation Products
The analysis presented thus far is based on the assumption that unburned fuel in exhaust emissions
is the dominant source of newly formed SOA attributable to vehicular activity (Gentner et al., 2012).
However, recent work suggests that products of incomplete combustion and products of incomplete
catalytic converter oxidation may be efficient SOA precursors. Specifically, Gordon et al. (2013) used
a laboratory chamber to investigate SOA formation from photooxidation of tail-pipe emissions from
15 light-duty gasoline vehicles (LDGVs) spanning a wide range of types, model years and emission
standards. The 15 LDGVs are grouped according to model year into three vehicle classes termed
preLEV (LDGVs manufactured prior to 1995), LEV1 (LDGVs manufactured between 1995 and
2003), and LEV2 (LDGVs manufactured 2004 or later). For each vehicle class, Gordon et al. (2013)
report median emission factors for CO, median emission factors for all non-methane organic gases
(NMOG), median emission factors for speciated and non-speciated organic gases that are expected
to be SOA precursors, and aggregate SOA mass yields required to obtain mass closure for each
chamber experiment (YSOAveh.class). These quantities include products of incomplete combustion and
catalytic conversion, and are given in Table 2.7 for reference.
We first calculate a fleet-average LDGV NMOG emission factor based on the values reported by
Gordon et al. (2013) (see Table 2.7):
EFfleetNMOG = (Fleet Fraction, preLEV)× EFpreLEVNMOG
+ (Fleet Fraction, LEV1)× EFLEV1NMOG
+ (Fleet Fraction, LEV2)× EFLEV2NMOG (2.18)
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EFfleetNMOG = 0.07× 4.5 g NMOG (L – gas)–1
+ 0.36× 1.3 g NMOG (L – gas)–1
+ 0.57× 0.4 g NMOG (L – gas)–1 (2.19)
EFfleetNMOG = 1.01 g NMOG (L – gas)
–1 (2.20)
The total NMOG emission factor for the LDGV fleet reported by Gordon et al. (2013) (equation
20) is similar to the value reported in McDonald et al. (2013), and is roughly a factor of ∼2 higher
than that reported by Gentner et al. (2012). These differences in emission factors are most likely
attributable to the differences in LDGV driving conditions in each study.
In a similar manner, we calculate a fleet-average LDGV CO emission factor based on the values
reported by Gordon et al. (2013) (see Table 2.7):
EFfleetCO = 21.6 g CO (L – gas)
–1 (2.21)
The fleet-average CO emission factor given by equation (21) is ∼50% larger than the value
reported by Gentner et al. (2012) (equation 3).
To facilitate a consistent comparison with the analysis presented in Gentner et al. (2012), the
SOA mass yields presented in Gordon et al. (2013) have been rescaled based on the total NMOG
tail-pipe emissions and not the fraction of NMOG emissions that is expected to be comprised of
SOA precursors. Therefore, the SOA mass yields reported in Table 2.7 are roughly half as large as
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those reported in Figure 7 of Gordon et al. (2013).
YpreLEV = (2%)× (0.38 g SOA Prec /g NMOG) = 0.8% (2.22)
YLEV1 = (6% – 33%)× (0.51 g SOA Prec /g NMOG) = 10% ((3% + 17%)/2) (2.23)
YLEV2 = (15% – 50%)× (0.49 g SOA Prec /g NMOG) = 16% ((7% + 25%)/2) (2.24)
where the (SOA Prec/NMOG) conversion factors are taken directly from Figure 3 of Gordon et al.
(2013). Using these values, a fleet-average SOA emission factor can also be approximated:
EFfleetSOA = (Fleet – Fraction, preLEV)×YSOApreLEV × EFpreLEVNMOG
+ (Fleet – Fraction, LEV1)×YSOALEV1 × EFLEV1NMOG
+ (Fleet – Fraction, LEV2)×YSOALEV2 × EFLEV2NMOG (2.25)
EFfleetSOA = 0.07× 4.5× 0.008× g NMOG (L – gas)–1
+ 0.36× 1.3× 0.10× g NMOG (L – gas)–1
+ 0.57× 0.4× 0.16× g NMOG (L – gas)–1 (2.26)
Dividing equation (26) by equation (20) gives an approximate, experimentally derived fleet-averaged
SOA mass yield:
YSOALDGV,fleet = EF
fleet
SOA/EF
fleet
NMOG × 100% (2.27)
YSOALDGV,fleet = 9% (2.28)
The SOA mass yield given in equation (28) is ∼4 times larger than the yield for pure gasoline
reported by Gentner et al. (2012) (Ygas = 2.3%). With respect to diesel-fueled vehicle emissions,
Jathar et al. (2013) showed that unburned diesel fuel and combustion tail-pipe exhaust from diesel-
25
fueled vehicles have similar SOA formation potentials. As shown in Figure 4 of Jathar et al. (2013),
the experimentally derived aggregate SOA mass yields for diesel exhaust are very similar to the value
reported by Gentner et al. (2012) (Ydies = 15%), which suggests that this value is representative
of diesel-fueled vehicles in California. However, in this analysis we reduce the EFNMOG,dies to 0.69
g NMOG (L – dies)–1 to account for the fraction of non-diesel-particulate-filter-equipped heavy-duty
diesel vehicles in the South Coast Air Basin, based on discussions in May et al. (2014).
To determine the impact of partial combustion and incomplete catalytic conversion on ambient
SOA formation, the analysis presented in Figure 2.3A has been redone using the experimentally
derived LDGV EFNMOG, EFCO, and the SOA mass yield given in equations 20, 21, and 28, respec-
tively (see Figure 2.5A). As shown in Figure 2.5A, using the values reported by Gordon et al. (2013)
produces results that are qualitatively identical to those shown in Figure 2.3. As discussed in the
next paragraph, the impact of predicted yield uncertainty is demonstrated via sensitivity analyses.
Therefore, the predicted-yield error bars are excluded from Figure 2.5A.
To account for the uncertainty associated with the SOA yield scaling technique used above, and
to determine the upper limit of the SOA formation potential of gasoline vehicles, we have conducted
similar analyses assuming Ygas = 16% and Ygas = 25%, which are the upper limits of the LEV1
and LEV2 vehicle classes, respectively, reported by Gordon et al. (2013). As shown in Figures B.1,
although increasing Ygas to its upper limit does improve agreement to some extent, the predicted
and required yields still differ by more than a factor of 3 even when using the highest yields reported
by Gordon et al. (2013). To account for the uncertainty associated with calculating the fraction
of emitted SOA precursors that have undergone chemical reaction after 0.45 days of photochemical
aging, an additional sensitivity analysis was conducted in which 100% of the emitted NMOG is
assumed to have reacted (see Figure B.2). As shown in Figure B.2, assuming 100% conversion of
NMOG effectively reduces the required SOA mass yields by a factor of 2. The predicted yields
shown in Figure B.2C are still lower than the required yields by a factor of ∼1.7. We emphasize that
there is a significant lack of closure between expected and observed organic aerosol concentrations
attributable to fossil-fuel emissions even when assuming 100% NMOG conversion and an LDGV
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fleet-averaged SOA mass yield of 25%. Both assumptions are expected to be very unrepresentative
of ambient conditions in California.
A more straightforward way to assess the impact of partial combustion and incomplete catalytic
conversion on SOA formation from gasoline exhaust is to compare the SOA/∆CO enhancement ratios
measured by Gordon et al. (2013) directly to the SV-OOA/∆CO enhancement ratios measured at
the Pasadena ground site during the CalNex field campaign (see Figure 2.5B). As shown in Figure
2.5B, the SOA/∆CO enhancements for all three LDGV vehicle classes are lower than the CalNex
measured value at 0.14 days of photochemical aging. Average SOA/∆CO enhancement slopes (units
µg m–3/ppmvCO/day) are calculated for each vehicle class by extending a straight line from the
origin through the measured data points. As shown in Figure 2.5B, the average SV-OOA/∆CO
enhancement slope (57 µg m–3/ppmvCO/day) is ∼7 times larger than the fleet-average SOA/∆CO
enhancement slope (8 µg m–3/ppmvCO/day), and ∼ 3.5 times larger than the LEV2 vehicle class
slope. Note that the results presented in Figure 2.5B are self consistent, and therefore are not
influenced by the uncertainty associated with the emission factors and aggregate SOA mass yields
reported by Gordon et al. (2013) and Gentner et al. (2012), but they are susceptible to other factors.
For instance, Gordon et al. (2013) do not account for loss of organic vapors directly to chamber walls
(Matsunaga and Ziemann, 2010). Although highly uncertain, as acknowledged by Gordon et al.
(2013), accounting for vapor-phase wall loss would increase their estimated SOA production.
To our knowledge, there is currently no combination of published vehicular emission factors
and SOA mass yields derived from laboratory experiments, or measured SOA/∆CO enhancements
based on tail-pipe exhaust emissions that can explain the measurements presented in Figure 2.1.
Based on the analysis presented in this section, a robust conclusion is that either the SOA mass
yields for vehicular tail-pipe exhaust are significantly higher than what has been recently reported,
or non-vehicular source categories contribute significantly to the anthropogenic fossil OOA budget
measured at the Pasadena ground site. For the latter possibility to be true, the non-vehicular fossil
emissions must be comprised of compounds other than those listed in Table 2.6.
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2.4.2.5 Off-road Vehicular Emissions
A large part of this analysis is based on on-road gasoline/diesel fuel sales, and accounting for off-road
use of diesel may increase the fraction of total diesel fuel use by several percentage points. However,
this is not expected to influence our conclusions because, as shown in Figures 2.5, B.1, and B.2,
significant discrepancies exist at virtually all gasoline/diesel fuel usage ratios. In addition, looking
at the TOTAL MOBILE SOURCES category of Table 5, which represents the sum of all on-road and
off-road mobile emissions, we calculate the emission factor ratio for Los Angeles and SoCAB both
to be ∼145 µg ROG m–3 (ppmvCO)–1 (still using the 1250 µg CO sm–3 (ppmv CO)–1 conversion
factor). Assuming that ∼50% of the ROG has reacted after 0.45 days of photochemical aging, and
that the aggregate SOA mass yield is 10%, we calculate an SOA enhancement ratio of 7.25 µg SOA
m–3 (ppmvCO)–1. This value is well below the 25 µg SV-OOA m–3 (ppmvCO)–1 measured during
CalNex (Figure 1). Although this result is consistent with the other results presented in this study,
there is considerable uncertainty associated with this calculation, and future work should focus on
obtaining detailed speciation profiles and expected SOA mass yields for all major anthropogenic
ROG sources in Southern California.
2.5 Conclusions
Using the best available laboratory-derived SOA mass yields, the SV-OOA/∆CO enhancements
attributable to anthropogenic fossil activity (Figure 2.1) cannot be explained by the measured and
predicted NMOG/CO vehicular emission ratios or the measured ambient NMHC/∆CO ratios. This
conclusion is based on the following observations:
• Emission factors and estimated yields reported in Gentner et al. (2012), Fujita et al. (2012),
McDonald et al. (2013), and calculated using EMFAC2011 significantly underpredict OOA/∆CO
enhancements when compared to CalNex observations.
• Accounting for emissions from all drive-cycle phases (e.g. start, idle, evaporative, running, etc.)
does not improve agreement between predicted and required SOA mass yields significantly.
28
• Accounting for all upwind sources of single-ring aromatics and light alkanes (C6,C9-C11) does
not improve agreement between predicted and required SOA mass yields significantly.
• Accounting for products of incomplete combustion and products of incomplete catalytic con-
verter oxidation does not improve agreement between predicted and required SOA mass yields
significantly.
With respect to the applicability of these results to other major urban areas, ratios of OOA/∆CO
for Mexico City and the Northeast US are similar or smaller by about a factor of 2 than those
observed in Los Angeles, as reported by Hayes et al. (2013). Ratios of NMHC/∆CO for emissions
in the Northeast United States are very similar to those in the Los Angeles area (Borbon et al.,
2013), while those in Mexico City are higher by about a factor of 2 (Bon et al., 2011). Therefore
similar qualitative discrepancies between predicted and required yields, albeit of somewhat lower
magnitude, may exist in these urban areas as well.
We return to the question: “Is it more likely that (1) ambient SOA mass yields are substantially
larger than what has been derived experimentally, or (2) vehicular emissions do not dominate SOA
concentrations attributable to anthropogenic fossil activity in Southern California?”. Neither possi-
bility can be categorically ruled out; therefore, both options should be explored further, particularly
since their implications for SOA control strategies are markedly different.
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Table 2.1: Fraction of hydrocarbon reacted for an OH-exposure = 58.3×109 molec cm–3 s at 298
K and 1 atm. Hydrocarbons shown are abundant in a typical mixture of liquid gasoline and diesel
fuel. Fraction reacted = 1 - exp( - kOH × [OH]× t).
Hydrocarbon Fraction Reacted OH reaction-rate constant (cm3 molec–1 s–1)
benzenea 0.069 1.22×10–12
toluenea 0.280 5.63×10–12
m-xylenea 0.740 2.31×10–11
n-hexaneb 0.272 5.45×10–12
n-octaneb 0.398 8.71×10–12
n-dodecaneb 0.555 1.39×10–11
aReaction rate constants from Calvert et al. (2002)
bReaction rate constants from Atkinson (1997)
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Table 2.2: Measured fleet-averaged fuel-based CO and NMHC emission factors (g/kg of fuel)
reported by Fujita et al. (2012); Gentner et al. (2012). Numerical values in the right-most column
are calculated using the conversion factor 1250 µg CO sm–3 (ppmv CO)–1.
Date Temperature EFCO EFNMHC EFNMHC/EFCO EFNMHC/EFCO
Values from Fujita et al. (2012) ◦F g CO
kg fuel
g NMHC
kg fuel
g NHMC
g CO
µg NMHC sm–3
ppmv CO
Aug 21, Sat PM 95 23.0 1.59 0.069 86.3
Aug 22, Sun PM 92 25.4 1.98 0.078 97.5
Aug 24, Tue AM 92 16.7 1.40 0.084 105
Aug 24, Tue PM 101 19.1 2.51 0.131 164
Aug 25, Wed AM 92 18.9 1.35 0.071 88.8
Aug 25, Wed PM 102 30.4 3.05 0.100 125
Aug 28, Sat AM 72 25.9 1.09 0.042 52.5
Aug 29, Sun AM 70 10.7 0.51 0.048 60.0
Mean 21.3 1.69 0.078 97.5
Median 21.1 1.50 0.075 93.8
Values from Gentner et al. (2012) 0.039 48.8
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Table 2.3: Gasoline vehicle-specific emission ratios, EFNMHC/EFCO, predicted by EMFAC2011 (http:
//www.arb.ca.gov/emfac/) for the South Coast Air Basin in Summer 2010. Emission ratios are based on
daily CO and NMHC emission rates calculated by EMFAC2011. Emission ratios include all drive-cycle
components (i.e. running, idle, start, diurnal evaporative, hot-soak evaporative, running evaporative, and
resting evaporative). Rows are ordered in descending population. Numerical values in µg NMHC m
–3
ppmv CO columns
are calculated using the conversion factor 1250 µg CO sm–3 (ppmv CO)–1. Note that the values predicted
by EMFAC are higher than what is reported by Gentner et al. (2012) because they include products of
incomplete combustion, evaporative emissions, and start emissions.
Veh. Classa g NHMCg CO
µg NMHC sm–3
ppmv CO Population
Values from Gentner et al. (2012) 0.031 38.3 Caldecott Tunnel
LDA 0.116 145 5,566,383
LDT2 0.093 116 1,806,334
MDV 0.081 101 1,474,925
LDT1 0.112 140 655,343
LHD1 0.115 144 257,882
MCY 0.161 201 213,296
MH 0.035 43.8 58,258
LHD2 0.112 140 27,933
T6TS 0.096 120 22,177
OBUS 0.088 110 7,278
UBUS 0.100 125 1,766
T7IS 0.051 63.8 1,501
SBUS 0.068 85.0 1,491
a See http://www.arb.ca.gov/msei/emfac2011-pl-users-guide-122112.pdf for a detailed
description of each vehicle class.
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Table 2.4: Diesel vehicle-specific emission ratios, EFNMHC/EFCO, predicted by EMFAC2011 (http:
//www.arb.ca.gov/emfac/) for the South Coast Air Basin in Summer 2010. Emission ratios are based on
daily CO and NMHC emission rates calculated by EMFAC2011. Emission ratios include all drive-cycle
components (i.e. running, idle, start, diurnal evaporative, hot-soak evaporative, running evaporative, and
resting evaporative). Rows are ordered in descending population. Numerical values in µg NMHC m
–3
ppmv CO columns
are calculated using the conversion factor 1250 µg CO sm–3 (ppmv CO)–1.
Veh. Classa g NHMCg CO
µg NMHC m–3
ppmv CO Population
Values from Gentner et al. (2012) 0.224 280.0 Caldecott Tunnel
LHD1 0.204 255 80,690
T6 instate small 0.256 320 37,131
LHD2 0.203 254 27,901
LDA 0.225 281 19,184
T6 instate heavy 0.275 344 15,303
T7 tractor 0.219 274 11,037
MH 0.261 326 10,110
T7 POLA 0.198 248 9,818
T7 Single 0.220 275 8,951
UBUS 0.217 271 7,084
T6 instate construction small 0.256 320 5,410
T7 NNOOS 0.224 280 5,372
T7 CAIRP 0.227 284 5,325
T6 Public 0.272 340 5,282
T7 SWCV 0.232 290 4,839
SBUS 0.314 393 4,388
T7 Public 0.267 334 3,579
All Other Buses 0.278 348 3,178
T7 single construction 0.220 275 3,176
T7 tractor construction 0.221 276 2,306
Continued on next page
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Table 2.4 – Continued from previous page
Veh. Classa g NHMCg CO
µg NMHC m–3
ppmv CO Population
T6 instate construction heavy 0.275 344 2,242
T7 NOOS 0.231 289 1,939
MDV 0.205 256 1,504
Motor Coach 0.232 290 1,313
LDT1 0.236 295 953
T6 utility 0.238 298 890
LDT2 0.245 306 861
T7 utility 0.243 304 423
T7 CAIRP construction 0.227 284 392
T7 Ag 0.217 271 231
T6 Ag 0.291 364 187
T6 CAIRP small 0.244 305 136
T6 OOS small 0.244 305 78
T6 CAIRP heavy 0.258 323 44
T6 OOS heavy 0.258 323 25
a See http://www.arb.ca.gov/msei/emfac2011-pl-users-guide-122112.pdf for a detailed
description of each vehicle class.
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Table 2.5: CARB 2010 Estimated daily emission rates (annual average). Units are (metric-tons
day–1).
Source Los Angeles County South Coast Air Basin
CO ROGa CO ROGa
STATIONARY SOURCES
FUEL COMBUSTION 24.1 (1.3%) 4.3 (1.1%) 34.1 (1.1%) 5.8 (0.9%)
WASTE DISPOSAL 0.8 (0%) 0.9 (0.2%) 1.1 (0%) 9.1 (1.4%)
CLEANING AND SURFACE COATINGS 0.0 (0%) 25.8 (6.6%) 0.1 (0%) 40.7 (6.1%)
PETROLEUM PRODUCTION AND MARKETING 8.9 (0.5%) 25.1 (6.4%) 8.9 (0.3%) 33.2 (5.0%)
INDUSTRIAL PROCESSES 1.3 (0%) 11.6 (3.0%) 2.5 (0%) 20.2 (3.0%)
TOTAL STATIONARY SOURCES 35.0 (1.9%) 67.7 (17.3%) 46.8 (1.5%) 109.0 (16.5)
AREAWIDE SOURCES
SOLVENT EVAPORATION 0 (0%) 82.7 (21.2%) 0 (0%) 129.4 (19.5%)
MISCELLANEOUS PROCESSES 51.2 (2.8%) 5.4 (1.4%) 112.3 (3.6%) 14.7 (2.2%)
TOTAL AREAWIDE SOURCES 51.2 (2.8%) 88.0 (22.5%) 112.3 (3.6%) 144.1 (21.8%)
MOBILE SOURCES
ON-ROAD MOTOR VEHICLES 1096.3 (60.0%) 113.1 (29.0%) 1817.6 (58.4%) 182.8 (27.6%)
OTHER MOBILE SOURCES 579.5 (31.7%) 81.0 (20.7%) 973.2 (31.3%) 140.1 (21.1)
TOTAL MOBILE SOURCES 1675.8 (91.7%) 194.1 (49.7%) 2790.8 (89.6%) 322.9 (48.7%)
NATURAL (NON-ANTHROPOGENIC) SOURCES
NATURAL SOURCES 65.0 (3.6%) 40.5 (10.4%) 164.2 (5.3%) 86.5 (13.1%)
TOTAL NATURAL SOURCES 65.0 (3.6%) 40.5 (10.4%) 164.2 (5.3%) 86.5 (13.1%)
(http://www.arb.ca.gov/app/emsinv/emssumcat.php)
aCARB reports ROG emission rates, which are similar to NMHC but do not include several low-reactive organic compounds such as ethane,
acetone, CFCs, and HCFCs.
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Table 2.6: Chemical constituents of lumped species shown in Figure 2.4.
Alkanes (C6,C9-C11) Single-ring aromatics
n-hexane benzene
n-nonane toluene
n-decane o-xylene
n-undecane m-xylene
p-xylene
1-ethyl benzene
styrene
isopropyl benzene
npropyl benzene
1-ethyl 2-methyl benzene
1-ethyl 3-methyl benzene
1-ethyl 4-methyl benzene
1,2,3-trimethylbenzene
1,2,4-trimethylbenzene
1,3,5-trimethylbenzene
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Table 2.7: Median emission factors and SOA mass yields reported in Gordon et al. (2013). These
values include products of incomplete combustion and products of incomplete catalytic converter
oxidation.
preLEV LEV1 LEV2
Median EFCO (gCO L-gas
–1) 210 25 9
Median EFNMOG (gNMOG L-gas
–1) 4.5 1.3 0.40
LDGV-Fleet Fraction 0.07 0.36 0.57
Effective SOA Mass Yielda (g/g) 0.008 (0.008) 0.03-0.17 (0.10) 0.07-0.25 (0.16)
a Values in parentheses are the arithmetic mean of the reported SOA mass yield range.
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Figure 2.1: Measured AMS PMF factor concentrations normalized by CO enhancement (∆CO
is the ambient CO minus the estimated background CO (105 ppb) as functions of photochemical
age (see (Hayes et al., 2013) for a detailed description of how this figure was constructed). (A)
The evolution of OA/∆CO versus photochemical age for Pasadena during CalNex separated by day
of the week. Error bars indicate the standard errors. Photochemical age is determined using the
method of Parrish et al. (2007). Also shown are the analogous plots for (B) OOA and (C) SV-OOA.
(D) Evolution of the PMF component concentrations normalized to ∆CO versus photochemical age.
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Figure 2.2: Distribution of mass by chemical class based on California fuel-sale data comprising
13% diesel and 87% gasoline, by volume (top panel). Distribution of compound specific SOA mass
yields (middle panel). Relative contributions of each group of species to predicted SOA, calculated
as the yields multiplied by weight percent (by carbon) in liquid fuel (bottom panel). Data are from
Tables S5, S6, and S8 of Gentner et al. (2012).
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Figure 2.3: Vehicular SOA mass yields compared to ambient SV-OOA mass yields assuming all fossil SV-
OOA is attributable to vehicular emissions. (A) Black Line: Aggregate SOA mass yield required to match
observations at the Pasadena ground site assuming all fossil SOA is attributable to vehicular emissions.
Green Line: SOA mass yield of unburned fuel (gasoline/diesel) components reported by Gentner et al.
(2012). Red Line: yield required for 87% gasoline and 13% diesel fuel (state-average). Blue Line: SOA
mass yield of liquid fuel for 87% gasoline and 13% diesel fuel (state-average). Cyan Line: point at which
the black line crosses the green line. (B) Same as (A) except EFGPOM,gas have been increased by a factor
of 2.35. (C) Same as (A) except EFGPOM,gas and EFGPOM,dies have both been increased by a factor of
2.7 (McDonald et al., 2013). Error-bars correspond to propagated uncertainties, and all plots have been
adjusted to account for partial reaction of hydrocarbons at 0.45 days of photochemical aging. Required
yields are based on SV-OOA measurements and 14C measurements reported in Zotter et al. (2013); Hayes
et al. (2013). All quantities are plotted as functions of gasoline and diesel fuel sales (by volume).
47
Co
nc
en
tra
tio
n/
∆C
O
 (G
as
 or
 P
ar
tic
le)
 [µ
g 
sm
−
3  
pp
m
v−
1 ]
Photochemical age [days]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
10
20
30
40
50
60
A
 Slope:−51
 Slope:−11
 Slope:57
 Slope:−62
 
 
SingleRingAromatic
C6,C9−C11 Alkanes
Arom. + (C6,C9−C11) Alkanes
70% SV−OOA
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Figure 2.5: Same as Figure 2.3, except emission factors for gasoline-fueled vehicles and aggregate
SOA mass yields are based on the experimentally derived values reported in Gordon et al. (2013).
(A) Aggregate SOA mass yield for gasoline exhaust is 9%, which is considered representative of
the California LDGV fleet. (B) Measured PMF SV-OOA factor concentrations normalized by CO
enhancement (∆CO is the ambient CO minus the estimated background CO (105 ppb)) as functions
of photochemical age. Also shown are experimentally derived SOA/∆CO enhancements resulting
from photooxidation of tail-pipe emissions from 15 light-duty gasoline vehicles (LDGVs) recruited
from the California in-use fleet. All LDGV experiments were conducted in a portable chamber under
urban-like conditions, and all LDGV data are taken directly from Gordon et al. (2013).
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Chapter 3
Insight into the Numerical
Challenges of Implementing
2-Dimensional SOA Models in
Atmospheric Chemical Transport
Models
50
3.1 Abstract
The new generation of secondary organic aerosol (SOA) models that represent gas- and particle-
phase chemistry and thermodynamic partitioning using discrete two-dimensional grids (e.g. SOM,
2D-VBS) cannot be efficiently implemented into three-dimensional atmospheric chemical transport
models (CTMs) due to the large number of bins (tracers) required. In this study, we introduce
a novel mathematical framework, termed the Oxidation State/Volatility Moment Method, that is
designed to address these computational burdens so as to allow the new generation of SOA models
to be implemented into CTMs. This is accomplished by mapping the two-dimensional grids onto
probability distributions that conserve carbon and oxygen mass. Assessment of the Moment Method
strengths (speed, carbon and oxygen conservation) and weaknesses (numerical drift) provide valuable
insight that can guide future development of SOA modules for atmospheric CTMs.
3.2 Introduction
Secondary organic aerosol (SOA) formation ensues with homogeneous gas-phase reactions between
volatile organic compounds (VOCs) and oxidants (OH, O3, NO3), leading to products of sufficiently
low volatility to condense into the particle phase. For most VOCs, the initial oxidant attack is
followed by several generations of gas-phase reactions, involving functionalization or fragmentation
reactions of the products (Jimenez et al., 2009). Heterogeneous and particle-phase reactions may
also play a significant role in certain systems (Cappa and Wilson, 2012; Zhang and Seinfeld , 2012).
Whereas it is desirable to embody within a model describing SOA formation as much basic under-
standing as possible of the formation and evolution process, a key goal of SOA model development
is a computational module that can be included in 3-dimensional atmospheric chemical transport
models (CTMs). Consequently, the challenge is to balance the desire for chemical fidelity with the
need for computational feasibility.
Aerosol Mass Spectrometer (AMS) measurements of organic aerosols, now a routine component
of atmospheric measurements and chamber experiments, enable derivation of the atomic O:C and
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H:C ratios of SOA, from which one can infer overall aerosol oxidation state (Kroll et al., 2011).
The volatility of the organic mixture is related to the molecular properties of its components, as
embodied, for example, in carbon number and oxidation state. The relationship between oxidation
state and volatility is not unique; that is, molecular mixtures with the same overall oxidation state
do not necessarily exhibit the same overall volatility. Therefore, an essential characteristic of an
SOA model is the representation of volatility and oxidation state.
The new generation of SOA models represents SOA formation and evolution in terms of the
competition between functionalization and fragmentation, particle-phase chemistry, the extent of
oxidation, and the change of volatility. For instance, Pankow and Barsanti (2009) introduced the
“carbon number - polarity grid” (CNPG) framework, which expands the traditional “2-product”
concept of Odum et al. (1996) to the “np+mP”, in which n products with m possible types of low
volatility compounds represent the lumped oxidation and accretion products. The carbon number
and polarity of each product need to be evaluated according to the current understanding of gas-
phase SOA formation. SOA growth is computed based on equilibrium partitioning theory (Barsanti
et al., 2011; Pankow and Barsanti , 2009).
Donahue et al. (2011) developed the two-dimensional Volatility Basis Set (2D-VBS) employing
saturation mass concentration, C*, and the mean oxidation state, OS, of the aerosol to describe
the coupled aging and phase partitioning of SOA. A bin in the 2D space represents a suite of
molecules; an ensemble of molecules with the same C* and OS is assumed to behave similarly in the
aggregate. When chamber data are available, the volatility distribution of the products is obtained
by SOA mass yield fitting. A gas-phase photooxidation mechanism for a parent VOC provides the
functionalization and fragmentation channels leading to products that map onto the 2D-VBS grid.
A key issue is to assign the SOA yield of each bin that potentially comprises a suite of compounds
sharing similar C* and OS (Donahue et al., 2012a, 2011).
Cappa and Wilson (2012) formulated the Statistical Oxidation Model (SOM) that describes
SOA formation as a statistical evolution in the space of numbers of carbon and oxygen atoms,
nC and nO, respectively, with fitted parameters that govern the probability of fragmentation vs.
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functionalization, the number of oxygen atoms added per functionalization reaction, and the decrease
in vapor pressure accompanying addition of an oxygen atom. An advantage of SOM is that the
functionalization channel is fully represented by several free parameters so that no adjustment (e.g.,
molar yields for each bin of 2-D VBS, distribution of functional groups in FGOM) is required before
optimal fitting of the free parameters to chamber-generated SOA. A disadvantage is that predicted
products do not necessarily correspond to actual molecules (Cappa and Wilson, 2012).
Zhang and Seinfeld (2012) developed the Functional Group Oxidation Model (FGOM), which
is based on explicit functional groups that result from the oxidation of a parent VOC, but also
characterized by a set of parameters that are determined by fitting to chamber data. The progres-
sive gas-phase oxidation channel leading to a distribution of different functional groups is generated
according to specific VOC photooxidation mechanisms. The fragmentation channel, particle-phase
oxidative and non-oxidative channels are represented by a set of adjustable parameters. The dis-
tribution and evolution of a set of functional groups that can sufficiently represent the gas-phase
photochemistry of a certain hydrocarbon is required (Zhang and Seinfeld , 2012).
In short, significant progress has been made in the development of next-generation models to
represent the formation and evolution of SOA. However, the gap between the new class of 2D
SOA models and the computational requirements of 3D CTMs has not been bridged. Specifically,
each of the SOA models described above, except the FGOM, represents the evolution of the SOA-
forming chemistry via a matrix of properties. Simulating the physio-chemical evolution of such a
matrix within a box-model does not present a computational problem. However, in a 3D CTM,
the advection-diffusion equation requires each matrix to be defined over the entire 3D grid so that
matrices can be transported between grid cells. Since a typical 3D grid may contain thousands of grid
cells, this poses a severe computational burden. Consequently, the Odum 2-product model (Odum et
al., 1996), although now out of date, has remained the most commonly used SOA parameterization
in state-of-the-art 3D CTMs (Barsanti et al., 2013). Therefore, computational simplifications need
to be devised to implement any of the 2D SOA models in a 3D model. Here we describe a new
computational approach, termed the Oxidation State/Volatility Moment Method (hereafter referred
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to as the Moment Method). We focus on the 2D-VBS as exemplary of the new class of SOA models
for demonstrating the strengths and limitations of the new approach.
3.3 Discrete 2D-VBS
In the 2-Dimensional Volatility Basis Set (2D-VBS) (Donahue et al., 2012a, 2011), SOA formation
and evolution is represented by lumping species into discrete bins according to their oxidation state
and the pure component saturation concentration (C*) of the molecule. Donahue et al. (2011)
originally used O:C ratio as the 2D-VBS ordinate, whereas Donahue et al. (2012a) use the mean
oxidation state of carbon, OS. Since O:C ratio and OS are intimately linked, we use the O:C ratio as
a measure of oxidation because, as will be shown later, this allows the Moment Method to conserve
oxygen mass. At any instant in time, the 2D-VBS predicts the probability of finding carbon atoms
associated with molecules that have a given discrete O:C and C*, defined here as Fg,p(O:C,C
*) (g
= gas, p = particle). The 2D probability distributions are such that:
∑
O:C
∑
C*
Fg(O : C,C
*) = 1 (3.1)
∑
O:C
∑
C*
Fp(O : C,C
*) = 1 (3.2)
These probability distributions are combined with the total carbon concentrations (C-atoms m–3)
in the gas and particle phases, denoted by NCtot,g and NCtot,p, respectively,
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NCg(O : C,C
*) = NCtot,gFg(O : C,C
*) [C-atom m–3] (3.3)
NCp(O : C,C
*) = NCtot,pFp(O : C,C
*) [C-atom m–3] (3.4)
∑
O:C
∑
C*
NCg(O : C,C
*) = NCtot,g [C-atom m
–3] (3.5)
∑
O:C
∑
C*
NCp(O : C,C
*) = NCtot,p [C-atom m
–3] (3.6)
where, for example, C* may range from 10–5 to 109 µg m–3, separated by powers of 10, and O:C
may range from 0 to 1, in increments of 0.1. NCg(O : C,C
*) and NCp(O : C,C
*) are the portions of
the carbon atom concentration associated with molecules that have the specified values of O:C and
C* in the gas and the particle phases, respectively. As will be shown later, the average number of
carbon atoms per molecule can be determined from the total carbon atom concentration, C*, and
the O:C ratio in each grid cell.
These gas- and particle-phase probability distributions are updated continuously according to
the gas-phase oxidation/fragmentation mechanism and absorptive partitioning framework of the
2D-VBS (Donahue et al., 2012a). At any instant in time, the 2D probability distributions given by
equations (3.3)–(3.4) can be collapsed into 1D probability distributions:
NCO:C,g(O : C) =
∑
C*
NCg(O : C,C
*) (3.7)
NCC*,g(C
*) =
∑
O:C
NCg(O : C,C
*) (3.8)
NCO:C,p(O : C) =
∑
C*
NCp(O : C,C
*) (3.9)
NCC*,p(C
*) =
∑
O:C
NCp(O : C,C
*) (3.10)
where NCO:C,g(O:C), NCO:C,p(O:C), NCC*,g( C
*), and NCC*,p( C
*) are the 1D probability distri-
butions for gas- and particles-phase carbon atoms associated with the specified O:C ratio, and gas-
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and particles-phase carbon atoms associated with the specified C*, respectively. The nth moment,
Mn, of each of these four distributions is:
MO:C,gn =
∑
O:C
(O : C)nNCO:C,g(O : C) (3.11)
MC
*,g
n =
∑
C*
(C*)nNCC*,g(C
*) (3.12)
MO:C,pn =
∑
O:C
(O : C)nNCO:C,p(O : C) (3.13)
MC
*,p
n =
∑
C*
(C*)nNCC*,p(C
*) (3.14)
Note that the zeroth moments of these distributions are equal to the total carbon atom concentrations
in the gas and particle phases, and the first moments of NCO:C,g(O : C) and NCO:C,p(O : C) are
equal to the total oxygen atom concentrations in the gas and particle phases, respectively.
To determine average molecular quantities, such as the average number of carbon atoms per
molecule, one begins with the following equation that was derived to relate pure component vapor
pressure to nC and nO (Donahue et al., 2011):
log10C
* = (noC – nC)bC – nObO – 2
nCnO
nC + nO
bCO (3.15)
where C* is the pure component saturation concentration (µg m–3), bC ' 0.475, bO ' 2.3, bCO '
–0.3, noC = 25, nC = average number of carbon atoms per molecule, nO = average number of oxygen
atoms per molecule. On the 2D-VBS grid, the values of C*, O:C, and total carbon concentration,
NC(O:C,C*), are specified for each grid cell. Therefore, the left hand side of equation (3.15) is
known, and nO on the right hand side of equation (3.15) can be replaced with (O:C)nC:
log10C
* = (noC – nC)bC – (O : C)nCbO – 2
(O : C)nC
1 + (O : C)
bCO (3.16)
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Solving for nC, one obtains:
nC(O : C,C
*) =
noCbC – log10C
*
(bC + (O : C)bO + 2
(O:C)
1+(O:C)
bCO)
[C-atoms molecule–1] (3.17)
nO(O : C,C
*) = (O : C)× nC(O : C,C*) [O-atoms molecule–1] (3.18)
With the average number of carbon atoms per molecule and the total carbon atom concentration
specified, the total molecular concentration in each 2D-VBS grid is:
N(O : C,C*)[molecules m–3] =
NC(O : C,C*) [C-atoms m–3]
nC(O : C,C*) [C-atoms molecule
–1]
(3.19)
where N(O:C,C*) is the total number of molecules within a given 2D-VBS grid cell. The average
molecular mass for a given grid cell is:
MW(O : C,C*) = MWC × nC(O : C,C*) +MWO × nO(O : C,C*) (3.20)
where MWC and MWO are the molecular masses of carbon and oxygen, respectively. These quan-
tities are necessary for simulating any physio-chemical transformations (e.g. gas-phase chemistry,
thermodynamic partitioning).
3.4 Derivation of a Continuous 2D-VBS
3.4.1 Transforming discrete distributions into continuous distributions
The main challenge in using the 2D-VBS, or any of the recently developed discrete 2D-SOA models,
is that a large number of species must be tracked explicitly (e.g. discretization of the [O:C,C*] space
for 2 phases×15 C* bins ×11 O:C bins = 330 tracers). To put this into perspective, the Community
Multiscale Air Quality (CMAQ) model currently simulates all alkane SOA using four tracers (one
parent hydrocarbon, one species to track how much of the parent has reacted in a given time step, one
semi-volatile particle-phase species, and one semi-volatile gas-phase species) (Carlton et al., 2012).
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Therefore, implementing the discrete 2D-VBS grid increases the number of tracers by a factor of
82.5, which is computationally challenging. The Moment Method overcomes these computational
obstacles by approximating the discrete probability distribution given by equations (3.3)–(3.4) using
a continuous 2D probability distribution such that:
dF(O : C,C*) = f(O : C,C*)d(O : C)d(C*) (3.21)∫∫
f(O : C,C*)d(O : C)d(C*) = 1 (3.22)
∫∫
NCtotf(O : C,C
*)d(O : C)d(C*) = NCtot (3.23)
Where f is defined as the probability density at a given [O:C,C*] on the continuous probability
distribution. Note that dF(O:C,C*) now represents the probability that a portion of the total carbon
number concentration comprises molecules having O:C ratios between O:C and O:C + d(O:C) and
C* values between C* and C* + d(C*).
For mathematical convenience, the continuous 2D probability distributions are assumed to be
separable:
fg(O : C,C
*) = fO:C,g(O : C)fC*,g(C
*) (3.24)
fp(O : C,C
*) = fO:C,p(O : C)fC*,p(C
*) (3.25)
This assumption presupposes that at any instant in time, the general shape of the probability
distributions in a particular phase are “ellipse-like” with the major and minor axes being aligned
with the axes of the 2D space. Fig. 3.1 depicts a hypothetical 2D distribution as represented by
this approach. From equations (3.24)–(3.25) it follows that:
NCtot,g = NCtot,g
∫
fO:C,g(O : C)d(O : C)
∫
fC*,g(C
*)d(C*) (3.26)
NCtot,p = NCtot,p
∫
fO:C,p(O : C)d(O : C)
∫
fC*,p(C
*)d(C*) (3.27)
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We are now free to choose a functional form for each 1D probability distribution (fO:C,g, fC*,g,
fO:C,p, fC*,p). We choose to represent all continuous 1D O:C probability distributions as gamma
probability distributions and all continuous 1D C* probability distributions as log-normal distribu-
tions:
fgamma(x) =
1
Γ(k)(θ)k
(x)k–1e(–
x
θ
) (3.28)
flog–normal(x) =
1√
2piln(σ)x
e
–
( ln( xxave )√
2ln(σ)
)2
(3.29)
where Γ(•) is the gamma function, and k, θ, σ, and xave are free parameters. These probability
distributions are chosen because of their mathematical convenience, the compact number of param-
eters required to describe each distribution, and the fact that the distributions are defined on the
appropriate domains. This technique is similar to representing a binned aerosol population number
distribution using continuous functions such as the log-normal probability distribution with Dp as
the independent variable (Binkowski and Roselle, 2003). Here we assume that the binned SOA
carbon concentration distribution in both phases can be represented as the product of two 1D prob-
ability distributions, which have O:C and C* as their respective independent variables. A graphical
example of the Moment Method is shown Fig. 3.1
Therefore, the assumed probability distributions in the gas and the particle phases are:
fO:C,g(O : C) =
1
Γ(kg)(θg)kg
(O : C)kg–1e
(–O:C
θg
)
(3.30)
fC*,g(C
*) =
1√
2piln(σg)C*
e
–
( ln( C*
C*avg,g
)
√
2ln(σg)
)2
(3.31)
fO:C,p(O : C) =
1
Γ(kp)(θp)kp
(O : C)kp–1e
(–O:C
θp
)
(3.32)
fC*,p(C
*) =
1√
2piln(σp)C*
e
–
( ln( C*
C*avg,p
)
√
2ln(σp)
)2
(3.33)
Notice that each of the four probability distributions requires two parameters, k and θ for the
gamma distributions, and C*avg and σ for the log-normal distributions. Therefore, the total number
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of parameters that need to be specified for each phase is 5 (k, θ, σ, C*avg, and NCtot). The moment-
generating functions for the general gamma distribution and the general log-normal distributions
are:
Mn =
∫ ∞
0
(x)n
1
Γ(k)(θ)k
(x)k–1e–
x
θ dx = (θ)n
Γ(k + n)
Γ(k)
(3.34)
Mn =
∫ ∞
0
(x)n
1√
2piln(σ)x
e
–
( ln( xxave )√
2ln(σ)
)2
dx = (xave)
ne
(
n2
2
ln2σ
)
(3.35)
Using the continuous fO:C,g and fC*,g as examples, the moment-generating functions become:
MO:C,gn = NCtot,g
∫ ∞
0
(O : C)nfO:C,g(O : C)d(O : C) = NCtot,g(θg)
nΓ(kg + n)
Γ(kg)
(3.36)
MC
*,g
n = NCtot,g
∫ ∞
0
(C*)nfC*,g(C
*)d(C*) = NCtot,g(C
*
g)
ne
(
n2
2
ln2σg
)
(3.37)
The first three moments of NCC*,g are:
MC
*,g
0 = NCtot,g(C
*
ave,g)
0e
(
02
2
ln2σg
)
(3.38)
MC
*,g
1 = NCtot,g(C
*
ave,g)
1e
(
12
2
ln2σg
)
(3.39)
MC
*,g
2 = NCtot,g(C
*
ave,g)
2e
(
22
2
ln2σg
)
(3.40)
The values of NCtot,g, σg, and C
*
avg,g are constrained by the first three moments of NCC*,g(C
*).
Solving equations (3.38)–(3.40) explicitly for NCtot,g, σg, and C
*
avg,g, one obtains:
Ntot,g = M
C*,g
0 (3.41)
σg = exp


√√√√√√ln

MC
*,g
2 M
C*,g
0(
MC
*,g
1
)2



 (3.42)
C*ave,g =
MC
*,g
1
MC
*,g
0
√√√√ (MC*,g1 )2
MC
*,g
0 M
C*,g
2
(3.43)
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The parameters given by (3.41)–(3.43) can be used as initial guesses in a nonlinear least-squares
regression to find the optimal log-normal parameters for describing the discrete 1D distributions.
By optimal, we mean that upon rediscretizing the continuous 1D C* distribution (see next section),
the appropriate amount of mass is placed into the correct C* bins. This is necessary because the
parameters given by equations (3.41)–(3.43) are defined for a continuous log-normal C* distribution
that is consistent with the moments of the discrete 1D distributions given by equations (3.12) and
(3.14). However, the discrete 1D C* probability distributions given by (3.8) and (3.10) may not be
exactly log-normal, and small differences between the original discrete 1D distribution and the 1D
distribution created from discretizing the continuous 1D distribution defined by (3.41)–(3.43) may
incorrectly shift mass between phases during thermodynamic gas-particle equilibration. Determining
the optimal log-normal parameters via least-squares regression mitigates this issue to some extent,
and once the optimal log-normal parameters have been determined, the moments that correspond to
these parameters can be determined via equations (3.38)–(3.40). As will be discussed later, inexact
fitting of a continuous C* distribution to a discretized C* distribution is the dominant limitation of
the Moment Method in its current form.
The first three moments of NCO:C,g are:
MO:C,g0 = NCtot,g(θg)
0Γ(kg + 0)
Γ(kg)
(3.44)
MO:C,g1 = NCtot,g(θg)
1Γ(kg + 1)
Γ(kg)
(3.45)
MO:C,g2 = NCtot,g(θg)
2Γ(kg + 2)
Γ(kg)
(3.46)
For any positive real kg, the following relations hold:
Γ(1) = 1 (3.47)
Γ(kg + 1) = kgΓ(kg) (3.48)
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Using this property of the gamma function, equations (3.44)–(3.46) can be simplified to:
M
O:C,g
0 = NCtot,g (3.49)
MO:C,g1 = NCtot,g(θg)
1kg (3.50)
MO:C,g2 = NCtot,g(θg)
2kg(kg + 1) (3.51)
Therefore, the values of NCtot,g, k, and θ are constrained by the first three moments of each 1D
probability distribution. Solving equations (3.49)–(3.51) explicitly for Ntot, k, and θ, we get:
NCtot,g = M
O:C,g
0 (3.52)
kg =
(MO:C,g1 )
2
(MO:C,go )(M
O:C,g
2 ) – (M
O:C,g
1 )
2
(3.53)
θg =
(MO:C,g0 )(M
O:C,g
2 ) – (M
O:C,g
1 )
2
(MO:C,g0 )(M
O:C,g
1 )
(3.54)
Since thermodynamic gas-particle partitioning is much less sensitive to O:C ratio than it is to C*, the
least-squares procedure used for the 1D C* distributions is not necessary for 1D O:C distributions,
and the parameters given by equations (3.52)–(3.54) can be used to constrain the continuous 1D
O:C distributions.
We are now in a position to transform a discretized O:C by C* probability distribution to a
continuous O:C by C* probability distribution. The steps of the process are summarized as follows:
1. Begin with the discretized O:C by C* grids in the gas phase and particle phase predicted by
the 2D-VBS at any instant in time.
2. Calculate the four 1D probability distributions of the discretized O:C by C* grid using equa-
tions (3.7)–(3.10).
3. Calculate the first three moments of each 1D probability distribution using equations (3.11)–
(3.14).
4. Use each three-moment set (MC
*
0 , M
C*
1 , M
C*
2 ) to determine the three parameters (NCtot, σ,
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C*ave) for the continuous 1D C
* probability distribution using equations (3.41)–(3.43). Using
these as initial guesses, use nonlinear least-squares regression to determine the optimal log-
normal parameters for describing the discrete 1D C* distributions. Using equations (3.38)–
(3.40), calculate a new three-moment set (MC
*
0 , M
C*
1 , M
C*
2 ) that corresponds to the optimal
log-normal parameters.
5. Use each three-moment set (MO:C0 , M
O:C
1 , M
O:C
2 ) to determine the three parameters (NCtot,
k, θ) needed to constrain each continuous 1D O:C probability distribution using equations
(3.52)–(3.54).
6. Once all four continuous 1D probability distributions have been determined, calculate the
continuous 2D probability distributions in the gas and particle phases using equations (3.24)–
(3.25)
Using this approach, any discretized O:C by C* grid can be transformed to a continuous O:C by
C* probability distribution such that total carbon number concentration (MO:C0 ) and total oxygen
number (MO:C1 ) are conserved. The next step is to develop a methodology by which the continuous
O:C by C* probability distributions can be mapped back to the discretized O:C by C* probability
distributions.
3.4.2 Transforming continuous distributions into discrete distributions
Representing [O:C, C*] probability distributions as the product of two continuous 1D probability
distributions is ideal for implementing the 2D-VBS into a 3D CTM because only the 10 moments
needed to constrain the four 1D distributions are tracked (as compared to the 330 grid boxes in
the original 2D-VBS). However, the gas-phase oxidation/fragmentation mechanism and the absorp-
tive partitioning framework of the 2D-VBS requires that the continuous probability distribution
be mapped onto a discretized O:C by C* grid prior to any physio-chemical transformation. This
is accomplished using the cumulative gamma distribution function and the cumulative log-normal
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distribution function H(x) = CDF(x):
H(x) =
∫ x
0
F(x)dx =
∫ x
0
1
Γ(k)(θ)k
(x)k–1e–
x
θ dx (3.55)
H(x) =
∫ x
0
F(x)dx =
∫ x
0
1√
2piln(σ)x
e
–
( ln( xxavg )√
2ln(σ)
)2
dx (3.56)
Using the continuous FO:C,g(O:C) as an example, the probability of a molecule having carbon
number between O:Cmin and O:Cmax is:
FdiscO:C,g(O : C) =
∫ O:Cmax
O:Cmin
fcontO:C,g(O : C)d(O : C) = H(O : Cmax) – H(O : Cmin) (3.57)
where the superscripts “disc” and “cont” stand for discretized and continuous, respectively. The
value of fcontO:C,g(O : Cmin < O : C < O : Cmax) derived from the continuous probability distribution
will be assigned to the discrete FdiscO:C,g(O : C) bin. For example, assume O:Cmin is 0.45, O:CC,max
is 0.55, and O:C is the discrete bin value 0.5. Therefore, the probability of finding a molecule using
the continuous probability distribution, FO:C,g(O : C), that should be assigned to the discrete bin
O:C = 0.5 is:
FdiscO:C,g(0.5) = H(0.5 + 0.05) – H(0.5 – 0.05) (3.58)
Note that in equation (3.58) we have arbitrarily chosen ±0.05 as the integration offsets. However,
the integration offsets are not free parameters, but instead are chosen such that total oxygen number
is conserved upon integration of the new discretized probability distribution. Since we will apply
equation (3.58) to all discrete O:C values (i.e. O:C = 0.0, 0.1, 0.2, 0.3,...), which are separated by
0.1, then O:Cmin and O:Cmax should differ by 0.1 (O:Cmax - O:Cmin = 0.1). Let the integration
offset (OS) be defined as OS = O:Cmax – O:C. Combining the definition of OS with the 0.1 difference
between O:Cmax and O:Cmin, equation (3.58) becomes:
FdiscO:C,g(O : C) = H(O : C + OS) – H(O : C – (0.1 – OS)) (3.59)
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If we equate the 1st moment of equation (3.59) with the 1st moment given by equation (3.11), we
end up with one equation and one unknown:
MO:C,g1 =
∑
O:C
(O : C)(H(O : C + OS) – H(O : C – (0.1 – OS)))NCtot,g (3.60)
Equation (3.60) guarantees that total oxygen number is conserved upon mapping the continuous 1D
probability distribution, FcontO:C,g, back to the discrete 1D probability distribution, F
disc
O:C,g. OS can
be solved for in equation (3.60) using standard numerical techniques (e.g., bisection). Once OS is
known, equation (3.59) can be used to populate the entire discretized 1D probability distribution
for gas-phase O:C.
The equations in this section have been developed using FO:C,g as an example, and the identical
process can be repeated for FO:C,p. For discretizing FC* , the OS is set to half the C
* bin width
(100.5 in this study). This is necessary because the continuous FC* distributions are determined via
least-squares regression based on the centers of the discrete 1D C* distribution bins.
We are now in a position to transform a continuous O:C by C* probability distribution to a
discretized O:C by C* probability distribution. The steps of the process are summarized as follows:
1. Begin with the four continuous 1D probability distributions (FO:C,g, FC*,g, FO:C,p, and FC*,p)
given by equations (3.30)–(3.33)
2. For each 1D O:C probability distribution, solve equation (3.60) for the integration offset, OS,
needed to ensure conservation of total carbon and total oxygen
3. Once the OS is known for each 1D O:C probability distribution, populate each 1D O:C prob-
ability distribution using equation (3.59).
4. For the 1D C* distributions, set the OS to half the discrete C* bin width, and populate each
1D C* probability distribution using equation (3.59).
5. Once all four continuous 1D probability distributions have been determined, calculate the
discretized 2D probability distributions in the gas and particle phases using equations (3.24)–
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(3.25)
In this section, we have presented the derivation of the mathematical framework of the Mo-
ment Method. In the following section, we present four numerical experiments to demonstrate the
strengths and limitations of the Moment Method.
3.5 Results and Discussion
In this section, four numerical experiments are conducted to evaluate the behavior and performance
of the Moment Method using the fully-explicit discretized 2D-VBS grid as a basis for comparison.
The four tests are summarized as follows:
1. Basic characterization: Construct an initial discretized 2D distribution (e.g., Fig. 3.1),
allow it to equilibrate, and reform it using the Moment Method.
2. Air Mass Mixing: Mix two discrete grids to obtain a third, and mix the moments of two
discrete grids to obtain the moments of the third. Compare the mixed grids to see how well
the Moment Method handles air mass mixing.
3. Semi-scattered Data: Determine how well equilibration of a semi-randomized distribution
is approximated by the Moment Method.
4. Numerical Drift: Repeat the basic-characterization test 100 times to demonstrate how error
from the fitting procedure propagates.
These tests are designed to illustrate the behavior of the Moment Method as it pertains to trans-
forming discrete grids to continuous grids, transforming continuous grids back to discrete grids, and
distributing mass between the gas and particle phases via thermodynamic partitioning. Addressing
the Moment Method limitations identified in this work, as well as adding gas- and particle-phase
oxidation/fragmentation chemistry remain as future work.
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3.5.1 Basic characterization
In this section, we apply the Moment Method approach, in its entirety, to a synthetic data set. First,
a synthetic, continuous 2D distribution is constructed by multiplying a log-normal distribution with
a gamma distribution. The system is then initialized with 1017 C-atoms m–3, which correspond to
∼4 µg m–3 of total (gas + particle) organic material. Then the continuous distribution is discretized
using the mathematical relations presented in Section 3 (Fig. 3.2A). This grid is then equilibrated
between the gas and particle phases (Fig. 3.2B,C) via the thermodynamic partitioning algorithm
presented in Appendix A. Once the discrete grids have been equilibrated, distributions in each
phase are then refit, rediscretized, and re-equilibrated to obtain new grids (Fig. 3.2D,E). Note that
although the initial distribution given in Fig. 3.2A is a product of a gamma and log-normal function,
the distributions given in Fig. 3.2B,C and Fig. 3.2D,E are not due to the equilibration. Finally,
the discrete grids presented in Fig. 3.2D,E are combined (Fig. 3.2F) and compared to the original
distribution (Fig. 3.2A).
The shapes and positions of the four phase-specific equilibrated distributions (Fig. 3.2B-E) and
the two total distributions (Fig. 3.2A,F) are qualitatively identical. As given in Table 3.1, the O:C
ratios in each phase are very similar with differences in O:C ratio being ∼0.5%, and differences
in total mass being ∼3%. We conclude that, for these conditions, the Moment Method is able to
reproduce a 2D-VBS grid with high fidelity; the discretizing-equilibrating-fitting (DEF) procedure
behaves as expected.
3.5.2 Air Mass Mixing
In this section, the ability of the Moment Method to simulate air mass mixing is explored. Air mass
mixing occurs continuously in the real atmosphere, and is represented within 3D CTMs via solution
of the advection-diffusion equation. Therefore, it is imperative that any SOA model candidate
represent air mass mixing as accurately as possible.
We begin with two air masses, each of which is initially represented by a single (gas+particle)
discrete 2D-VBS grid (see Fig. 3.3A,B). These air masses are mixed by combining the individual grid
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cells of the respective 2D-VBS grids, resulting in a third discrete grid (not shown). The third grid
is then equilibrated, resulting in new 2D distributions in the gas and particle phase (Fig. 3.3C,D).
In this analysis, Fig. 3.3C,D represent the “correct” air mass mixing solution.
To represent the same phenomenon using the Moment Method, the 2D grids shown in Fig.
3.3A,B are equilibrated individually prior to mixing. This results in four 2D distributions (Fig.
3.3EFHI). We then determine the moments of each phase in each air mass and combine them to
form the moments of the third air mass (i.e. MCell1n + M
Cell2
n = M
Cell3
n ). Once the moments of
the third air mass have been determined, we then rediscretize the continuous distributions in each
phase (Fig. 3.3G for gas phase and Fig. 3.3J for particle phase). Finally, the discrete distributions
of the third air mass are equilibrated (Fig. 3.3M,N) and compared to the “correct” air mass mixing
solution (Fig. 3.3C,D). Note that air mass mixing was conducted by combining the moments of
each respective phase, as opposed to combining the individual grid cells. As given in Table 3.2, the
Moment Method predicts mass concentrations and O:C ratios in each phase that are within 5% of
the correct answer.
The same analysis was conducted for initial conditions with varying degrees of diagonal separation
(Fig. 3.4). The initial conditions in Fig. 3.3A,B correspond to a medium degree of separation (Fig.
3.4B). Table 3.2 contains the resulting data for the Moment Method applied to initial total (Air Mass
1 + Air Mass 2) distributions given in Fig. 3.4. As shown in Table 3.2, the absolute and relative
errors of both total mass and O:C ratio are fairly independent of the diagonal separation shown in
Fig. 3.4. This makes sense because if the two air masses have a significant diagonal separation, then
one air mass will be predominately in the gas phase and one will be in the particle phase. On the
other hand, if the air masses have minimal diagonal separation, then the correct solution resembles
that of Fig. 3.2A, which we showed could be represented accurately by the Moment Method (see
Basic Characterization).
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3.5.3 Semi-scattered Data
The starting initial distributions so far have been discretizations of gamma and log-normal func-
tions. We now assess how well the Moment Method performs with a more scattered distribution.
Such an assessment is necessary because gas-phase oxidation/fragmentation chemistry will produce
distributions that are not necessarily gamma-log-normal products. To begin, a standard (gamma-
lognormal) distribution of total organic mass was altered via randomized scaling factors (Fig. 3.5A),
and the Moment Method was implemented exactly as in the Basic Characterization test. The cor-
rect 2D distributions shown in Fig. 3.5B,C are very similar (i.e. within 5%) to those given in Fig.
3.5D,E. Therefore, even when the initial 2D distribution is not exactly a gamma-lognormal product,
at thermodynamic equilibrium, the 2D distributions in each phase can be approximated well by the
Moment Method.
We note that the absolute and relative errors will depend on both the initial distributions and the
total (gas + particle) concentration of organic mass in the system. Nevertheless, this test suggests
that the Moment Method may be able to represent other scattered distributions well. Future work
is necessary to characterize how well the Moment Method handles distributions created by realistic
gas-phase chemical mechanisms that include both fragmentation and functionalization pathways.
3.5.4 Numerical Drift
In this section we discuss the primary numerical limitation of the Moment Method in its current
form. As given in Table 3.1, the DEF procedure introduces some nonzero error with each iteration.
Were the Moment Method to be implemented into a 3D CTM, the DEF procedure will be executed
hundreds of times for a given simulation. Therefore, it is necessary to characterize the extent to
which this error propagates throughout a simulation. We begin with a discrete 1D C* log-normal
distribution (black line in Fig. 3.6A). This distribution is then allowed to equilibrate between the
gas and particle phases (red and blue lines, respectively, in Fig. 3.6A). Ideally, the DEF procedure
should not alter the distributions shown in Fig. 3.6. However, the partitioning equation skews
the correct distributions in the gas and particle phase to the left and right, respectively. When
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continuous 1D log-normal distributions (which are symmetric) are then refit, some non-zero fraction
of mass is inevitably shifted between grid cells. As shown in Figure Fig. 3.6B, C, this mass shifting
can become substantial after several iterations. This numerical limitation suggests that the Moment
Method is not yet an adequate solution for combining 2D SOA models with 3D CTMS. Potential
strategies for overcoming this limitation are discussed in the next section.
3.6 Moment-Bin Hybrid & Grid Coarsening
One approach to overcome the numerical drift is to use a bin-moment-hybrid framework in which
the 1D C* distributions always remain binned and the 1D O:C distributions are still assumed to be
continuous gamma distributions. Shown graphically in Figure 3.7B, a bin-moment-hybrid approach
removes the error introduced by inaccurately shifting mass between bins when discretizing the con-
tinuous lognormal distributions in the original Moment Method approach. The main challenge with
the hybrid approach is that it requires many more tracers. Specifically, 6 moments are required for
each C* bin (3 moments to constrain NCitot,g, k
i
g, θ
i
g, and 3 moments to constrain NC
i
tot,p, k
i
p, θ
i
p,
where i corresponds to C* bin “i”). This approach is still computationally advantageous as compared
to the original 2D-VBS framework with a 70% reduction in the number of tracers (10 O:C bins per
C* bin → 3 O:C moments per C* bin), but may still be too computationally expensive to be used
in a 3D model such as CMAQ.
An alternative approach would be to deliberately coarsen the 2D grid such that only a few
fixed grid boxes are retained. In theory, the grid boxes would be identified by running the explicit
2D-VBS and then determining which grid boxes contribute most significantly to the measurable
particle-phase properties (e.g. total mass concentration, O:C ratio). Once these grid boxes, and
their grid-box precursors, are identified, all other grid boxes can be discarded. The grid coarsening
approach is basically a systematic way to optimize the chemical characteristics (O:C ratio and
saturation concentration) of a 1D VBS. This approach is shown graphically in Figure 3.7C. Although
this method requires a fair amount of tuning, it does remove the numerical drift limitation of the
Moment Method approach, and requires far fewer tracers than the bin-moment hybrid approach.
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3.7 Implementing the Moment Method into a 3D CTM
In the event that the numerical drift limitation can be overcome, the Moment Method can be
implemented into a 3D CTM via the following steps. As shown above, the O:C and C* distributions
can be constrained in both phases by tracking 10 moments (Mg0, M
p
0 , M
O:C,g
1 , M
C*,g
1 , M
O:C,p
1 ,
MC
*,p
1 , M
O:C,g
2 , M
C*,g
2 , M
O:C,p
2 , M
C*,p
2 ). These 10 moments would be added to a CTM as tracers
and tracked (i.e. emitted, transported, and deposited) at all locations within the Eulerian 3D grid at
all times. If a specific cell in the 3D grid meets certain criteria (e.g. Mg0 + M
p
0 ≥Mmin0 ), the moments
can be converted into the discretized O:C by C* grids. Once the discretized O:C by C* grids in
both phases have been populated, they can then be updated during the model time step according
to the gas-phase oxidation/fragmentation mechanism and absorptive partitioning framework of the
original 2D-VBS. After the O:C by C* grids undergo oxidation, fragmentation, and equilibration,
the 10 moments can be updated, and the discretized O:C by C* grids can be discarded. In this
study, continuous distributions are discretized to form grids that contain 330 grid boxes (165 in each
phase). However, the resolution of the discretized grids can be increased or decreased to address
factors such as mitigating numerical drift due to the DEF procedure, accurately representing gas-
and particle-phase chemical reactions, and the computational requirements of the computer on which
the 3D CTM is running.
3.8 Conclusions
Significant progress has been made in using box models to represent the formation and evolution of
SOA. However, little work has focused on bridging the gap between the advanced chemical mecha-
nisms of 2D SOA box models and the strict computational requirements of 3D CTMs. In this study,
we have presented a novel mathematical framework, termed the Oxidation State/Volatility Moment
Method, that addresses this issue. Specifically, when applied to the 2D-VBS, the Moment Method
reduces the number of tracers required from 330 to 10. This is accomplished by describing the 2D
grids using certain probability distributions, which can reproduce a variety of data while conserving
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carbon and oxygen masses.
Various numerical experiments were conducted to characterize the behavior and performance of
the Moment Method. The Basic Characterization Test, Air Mass Mixing Test, and Semi-scattered
Test all suggest that the Moment Method is a promising mathematical framework for combining
2D SOA models with 3D CTMS. However, the Numeric Drift Test revealed that inexact fitting of
symmetric distributions to skewed distributions introduces an unacceptable amount of error when the
DEF procedure is repeated several times. Two strategies (Moment-Bin Hybrid & Grid Coarsening)
for overcoming this numerical drift limitation were discussed qualitatively.
Future work should focus on (1) removing the error introduced by inexact fitting followed by
thermodynamic partitioning, (2) assessing how the Moment Method performs when gas-phase oxi-
dation/fragmentation chemistry is included, (3) testing alternative 1D probability distributions (not
just log-normal and gamma distributions), and (4) quantitatively assessing the Moment-Bin Hybrid
& Grid Coarsening approaches as compared to the explicit 2D-VBS.
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Table 3.1: Statistical performance of the Moment Method during the Basic Characterization Test
(Fig. 3.2).
Subfigure* Mass Abs. Error Rel. Error O:Cave Abs. Error Rel. Error
(µg m–3) (µg m–3) (%) (O:C) (%)
3.2b 1.58 0.41
3.2c 2.40 0.40
3.2d(b) 1.64 0.06 3.77 0.41 0.00 0.45
3.2e(c) 2.34 -0.06 -2.48 0.40 0.00 -0.36
*In the subfigure column, “m(n)” indicates m is the fitted solution predicted by the Moment Method and n is the
benchmark (correct) solution.
Abs. Error = (Moment Method Value) - (Benchmark Value)
Rel. Error = (Moment Method Value) - (Benchmark Value) / (Benchmark Value) × 100%
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Table 3.2: Gas and particle-phase concentrations from Air Mass Mixing Test presented in Fig. 3.3 using
initial conditions from Fig. 3.4. “Fit” refers to air masses mixed via the Moment Method.
Quantity Fig. 3.4a (close) Fig. 3.4b (medium) Fig. 3.4c (far)
Gas Mass (µg m–3) 3.79 3.00 2.66
Gas Mass Fit (µg m–3) 3.80 3.08 2.68
Gas Mass Abs. Error (µg m–3) 0.01 0.08 0.01
Gas Mass Rel. Error (%) 0.28 2.66 0.55
Particle Mass (µg m–3) 3.29 4.39 5.35
Particle Mass Fit (µg m–3) 3.28 4.31 5.33
Particle Mass Abs. Error (µg m–3) -0.01 -0.08 -0.02
Particle Mass Rel. Error (%) -0.32 -1.82 -0.29
Gas O:C 0.26 0.25 0.24
Gas O:C Fit 0.26 0.26 0.25
Gas O:C Abs. Error 0.01 0.01 0.01
Gas O:C Rel. Error (%) 2.16 3.91 3.20
Particle O:C 0.30 0.37 0.52
Particle O:C Fit 0.29 0.37 0.51
Particle O:C Abs. Error -0.01 -0.01 -0.01
Particle O:C Rel. Error (%) -2.28 -1.68 -1.04
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Table 3.3: Statistical performance of the Moment Method during the Semi-scattered Test (Fig. 3.5).
Subfigure* Mass Abs. Error Rel. Error O:Cave Abs. Error Rel. Error
(µg m–3) (µg m–3) (%) (O:C) (%)
3.5b 1.80 0.41
3.5c 2.17 0.39
3.5d(b) 1.72 -0.08 -4.39 0.41 -0.00 -0.37
3.5e(c) 2.25 0.08 3.65 0.39 0.00 0.51
*In the subfigure column, “m(n)” indicates m is the fitted solution predicted by the Moment Method and n is the
benchmark (correct) solution.
Abs. Error = (Moment Method Value) - (Benchmark Value)
Rel. Error = (Moment Method Value) - (Benchmark Value) / (Benchmark Value) × 100%
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Figure 3.1: The Moment Method: 2D probability distributions are represented as products of 1D
probability distributions.
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Figure 3.2: Application of the Moment Method to a hypothetical O:C vs C* distribution: (A)
Organic material is distributed on the grid. This material is then equilibrated between the gas
(B) and particle phases (C). Using the equations in the text, continuous distributions are then fit
to each phase, rediscretized, and re-equilibrated to form updated gas (D) and particle phase (E)
distributions. These distributions are then added together (F).
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Figure 3.3: Grid Cell Mixing: (A) Total (gas+particle) mass is distributed in Cell 1 (C1). (B) Total (gas+particle) mass is distributed in Cell 2 (C2). (C) Gas-phase
portion of C1+C2 after equilibration. (D) Particle-phase portion of C1+C2 after equilibration. (E) Gas-phase portion of C1 after equilibration, but prior to mixing. (F)
Gas-phase portion of C2 after equilibration, but prior to mixing. (G) Gas-phase grid created from the combined moments of subfigures E and F. (H) Particle-phase portion
of C1 after equilibration, but prior to mixing. (I) Particle-phase portion of C2 after equilibration, but prior to mixing. (J) Particle-phase grid created from the combined
moments of subfigures H and I. (K) Same as (G). (L) Same as (J). (M) Gas-phase grid created from the combined moments of subfigures E and F after equilibration. (N)
Particle-phase grid created from the combined moments of subfigures E and F after equilibration. (M) and (N) should be compared to (C) and (D), respectively.
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in Figure 3.3 was conducted for initial conditions with varying degrees of diagonal separation (Fig.
3.4A,B,C). The initial conditions in Fig. 3.3A,B correspond to a medium degree of separation (Fig.
3.4B).
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Figure 3.5: Same as Figure 3.2, except using semi-scattered data for the initial 2D distribution.
Semi-scattered means beginning with a lognormal-gamma product and then altering specific grid
cells via randomized scaling factors. The initial distribution in Fig. 3.5A is then renormalized to
ensure all probability distributions sum to unity.
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Figure 3.6: Susceptibility of the Moment Method to numerical drift: (A) An initial 1D log-normal
distribution (black line) is equilibrated between the gas (red line) and particle phase (blue line).
Continuous 1D log-normal distributions are then fit to the distributions in each phase, discretized,
and equilibrated. The process is repeated for 100 iterations. (B) Evolution of the particle-phase
distributions as a function of iteration. (C) Evolution of the gas-phase distributions as a function of
iteration. The initial distribution (black line) is plotted in (B) and (C) for reference.
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3.9 SOA Partitioning Algorithm
3.9.1 Definitions
Gimol = gas – phase molar concentration of species i
Pimol = particle – phase molar concentration of species i
Citot,mol = G
i
mol + P
i
mol = total (gas + particle) molar concentration of species i
Cisat,mol = molar saturation concentration of species i
Mtot,mol = total particle – phase molar concentration
Small Number ' 0 (e.g. 10–10)
3.9.2 Initial guess
Mtot,mol = ΣiP
i
mol
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3.9.3 Algorithm to find correct Mtot,mol
If
(
Σi
(
Citot,mol
Cisat,mol
)
< 1
)
Then
Everything evaporates, Mtot,mol = 0
Else
Do
Y = Σi
(Citot,mol)
(Cisat,mol +Mtot,mol)
– 1
dY = –Σi
(Citot,mol)
(Cisat,mol +Mtot,mol)
2
If (‖Y‖ < Small Number ) Then
Mtot,mol is correct, exit the Do loop before the next iteration
End If
If ( Y < 0 ) Then
Update Mtot,mol guess, Mtot,mol = Mtot,mol × 0.5
Else
Update Mtot,mol guess, Mtot,mol = Mtot,mol –
Y
dY
End If
End Do
EndIf
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3.9.4 Update gas-phase and particle-phase concentrations
Pimol = C
i
tot,mol ×
(
Mtot,mol
Cisat,mol +Mtot,mol
)
Gimol = C
i
tot,mol ×
(
1 –
Mtot,mol
Cisat,mol +Mtot,mol
)
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Chapter 4
Inorganic and black carbon
aerosols in the Los Angeles Basin
during CalNex *
*Reproduced by permission of American Geophysical Union from “Inorganic and black carbon aerosols in the
Los Angeles Basin during CalNex” by J. J. Ensberg, J. S. Craven, A. R. Metcalf, J. D. Allan, W. M. Angevine, R.
Bahreini, J. Brioude, C. Cai, H. Coe, J. A. de Gouw, R. A. Ellis, J. H. Flynn, C. L. Haman, P. L. Hayes, J. L.
Jimenez, B. L. Lefer, A. M. Middlebrook, J. G. Murphy, J. A. Neuman, J. B. Nowak, J. M. Roberts, J. Stutz, J.
W. Taylor, P. R. Veres, J. M. Walker, J. H. Seinfeld, Journal of Geophysical Research–Atmospheres, 118, 1777–1803,
doi:10.1029/2012JD018136. Copyright 2012 by the American Geophysical Union.
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4.1 Abstract
We evaluate predictions from the Community Multiscale Air Quality (CMAQ version 4.7.1) model
against a suite of airborne and ground-based meteorological measurements, gas- and aerosol-phase
inorganic measurements, and black carbon (BC) measurements over Southern California during
the CalNex field campaign in May/June 2010. Ground-based measurements are from the CalNex
Pasadena ground site, and airborne measurements took place onboard the Center for Interdisci-
plinary Remotely-Piloted Aircraft Studies (CIRPAS) Navy Twin Otter and the NOAA WP-3D
aircraft. BC predictions are in general agreement with observations at the Pasadena ground site
and onboard the WP-3D, but are consistently overpredicted when compared to Twin Otter mea-
surements. Adjustments to predicted inorganic mass concentrations, based on predicted aerosol size
distributions and the AMS transmission efficiency, are shown to be significant. Owing to recent
shipping emission reductions, the dominant source of sulfate in the L.A. Basin may now be long-
range transport. Sensitivity studies suggest that severely underestimated ammonia emissions, and
not the exclusion of crustal species (Ca2+, K+, and Mg2+), are the single largest contributor to
measurement/model disagreement in the eastern part of the L.A. Basin. Despite overstated NOx
emissions, total nitrate concentrations are underpredicted, which suggests a missing source of HNO3
and/or overprediction of deposition rates. Adding gas-phase NH3 measurements and size-resolved
measurements, up to 10 µm, of nitrate and various cations (e.g. Na+, Ca2+, K+) to routine moni-
toring stations in the L.A. Basin would greatly facilitate interpreting day-to-day fluctuations in fine
and coarse inorganic aerosol.
4.2 Introduction
The Los Angeles mega-city has consistently experienced among the highest particulate matter
levels in the United States and the highest ozone levels (http://www.stateoftheair.org/2012/
city-rankings/most-polluted-cities.html). Several measurement campaigns have focused on
characterizing particulate air quality in the Los Angeles Basin (e.g. Appel et al. (1982); Turpin and
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Huntzicker (1991); Chow et al. (1994);Watson et al. (1994); Eldering et al. (1994); Liu et al. (2000);
Hughes et al. (2002); Pastor et al. (2003); Croes and Fujita (2003); Neuman et al. (2003); Jacob et al.
(2010); Docherty et al. (2011)), and in other urban areas, such as Pittsburgh, PA (Pittsburgh Air
Quality Study, PAQS; e.g. Wittig et al. (2004); Cabada et al. (2004); Modey et al. (2004); Pekney
et al. (2006); Bein et al. (2006)), Mexico City, Mexico (Mega-city Initiative: Local and Global Re-
search Observations, MILAGRO; e.g. Salcedo et al. (2006); DeCarlo et al. (2008); Querol et al.
(2008); Molina et al. (2010)), Houston, Texas (2006 Texas Air Quality Study, TexAQS; e.g. Parrish
et al. (2009); Nowak et al. (2010); Washenfelder et al. (2010)), and Beijing, China (Campaign of
Air Quality Research in Beijing, CAREBEIJING; e.g. van Pinxteren et al. (2009); Yue et al. (2009,
2010); Ianniello et al. (2011); Zheng et al. (2011)). Many studies have used data gathered during
these field campaigns to evaluate the fidelity of three-dimensional atmospheric chemical transport
models (CTMs) (e.g. Sarwar and Bhave (2007); Fountoukis and Nenes (2007); Nolte et al. (2008);
Matsui et al. (2009); Fountoukis et al. (2009); McKeen et al. (2009); Fast et al. (2009); Foley et al.
(2010); Renner and Wolke (2010); Zhang and Ying (2010); Karydis et al. (2010); Kelly et al. (2010);
Lee et al. (2011); Huang et al. (2011); Pfister et al. (2011)).
The California Research at the Nexus of Air Quality and Climate Change (CalNex) study was
conducted during May–June 2010 to address both air quality and climate change through coordi-
nation and collaboration between several government agencies, such as the California Air Resources
Board (CARB), the National Oceanic and Atmospheric Administration (NOAA), and academic
institutions (www.esrl.noaa.gov/csd/calnex/). During CalNex, state-of-the-art airborne, ship-
based, and ground-based measurements of atmospheric species, and of their transport over and
off the coast of California, were conducted with the goal of understanding the impact of airborne
pollutants on air quality and climate.
The motivation for the present work is to evaluate the extent to which we understand the observed
behavior of inorganic aerosols in the Los Angeles airshed, one of the world’s most important urban
areas from the point of view of air quality. The suite of ground-level and airborne measurements
made during CalNex represent, by far, the most complete characterization of Los Angeles air quality
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yet carried out. Such a complex suite of measurements, gas and particle, surface and aloft, can
only be placed in a unified context through the integration of chemistry and physics provided by
a state-of-the-science atmospheric chemical transport model, driven by appropriate meteorology for
the days of the experiment and operating on the emissions inventory of the region assembled by the
relevant governmental agencies. In many respects, the current work can be seen as a parallel to the
Mexico City MILAGRO study (Molina et al., 2010).
To evaluate the extent to which predictions of a state-of-the-science CTM, driven by current emis-
sion inventories and resolved meteorological fields, agree with measured concentrations, we employ
the Community Multiscale Air Quality (CMAQ) model version 4.7.1 (http://www.cmaq-model.
org/, Foley et al. (2010)) to simulate the three-dimensional distribution of aerosols and gases over
Southern California during the CalNex field campaign. Predictions are compared to a suite of
airborne and ground-based meteorological measurements, gas- and aerosol-phase inorganic mea-
surements, and black carbon (BC) measurements over Southern California during the CalNex field
campaign. Airborne measurements took place onboard the Center for Interdisciplinary Remotely-
Piloted Aircraft Studies (CIRPAS) Navy Twin Otter aircraft (hereafter referred to as the Twin Ot-
ter) and the NOAA WP-3D (hereafter referred to as the P3) aircraft during May and June 2010. A
Lagrangian particle dispersion model, FLEXPART (http://transport.nilu.no/flexpart, Stohl
et al. (2005)), is used to track the origins of measured and predicted species in the Los Angeles Basin
during CalNex by calculating back trajectories based on advection and turbulent mixing processes.
Our goal is to identify the major sources of measurement/model disagreement for BC and various
inorganic aerosol species and to suggest additional measures that address these sources of error. The
organic component of the particulate matter will be addressed in a future study.
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4.3 Model description and application
4.3.1 CMAQ
In this study, we use CMAQ version 4.7.1 (Foley et al., 2010) on a domain that includes a large
portion of Southern California as well as parts of Mexico (Figure 4.1), covering the area from
(31.83◦N, 121.43◦W) to (35.69◦N, 114.43◦W) with 4 km by 4 km horizontal grid cells (102 x 156
grid points). Simulations cover the time period of May 2010. All simulations include a minimum
spin-up period of four days to mitigate the influence of initial conditions, except for the P3 flight
during 4 May 2012 which included only three days of spin up due to lack of MM5 meteorology
for 30 April 2010. The meteorological fields used to drive the model were generated by the 5th
generation Penn State/National Center for Atmospheric Research Meso-scale Model (MM5 version
3.7.4; Grell et al. (1995)). Three nested grids, with horizontal resolutions of 36, 12, and 4 km, were
used to generate meteorological fields at the desired resolution (Figure C.1). Nesting is the process
by which a model simulation is run over a certain domain (the parent domain) at a given resolution.
From the predicted concentrations within the parent domain, boundary conditions are extracted and
used to drive a separate finer-resolution model simulation that is run over a portion of the parent
domain (the nested domain). The MM5 model was initialized from NARR analysis data (http:
//nomads.ncdc.noaa.gov/data/narr/) with analysis nudging option, but observational nudging
was not used. The 36 km and 12 km grids were first run together, via two-way nesting, using
the Grell cumulus, simple ice microphysics, NOAH soil scheme, MRF PBL, and RRTM radiation
options. The 4 km grid was then run, via one-way nesting, using boundary conditions derived from
the 12 km grid with all options identical to the coarse domain simulations, except that the cumulus
parameterization was turned off since the sufficiently fine horizontal resolution of the 4 km grid is
expected to capture the smaller cloud scale atmospheric motions. CMAQ-compatible meteorological
fields were then generated by processing MM5 output using the Meteorology-Chemistry Interface
Program (MCIP) version 3.6 (Otte and Pleim, 2010). Vertically, the meteorological fields extend
from the surface to 100 mb (∼18 km above sea level) using 30 layers. This vertical resolution is
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typical for regional-scale and meso-scale modeling studies such as this. For instance, Kelly et al.
(2010) configured CMAQ to use 30 vertical layers for the coast of Florida. Similarly, Foley et al.
(2010) tested CMAQ4.7 over the eastern United States using 12, 24, and 34 vertical layers. In the
present study, there are 11 layers in the lowest 1000 m, and the surface layer is ∼30 m deep.
The emission inventory used in this study is a modified version of the day-specific ARCTAS-
CARB inventory from June 2008. The modification consists of averaging June emissions to produce
emissions for one representative week-day and one representative weekend-day for use during May
2010. In so doing, it is implicitly assumed that emissions did not change appreciably from 2008 to
2010. This assumption may be in question due to the recent emissions control programs, such as the
diesel truck rules and ocean going vessel (OGV) fuel regulations (http://www.arb.ca.gov/msprog/
operators.htm). As a result, emissions of BC and sulfur containing compounds may have decreased
significantly from 2008 to 2010 (Dallmann et al., 2011; Lack et al., 2011). The CARB recognizes
this limitation and is working toward releasing a newer version of the emission inventory. Daily total
emission rates for each species are given in Tables C.4 and C.5, and the emission inventory used in
this study is available from the authors upon request. The limitations of the current CARB inventory
are expected to impact agreement between observations and predictions of anthropogenic BC and
sulfur containing compounds, but not sea-salt emissions of SO2–4 which are modeled interactively in
CMAQ (Sarwar and Bhave, 2007; Kelly et al., 2010). All meteorological fields and gridded emission
inventories were prepared and provided by CARB.
Gas-phase predictions are based on a modified version of the Statewide Air Pollution Research
Center (SAPRC) chemical mechanism (version SAPRC07TC, Carter (2010)) implemented in CMAQ
with the Rosenbrock numerical solver. The main modification consists of using an updated isoprene
photooxidation mechanism based on Paulot et al. (2009a,b). Atmospheric mass distributions of
particulate matter by size are represented in CMAQ as the superposition of three log-normal distri-
butions, referred to as modes. These are the Aitken mode (typical Dp range is 20 nm to 90 nm), the
accumulation mode (typical Dp range is 90 nm to 1-2.5 µm), and the coarse aerosol mode (typical
Dp range is 1-2.5 to 10 µm) (Binkowski and Roselle, 2003). Each mode is defined by its geometric
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standard deviation, geometric mean diameter, and the magnitude of mass within the mode. All
particles are assumed to be spherical and each mode is assumed to be internally mixed chemically.
Aerosol processes such as evaporation, condensation, coagulation, nucleation, advection, and wet
and dry deposition affect the total number of particles, total surface area, and total mass within
each mode. The majority of primary PM2.5 emissions (99.9% by mass), including BC, are assigned
to the accumulation mode, and a small fraction (0.1% by mass) is assigned to the Aitken mode
according to Section 1.3 of Binkowski and Roselle (2003).
The thermodynamic model ISORROPIA-II (Fountoukis and Nenes, 2007) is used in CMAQ to
compute the thermodynamic equilibrium of the NH+4 -Na
+-SO2–4 -NO
–
3-Cl
–-H2O aerosol system. The
assumption of thermodynamic equilibrium between fine inorganic particulate nitrate and ammonium
with gas-phase nitric acid and ammonia is commonly invoked in atmospheric CTMs. The validity
of this assumption for fine particles (Dp typically < 2.5 µm) was confirmed on the basis of data
obtained during the 1999 Atlanta Supersite Experiment (Zhang et al., 2002). Karydis et al. (2010)
used the PMCAMx model with ISORROPIA-II to model inorganic aerosol measured during the
Mexico City MILAGRO campaign. They concluded that explicitly treating mass transfer to and
from coarse aerosol as a dynamic process is essential for capturing the competition between small and
large particles for condensible inorganic vapors. To account for this competition, CMAQ partitions
mass between the gas and aerosol phases according to the hybrid method (Capaldo et al., 2000),
in which instantaneous equilibrium is assumed between the gas and aerosol phases in the two fine
modes, and dynamic mass transfer governs the coarse aerosol mode. Since ISORROPIA-II is capable
of simulating aerosol systems that include K+-Ca2+-Mg2+, we conduct an additional sensitivity
simulation on the impact of dust emissions and crustal species on inorganic aerosol concentrations
in the L.A. Basin.
4.3.2 GEOS-Chem
Dynamic chemical boundary conditions (1-h temporal resolution) used in the CMAQ simulations
were generated from the GEOS-Chem global chemical transport model (version 9-01-01, http://
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acmg.seas.harvard.edu/geos/) via one-way nesting. GEOS-Chem was used to simulate global gas-
and aerosol-phase concentrations at 2◦ latitude x 2.5◦ longitude horizontal resolution, with 47 vertical
levels. Boundary conditions were extracted from the global simulation and used to drive a nested
GEOS-Chem simulation over North America at 0.5◦ latitude x 0.667◦ longitude horizontal resolution,
with 47 vertical levels. Finally, CMAQ-consistent boundary conditions were then extracted from
the nested GEOS-Chem simulations for the domain shown in Figure 4.1. All three domains are
shown on a single map in Figure C.2. The coarse GEOS-Chem parent grid simulation spin-up
period was 1 year, and the spin-up period for the nested GEOS-Chem grid simulation was 4 months
(Jan-Apr 2010). Goddard Earth Observing System (GEOS-5) assimilated meteorological data from
the NASA Global Modeling and Assimilation Office (GMAO) were used for all GEOS-Chem model
simulations, which included ozone-NOx-hydrocarbon chemistry (Bey et al., 2001), coupled with
sulfate-nitrate-ammonium aerosol chemistry (Park et al., 2004). Outside North America, global
emissions used in the coarse simulations are from the Emissions Database for Global Atmospheric
Research (EDGAR) inventory (Olivier and Berdowski , 2001). Anthropogenic emissions data for
the United States, used in GEOS-Chem, were from the EPA National Emissions Inventory (NEI)
2005, scaled to the simulation period according to trends in the EPA Acid Rain Program (http:
//camddataandmaps.epa.gov/gdm/) and the NEI Air Pollutant Emissions Trends Data (http:
//www.epa.gov/ttn/chief/trends/). The nested GEOS-Chem simulation also includes aircraft,
biofuel, and natural emissions of inorganic aerosol precursors, as described by Park et al. (2004).
Since the nested GEOS-Chem horizontal grid resolution of 0.5◦ latitude x 0.667◦ longitude (∼55
km x ∼60 km at latitude 33◦N) is considerably coarser than the 4 km x 4 km resolution of CMAQ,
and the domain shown in Figure 4.1 is relatively small compared to the North American continent,
the potential double-counting of species in the L.A. Basin was taken into consideration. Coarse
resolution acts to smooth concentration gradients via dilution, thereby reducing peak values within
the region and increasing species concentrations at the boundaries. These species can then partially
reenter the L.A. Basin as boundary conditions, while simultaneously being emitted within the L.A.
Basin via the ARCTAS-CARB emission inventory, which is physically unrealistic. However, it is
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possible for species emitted in the L.A. Basin to be transported outside the domain (Figure 4.1),
and then reenter via recirculation. To determine the impacts of both of these potential issues,
additional sensitivity simulations have been conducted with CMAQ using two sets of boundary
conditions: (1) one set is derived from a nested GEOS-Chem simulation over North America that
includes emissions in the L.A. Basin, and (2) one set is derived from the same nested GEOS-Chem
simulation over North America with emissions in the domain shown in Figure 4.1 set to zero (the
latter set was used in the results to be presented). The results (not shown) indicate that the
impact of turning off emissions in the L.A. Basin in the nested GEOS-Chem simulation has virtually
no impact on black carbon concentrations, and only a very slight impact on the boundary inflow
of sulfate. Therefore recirculation and the potential double-counting of species are not issues in
the current model configuration, although this may not be true for modeling configurations with
different domain sizes and different grid-cell sizes, or if there are significant emissions sources near
the boundaries of the nested domain.
4.3.3 FLEXPART
To trace the origins of measured and predicted species during CalNex, a modified version of the
FLEXPART Lagrangian particle dispersion model (Stohl et al., 2005) is used to calculate back
trajectories of air masses. FLEXPART has been used extensively to quantify the impacts of meteo-
rological processes on pollution transport (e.g., de Foy et al. (2006); Palau et al. (2006); Ding et al.
(2009); Brioude et al. (2009)). A detailed description of the FLEXPART model used in this study
can be found in the Supplementary Material.
4.4 Observations
4.4.1 Pasadena Ground-Site Data
Planetary boundary layer (PBL) heights were measured at the Pasadena ground site with a Vaisala
Ceilometer CL31, which uses the minimum-gradient method to determine aerosol backscatter profiles
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(Emeis and Schafer , 2006; Schafer et al., 2004). Observed PBL heights are compared to predicted
PBL heights in Figure 4.2. Previous studies have shown overall agreement between this technique as
compared to radiosonde and sonic detection and ranging estimates of PBL height (Haman, 2011; van
der Kamp et al., 2010; Martucci et al., 2007; Mu¨nkel et al., 2006). For this study, the average PBL
height uncertainty and the minimum detection limit are ±5m and ∼80 m, respectively. A detailed
description of the instruments and settings used in this study can be found in Haman (2011).
Refractory black carbon (BC) aerosol mass was measured at the Pasadena ground-site with a
Droplet Measurement Technologies (DMT, Boulder, CO, USA) Single Particle Soot Photometer
(SP2). Briefly, the SP2 detects refractory BC mass by measuring the incandescence signal emitted
from single BC-containing particles heated to their boiling point when passing through an intense
Nd:YAG laser beam (λ =1064 nm). BC volume-equivalent diameter (VED) is calculated from the
detected mass assuming a spherical particle with density of 1.8 g cm–3 (Bond and Bergstrom, 2006).
The SP2 incandescence channels were calibrated in the same way as described in Section 2 of the
Supplemental Material to McMeeking et al. (2010), with the main difference being that Alfa Aesar
glassy carbon spheres were used instead of Aquadag. The data have been corrected for mass above
and below the detection limit of the instrument by fitting a log-normal distribution to the primary
mode in the BC mass distribution and another log-normal distribution to the residual of this fit
(i.e. a secondary mode). The two fits were then added together, and the fraction of the fits above
and below the SP2 detection limit were calculated as 8.0% of BC mass below the detection limit
and 1.9% above. The measured BC mass concentrations have been divided by (1- 0.099). Based
on Shiraiwa et al. (2008) and Schwarz et al. (2008b), the uncertainty in the determination of the
mass of a single BC particle measured at the Pasadena ground site is estimated to be ∼30%. All
BC measurements from the Pasadena ground site are shown in Figure 4.3
Inorganic aerosol measurements were made by the University of Colorado-Boulder Aerodyne
high-resolution time-of-flight aerosol mass spectrometer (Aerodyne HR-ToF-AMS, Aerodyne Re-
search, Inc., Billerica, MA USA, (DeCarlo et al., 2008)) at the CalNex Pasadena ground site. The
inlet is designed to transmit particles with aerodynamic diameters (Dva) of 60 to 600 nm with unit
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transmission efficiency, although particles with Dva above 600 nm are also detected (Canagaratna
et al., 2007; DeCarlo et al., 2004). A composition-dependent collection efficiency (CE) was ap-
plied to the AMS data based on recent work (Middlebrook et al., 2012). The composition based
method for collection efficiency addresses the issue of particle bounce in the AMS and that particle
bounce is a function of particle phase. The technique presented by Middlebrook et al. (2012) en-
compasses the four main factors influencing particle phase: relative humidity in the sampling line,
acidity/neutralization of the sulfate content, ammonium nitrate content, and organic liquid content.
For this data set, there were several instances where ammonium nitrate dominated the aerosol mass,
and as shown in Figure 3 in Middlebrook et al. (2012), when the ammonium nitrate fraction exceeds
0.4, the CE for the aerosol increases from 0.45 to 1. Using a constant CE value during these periods
would cause an overprediction of aerosol mass. The ground-site AMS measurements are reported
as 5-min averages and have an uncertainty <30%. NH3 was measured at 1 Hz by quantum cascade
tunable infrared laser differential absorption spectroscopy (QC-TILDAS from Aerodyne Inc.) with
an overall uncertainty during the CalNex campaign of 10% + 0.42 ppb. (Ellis et al., 2010). HNO3
measurements were made with the acetate ion CIMS described by Roberts et al. (2010). Data were
acquired every 10 seconds, and were averaged to one minute. The calibrations were performed with
permeation tubes calibrated as described by Neuman et al. (2002). The time constant for trans-
mission of HNO3 through the inlet was found to be several minutes. The overall uncertainty of the
HNO3 measurement was 34% + 0.05ppbv. SO2 mixing ratios were measured at the Pasadena site
with a commercial pulsed fluorescence detector (Model 43i-TL, Thermo Electron Corp) operated as
described in Luke (1997). All inorganic species measurements from the Pasadena ground site are
shown in Figure 4.4. Hourly measurements of NOx and SO2 at three ground sites in the L.A. Basin
are also reported by the CARB ground network (http://www.arb.ca.gov/aqmis2/aqmis2.php)
and shown in Figure 4.5.
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4.4.2 CIRPAS Twin Otter
BC aerosol mass was measured onboard the Twin Otter aircraft with a Droplet Measurement Tech-
nologies (DMT, Boulder, CO, USA) Single Particle Soot Photometer (SP2). The major findings
from this SP2 during CalNex, including calibration of the instrument, are detailed elsewhere (Met-
calf et al., 2012). In Metcalf et al. (2012), 1-min average data are reported, but in this study, we
have re-sampled the dataset at 1 Hz to take advantage of the highest time-resolution available. To
account for the BC mass outside the SP2 detection range, a single log-normal function is fit to
each 1-s histogram of single-particle BC mass between 0.48 and 290 fg (50-675 nm VED, assuming
a spherical particle density of 1.8 g cm–3), and integrated to give bulk BC mass concentrations.
Unlike the SP2 measurements at the Pasadena ground site, a single log-normal mode is sufficient to
adjust the measured BC size distributions for mass above and below the Twin Otter SP2 detection
limits (Metcalf et al., 2012). As discussed in Metcalf et al. (2012), this adjustment increases bulk
BC mass concentrations by 15–20%. Based on the calibration standards available, uncertainty in
single-particle BC mass determination and bulk mass concentrations is estimated to be ∼40%.
Non-refractory particle mass and composition measurements were made by an Aerodyne compact
time-of-flight aerosol mass spectrometer (C-ToF-AMS, Aerodyne Research, Inc., Billerica, MA USA)
(Drewnick et al., 2005; Murphy et al., 2009). The AMS onboard the Twin Otter measures sub-
micron, non-refractory, size-resolved aerosol composition. The inlet and collection efficiency of the
AMS onboard the Twin Otter were similar to those of the AMS at the Pasadena ground site. In an
effort to measure aerosol mass distributions, the AMS onboard the Twin Otter was periodically run
in particle-time-of-flight (PToF) mode. Due to relatively low aerosol loadings, the signal-to-noise
ratio was not of sufficient quality for a meaningful comparison to size distributions predicted by
CMAQ. Instead, we focus on bulk particulate ammonium (NH+4 ), particulate nitrate (NO
–
3), and
particulate sulfate (SO2–4 ) mass concentrations reported as 10-s averages. We note that due to the
attempted size-resolved measurements, narrow plumes may have been missed by the AMS onboard
the Twin Otter.
All Twin Otter measurements reported here are from instruments inside an unpressurized cabin.
99
All instruments sampled downstream of a two-stage diffusion inlet with a transmission efficiency
near unity for particle diameters up to about 3.5 µm (Hegg et al., 2005). Sampling lines inside the
cabin are kept reasonably uniform to all instruments, so further corrections for diffusional losses in
these lines have not been made. The Twin Otter conducted 18 research flights from Ontario, CA
between 4 May and 28 May 2010 during CalNex. The AMS was onboard during 8 of the flights, three
of which were to San Joaquin Valley, which is outside the domain shown in Figure 4.1. Therefore,
this analysis makes use of 5 Twin Otter flights during which inorganic aerosol concentrations were
measured within the L.A. Basin.
4.4.3 NOAA P3
The P3 aircraft conducted 18 research flights from Ontario, CA between 4 May and 20 June 2010
during CalNex 2010 (esrl.noaa.gov/csd/calnex/). This study uses daytime measurements from 5 P3
flights that focused on sampling L.A. Basin emissions and the resulting photochemical products.
NH3, HNO3, NH
+
4 , NO
–
3, and SO
2–
4 , and various meteorological parameters were measured onboard
the P3 aircraft. NH3 was measured at 1 Hz (equivalent to 100 m spatial resolution) by chemical
ionization mass spectrometry (CIMS) with typical uncertainties of (30% + 0.2 ppbv) and a 1σ im-
precision of 0.08 ppbv (Nowak et al., 2010). HNO3 was measured at 1 Hz by a separate CIMS
instrument with an uncertainty of (15% + 0.040 ppbv) and a 1σ imprecision of 0.012 ppbv (Neuman
et al., 2012). CO measurements were made by a vacuum ultraviolet fluorescence instrument with 5%
uncertainty and 1 ppbv imprecision (Holloway et al., 2000). SO2–4 , NH
+
4 , and NO
–
3 were measured
from a pressure-controlled region downstream of a low turbulence inlet using a compact time-of-
flight aerosol mass spectrometer (Aerodyne, Billerica, Massachusetts) (Bahreini et al., 2009). The
AMS data are reported as 10-s averages with 2σ uncertainty (1-σ imprecision) of 34% (0.06 µg m–3),
34% (0.01 µg m–3), and 36% (0.01 µg m–3) for ammonium, nitrate, and sulfate, respectively. BC
measurements in the size range of 95-720 nm VED (still assuming a BC void-free density of 1.8 g
cm–3) were made by an SP2 similar to that used onboard the Twin Otter (Schwarz et al., 2006).
As with the SP2 measurements onboard the Twin Otter, a single log-normal function is sufficient to
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account for mass above and below the P3 SP2 detection limits, and this adjustment increases bulk
BC mass concentrations by 10–25%. As described in detail inMetcalf et al. (2012), due to differences
in calibration, measurements from the SP2 onboard the Twin Otter are potentially biased low by
∼12%, as compared to those from the SP2 onboard the P3 (e.g., if the P3 measurement is 1 µg m–3,
the Twin Otter measurement would be 0.88 µg m–3).
The AMSs used in this study, both ground-based and airborne, measured only particles with
vacuum aerodynamic diameters between 60 nm and 600 nm diameter with 100% efficiency. Particles
with aerodynamic diameters above 600 nm were also measured, but with reduced collection efficiency.
However, since the predicted Aitken, accumulation, and coarse aerosol modes are expressed in CMAQ
in terms of log-normal functions, each mode is defined for particle diameters ranging from zero to
infinity. Therefore, all aerosol predictions are adjusted to match the transmission efficiency of the
AMS based on the following piece-wise defined transmission function:
1. 0% transmission below Dva = 40 nm;
2. linear increase in transmission vs ln(Dva), from 0% at Dva = 40 nm to 100% at Dva = 100 nm;
3. 100% transmission from Dva = 100 nm up to Dva = 550 nm;
4. linear decrease in transmission vs ln(Dva), from 100% at Dva = 550 nm to 0% at Dva = 2 µm.
5. 0% transmission above Dva = 2 µm;
This transmission function is an average of the transmission curves used in several AMS studies
as described in Knote et al. (2011) and references therein, and is applied to all inorganic aerosol
predictions (CMAQ) that are compared to AMS measurements from the Pasadena site, the Twin
Otter aircraft, and the P3 aircraft. We note that due to variation between specific aerodynamic
lenses in different instruments, the exact transmission efficiencies of the AMS at the Pasadena site,
onboard the Twin Otter, and onboard the P3 will be slightly different than the one used in this
study. Appendix A presents the equations used to modify CMAQ predictions based on the AMS
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transmission window and efficiencies, and a derivation of these equations is given in the Supplemental
Material. Measured BC concentrations from all platforms, adjusted for mass above and below the
SP2 detection limits, are compared directly to the unmodified predicted BC concentrations in all
results to be presented.
4.5 Results and discussion
The Aerosol Modeling Testbed analysis toolkit (Fast et al., 2011) was used to map three-dimensional
CMAQ meteorological parameters, predicted gas-phase concentrations, and predicted aerosol-phase
concentrations onto each flight path (as well as for various ground sites). The temporal resolution of
the CARB emission inventory and MM5 meteorology is 1-h. In this work, CMAQ predicted species
concentration fields, averaged over the previous hour, are compared to observations according to
observational time-stamps (i.e. observational points with time-stamps of 12:20 and 12:40 would both
be compared to predictions averaged between the hours of 12:00-13:00). The discrepancy between
measured and simulated species concentration fields and meteorological parameters is quantitatively
assessed using the following four statistical metrics:
ME =
1
N
N∑
i=1
|Pi – Mi| (mean error) (4.1)
MB =
1
N
N∑
i=1
(Pi – Mi) (mean bias) (4.2)
NME =
∑N
i=1 |Pi – Mi|∑N
i=1Mi
(normalized mean error) (4.3)
NMB =
∑N
i=1 (Pi – Mi)∑N
i=1Mi
(normalized mean bias) (4.4)
where N, P, and M stand for the number of data points, predicted quantity, and measured quantity,
respectively.
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4.5.1 Meteorological variables
4.5.1.1 Ground Site
Observed and predicted temperature, relative humidity (RH), and planetary boundary layer (PBL)
height from the Pasadena ground site are shown in Figure 4.2 and statistical metrics are given in
Table 4.1. Overall, the agreement between observed and predicted PBL height in Pasadena has a
15-day average bias of -80 m (-9%). Agreement between observed and predicted temperature has
a 15-day average bias of 1.01◦C. The agreement between observed and predicted RH has a 15-day
average bias of -10.4%. The discrepancies in RH are most likely a combination of underpredicted
water vapor mixing ratios and of the exponential dependence of saturation-vapor pressure on errors
in temperature (1◦C temperature error leads to approximately 5% RH error). Additional ground-
site comparisons of predicted and observed meteorology are given in the Supplemental Material.
The results show that temperature and RH are consistently overpredicted and underpredicted, re-
spectively, during the first week of May, with much better agreement during the last three weeks.
Predicted wind speeds and wind directions agree to within 2 m/s and 60◦, respectively, at all surface
sites.
4.5.1.2 Twin Otter and P3
The Twin Otter and P3 flight paths and altitudes are shown in Figures 4.6–4.11 and Figures 4.13–
4.16. Temperature and relative humidity (RH) measurements from the Twin Otter and P3 flights
are compared to MM5 predictions in Table 4.2. Observed and predicted temperatures (averaged
over each flight) typically agree to within 4◦C, while observed and predicted RH (averaged over each
flight) typically agree to within 15%. Zhang et al. (2006) evaluated MM5 meteorology coupled with
CMAQ against measurements taken during the Southern Oxidants Study, and found similar levels
of agreement between predicted and observed temperature and RH. In the present study, the largest
disagreement occurred during the 21 May Twin Otter flight and the 14 May P3 flight, during which
predicted RH was biased low by 26.6% and 22.1%, respectively. Wind speed and wind directions
measurements onboard the Twin Otter and the P3 are shown in Table 4.3. Predicted and observed
103
wind speeds generally agree to within ∼50% when averaged over each flight. Although the mean
discrepancy between predicted and observed wind direction ranges between 22-65◦, the average
predicted and observed wind direction is that of the daytime southwesterly sea breeze which advects
emissions towards the north and northeast, exiting the Basin through passes in the San Gabriel and
San Bernardino mountain ranges (Lu and Turco, 1995). However, it is difficult to quantify errors in
species concentrations attributable to discrepancies between measured and observed wind vectors.
4.5.2 Black Carbon
4.5.2.1 Pasadena ground site
Measured and predicted BC concentrations at the Pasadena ground site are shown in Figure 4.3.
The overall agreement between predicted and observed BC concentrations is very good, with a
CalNex-average NME and NMB of 47.8% and 6.6%, respectively (Table 4.1). This NME of 47.8%
is slightly higher than the measurement error inherent to the SP2 (∼30–40%) owing mostly to large
missing peaks in predicted BC on specific days (e.g., 27 and 28 May). Because predicted BC is
chemically inert, the Pasadena ground-site is fixed, and all weekday emissions are assumed to be
identical, day-to-day variations in BC predictions at the Pasadena ground site can only be caused
by variations in the predicted meteorological fields (e.g., wind fields). For instance, May 20 and May
27 were both Thursdays. However, the 1-h average BC predictions on 27 May did not get above
0.4 µg–3, while BC predictions on 20 May were up to 1.1 µg–3. Since the predicted PBL heights on
these days were comparable (Figure 4.2), variation in the predicted wind fields is the primary cause
of the day-to-day variation in predicted BC concentrations. Therefore, if the differences between the
predicted and observed wind fields on any given day are comparable to the day-to-day differences in
the predicted wind fields, large errors in BC predictions may occur at any given point (e.g., Pasadena
ground site). However, the overall agreement between predicted and observed BC at the Pasadena
ground site (NMB = 6.6%) suggests that on average, both wind fields and upwind BC sources are
represented well by CMAQ.
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4.5.2.2 Twin Otter and P3
Measured and predicted BC concentrations from the Twin Otter flights and the P3 flights during
May 2010 are shown in Figures 4.6–4.11 and Figures 4.13–4.16. The illusory differences in noise
levels of the Twin Otter BC measurements and the P3 BC measurements exist because (1) the P3
aircraft transitioned between high and low altitudes many times during each flight, which creates the
appearance of less noise due to very low BC concentrations at high altitudes, and (2) the average
P3 flight was roughly 1.5 times longer than the average Twin Otter flight, but the x-axes in all
time-series plots are the same length. Therefore, the P3 time-series are more compressed and the
true level of noise in the measurements is somewhat obscured. To illustrate this, all measurements
from both aircraft made above 1000 m a.s.l. have been removed and the resulting data-set is plotted
as a function of data-point number, as opposed to time, so that the series plots are continuous
(Figure C.3). In addition, the x-axis limits for all subplots in Figure C.3, regardless of the length of
the flight, are identical. Figure C.3 shows that the actual noise for both instruments is essentially
comparable during most flights.
A statistical comparison, at all altitudes and below 1000 m above sea level (a.s.l.) where local
emissions influence BC concentrations most, between BC predictions and observations is given in
Table 4.4. Although the extent of agreement between observations and predictions varies from flight
to flight, the overall agreement (i.e. the 5-flight average) indicates that predicted BC concentrations
have a slight positive bias (19.2%) when compared to P3 measurements below 1000 m a.s.l., and
a significant positive bias (78.2%) when compared to Twin Otter measurements. Visual inspection
of Figures 4.6–4.11 and Figures 4.13–4.16 suggests that the CMAQ predictions capture the spatial
distribution of BC during many flights, although the predicted concentration range is biased by
53 to 116% as compared to Twin Otter measurements below 1000 m a.s.l., and biased by -27% to
52% as compared to P3 measurements below 1000 m a.s.l. FLEXPART back trajectory analyses
indicate that highest predicted BC concentrations exist in air masses influenced by emissions in the
Long Beach industrial area. For example, the trajectory paths shown in Figure C.4 suggest that
during the 24 May flight, both observed and predicted concentrations of BC, at 11:21 (downtown Los
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Angeles) and 14:59 (Fontana), occurred in air masses that were influenced by emissions near Long
Beach and downtown Los Angeles. We note that since WRF meteorological fields were used to drive
FLEXPART, whereas MM5 meteorological fields were used to drive CMAQ, potential inconsistencies
may exist between between the two sets of meteorology. Nevertheless, both the FLEXPART back
trajectories and the extent of agreement between observed and predicted BC concentrations from
both aircraft suggests that the locations of the BC sources are accurately accounted for in the CARB
BC inventory used in this study.
As mentioned previously, the calibration of the SP2 onboard the Twin Otter biased BC measure-
ments low by 12% as compared to those of the SP2 onboard the P3 (Metcalf et al., 2012). Since the
normalized statistical metrics used in this study are nonlinear functions of observed concentrations,
the 12% measurement bias will cause higher than 12% bias when compared to predictions. As an
example, in a 1-point data set, if the predicted BC concentration is 1 µg m–3 and the observed BC
concentration is 0.568 µg m–3, the NMB will be 76.1%. However, if the measured concentration is
reduced to 0.5 µg m–3 due to the 12% instrument bias (88% of 0.568 is 0.5), the NMB becomes
100%, which is a difference in NMB of 23.9%. Taking this difference into account brings the NMBs
from several of the Twin Otter flights into closer agreement with the higher NMBs from the P3
flight. For instance, dividing all Twin Otter measurements by 0.88 reduces the NMBs from the May
25, 27, and 28 Twin Otter flights (below 1000 m a.s.l.) to 56.5%, 34.6%, and 40.6%, respectively,
which are comparable to the NMBs measured during the May 8 and 16 P3 flights, which are 52.3%
and 39.5%, respectively. The precise reason for Twin Otter observations being a factor ∼2 lower
than predictions during the May 21 and 24 flights cannot be pinpointed at this time.
Additional results showing measured and predicted CO mixing ratios (available only for P3
flights), as well as predicted and observed ∆BC/∆CO ratios (Figure C.5), are included in the
Supplemental Material. For the comparison shown in Figure C.5, ∆BC/∆CO values are calculated
by subtracting the minimum BC and CO measurements (background values) below 1000 m a.s.l.
from all BC and CO measurements, respectively, below 1000 m a.s.l. Data points for which ∆CO
< 1 ppbv are also removed. Note that, owing to data points lying on top of each other in Figure
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C.5, the average ∆BC/∆CO ratios (horizontal lines) can appear lower than the spread of individual
data points may suggest. Since the accuracy of the ARCTAS-CARB CO emissions has already
been established by Wunch et al. (2009), using measured and observed ratios of ∆BC/∆CO reduces
the impact of inaccuracies in meteorology at locations other than Pasadena. As shown in Figure
C.5, the comparisons of ∆BC/∆CO are in general agreement with observations, with ratios being
overpredicted during the May 8 and 16 flights, and underpredicted during the May 4, 14, and 16
flights. The agreement between surface measurements and the P3 measurements suggests that no
systematic bias exists in the ARCTAS-CARB emission inventory, or the MM5 meteorology used in
this study.
4.5.3 Sulfate
To characterize the sources of the predicted sulfate, the CMAQ sulfate tracking system was em-
ployed, in which separate tracers are used to keep track of the sulfate contributions from the
formation pathways listed in Table C.1. Due to the transmission window of the AMS, the mass
contributions from the Aitken mode and the coarse mode sulfate are a negligible fraction of the
total predicted sulfate aerosol mass (< 1%) in the applicable size range and are not shown in Fig-
ure 4.4. Sulfate predicted to be formed by aqueous-phase oxidation by methyl hydrogen peroxide
(MHP) and peroxyacetic acid (PAA) is also predicted to be negligible. However, Stein and Saylor
(2012) show that the relative contributions of sulfate formation pathways depend critically on the
chemical mechanism used. Specifically, during the ICARTT 2004 campaign, up to 30% of the sulfate
in certain locations is attributable to the aqueous phase oxidation of MHP when using CMAQv4.6
with the CBIV mechanism, and very little sulfate is attributable to PAA oxidation. However, this
is likely an overestimation since the MHP concentrations were overpredicted by an order of mag-
nitude with that mechanism. Furthermore, when using the CB05 or SAPRC99 mechanisms, very
little sulfate is attributable to MHP oxidation, and up to 20% is attributable to PAA oxidation.
However, this is also likely an overestimation since the PAA was overpredicted by up to a factor of
4 when using the CB05 or SAPRC99. We are not aware of any sulfate tracking assessments based
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on the SAPRC07 mechanism combined with the ARCTAS-CARB inventory. Although Fe3+ and
Mn2+ are not model-predicted species in CMAQv4.7.1 (although they are in CMAQv5.0), prescribed
background concentrations of 0.01 µg m–3 Fe3+ and 0.005 µg m–3 Mn2+ still lead to a small, but
non-negligible, portion (up to 5%) of accumulation mode sulfate forming via these routes (Walcek
and Taylor , 1986; Chang et al., 1987). The predominant predicted accumulation mode sulfate comes
from four sources (no particular order): the inflow of sulfate from the boundaries (e.g., Asian inflow
(Lin et al., 2012)), aqueous-phase oxidation of S(IV) by H2O2 and O3, gas-phase photooxidation of
SO2, and direct sulfate emission.
4.5.3.1 Pasadena Ground Site
Observed and predicted sulfate and sulfur dioxide concentrations from the CalNex Pasadena ground
site are shown in Figure 4.4, and statistical metrics are given in Table 4.1. In addition, ground-site
SO2 measurements from three locations within the L.A. Basin, taken from the CARB AQMIS are
compared to CMAQ predictions in Figure 4.5. As at the Pasadena ground site, SO2 mixing ratios
are over-predicted at all locations within the L.A. Basin.
Despite over-predictions in SO2, predicted sulfate concentrations are actually biased low com-
pared to sulfate measurements at the Pasadena ground site, mostly due to underestimations during
the first few days of comparison. The relative sulfate contributions are listed in Table 4.5. Few
clouds are present during daylight hours, but an MM5 predicted nighttime coastal marine layer
facilitates aqueous-phase conversion of S(IV) to S(VI) in CMAQ. The predicted marine layer evap-
orates during the day, but the cloud-processed sulfate remains airborne. At the Pasadena ground
site, enhancements in the relative sulfate contributions from aqueous-phase oxidation of SO2 are
not directly proportional to over-predictions in SO2 emissions owing partially to the nonlinear pH
dependence of the rate of S(IV) oxidation by O3. More specifically, the second-order reaction rate
constant for the S(IV)-O3 reaction varies by up to four orders of magnitude for aerosol pH ranging
from 1 to 6 (Seinfeld and Pandis, 2006). Production of sulfate via this reaction lowers the pH
and slows down the reaction. In addition, if the oxidants H2O2 and O3 are the limiting reactants,
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the impacts of overestimated SO2 emissions will also be lessened. Sulfate formation via gas-phase
oxidation of SO2 should respond more linearly to increases in SO2 concentrations. However, the
lifetime of SO2 against the hydroxyl radical is relatively long (∼1 week, Seinfeld and Pandis (2006))
and only represents 7% of the average predicted sulfate at the Pasadena ground site. Long-range
transport of sulfate is predicted (CMAQ) to account for 26% of the sulfate measured at the Pasadena
ground-site.
4.5.3.2 Twin Otter and P3
Observed and predicted sulfate concentrations from the Twin Otter and P3 flights are shown in
Figures 4.6–4.11 and Figures 4.13–4.16. A statistical comparison between sulfate predictions and
observations is given in Table 4.6. The average predicted sulfate concentration is biased high by 55%
to 268% as compared to Twin Otter measurements, and biased by 0% to 71% as compared to P3
measurements (Table 4.6). Moreover, the relative contributions predicted from each sulfate source
vary considerably for both aircraft depending on the individual flight path.
A significant fraction of the predicted sulfate (airborne and ground-based) comes from direct
sulfate emission and boundary inflow of sulfate, both of which are independent of SO2 concentrations
(Table 4.5 and Figures 4.6–4.11). That direct sulfate emission contributes a significant fraction
of the predicted sulfate in the L.A. Basin can be understood via analysis of the CARB sulfur
emission inventory (Tables C.4 and C.5). The CARB sulfur emission inventory includes gas-phase
SO2 emissions, gas-phase H2SO4 emissions, and particle-phase SO
2–
4 emissions (i.e. direct sulfate
emission). Since, sulfuric acid is highly water-soluble and has an extremely low vapor pressure, it is
assumed to enter the particle-phase immediately upon emission. Therefore, direct sulfate emissions
include both direct emission of sulfate and direct emission of sulfuric acid. The ratio (by mass) of
the different sulfur emissions in the CARB inventory, (H2SO4 + SO
2–
4 )/(H2SO4 + SO
2–
4 + SO2)
within the Basin is ∼5%. However, since only a fraction of the SO2 emitted is converted to sulfate,
the sulfate from primary emissions will account for more than 5% of the total sulfate measured at
the ground site and by the aircraft (Dominguez et al., 2008). As shown in Figure 4.10 and 4.11,
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sharp increases in predicted sulfate were predicted but not measured by the P3 near Long Beach
(e.g., 8 May just before 13:00 and 14 May just after 13:00). Similarly, FLEXPART back trajectories
suggest that during the 21 May flight (at 11:23 and 13:57, specifically), the Twin Otter intercepted
air masses that had been influenced by emissions near Long Beach (Figure C.6) and should have
contained high concentrations of primary sulfate. Since such hot spots of primary sulfate near Long
Beach were generally not observed by the Twin Otter (Figures 4.13, 4.6, and 4.7), one concludes that
the major source of disagreement between predicted and observed sulfate is most likely attributable
to the emission inventory.
Sulfate concentrations measured onboard the Twin Otter were below 1 µg m–3 on 21, 24, and 25
May and showed little spatial variation. For these three flights, the predicted sulfate attributable to
the GEOS-Chem boundary conditions represents 43-58% of the total predicted sulfate and accounts
for almost the entire measured sulfate. Boundary inflow of sulfate affects predicted sulfate concen-
trations along P3 flight paths in a similar manner. That the sulfate boundary conditions exert a
noticeable impact on sulfate concentrations within the basin is not totally unexpected. For instance,
Huang et al. (2011) evaluated the inflow of sulfur oxides (SOx = SO2 + SO
2–
4 ) to the South Coast
(SC) of California by comparing predictions from the STEM atmospheric chemical transport model
against aircraft measurements during the ARCTAS-CARB campaign (Jacob et al., 2010) in June
2008. They estimated that elevated SOx levels at altitudes between 1-4 km enhanced SO
2–
4 surface
levels by a maximum of ∼0.13 ppb (0.13 ppb SO2–4 ' 0.5 µg m–3 at 1 atmosphere and 300 K) during
this time period. Despite the influence of long-range SOx transport, Huang et al. (2011) found that
near-surface SOx concentrations were mostly influenced by local emissions and estimated that the
2005 CARB sulfur emissions were low by about a factor of two. This is in contrast to our findings
which suggest that the 2008 CARB SO2 emissions are overestimated (Figure 4.5). Since the sulfur
emission inventory used in Huang et al. (2011) is similar to that used in this study, the most likely
explanation is that SO2 emissions have decreased from 2008 to 2010, which is consistent with sulfur
emission regulations that went into effect during those two years.
The CMAQ sulfate source apportionment presented in this study suggests that, with the cur-
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rent sulfur emission inventory based on emission factors from 2008, long-range transport of sulfate
accounts for 22-82% of the sulfate in the L.A. Basin. However, if the reductions in sulfur emission
factors reported by Lack et al. (2011) (∼90%) were to be included in the simulations, unlike the
results presented in Huang et al. (2011), the boundary inflow of sulfate would become the single
largest contributor to predicted sulfate concentrations in the L.A. Basin. Future work should con-
tinue to quantify the impact of foreign and domestic emissions on Southern California air quality as
this is crucial for determining the potential efficacy of emission control strategies, and establishing
the necessity for international collaboration.
4.5.4 Ammonium and Nitrate
Ammonium nitrate aerosol is semivolatile and continuously partitions between the gas- and aerosol-
phase. The distributions of total ammonium (NH3 + NH
+
4 ) and total nitrate (NO
–
3 + HNO3)
between the gas- and aerosol-phases are sensitive to the relative concentrations of other ions such
as sulfate, sodium, and chloride, as well as meteorological factors such as temperature and relative
humidity.
4.5.4.1 Pasadena Ground Site
Particulate ammonium and nitrate predictions are generally biased low at the Pasadena ground site
(Table 4.1). Aside from the large over-prediction on 24 May, NH3 concentrations are well predicted
(average bias of 22%), and predicted HNO3 concentrations have a 15-day average bias of -38%.
Nowak et al. (2012) used observations from the P3 aircraft during CalNex to show that the NH3
emissions from automobiles in the CARB inventory are fairly accurate and contribute ∼60 metric
tons day–1 to the NH3 budget within the L.A. Basin. Nowak et al. (2012) also found the NH3
emissions from dairy facilities in the eastern part of the L.A. Basin are likely understated by up
to a factor of 20. Since, strictly during the daytime, the Pasadena ground site is downwind of
downtown L.A., but upwind of the dairy facilities, the predicted and observed NH3 at this location
is represented well within CMAQ.
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Ground-site NOx (NO + NO2) measurements taken from the CARB AQMIS are compared to
CMAQ predictions in Figure 4.5. NOx mixing ratios are over-predicted by a factor of ∼2 at the three
locations (North Long Beach, L.A. Westchester, and L.A. North Main Street location). Although
slight over-predictions of temperature and under-predictions of RH artificially shift particulate am-
monium and nitrate to the gas-phase, both particulate nitrate and nitric acid concentrations are
underpredicted from 15-20 May. Since SO2–4 , HNO3, NO
–
3, and NH
+
4 are underpredicted during the
first week of comparison, but are in better agreement with predictions during the second week, and
since these species have different upwind sources, it is likely that errors in predicted wind fields, as
opposed to uncertainties in the CARB emission inventory, are responsible for disagreement during
the first week of comparison. Uncertainties/inaccuracies in predicted sea-salt emissions may also
influence the agreement between predictions and observations at the Pasadena ground site, as will
be discussed in the next section.
4.5.4.2 Twin Otter and P3
Observed and predicted particulate nitrate and ammonium concentrations from the Twin Otter and
P3 flights are shown in Figures 4.6–4.11 and Figures 4.13–4.16. Statistical metrics for inorganic
aerosol species from both aircraft are given in Table 4.6. The fraction of simulated mass the AMS
would measure is determined by taking the ratio of predictions that have been modified to match
the AMS transmission efficiency to the total, unmodified inorganic aerosol concentration predictions.
As shown in Figures 4.6–4.11 and Figures 4.13–4.16, application of the AMS transmission efficiency
results in the removal of ∼35% of the total predicted particulate sulfate and ammonium, and 20-
100% (higher removal at low altitudes where sea-salt is present) of the total predicted nitrate during
all flights. Since all predicted inorganic components are assumed to be in a metastable state (i.e. an
aqueous electrolyte solution), predicted coarse mode particulate nitrate forms when HNO3 reversibly
condenses onto coarse NaCl particles via solution thermodynamics (Kelly et al., 2010). This causes
a significant fraction of the predicted particulate nitrate to reside in the coarse aerosol mode, while
ammonium and sulfate reside primarily within the accumulation mode. Since sea-salt emissions are
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modeled online in CMAQv4.7.1, variations in wind speed lead to fluctuations in sea-salt emissions,
and therefore different distributions of nitrate between the accumulation mode and the coarse mode.
As shown in Figure C.7, the day-to-day differences in sodium emissions can be substantial. Therefore,
the differences in the fraction of nitrate removed by the AMS transmission curve along somewhat
similar flight paths is likely attributable to the amount of sea-salt emitted. For instance, the amount
of predicted nitrate removed as a result of the AMS transmission efficiency curve is ∼40% on the
27 May flight and ∼55% on the 28 May flight, which is consistent with the sea-salt emissions on
May 28 being much greater than on May 27 (Figure C.7). Adding size-resolved sodium and nitrate
measurements, up to 10 µm, at various monitoring sites in the L.A. Basin would help unravel the
impacts of anthropogenic and natural emissions on inorganic aerosol formation.
Gas-phase measurements of HNO3 and NH3 were not conducted on the Twin Otter, so one
cannot determine based on that data set alone if discrepancies between particulate ammonium and
nitrate observations and predictions are the result of errors in the NOx (NO + NO2) emissions, NH3
emissions, or predictions of HNO3 within the SAPRC07TC chemical mechanism. However, HNO3
and NH3 measurements were conducted onboard the P3 aircraft (Figures 4.10–4.11 and Figures 4.14–
4.16 and Table 4.7). As stated previously, Nowak et al. (2012) estimated, via mass balance, that
the NH3 emissions from automobiles in the CARB inventory are consistent with their measurements
(∼60 metric tons day–1), but that the CARB inventory underestimates NH3 emissions from dairy
facilities by a factor of 3-20. By conducting a formal 3-D simulation, we not only corroborate the
conclusions of Nowak et al. (2012), but also show that NH3 mixing ratios can be under-predicted by
factors as high as 102–103 (Figure 4.16). Moreover, sharp increases in submicrometer ammonium
and nitrate measurements downwind of dairy facilities (e.g., Figure 4.11 just before 14:00) can
be attributed entirely to point-source dairy NH3 emissions. As these sharp increases in ammonium
and nitrate are consistently missed by predictions, severely underpredicted NH3 emissions from dairy
facilities is identified as the dominant source of measurement/model disagreement in the eastern L.A.
Basin. Upwind of dairies, predicted NH3 mixing ratios are in better agreement with observations
(see “no dairy” metrics in Table 4.7). Similarly, HNO3 mixing ratios are generally predicted well
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during the P3 flights (NME typically ∼0.5) with the most notable exception being 14 May between
11:00 and 12:00 when the aircraft flew off the coast. HNO3 and NOx contour maps (not shown)
suggest that the over-predictions on 14 May are caused by overstated coastal NOx emissions (Figure
4.5).
Even though gas-phase measurements were not taken onboard the Twin Otter, the impact of
understated ammonia emissions and underpredicted total nitrate concentrations can be seen in the
particulate ammonium and nitrate measurements (Figures 4.6–4.8). For instance, as shown in Fig-
ures 4.6 and 4.7, particulate ammonium and nitrate concentrations are significantly under-predicted
in the eastern part of the L.A. Basin before the Twin Otter flew into the outflow regions at 12:30 and
14:30 during the 21 May flight. These under-predictions are exacerbated by an under-prediction of
RH by 26.6% (flight average, Table 4.2). Particulate ammonium and nitrate concentrations are also
under-predicted in the eastern part of the L.A. Basin during the 24 (between 13:00 and 15:00), 25
(between 13:30 and 15:30), and 27 (just after every hour) flights. Both predicted and observed nitrate
concentrations are ∼2 times higher in the eastern part of the L.A. Basin on 25 May as compared
to 24 May. The differences in nitrate concentrations are potentially attributable to warmer temper-
atures and lower RHs (predicted and observed) that shift both predicted and observed particulate
nitrate to the gas-phase during the 24 May flight.
Given that surface-level NOx concentrations are generally over-predicted (Figure 4.5), one might
expect the total nitrate mixing ratios to be over-predicted. However, as shown in Figure C.8 and
given in Table C.2, the predicted total nitrate mixing ratios (within the AMS transmission window)
agree with observations to within 50% NME, but tend to be under-predicted. There are several
potential explanations for this. (1) Since the daytime production of HNO3 occurs via gas-phase
oxidation of NO2 (OH + NO2 → HNO3), the predicted OH concentration, which is highly dependent
on the concentrations of hydrocarbons and other oxidants, may be too low. (2) The rate of conversion
of NO to NO2, which is also highly dependent on the concentrations of hydrocarbons and other
oxidants, may be limiting. (3) The nighttime heterogeneous reaction of N2O5 (N2O5(g) + H2O(s)
→ 2HNO3) may be understated. (4) If the predicted particulate nitrate mass concentrations are
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correct, but the size distributions predicted by CMAQ are inaccurate, the amount of predicted
particulate nitrate could be biased low once predictions are adjusted to match the size-dependent
transmission efficiency of the AMS. (5) Inaccurate shifting of total nitrate from the particle phase
to the gas phase for various potential reasons (e.g., over-predicted temperature, under-predicted
RH, over-predicted SO2–4 concentrations, under-predicted NH3 emissions) may artificially enhance
the removal of total nitrate from the system due to faster dry deposition rates for gas-phase HNO3
(Dzepina et al., 2009). (6) Coarse cations (either from sea-salt particles or crustal species from dust
emissions) may significantly reduce HNO3 concentrations via condensation of HNO3 onto deliquesced
particles to form non-refractory coarse nitrate (Fountoukis et al., 2009; Hsu et al., 2007; Moya et al.,
2002; Jacobson, 1999).
We focus on the possibilities (4) and (6) regarding total nitrate underpredictions and defer a
detailed analysis regarding the extent to which the other four sources of inaccuracy/uncertainty
impact the amount of total nitrate predicted as the subject of future work. We note, however,
that positive temperature biases and negative RH biases (Table 4.2), as well as positive sulfate
biases (Table 4.6) and negative ammonia biases (Table 4.7), suggest that several of these possible
factors contribute to shifting of predicted particulate nitrate to the gas-phase, thereby artificially
enhancing total nitrate removal via dry deposition. To examine the hypothesis that total nitrate
concentrations are underpredicted during most flights due to inaccurate distribution of total nitrate
between the gas-phase, the fine aerosol-phase, and the coarse aerosol-phase, we present statistical
metrics for all five P3 flights (Table C.2) with and without the AMS transmission curve applied
to predictions. When the AMS transmission efficiency is taken into consideration, total nitrate
concentrations are underpredicted during four of the five P3 flights by 0-42% (Table C.2). However,
when full transmission (i.e. all predicted particulate nitrate and gas-phase nitric acid) is assumed,
total nitrate concentrations are still underpredicted by up to 33% during the 4, 16, and 19 May
flights. Since coarse particles were not measured onboard the Twin Otter or P3, the accuracy of the
coarse mode nitrate predictions cannot be assessed. However, by comparing predicted and observed
concentrations of total nitrate, assuming full transmission (Table C.2), we show that regardless of
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whether nitrate is predicted to form ammonium nitrate, nitric acid, or coarse nitrate (e.g., sodium
nitrate, calcium nitrate, potassium nitrate, etc.), on most days predicted total nitrate concentrations
are simply not high enough. We deduce that the two likeliest causes of this are: (1) there is a missing
source of HNO3, or (2) the inaccurate distribution of total nitrate between the gas-phase and the
two aerosol modes artificially enhances the removal of nitrate via dry deposition.
4.5.4.3 Impact of crustal species on ammonium and nitrate
Several studies have shown that crustal species (Mg2+, K+, Ca2+), from both anthropogenic emis-
sions and fugitive dust, can potentially influence the thermodynamic partitioning of ammonium and
nitrate aerosol between the gas-phase and both fine and coarse aerosol modes (Fountoukis et al.,
2009; Moya et al., 2002; Jacobson, 1999). Dominant sources of crustal species include unpaved and
paved roads, agricultural tilling, construction dust, and sand and gravel from mining and quarry
operations (Reff et al., 2009). Assessing the impacts of crustal species requires representation of
fugitive dust emissions, anthropogenic dust emissions, and chemical speciation profiles to deter-
mine the mass fraction of crustal elements within the dust. All three of these inputs are not well
constrained on regional and global scales. For example, in a modeling study of the April 2001
dust storm episode over the trans-Pacific domain, Wang et al. (2012) assume that 10% of emitted
crustal species reside in the fine mode and 90% reside in the coarse mode based on results pre-
sented in Midwest Research Institute (2005), and use a static speciation profile based on Van Pelt
and Zobeck (2007) to map 0.10%, 0.17%, and 0.071% of fugitive dust to K+, Ca2+, and Mg2+,
respectively. In contrast, in CMAQv5.0, 80% of fugitive dust emissions are assumed to reside in the
coarse mode and 20% in the fine mode. In CMAQv5.0, a static speciation profile is used to map
3.8%, 7.9%, and 0.0% of all windblown dust to K+, Ca2+, and Mg2+, respectively (http://www.
cmaq-model.org/cmaqwiki/index.php?title=CMAQv5.0_PMother_speciation), while fine mode
soil dust requires source specific speciation profiles available from the EPA SPECIATE database
(http://www.epa.gov/ttnchie1/software/speciate/). One concludes that simulating dust emis-
sions of crustal species is quite uncertain. Despite this high uncertainty, the potential influence of
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crustal species on aerosol formation suggests that this be addressed, if only approximately.
Crustal species are not represented explicitly in the standard CMAQv4.7.1 model, and the
ARCTAS-CARB emission inventory does not contain speciated crustal emission rates. However,
the ARCTAS-CARB emission inventory does include two species, PMfine and PMcoarse, which
represent primary, unspeciated, fine and coarse mode particulate emissions, respectively. Within
CMAQv4.7.1, 90% of PMcoarse emissions are assigned to the inert species ASOIL, which rep-
resents all coarse-mode, soil-derived, fugitive dust emissions, and 10% are assigned to the inert
species ACORS, which represents non-fugitive dust emissions from anthropogenic sources such as
diesel trucks. All fine dust emissions are assigned to the unspeciated accumulation-mode species
A25J (A = aerosol, 25 = PM2.5, J = accumulation mode). Long-range transport of fine and
coarse dust is accounted for via nested GEOS-Chem simulations of chemically inert dust species
(http://wiki.seas.harvard.edu/geos-chem/index.php/Mineral_dust_aerosols).
Due to a lack of information, we use static speciation profiles to assign the fractions of ACORS,
ASOIL, and A25J to coarse and fine mode crustal species, respectively (Table 4.8). Fine mode
speciation profiles listed in Table 4.8 are taken directly from Figure 3 of Reff et al. (2009), and
are based on average speciation profiles from the U.S. National Emission Inventory (2001). Coarse
mode speciation profiles listed in Table 4.8 are taken directly from the static speciation profiles used
in CMAQv5.0, which are based on a combination of speciation profiles from the EPA SPECIATE
database. We have modified CMAQv4.7.1 to use ISORROPIAII, which allows for the inclusion of
crustal species in thermodynamic calculations. We have not modified any other simulated processes
(e.g., dry deposition, wet deposition, sea-salt emissions, aqueous-phase chemistry) to account for the
chemical speciation of dust aerosol. As in the unmodified CMAQv4.7.1 model, mass is partitioned
between the gas- and aerosol-phases according to the hybrid method (Capaldo et al., 2000)
For the sake of brevity, we restrict our analysis of crustal species to the P3 flights. Figure 4.12
shows particulate (still corrected for AMS transmission window) predicted along P3 flight paths,
with and without crustal species. The results suggest that, with the inclusion of crustal species, am-
monium concentrations consistently decrease, while nitrate concentrations can increase, decrease,
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or remain virtually unchanged. Jacobson (1999) showed that, depending on the environment (e.g.,
ammonia limited, nitric acid limited), coarse crustal species can increase, decrease, or have virtually
no effect on the predicted amount of coarse-mode nitrate. Nitrate concentration increases are caused
by crustal cations driving nitric acid into the particle phase to maintain charge balance. Nitrate
concentration decreases are caused by crustal cations increasing mixed activity coefficients and driv-
ing ammonium nitrate aerosol into the gas phase. When these two effects roughly cancel each other,
nitrate concentrations remain unchanged and ammonium also gets shifted to the gas phase, or to
a different aerosol mode (e.g. coarse aerosol phase). Figure C.9 shows time-series plots of Ca2+,
K+, and Mg2+ concentrations predicted along the five P3 flight paths, as well as the amount of
additional fine and coarse mode nitrate that could potentially be neutralized by the crustal cations.
Using the speciation profile listed in Table 4.8, predicted coarse mode Ca2+ concentrations are typi-
cally higher than fine mode concentrations, fine and coarse mode K+ concentrations are comparable,
and Mg2+ is present only in the fine aerosol mode. Since crustal species are predicted to be present
in both fine and coarse modes, it is difficult to decouple the impacts aerosol modes have on each
other. Overall, the inclusion of crustal species tends to decrease submicrometer ammonium aerosol,
and increase or decrease submicrometer nitrate aerosol depending on the relative concentrations of
dust. However, other than the May 4 P3 flight, the results presented in Figure 4.12 indicate that
the impact of crustal species is not very substantial, most likely due to low crustal species concen-
trations predicted along the P3 flight paths. Moreover, these results would be even less pronounced
if the speciation factors from Van Pelt and Zobeck (2007) were to be used since they are roughly an
order of magnitude lower than those listed in Table 4.8. These results suggest that the exclusion of
crustal species in thermodynamic calculations is not the dominant source of error between predicted
and observed fine ammonium and nitrate concentrations. Future work should focus on acquiring
chemically-resolved and size-resolved (up to 10 µm) measurements of crustal species, sea-salt, and
nitrate.
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4.6 Summary and Conclusions
A detailed three-dimensional chemical transport model (CMAQ version 4.7.1), which contains state-
of-the-science gas-phase chemistry and aerosol thermodynamics, was applied during the May 2010
CalNex campaign in the Los Angeles Basin. Boundary conditions were extracted from a nested
global-scale GEOS-Chem model (version 9.1.1) simulation. Input meteorology and emission inven-
tories were provided by the CARB. Inorganic and BC aerosol predictions were compared against
the suite of ground-based and airborne measurements taken from various CIRPAS Twin Otter and
WP-3D flights. The FLEXPART Lagrangian particle dispersion model is used to determine the
trajectories of air parcels that reached the aircraft.
Comparisons of predicted and observed BC measurements at the Pasadena ground site suggest
that potentially large peaks in measured BC concentrations may be missed on any given day, owing
most likely to inaccuracy in the predicted wind fields, but are generally represented well by CMAQ.
BC predictions are consistently higher than observations onboard the Twin Otter, which is at least
partially due to a systematic bias inherent to the SP2 onboard. However, predicted and observed
BC concentrations and ∆BC/∆CO ratios along P3 flight paths suggests that no systematic bias
exists in the ARCTAS-CARB BC emission inventory or the MM5 meteorology.
SO2 concentrations are consistently overpredicted at surface sites, while the agreement between
predicted and observed sulfate concentrations is variable. Sulfate is over-predicted by 55%-268% as
compared to Twin Otter measurements, 0%-71% as compared to P3 measurements, and is actually
under-predicted by 17% as compared to observations at the Pasadena ground site. The sulfate source
apportionment presented in this study suggests that, with the current sulfur emission inventory based
on emission factors from 2008, long-range transport of sulfate accounts for a substantial fraction (22-
82%) of the sulfate in L.A. Basin. However, if the reductions in sulfur emission factors reported by
Lack et al. (2011) (∼90%) were to be included in simulations, unlike the results presented in Huang
et al. (2011), the boundary inflow of sulfate would become the single largest contributor to predicted
sulfate concentrations in the L.A. Basin.
Severely underpredicted NH3 emissions from dairy facilities are identified as the dominant source
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of measurement/model disagreement in the eastern L.A. Basin. By comparing predicted and ob-
served concentrations of total nitrate, with and without applying the AMS transmission window,
we show that, regardless of whether nitrate is predicted to form ammonium nitrate, nitric acid, or
coarse nitrate (e.g. sodium nitrate, calcium nitrate, potassium nitrate, etc.), on most days predicted
total nitrate concentrations are simply not high enough. We deduce that the two likeliest causes of
this are: (1) there is a missing source of HNO3, or (2) the inaccurate distribution of total nitrate
between the gas-phase and the two aerosol modes artificially enhances the removal of nitrate via dry
deposition. We estimate that, for most P3 flights, the exclusion of crustal species in thermodynamic
calculations is not the dominant source of error between predicted and observed fine ammonium
and nitrate concentrations. However, as stated previously, there is considerable uncertainty in all
parameters used in the crustal sensitivity simulation, and we are reluctant to draw conclusions based
on this study alone.
This work, as part of the CalNex campaign, provides an up-to-date characterization of the
inorganic and black carbon fraction of the Los Angeles Basin particulate matter. Adding gas-phase
NH3 measurements and size-resolved measurements, up to 10 µm, of nitrate and various cations
(e.g. Na+, Ca2+, K+, Mg2+) to routine monitoring stations in the L.A. Basin would facilitate
interpreting day-to-day fluctuations in fine and coarse inorganic aerosol greatly. Future work will
focus on improving and assessing the treatment of anthropogenic and fugitive dust emissions, as well
as characterizing the nature of organic aerosol formation and evolution in the Los Angeles Basin.
4.7 Additional Flights
Section 4.7 contains Figures 4.13–4.16.
4.8 AMS Transmission Efficiencies
The AMS transmission curve used in this study is piece-wise defined for three diameter ranges: (a)
linear increase in transmission vs ln(Dva), from 0% at Dva = 40 nm to 100% at Dva = 100 nm, (b)
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100% transmission from Dva = 100 nm up to Dva = 550 nm, (c) linear decrease in transmission vs
ln(Dva), from 100% at Dva = 550 nm to 0% at Dva = 2 µm, and zero elsewhere. This transmission
curve can be applied analytically to any log-normal mass distribution:
40 nm < Dva < 100 nm:
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100 nm < Dva < 550 nm:
f(Dva) = 1 (4.7)
M(100 nm < Dva < 550 nm) = (4.8)
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550 nm < Dva < 2000 nm:
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where f is the transmission efficiency as a function of Dva, Mtot is the unmodified, total amount
of predicted species mass (e.g. nitrate, sulfate, ammonium) in the mode, and M(Dva,min < Dva <
Dva,max) is the modified amount of species mass, within the mode, in the given vacuum-aerodynamic
diameter range. The vacuum-aerodynamic diameter limits of the AMS transmission curve are con-
verted to particle (Stokes) diameters for each data point by using Dp = (
ρo
ρdry
)Dva (DeCarlo et al.,
2004), where Dp is the physical (Stokes) diameter of the particle, Dva is the vacuum-aerodynamic
diameter, ρo is the standard density (1 g cm
–3), and ρdry is the density of the particle predicted by
CMAQ not including water. The total mass from each mode (using this specific AMS transmission
efficiency curve) is then:
MAMSmode = M(40 nm < Dva < 100 nm) +M(100 nm < Dva < 550 nm) +M(550 nm < Dva < 2000 nm) (4.11)
where MAMSmode is the total amount of predicted species mass in the mode that has been adjusted to
match the transmission curve of the AMS. The total amount of predicted species mass that should
be compared to the AMS is then the sum of all three adjusted modes (M = MAMSI + M
AMS
J +
MAMSK ), where I, J, and K are the Aitken mode, the accumulation mode, and the coarse mode,
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respectively. The derivation of the equations for transmission curve adjustment are presented in the
supplementary section.
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Table 4.1: Statistical metrics based on measurements and predictions at the Pasadena ground site
during May 2010.
Parameter N ME MB NME NMB
PBL Height (m) 1179 129 -80 0.14 -0.09
Temperature (k) 24697 1.88 1.06
RH (%) 24697 11.6 -10.3
BC (µg m–3) 3918 0.190 0.0261 0.478 0.0660
SO2–4 (µg m
–3) 1860 0.93 -0.36 0.44 -0.17
NO–3 (µg m
–3) 1860 2.15 -1.50 0.72 -0.50
NH+4 (µg m
–3) 1860 1.07 -0.76 0.35 -0.25
SO2 (ppbv) 22491 0.72 0.64 2.50 2.01
HNO3 (ppbv) 22761 0.98 -0.38 0.85 -0.38
NH3 (ppbv) 366 1.51 0.45 0.74 0.22
ME = Mean Error, MB = Mean Bias, NME = Normalized Mean Error, NMB = Normalized Mean Bias. N is the
number of data points collected during May 2010.
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Table 4.2: Statistical metrics based on measured and predicted temperature and relative humidity
for Twin Otter and P3 flights during May 2010.
Flight Date N ME [◦C] MB [◦C]
Temperature (Twin Otter)
21 189 3.89 3.88
24 167 3.33 3.32
25 334 2.21 2.21
27 219 1.55 -1.23
28 239 0.75 -0.23
Temperature (P3)
4 17219 2.12 0.60
8 25439 2.10 1.60
14 22258 3.77 3.33
16 27899 2.17 0.92
19 24239 1.67 0.71
Flight Date N ME [%] MB [%]
Relative Humidity (Twin Otter)
21 189 26.7 -26.6
24 167 9.99 -9.13
25 334 5.76 -5.12
27 219 10.5 5.67
28 239 7.16 -0.33
Relative Humidity (P3)
4 17219 12.3 -0.47
8 25439 14.6 -1.00
14 22258 24.9 -22.1
16 27899 16.1 -7.91
19 24239 8.89 -2.49
ME = Mean Error, MB = Mean Bias. N is the number of data points collected during a given flight.
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Table 4.3: Statistical metrics based on measured and predicted wind magnitudes and directions
for Twin Otter and P3 flights during May 2010.
Flight Date N ME [m/s] MB [m/s] NME NMB
Wind Magnitudes (Twin Otter)
21 180 1.89 1.19 0.38 0.23
24 167 1.79 -0.61 0.36 -0.12
25 334 1.89 0.49 0.37 0.10
27 219 2.04 0.98 0.56 0.27
28 239 2.00 2.11 0.55 0.52
Wind Magnitudes (P3)
4 17219 2.33 -0.48 0.48 -0.10
8 25439 2.15 1.06 0.27 0.14
14 22258 1.69 0.57 0.55 0.19
16 27899 2.10 -0.26 0.41 -0.05
19 24239 4.03 -2.63 0.48 -0.31
Flight Date N ME [deg] θobs [deg] θmod [deg]
Wind Directions (Twin Otter)
21 180 23.8 242 254
24 167 40.7 228 253
25 334 28.8 209 223
27 219 36.9 225 242
28 239 22.5 240 246
Wind Directions (P3)
4 17219 64.0 263 239
8 25439 24.2 263 276
14 22258 65.1 203 206
16 27899 54.5 224 230
19 24239 25.2 278 267
ME = Mean Error, MB = Mean Bias, NME = Normalized Mean Error, NMB = Normalized Mean Bias, and θ =
average wind direction. N is the number of data points collected during a given flight. The wind directions θobs
and θmod are the observed and modeled wind directions, respectively, in units of degrees (0
◦ ≤ θ ≤ 360◦ ). Wind
direction, θ, is defined as the direction from which the wind is blowing, and is measured in degrees clockwise from
true north.
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Table 4.4: Statistical metrics based on measured and predicted black carbon concentrations, at all
altitudes and below 1000 m above sea level, for Twin Otter flights and P3 flights during May 2010.
Flight Date N ME [µg m–3] MB [µg m–3] NME NMB
Black Carbon (Twin Otter, all altitudes)
21 8537 0.23 0.19 1.08 0.90
24 6503 0.13 0.13 1.16 1.04
25 8256 0.13 0.11 0.84 0.70
27 8133 0.12 0.09 0.73 0.53
28 8700 0.14 0.11 0.79 0.60
5-flight average 40129 0.15 0.12 0.91 0.74
Black Carbon (Twin Otter, below 1000 m a.s.l.)
21 6794 0.27 0.25 1.20 1.09
24 4117 0.17 0.16 1.26 1.16
25 5406 0.16 0.14 0.89 0.78
27 8133 0.12 0.09 0.73 0.53
28 8656 0.14 0.11 0.80 0.60
5-flight average 33106 0.171 0.14 0.936 0.782
Black Carbon (P3, all altitudes)
4 16923 0.07 0.00 0.58 0.01
8 25257 0.08 0.04 0.74 0.32
14 18974 0.14 0.05 0.83 0.30
16 21273 0.10 0.07 1.32 1.01
19 23610 0.08 -0.03 0.47 -0.12
5-flight average 106037 0.09 0.03 0.79 0.31
Black Carbon (P3, below 1000 m a.s.l.)
4 3527 0.13 -0.04 0.48 -0.13
8 11184 0.13 0.09 0.75 0.52
14 10803 0.16 0.02 0.62 0.09
16 9791 0.08 0.06 0.60 0.40
19 7518 0.17 -0.12 0.40 -0.27
5-flight average 42823 0.13 0.02 0.60 0.19
ME = Mean Error, MB = Mean Bias, NME = Normalized Mean Error, NMB = Normalized Mean Bias. N is the
number of data points collected during a given flight.
Table 4.5: Relative contributions to predicted sulfate concentrations at the Pasadena ground site
averaged over 15-30 May 2010.
Sulfate Pathway Predicted contribution (%)
Boundary inflow 26
Aq, O3 6
Aq, H2O2 29
Aq, O2 (FEMN) 4
Gas, OH 7
Primary SO2–4 28
“Boundary inflow” refers to sulfate attributable to boundary conditions, “(Aq,Gas),Ox” refers to secondary sulfate
produced by aqueous-phase (Aq) or gas-phase (Gas) oxidation of SO2 by oxidant Ox. “Primary SO2–4 ” refers to
sulfate emitted within the basin. “FEMN” refers to catalysts Fe3+ and Mn2+.
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Table 4.6: Statistical metrics based on measured and predicted particulate sulfate, ammonium, and nitrate concentrations for Twin Otter and P3
flights during May 2010.
Twin Otter
Flight Date N ME [µg m–3] MB [µg m–3] NME NMB
Sulfate
21 185 1.30 1.30 2.68 2.68
24 172 0.28 0.27 0.84 0.82
25 337 0.39 0.39 1.11 1.11
27 224 0.50 0.44 0.62 0.55
28 244 0.53 0.46 0.77 0.65
Ammonium
21 185 0.92 -0.77 0.62 -0.52
24 172 0.29 -0.14 0.68 -0.33
25 337 0.54 -0.51 0.60 -0.56
27 224 0.59 -0.47 0.46 -0.36
28 244 0.42 -0.20 0.46 -0.22
Nitrate
21 185 1.64 -1.47 0.73 -0.65
24 172 0.80 -0.50 0.84 -0.52
25 337 1.17 -0.94 0.72 -0.58
27 224 1.24 -0.85 0.52 -0.35
28 244 0.93 -0.37 0.61 -0.24
P3
Flight Data N ME [µg m–3] MB [µg m–3] NME NMB
Sulfate
4 1722 0.26 0.24 0.79 0.71
8 2544 0.41 0.20 0.65 0.32
14 2226 0.47 0.16 0.59 0.20
16 2790 0.33 0.00 0.33 0.00
19 2424 0.20 0.02 0.33 0.02
Ammonium
4 1722 0.23 -0.11 0.77 -0.36
8 2544 0.27 -0.17 0.65 -0.42
14 2226 0.33 -0.15 0.64 -0.28
16 2790 0.47 -0.38 0.65 -0.52
19 2424 0.70 -0.65 0.71 -0.65
Nitrate
4 1722 0.50 -0.31 0.99 -0.62
8 2544 0.51 -0.38 0.93 -0.68
14 2226 0.62 -0.37 0.91 -0.55
16 2790 0.94 -0.77 0.94 -0.76
19 2424 2.03 -1.99 0.80 -0.78
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Table 4.7: Statistical metrics based on measured and predicted ammonia and nitric acid mixing
ratios for P3 flights during May 2010.
P3
Flight Date N ME [ppbv] MB [ppbv] NME NMB
Nitric Acid
4 17219 0.92 -0.54 0.46 -0.27
8 25439 0.86 0.15 0.56 0.09
14 22258 2.50 2.32 1.96 1.82
16 27899 0.60 0.09 0.41 0.06
19 24239 0.96 -0.31 0.46 -0.15
Ammonia
4 17219 2.96 -2.00 0.81 -0.55
8 25439 3.37 -3.00 0.98 -0.60
14 22258 3.80 -3.11 0.72 -0.59
16 27899 2.78 -2.05 0.86 -0.63
19 24239 12.38 -12.31 0.91 -0.90
Ammonia (no dairy)
4 17219 1.39 -0.15 0.78 -0.09
8 25439 2.17 -1.98 0.60 -0.55
14 22258 1.25 -0.83 0.47 -0.31
16 27899 0.82 -0.34 0.77 -0.32
19 24239 2.80 -2.73 0.67 -0.68
Statistical metrics based on ammonia measurements in the “no dairy” column are calculated
excluding all data points east of longitude 117.7◦W.
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Table 4.8: Speciation of primary PMfine and PMcoarse emissions into Ca
2+, K+, and Mg2+.
Fine Mode Species Reff et al. (2009)
Ca2+ 0.0386×A25J
K+ 0.0309×A25J
Mg2+ 0.00368×A25J
Coarse Mode Species CMAQv5.0a
Ca2+ 0.0838×ASOIL + 0.0562×ACORS
K+ 0.0242×ASOIL + 0.0176×ACORS
Mg2+ 0.0000×ASOIL + 0.0032×ACORS
aASOIL = 0.9×PMcoarse, ACORS = 0.1×PMcoarse, A25J = PMfine
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Figure 4.1: CMAQ modeling domain (colored area) used for simulations during the CalNex Field
Campaign. The domain covers the area from (31.83◦N, 121.43◦W) to (35.69◦N, 114.43◦W) with 4
km x 4 km horizontal grid cells (102 x 156 grid points). The star represents the Pasadena ground
site and the triangle represents Bakersfield.
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Figure 4.2: Observed (black) and predicted (red) planetary boundary layer (PBL) heights, tem-
perature, and relative humidity (RH) from the Pasadena ground site.
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Figure 4.3: Measured (black dots) and predicted (red dots) BC concentrations at the Pasadena
ground site from 19 May – 31 May 2010.
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Figure 4.4: Observed (black) and predicted (red) particulate sulfate, nitrate, ammonium, sulfur
dioxide, nitric acid, and ammonia concentrations from the CalNex Pasadena ground site. In the
legend, “Boundaries” refers to sulfate attributable to boundary conditions, “(Aq,Gas),Ox” refers to
secondary sulfate produced by aqueous-phase (Aq) or gas-phase (Gas) oxidation of SO2 by oxidant
Ox. “Primary SO
2–
4 ” refers to sulfate emitted within the basin.
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Figure 4.5: Measured (black) and predicted (red) NOx and SO2 mixing ratios for May 2010 at
three locations in the Los Angeles Basin. Gaseous measurements were taken from the Air Quality
and Meteorological Information System (AQMIS, http://www.arb.ca.gov/aqmis2/aqmis2.php).
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Figure 4.6: From left to right and top to bottom: Twin Otter aircraft flight path for May 24, Twin Otter
altitudes (with respect to sea level) with the flight track and altitude trace are colored by the time (Pacific
Standard Time) of day and time-stamps printed along each flight path in 30 min increments, Fraction of
predicted particulate ammonium within the AMS transmission window, Fraction of predicted particulate
nitrate within the AMS transmission window, predicted (red) and observed (black) sulfate concentrations,
predicted (red) and observed (black) black carbon concentrations, predicted (red) and observed (black)
nitrate concentrations, predicted (red) and observed (black) ammonium concentrations, predicted sulfate
source apportionment, Pie chart indicating the relative contribution from routes to sulfate averaged over
a given flight. In the bottom legend, “Boundaries” refers to sulfate attributable to boundary conditions,
“(Aq,Gas),Ox” refers to secondary sulfate produced by aqueous-phase (Aq) or gas-phase (Gas) oxidation of
SO2 by oxidant Ox. “Primary SO
2–
4 ” refers to sulfate emitted within the basin.
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Figure 4.7: Same as Figure 4.6, but for the Twin Otter May 25 flight.
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Figure 4.8: Same as Figure 4.6, but for the Twin Otter May 27 flight.
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Figure 4.9: Same as Figure 4.6, but for the Twin Otter May 28 flight.
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Figure 4.10: From left to right and top to bottom: P3 aircraft flight path for May 8, P3 altitudes (with
respect to sea level) with the flight track and altitude trace are colored by the time (Pacific Standard Time)
of day and time-stamps printed along each flight path in 30 min increments, Fraction of predicted particu-
late ammonium within the AMS transmission window, Fraction of predicted particulate nitrate within the
AMS transmission window, predicted (red) and observed (black) sulfate concentrations, predicted (red) and
observed (black) black carbon concentrations, predicted (red) and observed (black) nitrate concentrations,
predicted (red) and observed (black) ammonium concentrations, predicted sulfate source apportionment,
Pie chart indicating the relative contribution from routes to sulfate averaged over a given flight. In the
bottom legend, “Boundaries” refers to sulfate attributable to boundary conditions, “(Aq,Gas),Ox” refers
to secondary sulfate produced by aqueous-phase (Aq) or gas-phase (Gas) oxidation of SO2 by oxidant Ox.
“Primary SO2–4 ” refers to sulfate emitted within the basin.
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Figure 4.11: Same as Figure 4.10, but for the P3 May 14 flight.
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Figure 4.12: Scatter plots showing predicted ammonium and nitrate concentrations, with and
without crustal species, along five P3 flight paths. Ammonium and nitrate predictions have been
corrected to account for the transmission window of the AMS. The 1–1, 1–2, and 2–1 lines are
included for reference.
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Figure 4.13: Same as Figure 4.6, but for the Twin Otter May 21 flight.
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Figure 4.14: Same as Figure 4.10, but for the P3 May 4 flight.
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Figure 4.15: Same as Figure 4.10, but for the P3 May 16 flight.
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Figure 4.16: Same as Figure 4.10, but for the P3 May 19 flight.
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Chapter 5
Conclusions and Future Work
Unless derived from first principles, numerical models are only as accurate as the experiments on
which they are based. Results presented in Chapter 2 and Appendix A suggest that, owing to loss
of vapors directly to laboratory chamber walls, SOA mass yields derived from laboratory chamber
experiments are biased low by up to a factor of 4. Furthermore, predictions from the Statistical
Oxidation Model of Cappa and Wilson (2012) suggest that this bias could be as high as a factor of ∼8,
provided the influence of the chamber walls could be removed entirely. This finding likely explains the
persistent underprediction of ambient SOA concentrations by current atmospheric models in urban
areas, which are based on chamber experiments, as well as recent contradictory findings regarding the
relative contribution of emissions from gasoline- and diesel-fueled vehicles to the formation of SOA
in Southern California. Specifically, since the conclusions of Bahreini et al. (2012) and Hayes et al.
(2013) are not based on SOA mass yields derived from chamber experiments, whereas the conclusions
of Gentner et al. (2012) and Gordon et al. (2013) are, it is likely the gasoline-fueled vehicles are
the dominant source of anthropogenic SOA attributable attributable of fossil activity. However, the
results presented in Appendix A include toluene only. Therefore, future work should most certainly
include a comprehensive reevaluation of SOA yields from all anthropogenic VOC classes (e.g. single-
ring aromatics, polycyclic aromatics, alkanes, alkenes, and oxygenated compounds) using the new
experimental protocols. SOA mass yields for biogenic species (e.g. isoprene, monoterpenes, and
sesquiterpenes) should also be reevaluated.
Although the traditional Odum 2-product SOA parameterization will likely perform better when
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based on updated chamber data, a growing body of evidence suggests that the assumptions on which
the Odum 2-product framework is based are simply not valid under ambient conditions (e.g. in-
stantaneous, reversible thermodynamic equilibration, lack of multigenerational oxidation pathways,
lack of fragmentation pathways, and lack of particle-phase reaction pathways). Therefore, once
vapor-phase wall loss has been accounted for in a new suite of laboratory chamber experiments,
the SOA parameterizations within atmospheric chemical transport models should also be updated.
Specifically, significant progress has been made in using box models to represent the formation and
evolution of SOA. However, little work has focused on bridging the gap between the advanced chem-
ical mechanisms of 2D SOA box models and the strict computational requirements of 3D CTMs.
In Chapter 3, a novel mathematical framework, termed the Oxidation State/Volatility Moment
Method, designed to address this issue is presented. Various numerical experiments suggest that
the Moment Method is a promising mathematical framework for combining 2D SOA models with
3D CTMS. However, the Numeric Drift Test revealed that inexact fitting of symmetric distributions
to skewed distributions introduces an unacceptable amount of error when the DEF procedure is re-
peated several times. Two strategies (Moment-Bin Hybrid & Grid Coarsening) for overcoming this
numerical drift limitation were discussed qualitatively. Future work should focus on (1) removing
the error introduced by inexact fitting followed by thermodynamic partitioning, (2) assessing how
the Moment Method performs when gas-phase oxidation/fragmentation chemistry is included, (3)
testing alternative 1D probability distributions (not just log-normal and gamma distributions), and
(4) quantitatively assessing the Moment-Bin Hybrid & Grid Coarsening approaches as compared to
the explicit 2D-VBS.
Finally, a detailed comparison of predictions from the Community Multiscale Air Quality (CMAQ
version 4.7.1) model to a suite of airborne and ground-based meteorological measurements, gas- and
aerosol-phase inorganic measurements, and black carbon (BC) measurements revealed the following:
• BC predictions are consistently higher than observations onboard the Twin Otter, which is
at least partially due to a systematic bias inherent to the SP2 onboard. However, predicted
and observed BC concentrations and ∆BC/∆CO ratios along P3 flight paths suggests that no
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systematic bias exists in the ARCTAS-CARB BC emission inventory or the MM5 meteorology.
• With the current sulfur emission inventory based on emission factors from 2008, long-range
transport of sulfate accounts for a substantial fraction (22-82%) of the sulfate in Los Angeles
Basin. This suggests that targeting sulfur emissions with the hopes of reducing ambient PM
concentrations is not the most effective strategy for Southern California.
• Severely underpredicted NH3 emissions from dairy facilities, and not the exclusion of crustal
species, are the dominant source of measurement/model disagreement in the eastern Los An-
geles Basin. Targeting dairy emissions is an effective strategy for reducing ammonium nitrate
concentrations in the eastern part of the Los Angeles Basin.
• Despite overstated NOx emissions, total nitrate concentrations are generally too low. This is
most likely attributable to a missing source of HNO3, or the inaccurate distribution of total
nitrate between the gas-phase and the two aerosol modes artificially enhances the removal of
nitrate via dry deposition.
Adding gas-phase NH3 measurements and size-resolved measurements, up to 10 µm, of nitrate and
various cations (e.g., Na+, Ca2+, K+, Mg2+) to routine monitoring stations in the Los Angeles Basin
would facilitate interpreting day-to-day fluctuations in fine and coarse inorganic aerosol greatly.
Future work should focus on improving and assessing the treatment of anthropogenic and fugitive
dust emissions, as well as continuing to characterize the fraction of ambient particulate matter
attributable to local emissions versus long-range transport.
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Abstract 
Secondary organic aerosol (SOA) constitutes a major fraction of sub-micrometer atmospheric 
particulate matter. Quantitative simulation of SOA within air quality and climate models—
and its resulting impacts—depends on the translation of SOA formation observed in 
laboratory chambers into robust parameterizations. Worldwide data have been accumulating 
indicating that model predictions of SOA are substantially lower than ambient observations. 
While possible explanations for this mismatch have been advanced, none has addressed the 
laboratory chamber data themselves. Losses of particles to the walls of chambers are 
routinely accounted for, but there has been little evaluation of the effects on SOA formation 
of losses of semi-volatile vapors to chamber walls. Here, we experimentally demonstrate that 
such vapor losses can lead to substantially underestimated SOA formation, by factors as 
much as 4. Accounting for such losses has the clear potential to bring model predictions and 
observations of organic aerosol levels into much closer agreement. 
 
Significance Statement 
Atmospheric secondary organic aerosol (SOA) has important impacts on climate and air 
quality, yet models continue to have difficulty in accurately simulating SOA concentrations. 
Nearly all SOA models are tied to observations of SOA formation in laboratory chamber 
experiments. Here, a comprehensive analysis of new experimental results demonstrates that 
the formation of SOA in laboratory chambers may be substantially suppressed due to losses 
of SOA-forming vapors to chamber walls, leading to underestimates of SOA in air quality 
and climate models, especially in urban areas where anthropogenic SOA precursors 
dominate. This analysis provides a new time-dependent framework for the interpretation of 
laboratory chamber experiments that will allow for development of parameterized models of 
SOA formation that are appropriate for use in atmospheric models. 
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Most of the understanding concerning the formation of secondary organic aerosol (SOA) 
from atmospheric oxidation of volatile organic compounds (VOCs) over the past 30 years has 
been developed from data obtained in laboratory chambers (1). SOA is a major component of 
particulate matter smaller than 1 m (2) and consequently has important impacts on regional 
and global climate and human health and welfare. Accurate simulation of SOA formation and 
abundance within 3D models is critical to quantifying its atmospheric impacts. Measurements 
of SOA formation in laboratory chambers provide the basis for the parameterizations of SOA 
formation (3) in regional air quality models and global climate models (4). A number of 
studies indicate that ambient SOA concentrations are underpredicted within models, often 
substantially so, when these traditional parameterizations are used (e.g. 5, 6). Some of this 
bias has been attributed to missing SOA precursors in emissions inventories, such as so-
called intermediate volatility organic compounds (IVOCs), to ambient photochemical aging 
of semi-volatile compounds occurring beyond that in chamber experiments (7) or to aerosol 
water/cloud processing (8). The addition of a more complete spectrum of SOA precursors 
into models has not, however, closed the measurement/prediction gap robustly. For example, 
recent analysis of organic aerosol (OA) concentrations in Los Angeles revealed that observed 
OA levels, which are dominated by SOA, exceed substantially those predicted by current 
atmospheric models (9), in accord with earlier findings in Mexico City (10).  
Here, we demonstrate that losses of SOA-forming vapors to chamber walls during 
photooxidation experiments can lead to substantial and systematic underestimation of SOA. 
Recent experiments have demonstrated that losses of organic vapors to the typically Teflon 
walls of a laboratory chamber can be substantial (11), but the effects on SOA formation have 
not yet been quantitatively established. In essence, the walls serve as a large reservoir of 
equivalent OA mass that compete with the particulate SOA for SOA-forming compounds.   
Toluene Photooxidation Experiments 
The effect of vapor wall loss on SOA formation has been comprehensively assessed 
based on results from a series of 18-h toluene photooxidation experiments conducted in the 
Caltech environmental chamber under both high- and low-NOx conditions (SI Materials and 
Methods, Toluene photooxidation experiments, Table S1). Toluene is a component of motor 
vehicle emissions and an important SOA precursor (1). Initial [VOC]/[NOx] ratios were 5.4 ± 
0.3 ppbC/ppb, similar to current conditions in Los Angeles, CA. In these experiments, the 
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ratio of initial seed particle surface area (SA) to chamber wall SA was systematically varied 
by changing the concentration and diameter of (NH4)2SO4 seed aerosol while keeping all 
other conditions the same (i.e. hydroxyl radical (OH) and toluene concentration). In this 
manner, the influence of seed SA on SOA formation can be isolated.  
Figure 1 shows the observed time-dependent SOA yields, defined as the mass of SOA 
formed per mass of VOC reacted, determined from the evolution of the particle size 
distributions (Fig. S1) as a function of initial seed SA for the high- and low-NOx experiments. 
The SOA concentrations have been corrected for physical deposition of particles to the walls 
(SI Materials and Methods, Particle wall-loss correction), which is the appropriate correction 
to use here as our analysis explicitly accounts for loss of vapors to the walls, discussed 
further below. Except for the unseeded experiment, the SOA yield for each low-NOx 
experiment is reasonably constant with time (from 4 to 18 h) and COA at any given SA. For 
each high-NOx experiment there is a clear increase in the yield with COA and time. The 
toluene SOA yield at a given COA is generally lower for high-NOx than for low-NOx 
conditions at a comparable initial seed SA. These differences in the time-dependent yields 
indicate differences in the chemical pathways leading to SOA formation between low and 
high-NOx conditions. Most importantly, the absolute amount of SOA formed for the same 
initial conditions increases with seed SA, with an indication of a plateau being reached at the 
highest seed SA. The SOA formed in the unseeded experiments is particularly small. Typical 
laboratory chamber experiments use initial seed SA < 103 m2 cm-3, which corresponds to 
seed-to-wall ratios of <1 x 10-3 in most chambers. These experiments definitively 
demonstrate that SOA yields vary with seed SA. This variability may partially explain some 
of the differences in SOA yields reported in the literature. 
SOA Modeling and the Influence of Vapor Wall-Loss 
The increase in yield with seed SA is consistent with loss of vapors to the chamber walls 
and likely results from an increase in the rate of mass transfer of vapor species to the particles 
relative to the walls. Quantitative understanding of the role of vapor wall-loss is necessary to 
characterize the extent to which SOA yields in chamber experiments are underestimated 
relative to the atmosphere. The loss of “extremely low volatility” organic compounds 
(EVLOCs) to chamber walls has recently been implicated as important for understanding 
SOA formation for a different chemical system, -pinene + O3 (12, 13). The competition 
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between vapor condensation to particles versus to chamber walls is quantitatively examined 
here using a time-dependent, parameterizable model of SOA formation, the statistical 
oxidation model (SOM) (14, 15) (SI Materials and Methods, The Statistical Oxidation 
Model). The SOM accounts for vapor wall-losses based on observations showing that wall-
losses of semi-volatile species in Teflon chambers are reversible (11). Such wall-loss is 
modelled dynamically and depends on the equivalent OA mass of the chamber walls (Cw, mg 
m-3), the first-order vapor wall-loss rate coefficient (kw, s-1), and the vapor saturation 
concentration of compounds i (Ci*, g m-3). kw reflects the combined effects of turbulent 
mixing in the chamber, molecular diffusion of vapor molecules through the near-wall 
boundary layer, and any penetration into chamber walls. kw is likely to be chamber-specific, 
as the extent of turbulent mixing depends on specific chamber operating conditions, but is 
reasonably independent of compound identity (11). Values of kw for a range of gases were 
estimated in one study (16) to range from ~ 2 x 10-5 - 10-3 s-1, corresponding to timescales of 
many hours to 10 minutes. The largest kw values are appropriate only for chambers with 
active mixing, which the Caltech chamber does not have (SI Materials and Methods, Vapor 
wall-loss). Observations (11) suggest that Cw varies somewhat with compound identity, 
ranging from ~2-24 mg m-3, compared to chamber OA concentrations that are usually 1-3 
orders of magnitude smaller; a value of 10 mg m-3 is used here as the base-case. Gas-particle 
partitioning is modelled dynamically assuming absorptive partitioning, including correction 
for noncontinuum effects and imperfect accommodation, the latter of which is characterized 
by the mass accommodation coefficient, . The accommodation coefficient reflects the 
overall transfer of vapor molecules into the particle bulk, and is likely dependent on the 
chemical make-up of both the vapor and particle phases and processes that occur at the 
particle surface. This formulation is more general than most previous analyses of SOA 
formation in environmental chambers, which typically assume instantaneous gas-particle 
equilibrium.  
Optimal values for kw and  have been determined for the sets of low- and high-NOx 
experiments by comparing observed and simulated best-fit time-dependent COA profiles for a 
wide range of kw and . The kw/ pair that provides for the best overall agreement with the 
time-dependent SOA formation observed across all experiments at a given NOx condition, 
excluding the nucleation experiments, is considered the optimal solution (Fig. 2a-b) (SI 
Materials and Methods, Optimizing kw and , Fig. S3). For low-NOx experiments, the 
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optimal kw = 2.5 x 10-4 s-1 and  = 2 x 10-3. The independently determined values for high-
NOx experiments are similar: kw = 2.5 x 10-4 s-1 and  = 1 x 10-3. The simulations provide 
good overall agreement with the observed seed SA dependence only for a combination of a 
small  and a kw ~ O(10-4) s-1, indicating that both parameters are important to describing 
chamber SOA formation. (It should be noted that a reasonable fit for an individual 
experiment can be obtained for many kw/ pairs, including when instantaneous gas-particle 
equilibrium is assumed, i.e. when  = 1. This is not meant to imply that the absolute values of 
these parameters are not important, but that only in analyzing the combined data sets at 
multiple seed SA can optimal kw and  values be uniquely established.) The determined 
optimal kw values are consistent with theoretical estimates SI Materials and Methods, Vapor 
wall-loss, Fig. S4) and some observations (11), but larger than some previous observations in 
the Caltech chamber (17), most likely reflecting the limited time resolution of those 
observations, which might not have allowed for separation of filling and mixing of the 
chamber from wall-loss, but potentially also reflecting differences between chemical systems. 
The small optimal  values required to reproduce the observed seed SA dependence 
likely reflect mass-transfer limitations within the particle phase, which can occur for highly 
viscous SOA particles (18). When  ~ 10-3, mass accommodation is relatively slow and the 
vapors and particles cannot be assumed to be in instantaneous equilibrium. The timescale 
associated with reaching gas-particle equilibrium (g-p,eqm) varies with seed SA and size (SI 
Materials and Methods, Gas-particle partitioning timescales, Fig. S5). Given  = 10-3, 
g-p,eqm ranges from ~230 min for the smallest seed SA to only ~30 min for the largest seed 
SA. Thus, at the smallest seed SA g-p,eqm is similar to the timescale determined for gas wall-
loss (1/kw = 67 min) and the influence of gas wall-loss is more pronounced.  
Importantly, loss of condensable vapors to the chamber walls leads to a low-bias in the 
observed SOA formed even for the experiments with the highest seed SA. To quantitatively 
assess this bias, simulations have been performed using the best-fit SOM parameters 
determined for the optimal kw/ pair above, but with kw = 0 (no wall-loss). The ratio Rwall = 
CSOA(kw=0)/CSOA(kw,optimal) has been calculated for each experiment and quantifies the bias in 
the SOA yield due to traditionally unaccounted for vapor wall-losses. The magnitude of Rwall 
depends on the experiment considered, decreasing with increasing seed SA and reaching a 
plateau at large seed SA (Fig. 2c). For the seeded experiments, Rwall averaged over the period 
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when COA > 0.5 g m-3 varied from 3.6 (±0.6) to 2.1 (±0.2) for low-NOx and from 4.2 (±0.9) 
to 2.1 (±0.2) for high-NOx in going from lowest to highest seed SA, and where the 
uncertainties are one standard deviation over the averaging period. These ratios correspond to 
end-of-experiment corrected mass yields of 1.6 (low-NOx) and 0.93 (high-NOx), substantially 
exceeding the values currently used in chemical transport models for toluene (~0.47 for low-
NOx and ~0.12 for high-NOx (4)). Given an O:C ratio for toluene + OH SOA of ~0.7 (19), the 
carbon yields would be 0.94 (low-NOx) and 0.55 (high-NOx). (The calculated end of 
experiment O:C are 0.67 (low-NOx) and 0.91 (high-NOx).)  This implies that ~6% and ~55% 
of the product carbon mass remains in the gas-phase for low and high-NOx conditions, 
respectively. The oxidation process is a balance between functionalization and fragmentation. 
In the absence of fragmentation, the carbon yield would asymptote to 100%. The low-NOx 
carbon yield in the absence of vapor wall loss is close to 100% and the SOA yield is 
approximately independent of the total OA mass, which together indicate that fragmentation 
plays only a minor role. Fragmentation is comparably more important under high-NOx 
conditions.   
Interestingly, Rwall values similar to those determined for the optimal kwall/ pair are 
obtained when vapor wall-loss is accounted for (i.e. kw ≠ 0) but when it is assumed that  = 1 
(i.e. that gas-particle equilibration is effectively instantaneous) during fitting of each 
individual experiment (Fig. 2c), This indicates that the magnitude of  is not key to fitting of 
an individual experiment, but when the experiments are taken together as a combined dataset 
 is indeed key to matching the observed dependence on seed surface area. Related,  is not 
key to there being an influence of vapor wall-loss on the overall SOA yield, which is 
controlled more-so by the magnitude of kw. The finding that large Rwall values are obtained 
even when  = 1 indicates that the general conclusions here regarding vapor wall-loss are 
robust with respect to knowledge of . This is important because other chemical systems 
might not exhibit as slow mass accommodation but could still be affected by vapor wall-
loss.Clearly, loss of condensable vapors to the chamber walls can suppress SOA yields 
relative to those that are relevant for the atmosphere.  
Dependence on Experimental Conditions 
For a given chamber the extent to which vapor wall loss affects SOA yield will depend 
on the combination of (i) the rate of oxidation and duration of a given experiment, (ii) the 
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precursor VOC concentration, (iii) the particular chemical pathways associated with 
oxidation of a given species, i.e. the precursor identity, and (iv) the seed SA. This is 
illustrated for the toluene low-NOx system by carrying out a series of 18 h simulations where 
[OH] is varied from 1-100 x 106 molecules cm-3 and [toluene]initial from 1-300 ppb for a seed 
SA = 1000 m2 cm-3 using the SOM parameters and optimal kw/ determined above. The 
calculated Rwall varies with oxidant and precursor concentration (actually, VOC loss rate), 
with smaller Rwall when oxidation is faster and at larger precursor VOC concentration (Fig. 3 
and Fig. S6). (Note that these calculations do not account for differences that might result 
from changes in the relative importance of RO2+HO2 versus RO2+RO2 reactions as 
[VOC]initial and [OH] are varied.)  Such “rate effects” have been observed for SOA produced 
in aromatic systems (20). The seed SA dependence is substantially reduced when the 
[VOC]initial is large, especially at high [OH]. Overall, these dependencies, along with 
differences in the initial seed SA, may help explain some of the differences (and similarities) 
in historical aerosol yields measured in different chambers.  
Vapor losses and Sensitivity to Cw 
The observed time-dependent COA to which the SOM was fit were corrected to account 
for physical deposition of the particles to the walls. Loss of vapors, excluding growth of 
suspended particles, was separately accounted for assuming that the vapors continuously 
interact with the Teflon chamber walls, with Cw = 10 mg m-3 (11). Some previous studies (21, 
22) have alternatively assumed that vapors interact only with particles that have deposited to 
the walls during that experiment, as opposed to with the walls directly, and further that the 
time-scales associated with partitioning between vapors and suspended or wall-deposited 
particles are the same (SI Materials and Methods, Particle wall-loss correction). In this 
alternative scenario, the effective Cw is time-dependent (and zero at the start of an 
experiment) and related to the suspended particle concentration and the particle wall-loss 
rate. Most chamber experiments aim to limit the extent of particle deposition, and thus it is 
reasonable to assume that, in general, the concentration of wall-deposited particles is less 
than the suspended particle concentration. Further, most modern experiments limit the 
observed COA to < 0.1 mg m-3, and thus the effective Cw in this alternative case will be 
substantially smaller than when vapors are assumed to partition into the chamber walls.  
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It is therefore useful to examine the dependence of the calculated Rwall on the assumed 
Cw, where an assumed Cw < ~0.1 mg m-3 corresponds approximately to the wall-deposited 
particle alternative scenario (21, 22). This has been done for the low-NOx experiments where 
the SOM was fit to the observations for different assumed Cw, with good fits obtained for all 
Cw. Above Cw = 0.2 mg m-3 (= 200 g m-3) the calculated Rwall is constant. Below 0.2 mg m-3 
the calculated Rwall falls off, reaching a second plateau at small Cw that is still above unity 
(Fig. 4). The plateaus at high and low Cw result from the best-fit SOM parameters varying 
with Cw to compensate for the differing amounts of loss of vapors to the walls while still 
maintaining the same suspended COA time-profile (Fig. S7). Since measurements demonstrate 
that vapors are lost directly to Teflon walls (11), this indicates that when vapor wall-loss is 
accounted for assuming that the vapors interact only with wall-deposited particles the extent 
of the vapor loss is underestimated. That Rwall is constant above Cw = 0.2 mg m-3 
demonstrates that our conclusions are robust with respect to the assumption regarding the 
exact value of Cw. 
Consideration of Historical Experiments 
To estimate the potential influence of vapor wall-losses for systems other than toluene, 
we calculated SOA yield biases for a variety of other VOCs (15, 19, 20, 22, 23) (SI Materials 
and Methods, Fitting of historical chamber data). It should be noted that the experimental 
conditions in the historical experiments are not identical to those for the toluene experiments, 
especially for high-NOx conditions (SI Materials and Methods, Historical Experiments). 
Although kw for a given chamber is reasonably independent of the precursor compound,  
may depend on the precursor identity. The results for the toluene experiments indicate that 
smaller  values generally correspond to larger Rwall. Therefore, a conservative, likely lower-
bound estimate of Rwall has been obtained for each precursor assuming that  = 1 during 
fitting and using kw = 1 x 10-4 s-1 (instead of 2.5 x 10-4) to account for potential differences in 
the chamber used for these historical experiments (Figs. S8-S10). The use of a smaller kw will 
decrease Rwall, all other factors being equal. Calculated Rwall values range from as small as 1.1 
to as large as 4.1 (Table 1 and Fig. S11). The typically smaller values for the high-NOx vs. 
low-NOx experiments reflect the much shorter reaction timescales and higher oxidant and 
NOx concentrations in the historical high-NOx experiments, as compared to the current 
experiments with toluene. Evidently, the extent to which vapor wall-loss will have influenced 
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historical experiments is variable, yet potentially substantial and deserving of further 
investigation through new experiments and consideration of other datasets. Importantly, the 
results here indicate that quantitative analysis of SOA formation in chambers requires use of 
an explicitly time-dependent model that accounts for the simultaneous and competing 
condensation of vapors onto particles versus onto the chamber walls, representing a major 
shift from most historical analyses, which did not take time explicitly into account. 
Implications 
Our results show that the effect of vapor wall loss on SOA yields can be substantial. If 
reported SOA yields are low by factors of ~ 1.1-4.2, as our results suggest they may be, then 
SOA concentrations simulated in 3D models will be correspondingly low. While the analysis 
presented here for the toluene SOA system needs to be comprehensively expanded to other 
main classes of SOA precursors, beyond the assessment above, it is likely that a lack of 
proper accounting for vapor wall-losses that suppress chamber-derived SOA yields contribute 
substantially to the underprediction of ambient SOA concentrations in atmospheric models.  
Materials and Methods 
Chamber Experiments. Toluene photooxidation experiments were carried out in the new 24 
m3 Teflon environmental reaction chambers at Caltech. Liquid toluene was evaporated into 
the chamber to achieve a concentration of ~38 ppb gas-phase mixing ratio (= 143 g m-3). 
Hydroxyl radicals were generated from photolysis of H2O2 either with (high-NOx) or without 
(low-NOx) addition of NO to the chamber. Dried ammonium sulfate seed particles were 
added via atomization of an aqueous solution of ammonium sulfate solution until the desired 
seed concentration was obtained. The toluene, seed particles, H2O2 and NOx were allowed to 
mix in the chamber for 1 hour, after which time the blacklights were turned on to initiate 
H2O2 photolysis. Particle number size distributions were measured using a cylindrical 
differential mobility analyzer coupled to a condensation particle counter. More details are 
available in SI Materials and Methods. 
SOA Modeling. The statistical oxidation model (SOM) (14) was used to analyze the 
experimental observations. The SOM simulates the multi-generational gas-phase oxidation of 
a precursor VOC that has NC carbon atoms and NO oxygen atoms as reactions cause the 
precursor and product species to functionalize, increasing NO, and/or fragment, decreasing 
NC. Addition of oxygen atoms leads to a decrease in vapor pressure, which drives 
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condensation of the gas-phase species. Mass-transfer between the gas and particle phases is 
treated dynamically. The parameters that describe functionalization, fragmentation and the 
decrease in vapor pressure upon oxygen addition are adjusted by fitting to the experimental 
observations of time-dependent SOA formation. More details are provided in SI Materials 
and Methods. 
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Figure 1. Hourly averaged lower bound SOA yields over the course of a toluene 
photooxidation experiment as a function of initial AS seed surface area for (A) high-NOx and 
(B) low-NOx conditions. Symbol color indicates the SOA mass concentration and symbol 
size the time after lights were turned on. The filled circles are from the current experiments 
and the open diamonds from (20). The dashed gray line and  are the end-of-experiment 
yields from the optimized best-fit SOM simulations.  
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Figure 2. Observed (points) and simulated (lines) SOA concentrations for each 
photochemical oxidation experiment performed for different initial inorganic seed surface 
area for (A) low-NOx and (B) high-NOx conditions. The dashed lines indicate the experiment 
to which the SOM was explicitly fit, and the solid lines indicate simulation results based on 
those fits. (C) The wall-loss bias factor, Rwall, as a function of seed surface area. Filled 
symbols use the optimal kw/ pair and the corresponding best-fit SOM parameters determined 
from (A) and (B). Open symbols assume  = 1 and each experiment was individually fit 
using the optimal kw. The error bars indicate the 1 standard deviation in Rwall for each 
experiment over the period when COA > 0.5 g m-3. 
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Figure 3. Calculated SOA yield bias as a function of initial toluene concentration and OH 
concentration when kw = 2.5 x 10-4 s-1 and Cw = 10 mg m-3. The Rwall values for a given 
[toluene] and [OH] are indicated by colors and contours and are averaged over the period 
when CSOA > 0.5 g m-3 to the end of an experiment at 18 h. Results are based on the optimal 
fit of the SOM to the low-NOx experiments. 
  
182
 16 
 
 
Figure 4. Calculated vapor wall-loss bias, Rwall, as a function of the effective wall mass 
concentration, Cw, for the low-NOx toluene photooxidation experiments at varying initial 
seed surface area. For each Cw, the SOM was fit to the experiment with seed surface area = 
5.5 x 103 m2 cm-3 using kw = 2.5 x 10-4 s-1 and  = 2 x 10-3. The determined best-fit SOM 
parameters were then used to simulate SOA formation for the experiments performed at other 
seed concentrations but assuming the same Cw. 
 
  
183
 17 
 
 
Tables 
Table 1. Average biases in SOA yields due to vapor wall-losses for various VOCs under low- 
and high-NOx conditions. 
 
VOCa Low-NOx 
Rwallb 
High-NOx 
Rwallb 
toluenec (this study) 2.1 – 3.6 2.1 – 4.2 
n-dodecane (15) 4.1 ± 0.8d 1.16 ± 0.08 
2-methylundecane (15) 3.7 ± 0.5 1.4 ± 0.2 
cyclododecane (15) 3.0 ± 0.3 1.10 ± 0.05 
hexylcyclohexane (15) 2.4 ± 0.3 1.16 ± 0.07 
toluene (20) 1.9 ± 0.4 1.13 ± 0.06 
benzene (20) 1.8 ± 0.4 1.25 ± 0.1 
m-xylene (20) 1.8 ± 0.4 1.2 ± 0.1 
m-xylene (22) 1.6 ± 0.3 
 
naphthalene (23) 1.2 ± 0.1 1.2 ± 0.1 
-pinene + OH (19) 1.6 ± 0.3 1.3 ± 0.1 
isoprene + OH 3.14 2.22 
a
 For all VOC’s except toluene (this study), kw = 1x10-4 
s-1 and  = 1. For toluene (this study), kw = 2.5x10-4 s-1 
and  = 0.002 (low-NOx) or 0.001 (high-NOx). 
b Calculated for the period when CSOA > 0.5 g m-3 
through the end of a given experiment. 
c For toluene, the reported Rwall indicate the range of 
values determined at different initial seed SA. 
d Uncertainties are 1 over the averaging period. 
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Section 1. Materials and Methods 
 
The Supplementary information contains an overview of the new and historical chamber 
experiments (S1.1), optimization of kw and  (S1.2), the statistical oxidation model (S1.3), the 
treatment of vapor wall loss within the SOM and a discussion of vapor-particle equilibrium 
timescales (S1.4), and the fitting of historical chamber data (S1.5). 
 
S1.1. Experiments 
S1.1.1. Toluene Photooxidation Experiments 
Toluene SOA formation experiments were conducted in the new Caltech dual 24-m3 
Environmental Chambers, in which the temperature (T) and relative humidity (RH) are 
automatically controlled. Prior to each experiment, the Teflon chambers were flushed with 
clean, dry air for 24 h until the particle number concentration < 10 cm-3 and volume 
concentration < 0.01 m3 cm-3. Ammonium sulfate (AS) seed aerosol was injected into the 
chamber by atomizing 0.015 or 0.1 M aqueous (NH4)2SO4 solution into the chamber for 30 to 
120 min. The resulting total AS seed surface area ranged from ~ 1  103 m2 cm-3 up to ~ 1  
104  m2 cm-3, and the corresponding particle-to-wall surface area ratio ranged from ~ 1  10-3 
to 7  10-3. Hydrogen peroxide (H2O2) was used for the OH source by evaporating 120 L of 
50% wt aqueous solution into the chamber with 5 L min-1 of purified air for ~ 100 min, 
resulting in an approximate starting H2O2 concentration of 2.0 ppm. 3 ȝL toluene (Sigma-
Aldrich, 99.8% purity) was injected into a glass bulb, which was connected into the Teflon 
chamber. 5 L min-1 of purified air flowed through the glass bulb into the chamber for ~ 15 
min, introducing ~ 40 ppb toluene into the chamber. For experiments at elevated NOx (i.e. 
high-NOx conditions) NO and NO2 were added to the chamber at the start of a given 
experiment until the concentrations were ~17 ppb and 30 ppb, respectively. The initial 
[VOC]/[NOx] in the high-NOx experiments ranged from 4.8-6.0 ppbC/ppb. After ~ 90 min 
mixing, photooxidation was initiated by irradiating the chamber with black lights with output 
wavelength ranging from 300 to 400 nm. The irradiation leads to photolysis of H2O2 to 
produce OH radicals with an approximately constant concentration throughout the entire 
experiment. Temperature and relative humidity of all experiments were ~298 K and ~3%, 
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respectively. The initial O3 concentration was below detection limit in all experiments. H2O2 
exerts an interference on the O3 detection, increasing the O3 monitor readout by ~ 2-3 ppb in 
the current study. NO was continuously injected into the chamber over the course of each 
experiment at 80 ppb h-1 for the first 2.5 h of reaction, then 50 ppb h-1 for the next 4.5 h of 
reaction, and then 30 ppb h-1 for the remainder of the reaction. Experimental conditions (e.g. 
[VOC], seed surface area, [NOx]) for each experiment are reported in Table S1. 
A suite of instruments was used to monitor toluene SOA formation and evolution. T, RH, NO, 
NOx and O3 were continuously monitored. Toluene concentration was monitored using a gas 
chromatograph with flame ionization detector (GC/FID, Agilent 6890N), equipped with a HP-
5 column (15 m × 0.53 mm ID × 1.5 ȝm thickness, Hewlett-Packard). Particle size 
distribution and number concentration were measured by a cylindrical differential mobility 
analyzer (DMA; TSI Model 3081) coupled to a condensation particle counter (TSI Model 
3010). The DMA was operated in a closed system with a recirculating sheath and excess flow 
of 2.67 L min-1 and a 5.4 : 1 ratio of sheath to aerosol flow rate. The column voltage was 
scanned from 15 to 9850 V over 45 s. 
S1.1.2. Historical Experiments 
All the other SOA formation experiments used in SOM optimal fitting were carried out in the 
Caltech dual 28-m3 Environmental Chamber. Details of experimental protocols can be found 
in (1-6). Experimental conditions are reported in Tables S2 and S3 and differences in 
methodology from the above toluene photooxidation experiments are highlighted below. An 
identical suite of instrumentation was used as in the toluene photooxidation experiments. The 
historical experiments typically had seed SA around 1-2 x 103 cm-3, corresponding to the 
lowest seeded experiments in the toluene photooxidation experiments. The majority of the 
historical low-NOx experiments examined in this study used similar methods and conditions 
as the new toluene experiments, i.e. used H2O2 as the OH source. The experimental 
procedures associated with the high-NOx experiments differed from the new toluene 
experiments. Specifically, for the historical high-NOx experiments the primary OH source 
was HONO photolysis, as opposed to H2O2 photolysis. This has the practical implication of 
leading to reaction conditions where (i) the OH concentration is initially ~O(107 molecules 
cm-3) and decays rapidly over a period of ~1-3 hours and (ii) the initial [VOC]/[NOx] ratio 
tends to be much smaller compared to the current experiments. Thus, the timescales of SOA 
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formation during the historical high-NOx experiments were, in general, very different than for 
the toluene photooxidation experiments: rapid formation over approximately 1-2 hours vs. 
continuous formation over 18 hours. For high-NOx experiments, NOx was added prior to the 
lights being turned on both from the HONO injection, which introduces some NO2, and from 
addition of NO. Additional NO was produced upon photolysis of HONO. Typical initial NOx 
concentrations were on the order of 500 ppb, corresponding to initial [VOC]/[NOx] of ~0.5 
ppbC/ppb (Table S3). 
S1.1.3. Particle Wall-Loss Correction 
Particle wall losses during an experiment must be accounted for. Two limiting assumptions 
have been made for the interactions between those particles that have deposited on the wall 
and suspended vapors in determining the corrected suspended SOA concentrations (5, 7, 8). 
In one case, particles deposited on the wall are assumed to cease interaction with the 
suspended vapors and no loss of vapors to the walls is accounted for. This case gives the 
lower bound of the total organic mass concentration, since particles remain the same size as at 
the moment they deposited on the wall for the remainder of the experiment. SOA 
concentrations determined from this case are used for the primary analysis in the manuscript, 
which is appropriate because vapor loss to the walls is treated separately. In the second 
limiting case, particles deposited on the wall are assumed to continue to interact with the 
suspended vapors as if they had remained suspended, with the wall-bound particles assumed 
to grow at the same rate as suspended particles in the chamber. The corrected SOA 
concentrations in this case are larger than in the first case because of the additional uptake of 
vapors to wall-bound particles. This case provides an upper-bound on the actual SOA formed 
under the assumption that the vapors interact with wall-bound particles, but not the Teflon 
walls (5, 7, 8). However, traditional application of this second case does not account for the 
substantially differing timescales of gas-particle vs. gas-wall transport, nor does it account for 
loss of vapors to the chamber walls and the substantially larger amount of effective absorbing 
mass of the walls (Cw) compared to the deposited particles. Compared with Cw (10 mg m-3), 
which is assumed as a constant from the onset of the experiment, the total organic mass 
deposited on the chamber wall over the course of 18 h photooxidation is ~ 3 orders of 
magnitude lower. As such, this “upper bound” can underestimate the actual SOA formation, 
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as it accounts for only a subset of the overall vapor wall-loss correction. Nonetheless, the 
“upper bound” corrected results are provided for reference to previous experiments.  
For either case, the Aerosol Parameter Estimation (APE) model (9), derived on the basis of 
the aerosol general dynamic equation (10), is employed to calculate these two limits. The 
suspended particle population evolves as a result of three processes: coagulation, 
condensation, and wall-loss. The change of suspended particle number-size distribution due to 
coagulation is well constrained. The size-dependent wall loss rate is determined by 
experimentally monitoring the decay of dry inert (NH4)2SO4 particles assuming first-order 
kinetics. The condensation rate is the only free parameter in the model, which can be obtained 
by optimal fitting of the APE model predictions to the DMA measured particle size 
distribution at each time step. Once the condensation rate values are estimated, they can be 
applied to parameterize the growth of particles on the walls due to condensation of gaseous 
vapor and deposition of suspended particles. A factor that describes the extent of interactions 
between deposited particles and suspended vapors is applied when summing aerosol masses 
in the chamber core and on the walls. A value of 0 for this factor corresponds to no 
condensation to deposited particles. A value of 1 for this factor corresponds to the case where 
the condensation rate of gaseous vapors to deposited particles is the same as those suspended. 
The primary analysis in this work utilizes the corrected particle mass under the assumption of 
no condensation to deposited particles because vapor wall loss is treated separately. The 
evolution of the wall-loss corrected particle size distributions is shown for each experiment in 
Fig. S1 for the lower limit case. The time-dependent aerosol growth, from which the aerosol 
yield can be calculated, is shown for each experiment in Fig. S2 for both limiting cases. 
 
S1.2. Optimizing kw and  
The optimal values of kw and  were determined using the general procedure as outlined 
below. There were a total of 6 experiments conducted for each NOx condition, 5 with seed 
aerosol and 1 without. Only the seeded experiments are considered in the optimization 
method because of difficulties associated with specification of nucleation. The SOM was fit to 
one of these 5 seeded experiments for a variety of kw and  values. For each kw/ pair a set of 
best-fit SOM parameters (i.e. LVP, mfrag and the Pfunc array) were determined. Specifically, 
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the experiments with seed SA = 5.5 x 103 m2 cm-3 (low-NOx) and SA = 3.5 x 103 m2 cm-3 
(high-NOx) were used for fitting. These best-fit SOM parameters and the associated kw/ pair 
were then used to simulate SOA formation for the other 4 seeded experiments. Reduced 
goodness of fit metric (red) values were calculated for each experiment as: 
 ߯௥௘ௗଶ ൌ ଵ௡ି଺ିଵ σ ൬஼ೀಲǡ೚್ೞሺ௧ሻି஼ೀಲǡ೘೚೏೐೗ሺ௧ሻఙೀಲǡ೚್ೞሺ௧ሻ ൰ଶ      (S1) 
 
where n is the number of data points per experiment, 6 is the number of model degrees of 
freedom and OA,obs is the uncertainty in the observations. For each experiment, the minimum 
red across all kw/ pairs was determined, and the set of red values for each experiment was 
normalized by the minimum in that set. Normalization ensures that the different experiments 
carry equal weight in the next step. The composite 2red across all seeded experiments was 
then determined as: 
 ߯௥௘ௗǡ௖௢௠௣௢௦௜௧௘ଶ ሺ݇௪ǡ ߙሻ ൌ σ ߯௥௘ௗǡ௡௢௥௠ǡ௜ଶ ሺ݇௪ǡ ߙሻହ௜ୀଵ      (S2) 
 
where the sum is over the normalized 2red for all seeded experiments. Smaller values of the 
composite 2red indicate overall better agreement across all of the seeded experiments for a 
given set of best-fit SOM parameters, kw and . A contour diagram of the calculated 
composite 2red as a function of kw and  (Fig. S3) illustrates that only certain combinations of 
kw and  provide for good agreement across all experiments. There is almost no seed effect 
when  > 0.1, and therefore the overall agreement is poor no matter what kw is used. As  is 
lowered, a seed effect becomes evident. However, only when  is O(10-3) and kw is O(10-4) 
can overall good agreement with all experiments be obtained. Since the kw and  values were 
not determined from a specific fitting algorithm, we refer to the values that provide for best 
agreement as the “optimal” values rather than “best fit” values. These are: kw = 2.5 x 10-4 s-1 
and  = 2 x 10-3 for low-NOx experiments and kw = 2.5 x 10-4 s-1 and  = 1 x 10-3 for high-
NOx experiments. 
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S1.3. The Statistical Oxidation Model 
The SOM simulates the oxidation of a given hydrocarbon as a trajectory through a 2-D grid of 
carbon and oxygen atoms in which “species” are considered particular carbon/oxygen 
combinations (e.g. C12O4). Specific rules define the movement through this space, describing 
the probability that a reaction leads to functionalization or fragmentation, how many oxygen 
atoms are added per reaction, and the decrease in vapor pressure that occurs upon addition of 
a single oxygen atom. SOM effectively simulates the multi-generational chemistry that 
characterizes photooxidation experiments. Full details are provided in (6, 11). The 
fragmentation probability (Pfrag) depends on the oxygen content of the reacting species and is 
parameterized as: 
 
௙ܲ௥௔௚ ൌ ቀேೀே಴ቁ௠೑ೝೌ೒          (S3) 
 
where mfrag is an adjustable parameter, and NO and NC are the number of oxygen and carbon 
atoms comprising an SOM species, respectively. The Pfrag is always constrained to be ≤ 1. 
(Recently, a “bug” in the SOM code was found related to how the fragmentation was being 
treated. Rather than the probability of fragmentation depending on the oxygen content of the 
reacting species, it was being determined based on the oxygen content of the product species. 
This has now been fixed. The SOM was originally written in the IGOR programming 
language. The SOM has now been independently implemented in Fortan using the framework 
outlined in (11) and the IGOR and Fortan versions produce equivalent results, suggesting that 
no further “bugs” of this sort exist. The best-fit SOM parameters for the alkanes differ from 
those reported in (6) as a result of this update and because vapor wall-loss has been included.)  
The functionalization probability (Pfunc) describes the likelihood of adding 1, 2, 3 or 4 oxygen 
atoms per reaction, and each can be adjusted independently, subject to the constraint that they 
are positive and must sum to 1. The decrease in vapor pressure (or more specifically, in the 
log of the saturation concentration, C*, in g m-3) per oxygen added is referred to as LVP, 
and ranges from ~0.7 to 2.5, depending on the type of functional group added. Thus, there are 
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6 total adjustable (tunable) parameters in the base model: (i) fragmentation, (ii) volatility 
decrease per oxygen added and (iii-vi) oxygen addition probability. For this study, 
heterogeneous OH reactions are not simulated.  
The reaction rate coefficient matrix associated with reactions of product species with OH 
radicals has been updated from the original SOM on the basis of comparison with output from 
the GECKO-A model for simulations of the outflow from Mexico City (12). The reaction rate 
coefficient of the parent hydrocarbon with OH, kOH (cm3 molecules-1 s-1), is specified to be 
consistent with literature results, e.g. for toluene kOH = 5.2 x 10-12 cm3 molecules-1 s-1. For all 
other species within the SOM grid, the kOH are determined referenced to the reaction rate 
coefficient for species with the same number of carbon atoms but zero oxygen atoms as:  
 log൫݇ைுǡ௕௔௦௘൯ ൌ ܣଵ ൅ ܣଶ ൈ ஼ܰ஺య       (S4) 
 
and where A1 = -15.103, A2 =-3.9481, and A3 = -0.79796. For a given NC, the kOH is 
temperature dependent and varies with NO as 
 ݇ைுሺܶሻ ൌ ݇ைுǡ௕௔௦௘ ൈ ܶଶ ൈ ݁ݔ݌ ቀെͳ ൈ ாೌ଼Ǥଷଵସൈ்ቁ ൈ ቂͳ ൅ ௕భఙξଶగ exp ቀെ ଵሺ௟௡ሺேೀା଴Ǥ଴ଵሻି௟௡ሺ௕మሻሻమଶఙమ ቁቃ  
(S5) 
and where the variables b1, b2, and  are functions of NC, with  
 ߪሺ ஼ܰ ൑ ͳͷሻ ൌ ͲǤͲʹͳͶ ൈ ஼ܰ ൅ ͲǤͷʹ͵ͺǢ   ߪሺ ஼ܰ ൐ ͳͷሻ ൌ െͲǤͳͳͷ ൈ ஼ܰ ൅ ʹǤ͸ͻͷ , (S6) 
 ܾଵ ൌ െͲǤʹͷͺ͵ ൈ ஼ܰ ൅ ͷǤͺͻͶͶ ,       (S7) 
 
And 
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ܾଶሺ ஼ܰ ൑ ͳͷሻ ൌ ͲǤͲ͵ͳͶ ൈ ஼ܰ ൅ ͲǤͻͺ͹ͳ Ǣ ܾଶሺ ஼ܰ ൐ ͳͷሻ ൌ ͲǤʹͷ ൈ ஼ܰ െ ʹǤͳͺ͵ . (S8) 
 
Within the SOM gas-particle partitioning is treated through the framework of absorptive 
partitioning theory (13), in which compounds partition between the gas and particle phases 
according to their Raoult’s Law adjusted vapour pressures. Unlike in previous usages of the 
SOM, which assumed instantaneous gas-particle equilibrium, the SOM here treats gas-particle 
mass transfer dynamically. The net flux of molecules to/from the particle is calculated at each 
timestep as: 
 
డ஼ೀಲǡ೔ௗ௧ ൌ Ͷߨܦ௚௔௦ǡ௜ܴ௣ ௣ܰܨிௌ൫ܥ௚௔௦ǡ௜ஶ െ ߯௜ܥ௜כ൯      (S9) 
 
where Dgas,i is the gas-phase diffusivity, Rp is particle radius, Np is particle number 
concentration, FFS is the Fuchs-Sutugin correction for noncontinuum mass transfer, ܥ௚௔௦ǡ௜ஶ  is 
the gas-phase concentration, i is the mass fraction and ܥ௜כ is the saturation concentration of 
species i. The entire SOA mass is considered absorbing in the calculation of i. It is assumed 
that Dgas,i varies with molecular weight (MW) and is equal to DCO2(MWCO2/MWi), with DCO2 
= 1.38 x 10-5 m2 s-1. The Fuchs-Sutugin correction is equal to: 
 ܨிௌ ൌ ଴Ǥ଻ହఈሺଵା௄௡ሻ௄௡మା௄௡ା଴Ǥଶ଼ଷή௄௡ήఈା଴Ǥ଻ହఈ       (S10) 
 
where  is the mass accommodation coefficient onto particles and Kn is the Knudsen number, 
defined as: 
 ܭ݊ ൌ ߣȀܴ௣          (S11) 
 
and  is the gas mean free path, which is equal to: 
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 ߣ௜ ൌ ͵ ή ஽೒ೌೞǡ೔௖ҧ೔           (S12) 
 
with ܿҧ௜ equal to the root mean square speed of the gas, which is equal to: 
 ܿҧ௜ ൌ ቀ଼ேಲ௞்గெௐ೔ ቁభమ          (S13) 
 
with NA = Avagadro’s number, k = the Boltzmann constant and T = temperature. The results 
obtained with the dynamic partitioning SOM are equivalent to those obtained using the 
instantaneous equilibrium assumption when  > 0.1 and with seed aerosols present. It should 
be noted that  as used in Eqn. S8 represents the net mass transfer and can include resistances 
both in the gas-phase and at the particles surface. Full accommodation of vapors into the bulk 
particle can be limited by diffusion within the particles when particles are highly viscous (14). 
The dynamic SOM utilized here uses monodisperse particles with a size equal to the number 
mean diameter and the number concentration adjusted to give the desired initial seed surface 
area (SA). Although the ideal model would use the actual seed size distribution as input, we 
have established that for particle diameters larger than ~ 50 nm the model results are 
sufficiently insensitive to the selected particle diameter for a fixed seed SA. As such, the 
results here are not limited by the simplification of using monodisperse particles. Nucleation 
is not explicitly simulated by the SOM. Therefore, dynamic SOM calculations for the 
nucleation experiments have been carried out assuming an initial seed size of 5 nm and a seed 
concentration equal to that observed at the end of the experiment. Given that there is 
substantial uncertainty associated with this assumption the nucleation experiments have not 
been quantitatively assessed. 
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S1.4. Vapor Wall-Loss 
 Loss of vapors to the chamber walls is simulated as a first-order process, characterized by the 
first-order wall-loss coefficient kw (s-1). Vapor wall-losses are assumed to be reversible, 
characterized by the gas-wall partitioning coefficient, Kw, which is dependent upon compound 
vapor pressure, 
 ܭ௪ ൌ ோ்ெೢఊೢ௉ೞೌ೟          (S14) 
 
where R is the ideal gas constant, T is temperature (assumed 298 K), Mw is the effective 
molecular weight of the wall material, w is the activity coefficient, and Psat is the saturation 
concentration of the species of interest. It is convenient to use the saturation concentration, C* 
(g m-3), instead of the saturation vapor pressure, where 
 ܥכ ൌ ଵ௄೛ ൌ ெ೛ఊ೛௉ೞೌ೟ோ்          (S15) 
 
with Kp the gas-particle partitioning coefficient, Mp the average molecular weight of the 
organic species comprising the particles and p is the activity coefficient. The rate coefficient 
for transfer of gas-phase species onto the walls is given as kw,on while that for evaporation 
from the walls is given as kw,off. The kw,on is specified as a model input parameter (and is 
equivalent to the kw in the main text). The kw,off is obtained from detailed balance as: 
 ݇௪ǡ௢௙௙ ൌ ௞ೢǡ೚೙௄ೢ஼ೢ ൌ ݇௪ǡ௢௡ ൬஼כெೢఊೢ஼ೢெ೛ఊ೛൰       (S16) 
 
and where Cw is the equivalent wall OA concentration (µg m-3). If one makes the simple 
assumption that Mw = Mp and w = p, then Cw can be viewed as an effective concentration 
that accounts for differences in molecular weight and activity between the particles and walls. 
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The Cw must therefore be estimated from experiments. Matsunaga and Ziemann (15) report a 
range of Cw values that are constant within a given class of molecules (e.g. ketones vs. 
alkanes), with Cw = 2, 4, 10 and 24 mg m-3 for alkanes, alkenes, alcohols and ketones. For all 
reported simulations here it has been assumed that Cw = 10 mg m-3. Results are reasonably 
insensitive to the choice of Cw over the previously determined range because Cw >> COA. The 
sensitivity of our results to the assumed Cw is discussed further below in Section S1.4.3.  
It is assumed that kw,on is not dependent on compound identity. Consequently, the kw,off terms 
vary with compound identity, specifically with C*.  
The value of kw,on can be estimated from consideration of just the gas-phase transport terms 
within a chamber. McMurry and Grosjean (16) report an expression for kw,on, 
 ݇௪ǡ௢௡ ൌ ቀ஺௏ቁ ቀഀೢ೎തర ቁଵǤ଴ାቀഏమቁ൥ ഀೢ೎തర൫ೖ೐ವ೒ೌೞ൯బǤఱ൩        (S17) 
 
where A/V is the surface to volume ratio of the chamber (equal to 6/L for a square chamber, 
and where L is the length of one side), w is the mass accommodation coefficient of vapors 
onto the chamber walls, ܿҧ is the mean thermal speed of the molecules, ke is the coefficient of 
eddy diffusion, and Dgas is the molecular diffusivity. It should be noted that w is not 
necessarily equal to  for uptake onto particles. For the type of molecules here, Dgas is ~3 x 
10-6 m2 s-1 and ܿҧ ~ 200 m s-1. This leaves ke and w as the two key unknowns. Values of kw,on 
have been calculated as a function of ke for w ranging from 10-7 to 1, where 1 is perfect 
accommodation. ke values from 10-3 s-1 to 1 s-1 have been used, which corresponds to mixing 
timescales of 17 min to 1 s (Fig. S4). McMurry and Grosjean (16) reported values for their 
actively mixed chambers of 0.02 s-1 (60 m3 chamber) and 0.12 s-1 (4 m-3 chamber). Since the 
Caltech chamber is not actively mixed it is expected that the characteristic ke value is 
considerably smaller.  
The value of ke for the Caltech chamber is estimated based on observed size-dependent 
deposition rates of particles in the chamber. The minimum in the kw for particles as a function 
of size is dependent upon ke. This minimum occurs at a diameter of ~350 nm for the 24 m-3 
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Caltech chamber and at ~250 nm for the 28 m-3 chamber (5). For particles in a cubic chamber 
the kw is related to the eddy diffusion coefficient through the equation (17): 
 ݇௪ ൌ ଵ௅ ൤଼ඥ௞೐஽గ ൅ ݒ ή cot� ቀ௫ଶቁ൨       (S18) 
 
where v is the particle terminal settling velocity (m s-1) and x is defined as: 
 ݔ ൌ గ௩ଶඥ௞೐஽          (S19) 
 
From Eqn. S5, kw has been calculated as a function of particle diameter and the ke value 
adjusted until the minimum occurs at 250 nm or 350 nm. The required ke in the 24 m3 
chamber is 0.075 s-1 and in the 28 m3 chamber is 0.015 s-1, similar to the values reported by 
McMurry and Grosjean for 60 m3 (ke = 0.12 s-1) and 4 m3 (ke = 0.02 s-1) chambers (16). 
Therefore, it is expected that the maximum kw ~ 6.0 x 10-4 s-1 for the 24 m3 chamber and ~ 3 x 
10-4 for the 28 m3 chamber from consideration of Fig. S4. Since the accommodation 
coefficient for the condensing species on the Teflon chamber walls is not known, it is not 
possible to definitively put a lower bound on the kw. However, the experimental results of 
Matsunaga and Ziemann (15) clearly demonstrate that vapors are taken up to their chamber 
walls quite rapidly, and they estimate that w ~ 10-5, which suggests that kw ~ 3 x 10-4 s-1 (24 
m3) or ~ 2 x 10-4 s-1 (28 m3). This theoretical estimate is in very good agreement with the 
optimal kw (= 2 x 10-4 s-1) for the 24 m3 chamber. 
Loza et al. (18) report observations of vapor wall-loss rates for two compounds: 2,3-epoxy-
1,4-butanediol (BEPOX) and glyoxal. BEPOX is the butadiene derivative of an epoxydiol of 
isoprene. The uptake of both compounds to the chamber walls was observed to depend 
strongly on RH and whether a “new” or “old” chamber was used, with the measured values 
ranging from ~2-7 x 10-5 s-1 (18). Such new vs. old dependence was not observed by 
Matsunaga and Ziemann (15), who investigated wall-losses of alkanes, alkenes, 2-ketones and 
2-alcohols. This suggests that the mechanism involved in the uptake of BEPOX and glyoxal 
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was somewhat different than that for the hydrocarbons considered by Matsunaga and 
Ziemann (15), or may alternatively indicate complications associated with capturing fast 
initial decay during the fill period in the much larger Caltech chamber. Such fill and mixing 
complications likely also explain the strong differences between the wall-loss rate coefficients 
for 2-dodecanol determined by Loza et al. (19) and Matsunaga and Ziemann (15). Since the 
vapor uptake to the Teflon chamber walls is reversible, care must be taken in the 
interpretation of observed wall-loss rates. Only measurements made in the very early stages of 
uptake will correspond directly to the first-order wall-loss rate coefficient, since as the system 
approaches equilibrium net vapor uptake will slow. As such, we suggest that the estimates of 
kw using the  from Matsunaga and Ziemann (15) may be more relevant to the current study 
given the nature of the compounds involved. 
S1.4.1. Gas-Particle Partitioning Timescales 
The timescale associated with reaching gas-particle equilibrium varies with seed SA, and for a 
distribution is approximately: 
 ߬௚ି௣̱൫ʹߨ ௣ܰܦ௣തതതതܦ௚௔௦ܨതிௌ൯ିଵ        (S20) 
 
where Np is the particle number concentration, ܦ௣തതതത is the number mean diameter, Dgas is the 
gas-phase diffusivity and ܨതிௌ is the correction to the mass transfer flux due to noncontinuum 
effects and imperfect accommodation given in Eqn. S8. Values for g-p have been calculated 
for the low-NOx experiments based on the initial seed number concentration and mean 
diameter as a function of  (Fig. S5), using Dgas = 1 x 10-5 m2 s-1 and  = 150 nm. The g-p 
vary approximately inversely with . The optimal  was determined to be  ~ 0.002, 
corresponding to an optimal kw = 2 x 10-4 s-1, or a lifetime with respect to wall loss of w = 
1/kw = 83 min. The g-p for the experiment with the smallest seed concentration (1.4 x 103 m2 
cm-3) when  = 0.001 is 230 min, very similar to w. As seed SA increases, the g-p decrease to 
~30 min for the highest seed SA. This difference in the relative values of g-p vs. w explains 
why the seed effect is seen most strongly when seed SA is less than ~ 3 x 103 m2 cm-3, 
because this is the point at which the two timescales become highly competitive. Similarly, it 
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helps to explain why larger values of  do not lead to a noticeable seed SA dependence; when 
 > 0.1 the g-p = 2 min for the experiment with the smallest seed SA. 
S1.4.2. Dependence on VOC and OH concentrations 
Calculations were performed to determine the magnitude of the wall-loss bias (Rwall) as a 
function of the initial [toluene] and [OH] based on the best-fit of the SOM to the low-NOx set 
of experiments. Fig. S6 shows the variation in the end of experiment SOA concentration as a 
function of initial toluene and OH, and corresponds to the results shown in Fig. 3 in the main 
text.  
S1.4.3. Sensitivity to Cw 
As discussed in the main text, the sensitivity of our results to the assumed Cw is has been 
established by performing fits to the observations for varying values of Cw, from 0.01 to 10 
mg m-3 for the suite of low-NOx toluene photooxidation experiments (c.f. Fig. 4). Here, it was 
assumed that kw = 2 x 10-4 s-1 and  = 2 x 10-3, consistent with the optimized values 
determined in the main text. Good fits are obtained over the entire range of Cw. Above Cw = 
0.2 mg m-3 (= 200 g m-3) the calculated wall-loss bias, Rwall, is constant. Below 0.2 mg m-3 
the calculated Rwall falls off, reaching a second plateau at small Cw that is still above unity. 
The best-fit SOM parameters vary systematically with Cw (Fig. S7), apparently compensating 
for the varying levels of vapor wall-loss. 
 
S1.5. Fitting of Historical Chamber Data 
Beyond the toluene experiments, which are the focus of the manuscript, best-fit SOM 
parameters have been determined for a suite of historical photooxidation experiments 
conducted using a variety of other precursor compounds, both under low- and high-NOx 
conditions. The historical experiments were all carried out in the prior 28 m3 Caltech 
chamber. Experimental conditions are given in Tables S2 and S3. Fitting of the SOM to the 
observations is performed for these experiments assuming that kw = 1 x 10-4 s-1,  = 2 x 10-3 
and Cw = 10 mg m-3. The results are relatively insensitive to Cw when varied over the range 2-
24 mg m-3, as discussed above. The value of kw for the historical chamber is estimated to be 
slightly smaller than the optimal value determined for the new 24 m3 chamber based on 
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consideration of the size-dependent particle wall-loss rates, as discussed in Section S1.4. Best 
fit SOM parameters for low-NOx and high-NOx conditions are given in Table S4. Wall-loss 
bias values were calculated in the same manner as for the toluene experiments. Experimental 
data and simulation results are shown in Fig. S8-9. 
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Fig. S1:  Time-dependent volume distributions (dV/dlogDp) of AS seed and organic aerosols 
after 0 - 18 h of photoxidation of toluene under (top panels) high-NOx and (bottom panels) 
low-NOx conditions. Distributions are colored according to the time after lights were turned 
on. The lower bound wall-loss correction is used here. For the experiments at higher seed SA, 
the influence of coagulation on the particle evolution is evident.  
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Fig. S2:  Time-dependent SOA growth curves for toluene photooxidation under high-NOx 
(HNOx) and low-NOx (LNOx) conditions. Error bars come from the 95% confidence interval 
associated with determining the size-dependent first-order wall-loss rate for dry inert 
ammonium sulfate ((NH4)2SO4) particles.  
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Fig. S3:  Calculated composite reduced chi-square values for (A) high-NOx and (B) low-NOx 
toluene experiments as a function of the mass accommodation coefficient, , and the first 
order wall-loss rate coefficient, kw. The colors indicate the magnitude of the calculated 
composite reduced goodness of fit metric, with the contours based on the circles. The black x 
indicates the optimal value: kw = 2.5 x 10-4 s-1 and  = 1 x 10-3 (high-NOx) and kw = 2.5 x 10-4 
s-1 and  = 2 x 10-3 (low-NOx).  
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Fig. S4:  Calculated wall-loss coefficients kw as a function of the coefficient of eddy 
diffusion, ke, which characterizes the state of turbulent diffusion in the chamber, for different 
values of the mass accommodation coefficient onto the walls, w. The top axis shows the 
time-scales corresponding to the eddy diffusion coefficients. 
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Fig. S5:  Calculated gas-particle equilibration time as a function of the gas-particle mass 
accommodation coefficient, , for different seed surface areas corresponding to the low-NOx 
experiments. The horizontal gray line indicates the timescale associated with vapour wall-loss 
for kw = 2.5 x 10-4 s-1. The vertical dashed gray lines indicate the optimal values of  
determined here for the high- and low-NOx toluene systems. For the nucleation experiments, 
it is assumed that the particles are 10 nm diameter. 
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Fig. S6:  Calculated end-of-experiment SOA mass concentrations corresponding to the results 
shown in Figure 3. The SOA concentration is shown as a function of initial toluene 
concentration and OH concentration when kw = 2.5 x 10-4 s-1 and Cw = 10 mg m-3. The SOA 
concentrations for a given [toluene] and [OH] are indicated by colors and contours. Results 
are based on the optimal fit of the SOM to the low-NOx experiments. 
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Fig. S7:  The best-fit SOM parameters determined at each Cw corresponding to the results 
shown in Fig. 4 in the main text. The fragmentation probabilities, Pfrag, were calculated from 
the best-fit mfrag values and Eqn. S3 using O:C = 0.5. LVP corresponds to the decrease in 
vapor saturation concentration per oxygen added and Pfunc corresponds to the probability of 
adding 1, 2, 3 or 4 oxygen atoms per reaction.   
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Fig. S8:  Results from historical low (left panels) and high (right panels) NOx SOA formation 
experiments for alkane photooxidation (open circles). The solid red lines are best-fit SOM 
results when wall losses are accounted for assuming that kw = 1 x 10-4,  = 1 and Cw = 10 g 
m-3. The blue dashed lines are the simulated SOA concentrations when wall-loss is turned off, 
but the SOM parameters determined from the best-fit with wall-loss on are retained.  
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Fig. S9:  Same as Fig. S3, but for aromatics. Importantly, the toluene experimental results are 
from Ng et al. (3), not from the current set of experiments. For each experiment, data 
collected over the full experiment time is shown. However, the SOM fitting has been 
restricted to the periods shown as colors other than gray (orange or blue). The gray points are 
data that were collected, but not used in fitting. These data have been excluded to be 
consistent with the range of data considered in Ng et al. (3) and Chan et al. (1), where 2-
product fits have been performed. For m-xylene, low-NOx, fits to data from Ng et al. (3) and 
Loza et al. (5) are shown separately.  
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Fig. S10: Same as Fig. S8, but for -pinene (4) and isoprene (20) photooxidation. 
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Fig. S11: Calculated time-dependent Rwall values for historical experiments based on the 
results shown in Fig. S8 - Fig. S10. Results are grouped according to species type and NOx 
level. Left panels are low-NOx and right panels high-NOx results. Note that the toluene results 
in the top panels are based on data presented in Ng et al. (3), not from the current set of 
experiments. Results are shown for m-xylene, low-NOx for two separate experimental data 
sets: Ng et al. (3) and Loza et al. (5). The presented results are limited to the period where 
COA > 0.5 g m-3. 
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Table S1. Experimental conditions for toluene SOA photooxidation experiments in the 24 m3 Caltech chamber.  
 
Exp. 
(#) 
[HC]0 
(ppb) 
[NO]0 
(ppb) 
[NO2]0 
(ppb) 
Initial 
[VOC]/[NOx] 
(ppbC/ppb) 
Additional 
NO injection 
Initial seed 
surface area 
(m2 cm-3) 
Initial surface 
area ratio 
(Aerosol/Wall) 
High NOx 
1 ~36.8 ~ 19.0 ~ 34.4 4.8 yes ~ 0 ~ 0 
2 ~38.7 ~ 19.6 ~ 32.2 5.2 yes 1.69  103 8.57  10-4 
3 ~37.9 ~ 15.5 ~ 34.9 5.3 yes 3.51  103 1.88  10-3 
4 ~37.9 ~ 17.5 ~ 31.7 5.4 yes 6.70  103 3.32  10-3 
5 ~38.2 ~ 13.1 ~ 31.5 6.0 yes 8.51  103 4.83  10-3 
6 ~38.7 ~ 16.8 ~ 35.3 5.2 yes 1.15  104 5.72  10-3 
Low NOx 
1 ~33.9 < DLc < DL -- -- ~ 0 ~ 0 
2 ~37.6 < DL < DL -- -- 1.41  103 1.03  10-3 
3 ~37.3 < DL < DL -- -- 3.10  103 2.13  10-3 
4 ~36.8 < DL < DL -- -- 5.47  103 4.07  10-3 
5 ~38.7 < DL < DL -- -- 7.95  103 5.17  10-3 
6 ~37.9 < DL < DL -- -- 9.41  103 6.70  10-3 
a
 Detection limits (DL) for O3, NO, and NO2 are 0.5 ppb, 0.4 ppb, and 0.4 ppb, respectively. 
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Table S2. Conditions for low-NOx experiments in the 28 m3 Caltech chamber. 
VOC Ref Date [mm/dd/yy] 
[VOC]0 
(ppb) 
[NOx]0 
(ppb) 
Initial 
[VOC]/[NOx] 
(ppbC/ppb) 
[OH]a 
(molecules/cm3) 
% Yield at 
COA = 10 g m-3 
kOH 
(cm3 molecules-1 s-1) 
n-dodecane (6) 03/16/11 34.0 <2 -- 2.5x106 6.1 1.34x10-11 
methylundecane (6) 02/25/11 28.1 <2 -- 2.4x106 7.2 1.34x10-11 
cyclododecane (6) 02/23/11 9.8 <2 -- 2.7x106 17.2 1.34x10-11 
hexylcyclohexane (6) 03/21/11 15.6 <2 -- 3.0x106 15.4 1.34x10-11 
benzene (3) 11/04/06 414 <2 -- 3x106 23.8 1.22x10-12 
toluenec (3) 10/24/06 52.7 <2 -- 3.3x106 26.7 5.63x10-12 
m-xylened (3) 10/27/06 19.3 <2 -- 3x106 28.2 2.31x10-11 
m-xylened (5) 10/11/10 29.2 <2 -- 2.5x106 21.4 2.31x10-11 
naphthalene (1, 2) 08/13/08 31.5 2 -- 2x106 19.0 2.44x10-11 
-pinene (4) 06/02/10 66.2 <2 -- 3x106 36.8 5.3x10-10 
isoprene (20) 02/25/09 49 <2 -- 2x106 4.3b 1x10-10 
a
 Average over the experiment 
b
 Maximum yield, since maximum COA < 10 g m-3. 
c
 From historical experiments by Ng et al. (2007), not the current set of experiments. 
d
 m-xylene data are available from two independent sets of experiments. 
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Table S3. Conditions for high-NOx experiments in the 28 m3 Caltech chamber. 
VOC Ref. Date [mm/dd/yy] 
[VOC]0 
(ppb) 
[NO]0 & 
[NO2]0 
(ppb) 
Initial 
[VOC]/[NOx] 
(ppbC/ppb) 
[OH]a 
(molecules/cm3) 
% Yield at 
COA = 10 g m-3 
kOH 
(cm3 molecules-1 s-1) 
n-dodecane (6) 05/12/11 32.2 343/-- 1.13 4.5x107 6.2 1.34x10-11 
methylundecane (6) 03/01/11 72.4 366/-- 2.37 3.3x107 5.1 1.34x10-11 
cyclododecane (6) 05/23/11 13.8 362/-- 0.46 2.7x107 38.3 1.34x10-11 
hexylcyclohexane (6) 03/22/11 22.1 320/-- 0.83 4.1x107 12.3 1.34x10-11 
benzene (3) 01/15/07 336 83/86 11.9 3.2x107 15.6 1.22x10-12 
toluenec (3) 10/14/06 138 373/568 1.03 3.6x107 8.3 5.63x10-12 
m-xylene (3) 10/05/06 89.8 469/474 0.76 4.2x107 3.9 2.31x10-11 
naphthalene (1, 2) 08/14/08 48.6 404/171 0.85 2.5x107 11.2 2.44x10-11 
-pinene (4) 06/03/10 44.9 446/398 0.53 1.4x107 9.5 5.3x10-11 
isoprene (20) 04/04/09 268 535/402 1.43 6.6x106 1.0b 1x10-11 
a
 For all high-NOx experiments HONO was used as the OH source. The [OH] was not constant in time, but decreased rapidly from the start of the 
experiment by at least an order of magnitude. The [OH] derived from the first [VOC] measurement after the lights were turned on is given here. 
b
 Maximum yield, since maximum COA < 10 g m-3. 
c
 From historical experiments by Ng et al. (2007), not the current set of experiments. 
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Table S4. Derived SOM parameters for the experiments when vapor wall-loss is 
accounted for (assuming Cw = 10 µg m-3). 
VOCa Fragmentation LVP P1 P2 P3 P4 ࣑࢘ࢋࢊ૛ b 
Low NOx 
toluene (this study) 5 1.83 0.123 0.001 0.002 0.875 1.74 
n-dodecane (6) 0.671 1.58 0.977 0.016 0.003 0.004 1.47 
methylundecane (6) 0.433 1.92 0.997 0.000 0.001 0.002 1.33 
cyclododecane (6) 1.56 1.90 0.994 0.000 0.001 0.005 1.73 
hexylcyclohexane (6) 0.78 1.84 0.885 0.106 0.001 0.008 0.56 
benzenec (3) 0.01 2.29 0.284 0.000 0.644 0.072 0.42 
toluenec (3) 0.01 1.88 0.001 0.001 0.727 0.271 1.36 
m-xylenec (3) 0.245 1.96 0.000 0.085 0.836 0.079 0.57 
m-xylenec (5) 0.069 1.88 0.285 0.000 0.613 0.101 0.20 
naphthalene (1, 2) 0.072 1.76 0.382 0.027 0.431 0.161 0.04 
-pinene (4) 0.151 1.91 0.262 0.619 0.075 0.044 0.19 
isoprene (20) 0.01 2.23 0.000 0.146 0.826 0.028 1.61 
High NOx 
toluene (this study) 1.02 1.42 0.000 0.000 1.000 0.000 1.10 
n-dodecane (6) 0.188 1.45 0.963 0.000 0.001 0.036 0.07 
methylundecane (6) 0.188 1.12 0.263 0.277 0.455 0.005 0.61 
cyclododecane (6) 0.01 1.69 0.664 0.002 0.004 0.33 0.64 
hexylcyclohexane (6) 0.153 1.75 0.832 0.086 0.055 0.028 0.14 
benzenec (3) 0.912 1.47 0.105 0.001 0.893 0.001 1.15 
m-xylenec (3) 0.18 1.54 0.000 0.000 1.000 0.000 0.64 
toluenec (3) 0.039 1.46 0.001 0.001 0.906 0.094 1.13 
naphthalenec (1, 2) 0.64 1.41 0.835 0.001 0.002 0.162 0.17 
-pinene (4) 0.080 1.81 0.193 0.694 0.101 0.012 0.04 
isoprene (20) 0.322 2.23 0.679 0.321 0.000 0.000 0.79 
a The toluene experiments from this study were conducted in the 24 m3 Caltech chamber (i.e. “new” 
experiments) and simulated using kw = 2.5 x 10-4 s-1 and the experimentally-determined optimal  (~2 x 
10-3). All other experiments, including the toluene experiments from (3) were conducted in the 28 m3 
Caltech chamber (i.e. “historical” experiments”) and simulated using kw = 1 x 10-4 s-1 and  = 1. 
b
 The reduced 2 associated with the best fit. 
c Fits were performed over the ranges shown in Fig. S8. 
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In this section we show that the SVOOA/∆CO enhancement ratios measured at the Pasadena
ground site cannot be explained even if 100% of the NMOG is assumed to have reacted after 0.45
days of photochemical aging, and even if the highest SOA yields reported by Gordon et al. (2013)
are used. To do so, we have conducted additional analyses assuming Ygas = 16% and Ygas = 25%,
which are the upper limits of the LEV1 and LEV2 vehicle classes, respectively, reported by Gordon
et al. (2013). As shown in Figures 2.5B-C, although increasing Ygas to its upper limit does improve
agreement to some extent, the predicted and required yields still differ by more than a factor of 3
even when using the highest yields reported by Gordon et al. (2013). To account for the uncertainty
associated with calculating the fraction of emitted SOA precursors that have undergone chemical
reaction after 0.45 days of photochemical aging, an additional sensitivity analysis was conducted
in which 100% of the emitted NMOG is assumed to have reacted (see Figure B.2). As shown in
Figure B.2, assuming 100% conversion of NMOG effectively reduces the required SOA mass yields
by a factor of 2. The predicted yields shown in Figure B.2C are still lower than the required yields
by a factor of ∼1.7. We emphasize that there is a significant lack of closure between expected and
observed organic aerosol concentrations attributable to fossil-fuel emissions even when assuming
100% NMOG conversion and an LDGV fleet-averaged SOA mass yield of 25%. Both assumptions
are expected to be very unrepresentative of ambient conditions in California.
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Figure B.1: Same as Figure 3, except emission factors for gasoline-fueled vehicles and aggregate
SOA mass yields are based on the experimentally derived values reported in Gordon et al. (2013).
(A) Aggregate SOA mass yield for gasoline exhaust is 9%, which is considered representative of the
California LDGV fleet. (B) Aggregate SOA mass yield for gasoline exhaust is 16%, which is the
upper limit for LEV1 vehicles (Gordon et al., 2013). (C) Aggregate SOA mass yield for gasoline
exhaust is 25%, which is the upper limit for LEV2 vehicles (Gordon et al., 2013). Predicted yield
error bars are not included because the predicted yields in (C) are a conservative upper limit.
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Figure B.2: Same as Figure 2.5, except 100% of the gas-phase emissions are assumed to have
reacted after 0.45 days of photochemical aging.
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C.1 FLEXPART
The FLEXPART model used in this study has been modified to use time-averaged winds from the
Weather Research and Forecasting (WRF version 3.3) meteorology model instead of instantaneous
winds to reduce uncertainties within the FLEXPART model (Nehrkorn et al., 2010). The WRF
output has a horizontal grid of 4 km x 4 km, with a temporal resolution of 30 min and 60 vertical
levels. In reverse mode, FLEXPART releases virtual tracer particles at receptors (in this study, a
receptor is the instantaneous spatial and temporal location of the Pasadena ground site, the Twin
Otter aircraft, or the P3 aircraft) and integrates their trajectories backward in time using predicted
wind fields combined with random turbulent motion. The turbulent transport is parametrized in
FLEXPART. Based on a parametrization from Hanna (1982), FLEXPART uses the boundary layer
height, Monin-Obukhov length and friction velocity to calculate a turbulent vertical velocity and its
standard deviation at a given trajectory position. Based on those two terms, a random distribution
of turbulent velocity is calculated and then used in the calculation of the vertical transport of the
trajectories in the boundary layer. FLEXPART then maps the individual particles to a grid (8 km x
8 km horizontal resolution) every 2 h over a 24-h period and calculates the average particle residence
times in each grid box. Surface-level contributions to air masses are determined by averaging the
residence times of particles between the surface and 200 m altitude. The species contributions from
air masses aloft may be estimated based on mean column residence times, but are not included in
this study because surface emissions are expected to influence measurements most strongly at low
altitudes (∼300 m above ground). WRF meteorological fields were generated by NOAA for use in
FLEXPART, and were not used to drive CMAQ because the WRF map projection is not the same
as the map projection on which the ARCTAS-CARB emission inventory is based. However, the
agreement between the WRF meteorological fields and observations is well documented in Angevine
et al. (2012).
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C.2 Derivation of equations used to adjust predicted mass
concentrations to match the AMS transmission efficien-
cies
The following piece-wise defined function is used to approximate the transmission curves of the
AMSs used in this study:
f(40 nm < Dva < 100 nm) =
ln(Dva/40 nm)
ln(100 nm/40 nm)
f(100 nm < Dva < 550 nm) =1
f(550 nm < Dva < 2000 nm) =
ln(Dva/2000 nm)
ln(550 nm/2000 nm)
A log-normal mass distribution is defined as follows:
m(Dp) =
Mtot√
2pi Dp ln(σdry)
exp

–(ln(Dp) – ln(DdrypgV))2
2 ln2(σdry)


For the diameter range with 100% transmission, the cumulative mass-distribution function for a
log-normal mass distribution is:
M (100 nm < Dva < 550 nm)
= M(100 nm/ρdry < Dp < 550 nm/ρdry)
=
∫ 550 nm/ρdry
0
m(Dp)dDp –
∫ 100 nm/ρdry
0
m(Dp)dDp
=
Mtot
2
erf

 ln((550 nm/ρdry)/DdrypgV)√
2 lnσdry

 – Mtot
2
erf

 ln((100 nm/ρdry)/DdrypgV)√
2 lnσdry


Therefore,
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M(100 nm < Dva < 550 nm) =
Mtot
2

erf

 ln((550 nm/ρdry)/DdrypgV)√
2 lnσdry

 – erf

 ln((100 nm/ρdry)/DdrypgV)√
2 lnσdry




For 40 nm<Dva <100 nm, we apply the transmission function to the log-normal mass distribution
as follows:
f (40 nm < Dva < 100 nm) =
ln(Dva/40 nm)
ln(100 nm/40 nm)
=
ln(Dp/(40 nm/ρdry))
ln(100 nm/40 nm)
M (40 nm < Dva < 100 nm) =
∫ 100 nm/ρdry
40 nm/ρdry
f(Dp)m(Dp)dDp
=
∫ 100 nm/ρdry
40 nm/ρdry
ln(Dp/(40 nm/ρdry))
ln(100 nm/40 nm)
Mtot√
2pi Dp lnσdry
exp

–(ln(Dp) – ln(DdrypgV))2
2 ln2 σdry

 dDp
=
Mtot√
2pi ln(σdry) ln(100 nm/40 nm)
∫ 100 nm/ρdry
40 nm/ρdry
ln(Dp)
Dp
exp

–(ln(Dp) – ln(DdrypgV))2
2 ln2 σdry

 dDp
–
Mtot√
2pi ln(σdry) ln(100 nm/40 nm)
∫ 100 nm/ρdry
40 nm/ρdry
ln((40 nm/ρdry))
Dp
exp

–(ln(Dp) – ln(DdrypgV))2
2 ln2 σdry

 dDp
Now we perform a change of variable:
ln(Dp) =
√
2 ln(σdry)η + ln(D
dry
pgV)
η =
ln(Dp) – ln(D
dry
pgV)√
2 ln(σdry)
dη =
1
Dp
√
2 ln(σdry)
dDp
Now substitute η into equation for M(40 nm < Dva < 100 nm) and simplify:
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M(40 nm < Dva < 100 nm)
=
Mtot√
2pi ln(σdry) ln(100 nm/40 nm)
∫ η(100 nm/ρdry)
η(40 nm/ρdry)
√
2 ln(σdry)η + ln(D
dry
pgV)
Dp
exp
[
–(η)2
]
Dp
√
2 ln(σdry)dη
–
Mtot√
2pi ln(σdry) ln(100 nm/40 nm)
∫ η(100 nm/ρdry)
η(40 nm/ρdry)
ln((40 nm/ρdry))
Dp
exp
[
–(η)2
]
Dp
√
2 ln(σdry)dη
=
Mtot√
pi ln(100 nm/40 nm)
∫ η(100 nm/ρdry)
η(40 nm/ρdry)
(
√
2 ln(σdry)η + ln(D
dry
pgV))exp
[
–(η)2
]
dη
–
Mtot√
pi ln(100 nm/40 nm)
∫ η(100 nm/ρdry)
η(40 nm/ρdry)
ln((40 nm/ρdry))exp
[
–(η)2
]
dη
=
Mtot ln(σdry)√
pi
2 ln(100 nm/40 nm)
∫ η(100 nm/ρdry)
η(40 nm/ρdry)
(η)exp(–(η)2)dη
+
Mtot ln(D
dry
pgV/(40 nm/ρdry))√
pi ln(100 nm/40 nm)
∫ η(100 nm/ρdry)
η(40 nm/ρdry)
exp
[
–(η)2
]
dη
Therefore,
M(40 nm < Dva < 100 nm)
=
[
Mtot
2
] [
ln(σdry)
ln(100 nm/40 nm)
√
pi
2
] [
exp(–(η(40 nm/ρdry))
2) – exp(–(η(100 nm/ρdry))
2
]
+
[
Mtot
2
] ln(DdrypgV/(40 nm/ρdry))
ln(100 nm/40 nm)

 [erf(η(100 nm/ρdry)) – erf(η(40 nm/ρdry)]
A similar derivation can be done for M(550 nm < Dva < 2000 nm), which yields:
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Table C.1: Sulfate sources in the Aitken, accumulation, and coarse aerosol modes in CMAQ.
Aitken mode Accumulation mode Coarse mode
Aqueous-phase Oxidation
H2O2 + S(IV) → S(VI) + H2O
O3 + S(IV) → S(VI) + O2
O2 + S(IV) → S(VI)
MHPa + S(IV) → S(VI)
PAAb + S(IV) → S(VI)
Gas-phase Oxidation
SO2 + OH
O2,H2O−−−−−−→ H2SO4 + HO2 SO2 + OH O2,H2O−−−−−−→ H2SO4 + HO2 SO2 + OH O2,H2O−−−−−−→ H2SO4 + HO2
Primary Emissions
0.1% Primary Anthropogenic Sulfate 99.9% Primary Anthropogenic Sulfate
Sulfate Sea-spray Sulfate Sea-spray
Initial conditions (IC) and boundary conditions (BC)
Sulfate from ICBC Sulfate from ICBC Sulfate from ICBC
a MHP stands for methylhydrogenperoxide. b PAA stands for peroxyacetic acid.
M(550 nm < Dva < 2000 nm)
=
[
Mtot
2
] [
ln(σdry)
ln(550 nm/2000 nm)
√
pi
2
] [
exp(–(η(550 nm/ρdry))
2) – exp(–(η(2000 nm/ρdry))
2
]
+
[
Mtot
2
] ln(DdrypgV/2000 nm/ρdry)
ln(550 nm/2000 nm

 [erf(η(2000 nm/ρdry)) – erf(η(550 nm/ρdry)]
The total mass in each mode that should be compared to the AMS measurements is then:
MAMSmode = M(40 nm < Dva < 100 nm) +M(100 nm < Dva < 550 nm) +M(550 nm < Dva < 2000 nm)
MAMStot = M
AMS
I +M
AMS
J +M
AMS
K
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Table C.2: Statistical metrics based on measured and predicted total nitrate (NO–3 + HNO3)
mixing ratios for P3 flights during May 2010.
P3, AMS Transmission
Flight Date N ME [ppbv] MB [ppbv] NME NMB
Total Nitrate (HNO3 + NO
–
3)
4 17219 0.99 -0.69 0.45 -0.31
8 25439 0.90 -0.01 0.49 0.00
14 22258 1.93 1.61 1.07 0.89
16 27899 0.87 -0.29 0.38 -0.13
19 24239 1.59 -1.39 0.48 -0.42
P3, Full Transmission
Flight Date N ME [ppbv] MB [ppbv] NME NMB
Total Nitrate (HNO3 + NO
–
3)
4 17219 0.99 -0.60 0.44 -0.27
8 25439 1.05 0.25 0.58 0.14
14 22258 2.14 1.87 1.19 1.04
16 27899 0.90 -0.07 0.39 -0.03
19 24239 1.31 -1.08 0.40 -0.33
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Table C.3: Statistical metrics based on measured and predicted temperature, RH, wind speed, and
wind direction at six surface sites in the Los Angeles Basin.
Temperature
Site ME [K] MB [K]
Los Angeles-International Airport 2.39 1.54
Long Beach Airport 2.54 1.47
Riverside-March Air Force Base 2.78 1.35
Chino Airport 2.27 1.61
Fullerton Municipal Airport 2.43 1.85
Los Alamitos Army Airfield 1.94 1.02
Relative Humidity
Site ME [%] MB [%]
Los Angeles-International Airport 11.8 -3.71
Long Beach Airport 14.3 -9.42
Riverside-March Air Force Base 15.9 -11.2
Chino Airport 11.5 -6.19
Fullerton Municipal Airport 14.4 -5.87
Los Alamitos Army Airfield 12.3 -5.64
Wind Speed
Site ME [m/s] MB [m/s] NME NMB
Los Angeles-International Airport 1.24 0.837 0.700 0.470
Long Beach Airport 1.51 0.884 0.527 0.308
Riverside-March Air Force Base 1.77 1.29 0.672 0.489
Chino Airport 0.974 0.0795 0.448 0.0366
Fullerton Municipal Airport 1.66 0.215 0.448 0.0580
Los Alamitos Army Airfield 1.31 0.796 0.494 0.301
Wind Direction
Site ME [◦]
Los Angeles-International Airport 53.1
Long Beach Airport 45.0
Riverside-March Air Force Base 55.8
Chino Airport 45.8
Fullerton Municipal Airport 43.1
Los Alamitos Army Airfield 49.5
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Table C.4: ARCTAS-CARB domain-wide daily gaseous emission rates.
Species Weekday Emission Rate (kmol/day) Weekend Emission Rate (kmol/day)
NO 1.19e+05 9.33e+04
NO2 1.35e+04 1.06e+04
HONO 2.69e+03 2.11e+03
SO2 1.01e+04 1.01e+04
SULF 3.18e+02 3.16e+02
CO 7.72e+05 8.27e+05
HCHO 3.68e+03 3.43e+03
CCHO 2.27e+03 2.56e+03
RCHO 8.29e+02 7.61e+02
ACET 6.54e+03 7.69e+03
MEK 4.66e+02 3.51e+02
PROD 1.39e+02 8.89e+01
BALD 1.38e+02 1.78e+02
PHEN 1.11e+01 9.38e+00
GLY 3.34e+01 3.34e+01
MGLY 2.17e+01 2.17e+01
HCOOH 3.88e-01 3.08e-01
NROG 1.32e+04 1.28e+04
MEOH 1.08e+04 1.41e+04
CH4 2.06e+05 1.84e+05
ETHENE 8.31e+03 8.94e+03
ISOPRENE 5.02e+03 9.71e+03
ALK1 1.50e+04 1.47e+04
Continued on Next Page. . .
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Table C.4 – Continued
Species Weekday Emission Rate (kmol/day) Weekend Emission Rate (kmol/day)
ALK2 6.82e+03 6.82e+03
ALK3 1.28e+04 1.25e+04
ALK4 1.50e+04 1.52e+04
ALK5 8.09e+03 7.47e+03
ARO1NBZ 4.08e+03 4.14e+03
ARO2 2.80e+03 2.95e+03
OLE1 5.27e+03 7.44e+03
OLE2 1.88e+03 2.12e+03
TRP1 3.65e+03 4.76e+03
CRES 1.19e+00 1.15e+00
NH3 5.35e+04 5.34e+04
BENZENE 9.19e+01 9.32e+01
SESQ 1.51e+02 2.10e+02
Table C.5: ARCTAS-CARB domain-wide daily particulate emission rates.
Species Weekday Emission Rate (kg/day) Weekend Emission Rate (kg/day)
POA 1.25e+05 9.83e+04
PEC 5.50e+04 5.52e+04
PSO4 5.77e+04 6.46e+04
PMFINE 6.40e+05 5.72e+05
PMC 3.30e+06 2.77e+06
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Figure C.1: Map of nested MM5 domains. The three grids have horizontal resolutions of 36, 12,
and 4 km, and have (71 x 71), (133 x 133), (298 x 328) grid points, respectively, in (west-east) and
(south-north) directions. Meteorological fields were extracted from the inner-most domain for the
CTM domain shown in Figure 4.1.
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Figure C.2: Map of nested CTM domains. The global map represents the global GEOS-Chem
domain (2◦Lat by 2.5◦Lon horizontal grid resolution). The blue line represents the nested GEOS-
Chem North America domain (0.5◦Lat by 0.667◦Lon horizontal grid resolution), from which dynamic
CMAQ boundary conditions are derived. The red line represents the nested CMAQ Southern Cali-
fornia domain (4 km by 4 km horizontal grid resolution).
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Figure C.3: Observed (black) black carbon concentrations along P3 and Twin Otter flight paths. Data
points above 1000 m a.s.l. have been removed in order to accurately show that the noise levels in both SP2s
are comparable during most flights. The data series are plotted as functions of data-point number so that
the plots appear continuous, and all x-axes have been set to [0 15000].
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Figure C.4: Map of mean residence times based on integrated 24-h back trajectories for the surface
level particles (particles at < 200 m altitude) arriving in the vicinity of the Twin Otter for flights
on May 24. Flight path marker (black dots) sizes are proportional to 1-min average measured BC
concentrations (maximum concentration is 0.29 µg m–3).
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Figure C.5: Top five panels show measured (black) and predicted (red) CO mixing ratios. Bottom
five panels show measured and predicted ratios of black carbon (∆BC) mass concentrations and ∆CO
mixing ratios. ∆BC/∆CO are calculated by subtracting the minimum BC and CO measurements
(background values) below 1000 m a.s.l. from all BC and CO measurements, respectively, below
1000 m a.s.l. Data points for which ∆CO < 1 ppbv are also removed. Note that, owing to data
points lying on top of each other in Figure S4, the average ∆BC/∆CO ratios (horizontal lines) can
appear lower than the spread of individual data points may suggest. Horizontal lines represent flight
averages.
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Figure C.6: Map of mean residence times based on integrated 24-h back trajectories for the surface
level particles (particles at < 200 m altitude) arriving in the vicinity of the Twin Otter for flights on
May 21. Flight path marker (black dots) sizes are proportional to 10-sec average measured sulfate
concentrations (maximum concentration is 1.26 µg m–3)
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Figure C.7: Daily domain total Na+ emissions from sea-spray. Emission rates are calculated using
the sea-salt diagnostic file generated by CMAQ.
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Figure C.8: Predicted (red) and observed (black) total nitrate (NO–3 + HNO3) mixing ratios (left
column) and predicted and observed fraction of total nitrate in the particle-phase (right column) for
P3 flights. Predicted nitrate concentrations are adjusted to match the transmission efficiency of the
AMS based as described in the text.
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Figure C.9: Predicted crustal species (Ca2+, K+, and Mg2+) concentrations along P3 flight
paths. Predictions are based on speciation factors given in Table 4.8 of the manuscript. Nitrate
concentrations that could potentially be neutralized by crustal species are shown in the right-most
column. Coarse particles are in black and fine particles are in red.
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Figure C.10: Ground-site locations used for comparison of predicted (MM5) and observed meteo-
rology for May 2010.
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Figure C.11: Predicted (red) and observed (black) temperature, RH, wind speed, and wind direc-
tion.
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Figure C.12: Predicted (red) and observed (black) temperature, RH, wind speed, and wind direc-
tion.
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Figure C.13: Predicted (red) and observed (black) temperature, RH, wind speed, and wind direc-
tion.
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Figure C.14: Predicted (red) and observed (black) temperature, RH, wind speed, and wind direc-
tion.
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Figure C.15: Predicted (red) and observed (black) temperature, RH, wind speed, and wind direc-
tion.
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Figure C.16: Predicted (red) and observed (black) temperature, RH, wind speed, and wind direc-
tion.
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