system under study. Confidence intervals on the calibrated model parameters can be used to express the its minimum (see Carrera and Neuman [1986] in groundwater hydrology; Kool and Parker [1988] in unsaturated soil water flow; Kuczera and Parent [1988] in rainfall-
its minimum (see Carrera and Neuman [1986] in groundwater hydrology; Kool and Parker [1988] in unsaturated soil water flow; Kuczera and Parent [1988] in rainfall-N umerical simulation models of water flow and sorunoff modeling). As this classical first-order approxilute transport in the vadose zone are important mation does not account for correlations between the tools in environmental research. The accuracy of predicparameter estimates, computed standard errors can aptions with these models heavily relies on accurate estipear too favorable (Hollenbeck and Jensen, 1998 ; Chrismates of the unsaturated soil hydraulic parameters. Betensen and Cooley, 1999) . Indeed, case studies have cause direct assessment of the hydraulic parameters is shown that these linearly calculated confidence intervals generally impossible, estimation is usually based on fitare generally smaller than their corresponding nonlinear ting a numerical solution of the Richard's equation to counterparts (Cooley, 1993 ; Christensen and Cooley, observations collected during an experiment. In recent 1999). In general, the first-order approximation yields years, much effort has been directed to finding the most reasonable results provided that the estimated paramelikely parameter set from experimental laboratory exter uncertainty does not extend beyond the range for periments, such as Multi-step outflow (Eching and Hopwhich a first-order approximation of the model equation mans, 1993; Van Dam et al., 1994) , evaporation experiapplies. In soil hydrologic models, however, parameter ments (Š imunek et al., 1998a; Romano and Santini, 1999) interdependence and model nonlinearity violate the use and from field data (Abbaspour et al., 1999; Musters and of this first-order approximation to obtain exact confiBouten, 2000; Vrugt et al., 2001b,c; among many others) .
dence intervals of the parameter. Surprisingly, relatively little attention has been given to Alternatively, a robust but computationally intensive a realistic assessment of parameter uncertainty under method for the calculation of confidence intervals, conthe different types of experimental conditions. We share trasting the classical first-order approach, is the generathe recent opinion by Durner et al. (1997) that improved tion of contour plots (Toorman et al., 1992; Gribb, 1996 ; interpretation of parameter uncertainty can yield valu- Romano and Santini, 1999; Vrugt et al., 2001a) . This kind able information to enable a better judgment of the of exhaustive uniform grid sampling requires discretizing limits of our theoretical understanding of unsaturated the parameter space and computing the objective funcwater flow in soils.
tion for each grid point, which is a rather primitive Parameter estimates obtained from calibrated soil hymethod. Recently, Abbaspour et al. (1997 Abbaspour et al. ( , 1999 used a drologic models are generally error-prone, because the similar kind of sampling strategy, entitled the Sequentual data used for calibration contain measurement errors Uncertainty Fitting algorithm (SUFI) for estimating suband because the model never perfectly represents the surface flow and transport parameters. However, as simple this approach might be, it requires massive computing resources for highly dimensioned parameter spaces.
eter within a hypercube with resolution equal to one
tenth of the parameter range in a six-parameter space, we need 10 6 model runs. Moreover, failure to maintain where, ␤ opt is the vector of most probable parameters, an adequate sampling density may result in undersampling or too course sampling in certain regions of the ␤ opt ϭ (X T X) Ϫ1 X T ŷ [3] parameter space. Consequently, this may lead to errors Applying the profile likelihood ratio concept (Kalbfleish and in the computed parameter confidence intervals. Sprott, 1970) yields the confidence intervals (1 Ϫ ␥) of the The objective of the present study is two-fold. First parameters, we present an effective and efficient MCMC sampler for assessing parameter uncertainty in soil hydrologic
[4] models. The Metropolis algorithm has received considerable attention in the last decade in the Bayesian statisNote that the profile likelihood ratio concept is similar to tics literature and is intimately related to a probabilistic confidence intervals generated using the asymptotic 2 -distrioptimization technique known as simulated annealing bution approach (e.g., Hollenbeck and Jensen, 1998) . All rele- (Kirkpatrick et al., 1983 models (e.g., Rasiah, 1992; Duan et al., 1992; Musters and Bouten, 2000) . Moreover, the ellipsoid region, defined by Eq.
[2] may represent a very poor approximation of parameter
MATERIALS AND METHODS
uncertainty, especially in the case of a strong hyperbolic-baExperiments often aim at assessing the relationship benana-shaped curvature in the p(␤|D) surface. This is indicative tween a response or output variable ŷ, subject to error, and for strong parameter interdependency. input variables. Consider the linear regression model,
Monte Carlo Sampling of Posterior Distribution
A MCMC method for assessing parameter confidence interwhere ŷ ϭ (ŷ 1 , ŷ 2 ,..., ŷ m ) is a m ϫ 1 vector of model outputs, vals in nonlinear models is based on the idea that rather than X ϭ (X 11 ,..., X mp ) is an m ϫ p matrix of input values, ␤ ϭ (␤ 1 , compute a probability density, p(␤|D), it is sufficient to have ␤ 2 ,..., ␤ p ) is a vector of p unknown parameters and e is a vector a large random sample drawn from p(␤|D) that approximates of statistically independent errors with zero expectation and the form of the density. Diagnostic measures of central tenconstant variance 2 .
dency and dispersion of the posterior distribution can be comWe assume that the mathematical structure of the model puted, using the mean and standard deviation of the large is known to be correct and fixed and that a uniform prior sample. Using the profile likelihood ratio concept, p(␤|D) can distribution between the realistic upper and lower bounds on be approximated by finding those parameter sets for which each of the model parameters is specified a priori (thereby Eq. [4] holds. This directly leads to the question of how to defining the feasible parameter space). Taking a Bayesian efficiently sample from p(␤|D). Two generic approaches to perspective, the objective of model calibration is to infer the sampling from the density are considered, namely uniform posterior probability distribution, p(␤|D), which describes grid and a Metropolis sampling scheme. what is known about the model parameters ␤ given the Data D and specified prior information.
Uniform Grid Sampling
One sampling strategy that is especially popular in the field Traditional First-Order Approximation of vadose zone hydrology is the uniform sampling strategy. Let's assume that little is known about the model parmeters
To not favor any initial distribution of the parameters, a uni-␤ a priori relative to what the experimental data will tell us, form prior distribution is used. The algorithm proceeds acthat is, p 0 (␤|D) is uniform on the parameter space. For the cording to the following steps: linear regression model, the posterior distribution of ␤ is exact and then expressed as (Box and Tiao, 1973) ,
Step 1: Discretize the domain for each parameter ␤ i , i ϭ 1,2,..., p into N equidistant discrete points. Thus, if Z Ͼ ⍀ then remain at the current position, that is,
. N p parameter sets are sampled. 6. Increment n. If n is less than a prespecified number of Step 2: Set n ϭ 1, and evaluate the posterior density for draws N, then return to Step 2. parameter set ␤ n according to (Box and Tiao, 1973) , The Metropolis algorithm will always accept candidate points (jumps) into a region of higher posterior probability but
will also explore regions with lower posterior probability with probability ⍀. This algorithm is a MCMC sampler generating a sequence of parameter sets, {␤ (0) , ␤
,.., ␤ (n) } that converges and to the stationary distribution, p(␤|D) for large n (Gelman et
al., 1997). Thus, if the algorithm is run sufficient long, the samples generated can be used to estimate statistical measures where y j is the measurement and ŷ j the corresponding model of the posterior distribution, such as mean, variance, etc. To prediction. The transformation g(·) allows to handle the nonspeed up the convergence rate of the Metropolis sampler to constant error variance situations which are common in soil the posterior target distribution, the covariance matrix of the hydrology, where the variance of the measurement error assoproposal distribution, ͚ ␤ was periodically updated using a ciated with y often varies with magnitude, that is heteroscedassample of the ␤'s generated in the Markov Chain (Kuczera tic (Sorooshian and Dracup, 1980) . Notice, that when squared, and Parent, 1998). M is simply the familiar 'sum of squared residuals' function that is commonly minimized in model calibration. Specific
Creating a Proposal Distribution
information about the applied transformations can be found in the Case Study section.
To increase computational efficiency, it is recom-
Step 3: Increment n. If n is less than N p , return to step 2. mended to initialize the Metropolis sampler with a proposal distribution, Eq. [7] , which is as close as possible
Step 4: Use Eq. Evolution (SCE) global optimization algorithm (Duan et al., 1992 (Duan et al., , 1993 to ensure that our initial
The method of uniform grid sampling is a rather primitive for the Metropolis sampler come from the posterior method, as it requires massive computing times for large p.
distribution. Second, once one or multiple optima are
This may be overcome by using a small N, but this then results found using the optimization algorithm, at each mode in inaccurate measures of central tendency and dispersion for the first-order approximation, Eq.
[2], is used to generthe computed posterior probability distribution.
ate the proposal distribution. In brief, the SCE algorithm takes an initial population as n → ∞, but in any applied problem one must detercurrent variance estimate, V , to the within-sequence variance, W. Because of its minor contribumine how many draws to make with the sampler. The study by Kuczera and Parent (1998) has not explored tion, the factor to account for the extra variance of the Student's t distribution is omitted from Eq.
[10]. the issue of convergence of the Metropolis algorithm.
Many authors have addressed the problem of drawing If the potential scale reduction is high, then we have reason to believe that proceeding with further inferences from MCMC samplers, including Ripley (1987) , Gelfland and Smith (1990), Geweke (1992) , and draws may improve our inference about the posterior target distribution. Raftery and Lewis (1992) in the recent statistical literature. Gelman and Rubin (1992a) demonstrated that it 5. Once R is near 1 for each of the parameters ␤ i , we can conclude that each of the q sequences of n is generally impossible to monitor convergence of an MCMC sampler using a single sequence (one random draws is close to the target distribution, p(␤|D).
Since a score of 1 is typically difficult to achieve, walk). A strategy recommended by Gelman and Rubin (1992b) is therefore to generate several independent Gelman and Rubin (1992b) recommended using a value of 1.2 and less to declare convergence. parallel sequences, with starting points, ␤ On the basis of these propositions we are faced with the
possibility that there may not exist an objective statistically correct choice for the value of and therefore no statistically and calculate the average of the q within-sequence correct size and shape of the posterior distributions of the variances, s 2 ␤ i , each based on n Ϫ 1 degrees of freemodel parameters. For each of the case studies, the error dom, variance of the measurements was inferred posteriori from the quality of the most optimal fit (Option 2) derived using the SCE global optimization algorithm, outlined in Creating
a proposal distribution section.
Monitor convergence of the MCMC sampler by
Case Studies estimating the factor by which the scale of the current distribution of ␤ i might be reduced if n → The first-order approximation, uniform grid, and MCMC sampling strategy for estimating parameter uncertainty were ∞. This potential scale reduction is estimated by tested for two different case studies of increasing complexity. The first case concerns a simple water retention model,
whereas the second case study explores the utility of the Metropolis algorithm for identifying unsaturated soil hydraulic parameters, using a laboratory multistep outflow experiment.
and declines to 1 as n → ∞. R is the ratio of the outflow method in combination with soil water pressure head measurements during drainage of the soil core for assessing Case Study I: Water Retention Model the soil water retention and unsaturated soil hydraulic conductivity curve by numerical inversion. Observed outflow One of the most commonly used models of capillary presmeasurements combined with soil water pressure head measure saturation in soils is the water retention function of VG surement within the soil core were taken from the multistep (van Genuchten, 1980) , outflow project (Example 7) stored in the HYDRUS-1D project manager (Š imů nek et al., 1998b) . The parameters of the ) are et al., 1998b), which numerically solves Richard's equation in the water content at full and residual saturation respectively, one-dimension using a Galerkin-type linear finite element (L) is the soil water pressure head, ␣ (L Ϫ1 ) is the inverse of scheme. As this case study explores the usefulness of addithe air-entry value and n is a unitless pore-size distribution tional experimental pressure head data for parameter idenindex (van Genuchten, 1980) . tification purposes, we examined the posterior target distribuThe parameters s , r , ␣, and n were calibrated on observed tion for each of the parameters in Eq.
[11] and [12] using two water retention measurements for a sandy and clayey soil by different data sets. First, observed outflow measurements were maximizing the posterior density defined in Eq.
[5] using the translated to average soil water contents within the soil core SCE-University of Arizona (UA) algorithm (Duan et al., using the initial soil water content, to increase the identifiabil1992b; Vrugt et al., 2001d) . Experimental data of a sandy (4520) ity of the saturated and residual water content (Vrugt et al., and a clayey soil (2362) were taken from the UNSODA soil 2001a). Subsequently, this data set was used separately and in hydraulic properties database (Leij et al., 1996) . The number a joint combination with the soil water pressure head measurebetween parentheses refers to the UNSODA code. For the ments to infer the posterior target distribution of the parameuniform grid and Metropolis algorithm, prior ranges for each ters. We assumed that the soil water pressure head measureof the retention parameters were defined in Table 1. ments errors have a heteroscedastic (nonconstant) variance that is linearly related to its magnitude, which can be stabilized Case Study II: Laboratory Multistep Outflow Experiment by the Box-Cox transformation (Box and Cox, 1974) , A more demanding test of the Metropolis algorithm can be devised by identifying the unsaturtated soil hydraulic pa-
rameters from a laboratory multistep outflow experiment. The two basic soil hydraulic characteristics controlling flow in unwhere is a transformation parameter, assumed to be 0.8 (see saturated porous media are the retention characteristic, () Sorooshian and Dracup, 1980) . For each measurement set, in Eq. [11] , and the unsaturated hydraulic conductivity characthe measurement errors were set identical to the root mean teristic, K(), square error (RMSE) of the most optimal fit derived using the SCE global optimization algorithm (Duan et al., 1992; Vrugt et al., 2001d) . This approach seemed most appropriate
as adapting the relatively small measurement errors reported in literature for either soil water pressure head (Romano and Santini, 1999) . To avoid that the Metropolis algorithm, progressively conditions and are therefore, relatively tedious. Numerical insamples outside realistic physical bounds of the model parameversion is an attractive alternative as a means of determining ters, prior parameter ranges for each of the soil hydraulic both curves from a single experiment. In such an approach, parameters were defined in Table 2 . the sampled r -n parameter space for the sandy soil for each of the four sequences at two different stages during the evolution. Fig. 3a corresponds to the sampled parameter space after 4000 samples being generated (Location A in Fig. 2B ), whereas Fig. 3B corresponds to the achieved (Location B in Fig. 2B ). We discarded the first n ϭ 500 draws from each sequence (burn-in), as it is Table 3 . Figure 1 and Table 3 show that the water retenunlikely that these initial draws come from the stationtion fit is generally very good for both soils. Although ary distribution needed to construct correct posterior the optimized r -values for the clayey soil may not be estimates. The different sequences are coded with difvery accurate, it is the best r -values as seen by the model ferent symbols. The two-dimension scatter plots of the structure when matched against the experimental data.
sampled parameter space demonstrate that at early stages Figure 2a presents the relationship between the jumduring the evolution, the individual paths tend to occupy prate used for sampling from the proposal distribution different regions of the posterior surface. This low mixfor the sandy soil and the number of model calls needed to achieve convergence. The error bars depict the standard deviation in number of model calls, derived using 10 trials for each jumprate with the Metropolis sampler. The results are generated using four individual parallel sequences. Generally, a relatively low jumprate (c Ͻ 0.1) is associated with a small traversing speed of the Metropolis sampler through the feasible parameter space. Therefore, Fig. 2a illustrates that, when using a small jumprate, relatively large number of model calls are needed before convergence can be achieved. Increasing the jumprate will allow the sampler to move more rapidly move through the parameter space, and thus to explore the entire posterior target distribution more easily. In this case, it will not take too long to obtain samples from the Metropolis sampler that can be treated as independent realizations of the posterior target distribution. However, when using a jumprate larger than 1, the efficiency of the Metropolis sampler systematically decreases, as the sampler progressively explores parts of the parameters space, which do not belong to the posterior distribution. Figure 2b illustrates the evolution of the Gelman-Rubin convergence diagnostic for each of the VG retention parameters. Because of random initializations of the starting points of each of the parallel sequences the scale reduction factor is quite large for the first 500 generated samples (√R Ͼ Ͼ 2). Thereafter, the convergence diagnostic for each of the parameters narrows down very quickly, and continues to widen and narrow intermittently. Fi- tribution.
Evolution of the Gelman-Rubin convergence diagnostic for each of the van Genuchten parameters of the sandy soil.
This is also evident in Fig. 3a and 3b , which presents soil, using the first-order approximation, uniform grid, and Metropolis sampling algorithm. For the case of uniform grid sampling, each parameter domain was discretized in 20 equal classes within the feasible parameter space defined in Table 1 Linssen (1975) demonstrated that the VG model behaves close to linear for sandy soil types and is strong nonlinear for more fine-textured soils. Consequently, the linear computed standard deviations for the clayey soil, are significantly different than their nonlinear counterparts computed with Metropolis and uniform sampling. The relative large uncertainty of the parameters r and n for the clayey soil derived from first-order theory propagates in a large uncertainty for the other retention parameters. As prior physical bounds were defined for r and n for the Metropolis and uniform sampling in Table 1 this significantly reduces the size of the corresponding confidence interval for the clayey soil. Clearly, use of prior information has a significant effect on the sizes of the confidence intervals. The results in Table 4 demonstrate that the first-order approximation can help identify the poorly defined parameters, but is unable to meaningfully describe the resulting parameter uncertainty. The results presented here illus- obtain exact confidence intervals of parameters. Figure 4 presents a scatter plot of 2000 ␣-n (A) and ing of the sequences is associated with a relatively high r -n (B) Metropolis samples generated for the clayey value of the scale reduction factor, indicating no conversoil using the VG retention model. Based on the results gence. Nevertheless, after a sufficient amount of draws in Fig. 2a , the jumprate was fixed to 0.5. The adaptive (Stage II), each of the individual sequences have been capabilities of the Metropolis algorithm enables it to able to fully explore the posterior target distribution, track the hyperbolically shaped r -n and ␣-n surface. resulting in a scale reduction factor smaller than 1.2, However, in the case of uniform grid sampling, for the indicating convergence to a stationary distribution.
sandy and clayey soil, only 46 from the 160 000 samples Table 4 presents the posterior mean, standard deviaoccupied the 95% probability region of the hypercube tion and coefficient of variation (CV) of the water retention parameters s , r , ␣, and n for the sandy and clayey from which the uniform samples were drawn. To fill the 95% region with 2000 samples it would take about 7 ϫ observed soil water content within the soil core. Based on the previous results each individual sequence was gen-10 6 model simulations, whereas the Metropolis sampler only needed approximately 10 000 and 90 000 function erated with jumprate equal to 0.5. With this jumprate, the Metropolis-sampler arrived at a stationary posterior evolutions for the sandy and clayey soil, respectively. This demonstrates the high sampling efficiency of the target distribution of the six soil hydraulic parameters after approximately 15 000 model evaluations. Again, Metropolis algorithm. Moreover, in situations were the 95% region is small compared with the hypercube, unithis confirms the high sampling efficiency of the Metropolis sampler as compared with hypercube sampling stratform grid sampling is very inefficient.
The large uncertainty of the residual water content egies. A comparison between the size of the linear and nonlinear confidence intervals suggests that the Metropand the strong hyperbolic shaped r -n surface depicted in Fig. 4 , demonstrates that for more fine-textured soils olis-derived standard deviations are generally smaller than their corresponding first-order counterparts. This the range of water retention measurements is not sufficient for an accurate description of the water retention contradicts the idea that the first-order covariance matrix, used to construct the linear confidence intervals, characteristics at the dry end. The information for r is then beyond the range of measurements. In that case always provides a lower bound estimate of the parameter confidence intervals. To understand why, consider the parameters remain too much correlated (e.g., Fig. 4 ) and the first-order approximation, is unable to meaning- Fig. 5 that presents the corresponding univariate marginal posterior probability distributions for each of the fully describe the extent of the uncertainty. The relatively large standard deviations in estimated value of unsaturated soil hydraulic parameters in the Mualem-VG model. Also indicated in Fig. 5 are the final optithe n-parameter for the sandy soil and r , ␣, and n parameters for the clayey soil may inhibit our ability to mized values of the unsaturated soil hydraulic parameters using the SCE global optimization algorithm of Duan relate these model parameters to other easily measurable soil properties. Especially for the clayey soil, it et al. (1992, 1993) . Most of the histograms of the parameters not only deviate remarkably from the normal distriwould be advisable to augment the experimental water retention measurements with additional water content bution, which is an explicit assumption when utilizing the first-order approximation, but also exhibit multimeasurements at higher suctions to reduce parameter uncertainty.
modality. The presence of multimodality in the posterior distribution of the parameters points at nonuniqueness As compared with traditional statistical inference, the Metropolis algorithm not only generates a substantial problems of the parameters, when using observed soil water content data only. Nevertheless, the SCE algobetter description of parameter uncertainty in soil hydrological models, but also provides powerful information rithm has been able to successfully identify the global about parameter interdependency in the full parameter space. Although the results presented here are restricted approximation and from Metropolis sampling using the optimum within this high-density region. Hence, the contents and soil water pressure head observations simultaneously, according to Eq. [5] . Figure 6 shows the modes of the univariate posterior target distributions of the various parameters, obtained using the Metropolis observed and simulated soil water content dynamics (I) as well as the measured and simulated soil water pressampler, coincide with the most optimal parameter values, identified using the SCE algorithm.
sure heads (II) during the MSO experiment, using either soil water contents (A), or a joint identification using The results in this section illustrate two important findings. Firstly, results show the limitations of traditional soil water pressure head data and soil water contents simultaneously (B). When using Dataset A only for ideninference regarding parameter uncertainty based on firstorder approximations. One should therefore be particutification purposes, the HYDRUS-1D model generates an excellent fit to the observed soil water contents, at larly careful when applying a first-order approximation to obtain confidence intervals of parameters. Secondly, the expense of overestimating the measured soil water pressure heads in the lower water content range. Adding the shape of the univariate probability distributions (histograms) of the parameters derived with the Metropolis measured soil water pressure heads as an extra objective in the likelihood function, increases the quality of the sampler provide valuable information with respect to the uniqueness of the identified parameters.
fit to observed soil water pressure heads, but simultaneously worsens the quality of the fit to observed soil waAs the Bayes theorem provides a mathematical formulation of how previous knowledge maybe combined ter contents. Because of errors in the model structure (and other possible sources), it is usually not possible with new knowledge it allows to continually update information about a set of parameters ␤ as different sets of to find a single unique solution that simultaneously minimizes all objectives. Instead, it is common to have a set observations are taken. Therefore, the Bayes theorem is suited to study the effect of pooling observed soil of solutions with the property that moving from one solution to another results in the improvement of one water contents and soil water pressure head observations in one likelihood function on the identifiability of objective while causing a deterioration in one or more others. This multi-objective equivalence of parameter the soil hydraulic parameters. In this case, the conditional likelihood is defined as the multiplicative constraint of sets is more commonly referred to as pareto optimal in literature. the probabilities for describing the observed soil water (Ibbitt, 1970; Johnston and Pilgrim, 1976; Sorooshian and Gupta, 1983; Gan and Burges, 1990a,b) . algorithms are not designed to handle the presence of multimodality (Fig. 5) or discontinuous derivatives, they Diagnostic measures of central tendency and disperare not able to survive through rough response surfaces sion, using the mean, standard deviation, and CV values and will therefore terminate their search prematurely. for the unsaturated soil hydraulic parameters derived
Results of this study show that uniqueness problems can from Metropolis sampling, using both data sets simultabe clarified using global optimization methodologies, neously for identification are presented in Table 6 . A which are capable of handling rough response surfaces joint calibration of the parameters to observed soil water and parameter interdependence (see Vrugt et al., 2001d) . contents and soil water pressure head observations sigIn this regard, the SCE global optimization algorithm nificantly decreases the uncertainty in the residual water developed by Duan et al (1992 Duan et al ( , 1993 ) has shown to be efcontent and pore-connectivity parameter, but increases fective, efficient, and consistent in locating the globally the uncertainty of the other soil hydraulic parameters.
optimal parameter values. The explicit presence of model errors when pooling obFinally, we would like to emphasize that one should served soil water content data and soil water pressure be particularly careful to draw conclusions about paramhead data in one likelihood function increases the uncereter inequivalance without recourse to examination of tainty of some of the hydraulic parameters. Recently in the uncertainty associated with the parameters (Durner the field of rainfall-runoff modeling, Kuczera and Mroczet al., 1997; Wildenschild et al., 2001) . For instance, alkowski (1998) yielded similar results, as they showed though the most optimal ␣ values for Scenario A and that augmenting streamflow data with other response B outlined in Table 6 differ substantially the 95% confitime series data might not reduce parameter uncerdence intervals of ␣ suggests that this parameter might tainty. Nevertheless, inspection of the multivariate posbe equivalent in describing both soil water content and terior surface demonstrated one single mode for each soil water pressure head dynamics in the soil core simulparameter, being associated with the most likely paramtaneously. eter set, derived using the SCE algorithm. This suggests that a joint identification of the hydraulic parameters using observed soil water content and soil water pres-
SUMMARY AND CONCLUSIONS
sure head data might not reduce parameter uncertainty,
In this paper, we have considered the Metropolis algobut increases the identifiability of the global minimum rithm as an effective and efficient MCMC sampler for in the parameter space.
assessment of parameter uncertainty in nonlinear modUsing laboratory outflow experiments, it has been els. Parameter uncertainties obtained with traditional argued by many authors that the use of cumulative outfirst-order approximations and uniform grid sampling flow observations only leads to uniqueness problems, strategies were compared with those obtained using the regarding the identified soil hydraulic parameters (Kool Metropolis algorithm, an effective and efficient Markov and Parker, 1988; van Dam et al., 1994; Toorman et al., Chain Monte Carlo sampler. A diagnostic measure, based 1992; Eching and Hopmans, 1993; Eching et al., 1994) . These studies all employed a gradient-based local-type on multiple sequences generated in parallel, was usedto Samples generated with the Metropolis algorithm using
