The Fredholm property of Toeplitz operators on the p-Fock spaces F p α on C n is studied. A general Fredholm criterion for arbitrary operators from the Toeplitz algebra Tp,α on F p α in terms of the invertibility of limit operators is derived. This paper is based on previous work, which establishes corresponding results on the unit balls B n [7] .
Introduction
Consider the weighted Gaussian measure dµ ν (z) = (ν/π) n e −ν|z| 2 dz on C n , where ν > 0 and dz denotes the usual Lebesgue measure on C n ∼ = R 2n . The Fock space F p α for α > 0, 1 < p < ∞ is the closed subspace of L p (C n , µ pα/2 ) consisting of entire functions. Toeplitz operators on these spaces are defined to be the composition of a multiplication operator M f , where f ∈ L ∞ (C n ), and a certain projection P α (see below) back onto the closed subspace F p α , i.e.
The function f is then called the symbol of T f or M f , respectively.
When studying such Toeplitz operators a natural property to consider is the Fredholmness of such operators, that is: are the kernel and the cokernel of T f finite dimensional? Inspired by Toeplitz operators on other spaces, e.g. on the Hardy space or on the Bergman space over the unit ball, one expects that the information about the Fredholmness of T f can be extracted from the symbol, more precisely from the behaviour of f near infinity [4, 19] . For symbols which extend continuously to the boundary sphere of C n theorems of the following form are known: If f is nowhere zero on the boundary sphere, then T f is Fredholm [5] [6, Theorem 2.1]. Results for a more general class of symbols are known for the case p = 2: If f is of vanishing oscillation, then T f is Fredholm if f is bounded away from zero close to the boundary (cf. [13, 20] for the Bergman space or [3, 17] for the Fock space). Corresponding results can be proven without the restriction p = 2, cf. section 6 in this article. For Toeplitz operators with more general symbols, or even other operators from the Toeplitz algebra T p,α , which is just the norm closure of the algebra generated by Toeplitz operators, such results were missing.
Only recently the methods of limit operators, known from the theory of banddominated operators on sequence spaces, were adapted to the case of Toeplitz operators on Bergman-and Fock spaces. It was realized that the notion of "boundary of C n (resp. B n in the Bergman space case)" in the usual sense was too restrictive. Instead, one densely embeds C n (resp. B n ) into the maximal ideal space M of BUC(C n ) (resp. BUC(B n )), the space of bounded uniformly continuous functions. We thus consider M \ C n as the boundary of C n and the boundary values of an operator A ∈ T p,α at M \ C n are obtained by "shifting" A to the boundary (we will make this precise below). For each x ∈ M \ C n we will get a boundary operator A x , called a limit operator. In [12] and [18] a limit operator theory for the Bergman space over the unit ball was developed, whereas the corresponding results for the Fock space were derived in [2] . In both cases it was shown that operators in the Toeplitz algebra are compact if and only if all of their limit operators vanish. In [7] some ideas from the limit operator theory on sequence spaces (see [8, 10, 11, 14, 15, 16] ) were adapted to show that an operator in the Toeplitz algebra over the unit ball is Fredholm if and only if all of its limit operators are invertible.
In this paper, we adapt these results from the unit ball case to the Fock space to obtain the following main theorem: Theorem 1. An operator A ∈ T p,α is Fredholm if and only if all of its limit operators are invertible.
We closely follow the ideas of [7] in this paper. Since the Fock space is in some aspects simpler than the Bergman space, we can avoid some technical difficulties and can focus more on the actual ideas.
The paper is organized as follows: In Section 2 we introduce our notation and recall some basic results. In Section 3 we introduce band-dominated operators and provide some properties of them. Section 4 will be devoted to the theory of limit operators and the main theorem of this paper. In Section 5 methods similar to those from Section 4 will be sketched to derive results on the essential norm of operators from the Toeplitz algebra. In the end, Section 6 will be used to show how the expected results on the Fredholmness of Toeplitz operators with symbols of vanishing oscillation can be derived from our main theorem.
Notation and basic definitions
For ν > 0 let dµ ν denote the Gaussian measure
on C n , where dz denotes the Lebesgue measure on C n ≃ R 2n and | · | denotes the norm coming from the standard hermitian inner product ·, · on C n , which is linear in the first and antilinear in the second component. dµ ν is easily seen to be a probability measure. The space L p α is given by
for α > 0 and 1 < p < ∞, where
Further, F p α denotes the closed subspace of entire functions in L p α . Throughout this paper we will assume, unless stated otherwise, p ∈ (1, ∞) and α ∈ (0, ∞) without further mentioning it.
For a Banach space X we denote by L(X) the space of bounded linear operators on X and by K(X) the ideal of compact operators. By M f we will denote the operator of multiplication by the function f ∈ L ∞ (C n ). We will use this symbol for both multiplication operators acting as
without mentioning p or α in the notation. A Toeplitz operator is an operator of the form
, where f is called the symbol of the operator. Here P α is the projection L p α → F p α onto the closed subspace given by the formula in Proposition 2 below. By T p,α we denote the norm-closed subalgebra of L(F p α ) generated by all Toeplitz operators with bounded symbols. A net of bounded linear operators (A γ ) γ on some Banach space X is said to converge * -strongly to A ∈ L(X) if A γ → A strongly and A * γ → A * strongly, where B * denotes the Banach space adjoint of B ∈ L(X). For a set M ⊆ C n we denote its characteristic function by χ M . By B(z, r) we will denote the Euclidean ball around z ∈ C n with radius r > 0. We will need the following result regarding projections from
The following facts will also be of importance: 
j∈N be a sequence of measurable subsets of C n such that every z ∈ C n belongs to at most N of the sets U j for some N ∈ N. Further, let (f j ) j∈N be a sequence of measurable functions f j :
In particular,
Proof. As in [7, Proposition 6] .
The following two results are well-known and are provided here for completeness:
to be bounded it suffices to show that α Re z, w − β|z| 2 − γ|w| 2 is bounded from above. Since
and the right-hand side of this inequality is just the polynomial p(x, y) = αxy − βx 2 − γy 2 evaluated at x = |z|, y = |w|, the boundedness follows from the well-known fact that p(x, y) is bounded from above for 4βγ − α 2 ≥ 0.
Since α > 2 √ βγ, this function is unbounded.
Proof. It is
By the Hille-Tamarkin theorem [21, Theorem 41.6 ] it suffices to check (recall: 
where C is the bound from Lemma 5 with γ = q 2 α p . The proof for M χD P α is similar.
The next lemma is an easy exercise, which we will frequently use:
Band-dominated operators
The aim of this section is to introduce band dominated operators in L(L p α ) and to provide some basic properties of them. In the following definition, dist(M 1 , M 2 ) denotes the Euclidean distance of two sets
The infimum over all such ω will be denoted by ω(A) and is called the band width of A. Denote by |z| ∞ the induced sup-norm from R 2n ∼ = C n and dist ∞ (z, B) = inf{|z − w| ∞ ; w ∈ B} for z ∈ C n and B ⊆ C n . Set
Figure 1: The function φ and enumerate ζ as ζ = {B j } ∞ j=1 such that it is 0 ∈ B 1 . Furthermore, we denote
(ii) every z ∈ C n belongs to at most 2 2n of the sets Ω 1 (B j ) and at most 4 2n of the sets Ω 3 (B j );
We will now construct a sequence of auxiliary functions, which will give a partition of unity of C n with particularly nice properties. Define the function
Let (σ j ) j∈N be the enumeration of 6Z 2n which coincides with the enumeration of ζ, i.e. σ j ∈ B j for all j ∈ N. We set ϕ j = ϕ σj . It is easily seen that the ϕ j fulfill the following properties:
(iii) the sequence (ϕ j ) j∈N is uniformly equicontinuous (every function is even Lipschitz continuous with Lipschitz constant at most
. In a similar way we can construct another sequence (ψ j ) j∈N of functions, now such that the functions are non-negative and uniformly equicontinuous mappings from C n to [0, 1] with
For each t ∈ (0, 1) and each j ∈ N we define the functions ϕ j,t (z) := ϕ j (tz) and ψ j,t (z) = ψ j (tz). The following proposition gives a few characterisations of band-dominated operators:
The following are equivalent:
M ϕj,t AM 1−ψj,t = 0, where the convergence of the operator sum should be understood as strong convergence;
Proof. The strong convergence in (iii) follows from the fact that ∞ j=1 M ϕj,t A converges strongly, which can easily be seen, and the following Lemma 11. (i) =⇒ (ii): Let ε > 0 and B be a band operator such that A − B < ε. Further, let t > 0 be small enough such that dist supp(ϕ j,t ), supp(1 − ψ j,t ) > ω(B), where the distance on the left-hand side is by construction independend of j. Then, for all j ∈ N M ϕj,t BM 1−ψj,t = 0.
where we used Proposition 4 and Lemma 7. Since ε > 0 was arbitrary, the result follows.
(ii) =⇒ (iii): Using Lemma 7 combined with Proposition 9 it is
Taking the supremum over all f with f = 1 and then the limit t → 0 gives the result.
The operator
can easily be seen to be a band operator. Since j ϕ j,t = 1 for all t > 0 it is
The equivalence (i) ⇐⇒ (iv) is more technical and we refer to the identical proof in the unit ball case [7, Proposition 11] .
Lemma 11. For every j ∈ N let a j , b j : C n → [0, 1] be measurable functions and assume that there is some N ∈ N such that each z ∈ C belongs to at most N of the sets supp(a j ) and at most M of the sets supp(
To prove the lemma it suffices to show that
By assumption, the sum under the integral is pointwise a finite sum with at most N terms. Using Lemma 7 we can continue the estimate as follows:
Using |a j (z)| ≤ 1, it follows:
as m → ∞. The norm estimate follows easily as well.
Here are some of the properties of BDO p α : 
Proof. (i), (ii) and (v) are easy consequences of the definition of BDO p α . The proofs of (iii) and (iv) are quite technical. Since we will not need those statements for our purposes, we only refer to the identical proofs in the unit ball case in [7, Proposition 13] .
In the following we will show that Toeplitz operators are, in a sense made precise below, in BDO p α . The next lemma will be crucial for this.
n is contained in at most N of the sets supp(a j ) and in at most N of the sets supp(b j ) for some N ∈ N. If there exists a σ ≥ 1 such that dist supp a j , supp ( 
Proof. Observe that all operator series mentioned in the statement above and in the following proof converge * -strongly as an easy consequence of Lemma 11. We borrow ideas from the proof of [2, Lemma 2.6] and sketch them here. It will be appropriate to start with the case N = 1. We first consider the limit case p = ∞. Define
P α , that is the integral operator with the same integral kernel as for the case p < ∞, is a projection from L ∞ α to F ∞ α , the closed subspace of holomorphic functions, and can hence be considered as an operator on L ∞ α (see [22, Corollary 2.22] 
and hence it is
Observe that, by the same argument with a 1 ≡ 1 ≡ b j and a j ≡ 0 ≡ b 1 for all j > 1 we get that P α is bounded on L For 1 < p < 2, instead of proving
directly, we will prove an estimate
′ and then consider adjoints (see Proposition 3). As before, the estimate on L q α can be proven with the two limit steps q = ∞, q = 2 and then using interpolation. For the case q = ∞, observe that in the same way as above one can show
one gets
for the case q = ∞. For q = 2, we already have the estimate since 
and the two series converge strongly. For the case N > 1 we set Λ 1 (z) = {j ∈ N; z ∈ supp(a j )} and Λ 2 (z) = {j ∈ N; z ∈ supp(b j )}, both sets are considered to be ordered in the natural way. With 
and we can write the operator as a finite sum of operators which fulfill the requirements of the lemma for N = 1.
For an operator A ∈ L(F p α ) we define its extension to L p α byÂ = AP α + Q α , where Q α = Id −P α . Now we can prove the announced result about Toeplitz operators being band-dominated:
Proof. We obtain that P α is in BDO p α by combining Lemma 13 and Proposition 10 with the fact that
By Proposition 12, the extension of every Toeplitz operator is in BDO
Proof. The proof goes similarly to the unit ball case [7, Proposition 17] . We give a sketch of the proof here: For t > 0 define an operator
where the series converges strongly B t ≤ 2 6n M by Lemma 11. Using the identity
and some properties of band-dominated operators from Proposition 10, one can show
M ϕj,t = 0 (see [7, Proposition 17] ). With this fact we directly obtain
is compact (Proposition 6) and 
The other Fredholm regularizer (i.e. A| F p α C ∈ Id +K(F p α ) for some C ∈ L(F p α )) can be obtained similarly, defining operators C t :
Using that A * ∈ BDO q α one can analogously show
M ϕj,t = 0 and conclude again, using [A,
Now proceed as in the first case.
Limit operators
For each z ∈ C n consider the weighted shift operators
C z is an isometry from L 
Let M denote the maximal ideal space of BUC(C n ), the unital C * -algebra of bounded and uniformly continuous functions on C n , where M is equipped with the weak- * topology. We consider C n as a subset of M by identifying each z ∈ C n with the functional of point evaluation at z, δ z : f → f (z). In this sense, C n is known to be a dense subspace of M. If A ∈ T p,α and (z γ ) is a net in C n converging to x ∈ M \ C n , then A zγ is known to converge * -strongly to some limit operator, denoted by A x , which does not depend on the particular choice of the net (z γ ) [2, Corollary 5.4].
In the following we will denote by τ z : C n → C n the function w → w − z for each z ∈ C n . For later reference we collect a few results in the following lemma.
(ii) For z ∈ C n it is
Proof. (iii) is a direct consequence of (i) and (ii). For (i), observe that for g ∈ L p α and w ∈ C n it is
and hence
for all w ∈ C n and g ∈ L p α .
Proposition 17. Let A ∈ T p,α and let (z γ ) be a net in C n converging to x ∈ M \ C n such that A x is invertible. Let f ∈ L ∞ (C n ) be with compact support. Then there is a γ 0 such that for all γ ≥ γ 0 there are operators
Proof. The proof is similar to the proof of [7, Proposition 19] . Let R > 0 such that supp f ⊂ B(0, R). P α M χ B(0,R) is compact by Proposition 6 and therefore it follows
for z γ → x, where we also used C zγ Q α C −zγ = Q α (which is a consequence of Lemma 16 (ii)). Therefore there exists a γ 0 such that
Here we used that A −1
and thus
Multiplying by C −zγ from the left and C zγ from the right and using Lemma 16 (i) gives
and the claimed norm estimate follows easily with
The result for D γ can be derived similarly: Since M χ B(0,R) P α is also compact,
has norm < 1 2 for large γ and we get
We get the following theorem:
Theorem 18. If A ∈ T p,α is such that A x is invertible for every x ∈ M \ C n and sup
Proof. The proof works entirely as in [7, Theorem 20] . For the readers convenience we reproduce it here.
Assume A is not Fredholm. One easily sees that [Â, P α ] = 0. By Proposition 15, there exists a strictly increasing sequence (j m ) m∈N and some t > 0 with
Since both cases can be dealt with in the same way, we may assume
As diam(supp ψ j,t ) ≤ 12 √ 2n t =: R for all j ∈ N by definition of ψ j,t and Proposition 9 (iii), there is a sequence (w jm ) m∈N with |w jm | → ∞ such that supp ψ jm,t ⊆ B(w jm , R).
By the compactness of M we may choose a convergent subnet (w γ ) of (w jm ) such that (−w γ ) converges to some y ∈ M \ C n . By Proposition 17 there is a γ 0 such that for each
which is a contradiction.
We will need the following proposition: Proposition 19. Let A ∈ T p,α be compact and (z γ ) be a net in C n converging to x ∈ M \ C n . Then A zγ converges * -strongly to 0.
Proof. This is the statement of [2, Theorem 1.1 and Lemma 6.1].
The following theorem provides the converse of the previous theorem:
x as z γ → x. Proof. As in [7, Theorem 21] . Since AB − Id and BA − Id are both compact, (AB − Id) zγ and (BA − Id) zγ converge * -strongly to 0 for z γ → x. Further,
A x is hence injective with closed range. Using the same argument for the adjoint operators, we get g ≤ B A * x g for all g ∈ F q α and hence the surjectivity of A x . A x is therefore invertible. We also get A −1 x ≤ B from these estimates. Since B was an arbitrary Fredholm regularizer of A, we have A
which can easily be established, we also get the * -strong convergence of B zγ to A −1
Combining Theorem 20 and Theorem 18 with [2, Corollary 5.4], the fact that all limit operators exist for operators in T p,α , we obtain: Proposition 21. A ∈ T p,α is Fredholm if and only if A x is invertible for all x ∈ M \ C n and sup
The condition sup A −1 x < ∞ is actually redundant. This will be shown in the remaining part of this section. Denote
which, of course, is independent of j, and define for t > 0,
We also use the notation ν(A) := ν(A| C n ).
Proof. (i): As in [7, Proposition 27]: For the first statement let ε > 0 and pick
Since the inequalities are symmetric in A and B, the result follows.
(ii): Let again ε > 0, pick w ∈ C n such that
where the second-to-last estimate can be concluded as in the first statement. Now use again the symmetry in A and B.
Proposition 23. Let A ∈ T p,α . For every ε > 0 there exists some t > 0 such that for all F ⊆ C n and all B ∈ {Â} ∪ {Â x ; x ∈ M \ C n }:
Proof. The first inequality follows by definition. For the second inequality: Let (A m ) m∈N be a sequence of band operators that converges toÂ in norm. Further, let ε > 0 and choose
, hence we may pass to a weakly convergent subnet, which we also denote by (A m ) zγ . Let the limit of this net be denoted by (A m ) x . The strong convergence ofÂ zγ tô supp g ). This implies ω((A m ) zγ ) ≤ ω(A m ) and hence ω((A m ) x ) ≤ ω(A m ) by passing to the limit. Observe now that, if we know that there exists a t ∈ (0, 1) such that for all
we are done, since by Proposition 22 it is
For the existence of such a t, we refer to the corresponding part of the proof of the unit ball case in [7, Proposition 23] , which is identical to the situation in the Fock space.
Proposition 24. {A x ; x ∈ M} and {A x ; x ∈ M \ C n } are both compact in the strong operator topology for each A ∈ T p,α .
Proof. M and M \ C n are compact and x → A x is continuous w.r.t. the strong operator topology [2, Proposition 5.3] .
Lemma 25. Let A ∈ T p,α , w ∈ C n and r > 0. Then, for each f ∈ L p α with supp f ⊆ B(w, r) and every x ∈ M\C n there exists g ∈ L p α and y ∈ M\C n with g = f , supp g ⊆ B(0, r) and B(0,r) ).
Proof. Using the definition, one can quickly check that C w1 C w2 = C w1+w2 e α 2 ( w2,w1 − w1,w2 ) for every w 1 , w 2 ∈ C n . Let (z γ ) be a net in C n that converges to x. Taking a suitable subsequence if necessary, we may assume that
for some y ∈ M \ C n by Proposition 24, and hence C −w A x C w = A y . Since P α C w = C w P α , we also have C −wÂx C w =Â y . Now let f ∈ L Lemma 26. Let A ∈ T p,α . Then there exists a y ∈ M \ C n such that
Proof. We only give a sketch of the proof here, since it is identical (up to the obvious changes) to the proof in [7, Lemma 25] . Using Proposition 23 we get a sequence (t k ) k∈N with r t k+1 > 2r t k and
Using Lemma 25 repeatedly we can construct a sequence (
Passing to a strongly convergent subnet (A yj γ ) γ of (A yj ) j∈N (Proposition 24), which converges to A y for some y ∈ M \ C n , we get
by Proposition 6 and hence
by Proposition 22. Then
Taking the limit k → ∞, we get the desired result.
We can now finally state and prove our main result:
Theorem 27. For A ∈ T p,α the following are equivalent:
(iii) A x is invertible for all x ∈ M \ C n and sup
Proof. The equivalence of (i), (ii) and (iii) was already proven in Proposition 21. We get the following corollary directly from the definition of the essential spectrum, which is defined as 
Norm estimates
The aim of this section is to provide estimates of the essential norm for every A ∈ T p,α . Define for t > 0,
Proposition 29. For every A ∈ T p,α and every ε > 0 there exists a t > 0 such that for all F ⊆ C n and every B ∈ {A} ∪ {A x ; x ∈ M \ C n } it is
Proof. The proof is very similar to the proof of Proposition 23. Only the second inequality needs to be proven, as the first follows directly from the definition. If A m is a band operator such that AP α − A m < ε 4 , one can prove that
x is defined as in the proof of Proposition 23 (cf. [7, Proposition 27]). Then, using estimates similar to those in Proposition 22, one gets the desired result.
Theorem 30. Let A ∈ T p,α . Then
Proof. Let (z γ ) be a net converging to x ∈ M \ C n . (A + K) zγ converges * -strongly to A x for every K ∈ K(F p α ) since K zγ converges to 0 by Proposition 19. Using Banach-Steinhaus and the fact that C w is an isometry for each w ∈ C n , one gets
Since this holds for all x ∈ M \ C n and all compact operators K, the second inequality follows. We give a sketch for the proof of the first inequality, and refer to [7, Theorem 28] for the missing details. It can be seen that it suffices to prove 
for all s > 0. By Proposition 29 there is a t ∈ (0, 1) with
Using the definition, for each s > 0 there must be some w s ∈ C n such that AP α M χ B(ws ,r t ) ≥ AP α M χ B(ws ,r t )\B(0,s) > sup x∈M\C n A x P α + ε 2 .
Using that M χ B(ws ,r t ) = C ws M χ B(0,r t ) C −ws , P α C ws = C ws P α (Lemma 16) and the fact that C −ws and C ws are surjective isometries, we get A −ws P α M χ B(0,r t ) > sup
Since (w s ) clearly cannot converge in C n and M is compact, there is a subnet of (w s ), also denoted by (w s ), such that −w s converges to y ∈ M \ C n and A −ws converges to A y strongly, which implies by the compactness of P α M χ B(0,r t ) (Proposition 6) A −ws P α M χ B(0,r t ) → A y P α M χ B(0,r t ) .
But this implies
A y P α M χ B(0,r t ) ≥ sup
An improvement of this can be obtained if p = 2:
Theorem 31. For A ∈ T 2,α it is
Proof. Replacing ν and ν t by · and |||·||| t in the proof of Lemma 26 and using Proposition 29, one can show that there is a y ∈ M \ C n such that A y P α = sup{ A x P α ; x ∈ M \ C n }. Since A x P α = A x for p = 2, we get that the supremum in the theorem is actually a maximum. The equality follows by Theorem 30 with P α = 1.
6 Symbols of vanishing oscillation and vanishing mean oscillation It is easy to see that VO(C n ) ⊂ BUC(C n ). In the case p = 2 it is well-known [3, 17] that for VO-symbols the Fredholm information is located at the boundary, i.e. for f ∈ VO(C n ) it holds
where f (∂C n ) denotes the set of limit points of f (z) as |z| → ∞. We get those results for every 1 < p < ∞ as a special case of Corollary 28:
Theorem 32. For f ∈ VO(C n ) it holds σ ess (T f ) = f (∂C n ).
Proof. By Corollary 28 we need to show that
Let (z γ ) be a net in C n converging to x ∈ M \ C n . Since f ∈ BUC(C n ) it is f • τ zγ (0) = f (z γ ) → x(f ). Further, observe that where T x(f ) is just x(f ) · Id, thus σ((T f ) x ) = {x(f )}. But since f (z γ ) converges to x(f ), this needs to be in f (∂C n ) and hence
On the other hand, if w ∈ f (∂C n ), let (z m ) be a sequence such that f (z m ) → w. By Proposition 24 we may choose a convergent subnet ((T f ) zγ ) γ of ((T f ) zm ) m and, as above, it converges to w Id and we get the other implication.
We also get the following corollary for symbols with vanishing mean oscillation (see e.g. [1] for a definition):
wheref is the Berezin transform of f .
Proof. It isf ∈ V O(C n ) [1, Corollary 2.8] and also |f −f | 2 ∈ C 0 (C n ), i.e.
|f −f | 2 vanishes at infinity [1, Theorem 5.3] . This of course implies f −f ∈ C 0 (C n ). Therefore T f −f is compact [2, Theorem 1.1] and hence σ ess (T f ) = σ ess (Tf ) =f (∂C n ).
