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Hydrodynamic behavior in electronic systems is commonly accepted to be associated with ex-
tremely clean samples such that electron-electron collisions dominate and total momentum is con-
served. Contrary to this, we show that in monolayer graphene the presence of disorder is essential
to enable an unconventional hydrodynamic regime which exists near the charge neutrality point and
is characterized by a large enhancement of the Wiedemann-Franz ratio. Although the enhancement
becomes more pronounced with decreasing disorder, the very possibility of observing the effect de-
pends crucially on the presence of disorder. We calculate the maximum extrinsic carrier density
nc below which the effect becomes manifest, and show that nc vanishes in the limit of zero dis-
order. For n > nc we predict that the Wiedemann-Franz ratio actually decreases with decreasing
disorder. We complete our analysis by presenting a transparent picture of the physical processes
that are responsible for the crossover from conventional to disorder-enabled hydrodynamics. Recent
experiments on monolayer graphene are discussed and shown to be consistent with this picture.
I. INTRODUCTION
Electric and thermal transport in electronic systems
have long been described in terms of a single-particle pic-
ture [1] which emphasizes the role of collisions between
electrons and impurities or phonons, while electron-
electron interactions play a secondary role. It is only in
the past two decades that advances in the fabrication of
ultra clean samples have refocused the interest on collec-
tive hydrodynamic transport - a transport regime which
is controlled by the nearly conserved quantities: number,
momentum, and energy [2–5].
Under ordinary conditions (i.e., when the single-
particle picture is valid) the total momentum of the elec-
trons rapidly decays to the equilibrium value (0) as a
result of electron-impurity collisions. The motion of each
electron, under these conditions, can be pictured as a
random walk uncorrelated from that of the other elec-
trons.
The hydrodynamic regime provides a radical alterna-
tive to the single-particle scenario. The electron liquid
is in a state of local quasi equilibrium, which is estab-
lished by frequent electron-electron collisions and is char-
acterized by definite values of the collective variables,
particle density, momentum density, and energy density.
Electron-electron collisions cannot change the global val-
ues of these conserved quantities (barring umklapp pro-
cesses for momentum), but can redistribute them over
the system. The momentum density, in particular, obeys
a diffusion equation, with the viscosity playing the role
of diffusion constant. The motions of individual elec-
trons, under these conditions, become correlated, since
they must satisfy the constraints imposed by the conser-
vation laws.
Of course, the hydrodynamic regime is not easily
achieved for electrons in solids. It is not sufficient that
the system be very clean: the temperature cannot be
too high or too low because, in the first case, lattice vi-
brations destroy the conservation of momentum, and, in
the second case, electron-electron collisions, hindered by
the Pauli exclusion principle, are not frequent enough to
establish local quasi-equilibrium. In spite of these diffi-
culties, great progress has been made recently towards
achieving this delicate balance in low-dimensional elec-
tronic materials, and several signatures of hydrodynam-
ics, such as an enhanced thermoelectric power near the
charge neutrality point (CNP) of graphene[6], viscosity-
controlled vorticity [7], higher than ballistic conduc-
tion [8], and the Gurzhi effect [9], have been experimen-
tally observed.
It might appear from the above description that disor-
der and hydrodynamics are mutually incompatible, since
the former breaks the conservation of momentum, which
is the basis for the latter. In this paper we show, however,
that this is not necessarily the case. Specifically, we show
that the thermoelectric transport properties of monolayer
graphene near the charge neutrality point exhibit an in-
triguing disorder-enabled hydrodynamic regime, namely a
hydrodynamic regime which would not be observable in
a perfectly clean system, but becomes observable in the
presence of disorder within a range of doping densities
that is proportional to the strength of disorder. Indeed,
such a regime has been observed in recent experiments
[10] and its most dramatic manifestation is a large en-
hancement of the Wiedemann-Franz ratio between the
electric and the thermal resistivity in a narrow window
of doping levels around the charge neutrality point.
We remind the reader that the Wiedemann-Franz ra-
tio, WF – defined more precisely in the next section –
is a number of order 1 in the usual disorder-dominated
single-particle transport regime. This indicates that the
dominant scattering mechanism affects equally electric
and thermal transport. In the hydrodynamic regime of
an ordinary electron gas, on the other hand, one expects
the electric resistivity to drop to values much smaller
than the thermal resistivity because the conservation of
momentum prevents Coulomb collisions from changing
the particle current, while no such restriction exists for
2the thermal current: this situation results in a reduced
value of the WF ratio [11].
Doped monolayer graphene is somewhat different from
an ordinary electronic system in that the particle cur-
rent does not coincide with the momentum and is there-
fore not automatically protected from decay as a result
Coulomb collisions. Nevertheless, even in this case the
presence of a finite Fermi surface protects the particle
current from decay due to Coulomb collisions and yields
a reduced WF ratio [12–15].
The situation changes in graphene near the charge neu-
trality point. The protection arising from momentum
conservation shifts from the particle current to the en-
ergy current which, in this regime, coincides with the
thermal current and the total momentum [16, 17]. As a
result, a large enhancement of the WF ratio has been pre-
dicted [16, 17]. However, we show that such enhancement
is observable only in a narrow window of doping densities
– a window that shrinks to zero as the system is made
cleaner and cleaner. Both features – enhancement of WF
ratio and shrinking window for its observation, are con-
firmed experimentally [10]. This is, to the best of our
knowledge, the first time that a disorder-enabled hydro-
dynamic regime has been demonstrated experimentally.
While the phenomenon of the enhancement of the WF
ratio near the CNP of graphene has attracted consider-
able theoretical interest in recent years (see in particular
the early works in Refs. [10, 16, 17], where the WF en-
hancement is discussed as an example of quantum criti-
cal behavior) most previous work on the subject has fo-
cused on detailed quantitative studies of the scattering
mechanisms that control the size of the effect [15, 18–
20], including long-range inhomogeneities of the electron-
hole density – the so-called puddles [20]. In contrast to
those previous studies, we take a minimalistic approach
in which we first attempt to get a qualitative explanation
in terms of electron-electron collisions only, then find that
this approach greatly overestimates the effect, leading to
mathematical singularities, and lastly introduce a min-
imal amount of disorder as a regularization tool to ob-
tain finite and physically meaningful results. We identify
two distinct regimes of doping near the charge neutral-
ity point: (i) a low-doping regime n < nc in which the
WF ratio is much larger than the standard π2/3 and in-
creases with decreasing disorder, and (ii) a higher doping
regime nc < n < nc2 in which the WF ratio is still larger
than π2/3 but now decreases with decreasing disorder.
Both nc and nc2 tend to zero in the limit of perfectly
clean system, and we predict that measurements will in-
evitably fall into the second regime (ii) as the system is
made less and less disordered at a given doping density.
Our analysis is based the simplest version of semiclas-
sical transport theory, where the solution of the Boltz-
mann equation is parametrized in terms of two variables
corresponding to the electric and the thermal current re-
spectively. With the use of simple mathematics we dis-
play the crossover from disorder-enabled hydrodynamics
to ordinary hydrodynamics, identify the doping densities
at which the crossover occurs, and clarify the underlying
physical mechanisms.
II. DEFINITION AND CALCULATION OF THE
THERMOELECTRIC RESISTIVITY MATRIX
We work within the framework of quasi classical trans-
port theory [1], where the state of the electrons is de-
scribed by a homogeneous distribution function fk,γ ,
where k is the Bloch wave vector and γ is the band index.
The deviation from equilibrium is δfk,γ = fk,γ − f (0)k,γ ,
where f
(0)
k,γ is the equilibrium distribution function at
chemical potential µ and temperature T . The quantities
of interest are the electric current je and the thermal cur-
rent jq, however, in order to homogenize the dimensions
we will be working with the particle current jn = je/(−e)
(where −e is the charge of the electron) and the entropy
current in units of kB, js = βjq, where β = 1/(kBT ).
These currents are related to the nonequilibrium distri-
bution function by [21]
jn =
∑
k,γ
vk,γδfk,γ , js =
∑
k,γ
βǫ˜k,γvk,γδfk,γ , (1)
where ǫ˜k,γ ≡ ǫk,γ−µ, and ǫk,γ and vk,γ are, respectively,
the energy and the velocity of band γ at wave vector k.
The currents are connected to the electric field E and
to the temperature gradient ∇T by the thermoelectric
resistivity matrix, ρ, which we define as follows( −eE
−kB∇T
)
= ρ ·
(
jn
js
)
. (2)
While this definition differs slightly from the conventional
one [1], its main advantage is dimensional homogeneity,
i.e., all the currents and all the components of the re-
sistivity matrix have the same physical dimensions. The
elements of ρ are expressed in terms of three transport
coefficients: the reduced electric resistivity ρ¯el (this is the
ordinary electric resistivity multiplied by e2), the reduced
thermal resistivity ρ¯th (this is the usual thermal resistiv-
ity multiplied by k2BT ), and the dimensionless Seebeck
coefficient Q¯ (this is the ordinary Seebeck coefficient ex-
pressed in units of kB/e), in the following manner (see
Ref. 1)
ρ =
(
ρ¯el + Q¯
2ρ¯th Q¯ρ¯th
Q¯ρ¯th ρ¯th
)
. (3)
The determinant of this matrix is the product of the elec-
tric and thermal resistivities:
detρ = ρ¯elρ¯th . (4)
We also introduce the Wiedemann-Franz ratio, WF , de-
fined as follows
WF ≡ ρ¯el
ρ¯th
=
detρ
ρ¯2th
, (5)
3where WF = π2/3 when the Wiedemann-Franz law is
satisfied in its standard form, e.g., for the classical model
of a parabolic band with short-range disorder.
In order to compute the transport coefficient we make
the following 2-parameter Ansatz for the non equilibrium
distribution function in the steady state:
δfk,γ = f
′
k,γvk,γ · [pn + βǫ˜k,γps] , (6)
where f ′k,γ denotes the derivative of the Fermi distribu-
tion with respect to energy, pn and ps are momentum
shifts associated with the particle and the entropy cur-
rent, respectively:(
jn
js
)
= D ·
(
pn
ps
)
, (7)
and D is a symmetric 2 × 2 matrix of “Drude weights”,
which are functions of µ and T . These functions are
calculated analytically and presented in Appendix A to-
gether with their limiting forms for small and large values
of the ratio µ¯ = βµ.
The simple 2-parameter Ansatz of Eq. (6) suits our
goal to keep the whole approach as simple as possi-
ble, while highlighting the essential physics of disorder-
enabled hydrodynamics and achieving a good qualita-
tive understanding of the main features observed in
experiments [10]. More complex 3-mode approxima-
tions [3, 4, 22] have previously been employed in the
derivation of hydrodynamic equations. These are good
to account for fine details of the physical picture, but do
not change the basic features, which are nicely captured
by our two-parameter Ansatz.
We substitute Eq. (6) into the Boltzmann equation for
the steady state response in the presence of fields E and
∇T and require consistency between the assumed values
of the currents and the ones that satisfy the Boltzmann
equation,
− f ′k,γvk,γ · [eE+ βǫ˜k,γkB∇T ] = Ik,γ . (8)
The key input for this is the moments of the collision
integral, Ik,γ , which to linear order in pn and ps are
given by ( ∑
k,γ vk,γIk,γ∑
k,γ βǫ˜k,γvk,γIk,γ
)
= I ·
(
pn
ps
)
. (9)
The 2 × 2 matrix I, which we refer to as “collision ker-
nel”, depends on the details of the microscopic scatter-
ing mechanism and is derived in Appendix B for Coulomb
collisions and in Appendix C for our special model of elas-
tic electron-impurity scattering. Simple algebraic manip-
ulations, using Eqs. (2), (6) and (7), Eq. (8) leads to the
final expression for the thermoelectric resistivity matrix,
ρ = D−1 · I ·D−1 . (10)
This equation is the starting point of our analysis. We
note in passing that electron-electron interactions appear
only in the collision kernel, I. The “Drude weights”, D,
are completely determined by the clean noninteracting
model. We expect that, in a more accurate theory, they
would be slightly renormalized by interactions.
III. THE LIMIT OF ZERO DISORDER
If disorder is rigorously absent, then the collision inte-
gral is exclusively controlled by Coulomb collisions. Re-
gardless of any approximation we do in the treatment
of these collisions, as long as Umklapp processes are ne-
glected, the total momentum will be conserved, meaning
that ∑
k,γ
kIk,γ = 0 . (11)
This simple observation has huge consequences for the
structure of the resistivity matrix. First observe that in
graphene ǫk,γ = γ~vk, where v is the Fermi velocity and
γ = 1 for the conduction band and −1 for the valence
band, and vk,γ = γvkˆ, where kˆ is the unit vector in the
direction of k. This implies that the energy current is
proportional to the momentum current:∑
k,γ
ǫkγvk,γδfk,γ = v
2
∑
k,γ
~kδfk,γ , (12)
which is a conserved quantity. Substituting the expres-
sion of ǫk,γ and vk,γ in Eq. (9), and making use of the
conservation of momentum, Eq. (11), we get( ∑
k,γ vk,γIk,γ
−µ¯∑k,γ vk,γIk,γ
)
= I ·
(
pn
ps
)
(13)
where µ¯ = βµ. This being true for any value of pn and
ps implies that I has an eigenvector with eigenvalue 0 – a
zero mode – proportional to
(
µ¯
1
)
. Physically, this mode
corresponds to a pure energy current, which is protected
from decay by momentum conservation.
The presence of a zero mode implies that detI = 0,
and since the matrices of the Drude weights D are not
singular (see Appendix A) we can immediately conclude
that, in the absence of disorder
detρ = ρ¯elρ¯th = 0 (clean limit) . (14)
This implies that either the electric resistivity or the ther-
mal resistivity is zero for all doping levels and tempera-
tures and, accordingly, the WF ratio can only be either
zero or infinity.
Further analysis reveals that it is the electric resistiv-
ity that vanishes for any value of n > 0. To see this,
notice that the existence of the zero mode implies that
the matrix I is completely determined by a single scalar
function IC(µ, T ) and has the form
I = IC
(
1 −µ¯
−µ¯ µ¯2
)
. (15)
From this, the resistivity matrix is easily found to be
ρ = IC
(
a2 −ab
−ab b2
)
, (16)
4where
a =
D22 + µ¯D12
detD
, b =
D21 + µ¯D11
detD
. (17)
Limiting values of a and b for small and large values of
µ¯ are given in Table I of Appendix A. In particular, near
CNP (µ¯≪ 1), we have
a(µ¯) ≃ (πβ~
2)
ln 4
, b(µ¯) ≃ 2µ¯(πβ~
2)
9ζ(3)
≃ 0 . (18)
Comparing this with Eq. (3) we immediately identify
the transport coefficients as follows
ρ¯th = ICb
2 , Q¯ = −a
b
, ρ¯el = 0 , (n > 0) . (19)
The only exception arises at the charge neutrality point
where µ¯ = 0 and b = 0 (see Appendix A) while a remains
finite. Thus, at the CNP the thermal resistivity vanishes,
the electric resistivity acquires a finite value, and the See-
beck coefficient diverges:
ρ¯th(0) = 0 , Q¯(0) =∞ , ρ¯el(0) = ρ¯C = ICa2 . (20)
(The (0) argument emphasizes that this formulas refer
to the CNP). We emphasize that all of the above re-
sults follow from the conservation of momentum and are
therefore valid only in the limit of zero disorder. Some
of these results are clearly unphysical: for example, the
divergence of the Seebeck coefficient at CNP and the dis-
continuous jump of the electric conductivity from zero to
a finite value at n = 0. On the other hand, the elec-
tric resistivity at CNP, ICa
2, and the thermal resistivity
at finite doping levels, ICb
2 are robust properties, in the
sense that a small amount of disorder will affect their
values as a small perturbative correction.
It is worth reflecting on the fact that the electric resis-
tivity in the absence of disorder exhibits a discontinuity
at the charge neutrality point. At this point the only
carriers in the system are thermally excited electrons and
holes in the conduction and valence bands respectively.
The two types of carries drift in opposite directions un-
der the action of an electric field. The physical origin of
the finite resistivity is the transfer of momentum (also
known as Coulomb drag [23]) between the two types of
carriers flowing in opposite directions. Why does the re-
sistivity plummet to zero as soon as extrinsic carriers are
introduced in, say, the conduction band? The answer is
that the extrinsic carriers create a resistance-free chan-
nel of conduction which shunts the thermally activated
electrons and holes. Indeed, the extrinsic carriers act,
in the absence of disorder, like the superfluid component
of a superconductor: they accelerate under the action
of an electric field, while the thermally excited electrons
and holes follow the displaced equilibrium distribution
without experiencing any relative motion, hence without
giving rise to Coulomb drag. Thus, while our derivation
has relied heavily on an approximate two-parameter so-
lution of the Boltzmann equation, we believe that our
qualitative conclusions has more general validity.
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Figure 1. Universal Coulomb thermal resistivity ρth,C as a
function of T/TF for different doping density as labeled.
The remaining task for this section is to calculate the
electron-electron collision kernel IC , which controls the
resistivity matrix. In Appendix B we make use of a stan-
dard approximation for the Coulomb collision integral
(screened interaction plus Fermi golden rule) to find
IC = − β
4π
∑
q
∫ ∞
−∞
dω
|V (q)|2[(ℑΠ1)2 −ℑΠ0ℑΠ2]
sinh2(β~ω/2)
,
(21)
where the response functions Πn(q, ω) (n = 0, 1, 2) are
defined as
Πn = 4
∑
γ,γ′
∑
k
F γγ
′
k,k+q(vk,γ − vk+q,γ′)n(fk,γ − fk+q,γ′)
ǫk,s − ǫk+q,γ′ + ~ω + i0+
(22)
V (q) = 2πe2/κ(q + qTF) is the screened Coulomb in-
teraction with the Thomas-Fermi screening wave vec-
tor qTF = 4e
2kF /(κ~v). The factor 4 accounts for the
spin and valley degeneracy and κ is the dielectric con-
stant of the substrate (within our calculations, we set
κ = 4 which is for h-BN substrate). The form factors
F γγ
′
k,k+q = [1 + γγ
′ cos(θk − θk+q)]/2, where θk is the an-
gle formed by the k vector with the x-axis, come from the
overlap of the wave functions at wave vectors k and k+q.
In Fig. 1, we plot the thermal resistivity as function of
temperature (scaled with the Fermi temperature TF ) for
different doping densities. These curves are “universal”
in the sense that they depend only on the Coulomb inter-
action and on the doping density of the ideal clean model.
Our numerical results exhibit ρC,th(T → 0) ∼ T lnT and
ρC,th(T → ∞) ∼ lnT/T 2 dependencies at low and high
temperatures, respectively (see the fitting curves).
The results for the electric resistivity, which is only
50 0.5 1 1.5 2
n (1010 cm-2)
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2
Figure 2. Reduced electric (solid curves) and thermal (dashed
curves) resistivites as function of density for different disorder
strength at T = 60 K.
finite at the CNP (first calculated by A. Kashuba in
Ref. 24), require the inclusion of a small amount of dis-
order and will be discussed in the next section.
IV. DISORDER-ENABLED HYDRODYNAMICS
Regularization of the results presented in the previous
section is achieved by including an infinitesimal amount
of disorder, which breaks the conservation of momentum.
To see how this happens we add to the collision integral
a small momentum-non-conserving part, i.e., we write
I = IC + ID , (23)
where the electron-electron collision kernel IC (C for
Coulomb) was defined in Eq. (15), and the momentum-
non-conserving kernel ID (D for disorder) is assumed to
be proportional to a dimensionless momentum relaxation
rate λ, which we take to be ≪ 1. The precise form of ID
is not important for our purposes: the essential point
is that it breaks the conservation of momentum. How-
ever, for the sake of illustration, we will later make use
of a simple model of electrons and holes scattering from
randomly distributed impurities of density nd with short-
range potential V0δ(r): for this model λ = ndV
2
0 /(~v)
2,
as detailed in Appendix C. The resistivity matrix is the
sum of two terms
ρ = ρC + ρD (24)
where ρC is defined in Eq. (16), and
ρD = D
−1 · ID ·D−1
=
(
ρ¯el,D + Q¯
2
Dρ¯th,D Q¯Dρ¯th,D
Q¯Dρ¯th,D ρ¯th,D
)
, (25)
where ρ¯el,D, ρ¯th,D, and Q¯D are, respectively the elec-
tric resistivity, the thermal resistivity, and the Seebeck
coefficient of the disordered system, without including
electron-electron collisions. In particular, ρ¯el,D, ρ¯th,D are
considered to be small quantities of order λ≪ 1.
From these formulas we extract our first important re-
sult, namely that the effect of disorder on the thermal
conductivity is a small additive perturbation, ρ¯th,D:
ρ¯th = ICb
2 + ρ¯th,D . (26)
To calculate the electric resistivity, we make use of the
formula ρ¯el = detρ/ρ¯th. The determinant of ρ is most
conveniently calculated in the basis of the (normalized)
eigenvectors of the Coulomb resistivity matrix, ρC , which
are (see Eq. (16))
|0〉 ≡ 1√
a2 + b2
(
b
a
)
(27)
with eigenvalue 0, and
|1〉 ≡ 1√
a2 + b2
(
a
−b
)
(28)
with eigenvalue a2 + b2. Notice that, at the charge neu-
trality point (a finite, b = 0), these eigenvectors reduce
to
(
0
1
)
and
(
1
0
)
respectively. In the |0〉, |1〉 represen-
tation the resistivity matrix takes the form
ρ =
( 〈0|ρD|0〉 〈0|ρD|1〉
〈1|ρD|0〉 IC(a2 + b2) + 〈1|ρD|1〉
)
, (29)
and its determinant is readily seen to be
detρ = IC(a
2 + b2)〈0|ρD|0〉+ ρ¯el,D ρ¯th,D , (30)
from which we obtain
ρ¯el =
IC(a
2 + b2)〈0|ρD|0〉+ ρ¯el,D ρ¯th,D
ICb2 + ρ¯th,D
. (31)
We see that the effect of disorder on the electric resistivity
is strongly non-additive except at the charge neutrality
point, where b = 0, 〈0|ρD|0〉 = ρ¯th,D, and we find the
intuitive result
ρ¯el(0) = ρ¯C + ρ¯el,D(0) , (32)
i.e., a small correction to the Coulomb drag resistivity.
The remarkable fact is that this formula remains essen-
tially valid even at finite doping level (but we must have
µ¯ ≪ 1) where the electric resistivity would be zero in
the absence of disorder. In other words, an infinitesimal
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Figure 3. (a) Theoretical WF ratio (scaled with pi2/3) as a function of density at T = 60 K for three different disorder strength
as labeled. (b) Experimental WF ratio, taken from Ref. [10], for three graphene samples with different disorder density nd.
amount of disorder causes the electric resistivity to jump
from 0 to ρ¯C ≡ ICa2. The reduced thermal (dashed
curves) and electric (solid curves) resistivities are plot-
ted in Fig. 2 as functions of density n at T = 60 K. For
very low disorder (e.g., λ = 0.0001) ρ¯th vanishes and ρ¯el
approaches to ρ¯C (indicated by an arrow) at n = 0.
Now the question is: how low must the doping level be
for the electric resistivity to remain close to ρ¯C? To ad-
dress this, we discard the second-order term ρ¯el,D ρ¯th,D ∝
λ2 in the numerator of Eq. (31) and do some simple al-
gebraic manipulations to rewrite
ρ¯el ≃ ρ¯C ρ˜D
ρ¯C + ρ˜D
, ρ˜D = ρ¯th,D
a2
b2
, (33)
where we have used the fact that b≪ a near the neutral-
ity point. Indeed, from Eq. (18) we see that
a
b
=
2π2
3µ¯
(34)
diverges at CNP (notice that this is the negative of the
purely Coulombic Seebeck coefficient Q¯C).
This formula has an elegant physical interpretation in
terms of two resistances in parallel. Qualitatively, we see
that the electric resistance remains essentially pinned to
the Coulomb drag value, ρ¯C , as long as ρ˜D ≫ ρ¯C . ρ˜D is
proportional to disorder strength and therefore nominally
small: however, it diverges as doping is reduced towards
the charge neutrality point, because b→ 0. This defines
a crossover doping level, proportional to the strength of
disorder, below which the electric resistivity is controlled
by Coulomb collisions. We have called this the disorder-
enabled hydrodynamic regime. Of course, the above for-
mula is valid for low doping levels. In the opposite regime
of µ¯→∞ the Coulomb kernel becomes negligible and the
electric resistivity is controlled by disorder as usual.
The Wiedemann-Franz ratio provides a particularly
incisive way to describe the crossover from disorder-
enabled to ordinary hydrodynamics. Upon combining
Figure 4. The crossover densities nc and nc2 (see text) as
functions of the disorder strength λ at T = 60 K (The right
y-axis shows the corresponding µ¯ values).
Eq. (26) with Eq. (33) (Eq. (26) being rewritten as
ρ¯th = ρ¯C
b2
a2 + ρ¯th,D – see also Eq. (20)) we obtain
WF =
ρ¯el
ρ¯th
=
(
Γ
b2
a2 + Γ
2
)2
, Γ2 =
ρ¯th,D
ρ¯C
, (35)
which is the square of a Lorentzian in the variable b/a ≃
3µ¯
2pi2 . The Lorentzian has maximum value Γ
−1 and width
at half maximum Γ. This formula shows that the WF
ratio at the neutrality point is greatly enhanced relative
to its standard noninteracting value π2/3:
WF (0) =
1
Γ2
=
ρ¯C
ρ¯th,D
, (36)
7diverges as the strength of disorder, which ρ¯th,D is pro-
portional to, tends to zero. This feature is clearly
brought out by recent experimental measurements of WF
in graphene near the neutrality point. In Fig. 3, we com-
pare our theoretical WF (Fig. 3(a)) for three different
disorder strengths with the experimental results of Ref.
[10] measured in three samples with different disorder
densities (Fig. 3(b)) . The numerical results confirm
all the qualitative features deduced from the analytical
work.
Even more important from the present point of view
is the fact that the enhancement of the WF persists in
a doping window which we can (somewhat arbitrarily)
define from the width of the Lorentzian at half max-
imum as b
2
a2 <
ρ¯th,D
ρ¯C
. This coincides with the condi-
tion ρ˜D > ρ¯C deduced from the analysis of Eq. (33)
and defines a crossover doping density nc that scales lin-
early with the strength of disorder. The doping region
n < nc defines what we have dubbed disorder-enhanced
hydrodynamic regime. This regime is hydrodynamic be-
cause electron-electron collisions dominate over disorder
and determine the enhancement of the WF ratio; it is
disorder-enabled because the enhancement of WF goes
away at any finite doping density when the strength of
disorder goes to zero. We emphasize that the WF ra-
tio remains much larger than π2/3, in fact larger than
1/Γ2 ≫ π2/3, throughout the disorder-enabled regime. A
more lenient crossover density nc2 is obtained from the
density for which WF first drops below π2/3 (see Fig.
4). We can say that the disorder-enabled hydrodynamic
regime occurs for n < nc2 as long as nc ≪ nc2. When
this is not the case, theWF ratio becomes a rather struc-
tureless function of n which does not differ much from the
standard value π2/3. The electron liquid is no longer in
the hydrodynamic regime.
The two crossover lines nc an nc2 are plotted in Fig. 4
and go to zero, respectively, as λ1/2 and λ1/4 in the clean
limit λ → 0. [25] These lines divide the hydrodynamic
regime into two regions: in region (i), 0 < n < nc, the
WF ratio increases with decreasing λ, while in region
(ii), nc < n < nc2, the WF ratio decreases with de-
creasing λ. These behaviors are direct consequences of
the analytic form of the squared Lorentzian of Eq. (35).
From Fig. 4 we see that the λ → 0 limit falls entirely
within regime (ii) as long as the doping density is finite.
This means that the WF ratio at a given (small) doping
density will eventually begin to decrease as the system
is made cleaner and cleaner. This prediction is nicely
confirmed by the experimental data shown in Fig. 3b.
On the basis of this, we predict that the enhancement
of the WF ratio will become visible, at a given doping
density, only when the disorder strength exceeds a cer-
tain threshold. In particular, the enhancement will not
be observable when the crossover density nc drops below
the level of unavoidable puddle fluctuations [20].
As a final point, we notice that the inclusion of disorder
also regularizes the Seebeck coefficient, which in the clean
limit exhibits an unphysical divergence at the neutrality
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Figure 5. Seebeck coefficient in graphene as a function of den-
sity for (a) different temperatures at a fixed disorder strength
and for (b) different disorder strength at T = 200 K.
point. In Fig. 5 we see that the regularized Seebeck coef-
ficient exhibits a large swing about the neutrality point,
but goes to zero at the neutrality point as expected. The
swing region, in which the derivative of the Q¯ vs dop-
ing density reverses its sign, is yet another incarnation of
the disorder-enabled hydrodynamic regime. Its width is
defined by the same condition |n| < nc (or |n| < nc2).
V. DISCUSSION, SUMMARY AND
CONCLUSIONS
The existence of an unusual hydrodynamic regime in
graphene, characterized by a large enhancement of the
Wiedemann-Franz ratio near the charge neutrality point,
has been recognized for a few years and has elicited con-
siderable experimental and theoretical work. The com-
plex interplay of many scattering mechanism makes a
quantitative study of the system quite difficult and may
obscure the basic physics. Rather than trying to compete
with the many excellent works in the field, in this paper
we have tried to reduce the phenomenon to its bare essen-
tials, namely the conservation of momentum in Coulomb
scattering – broken only by an infinitesimal amount of
disorder which we introduce for the sake of regulariza-
tion – and the fact that momentum equals energy cur-
rent in the regime of interest (whereas in usual electron
liquids it is related to the particle current). The quasi-
conservation of the energy current implies a reduced ther-
mal resistivity, but does not affect the electric resistivity,
which is controlled by Coulomb drag between electrons
and holes in different bands. This is the basic fact under-
pinning the enhancement of the Wiedemann-Franz ratio.
Through the use of a bare-bones model we achieve great
mathematical simplicity, traceability, and transparency
in our description of the effect. Having thus reduced the
mathematical apparatus to a minimum we are able to
gain fresh insight into the peculiar role played by disor-
der in establishing the new hydrodynamic regime. We
have realized that the new regime, which is latent in
the structure of the Coulomb collision integral, would
8remain invisible without a small breaking of momentum
conservation which creates the window in doping den-
sity in which the effect can be observed. More precisely,
we have been able to identify the doping density below
which the enhancement of the WF ratio becomes signif-
icant and shown that this density tends to zero as the
system becomes cleaner. In particular, we predict that
the effect will not be observable when the crossover den-
sity falls below the magnitude of the naturally occurring
density fluctuations near the charge neutrality point –
the so-called “puddles” [20]. As a final point, we note
that Umklapp scattering processes and other types of
collisions, by breaking the conservation of momentum,
could in principle offer alternative ways to regularize the
results of Sect. III, at the price of introducing additional
complexity. Some of these mechanism are discussed in
excellent works that can be found in the literature [15].
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since b/a(µ¯ → 0) ∼ µ¯2, see table I in Appendix A, we
obtain λ1/2 ∝ µ¯. The extrinsic density corresponding to
the chemical potential µ is calculated using,
n =
N0
β2
[
Li2(−e
−µ¯)− Li2(−e
µ¯)
]
≈
2 ln 2N0
β2
µ¯
where N0 = 2/pi(~v)
2. With this we obtain nc(µ¯→ 0) ∼
λ1/2. The nc2 crossover line, i.e.WF ∼ pi
2/3, corresponds
to the ρ¯th,D/ρ¯C ∼ (b/a)
4 condition and thus nc2 ∼ λ
1/4
as λ→ 0.
APPENDIX A: DRUDE WEIGHTS
In this section, we obtain explicit expressions for
the D-matrix elements, which we have dubbed “Drude
weights” and defined in Eq. (7). Using Eqs. (1) and
(6), the D-matrix elements can be defined through the
following equations
D11 =
g
2
∑
k,γ
vk,γ · [f ′k,γvk,γ ],
D12 = D21 =
g
2
∑
k,γ
vk,γ · [f ′k,γvk,γβǫ˜k,γ ],
D22 =
g
2
∑
k,γ
βǫ˜k,γvk,γ · [f ′k,γvk,γβǫ˜k,γ ],
(A.1)
9where the factor g = 4 accounts for the spin and valley.
ǫ˜k,γ = ǫk,γ − µ with ǫk,γ = γ~vk (γ = ±1) are the
linear bands of graphene and vk,γ = γvk/k is the velocity
vector at band γ. With these, Eqs. (A.1) lead to the
following integrals
D11 =
2v2F
(2π)2
∑
γ
∫ 2pi
0
dθ
∫ ∞
0
kdk
k
γk
.
k
γk
(
∂f0k,γ
∂ǫk,γ
)
= − 1
πβ~2
∫ ∞
0
dx x
[
ex−µ¯
(1 + ex−µ¯)2
+
e−(x+µ¯)
(1 + e−(x+µ¯))2
]
D12 = D21 =
2v2Fβ
(2π)2
∑
γ
∫ 2pi
0
dθ
∫ ∞
0
kdk
k
γk
.
k
γk
(ǫk,γ − µ)
(
∂f0k,γ
∂ǫk,γ
)
= − 1
πβ~2
∫ ∞
0
dx x
[
(x− µ¯)ex−µ¯
(1 + ex−µ¯)2
− (x+ µ¯)e
−(x+µ¯)
(1 + e−(x+µ¯))2
]
D22 =
2v2Fβ
2
(2π)2
∑
γ
∫ 2pi
0
dθ
∫ ∞
0
kdk
k
γk
.
k
γk
(ǫk,γ − µ)2
(
∂f0k,γ
∂ǫk,γ
)
= − 1
πβ~2
∫ ∞
0
dx x
[
(x− µ¯)2ex−µ¯
(1 + ex−µ¯)2
+
(x + µ¯)2e−(x+µ¯)
(1 + e−(x+µ¯))2
]
(A.2)
where we used the dimensionless variables x = βǫ+ and µ¯ = βµ. The integrals (A.2) can be solved analytically
resulting in the final expressions
D11 = −C log[2(1 + cosh µ¯)],
D12 = D21 = −C
[
−π
2
3
− 2µ¯ log(1 + eµ¯)− 4Li2(−eµ¯)
]
,
D22 = −C
[
− µ¯
3
(π2 − 6µ¯ log[1 + eµ¯]) + 8µ¯Li2(−eµ¯)− 12Li3(−eµ¯)
]
,
(A.3)
where C = (πβ~2)−1 and Lin(z) =
∑∞
k=1 z
k/kn is the poly-logarithmic function. It would be helpful to look at the
limits of Drude weights at µ¯ → 0 (very low doping or high-T ) and µ¯ → ∞ (high doping or low-T ). The results are
summarized in Table I.
APPENDIX B: ELECTRON-ELECTRON COLLISION MOMENTS
The electron-electron collision integral for the band γ and at wave vector k, Ik,γ is given by,
Ik,γ = −
∑
k′
∑
γ′,η,η′
∑
q
W (q)
[
fk,γ(1− fk−q,γ′)fk′,η(1− fk′+q,η′)− fk−q,γ′(1− fk,γ)fk′+q,η′(1− fk′,η)
]×
δ(ǫk,γ + ǫk′,η − ǫk−q,γ′ − ǫk+q,η′)
(B.1)
where the momentum conservation appears naturally when doing the second quantization of Coulomb interaction in
k-space, and the energy conservation stems from the Fermi golden rule. fk,γ = f
(0)
k,γ + δfk,γ is the non-equilibrium
distribution function and W (q) = (2π/~)|V (q)|2 defines the collision probability where V (q) is the statistic screened
coulomb interaction. Inserting δfk,γ from Eq. (6) and using
δ(ǫk,γ + ǫk′,η − ǫk−q,γ′ − ǫk+q,η′) = ~
∫ ∞
−∞
dωδ(ǫk′,η − ǫk′+q,η′ + ~ω)δ(ǫk,γ − ǫk−q,γ′ − ~ω) (B.2)
and
Table I. Limiting behavior of the D-matrix elements, and the corresponding a and b defined in Eq. (16). C = (piβ~2)−1.
D11 ∼ C ln 4 a ∼ 1/D11
µ¯→ 0 D12 ∼ Cµ¯ ln 4 b ∼ 2µ¯/D22
D22 ∼ C9ζ(3) b/a ∼ [4 ln 2/9ζ(3)]µ¯
D11 ∼ Cµ¯ a ∼ 2/D11
µ¯→∞ D12 ∼ Cpi
2/3 b ∼ 1/D12
D22 ∼ Cpi
2µ¯/3 b/a ∼ 3µ¯/2pi2
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f0k(1 − f0k±q)δ(ǫk − ǫk±q ± ~ω) =
f0k − f0k±q
∓2e±β~ω/2 sinh(β~ω/2)δ(ǫk − ǫk±q ± ~ω), (B.3)
we obtain
Ik,γ =
2πβ
4
∑
γ′,η,η′
∑
k′
∑
q
∫ ∞
−∞
dω
|V (q)|2
sinh2(β~ω/2)
×
F γγ
′
k,k−q(f
0
k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω)F ηη
′
k′,k′+q(f
0
k′,η − f0k′+q,η′)δ(ǫk′,η − ǫk′+q,η′ + ~ω)×
[vk,γ − vk−q,γ′ + vk′,η − vk′+q,η′ ]pn + β [ǫ˜k,γ ǫ˜k,γ − vk−q,γ′ ǫ˜k−q,γ′ + vk′,η ǫ˜k′,η − vk′+q,η′ ǫ˜k′+q,η′ ]ps
(B.4)
where {γ, γ′, η, η′} = ±1 denote the band index and F γγ′k,k−q is the form factor comes from the overlap of the
wave functions at vector k and k + q. For graphene, one can simply see that vk,γ ǫ˜k,γ = k − µvk,γ . With
this peculiar relation resulting from the linear dispersion of graphene, the last line in Eq. (B.4) simplifies to
[vk,γ − vk−q,γ′ + vk′,η − vk′+q,η′ ] (pn − µ¯ps). Now the moments of the electron-electron collision integrals can be
calculated using Eq. (13),∑
k,γ
vk,γIk,γ = IC(pn − µ¯ps), −µ¯
∑
k,γ
vk,γIk,γ = IC(−µ¯pn + µ¯2ps) (B.5)
where the kernel IC is
IC =− β
2π
∑
q
∫ ∞
−∞
dω
|V (q)|2
sinh2(β~ω/2)
∑
k,γ,γ′
vk,γF
γγ′
k,k−q(f
0
k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω)×
∑
k′,η,η′
F ηη
′
k′,k′+q(f
0
k′,η − f0k′+q,η′)δ(ǫk′,η − ǫk′+q,η′ + ~ω)[vk,γ − vk−q,γ′ + vk′,η − vk′+q,η′ ].
(B.6)
We rewrite the first term in Eq. (B.6) as,∑
k,γ,γ′
vk,γF
γγ′
k,k−q(f
0
k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω) =
1
2
[ ∑
k,γ,γ′
vk,γF
γγ′
k,k−q(f
0
k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω) +
∑
k,γ,γ′
vk,γF
γγ′
k,k−q(f
0
k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω)
]
.
(B.7)
Exchanging (k→ k+ q, γ → γ′, γ′ → γ) in the first term and (k→ −k) in the second term we get∑
k,γ,γ′
vk,γF
γγ′
k,k−q(f
0
k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω) =
1
2
[ ∑
k,γ,γ′
vk+q,γ′F
γγ′
k,k+q(f
0
k+q,γ′ − f0k,γ)δ(ǫk+q,γ′ − ǫk,γ − ~ω)+
∑
k,γ,γ′
v−k,γF
γγ′
−k,−k−q(f
0
−k,γ − f0−k−q,γ′)δ(ǫ−k,γ − ǫ−k−q,γ − ~ω)
]
=
1
2
∑
k,γ,γ′
F γγ
′
k,k+q(vk,γ − vk+q,γ′)(f0k,γ − f0k+q,γ′)δ(ǫk,γ − ǫk+q,γ′ + ~ω)
(B.8)
where we used ǫ−k,γ = ǫk,γ , f−k,γ = fk,γ, F
γγ′
k,k′ = F
γγ′
−k,−k′ , v−k,γ = −vk and exchanged ω → −ω which gives an
overall minus sign. With these transformations IC becomes
IC = − β
4π
∑
q
∫ ∞
−∞
dω
|V (q)|2
sinh2(β~ω/2)
×
[
∑
k,γ,γ′
F
γγ
′
k,k+q(vk,γ − vk+q,γ′)(f 0k,γ − f 0k+q,γ′)δ(ǫk,γ + ǫk+q,γ′ + ~ω)]2+
2[
∑
k′,η,η′
F γγ
′
k,k+q(f
0
k′,η − f0k′+q,η′)δ(ǫk′,η − ǫk′+q,η′ + ~ω)]×
[
∑
k,γ,γ′
F γγ
′
k,k−qvk,γ(vk,γ − vk−q,γ′)(f0k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω)]
(B.9)
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Similarly, we rewrite the last term as
∑
k,γ,γ′
F γγ
′
k,k−qvk,γ(vk,γ − vk−q,γ′)(f0k,γ − f0k−q,γ′)δ(ǫk,γ − ǫk−q,γ′ − ~ω) =
1
2
∑
k,γ,γ′
F γγ
′
k,k+qvk+q,γ′(vk+q,γ′ − vk,γ)(f0k+q,γ′ − f0k,γ)δ(ǫk+q,γ′ − ǫk,γ − ~ω)+
1
2
∑
k,γ,γ′
−F γγ′
−k,−k−qvk,γ(−vk,γ + vk+q,γ′)(f0k,γ − f0k+q,γ′)δ(ǫk,γ − ǫk+q,γ′ − ~ω) =
− 1
2

 ∑
k,γ,γ′
F γγ
′
k,k+q(vk,γ − vk+q,γ′)2(f0k,γ − f0k+q,γ′)δ(ǫk,γ − ǫk+q,γ′ + ~ω)


(B.10)
Using Eq. (B.10), and rewriting the δ functions in terms of the imaginary parts of the response functions Πn, given
in Eq. (22) in the main text, we finally obtain
IC = − β
4π
∑
q
∫ ∞
−∞
dω
|V (q)|2
sinh2(β~ω/2)
[(ℑΠ1)2 −ℑΠ0ℑΠ2] (B.11)
APPENDIX C: DISORDER COLLISION MOMENTS
The non-momentum-conserving disorder collision integral is given by,
ID(k, γ) =
2πg
~
∑
γ′
∑
k
′
|Uk−k′ |2F γγ
′
k,k′
(fk,γ − fk′,γ′)δ(ǫk,γ − ǫk′,γ′) (C.1)
where the factor g = 4 accounts for the spin and valley degeneracy and F γγ
′
k,k′
= (1 + kˆ · kˆ′)/2. Considering the
short-range disorder characterized by an effective strength of |Uk−k′ | ≈ ndV 20 (nd is the disorder density and V0δ(r)
is the disorder potential), the linearized collision integral becomes
ID(k, γ) =
2πgvndV
2
0
~
∑
k′,γ
(
∂f0k,γ′
∂ǫk,γ
)
(1 + kˆ · kˆ′)(kˆ− kˆ′) · (pn + βǫ˜k,γps)δ(ǫk,γ − ǫk′,γ) (C.2)
From this we easily construct the moments of the disorder collision integral
I11D =
2πg2v2ndV
2
0
~
∑
k
∑
k′,γ
(
∂f0k,γ′
∂ǫk,γ
)
[1− (kˆ · kˆ′)2]δ(ǫk,γ − ǫk′,γ)
I12D = I
21
D =
2πg2v2ndV
2
0
~
∑
k
∑
k′,γ
βǫ˜k,γ
(
∂f0k,γ′
∂ǫk,γ
)
[1− (kˆ · kˆ′)2]δ(ǫk,γ − ǫk′,γ)
I22D =
2πg2v2ndV
2
0
~
∑
k
∑
k′,γ
(βǫ˜k,γ)
2
(
∂f0k,γ′
∂ǫk,γ
)
[1− (kˆ · kˆ′)2]δ(ǫk,γ − ǫk′,γ).
(C.3)
Using x = βǫk,+ and µ¯ = βµ the integrals (C.3) can be simplified to
I11D = α
∫ ∞
0
x2 dx
[
ex−µ¯
(1 + ex−µ¯)2
+
e−x−µ¯
(1 + e−x−µ¯)2
]
,
I12D = I
21
D = α
∫ ∞
0
x2 dx
[
(x− µ¯)ex−µ¯
(1 + ex−µ¯)2
− (x+ µ¯)e
−x−µ¯
(1 + e−x−µ¯)2
]
,
I22D = α
∫ ∞
0
x2 dx
[
(x− µ¯)2ex−µ¯
(1 + ex−µ¯)2
+
(x+ µ¯)2e−x−µ¯
(1 + e−x−µ¯)2
]
,
(C.4)
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where α = λ/(π~3β2) with λ = ndV
2
0 /(~v)
2. We will present our results in terms of the dimensionless disorder
strength λ. The final analytical solutions are
I11D = α
[
µ¯2 +
π2
3
]
, I12D = I
21
D = α
2µ¯π2
3
, I22D = α
[
µ¯2π2
3
+
7π4
15
]
. (C.5)
