Inverse and Implicit Function Theorems for Nonsmooth Maps in Banach Spaces  by Páles, Zsolt
 .JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 209, 202]220 1997
ARTICLE NO. AY975358
Inverse and Implicit Function Theorems for Nonsmooth
Maps in Banach Spaces
Zsolt PalesUÂ
Institute of Mathematics and Informatics, Lajos Kossuth Uni¨ ersity, H-4010, Debrecen,
Pf. 12, Hungary
Submitted by Jean-Pierre Aubin
Received May 6, 1993
We extend the classical inverse and implicit function theorems, the implicit
function theorems of Lyusternik and Graves, and the results of Clarke and
Pourciau to the situation when the given function is not smooth, but it has a convex
strict prederivative whose measure of noncompactness is smaller than its measure
of surjectivity. The proof of the main results requires Banach's open mapping
theorem, Michael's selection theorem, Ekeland's variational principle, and Kaku-
tani's fixed point theorem. Q 1997 Academic Press
1. INTRODUCTION
The aim of the present note is to extend some classical inverse and
implicit function theorems to the nonsmooth situation.
Let X and Y be normed spaces and F be a set-valued function acting
 .between them. If a point x, y belongs to the graph of F, then the
 . w xmodulus of surjection of F at x, y introduced by Ioffe 20, 23 is defined
by
Sur F , x , y t [ sup r G 0 : B y , r ; F B x , t . 4 .  .  .  . .
  .Here B z, s denotes the closed ball of radius s around z in the
 . .corresponding space; for B 0, 1 ; Z we simply write B . The constant ofZ
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surjection is then defined by
Sur F , x , y t .  .
sur F , x , y s lim inf . .
ttª0
A first order local surjection theorem is a statement offering a positive lower
 .estimate for the constant of surjection at a given point x, y . As it hasÃ Ã
been pointed out by Ioffe, a first order local surjection theorem always
 .implies solvability of the inclusion y g F x under small perturbations y
of y. It also turns out that a necessary condition in extremal problems canÃ
always be obtained in the form that the constant of surjection is zero for a
certain set-valued function obtained from the data of the mathematical
program.
w xIn the terminology by Penot in 35 , a set-valued function F with
 .positive constant of surjection in a neighborhood of x, y is called openÃ Ã
w xaround F at a linear rate. It is one of the main results of Penot 35 that
 .this property is equivalent to the metric regularity of F at x, y and alsoÃ Ã
y1  . to the pseudo-Lipschitzian property of F at y, x . For special cases ofÃ Ã
w x .this result, see Borwein 6 . The notion of metric regularity was stressed
w xfirst by Robinson 38 : The set-valued function F is called metrically regular
 .   ..around x, y where x g F y , if there exist positive numbers a , b , gÃ Ã Ã Ã
and c ) 0 such that
d x , Fy1 y F cd F x , y .  . . .
 .  .   . .for all x g B x, a , y g B y, b with d F x y F g . The notion ofÃ Ã
w xpseudo-Lipschitzianity is due to Aubin 1 : F is called pseudo-Lipschitzian
 .around x, y if there exist positive numbers a , b and c ) 0 such thatÃ Ã
d y , F x F cd x , x .  . .2 1 2
 .  .  . for all x , x g B x, a and y g B y, b l F x . For other importantÃ Ã1 2 1
w x .Lipschitzian properties of multifunctions, see Rockafellar 39 .
w x w xThe classical surjection theorem of Graves 17 and Lyusternik 29
 4states that if F s f where f is a continuously differentiable function
X .  4near x and f x is surjective then the constant of surjection of F s f atÃ Ã
  ..x, f x is positive. The sequential procedure of the proof by LyusternikÃ Ã
w xhas been extended in the work of Dmitruk, Milyutin, and Osmolovski 11 .
w xAnother approach to surjection theorems is due to Ioffe 19 , who initiated
the application of the Ekeland variational principle in this field. The first
application of this principle to set-valued functions is likely due to Aubin
w x  w x .1 . See also the monograph of Aubin and Frankowska 2 .
For further works, where Ekeland's principle is used andror the connec-
tion between local surjection, metric regularity, and pseudo-Lipschitzianity
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w x w xis studied, we refer to Borwein and Zhuang 7 , Cominetti 10 , Frankowska
w x w x w x w x14 , Ioffe 20]22 , Jourani and Thibault 25, 26 , Mordukhovich 31, 32 ,
w x w xPenot 34, 35 , and Thibault 40 .
We mention that, in the finite dimensional case, the complete descrip-
tion of local openness, metric regularity, and Lipschitzian properties has
w xrecently been found by Mordukhovich 31 . The characterization is given in
terms of the nonconvex subdifferential invented by Mordukhovich. The
necessary and sufficient conditions for the Lipschitzian invertibility of
single-valued functions in finite dimensional setting has been also found by
w xKummer 27, 28 . Here, Thibault's directional derivative is used to express
the result.
In the infinite dimensional case, in order to handle the nonsmoothness
of a given single valued or set-valued function F we need other substitutes
of differentiability of functions. We shall use strict prederivatives as first
order approximants to nonsmooth functions. The use of this notion was
w xinitiated by Ioffe 20, 21 .
A homogeneous set-valued function A : X ª 2Y is called a strict pre-
deri¨ ati¨ e of the set-valued function F at x if, for all « ) 0, there existsÃ
d ) 0 such that
X Y X Y 5 X Y 5F x ; F x q A x y x q « x y x B .  .  . Y
X Y  .for x , x g B x, d in the domain of F. If F is a single valued function,Ã
 4that is, F s f , then we also say that A is a strict prederivative for f at x.Ã
Then the above inclusion reduces to
X Y X Y 5 X Y 5f x g f x q A x y x q « x y x B . .  .  . Y
The principle of obtaining a surjection theorem for the function F is
that we assume the local first order approximability of F by a strict
prederivative A, and then we try to show that the properties of A can be
transferred to F.
In many cases, the strict prederivative A can be generated by a family of
 .linear operators in the following sense: There exists a family A ; L X, Y
 .  4such that A x s Ax : A g A . If A is a family of operators, then we say
that it is a strict prederivative of F at x if the set-valued map A definedÃ
above is a strict prederivative. From now on, we shall not use distinct
notation for A and A. The question whether a homogeneous set-valued
function A with closed convex values can be represented by a convex
w xfamily of linear operators can be tested using the results of Pales 33 .Â
 4If F s f , where f is a locally Lipschitz function, then the set of
 . 5 5 operators A g L X, Y such that A F L where L is the local Lipschitz
.constant of f at x forms a strict prederivative for f at x. Conversely, if aÃ Ã
bounded strict prederivative exists then f must be locally Lipschitz at x.Ã
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If X and Y are finite dimensional spaces, then Clarke's generalized
Jacobian of a locally Lipschitz function f at x is defined byÃ
X X­ f x [ co A g L X , Y ¬ ' x ª x : ;n ' f x and lim f x s A .  .  .  .Ã Ã 5n n n
nª`
 w x.   .cf. 9 . We note that ­ f x is never empty, since f is nondifferentiableÃ
.only on a set of measure zero by Rademacher's differentiability theorem.
 w xIt is known see Ioffe 20, Corollary 9.11, Proposition 10.9 that Clarke's
generalized Jacobian is a strict prederivative for locally Lipschitz functions.
We shall refer to this fact later, when we specialize our results to the finite
dimensional setting.
A function f admits a one element strict prederivative at x if and only ifÃ
it is strictly Frechet differentiable, therefore the strict prederivative is theÂ
extension of strict Frechet derivative to the case when the latter does notÂ
 .exist. We note that continuous Gateaux Hadamard, Frechet differentia-Â
bility in a neighborhood of a point always implies the strict FrechetÂ
differentiability at the point in question.
We shall need two numbers associated to any family of linear operators.
The first quantity, the measure of noncompactness, measures the size, the
 .largeness of A ; L X, Y :
n
x A [ inf r ¬ 'n g N, 'A , . . . , A g A : A ; B A , r . .  .D1 n i 5
is1
 .Clearly, if A is compact, then x A s 0, and conversely, if X and Y are
 .Banach spaces and x A s 0, then the closure of A is compact. One can
see that this function slightly differs from the noncompactness measure of
A introduced by Kuratowski, but is satisfies the usual properties of
 .  .noncompactness measures, for instance, x A s x co A for all A. Obvi-
 .  .ously, x A is finite if and only if A is bounded, moreover, x A F
 .diam A .
The second quantity describes the surjectivity properties of A. For an
 .operator A g L X, Y , let
s A [ sup c g R : cB ; A B . 4 .  .Y X
 .Clearly, s A is related to the constant of surjection of A:
s A s sur A , 0, 0 . .  .
If X and Y are Banach spaces, then, by Banach's open mapping theorem,
 .s A is finite if and only if A is surjective. For an arbitrary family of
 .operators A ; L X, Y , define
s A [ inf s A . .  .
AgA
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 .In this case, however, s A is not equal to the constant of surjection of
 .  .the set-valued map x ¬ A x at 0, 0 .
In this paper we consider single valued functions. In the central result
we prove that a strict prederivative A provides a local surjection theorem
for the given single valued function if we have
x A - s A . 1 .  .  .
More precisely, Theorem 3 below asserts the local surjection property for a
parametrized family of functions assuming the existence of a convex strict
 .prederivative A consisting of linear operators A such that 1 is valid.
Moreover, in this case the constant of surjection is nonsmaller than
 .  .  .  .s A y x A . If A increases, then s A decreases and x A increases,
therefore the gap between these values decreases. This shows that the
smaller A is, the bigger is the constant of surjection.
At this point we mention three closely related results.
w x Fabian and Preiss 13 obtained a local surjection theorem see Theorem
.2 there using operator generated strict prederivatives when the underlying
Banach spaces are reflexive. The proof uses a slight generalization of
Caristi's fixed point principle.
w xAnother approach is due to Glover and Ralph 16 . They use the
extended notion of Clarke's Jacobian for a single valued locally Lipschitz
 w x w x.mapping f when the range space Y is reflexive cf. Ralph 37 , Ioffe 20 :
 .  .­ f x consists of those operators A g L X, Y such thatÃ
 U :y , f x q « h y f x .  .
U U U :y , Ah F lim sup ;h g X , ; y g Y .
««ª0, xªxÃ
w x   ..A particular case of the main result in 16 is that if s ­ f x ) 0 and theÃ
 .set-valued map x ª ­ f x satisfies certain continuity assumptions, then f
is metrically regular at x.Ã
w x y1 .  .The result of Corollary 1.4 of Ioffe 23 offers C A y diam A as the
lower estimate for the constant of surjection, where
5 5C A s sup inf x : y g A x 4 .  .
5 5y s1
is the Banach constant of the family of operators A. If A increases, then
 . y1 .  .C A decreases, therefore the behaviour of C A y diam A cannot be
described easily. The comparison of this estimate with our estimate for the
constant of surjection is not obvious as well.
In the proofs of our main results we shall use Banach's open mapping
theorem, Michael's selection theorem, Ekeland's variational principle, and
Kakutani's fixed point theorem. As an immediate consequence, we get
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Grave's and Lyusternik's theorem, a generalization of Clarke's inverse
function theorem, Pourciau's open mapping theorem, and the classical
inverse and implicit function theorems.
The organization of the paper is the following: In Section 2 we recall a
generalization of Banach's open mapping theorem to operators mapping
 .  .from C T , X into C T , Y , where T is a compact Hausdorff topological
space and X, Y are Banach spaces. The main results of the paper are
contained in Section 3, where we prove theorems of local surjection type.
In the last section, the prederivatives are assumed to consist of invertible
linear operators, and the results obtained reduce to implicit and inverse
function theorems.
2. EXTENSION OF BANACH'S OPEN MAPPING THEOREM
To formulate the main result of this section, introduce the following
notation: If T is a Hausdorff topological space and X is a normed space,
 .then C T , X denotes the space of all bounded continuous maps from T to
X supplied with the supremum norm. Clearly, if X is a Banach space, then
 .  .C T , X is also a Banach space. If T is compact, then C T , X consists of
all continuous functions mapping T into X.
In the main result of this section we give a necessary and sufficient
 .  .  . .condition in order that a map A : C T , X ª C T , Y of the form Ax t
 .  .s A t x t be open. We shall need the following three lemmas.
LEMMA 1. Let X be a Banach space, Y be a normed space. Then, for all
 .A, D g L X, Y ,
5 5s A y s D F A y D . .  .
Proof. It is enough to prove that
5 5s D F s A q A y D 2 .  .  .
 .for all A, D g L X, Y .
 . 5 5If s D F A y D , then there is nothing to prove. In the remaining
5 5  .case, let A y D - c - s D be arbitrary. Then
cB ; D B . 3 .  .Y X
5 5We are going to show that, with q [ A y D rc, we have
1 y q cB ; A B . 4 .  .  .Y X
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 .Let y g 1 y q cB be arbitrary. We show first that a sequence x g XY n
can be constructed such that
ny1
ny1x g 1 y q q B and y s Dx q Ax 5 .  .n X n i
is1
hold for all n g N.
 .  .By 3 and the choice of y, we can find x g 1 y q B such that1 X
 .Dx s y, thus 5 holds true for n s 1. Assume that we have constructed1
 .x , . . . , x . By the second equation of 5 , we get1 n
ny y A x q ??? qx s D y A x F 1 y q q c. .  .  .1 n n
 .  . nTherefore, by 3 , x g 1 y q q B can be chosen such thatnq1 X
y y A x q ??? qx s Dx . .1 n nq1
 .Thus, both relations of 5 hold for n q 1 instead of n.
Now observe that the sum ` x converges to an element x g Bis1 i X
since the norms of its elements can be majorized by terms of a convergent
.geometric series with sum equal to 1 . Therefore, taking the limit n ª ` in
 .  .the second equation of 5 , we arrive at y s Ax. This proves 4 .
 .  .  .The relation 4 yields 1 y q c F s A . Therefore
5 5c y A y D F s A . .
 .  .Being c - s D arbitrary, we obtain 2 .
An obvious consequence of this lemma is that s is a Lipschitz continu-
 .ous function on L X, Y .
Remark. If Y is also a Banach space, then the continuity of s yields
 .that the set of surjective operators in L X, Y is open. Indeed, if A : X ª Y
is a surjective linear operator, then, by the open mapping theorem of
 .  .Banach, s A ) 0. By Lemma 1, then s D ) 0 holds in a neighborhood
of A. Thus the operators in this neighborhood are also surjective.
LEMMA 2. Let X be a Banach space, Y be a normed space, c ) 0 a fixed
 . Xconstant, and define the set-¨ alued mapping F : Y = L X, Y ª 2 byc
5 5 5 5 4F y , A [ x g X ¬ Ax s y , x F c y . .c
Then F is a closed con¨ex ¨alued set-¨ alued mapping. Moreo¨er F is lowerc c
Ã Ã .  .semicontinuous at a point y, A if c ) 1rs A .Ã
Proof. The closedness and convexity of values of F is obvious. Toc
Ã Ã .  .point out the lower semicontinuity at a point y, A when c ) 1rs A ,Ã
Ã .  .let x g F y, A be arbitrary and let y , A be a sequence withÃ Ãc n n
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Ã .  .lim y , A s y, A . We have to show that there exists a sequenceÃnª` n n
 .x g X such that x g F y , A holds for large n and lim x s x.Ãn n c n n nª` n
Ã Ã .  .Let c ) c ) 1rs A be arbitrarily fixed. Then, by definition of s A ,0
Ã 5 5 5 5there exists a vector x such that Ax s y and x F c y . DefineÃ Ã0 0 0 0
¡ 2 Ã5 5 5 5 5 5 5 5 5 5c y q y y y y y q c A y A yÃ Ã Ã .n n n
5 5if y / 0,Ã~ 5 5l [ c y c y . Ãn 0¢ 5 50 if y s 0,Ã
and
u [ l x q 1 y l x . . Ãn n 0 n
Then l G 0 for all n g N, further l ª 0 and therefore u ª x asÃn n n
n ª `. Moreover, we have
Ã 5 5 5 5 5 5Au s y and u F l c q 1 y l c y F c y , .Ã Ã Ãn n n 0 n
hence
Ã Ã5 5 5 5 5 5 5 5 5 5 5 5y y A u F y y y q Au y A u F y y y q c A y A y .Ã Ã Ãn n n n n n n n n
 . Choose n so that we have l - 1 and c ) 1rs A for n G n . This is0 n n 0
.possible by Lemma 1. Then, for n G n , there exists ¨ g X such that0 n
y y A u s A ¨ andn n n n n
2 Ã5 5 5 5 5 5 5 5 5 5¨ F c y y A u F c y y y q c A y A y .Ã Ãn n n n n n
Define now x [ u q ¨ . Then, by the previous relations and the defini-n n n
tion of l , we have A x s y andn n n n
5 5 5 5 5 5x F u q ¨n n n
2 Ã5 5 5 5 5 5 5 5 5 5F l c q 1 y l c y q c y y y q c A y A y s c y , . Ã Ã Ãn 0 n n n n
 .that is, x g F y , A .n c n n
Thus the proof is complete.
Remark. The proof of this lemma could have been also deduced from
w xPropositions 1.2.6 or 1.5.1 of 2 ; however, a direct proof was more
convenient here.
 w x.LEMMA 3 cf. Bartle and Graves 5, Theorem 4 . Let X be a Banach
space, Y be a normed space, T be a paracompact space, and let A : T ª
 .L X, Y be a bounded continuous operator ¨alued function. Then
A x t [ A t x t . 6 .  .  .  .  .
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 .  .defines a bounded linear map A : C T , X ª C T , Y , moreo¨er
s A s s A t s inf s A t . 7 .  .  .  . .  . .tgT
tgT
Proof. The boundedness and linearity of A is obvious.
  ..  .Define g [ inf s A t G 0. We are going to show first that s A0 t g T
G g . If g s 0, then there is nothing to show. Otherwise let 0 - g - g0 0 0
be fixed. We have to prove that
g B ; A B . 8 .CT , Y . CT , X .
Fix y g g B arbitrarily. Making use of Lemma 2, we get that theCT , Y .
set-valued map
5 5 5 5f t [ F y t , A t s x g X ¬ A t x s y t , g x F y t 4 .  .  .  .  .  . .1rg
is nonempty closed convex valued and lower semicontinuous on T.
 wNow we are in the position to apply Michael's theorem cf. 30; 2,
x.Theorem 9.1.2, p. 355; 43, Theorem 9.G, p. 466 on the existence of
continuous selections of lower semicontinuous maps. Therefore, we can
find a continuous function x : T ª X such that
1
A t x t s y t and x t F y t .  .  .  .  .
g
are valid for all t g T. In other words, we have
1
5 5 5 5Ax s y and x F y F 1.
g
 .  .Thus 8 is proved. It follows from 8 and the arbitrariness of g that
 .s A G g is also satisfied.0
 .To complete the proof of 7 , we have to show that here equality holds.
 .If this were not so, for some t g T and for some g , we have s A ) g )0
  ..  .s A t . Then the ball g B is not contained in A t B , i.e., there exists0 Y 0 X
 .  .y g g B such that y f A t B . On the other hand, since g - s A ,Y 0 X
 .  .hence the constant function y t ' y is in A B , i.e., y g A t B forCT , Y . X
 .all t g T. This means a contradiction when t s t . Thus 7 is proved.0
THEOREM 1. Let X and Y be Banach spaces, let T be a compact
 .Hausdorff space, and let A : T ª L X, Y be a continuous operator ¨alued
 .  .  .function. Then the bounded linear map A : C T , X ª C T , Y defined by 6
 .is open if and only if A t is surjecti¨ e for all t g T.
Remark. The result of this theorem specializes to Banach's open map-
ping theorem if the space T consists of one element only.
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 .Proof. If A is open, then s A ) 0, whence, by Lemma 3, we get
  ..  .s A t ) 0 for all t g T. Thus all the maps A t are surjective.
 .Conversely, if all the operators A t are surjective, then they are also
  ..open by Banach's open mapping theorem. Therefore s A t ) 0 for all
  ..t g T. Then continuity of s now yields that inf s A t ) 0. Then, byt g T
 .Lemma 3, we have s A ) 0. Thus A is open.
Remark. The results stated in Lemma 3 and Theorem 1 were discov-
ered and formulated in a somewhat different from by Bartle and Graves
w x5, Theorem 4 . Since at that time Michael's selection theorem was not
known, they used a direct and more complicated approach only requiring
.  .the notion of paracompactness to obtain 7 .
3. SURJECTIVITY OF NONSMOOTH MAPPINGS
We formulate one of the main results of the paper:
THEOREM 2. Let X and Y be Banach spaces, D ; X be an open set,
f : D ª Y, and x g D. Assume that f has a con¨ex strict prederi¨ ati¨ eÃ
 .  .  .A ; L X, Y at x such that x A - s A . Then there exists a neighborhoodÃ
  ..U ; D = Y of x, f x , a positi¨ e constant L, and a function f : U ª DÃ Ã
such that
f f x , y s y and x y f x , y F L f x y y 9 .  .  .  . .
 .   .hold for all x, y g U. Moreo¨er, L can be arbitrarily close to 1r s A y
.x A .
The proof of this theorem is postponed after that of Theorem 4 below.
The last statement of the theorem expresses that the constant of surjection
  ..  .  .of f at x, f x is nonsmaller than s A y x A .Ã Ã
We immediately obtain two corollaries:
COROLLARY 1 Lyusternik's and Graves' Inverse Function Theorems, cf.
w x.29; 17; 2, Theorem 3.4.2, p. 95; 3, Theorem 2.3.1, p. 161; 20; 24, p. 30 .
X .Assume that f in Theorem 2 is strictly Frechet differentiable at x and f xÂ Ã Ã
maps X onto Y. Then the conclusion of Theorem 2 holds.
 X .4  .  .Proof. Take A s f x in Theorem 2. Then x A s 0 and s A ) 0Ã
by Banach's open mapping theorem. Thus, the conditions of Theorem 2
are satisfied.
 w x.COROLLARY 2 cf. Pourciau's Open Mapping Theorem 36 . Let X and
Y be finite dimensional normed spaces and assume that f : D ª Y is a locally
 .Lipschitz function at x. Assume that the elements of ­ f x are matrices of fullÃ Ã
rank. Then the conclusion of Theorem 2 holds.
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 .Proof. The Clarke generalized Jacobian A s ­ f x is a compact con-Ã
vex strict prederivative of f at x as we have mentioned it in the Introduc-Ã
 .  .tion. Therefore, x A s 0. On the other hand, s A ) 0 for all A g A.
 .Hence, by compactness of A and the continuity of s , s A ) 0. Thus the
statement follows directly.
Actually Theorem 2 is the consequence of the following more general
result:
THEOREM 3. Let X, Y be a Banach spaces and P be a topological space.
Let further D ; X be an open set, f : P = D ª Y, x g D, and p g P.Ã Ã
Assume that the following conditions hold:
 .  .i The mapping p ¬ f p, x is continuous at p.Ã Ã
 .  .ii There exist a con¨ex family of operators A ; L X, Y such that
 .  .x A - s A .
 .  .iii A is a uniform strict prederi¨ ati¨ e for x ª f p, x near p, that is,Ã
 .for all « ) 0, there exists a neighborhood W ; P = D of p, x such thatÃ Ã«
X Y X Y 5 X Y 5f p , x y f p , x g A x y x q « x y x B , .  .  . Y
for p , xX , p , xY g W . .  . «
 .  .Then, for all x A - b - g - s A , there exist a neighborhood U of
  ..p, x, f p, x and a function f : U ª D such thatÃ Ã Ã Ã
f p , f p , x , y s y and . .
1 10 .
x y f p , x , y F f p , x y y .  .
g y b
 .are satisfied for all p, x, y g U.
 .  .Proof. Let x A - r - b - g - s A be arbitrary. Then, by defini-
 .  4tion of x A , there exists a finite family of operators A , . . . , A ; A1 n
such that
n
A ; B A , r . .D i
is1
 4Denote by T the convex hull of A , . . . , A . Then T ; A is compact and1 n
 .convex, and A ; T q rB . Taking « s b y r in condition iii , weL X , Y . 0
have a neighborhood W ; P = D such that« 0
X Y X Y 5 X Y 5f p , x y f p , x g A x y x q « x y x B .  .  . 0 Y
X Y 5 X Y 5; T x y x q b x y x B , 11 .  .Y
 X.  Y .whenever p, x , p, x g W .« 0
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 .The function T ¬ s T is continuous on T, therefore, by the compact-
 .ness of T, we can find a constant c such that g - c - s T for all T g T.
 .  .Making use of Lemma 3, we obtain that the map A : C T, X ª C T, Y
defined by
Ax T s T x T .  .  .
 .is surjective and c - s A , i.e.,
cB ; A B 12 .CT , Y . CT , X .
is valid.
  ..Let « [ g y b. Choose d ) 0 and the neighborhood U of p, x, f p, xÃ Ã Ã Ã
so that
d «d
X5 5p , t g W , x y x F , f p , x y y F , .  .Ã« 0 3 3
 .whenever p, x, y g U and t g x q dB . This is possible, since f isÃ X
 .  .obviously continuous at p, x and W is a neighborhood of p, x .Ã Ã Ã Ã« 0
 .  .Let p, x, y g U be fixed. To show the existence of f s f p, x, y
 .  wsatisfying 10 , we apply Ekeland's variational principle cf. 12; 2, Theorem
x.3.3.1, p. 91; 9, Theorem 7.5.1, p. 266 to the complete metric space
M [ x q dB and function t ¬ f p , t y y . Thus there exists f g x q .Ã ÃX
dB satisfying the following two relations:X
5 5f p , f y y q « x y f F f p , x y y 13 .  .  .
and
5 5f p , f y y F f p , t y y q « t y f for t g x q dB . 14 .  .  .Ã X
 .The first inequality gives the second relation in 10 . To complete the
 .proof, we have to show that f p, f s y holds also true.
 .It follows from 13 that
1 d 2d
5 5 5 5x y f F f p , x y y F « f y x F . . Ã
« 3 3
 .  .On the other hand, it follows from 12 that the constant function y T ' y
 .  .y f p, f is the image of a function x g C T, X with norm not greater
than y y f p , f rc, that is, there exists, an element x for all T g T . T
 .such that the map T ¬ x is continuous cf. Lemma 2 andT
1 «d d
5 5y y f p , f s Tx and x F y y f p , f F - .  .T T c 3c 3
15 .
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holds for all T g T. Then t s f q x g x q dB , therefore we concludeÃT X
 .from 14 that
5 5f p , f y y F f p , f q x y f p , f y Tx q « x .  .  .T T T
for T g T . 16 .
Define the set-valued map F : T ª 2 T by
5 5F T [ S g T ¬ f p , f q x y f p , f y Sx F b x . 4 .  .  .T T T
 .  .Then one can check that F T is convex, compact and further, by 11 and
the choice of d , it is also nonempty for all T g T. We point out now that
F is upper semicontinuous.
Let T g T be an arbitrary fixed point, T , S two sequences with0 n n
 .S g F T , and limit points T and S , respectively. Then we haven n 0 0
5 5f p , f q x y f p , f y S x F b x . . .T n T Tn n n
Taking the limit n ª ` and using the continuity of the mapping T ¬ x ,T
 .we obtain this inequality for n s 0, whence we get S g F T . This0 0
completes the proof of the upper semicontinuity.
Now we are in the position to apply Kakutani's fixed point theorem cf.
w x.2, Theorem 3.2.3, p. 87; 43, Theorem 9.B, p. 452 . Thus there exists a
Ã Ã Ã Ã .fixed point T of F, i.e., there exists T g T satisfying T g F T . In other
Ãwords, T satisfies
Ã 5 5f p , f q x y f p , f y Tx F b x . . .Ã Ã ÃT T T
Ã  .  .Putting T s T into 16 and using the second inequality of 15 , we arrive
at
g
5 5 5 5f p , f y y F b q « x s g x F f p , f y y . .  .  .Ã ÃT T c
5  . 5Since g - c, hence this inequality yields f p, f y y s 0, which was to
be proved.
Remark. In the very special case, when A consists of one element only,
Theorem 3 reduces to the general inverse function theorems contained in
w x3, Theorem 2.3.1, p. 161; 24, p. 34 . Observe that in that case we do not
 .need Kakutani's fixed point theorem and implicitly Michael's selection
theorem, therefore our approach offers then a very short proof for both of
these results requiring only Banach's open mapping theorem and Ekeland's
variational principle.
 .  .Since g y b can be arbitrarily close to s A y x A , hence the con-
 .  .   ..stant of surjection of the function f x [ f p, x at x, f x is close toÃ Ãp p
 .  .s A y x A when p is close to p.Ã
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 .It is easy to check that the condition iii of Theorem 3 is fulfilled if we
have
 .  .iv For all « ) 0, there exists a neighborhood W ; P = D of p, xÃ Ã«
such that
X X Y Yf p , x y f p , x y f p , x q f p , x .  .  .  .Ã Ã
5 X Y 5 X YF « x y x for p , x , p , x g W 17 .  .  .«
 .  .  .v A ; L X, Y is a strict prederivative of the mapping x ¬ f p, xÃ
at x.Ã
 .One can see that assumption iv is always satisfied if f is continuously
 .partially differentiable with respect to the second variable, which is a
usual assumption in the classical implicit function theorems.
 4  .Proof of Theorem 2. Taking the topological space P [ 0 and f 0, x
 .s f x , Theorem 3 yields Theorem 2 at once.
 4Remark. Taking the parameter space P [ 0, 1, 1r2, 1r3, . . . , Theo-
rem 4 reduces to a sequential version of Lyusternik's theorem.
4. INVERSE AND IMPLICIT FUNCTION THEOREMS
In this section we restate the results of the previous section with the
additional assumption that all the operators in A are injective. We shall
need the following lemma:
LEMMA 4. Let X and Y be normed spaces and A : X ª Y be an injecti¨ e
bounded linear operator. Then
5 5 5 5Ax G s A x for all x g X . 18 .  .
 .  .Proof. If s A s 0, then there is nothing to prove. When s A ) 0
 .  .and 18 is not valid, then there exist c - s A and x g X such that
5 5 5 5Ax - c x . However, we have
c
Ax g cB ; AB ,Y X5 5Ax
therefore there exists x g B such thatÃ X
c
A x s A x . .Ã /5 5Ax
The injectivity of A then yields
c
x s x .Ã
5 5Ax
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Taking the norms of both sides of this equation, we arrive at
5 5c x
5 51 - s x F 1.Ã
5 5Ax
 .This contradiction verifies 18 .
Remark. If the linear operator A : X ª Y admits a bounded inverse,
5 y1 5  .then it follows from the above lemma that A F 1rs A .
Now we are able to reformulate Theorem 3.
THEOREM 4. Let X, Y be Banach spaces and P be a topological space. Let
further D ; X be an open set, f : P = D ª Y, x g D, and p g P. AssumeÃ Ã
 .  .  .that conditions i , ii , and iii of Theorem 3 are satisfied and, in addition,
all the operators A g A are injecti¨ e. Then there exist a neighborhood V of
  ..  .p, f p, x and a uniquely determined function c : V ª D such thatÃ Ã Ã
f p , c p , y s y for p , y g V , 19 .  .  . .
p ¬ c p , f p , x 20 . .Ã Ã .
is continuous at p s p, moreo¨er, for all « ) 0, there exists a neighborhoodÃ
  ..V ; V of p, f p, x such thatÃ Ã Ã«
X Y y1 X Y 5 X Y 5c p , y y c p , y g A y y y q « y y y B .  .  . X
for p , yX , p , yY g V . 21 .  .  .«
 .  .Proof. Let x A - r - b - g - s A be fixed arbitrarily. Let « s b0
 .y r - s A and W s W be the corresponding neighborhood in condi-« 0
 .  X.  Y .tion iii of Theorem 3. First we show that the equality f p, x s f p, x
  X.  Y . . X Y  X.whenever p, x and p, x are in W always implies x s x . If f p, x
 Y .  .s f p, x , then, by assumption iii , there exists A g A and y g B soY
that
X Y 5 X Y 5A x y x q « x y x y s 0. . 0
5  X Y .5 5 5 5 X Y 5Thus A x y x s « y x y x , whence, using Lemma 4,0
X Y X Y X Y X Y5 5 5 5 5 5 5 5« x y x G « y x y x s A x y x G s A x y x . .  .0 0
X Y  .If x / x , then we arrive at the obvious contradiction « G s A . Thus0
necessarily xX s xY.
The assumptions of Theorem 3 are satisfied, therefore there exist a
neighborhood U and f satisfying the requirements of Theorem 3. As we
have seen in the proof of Theorem 3, U was constructed so that
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  ..  .p, f p, x, y g W , whenever p, x, y g U. Define V as the projection« 0
of U on the space P = Y and define c : V ª D by
c p , y [ f p , x , y for p , x , y g U. .  .  .
 X .  Y .The definition of c is correct, since when p, x , y and p, x , y are in
  X ..   Y ..U, then p, f p, x , y and p, f p, x , y are in W ; further, by the first« 0
 .equation in 10 ,
f p , f p , xX , y s y s f p , f p , xY , y . .  . .  .
 X .  Y .  .Therefore then f p, x , y s f p, x , y . Clearly, 19 is satisfied.
 .  .Substituting x [ x and y [ f p, x into the inequality 10 , we getÃ Ã Ã
1
x y c p , f p , x F f p , x y f p , x . . .  .Ã Ã Ã Ã Ã Ã .
g y b
 .By i , the right hand side tends to zero as p tends to p. ThereforeÃ
  ..   ..  .c p, f p, x ª x s c p, f p, x . Thus the continuity of 20 is proved.Ã Ã Ã Ã Ã Ã
Y  X.  .Putting y [ y and x [ c p, y into the second relation in 10 , we get
1
X Y X Y5 5c p , y y c p , y F y y y , 22 .  .  .
g y b
 X.  Y .whenever p, y , p, y g V, i.e., c is a locally Lipschitz function of its
 .second variable. Thus, by the continuity of the function 20 , c is continu-
 .ous at p, y .Ã Ã
To prove the third assertion of the theorem, for « ) 0, choose V ; V so«
 .   ..  X.  Y .that p, y g V implies p, c p, y g W . Let p, y , p, y g V .« «g gyb . «
X  X. Y  Y .  .Then, substituting x [ c p, y and x [ c p, y in condition iii of
 .Theorem 3 and using 22 , we obtain
X Y X Yy y y g A c p , y y c p , y .  .
X Yq «g g y b c p , y y c p , y B .  .  . Y
X Y X Y5 5; A c p , y y c p , y q «g y y y B . .  . Y
In other words, for all such p, yX, yY, there exists an operator A g A such
that
X Y X Y X5 5y y y g A c p , y y c p , y q «g y y y0 B . .  . Y
Taking the inverse of A, we get
X Y y1 X Y 5 X Y 5 y1c p , y y c p , y g A y y y q «g y y y A B . 23 .  .  .  .Y
 . y1  .  .However, g B ; A B , therefore A B ; 1rg B . Thus 21 followsY X Y X
 .from 23 at once.
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Taking the value y s 0 in the previous result, it reduces to an implicit
function theorem. The following result will be an inverse function theo-
rem. It is the reformulation of Theorem 2 with injective operators.
THEOREM 5. Let X and Y be Banach spaces, D ; X be an open set,
f : D ª Y, and x g D. Assume that f has a con¨ex strict prederi¨ ati¨ eÃ
 .  .  .A ; L X, Y at x such that x A - s A and, in addition, all A g A areÃ
 .injecti¨ e. Then there exist a neighborhood V ; Y of f x and a functionÃ
c : V ª D such that
f c y s y for y g V 24 .  . .
y1  y1 4  .and A s A : A g A is a strict prederi¨ ati¨ e of c at f x .Ã
 4  .  .Proof. Taking the topological space P [ 0 and writing f 0, x [ f x
 .  .and c x [ c 0, x , the statement follows from Theorem 4 directly. One
 . y1has only to observe that 21 specialized to this situation means that A
 .is a strict prederivative for c at f x .Ã
Now we give two immediate corollaries of Theorem 5:
COROLLARY 3. Assume that f in Theorem 5 is strictly Frechet differen-Â
X .tiable at x and f x is a bijecti¨ e operator. Then there exist a neighborhood VÃ Ã
 .  .of f x and c : V ª D such that 24 holds and c is strictly FrechetÃ Â
 . X  ..  X ..y1differentiable at f x with c f x [ f x .Ã Ã Ã
 wCOROLLARY 4 Clarke's Inverse Function Theorem, cf. 8; 9, Theorem
x.7.1.1, p. 253 . Let X and Y be finite dimensional normed spaces and assume
that f : D ª Y is a locally Lipschitz function at x. Assume that the elements ofÃ
 .­ f x are in¨ertible matrices. Then the conclusion of Theorem 5 holds withÃ
  .4A s ­ f x .Ã
The proofs of these corollaries are analogous to that of Corollary 1 and
Corollary 2. We note that Corollary 4 is still more general than the original
result of Clarke, since it states not only the existence of an inverse
function, but also describes its strict prederivative.
We note that this result of Clarke has recently been generalized by
w xKummer 27, 28 . The results of Kummer offer necessary and sufficient
conditions for the Lipschitzian invertibility of functions.
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