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Abstract
Tracking a “real” trajectory of a quantum particle still has been treated as the interpretation problem.
It shall be expressed by a Brownian (stochastic) motion suggested by E. Nelson, however, the well-defined
mechanism of field generation from a stochastic particle hasn’t been proposed yet. For the improvement
of this, I propose the extension of Nelson’s quantum dynamics, for describing a relativistic scalar electron
with its radiation equivalent to the Klein-Gordon particle and field system.
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Notation and Conventions
Symbol Description
c Speed of light
~ Planck’s constant
m0 Rest mass of an electron
e Charge of an electron
V4M 4-dimensional standard vector space for the metric affine space
g Metric on V4M; g := diag(+1,−1,−1,−1)
A4(V4M, g) 4-dimensional metric affine space with respect to V4M and g
B(I) Borel σ-algebra of a topological space I
(A4(V4M, g),B(A4(V4M, g)), µ) Minkowski spacetime
ϕE := {ϕAE |A ∈ set of indexes} Coordinate mapping on E; ϕAE : E → R
(Ω ,F ,P) Probability space
EJXˆ(•)K := ´
Ω
dP(ω) Xˆ(ω) Expectation of Xˆ(•) := {Xˆ(ω)|ω ∈ Ω}
EJXˆ(•)|C K Conditional expectation of Xˆ(•) given C ⊂ F
Pτ ⊂ F Sub-σ-algebra in the family of ”the past”, {Pτ}τ∈R
Fτ ⊂ F Sub-σ-algebra in the family of ”the future”, {Fτ}τ∈R
xˆ(◦, •) Dual progressively measurable process (D-progressive, D-process)
[Relativistic kinematics of a scalar (spin-less) electron]
xˆ(◦, •) := {xˆ(τ, ω) ∈ A4(V4M, g))|τ ∈ R, ω ∈ Ω}
V ∈ V4M ⊕ iV4M Complex velocity; Vα(x) := iλ2 × ∂α lnφ(x) + e/m0 ×Aα(x)
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1 Introduction
This series of the papers proposes quantum dynamics coupled with stochastic kinematics of a scalar (spin-
less) electron and its radiation mechanism as the extension from the model by E. Nelson [1, 2, 3]. Especially,
our main purpose by using Nelson’s stochastic quantization is the investigation of radiation reaction which
is the kicked-back effect acting on an electron by its radiation [4]. Many works of radiation reaction have
been discussed in classical dynamics from early 1900’s, however, the corrections by non-linear quantum
electrodynamics (QED) becomes important in high-intensity field physics produced by the state-of-the-
art O(10PW) lasers [5, 6, 7, 8, 9]. Comparing the radiation formulas in classical dynamics and non-linear
QED, the factor of q(χ) can be found [10, 11, 12]:
dWQED
dt
= q(χ)× dWclassical
dt
Where, dWclassical/dt = e2/6piε0c3 × gαβ dvα/dτ dvβ/dτ denotes Larmor’s formula for the energy loss of
radiation in classical dynamics [13] with respect to the Minkowski metric g := diag(+1,−1,−1,−1) and the
4-velocity v. The uniqueness of radiation reaction in high-intensity field physics is the dependence of the field
strength Fex and γ the normalized energy of an electron via this factor q(χ), since
χ :=
3
2
~
m20c
3
√
−gµν(−eFµαex vα)(−eF νβex vβ) = O(Fex × γ) .
However as we will discuss the detail in Volume II [14], this is the formula applied only in the case of an
electron interacting with an external laser field of a plane wave [15, 16] in order to the formulation of the
non-linear Compton scattering [17, 18, 19]. Thus, it is natural to consider how to generalize it for the case
of focused or superpositioned light. In addition, what is the origin of this factor q(χ)?
Due to this reason, to identify the origin of q(χ) under general external fields is the strong research
motivation on the issue of radiation reaction. For this aspect, we choose Nelson’s quantum dynamics by using
Brownian motions in this article series. Nelson’s scheme has a very high-compatibility between equations of
motion in classical and quantum dynamics. Here, let us summarize Nelson’s stochastic quantization.
E. Nelson proposed a quantization via a Brownian kinematics. A certain quanta draws a 3-dimensional
Brownian motion as its trajectory in the non-relativistic regime [1, 2, 3]. By employing the kinematics
dxˆ(t, ω) = V±(xˆ(t, ω), t)dt+
√
~/2m0 × dw±(t, ω) and its Fokker-Planck equations, he succeeded to demon-
strate not only (A) his classical-like dynamics with the sub-equations
m0
[
∂tv(x, t) + v(x, t) · ∇v(x, t)− u(x, t) · ∇u(x, t)− ~
2m0
∇2u(x, t)
]
= −∇V (x, t)
v(x, t) =
V+(x, t) + V−(x, t)
2
= Im
{
~
m0
∇ lnψ(x, t)
}
u(x, t) =
V+(x, t)− V−(x, t)
2
= Re
{
~
m0
∇ lnψ(x, t)
}
is equivalent to the Schrödinger equation
i~∂tψ(x, t) =
[
− ~
2
2m0
∇2 + V (x, t)
]
ψ(x, t) ,
4
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but also (B) he answered why the square of the wave function should be regarded as the probability density
ρ(x, t) = ψ∗(x, t)ψ(x, t) [1, 2]. The biggest advantage of his method is (C) the ability to draw the “real”
trajectory of a quantum particle by a stochastic process. However, the feasibility of the coupled system
between a stochastic particle and fields has not been established enough. Hence, the realization of the
field-generation mechanism on it is the milestone for the description of radiation reaction.
Thus, this first volume dedicates the fundamental construction of a stochastic kinematics and dynamics
of a scalar electron (a Klein-Gordon particle) including the mechanism of its light emission. Then, Volume
II [14] focuses on the formulation of radiation reaction on its stochastic trajectory.
In Section 2 of this paper, we introduce the kinematics of a scalar electron. At first, we define a
stochastic differential equation dxˆ(τ, ω) = V±(xˆ(τ, ω))dτ + λ × dW±(τ, ω) as a relativistic kinematics of a
scalar electron in the Minkowski spacetime. Where, W+(◦, •) and W−(◦, •) are defined as a special classes
of Wiener processes for this relativistic kinematics. Then, its complex velocity V(xˆ(τ, ω)) := (1 − i)/2 ×
V+(xˆ(τ, ω)) + (1 + i)/2×V−(xˆ(τ, ω)) [20] is introduced. It can be found that this V plays a role of the main
cast in the present dynamics of a scalar electron in Section 3. In order to this kinematics, its Fokker-Planck
equation is derived. In the end of Section 2, we discuss the most delicate problem how to define the proper
time holding the transition between classical physics and quantum physics.
For the calculation of dxˆ(τ, ω) = V±(xˆ(τ, ω))dτ + λ× dW±(τ, ω), it requires us to define the evolution of
the velocities V±(xˆ(τ, ω)) or V(xˆ(τ, ω)). Therefore, the dynamics of a scalar electron interacting with fields is
discussed in Section 3. The mechanism of the field generation from a stochastic particle is discussed at here,
too. Thus, our attention is devoted to the equivalency between the present model and the well-known system
of the Klein-Gordon equation and the Maxwell equation via an action integral (the functional). Hereby, the
following dynamics of a stochastic scalar electron and fields is realized.
m0DτVµ(xˆ(τ, ω)) = −eVˆν(xˆ(τ, ω))Fµν(xˆ(τ, ω))
∂µ [F
µν(x) + δfµν ] = µ0 × E
s
−ec
ˆ
R
dτ Re {Vν(x)} δ4(x− xˆ(τ, •))
{
Finally, we summarize this Volume I and propose the motivation to Volume II [14] in Section 4.
Where, the transition between quantum and classical dynamics is discussed by using Ehrenfest’s theorem
[21] which is main tool to consider radiation reaction in Volume II.
2 Kinematics of a scalar electron
The first part is a stochastic and relativistic kinematics of a scalar electron. Let A4(V4M, g) be a 4-dimensional
metric affine space with respect to a 4-dimensional standard vector space V4M and its g on V4M [22]. Defining
the measure space (A4(V4M, g),B(A4(V4M, g)), µ), we consider this as the Minkowski spacetime. Where, B(I)
denotes the Borel σ-algebra of a topological space I. The relativistic kinematics of a stochastic scalar electron
is characterized by the complex velocity V, the Fokker-Planck equations and the proper time τ .
Let us regard the coordinate mapping ϕ(x) := (x0, x1, x2, x3) has been already introduced for ∀x ∈ V4M
or ∀x ∈ A4(V4M, g) with its origin even if we do not declare it explicitly.
5
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2.1 Stochastic process
For a certain abstract non-empty set Ω, consider the probability space (Ω,F ,P). Where, F is a σ-algebra
of Ω and P denotes the probability measure on the measurable space (Ω,F). Let us define the continuous
stochastic process xˆ(◦, •) := {xˆ(τ, ω) ∈ A4(V4M, g)|τ ∈ R, ω ∈ Ω}1 as a B(R)× F/B(A4(V4M, g))-measurable
mapping. Where, by considering two measurable spaces (X,X ) and (Y,Y), a X/Y-measurable mapping f is
a mapping f : X → Y satisfying f−1(A) := {x ∈ X|f(x) ∈ A} ⊂ X for all A ∈ Y. Our milestone at here
is the construction of the 4-dimensional stochastic differential equation dxˆµ=0,1,2,3(τ, ω) = Vµ±(xˆ(τ, ω))dτ +
λ× dWµ±(τ, ω) as a relativistic kinematics, extended from Nelson’s model dxˆi=1,2,3(t, ω) = V i±(xˆ(t, ω), t)dt+√
~/2m0 × dwi±(t, ω).
2.1.1 Forward evolution
Let us start from the definition of the usual 1-dimensional Wiener process w(◦, •):
Definition 1 (Wiener process). When a 1-dimensional stochastic process w(◦, •) := {w(t, ω) ∈ R|t ∈
[0,∞), ω ∈ Ω} satisfies below, it is named a 1-dimensionalWiener process or a 1-dimensionalBrownian
motion.
(1) w(0, ω) = 0 a.s.
(2) t 7→ w(t, ω) is continuous for each (t, ω) ∈ R×Ω.
(3) For all times 0 = t0 < t1 < · · · < ttn (n ∈ Z), the increments {w(ti, ω) − w(ti−1, ω)}ni=1 are
independent and each of them follows the normal distribution {N(0, ti − ti−1)}ni=1.
For (Ω ,F ,P), let EJXˆ(•)K be the expectation of a random variable Xˆ(•) := {Xˆ(ω)|ω ∈ Ω}, i.e.,
EJXˆ(•)K := ´
Ω
dP(ω) Xˆ(ω). The conditional probability of B given A is described by PA(B). For
{An}∞n=1 of a countable decomposition of Ω, its minimum σ-algebra C = σ({An}∞n=1) is introduced. Then,
EJXˆ(•)|C K(ω) := ∑∞n=1{´Ω dPAn(ω′)Xˆ(ω′)}1An(ω) is defined as the conditional expectation of Xˆ(•) given
C ⊂ F ; 1An(ω) satisfies 1An(ω ∈ An) = 1 and 1An(ω /∈ An) = 0.
Lemma 2. Consider (Ω ,F ,P), a 1-dimensional Wiener process w(◦, •) satisfies the following relations
for all t:
EJw(t+ δt, •)− w(t, •)K = 0 (1)
lim
δt→0+
E
s
[w(t+ δt, •)− w(t, •)]× [w(t+ δt, •)− w(t, •)]
δt
{
= 1 (2)
For i = 1, 2, · · · , N , consider individual 1-dimensional Wiener processes wi(◦, •) in each probability spaces
(Ωi,Fi,Pi). By Ω := Ω1×· · ·×ΩN , F := F1⊗· · ·⊗FN and P :=P1×· · ·×PN , let ω := (ω1, · · · , ωN )
be in Ω, an N -dimensional Wiener process w(◦, ω) = (w1(◦, ω1), · · · , wN (◦, ωN )) on the probability space
(Ω,F ,P) is imposed naturally, too. Let us describe it like w(◦, ω) = (w1(◦, ω), · · ·wN (◦, ω)) for empha-
sizing that it is on (Ω,F ,P).
EJwi(t+ δt, •)− wi(t, •)K = 0 (3)
lim
δt→0+
E
s
[wi(t+ δt, •)− wi(t, •)]× [wj(t+ δt, •)− wj(t, •)]
δt
{
= δij (4)
Where, i, j = 1, 2, · · · , N .
1Though xˆ(τ, ω) can be written as xˆ(τ) or xˆτ , however, we dare to write ω to visualize the names of each paths explicitly.
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Definition 3 ({Pt} and {Ft}). For (Ω ,F ,P), {Pt}t∈R is the increasing family of sub-σ-algebras of F such
that −∞ < s ≤ t =⇒ Ps ⊂ Pt. And {Ft}t∈R is the decreasing family fulfilling t ≤ s <∞ =⇒ Ft ⊃ Fs.
For (Ω,F ,P), consider a family of B([0, t]) × F/B(X)-measurable mappings (X is a N -dimensional
topological space)
LpT (X) :=
{
f(◦, •)
∣∣∣∣ˆ
T⊂R
|ϕi ◦ f(t, ω)|pdt <∞ a.s., i = 1, 2, · · · , N
}
where, {ϕi}Ni=1 is the coordinate mapping ϕi : X → R. Then, its ”adapted” class is,
Lploc({Pt};X) :=
{
f(◦, •) ∈ Lp[0,t](X)
∣∣∣ f(◦, •) is {Pt}-adapted} .
Where, {Pt}-adapted means a stochastic process which is Pt/B(X)-measurable for all t.
Definition 4 ({Pt}-Wiener process). When an N -dimensional Wiener process w(◦, ω) satisfies the fol-
lowing, it is called a {Pt}-Wiener process.
(1) w(◦, •) is {Pt}-adapted.
(2) w(t, ω)− w(s, ω) and Ps are independent for 0 ≤ ∀s ≤ t.
Definition 5 (Itô integral). The integral,
ˆ t
0
f(t′, ω)dwi(t′, ω), i = 1, 2, · · · , N
is defined as an Itô integral of a function f ∈ L2loc({Pt};R) for a {Pt}-Wiener process w(◦, ω) [23].
Let us use w+(◦, ω) as a {Pt}-Wiener process from here.
Lemma 6. For f(◦, •), g(◦, •) ∈ L2loc({Pt;R}), the following formula is imposed [23]:
E
sˆ τ
0
f(t′, •)dwi+(t′, •) ·
ˆ τ
0
g(t′′, •)dwj+(t′′, •)
{
= δij × E
sˆ τ
0
f(t′, •) · g(t′, •)dt′
{
(5)
Theorem 7 (Itô formula). For ai(◦, •) ∈ L1loc({Pt};R) and biα(◦, •) ∈ L2loc({Pt};R) (1 5 i 5 N, 1 5 α 5
d), consider an N -dimensional process Xˆ(◦, ω) given by
Xˆi(t, ω) = Xˆi(0, ω) +
ˆ t
0
ai(t′, ω)dt′ +
d∑
α=1
ˆ t
0
biα(t
′, ω)dwα+(t
′, ω) (6)
with respect to an initial condition Xˆi(0, ω). Then for a function f ∈ C2(RN ),
f(Xˆ(t, ω)) = f(Xˆ(0, ω)) +
N∑
i=1
ˆ t
0
∂f
∂xi
(Xˆ(t′, ω))
[
ai(t′, ω)dt′ +
d∑
α=1
biα(t
′, ω)dwα+(t
′, ω)
]
7
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+
1
2
N∑
i,j=1
d∑
α=1
ˆ t
0
∂2f
∂xi∂xj
(Xˆ(t′, ω))biα(t
′, ω)bjα(t
′, ω)dt′ (7)
is almost surely satisfied. By introducing
´ t
0
d+Xˆ(t
′, ω) := Xˆ(t, ω) − Xˆ(0, ω) and ´ t
0
d+f(Xˆ(t
′, ω)) :=
f(Xˆ(t, ω))− f(Xˆ(0, ω)), (7) is written like
d+f(Xˆ(t, ω)) =
N∑
i=1
∂f
∂xi
(Xˆ(t, ω))d+Xˆ
i(t, ω) +
1
2
N∑
i,j=1
∂2f
∂xi∂xj
(Xˆ(t, ω))d+Xˆ
i(t, ω)d+Xˆ
j(t, ω) (8)
Though a {Pt}-Wiener process is defined on [0,∞), however, it can be expand on to R naturally. For
example, let us define a new stochastic process like w′+(t−T, ω) := w+(t, ω) with respect to T > 0. This new
w′+(◦, ω) is a {Pt}-Wiener process such that w′+(−T, ω) = 0 a.s. By defining another process w′′+(t−T, ω) :=
w′+(t− T, ω)−w′+(0, ω), this w′′+(◦, ω) is a {Pt}-Wiener process on [−T,∞), satisfying w′′+(0, ω) = 0 a.s. By
repeating this procedure, the domain of a {Pt}-Wiener process w+(◦, ω) can be expanded on to R with the
condition w+(0, ω) = 0 a.s. Therefore, the differential form of (8) is imposed for all t ∈ R. From here, we
select the domain of stochastic processes on R for the later discussion. In order to this reason, Lploc({Pt};X)
is replaced by the new definition
Lploc({Pt};X) :=
{
f(◦, •) ∈ Lp(−∞,t](X)
∣∣∣ f(◦, •) is {Pt}-adapted} .
If a stochastic process f(◦, •) is B((−∞, t]) × Pt/B(X)-measurable for all t ∈ R, let us name f(◦, •) {Pt}-
progressively measurable or {Pt}-progressive. Hence, Xˆ(◦, •) of (6) is {Pt}-progressive.
Consider a simple 1-dimentional {Pt}-progressive Xˆ(◦, •) such that d+Xˆ(t, ω) = a+(Xˆ(t, ω))dt + θ+ ×
dw+(t, ω) (θ+ > 0) and dEJf(Xˆ(t, •))K/dt for a function f ∈ C2(R). Since EJf(Xˆ(t, •))K := ´R dx f(x)p(x, t)
for the probability density p(x, t), thus, dEJf(Xˆ(t, •))K/dt = ´R dx f(x)∂tp(x, t) and also
dEJf(Xˆ(t, •))K
dt
= lim
∆t→0+
EJf(Xˆ(t+∆t, •))K− EJf(Xˆ(t, •))K
∆t
= lim
∆t→0+
E
s
E
s
1
∆t
ˆ t+∆t
t
d+f(Xˆ(t, •))
∣∣∣∣Pt{{ , (9)
where, EJf(Xˆ(τ, •))K = EJEJf(Xˆ(τ, •))|PtKK is employed. Then, the Fokker-Planck equation is derived:
∂tp(x, t) + ∂x[a+(x)p(x, t)] =
θ2+
2
∂2xp(x, t) (10)
2.1.2 Backward evolution
Let us consider a type of a backward evolution. The point at here is to consider a decreasing family of {Ft}.
Lemma 8. An N -dimensional {Ft}-Wiener process w−(◦, •) fulfills the following relations (i, j =
1, 2, · · · , N):
EJwi−(t, •)− wi−(t− δt, •)K = 0 (11)
lim
δt→0+
E
t
[wi−(t, •)− wi−(t− δt, •)]× [wj−(t, •)− wj−(t− δt, •)]
δt
|
= δij (12)
8
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Then, the following function family is defined:
Lploc({Ft};X) :=
{
f(◦, •) ∈ Lp[t,∞)(X)
∣∣∣ f(◦, •) is {Ft}-adapted}
If a stochastic process f(◦, •) isB([t,∞))×Ft/B(X)-measurable for all t ∈ R, let us call it {Ft}-progressively
measurable or {Ft}-progressive.
Theorem 9. For t < ∀T < ∞, {Ai(◦, •)} ∈ L1loc({Ft};R), {Biα(◦, •)} ∈ L2loc({Ft};R) and a d-
dimensional {Ft}-Wiener process {wα−(◦, ω)} (1 5 i 5 N, 1 5 α 5 d), consider an N -dimensional
process ({Ft}-progressive) Xˆ(◦, ω) given by
Xˆi(t, ω) = Xˆi(T, ω)−
ˆ T
t
Ai(t′, ω)dt′ −
d∑
α=1
ˆ T
t
Biα(t
′, ω)dwα−(t
′, ω) (13)
with respect to a terminal condition Xˆ(T, ω). By introducing
´ T
t
d−Xˆ(t′, ω) := Xˆ(T, ω)− Xˆ(t, ω), i.e.,
d−Xˆi(t, ω) = Ai(t, ω)dt+
d∑
α=1
Biα(t, ω)dw
α
−(t, ω) (14)
and
´ T
t
d−f(Xˆ(t′, ω)) := f(Xˆ(T, ω))− f(Xˆ(t, ω)) for a function f ∈ C2(RN ),
d−f(Xˆ(t, ω)) =
N∑
i=1
∂f
∂xi
(Xˆ(t, ω))d−Xˆi(t, ω)− 1
2
N∑
i,j=1
∂2f
∂xi∂xj
(Xˆ(t, ω))d−Xˆi(t, ω)d−Xˆj(t, ω) a.s. (15)
Consider the derivation of (15) by using (8). The decreasing family {Ft}t∈R relates to an increasing
family {Pt′}t′∈R by the replacement of its subscripts: By defining a monotonically decreasing function f :
R → R, then, {Ff(t)}t∈R becomes an increasing family for t since t ≤ s ⇒ Ff(t) ⊂ Ff(s). Thus, there is
a correspondence between each of t and t′. {Pt′}t′∈R ≡ {Ff(t)}t∈R. For an {Ft}-adapted Xˆ(◦, •), there
is a {Pt′}-adapted Xˆ ′(◦, •) satisfying Xˆ ′(t′, ω) = Xˆ(t, ω) at a fixed t. In order to the construction of
{Pt′} and Xˆ ′(◦, •), Xˆ ′(t′ + T, ω) = Xˆ(t − T, ω) for all T ∈ R via the relation f(t − T ) := t′ + T . Since´ t′+T
t′−T d+Xˆ
′(˚t, ω) = Xˆ ′(t′ + T, ω)− Xˆ ′(t′ − T, ω) = Xˆ(t− T, ω)− Xˆ(t+ T, ω) = − ´ t+T
t−T d−Xˆ (˚t, ω) for T > 0,
therefore, d+Xˆ ′(t′, ω) = −d−Xˆ(t, ω) is derived. And d+f(Xˆ ′(t′, ω)) = −d−f(Xˆ(t, ω)) is also satisfied for a
function f ∈ C2(RN ) by the same way. Let us employ those relations on (8) namely,
d+f(Xˆ
′(t′, ω)) =
N∑
i=1
∂f
∂xi
(Xˆ ′(t′, ω))d+Xˆ ′i(t′, ω)
+
1
2
N∑
i,j=1
∂2f
∂xi∂xj
(Xˆ ′(t′, ω))d+Xˆ ′
i
(t′, ω)d+Xˆ ′j(t′, ω) a.s., (16)
the Itô formula of (15) is imposed by switching from the {Pt′}-adapted Xˆ ′(◦, •) to the {Ft}-adapted Xˆ(◦, •).
This discussion can be applied for each t ∈ R.
In the case of a 1-dimensional {Ft}-progressive Yˆ (◦, •), i.e., d−Yˆ (t, ω) = a−(Yˆ (t, ω))dt+ θ− × dw−(t, ω)
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(θ− > 0), since
dEJf(Yˆ (t, •))K
dt
= lim
∆t→0+
EJf(Yˆ (t, •))K− EJf(Yˆ (t−∆t, •))K
∆t
= lim
∆t→0+
E
s
E
s
1
∆t
ˆ t
t−∆t
d−f(Xˆ(t′, •))
∣∣∣∣Ft{{ , (17)
the following Fokker-Planck equation is fulfilled:
∂tp(y, t) + ∂y[a−(y)p(y, t)] = −
θ2−
2
∂2yp(y, t) (18)
2.1.3 Forward-backward composition
Let us rewrite 1-dimensional stochastic processes of {Pt}-adapted Xˆ(◦, •) and {Ft}-adapted Yˆ (◦, •) on T ⊂ R:
ˆ
t∈T
d+Xˆ(t, ω) =
ˆ
t∈T
a+(Xˆ(t, ω))dt+ θ
ˆ
t∈T
dw+(t, ω), {Pt}-adaptedˆ
t∈T
d−Yˆ (t, ω′) =
ˆ
t∈T
a−(Yˆ (t, ω′))dt+ θ
ˆ
t∈T
dw−(t, ω′), {Ft}-adapted
(19)
Where, the following Itô rule is satisfied; dt · dt = 0, dt · dw±(t, ω) = 0, dw±(t, ω) · dw±(t, ω) = dt and
dw±(t, ω) · dw∓(t, ω) = 0. By describing (19) like[
Xˆ(b, ω)− Xˆ(a, ω)
Yˆ (b, ω)− Yˆ (a, ω)
]
=
ˆ b
a
[
a+(Xˆ(t, ω), Yˆ (t, ω))
a−(Xˆ(t, ω), Yˆ (t, ω))
]
dt+ θ ×
ˆ b
a
[
dw+(t, ω)
dw−(t, ω)
]
(20)
for a+, a− : R2 → R, it can be regarded as the equation of a 2-component vector γˆ(t, ω) := (Xˆ(t, ω), Yˆ (t, ω)).
Though, {Pt} and {Ft} are the different types of the families of sub-σ-algebras, however, the index of t ∈ R
is common. Therefore, the mathematical set of (Pt,Ft) can be defined for each t. Let us regard this as a
new sub-σ-algebra for a 2-dimensional stochastic process denoted byMt∈R := Pt ⊗ Ft ∈ F and consider its
family {Mt}t∈R.
Definition 10 (Forward-backward composition). Let {Mt}t∈R be a family of a sub-σ-algebras for a 2-
dimensional stochastic process γˆ(t, •) := (Xˆ(t, •), Yˆ (t, •)) on (Ω ,F ,P). Then, γˆ(t, •) is calledMt/B(R2)-
measurable or Pt ⊗Ft/B(R2)-measurable, when Xˆ(t, •) is Pt/B(R)-measurable and Yˆ (t, •) is Ft/B(R)-
measurable. If {γˆ(t, •)}t∈R isMt/B(R2)-measurable for all t, γˆ(◦, •) is called {Mt}-adapted or {Pt⊗Ft}-
adapted. On the contrary when a 2-dimensional {Mt}-adapted process is given, it can be decomposed
into 1-dimensional {Pt} and {Ft}-adapted processes.
For a B(R2)/B(X)-measurable function f : R2 → X for a certain topological space X, f(γˆ(t, •)) is
Mt/B(X)-measurable. Hence, a(γˆ(t, •)) := (a+(γˆ(t, •), a−(γˆ(t, •)) is Mt/B(R2)-measurable. Then, con-
sider an Itô formula of a function f ∈ C2(R2) on γˆ(◦, ω).
f(γˆ(b, ω))− f(γˆ(a, ω)) =
ˆ b
a
[
∂f
∂x
(γˆ(t, ω))d+Xˆ(γˆ(t, ω)) +
∂f
∂y
(γˆ(t, ω))d−Yˆ (γˆ(t, ω))
]
+
θ2
2
ˆ b
a
[
∂2f
∂x∂x
(γˆ(t, ω))− ∂
2f
∂y∂y
(γˆ(t, ω))
]
dt a.s. (21)
10
ELI-NP/IFIN-HH Keita Seto
As the next step, consider a {Ft ⊗ Pt ⊗ Pt ⊗ Pt}-adapted xˆ(◦, •), namely,
d[i]xˆ
i=0,1,2,3(t, ω) := ai(xˆ(t, ω))dt+ θ × dwi(t, ω) , (22)
Where, xˆ0(◦, •) is {Ft}-adapted and {xˆi(◦, •)}i=1,2,3 are {Pt}-adapted. Hence, {wi(◦, •)}i=0,1,2,3 is the set
of a 1-dimensional {Ft}-Wiener process w0(◦, •) and a 3-dimensional {Pt}-Wiener process {wi(◦, •)}i=1,2,3
(see its characteristics in Definition 11 and Theorem 12). Then, the Itô formula of a function f ∈ C2(R2)
with respect to xˆ(◦, ω) is,
f(xˆ(t, ω)) = f(xˆ(t0, ω)) +
∑
i=0,1,2,3
ˆ t
t0
∂if(xˆ(t
′, ω)) · d[i]xˆi(t′, ω)
−θ
2
2
ˆ t
t0
[
∂20 − ∂21 − ∂22 − ∂23
]
f(xˆ(t′, ω))dt′ a.s. (23)
Definition 11 ((−g)-Wiener process). When a = 0 and θ = 1 on (22), namely, the solution of
d[i]xˆ
i=0,1,2,3(t, ω) = dwi(t, ω) , (24)
is called a {Ft ⊗ Pt ⊗ Pt ⊗ Pt}-(−g)-Wiener process denoted by w(−g)(◦, •) such that w0(−g)(◦, •) is
a 1-dimensional {Ft}-Wiener process and {wi(−g)(◦, •)}i=1,2,3 is a 3-dimensional {Pt}-Wiener process,
satisfying the following for i, j = 0, 1, 2, 3:
E
r´ t+δt
t
dwi(−g)(t
′, •)
z
= 0 , E
r´ t+δt
t
dwi(−g)(t
′, •)× ´ t+δt
t
dwj(−g)(t
′′, •)
z
= δij × δt (25)
The name of ”(−g)” derives from the following characteristics:
Theorem 12 (Itô formula and Fokker-Planck equation on w(−g)(◦, •)). For g = diag(+1,−1,−1,−1),
w(−g)(◦, •) induces the Itô formula of a function f ∈ C2(R4)
df(w(−g)(t, ω)) =
3∑
i=0
∂
∂xi
f(w(−g)(t, ω)) · dwi(−g)(t, ω) +
λ2
2
3∑
i,j=0
(−gij) ∂
2
∂xi∂xj
f(w(−g)(τ, ω)) · dτ a.s. (26)
and the following Fokker-Planck equation for its probability density p ∈ C2,1(R4 × R)
∂tp(x, t) =
1
2
3∑
i,j=0
(−gij) ∂
2
∂xi∂xj
p(x, t) . (27)
The following is the basic idea to describe a relativistic kinematics.
Definition 13 ({Pτ} and {Fτ}). For (Ω ,F ,P), consider {Pτ}τ∈R a family of composited sub-σ-
algebras Pτ∈R := Ft ⊗ Pt ⊗ Pt ⊗ Pt ∈ F for a 4-dimensional stochastic process. By introducing a
monotonically decreasing function f : R → R, {Ff(τ) ⊗ Pf(τ) ⊗ Pf(τ) ⊗ Pf(τ)}τ∈R imposes {Fτ}τ∈R, a
family of Fτ∈R := Pτ ⊗Fτ ⊗Fτ ⊗Fτ ∈ F .
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Definition 14 (W+(◦, •) and W−(◦, •)). Let W+(◦, •) be a {Pτ}-(−g)-Wiener process, namely,
w(−g)(◦, •). Then, an {Fτ}-(−g) Wiener process W−(◦, •) is imposed by Definition 13. Its satisfies
the following relations for µ, ν = 0, 1, 2, 3 and a function f ∈ C2(R4):
E
r´ τ+δτ
τ
dWµ±(τ
′, •)
z
= 0 , E
r´ τ+δτ
τ
dWµ±(τ
′, •)× ´ τ+δτ
τ
dWµ±(τ
′′, •)
z
= δµν × δτ , (28)
f(W±(τb, ω))− f(W±(τa, ω)) =
ˆ τb
τa
∂µf(W±(τ, ω))dW
µ
±(τ, ω)∓
λ2
2
ˆ τb
τa
∂µ∂
µf(W±(τ, ω))dτ a.s. (29)
2.2 Dual-progressively measurable process xˆ(◦, •)
Let xˆ(◦, •) be a stochastic process as a relativistic kinematics extended from 3-dimensional Nelson’s (R0),
(R1), (R2), (R3), (S1), (S2) and (S2)-processes to 4-dimensional one. For our convenience, the coordinate
mappings {ϕAE} is introduced again, such that the index A becomes A = µ if E = V4M or E = A4(V4M, g)
with its origin and A = µν when E = V4M ⊗ V4M (µ, ν = 0, 1, 2, 3):
Definition 15 ((R0)-process). For (Ω ,F ,P), a B(R) × F/B(A4(V4M, g))-measurable xˆ(◦, •) is a 4-
dimentional (R0)-process if each of {ϕµA4(V4M,g) ◦ xˆ(τ, •)}µ=0,1,2,3 belongs to L
1(Ω,P) and the mapping
τ 7→ xˆ(τ, ω) is almost surely continuous.
By employing Definition 13 and LpT (E) a family of B(R)× F/B(E)-measurable mappings for a topo-
logical space E, let us introduce Lploc({Pτ};E) and Lploc({Fτ};E) as families of stochastic processes as
follows:
LpT (E) :=
{
Xˆ(◦, •)
∣∣∣∣∣Xˆ(◦, •) : R×Ω → E,∑
A
ˆ
T⊂R
|ϕAE ◦ Xˆ(τ, ω)|pdτ <∞ a.s.
}
Lploc({Pτ};E) :=
{
Xˆ(◦, •) ∈ Lp(−∞,τ ](E)
∣∣∣ Xˆ(◦, •) is {Pτ}-adapted}
Lploc({Fτ};E) :=
{
Xˆ(◦, •) ∈ Lp[τ,∞)(E)
∣∣∣∀τ ∈ R, Xˆµ(◦, •) is {Fτ}-adapted}
For the later discussion, ˚ is defined as ˚ = 1 when a 1-dimensional xˆµ(◦, •) = ϕµA4(V4M,g) ◦ xˆ(◦, •) is {Pτ}-
adapted and ˚ = −1 if xˆµ(◦, •) is {Fτ}-adapted.
Definition 16 ((R1)-process). If xˆ(◦, •) is an (R0)-process and a following V+(xˆ(◦, •)) ∈ L1loc({Pτ};V4M)
exists, xˆ(◦, •) is named an (R1)-process.
V+(xˆ(τ, ω)) := lim
δt→0+
E
s
xˆ(τ + ˚× δτ, •)− xˆ(τ, •)
˚× δτ
∣∣∣∣Pτ{ (ω) (30)
The definitions of its each components are the following:
V0+(xˆ(τ, ω)) = lim
δt→0+
E
s
xˆ0(τ, •)− xˆ0(τ − δτ, •)
δτ
∣∣∣∣Fτ{ (ω)
Vi=1,2,3+ (xˆ(τ, ω)) = lim
δt→0+
E
s
xˆi(τ + δτ, •)− xˆi(τ, •)
δτ
∣∣∣∣Pτ{ (ω) (31)
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Definition 17 ((S1)-process). If xˆ(◦, •) is an (R1)-process and a following V−(xˆ(◦, •)) ∈ L1loc({Fτ};V4M)
exists, xˆ(◦, •) is named an (S1)-process.
V−(xˆ(τ, ω)) := lim
δt→0+
E
s
xˆ(τ + ˚× δτ, •)− xˆ(τ, •)
˚× δτ
∣∣∣∣Fτ{ (ω) (32)
Then, an (S1)-process provides us the relation of the stochastic integral on τa ≤ τ ≤ τb:
xˆµ(τ, ω) = xˆµ(τa, ω) +
ˆ τ
τa
dτ ′ Vµ+(xˆ(τ ′, ω)) +
ˆ τ
τa
dyµ+(τ
′, ω) (33)
= xˆµ(τb, ω)−
ˆ τb
τ
dτ ′ Vµ−(xˆ(τ ′, ω))−
ˆ τb
τ
dyµ−(τ
′, ω) (34)
Where, y+(◦, •) and y−(◦, •) of martingales are {Pτ}-adapted and {Fτ}-adapted, satisfy the following basic
relations:
E Jy+(τ + ˚× δτ, •)− y+(τ, •)|Pτ K (ω) = 0 (35)
E Jy−(τ + ˚× δτ, •)− y−(τ, •)|Fτ K (ω) = 0 (36)
Definition 18 ((R2)-process). When xˆ(◦, •) is an (R1)-process and let y+(◦, •) be y+(τ + ˚ × δτ, •) −
y+(τ, •) ∈ L2loc({Pτ};V4M), xˆ(◦, •) is named an (R2)-process if
E Jy+(τ + ˚× δτ, •)− y+(τ, •)|Pτ K (ω) = 0 (37)
and a following σ2+(τ, •) ∈ L1loc({Pτ};V4M ⊗ V4M) exists, such that τ 7→ σ2+(τ, ω) is continuous:
σ2+(τ, ω) := lim
δt→0+
E
s
[y+(τ + ˚× δτ, •)− y+(τ, •)]⊗ [y+(τ + ˚× δτ, •)− y+(τ, •)]
δτ
∣∣∣∣Pτ{ (ω) (38)
Definition 19 ((S2)-process). When xˆ(◦, •) is an (R2) and (S1)-process and let y−(◦, •) be y−(τ + ˚ ×
δτ, •)− y−(τ, •) ∈ L2loc({Fτ};V4M), xˆ(◦, •) is called an (S2)-process if
E Jy−(τ + ˚× δτ, •)− y−(τ, •)|Fτ K (ω) = 0 , (39)
and a following σ2−(τ, •) ∈ L1loc({Fτ};V4M ⊗ V4M) exists, such that τ 7→ σ2−(τ, ω) is continuous:
σ2−(τ, ω) := lim
δt→0+
E
s
[y−(τ + ˚× δτ, •)− y−(τ, •)]⊗ [y−(τ + ˚× δτ, •)− y−(τ, •)]
δτ
∣∣∣∣Fτ{ (ω) (40)
Definition 20 ((R3)-process). If xˆ(◦, •) is an (R2)-process and detσ2+(τ, ω) > 0 is almost surely satisfied
for each t ∈ R, then, xˆ(◦, •) is named an (R3)-process.
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Definition 21 ((S3)-process). If xˆ(◦, •) is an (R3) and (S2)-process, detσ2−(τ, ω) > 0 is almost surely
satisfied for each t ∈ R, then, xˆ(◦, •) is called an(S3)-process.
The discussion up to here is the simple extension from the original idea by Nelson to a 4-dimensional
composited process of {Pτ} and {Fτ}. Where, y±(τ, ω) := λ × W±(τ, ω) for λ > 0 satisfies the above
(S3) processes [2, 3]. Let {Pτ}-progressive be a B((−∞, τ ]) ×Pτ/B(X)-measurable process and {Fτ}-
progressive be a B([τ,∞))×Fτ/B(X)-measurable process for all τ ∈ R.
Definition 22 (D-progressive xˆ(◦, •)). A 4-dimentional (S3)-process xˆ(◦, •) on (Ω ,F ,P) is named “the
dual-progressively measurable process”, or by shortening “D-progressive” and also “the D-process” when
y±(◦, •) := λ ×W±(◦, •) with respect to λ > 0. For τa ≤ τ ≤ τb, xˆ(◦, •) is expressed by the following
{Pτ}-progressive and {Fτ}-progressive process:
xˆµ(τ, ω) = xˆµ(τa, ω) +
ˆ τ
τa
dτ ′ Vµ+(xˆ(τ ′, ω)) + λ×
ˆ τ
τa
dWµ+(τ
′, ω) (41)
= xˆµ(τb, ω)−
ˆ τb
τ
dτ ′ Vµ−(xˆ(τ ′, ω))− λ×
ˆ τb
τ
dWµ−(τ
′, ω) (42)
These (41-42) is regarded as the solution of the following stochastic differential equation:
dxˆµ(τ, ω) = Vµ±(xˆ(τ, ω))dτ + λ× dWµ±(τ, ω) (43)
For δτ > 0, let d±xˆµ(τ, ω) be defined by
´ τ+˚×δτ
τ
dxˆ
µ(τ ′, ω) := xˆµ(τ + ˚ × δτ, ω) − xˆµ(τ, ω) with the
signature  = ±. Since D-progressive xˆ(τ, •) is Pτ/B(A4(V4M, g)) and Fτ/B(A4(V4M, g))-measurable for all
τ , the following theorem is imposed:
Theorem 23. A D-progressive xˆ(◦, •) is {Pτ ∩Fτ}-adapted.
By using this Definition 22, let us propose the following conjecture.
Conjecture 24. A D-progressive xˆ(◦, •) is a trajectory of a scalar electron satisfying the Klein-Gordon
equation when λ =
√
~/m0.
The demonstration of Conjecture 24 is the center of our main issue in this paper and its feasibility is
shown in Section 3.
Let ξˆ±(τ, ω) be the white noise as the time derivatives of W±(τ, ω) in means of the generalized-function
satisfying
´
R dτ dΦ/dτ(τ, ω) ·Wµ±(τ, ω) = −
´
R dτ Φ(τ, ω) · ξˆµ±(τ, ω) with respect to a test function Φ for all
ω. By introducing d±xˆ(τ, ω) as the RHS in (43), (43) is recognized as the summation of the drift velocity
V±(xˆ(τ, ω)) and the randomness λ× ξˆµ±(τ, ω) = λ× dWµ±/dτ(τ, ω),
d±xˆµ
dτ
(τ, ω) = Vµ±(xˆ(τ, ω)) + λ× ξˆµ±(τ, ω) . (44)
Since EJξˆµ+(τ, •)|Pτ K = 0 and EJξˆµ−(τ, •)|Fτ K = 0, the conditional expectation of (44) (the mean-derivative)
14
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imposes V± its drift velocity:
E
s
d+xˆ
µ
dτ
(τ, •)
∣∣∣∣Pτ{ (ω) = Vµ+(xˆ(τ, ω)) , Es d−xˆµdτ (τ, •)
∣∣∣∣Fτ{ (ω) = Vµ−(xˆ(τ, ω)) (45)
In general, a D-progressive xˆ(◦, •) imposes the following Itô formula [22, 23].
Lemma 25 (Itô formula). Consider a C2-function f : A4(V4M, g) → C, the following Itô formula with
respect to a D-progressive xˆ(◦, •) is found;
d±f(xˆ(τ, ω)) = ∂µf(xˆ(τ, ω))d±xˆµ(τ, ω)∓ λ
2
2
∂µ∂
µf(xˆ(τ, ω))dτ a.s. (46)
This is given by the following stochastic integral, too:
f(xˆ(τb, ω))− f(xˆ(τa, ω)) =
ˆ τb
τa
d±f(xˆ(τ, ω)) (47)
=
ˆ τb
τa
d±xˆµ(τ, ω) ∂µf(xˆ(τ, ω))∓ λ
2
2
ˆ τb
τa
dτ ∂µ∂
µf(xˆ(τ, ω)) a.s. (48)
2.3 Complex velocity
In order to Theorem 23, a D-progressively measurable process is {Pτ ∩ Fτ}-adapted. Therefore, the
superposition of d+ and d− is introduced. L. Nottale introduces the following complex differential dˆ and the
complex velocity V(xˆ(◦, •)) as the essential manners of quantum dynamics [20].
Definition 26 (Complex differential and velocity). Consider a C2-function f : A4(V4M, g) → C and its
Itô formula d±f characterized by Lemma 25. Let dˆ be the complex differential on a given D-progressive
xˆ(◦, •):
dˆ :=
1− i
2
d+ +
1 + i
2
d− (49)
dˆf(xˆ(τ, ω)) = ∂µf(xˆ(τ, ω))dˆxˆ
µ(τ, ω) +
iλ2
2
∂µ∂µf(xˆ(τ, ω))dτ a.s. (50)
Then, consider a conditional expectation of the derivative given γτ :=Pτ ∩Fτ ⊂ F is denoted by
E
t
dˆf
dτ
(xˆµ(τ, •))
∣∣∣∣∣ γτ
|
(ω) = Vµ(xˆ(τ, ω))∂µf(xˆ(τ, ω)) + iλ
2
2
∂µ∂µf(xˆ(τ, ω)) , (51)
especially when f(xˆ(τ, ω)) = xˆ(τ, ω), it derives the complex velocity V ∈ V4M ⊕ iV4M,
Vµ(xˆ(τ, ω)) := E
t
dˆxˆµ
dτ
(τ, •)
∣∣∣∣∣ γτ
|
(ω) =
1− i
2
Vµ+(xˆ(τ, ω)) +
1 + i
2
Vµ−(xˆ(τ, ω)) . (52)
By choosing a C2-function φ : A4(V4M, g)→ C like Ref.[20], the following is introduced:
Vα(x) := iλ2 × ∂α lnφ(x) + e
m0
Aα(x), x ∈ xˆ(τ,Ω) for each τ (53)
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The the gauge invariance of scalar QED is found easily.
Theorem 27 (Gauge invariance of V). For a given C1-function Λ : A4(V4M, g)→ R, the complex velocity
Vα(x) satisfies the local U(1)-gauge symmetry in the transformation (φ,A) 7→ (φ′, A′):
φ′(x) = e−ieΛ(x)/~ × φ(x) , A′α(x) = Aα(x)− ∂αΛ(x) (54)
2.4 Fokker-Planck equations
Let us consider a C2-function f : A4(V4M, g) → C on (A4(V4M, g),B(A4(V4M, g)), µ) and its expectation
EJf(xˆ(τ, •))K at τ . Where, µ : A4(V4M, g)→ [0,∞). The probability density p : A4(V4M, g)×R→ [0,∞) with
respect to xˆ(◦, •) is introduced by a the following relation at τ ∈ R:
P(Ω) :=
ˆ
xˆ(τ,Ω)⊂A4(V4M,g)
dµ(x) p(x, τ) = 1 (55)
Where, xˆ(τ,Ω) := supp(p(◦, τ)) and it leads p(A4(V4M, g)\xˆ(τ,Ω), τ) = 0. Since
EJf(xˆ(τ, •))K := ˆ
Ω
dP(ω) f(xˆ(τ, ω))
=
ˆ
A4(V4M,g)
dµ(x) f(x)p(x, τ) , (56)
the probability density
p(x, τ) = E
q
δ4(x− xˆ(τ, •))y (57)
is regarded as the kernel of a linear functional {EJf(xˆ(τ, •))K}∀f . Consider the derivative of it with respect
to τ ,
d
dτ
EJf(xˆ(τ, •))K = ˆ
A4(V4M,g)
dµ(x) f(x)∂τp(x, τ) . (58)
The LHS of this equation (58) along the evolution d±xˆ(τ, ω) is considered as follows;
d
dτ
EJf(xˆ(τ, •))K = EsVµ±(xˆ(τ, •))∂µf(xˆ(τ, •))∓ λ22 ∂µ∂µf(xˆ(τ, •))
{
=
ˆ
A4(V4M,g)
dµ(x) f(x)
{
−∂µ[Vµ±(x)p(x, τ)]∓
λ2
2
∂µ∂µp(x, τ)
}
. (59)
For an arbitrary C2-function f , the following Fokker-Planck equations of a D-progressive xˆ(◦, •) are derived.
Theorem 28 (Fokker-Planck equations). Consider a D-progressive xˆ(◦, •) on (Ω ,F ,P), there is the C2,1-
probability density of xˆ(◦, •) such that p : A4(V4M, g) × R → [0,∞) satisfying the following Fokker-Planck
equation:
∂τp(x, τ) + ∂µ[Vµ±(x)p(x, τ)]±
λ2
2
∂µ∂µp(x, τ) = 0 (60)
By using the definition of V ∈ V4M⊕ iV4M (see (52)), the superpositions of the “±”-Fokker-Planck equations
are found:
∂τp(x, τ) + ∂µ [Re{Vµ(x)}p(x, τ)] = 0 (61)
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Im{Vµ(x)} =

λ2
2
× ∂µ ln p(x, τ), x ∈ xˆ(τ,Ω)
λ2
2
× ∂µ ln
ˆ
R
dτ p(x, τ), x ∈ ⋃τ∈R xˆ(τ,Ω) (62)
Where,
⋃
τ∈R xˆ(τ,Ω) = supp(
´
R dτ p(◦, τ)) ⊂ A4(V4M, g).
Equation (61) represents the equation of continuity of the probability density p in 4 + 1 dimensional
space. Then, ∂µ
[
Re{Vµ(x)} ´R dτ p(x, τ)
]
= 0 is also derived by selecting a natural boundary condition of
p(x, ∂R) = 0. Equation (62) is a mimic of the osmotic pressure formula [1, 2]. Where, the above definition
of Im{Vµ(x)} is identified by its domain xˆ(τ,Ω) or ⋃τ∈R xˆ(τ,Ω).
2.5 Proper time
One of the delicate problem in this paper is the definition of the proper time of a stochastic quanta on
(A4(V4M, g),B(A4(V4M, g)), µ). Since we want to consider the correspondence between a D-process and a
classical kinematics, the limit ~ → 0 of the proper time in the present model has to imply one in classical
dynamics. The well-known proper time in classical dynamics is
dτ |classical = 1
c
×
√
dxµ(τ)dxµ(τ) , (63)
here, the metric g = diag(+1,−1,−1,−1) is selected. Let us recall the following relation in advance;
[dˆ∗xˆµ(τ, ω)− λ× dˆ∗Wµ(τ, ω)] · [dˆxˆµ(τ, ω)− λ× dˆWµ(τ, ω)] = V∗µ(xˆ(τ, ω))Vµ(xˆ(τ, ω))dτ2. (64)
Where, dˆW (τ, ω) := (1−i)/2×dW+(τ, ω)+(1+i)/2×dW−(τ, ω), dˆ∗W (τ, ω) := [dˆW (τ, ω)]∗ and A∗ represents
the complex conjugate of A. Again, remind the definition of the complex velocity
Vµ(x) = 1
m0
× i~∂
µφ(x) + eAµ(x)φ(x)
φ(x)
=
1
m0
× i~D
µφ(x)
φ(x)
(65)
with respect to x ∈ xˆ(τ,Ω), V∗µ(x)Vµ(x) becomes
V∗µ(x)Vµ(x) =
1
2m20
× φ(x)(−i~D
∗
µ) · (−i~D∗µ)φ∗(x) + φ∗(x)(i~Dµ) · (i~Dµ)φ(x)
φ∗(x)φ(x)
+
~2
2m20
× ∂µ∂
µ[φ(x) · φ∗(x)]
φ∗(x)φ(x)
. (66)
Let the C2-function φ(x) : A4(V4M, g) → C be the wave function of the complex Klein-Gordon equation,
(i~Dµ) · (i~Dµ)φ(x)−m20c2φ(x) = 0. Due to this assumption, the first term in the RHS of (66) is a constant
of c2. Then, the issue is the behavior of ~2/m20× ∂µ∂µ[φ∗(x)φ(x)]/φ∗(x)φ(x). Where, we follow the proposal
by T. Zastawniak in Ref.[28]. By defining the function φ(x) := exp[R(x)/~ + iS(x)/~] with respect to
real valued functions of R and S, φ∗(x)φ(x) = exp[2R(x)/~] is satisfied. Due to the definition of (65),
∂µR(x) = Im{m0Vµ(x)} = ~/2× ∂µ ln p(x, τ) on x ∈ xˆ(τ,Ω) (see (62));
~2
2m20
× ∂µ∂
µ[φ(x) · φ∗(x)]
φ∗(x)φ(x)
=
~2
2m20
× ∂µ∂
µp(x, τ)
p(x, τ)
. (67)
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Hence, the second term of the RHS in (66) is non-zero. However, let us introduce the expectation of (67)
after the substitution of x = xˆ(τ, ω),
E
s
~2
2m20
× ∂µ∂
µp(xˆ(τ, •), τ)
p(xˆ(τ, •), τ)
{
=
~2
2m20
×
ˆ
xˆ(τ,Ω)
dµ(x)
[
∂µ∂
µp(x, τ)
p(x, τ)
]
p(x, τ)
=
~2
2m20
×
ˆ
xˆ(τ,Ω)
dµ(x) ∂µ∂
µp(x, τ) = 0, (68)
by employing ∂µp(x, τ)|x∈∂xˆ(τ,Ω) = 0, where ∂xˆ(τ,Ω) denotes the boundary of xˆ(τ,Ω). Therefore the follow-
ing relation is realized.
Lemma 29 (Lorentz invariant). Consider a D-progressive xˆ(◦, •). A stochastic kinematics of a scalar
electron satisfies the following Lorentz invariant for all τ ∈ R [28].
E
qV∗µ(xˆ(τ, •))Vµ(xˆ(τ, •))y = c2 (69)
Due to this Lemma 29, the proper time is defined as the mimic of classical dynamics (63).
Definition 30 (Proper time). For all τ ∈ R, the proper time for a stochastic kinematics is defined by the
following invariant parameter;
dτ :=
1
c
×
√
EJ[dˆ∗xˆµ(τ, •)− λ× dˆ∗Wµ(τ, •)] · [dˆxˆµ(τ, •)− λ× dˆWµ(τ, •)]K . (70)
3 Dynamics of a scalar electron and fields
In order to the realization of the kinematics (43), i.e., dxˆ(τ, ω) = V±(xˆ(τ, ω))dτ + λ× dW±(τ, ω), we need to
investigate the behavior of the complex velocity Vµ(xˆ(τ, ω)) ∈ V4M⊕iV4M. For the derivation of V(xˆ(τ, ω)), the
action integral (the functional) along a stochastic trajectory is required. Before entering to the main body,
we consider the variational calculus associated with a stochastic particle briefly. After this explanation, let
us proceed the concrete definition of the action integral and fields corresponding to the styles in classical
dynamics.
3.1 Euler-Lagrange (Yasue) equation
In this small section, we focus the action integral on a stochastic process. Concerning the complex velocity
V ∈ V4M⊕ iV4M, L. Nottale suggests the following Lagrangian due to its forward and backward evolution, i.e.,
d±xˆ(◦, •); L0(τ, xˆ,V+,V−) = L(τ, xˆ,V) [20]. However, we propose its extension, namely, L0(τ, xˆ,V+,V−) =
L(τ, xˆ,V,V∗). Here, V∗ ∈ V4M ⊕ iV4M is the complex conjugate of V. Recalling the definition of V in (52), it
is found
L0(τ, xˆ,V+,V−) = L
(
τ, xˆ,
1− i
2
V+ + 1 + i
2
V−, 1 + i
2
V+ + 1− i
2
V−
)
(71)
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on a sample path of a D-progressive xˆ(◦, ω). For the simplification, the following signatures are introduced
(γτ :=Pτ ∩Fτ as the “present” τ):
D±τ := E
s
d±
dτ
∣∣∣∣ γτ{ (72)
Dτ := E
t
dˆ
dτ
∣∣∣∣∣ γτ
|
=
1− i
2
D+τ +
1 + i
2
D−τ (73)
By using these expressions, D±τ xˆµ(τ, ω) = Vµ±(xˆ(τ, ω)) is obviously satisfied (the mean derivatives). The
variation of the functional
´ τ2
τ1
dτ E JL0(τ, xˆ,V+,V−)K with respect to xˆ is
δ
ˆ τ2
τ1
dτ E JL0(τ, xˆ,V+,V−)K = ˆ τ2
τ1
dτ E
s
∂L0
∂xˆµ
δxˆµ +
∂L0
∂Vµ+
δVµ+ +
∂L0
∂Vµ−
δVµ−
{
=
ˆ τ2
τ1
dτ E
s
∂L
∂xˆµ
δxˆµ +
∂L
∂VµDτδxˆ
µ +
∂L
∂V∗µD
∗
τδxˆ
µ
{
, (74)
where, the following relations are introduced.
∂L0
∂xˆµ
=
∂L
∂xˆµ
(75)
∂L0
∂Vµ+
=
1 + i
2
∂L
∂Vµ +
1− i
2
∂L
∂V∗µ (76)
∂L0
∂Vµ−
=
1− i
2
∂L
∂Vµ +
1 + i
2
∂L
∂V∗µ (77)
Then, we need to recall the following Nelson’s partial integral [1, 2, 25].
Lemma 31 (Nelson’s partial integral). Let α, β : A4(V4M, g) → V4M ⊕ iV4M be a C2-functions on a D-
progressive xˆ(◦, •), the following partial integral formula is fulfilled;
ˆ τ2
τ1
dτ E
q
D±τ αµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·D∓τ βµ(xˆ(τ, •))
y
= E Jαµ(xˆ(τ2, •))βµ(xˆ(τ2, •))− αµ(xˆ(τ1, •))βµ(xˆ(τ1, •))K , (78)
or its differential form,
d
dτ
E Jαµ(xˆ(τ, •))βµ(xˆ(τ, •))K = ErD±τ αµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·D∓τ βµ(xˆ(τ, •))z . (79)
By using the superposition of the above “±”-formulas, it can be switched to the formula by the complex
derivatives.
d
dτ
E Jαµ(xˆ(τ, •))βµ(xˆ(τ, •))K = E JDταµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·D∗τβµ(xˆ(τ, •))K
= E JD∗ταµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·Dτβµ(xˆ(τ, •))K (80)
Proof. Consider the following relation at first:
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E
q
D+τ αµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·D−τ βµ(xˆ(τ, •))
y
= E
q
D−τ αµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·D+τ βµ(xˆ(τ, •))
y
(81)
It is derived by using the Itô formula of (46) and (62),
E
q
D+τ αµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·D−τ βµ(xˆ(τ, •))
y
− E qD−τ αµ(xˆ(τ, •)) · βµ(xˆ(τ, •)) + αµ(xˆ(τ, •)) ·D+τ βµ(xˆ(τ, •))y
= −λ2 ×
ˆ
A4(V4M,g)
dµ(x) ∂ν
{
p(x, τ)
[
∂ναµ(x) · βµ(x)
−αµ(x) · ∂νβµ(x)
]}
= 0. (82)
Then, by recalling the Fokker-Planck equation (60),
d
dτ
E Jαµ(xˆ(τ, •))βµ(xˆ(τ, •))K = ˆ
A4(V4M,g)
dµ(x)αµ(x)β
µ(x)∂τp(x, τ)
=
1
2
× E
t
(D+τ +D
−
τ )αµ(xˆ(τ, •)) · βµ(xˆ(τ, •))
+αµ(xˆ(τ, •)) · (D+τ +D−τ )βµ(xˆ(τ, •))
|
, (83)
equation (79) is demonstrated. (80) is also imposed by the superposition of (79) for “±”.
By considering (80), (74) becomes
δ
ˆ τ2
τ1
dτ E JL0(τ, xˆ,V+,V−)K = ˆ τ2
τ1
dτ E
s(
∂L
∂xˆµ
−D∗τ
∂L
∂Vµ −Dτ
∂L
∂V∗µ
)
δxˆµ
{
+
ˆ τ2
τ1
dτ
d
dτ
E
s
∂L
∂Vµ δxˆ
µ +
∂L
∂V∗µ δxˆ
µ
{
, (84)
the following Theorem 32 is derived with the help of δxˆµ(τi, •) = 0 (i = 1, 2).
Theorem 32 (Euler-Lagrange (Yasue) equation). Let the functional
S[xˆ,V,V∗] =
ˆ τ2
τ1
dτ E JL (τ, xˆ(τ, •),V(xˆ(τ, •)),V∗(xˆ(τ, •)))K (85)
be the action integral on a D-progressive xˆ(◦, •). By its variation with respect to xˆ(◦, •), the following
Euler-Lagrange (Yasue) equation is induced:
∂L
∂xˆµ
−D∗τ
∂L
∂Vµ −Dτ
∂L
∂V∗µ = 0 (86)
3.2 Action integral
Let us consider the action integral of “classical” dynamics on (A4(V4M, g),B(A4(V4M, g)), µ);
Sclassical =
ˆ
R
dτ
m0
2
vα(τ)v
α(τ)−
ˆ
R
dτ eAα(x(τ))v
α(τ) +
ˆ
A4(V4M,g)
dµ(x)
1
4µ0c
Fαβ(x)F
αβ(x) . (87)
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Corresponding to (87), a new action integral of a stochastic particle and a field is proposed via the introduction
of the mass measure and the charge measure:
Definition 33 (Mass and charge measures). Let M and E be the mass measure and the charge measure
of a stochastic scalar electron. For the positive constants m0 and e, M and E are characterized by
ˆ
A4(V4M,g)
dM(x, τ) := m0 ×
ˆ
A4(V4M,g)
dµ(x)E
q
δ4(x− xˆ(τ, •))y , (88)
ˆ
A4(V4M,g)
dE(x, τ) := e×
ˆ
A4(V4M,g)
dµ(x)E
q
δ4(x− xˆ(τ, •))y . (89)
The key of this definition is the appearance of the smeared distribution E
q
δ4(x− xˆ(τ, •))y dµ(x) from
δ4(x− x(τ))dµ(x) in classical dynamics.
Definition 34 (Action integral). The following functional S is the action integral deriving the dynamics
of a “stochastic” scalar electron and a field characterized by V ∈ V4M ⊕ iV4M, A ∈ V4M with the help by
F ∈ V4M ⊗ V4M and a given tensor δf ∈ V4M ⊗ V4M:
S[xˆ,V,V∗, A] =
ˆ
R
dτ
ˆ
A4(V4M,g)
dM(x, τ)
1
2
V∗α(x)Vα(x)
−
ˆ
R
dτ
ˆ
A4(V4M,g)
dE(x, τ)Aα(x)Re {Vα(x)}
+
ˆ
A4(V4M,g)
dµ(x)
1
4µ0c
[Fαβ(x) + δfαβ(x)] · [Fαβ(x) + δfαβ(x)] (90)
Where, Fαβ(x) := ∂µAν − ∂νAµ. By writing the detail of the measures explicitly,
S[xˆ,V,V∗, A] = E
sˆ
R
dτ
m0
2
V∗α(xˆ(τ, •))Vα(xˆ(τ, •))
{
+E
s
−
ˆ
R
dτ eAα(xˆ(τ, •))Re{Vα(xˆ(τ, •))}
{
+
1
4µ0c
ˆ
A4(V4M,g)
dµ(x) [Fαβ(x) + δfαβ(x)] · [Fαβ(x) + δfαβ(x)] . (91)
Hence, the Lagrangian density L is also introduced;
L(x, xˆ,V,V∗, A) =
ˆ
R
dτ
[
1
2
dM
dµ
(x, τ)V∗α(x)Vα(x)−
dE
dµ
(x, τ)Aα(x)Re {Vα(x)}
]
+
1
4µ0c
[Fαβ(x) + δfαβ(x)] · [Fαβ(x) + δfαβ(x)] (92)
such that S[xˆ,V,V∗, A] = ´A4(V4M,g) dµ(x)L(x, xˆ,V,V∗, A)
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3.3 Dynamics of a scalar electron
The Lagrangian of a stochastic scalar electron with its interaction is
Lparticle[xˆ,V,V∗] :=
ˆ
A4(V4M,g)
dM(x, τ)
1
2
V∗α(x)Vα(x)
−
ˆ
A4(V4M,g)
dE(x, τ)Aα(x)Re {Vα(x)} . (93)
Substituting this for (86),
Re
{
m0DτVµ(xˆ(τ, ω)) + eVˆν(xˆ(τ, ω))Fµν(xˆ(τ, ω))
}
= 0 . (94)
Where, the following are introduced with the Lorenz gauge ∂µAµ = 0 [20]:
Vˆµ(x) := Vµ(x) + iλ
2
2
∂µ (95)
Dτ = Vˆµ(x)∂µ (96)
DτAµ(xˆ(τ, ω)) = Vˆν(xˆ(τ, ω))∂νAµ(xˆ(τ, ω)) (97)
D∗τAµ(xˆ(τ, ω)) = Vˆ∗ν(xˆ(τ, ω))∂νAµ(xˆ(τ, ω)) (98)
Theorem 35 (Equation of stochastic motion). The equation of “stochastic” motion of a scalar electron
interacting with a field is
dM(x, τ)DτVµ(x) = −dE(x, τ) Vˆν(x)Fµν(x) (99)
or
m0DτVµ(xˆ(τ, ω)) = −eVˆν(xˆ(τ, ω))Fµν(xˆ(τ, ω)) . (100)
derived from the action integral (90-91). This is equivalent to the Klein-Gordon equation.
Proof. Let an arbitrary smooth C1,0-function f : A4(V4M, g)×R→ R be a degree of freedom of the imaginary
part of (94), namely,
m0DτVµ(xˆ(τ, ω)) = −eVˆν(xˆ(τ, ω))Fµν(xˆ(τ, ω)) + i
2m0
∂µf(xˆ(τ, ω), τ) . (101)
Transforming DτVµ + e/m0 × VˆνFµν by employing (96),
DτVµ + e
m0
VˆνFµν = Vˆν
[
∂νVµ + e
m0
Fµν
]
= Vˆν∂µVν , (102)
since the identity
∂αVβ − ∂βVα = e
m0
Fαβ (103)
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derived from (53) (also see Ref.[20]). By substituting (53) and the above for (101),
Vˆν∂µVν − i
2m20
∂µf =
[
iλ2 × ∂ν lnφ+ e
m0
Aν +
iλ2
2
∂ν
]
× ∂µ
[
iλ2 × ∂ν lnφ+ e
m0
Aν
]
− i
2m20
∂µf
=
1
2
∂µ
[
(i~∂ν + eAν)(i~∂ν + eAν)φ− ifφ
m20φ
]
= 0 . (104)
Thus, the Klein-Gordon equation is found by putting an arbitrary constant c2,
(i~∂ν + eAν)(i~∂ν + eAν)φ− (m20c2 + if)φ = 0 . (105)
Thus, the imaginary force of i/2m0× ∂µf implies a non-electromagnetic interaction. This interaction should
be removed or be rounded into the free-propagation term of a scalar electron as the mass, hence, f ≡ 0 is
feasible in physics. Then, the normal Klein-Gordon equation is derived;
(i~∂ν + eAν)(i~∂ν + eAν)φ−m20c2φ = 0 . (106)
Therefore, the equation of motion (99 or 100) is equivalent to the Klein-Gordon equation.
Concerning Theorem 27, the following theorem is essential and obviously fulfilled since V, Vˆ, Dτ and F
are U(1)-gauge invariant which the Klein-Gordon equation satisfies, too.
Theorem 36 (Gauge symmetry). The equation of motion (99 or 100) satisfies the U(1)-gauge symmetry.
Equations (99) or (100) are very similar style to classical dynamics, namely, m0dvµ/dτ = −evνFµν .
Ehrenfest’s theorem [21] of it implies the average behavior of this stochastic scalar electron like this classical
form. It is discussed at Section 4.
3.4 Dynamics of fields
Let us proceed the dynamics of the field radiated from a stochastic scalar electron. The Maxwell equation
is derived by the variation of (91) with respect to A ∈ V4M, namely, ∂µ[∂Lfield/∂(∂µAν)] − ∂Lfield/∂Aν = 0.
Where, the Lagrangian density for a field is,
Lfield[xˆ, A] = −
ˆ
R
dτ
dE
dµ
(x, τ)Aα(x)Re {Vα(x)}
+
1
4µ0c
[Fαβ(x) + δfαβ(x)] · [Fαβ(x) + δfαβ(x)] . (107)
Theorem 37 (Maxwell equation). Let a D-progressive xˆ(◦, •) be the trajectory of a stochastic scalar
electron. The variation of (91) with respect to a field A ∈ V4M derives the following Maxwell equation:
∂µ[F
µν(x) + δfµν(x)] = µ0 × jµstochastic(x) (108)
Where, δf ∈ V4M ⊗ V4M is a given field. The current of a stochastic scalar electron
jµstochastic(x) := E
s
−ec
ˆ
R
dτ Re {Vµ(x)} δ4(x− xˆ(τ, •))
{
(109)
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is equivalent to the current of Klein-Gordon particle
jµK-G(x) = −
iecλ2
2
× gµν [φ∗(x)Dνφ(x)− φ(x)D∗νφ∗(x)] . (110)
Where, Dµ := ∂µ − ie/~×Aµ(x).
Remark 38. The tensor δfµν(x) is introduced to remove the field singularity at the point of an electron.
For the discussion of radiation reaction in Volume II [14], the generated field has to be separated into
the homogeneous solution F ∈ V4M ⊗ V4M such that ∂µFµν = 0, and the singularity as a Coulomb field by
∂µδf
µν = µ0 × jµstochastic. We regards (108) as the superposition of these two equations. The detail of this
discussion is in Volume II [14].
Proof. The derivation of the Maxwell equation (108) is obvious. The current jµstochastic(x) is calculated by
using (53):
jµstochastic(x) = −ec
ˆ
R
dτ Re {Vα(x)} p(x, τ)
=
´
R dτ p(x, τ)
φ∗(x)φ(x)
× jµK−G(x), x ∈
⋃
τ∈R
xˆ(τ,Ω) (111)
Hereby, jstochastic(x) ∈ V4M satisfies ∂µjµstochastic(x) = −ec∂µ[Re {Vµ(x)}
´
R dτ p(x, τ)] = 0 due to (61) with
its boundary condition p(x, τ = ∂R) = 0. Of cause, ∂µjµK-G(x) = 0 is held, too. Thus,
´
R dτ p(x, τ)
φ∗(x)φ(x)
= Constant (112)
has to be imposed, ∂µ[Fµν(x) + δfµν(x)] = µ0jνK-G is realized by
´
R dτ p(x, τ)/φ
∗(x)φ(x) = 1.
Proposition 39. For the realization of the Klein-Gordon equation and the Maxwell equation from the
action integral (90-91), the following is required with respect to x ∈ ⋃τ∈R xˆ(τ,Ω):
φ∗(x)φ(x) :=
ˆ
R
dτ E
q
δ4(x− xˆ(τ, •))y
=
ˆ
R
dτ p(x, τ) (113)
The plot of
´
R dτ EJδ4(x− xˆ(τ, •))K denotes the distribution of a scalar electron in xˆ(τ,Ω) ⊂ A4(V4M, g).
4 Conclusion and discussion
In this Volume I, we discussed the relativistic and stochastic kinematics of a scalar electron with its dy-
namics and a field. For the kinematics of a particle, the D-progressive xˆ(◦, •) on the Minkowski spacetime
(A4(V4M, g),B(A4(V4M, g)), µ) was defined as the extension from Nelson’s (S3)-process [2] at Definition 22
in Section 2. It imposed the two types of the velocities Vµ±(xˆ(◦, •)). We needed to consider the probability
density p : A4(V4M, g)× R→ [0,∞) characterized by Theorem 28 and Proposition 39. The definition of
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the proper time dτ (70) corresponding to one in classical dynamics is discussed, too. The complex differ-
ential dˆ (49) and the complex velocity Vˆ (53) [20] which are the main casts of the present model were also
introduced. In Section 3, the dynamics of a stochastic particle was proposed. We introduced the new action
integral (90-91) corresponding to the form in classical dynamics. Hence, we could obtain the dynamics of a
stochastic particle and fields by the variational calculus of this action integral. The restriction of an external
field is only Lorenz’s gauge of ∂µAµ = 0.
Conclusion 40 (System of a scalar electron and a field). Consider (A4(V4M, g),B(A4(V4M, g)), µ) and
(Ω ,F ,P). A D-progressive xˆ(◦, •) := {xˆ(τ, ω) ∈ A4(V4M, g)|τ ∈ R, ω ∈ Ω} characterized by
dxˆµ(τ, ω) = Vµ±(xˆ(τ, ω))dτ + λ× dWµ±(τ, ω) (114)
is defined as the kinematics of a stochastic scalar electron [Definition 22]. The following action integral
[Definition 34]
S[xˆ,V,V∗, A] =
ˆ
R
dτ
ˆ
A4(V4M,g)
dM(x, τ)
1
2
V∗α(x)Vα(x)
−
ˆ
R
dτ
ˆ
A4(V4M,g)
dE(x, τ)Aα(x)Re {Vα(x)}
+
ˆ
A4(V4M,g)
dµ(x)
1
4µ0c
[Fαβ(x) + δfαβ(x)] · [Fαβ(x) + δfαβ(x)] (115)
provides the following dynamics of a stochastic scalar electron [Theorem 35] and a field [Theorem 37]
characterized by V := (1− i)/2× V+ + (1 + i)/2× V− ∈ V4M ⊕ iV4M and F ∈ V4M ⊗ V4M:
m0DτVµ(xˆ(τ, ω)) = −eVˆν(xˆ(τ, ω))Fµν(xˆ(τ, ω)) (116)
∂µ [F
µν(x) + δfµν(x)] = µ0 × E
s
−ec
ˆ
R
dτ ′Re {Vν(x)} δ4(x− xˆ(τ ′, ω))
{
(117)
Here, the dynamics of (116) is equivalent to the Klein-Gordon equation. These dynamics fulfill the
U(1)-gauge symmetry such that
φ′(x) = e−ieΛ(x)/~ × φ(x) , A′α(x) = Aα(x)− ∂αΛ(x) . (118)
We could hereby conclude Conjecture 24 is demonstrated, however, how does this equation correspond
to classical behavior? It can be described by Ehrenfest’s theorem and it is one of the key idea for the
investigation of radiation reaction in Volume II.
Theorem 41 (Ehrenfest’s theorem). The expectation of (116) derives Ehrenfest’s theorem of the Klein-
Gordon equation.
Proof. Due to the identity EJdWµ±(τ, •)K = 0, then, EJVµ+(xˆ(τ, •))K = EJVµ−(xˆ(τ, •))K is satisfied. Considering
the expectation of the equation of motion (116),
m0
d
dτ
E JVµ(xˆ(τ, •))K = m0 d
dτ
E JRe{Vµ(xˆ(τ, •))}K
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(80)
= Re {E Jm0DτVµ(xˆ(τ, •))K}
= E JRe {fµ(xˆ(τ, •))}K . (119)
Where, fµ(xˆ(τ, ω)) := −eVˆν(xˆ(τ, ω))Fµν(xˆ(τ, ω)) ∈ V4M ⊕ iV4M. Since d/dτE Jxˆµ(τ, •)K = E JVµ(xˆ(τ, •))K,
m0
d2
dτ2
E Jxˆµ(τ, •)K = E JRe {fµ(xˆ(τ, •))}K (120)
is derived and it is Ehrenfest’s theorem which is an averaged motion of a scalar electron.
Due to Theorem 41, the correspondence of the velocities between classical and quantum dynamics is
vµ(τ)↔ d
dτ
E Jxˆ(τ, •)K = E JRe{V(xˆ(τ, •))}K . (121)
Furthermore, d/dτ(vµvµ) = 2×vµdvµ/dτ = 0 has to be satisfied in classical dynamics. The present dynamics
of a stochastic particle provides the similar relation, too.
d
dτ
E
qV∗µ(xˆ(τ, •))Vµ(xˆ(τ, •))y = E
t
V∗µ(xˆ(τ, •)) ·DτVµ(xˆ(τ, •))
+Dτ
∗V∗µ(xˆ(τ, •)) · Vµ(xˆ(τ, •))
|
= −λ
2e
m0
× E
r
Im{Vµ(xˆ(τ, •))} · ∂νFµν(xˆ(τ, •))
z
= − λ
4e
2m0
×
ˆ
A4(V4M,g)
dµ(x) ∂µp(x, τ) · ∂νFµν(x)
=
λ4e
2m0
×
ˆ
A4(V4M,g)
dµ(x) p(x, τ) · ∂µ∂νFµν(x) = 0 (122)
Where, p(x, τ)|x∈∂A4(V4M,g) = 0 is selected. This result supports the Lorentz invariant EJV∗µ(xˆ(τ, •))Vµ(xˆ(τ, •))K =
c2 (constant), too.
Lemma 42. The trajectory of a stochastic scalar electron satisfies the following relation;
d
dτ
E
qV∗µ(xˆ(τ, •))Vµ(xˆ(τ, •))y = 0 . (123)
For Ωaveτ := {ω|xˆ(τ, ω) = EJxˆ(τ, •)K} ⊂ Ω, we will quantize the LAD equation and demonstrate and the
existence of the following formula instead the radiation formula dWQED/dt = q(χ) × dWclassical/dt by using
the present model in Volume II:
dWStochastic
dt
(EJxˆ(τ, •)K) =P(Ωaveτ )× dWclassicaldt (EJxˆ(τ, •)K) (124)
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