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 In multi-agent system, a cooperation behavior is an attractive problem. In the RoboCupSoccer 
simulation the environment of each agent dynamically and suddenly changes. Therefore, it is difficult 
to solve the problem in the cooperation behavior. The difficulty would come from the uncertainty of 
the position of the other agents and the ball, getting from the visual information, and from the fact 
that each agent can not know the internal state of the other agents. In order to overcome the problem, 
we focus on the voice as one of communication tools and design the strategy of the soccer team. 
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1,は じめに
ロボカ ップは,複 数 のサ ッカーエー ジェン トを用
いて対戦 させ るものでマルチエージ ェン トの問題 を
提供 するためや ロボ ッ ト工学 と人工知能 の融合 ・発
展のために発足 され た.今では全国で多数 の研究者や
学生 が参加す る一 大 国際 プ ロジェ ク トに なって い
る.1)ロボカ ップは5つ の部 門か ら構成 されてお り,
小型 ロボ ッ トリー グ ・中型 ロボ ッ トリー グ ・四足 ロ
ボ ッ トリー グ ・シュ ミレシ ョン リー グ ・ヒューマ ノ
イ ドリー グに分け られ る.ロボカ ップ最終 目標 を 「2
050年 までに,自 律型 ヒューマ ノイ ドロボ ッ トで
人間 してい る.そして,そ の過程で生み 出 された技術
が社 のサ ッカー の世界チ ャンピオ ンに勝つ こと」 と
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及す ることを目指 してい る吟 回の研究では ロボカ ッ
プの部 門の一つ であるシミュレーシ ョン リーグを用
いている。シ ミュ レーシ ョン リー グとは,そ れぞれ の
参加者 がサ ッカーエー ジェン トの選 手のプ ログラム
を用意 しそれ を架空2次 元 フィール ド上で対戦 させ
るリーグであ り,そ の制御 はサ ッカーサーバ が行 っ
ている.サッカーサーバ とクライア ン ト間の通信方法
はUDP/IPを用いて通信 している。サ ッカーサーバ は
クライアン トか ら送 られて くる命令 コマ ン ドを実行
させ,そ れ を2次 元 フィール ドに反 映 させ てクライ
アン ト側 にデー タを送 るとい うシステムで構成 され
ている.また現実の世界のサ ッカーに近づ けるために
サ ッカー サーバ ではノイズや 量子化 誤差 を取 り入れ
ている.ノイズは物体が必ず しも思った ところに飛 ん
で くれ ない とい うこ とを実現 してい る量 子化誤差 は
視覚情報 に用 い られ,遠 くにい るプ レイ ヤーや ボー
ル に関す る情報 が不確実な もの となって くるよ うに
なっている.また,エ ージェン トの視野範囲 は限 られ
ている.そのよ うな状況のなかでマルチエー ジェン ト
の環境 を生 か しエー ジェン ト同士が協力 しあい,よ
り大 きな効果 を得 ることは ロボカ ップに とって とて




聴覚情報を利用する手法を提案 してい る.ロボカ ップ
では実際のサッカー と同 じように,他のエージェン トに
メッセージを伝えることができる.このメッセージをう
ま く使 うことにより視覚情報だけでは難 しかった有効
な協調行動を行い,マルチエージェントの環境を有効に




























ジェン トでもパターン行動を発動 しなかった り大幅に遅

































イ ドトラップを取 り上げ実装 し,二つ目は効果的なパス




















件と一致 した ものについて実行するとい う方法である.
ソれ


























イ ドトラップに失敗 した場合で もリスクが少ないか ら
である.(パスが通るまでの時間が長いためオフサイ ド
がとれな くてもパスカ ットができるため.)





3.λ1オ フサ イ ド トラ ップ プログラム の構成
声を使用したオフサイ ドトラップは,今回作成したラ
イブラリのrsay-o什side.act」とroffside.act」をプログ
ラム本体か ら呼び出す ことでデ ィフェンスラインを押
し上げる行動を行 うことができる,これらのプログラム
詳細は下記の通 りである.




ン トのx座 標の値が味方チームのオフサイ ド
ラインの付近にある.


































































のことがない限 り声を出さないように した。閾値 をL
げることによりどうしてもパスがほしい時(パ ス評価
関数の返す値が とても大きい時)に 限 り,連続 した時間
帯 でも声を出すように設計 してい る.
3.3.1パス相手 の評価 方法










































「paSS.act」に つ い て
・発動条件













ジェン トの人数によって効果が どのように違 ってくる
のか,声を使わないで視覚情報のみでオフサイ ドトラッ
プを仕掛けた場合 とでは成功率が どのくらい違って く
るのかを調べた.
の一35の線上に4人 並べた.ディフェンダーの行動はオ
フサイ ドトラップの行動以外は行動 しない(ボ ールを
追ったりは しない)も のとする.オフサイ ドの声を発声
させ るのは図:3上の背番号9の 選手で,それを聞いた




敵のエ ー ジェン トの背番 弓1,2,3を 座標(33,-13),
(8,-13),(-5,-13)Lにな らべて3の 選千 は2に パスを
して,パスを もらった2の 選手 はボー ルをい ったん止め
て1番 にパス をす るよ うに作成 している.
4.1.1ロー カ ル環境 によ る動作 確認 の実験
Case1:声をかけるエー ジェン トが一人の場合






































































引き上げが遅 くなって しまう,というパ ターンだった.
その例を図4を 用いて説明すると,ディフェンダー(赤)










フサイ ドトラップの成功数が多 く平均失点 も少な く抑
えることができた.このことにより,声がオフサイ ドト









































方選手 ×1,敵の選手 ×4,敵のキーパー ×1を フィー
ル ドLに配置する.
【実験方法】

















































































パスの評価関数は自作 した関数であ り,パスの相応 しさ
によって0～200(評価値が高い方が高得点)の 評価値
を返している.今回の実験ではデフォル トの閾値を100














フェンダー4人 の内一番速 く判断したエージェン トの
x軸がほぼオフサイ ドトラップのライ ンとなるため,オ

















トラップの条件に気づ く時間は,図の一番早 く気づ く時
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今回ロボカ ップサ ッカーのシミュー レー ションにお
いて,声を 「協調行動の発動 タイミングの トリガー とし
ての使用」と 「自分が もっている情報を他のエージェ
ン トに伝える」 とい う2通 りの活用方法による協調行
動を提案を した.y声を トリガー として使用した場合は,
複数のエー ジェン トがほぼ同時期 に作戦の発動が行わ
れていることが実験の結果 とエージェン トのログか ら
確認できた.このことにより協調行動の発動の トリガー
として.声によるメッセージが有効に活用できる と言え
る.:つ 日の声によって白分の持っている情報 と伝え
る,という協調行動の千法はエージェン トのパスの選択
においては情報を送 る側のエージェン トが,良い情報だ
