In this paper we will characterize the spaces of distributions of exponential growth with support in a proper convex cone by the heat kernel method. As application we can obtain the Paley-Wiener theorem for distributions of exponential growth supported by a proper convex cone and Edge-of-the-Wedge theorem for the space of the image by the Fourier-Laplace transform of them.
§1. Introduction
In this paper we shall study the space H (R n , K) of distributions of exponential growth. The spaces of distributions of exponential growth for the 1-dimensional case, direct product case or global case were investigated by many authors ( [5] , [7] , [11] , [15] , [16] , [18] , [21] , [24] ). In [5] M. Hasumi studied the space H(R n , R n ) and the dual space H (R n , R n ) (see Definition 3.2 and Definition 3.7). In [15] M. Morimoto studied the space H(R n , K) and the dual space H (R n , K) (see Definition 3.2 and Definition 3.7). The purpose of this paper is to treat the space of distributions of exponential growth supported by a proper convex cone Γ ⊂ R n , (denote by H Γ (R n , K)).
In §3 we introduce the base space H(R n , K) and its dual space H (R n , K).
The main purpose in this section is to obtain the structure theorem for H A (R n , K), the space of distributions of exponential growth supported by a set A ⊂ R n (Theorem 3.10). Therefore as corollary we obtain the structure theorem for H Γ (R n , K), where Γ ⊂ R n is a proper convex cone, (Corollary 3.12), and the result which G. Lysik obtained for the case of direct product support of half lines ( [11] ). Furthermore we have the decomposition theorem for distributions of exponential growth with support in Γ + ∪ Γ − , (Corollary 3.14).
In §4 we shall characterize the space H (R n , K) by the heat kernel method, which T. Matsuzawa introduced for the spaces of distributions, ultradistributions and hyperfunctions [4] , [12] , [13] , [14] . The main purpose in this section is to show that the convolution of the heat kernel and a distribution of exponential growth is a smooth solution of the heat equation with some exponential growth condition and conversely such a smooth solution can be represented by the convolution of the heat kernel and a distribution of exponential growth (Theorem 4.4).
In §5 we shall characterize the space H Γ (R n , K) by the heat kernel method (Theorem 5.1).
In §6 we shall study the Paley-Wiener theorem for H Γ (R n , K) by using the structure theorem given in §3 and the heat kernel method given in §4, §5. Then we shall show that the Fourier-Laplace transform of T ∈ H Γ (R n , K)
is a holomorphic function constructed by a finite sum of functions which are holomorphic on the domains whose imaginary parts are proper convex cones with vertex at the elements of K and with some polynomial growth conditions and conversely such a holomorphic function can be represented by the FourierLaplace transform of a distribution of exponential growth T ∈ H Γ (R n , K).
Then we can see that T is constructed by a finite sum of distributions of exponential growth supported by a proper convex cone Γ (Theorem 6.9). As corollary we have the result which M. Morimoto showed for the 1-dimensional case [15] . In §7 we shall study the space of the image by the Fourier-Laplace transform of T ∈ H Γ (R n , K). Then by using the Paley-Wiener theorem given in §6,
we can obtain the Edge-of-the-Wedge theorem for this space (Theorem 7.11). These results are generalizations of the work which M. Morimoto showed for the case of direct product ( [16] , Theorem 2). §2. Preliminaries Definition 2.1. We define some notations:
n .
x, ξ = n j=1
x j ξ j for x, ξ ∈ R n . z = (z 1 , . . . , z n ) ∈ C n , z j = x j + ıy j , j = 1, . . . , n. ζ = (ζ 1 , . . . , ζ n ) ∈ C n , ζ j = ξ j + ıη j , j = 1, . . . , n.
B(x 0 , δ) = {x ∈ R n ; |x − x 0 | < δ, δ > 0}.
Definition 2.2.
Let K be a convex compact set in R n . Then we define
Definition 2.3.
Let Ω be an open set in C n . We denote by H(Ω) the space of holomorphic functions on Ω and by C(Ω) the space of continuous functions on Ω.
Definition 2.4.
D(R n ) is the space of C ∞ functions with compact support. S(R n ) is the space of rapidly decreasing C ∞ functions and S (R n ) is the space of tempered distributions.
and the Fourier inverse transform F −1 (ϕ)(ξ) is defined by [22] ). Let Γ be a cone. We put Γ := {ξ ∈ R n ; y, ξ ≥ 0 for all y ∈ Γ}.
Then we call Γ dual cone of Γ.
Definition 2.11.
Let Γ be a cone. Then we denote by prΓ the intersection of Γ and the unit sphere. The cone Γ 1 is said to be a compact cone in the cone Γ 2 if prΓ 1 ⊂ prΓ 2 and we write Γ 1 Γ 2 .
Proposition 2.12 ([22], [23]).
Following conditions are equivalent:
1. Γ is proper cone.
(Γ )
• = ∅. 3. For any C (Γ ) • , there exists a number σ = σ(C) > 0 such that ξ, x ≥ σ|ξ||x|, ξ ∈ C, x ∈ chΓ.
Proposition 2.13 ([22]). (Γ ) = chΓ and (Γ
. Furthermore for a convex cone Γ, we have Γ=Γ + Γ.
Definition 2.14.
Let Γ + be a cone with vertex at 0. Then we put
Definition 2.15.
Let A be a set in R n . We put
For the structure of S Γ , the following proposition is known: 
§3. Distributions of Exponential Growth
In this section, we shall introduce H (R n , K), the space of distributions of exponential growth, and give the structure theorem of H Ā (R n , K).
Definition 3.1.
Let K be a convex compact set in R n and ε > 0. Then
Definition 3.2.
We define the spaces H(R n , R n ) and H(R n , K) as follows:
where lim ← − ε>0 means projective limit and lim − → ε>0 means inductive limit.
Remark 3.3. Now we give the relations of H(R n , K) and the other function spaces:
(for details we refer the reader [18] ). Therefore
Remark 3.4. L. Hörmander treated the base space S f so that D ⊂ S f ⊂ H(R n , K) and the Fourier-Laplace transform of S f . For the details we refer the reader to [7] .
For (i) of Remark 3.3, the following theorem is known:
and by 
Now we have the structure theorem for distributions of exponential growth with support A ⊂ R n :
Theorem 3.10.
Let A be a set in R n and T ∈ H A (R n , K). Then for every ε > 0 there exist S(x) ∈ S A , n 0 ∈ N and t j ∈ K, j = 1, 2, . . . , n 0 such that
2 ) and K is a compact set, there
and we have the following lemma:
where
Proof of Lemma. We use mathematical induction. (i) Case of |α| = 0. Then we obtain P α = 1.
(ii) Assume that when |α| = k, (1) is true. Let |α| = k + 1. Then
This means that for
, ϕ .
So we obtain 
Then for any ε > 0 there exist m ε ∈ N and bounded continuous
Proof. By Lemma 2.16 and (2), for
Therefore, for any ε > 0 there exist a partial differential operator P (D) and a polynomially bounded continuous functions G(x) with support in Γ such that
Now we put
Now we choose ε in (3) such that 0 < ε < ε 1 . Then
This means that sup
Since ε 1 > 0 is arbitrary, the proof is complete.
By (3), we have the following corollary:
with finite order P ε (D) and a polynomially bounded continuous function
Using Proposition 2.17, we have the following corollary:
Corollary 3.14.
Proof. By Theorem 3.10, we have
By Proposition 2.17, we have
Remark 3.15. M. Morimoto obtained this result for the 1-dimensional case in [15] .
Example 3.16 (Example for Corollary 3.12).
Let n = 2, K = B(0, 1) and
Then F ε (x) is a bounded continuous function and supp(F ε ) ⊂ Γ.
§4. A Characterization for Distributions of Exponential Growth by the Heat Kernel Method
In this section, we shall characterize H (R n , K), the space of distributions of exponential growth, by the heat kernel method introduced by T. Matsuzawa in [12] . We notice that many authors make use of his idea ( [2] , [3] , [9] , [10] , [20] ).
We show the following lemma:
For the heat kernel we have the following estimate [14] :
This means that E(x, t) ∈ H(R n , K).
(
(iii) We notice that for |y| ≤ 1,
By (6),
Lemma 4.3.
Let f (x) be a measurable function satisfying the following condition:
Then f (x) belongs to H (R n , K) in the following sense:
Proof. We only prove the continuity.
and 0 < ε < ε . Since there exists a constant
Since ε > 0 is arbitrary, the continuity is proved. ∞) ) satisfying the following conditions:
Conversely, for a function (7) and (9),
Proof. By Proposition 3.8, we have
By sup
y∈R n |F (y)| < ∞ and (4), for ,
, where
Let 0 < a 0 < t < a 1 . Since
and (10),
By Lemma 4.2 (iii),
U (x, t), ϕ(x) = T y , ϕ t (y) → T y , ϕ(y) , as t → 0 + .
This means that U (x, t) → T in H (R n , K).
Let 0 < t < 1. By Proposition 3.8, (4) and (10),
Now we shall prove the converse. For positive integer m, we put
and we set v m (t) = f m (t)u(t). Then
where w(t) ∈ C ∞ (R n ) and δ(t) is Dirac's delta function, supp w ⊂
2 . Now we put m = N + 2, v N +2 (t) = v(t) and
By supp v(s)
This means thatŨ (x, t) is a continuous function in t ≥ 0. Now we put g(x) = U (x, 0). By (12) ,
By (11) and (14), for t > 0
Therefore, we have
. By Lemma 4.3, (13) and (16), we have
E(x − y, t)h(y)dy
Similarly, for H 0 (x, t) we have
is a continuous function. Therefore,
By (12), (14) , (18) , (19) , (22) and uniqueness theorem of the heat equation [8] , we have
Similarly,
By (15), (17), (24) and (25), we have
Remark 4.5. C. Dong and T. Matsuzawa characterized Gel'fand-Shilov space S s r by the heat kernel method in [4] . But our result for the growth of t is better than their result. That is, they showed that the convolution of the heat kernel and a generalized function was C ∞ -function with some exponential growth for t and conversely such a smooth solution could be represented by the convolution of the heat kernel and a generalized function u given by the following formula:
where P (− ) was the infinite order differential operator. In Theorem 4.4 we showed that the convolution was C ∞ -function with some polynomial growth for t and conversely such a smooth solution could be represented by the convolution of the heat kernel and a generalized function T given by the following formula:
of course, (− ) N +2 is a finite order differential operator. So we obtained the sharper result than them for the case of H (R n , K). For the details we refer the reader to [4] .
§5. Distributions of Exponential Growth Supported by a Proper Convex Cone
In this section, we shall characterize H Γ (R n , K), the space of distributions of exponential growth supported by a proper open convex cone Γ ⊂ R n .
the following conditions:
Conversely, for a function U (x, t) ∈ C ∞ (R n × (0, ∞)) satisfying (26) and (28),
Proof. By Theorem 4.4, (26) and (27) are obvious.
Let 0 < t < 1. By Corollary 3.12 and (4),
Therefore, we have (28).
Now we shall prove the converse. By (28),
By Theorem 4.4, there exists
Then by Theorem 4.4,
Therefore,
This means that supp T ⊂ Γ.
For (28) in Theorem 5.1, we have the following lemma:
1 is equivalent to the following conditions:
and U (x, t) → 0, (t → 0 + ), uniformly for all compact sets in R n \Γ.
Proof. (28) ⇒ (29) is obvious. Now we suppose (29). By the estimate in (29) and Theorem 4.4, there exists
Then by (8) in Theorem 4.4 and the assumption in (29), we have
. By Theorem 5.1, we have (28).
By Lemma 5.2, we have the following corollary: ∞) ) satisfies the following conditions:
uniformly for all compact sets in R n \Γ.
Conversely, for a function
U (x, t) ∈ C ∞ (R n × (0, ∞)) satisfying (30) and (32), there exists a unique T ∈ H Γ (R n , K) such that T y , E(x − y, t) = U (x,
t). §6. Paley-Wiener Theorem for Distributions of Exponential Growth Supported by a Proper Convex Cone
In this section, we shall give the Paley-Wiener theorem for H Γ (R n , K), the space of distributions of exponential growth supported by a proper open convex cone Γ ⊂ R n . For the 1-dimensional case, it is given in [15] . 
For L and L −ε , we have the following properties:
Since
. By Proposition 2.13,
• is an open set and not empty. Therefore, we have the condition (i).
(ii) is obvious.
Definition 6.3 ([15], [22]). For
The last part means
where χ(x) ∈ C ∞ (R n ) which satisfies
Definition 6.4. Let Γ be a proper open convex cone and K be a compact set. For ε > 0 and u j ∈ K, j = 1, . . . , j 0 , we set the following notations:
j=1 satisfying the conditions (33), (34), (35):
Proof. By Corollary 3.13,
where sup
. By Lemma 6.5 and Proposition 2.12, there exists σ = σ(Γ C ) > 0 such that
, then by the calculation from (38) to (39), we have
and e
by (36) and Lebesgue's dominated convergence theorem, we have
Since ε > 0 and Γ C (Γ )
• are arbitrary, g j,α,β (ζ) is a continuous function in
). Now we put
Then we have 
Proof. Let ε > 0, 0 < t < 1 and
• and |η| = ε. Now we put
We notice that U j (x, t) is independent of η ∈ Γ C by Cauchy's integral theorem and satisfies
Then since |η| = ε,
By Theorem 4.4, there exists
For the details of the proof, we refer the reader to [20] . Now we resume the proof of Proposition 6.7.
By Theorem 4.4 and Lemma 6.8, we have
Now we put 
Then we can see
and L = L 1 ∩ L 2 . Now we define
Then we have T 1 ∈ H Γ (R 2 , {(0, 1)}), T 2 ∈ H Γ (R 2 , {(0, −1)}) and
T 2 x , e ıζx = f 2 (ζ),
§7. Edge-of-the-Wedge Theorem
In this section we give Edge-of-the-Wedge theorem for the space of the image by the Fourier-Laplace transform of T ∈ H Γ (R n , K). First we introduce some spaces of holomorphic functions. For details we refer the reader to [15] , [16] . (i) A. U. Schmidt apply Q(T (K)) to study asymptotic expansions [18] .
(ii) Q (T (K)) is called tempered ultradistributions by S. e. Silva [19] and M. Hasumi [5] , and called tempered ultrahyperfunctions by M. Morimoto [15] , [16] .
We have the following theorem for the spaces H(R n , K) and Q(T (K)): In (47), we notice that F(ψ)(x) is independent of η ∈ K
• ε by Cauchy's integral theorem.
Definition 7.7 ([15]).
For T ∈ H (R n , K), we define the dual Fourier transform F(T ) as a continuous linear functional on Q(T (K)) by the formula
F(T ), ψ = T, F(ψ) , for ψ ∈ Q(T (K)). (48)
As a consequence of Theorem 7.5, we have the following theorem:
Theorem 7.8 ([15]).
The dual Fourier transform (48) gives topological isomorphisms F : H (R n , K) → Q (T (K)).
Definition 7.9.
Let K = {u}, ψ ∈ Q b (T (K ε 1 )) and assume that f (ζ) ∈ H(R n + ıL) satisfies
Then we define f (ζ), Now we can show Edge-of-the-Wedge theorem. For the direct product case, it is given in [16] . Assume that F 1 (ζ) ∈ H(R n + ıL 1 ) and F 2 (ζ) ∈ H(R n + ıL 2 ) satisfy
Therefore, T 1 = T 2 =: T in H (R n , K) and supp T ⊂ (Γ 1 ∩ Γ 2 ). Now we put If we have the assumption (ii), then by Proposition 2.13 and Theorem 6.9, we have (52) and (53).
