ABSTRACT Due to controllable conductance and non-volatility, flexible memristors are regarded as a key enabler for building artificial neural network (ANN)-based learning algorithms in flexible and wearable systems. However, the existing flexible memristors are suffering from limited number of conductance values, issues limiting large-scale integration, and insufficient accuracy that cannot support accurate computation of ANN. In this paper, solutions are proposed for the three major challenges of the flexible memristor; the feasibility of a three-layer fully connected neural network on MNIST and a 13-layer convolutional neural network (CNN) on CIFAR-10 using the flexible memristor based on single-walled carbon nanotubes network/polymer composite and hydrophilic Al 2 O 3 dielectric are studied. The evaluation result shows that in the fully connected neural network system, it is able to recognize MNIST with an accuracy above 90% after 4-bit quantization, 52.05% decrease in interconnection numbers in the circuit and up to 40% random error introduced, and in the CNN on CIFAR-10, the system can retain an accuracy above 86% with less than 4% accuracy loss after 5-bit quantization, 59.34% decrease in interconnection numbers in the circuit and up to 40% random error injected.
I. INTRODUCTION
Flexibility is one of the most important qualities for the next generation of wearable electronics, as it is in compliance with the vision of Internet of Things (IoT) to achieve connectivity among any object. Unlike the traditional rigid material, flexible electronics is characterized by high ductility and excellent bendability, and therefore can be applied to a wider range of application, such as epidermal electronics [1] , e-textile [2] , conformably shaped display and sensors [3] , and energy conversion [4] . Being able to bend or stretch to some extent without function lose, flexible electronics provides us with a better choice for electronic devices to be integrated into the physical world [5] . However, flexible electronic systems nowadays are still suffering from high cost, high power consumption and limited performance.
Marked as low cost and low power consumption, the latest discovered flexible memristor has presented a new solution to the current flexible electronic system, making it possible to implement artificial neural network (ANN) using flexible and low cost electronic components. Compared to traditional rigid materials, organic material used in building the memristor endows material-level flexibility to the device. Being able to be fabricated on a flexible plastic substrate, the flexible memristor is able to integrate with other flexible devices and functional materials (such as sensor and battery) towards a truly flexible smart system and large area electronics (LAE). However, flexible memristor is still limited by its performance and manufacturability. Comparing with non-flexible memristors, the device dimensions of flexible memristors are relatively large and the multilevel states number is still relatively low. This paper presents a novel scheme to prepare current flexible memristor for ANN implementation while achieving acceptable accuracy rate. A flexible memristor based on single-walled carbon nanotubes (SWCNTs) network/polymer composite and hydrophilic Al 2 O 3 dielectric is adopted to study the feasibility of implementing ANN with such memristors. Random errors are injected to emulate the variation of the device, and weights of the ANN are quantified and mapped to limited conductance values. Novel near-zero optimizing methods are proposed to relax the complexity of interconnections in large-scale crossbar circuit. The evaluation results on two typical ANNs are presented and summarized.
The reminder of this paper is organized as follows. Section II provides the information of the adopted flexible memristor. Section III shows the concrete design methodology, including the comparison of the five different weight quantization methods, the zero-valued interval extension, and the simulation of device variation of the flexible memristor. Next, in Section IV, the fully-connected neural network on MNIST is studied with evaluation of weight quantization and system resilience. In Section V, a relatively more complex network is studied, which is a thirteen-layer convolutional neural network (CNN) on CIFAR-10, and the system accuracy after quantization and the performance of system resilience are presented. And finally, Section VI concludes the paper and the findings are summarized.
II. FLEXIBLE MEMRISTOR A. BACKGROUND KNOWLEDGE
To our best knowledge, the soft, flexible and stretchable electronics systems nowadays have already realized functions like sensing [6] , [7] and wireless communication [8] , [9] , some have also fulfilled simple computing tasks [10] . For example, the flexible microfluidic health monitoring device to capture, collect and analyze the sweat [11] in human interactivity sector, and the flexible fiber-based self-charging power system in energy storage and generation sector [12] . However, most flexible electronic systems nowadays still have various constrains, especially the limited computing power. To move towards the goal of the ubiquitous platform, the next-generation flexible system should integrate with the advanced intelligence, thus the computing power is turning increasingly important for the future flexible electronic system. Limited computing power has become a bottleneck for the development of current flexible electronic system as few systems nowadays can fulfill computing-intensive tasks.
Memristor, with its memorability and computational property, has now drawn great attention for being an ideal component to build the artificial neural network. Predicted in 1971 [13] and firstly demonstrated in 2008 [14] , the memristor is the fourth fundamental circuit element that passively changes its resistance as charges pass through. Since the birth of the HP model, many different models of memristor have been developed, and there are many different materials that can be used to build a memristor, such as titanium dioxide [15] , tantalum dioxide [16] , zinc dioxide [17] , polymeric [18] , carbon nanotube [19] , ferroelectric [20] and so on.
Compared to traditional rigid materials used to fabricate the memristor, organic material used in building the memristor makes it suitable to fabricate on flexible substrate, and therefore endow material-level flexibility to the device. Being able to be fabricated on a flexible plastic substrate, the fabrication of memristor will become easier and it also lead to the future flexible and wearable memristor circuitry. Up to date, there are only few works about flexible memristor.
B. FLEXIBLE MEMRISTOR BASED NEURAL NETWORK
Hysteresis in the transfer characteristic curve is known as a common effect in organic transistors [21] - [23] . Although the mechanism of hysteresis is still an open question, among all the unconfirmed assumptions, one of them seems to be more wildly accepted, which comes down to the long-term trapping/detrapping charge carriers on the interface [24] , [25] . In the particular application of a memristive device, this effect delivers memristance because the hysteresis shows inconsistency between different scan directions on the same device which happens to meet the requirement of the memristive device. Hysteresis in SWCNT transistors have been widely observed and investigated [26] , [27] . Its high mobility which is favored for electronic devices, together with the hysteresis, makes SWCNT a good candidate for memristive devices. Experiments and theoretical calculating support the hypothesis which the hysteresis in SWCNT transistor is caused by the H 2 O/O 2 redox couples near the dielectric-channel interface [27] - [29] . We here use this as the origin of memristive features.
Inspired by the biological human synapse, a passive flexible memristor is developed and its resistance depends on the charge that historically flowed through [30] . And to fabricate the flexible memristor, SWCNTs network/polymer composite and hydrophilic Al 2 O 3 dielectric are used based on hysteresis effect. The design of the memristor structure is shown in Fig. 1 , which is a field-effect transistor structure Cr/Au composite being source/drain electrodes. The channel takes an area of 20 µm in length and 50 µm in width, dip-coating with SWCNTs and poly (9,9-dioctylfluoreneco-bithio-phene) (F8T2) blend. The pinched hysteresis loop across the point I=0, V=0 in Fig. 2 indicates the memristive characteristic of the device. And the conductance of the memristor rises with negative pulse applied and falls down with positive pulse applied. With these same voltage pulses, the conductivity of the memristor changes gradually, because the electrons are forced to be trapped (under negative pulses) or de-trapped (under positive pulses) during each pulse, and therefore affect the channel current. The memristive response to the pulsed signals is important since in the brain or neuromorphic computing, the pulsed signals with identical shape are more commonly used. Fig. 3 shows the response of the device to 100 identical pulses with −5V/4V amplitude and 190 ms duration followed by 100 identical pulses with 4V/−5V amplitude and same duration. And after 160 ms of each pulse, the current was measured under V d s = −0.1V (small enough to eliminate the effect caused by reading process) to show the current change induced by the previous pulse. Intervals between two writing pulses were set as 600 ms. With these pulses, the conductivity of the device changed gradually because during each pulse, the electrons were forced to be trapped (under negative pulses) or detrapped (under positive pulses) while the effect from the previous pulses remained which resulted the continuous enhancement (negative pulses) or diminution (positive pulses) of channel current. There are already several successful hardware design cases where memristor is used to implement a simple ANN [31] - [33] . A simple memristor device based ANN is shown in Fig. 4 as an example, the network here only contains two layers with n inputs and m outputs. In the circuit, input signals are indicated on the rows as {V n }, and the output signals are decided by the current collected on the columns, namely the differencing result of each differential pair, flexible memristors are formed at the cross-points, and the conductance of the memristor is served as the weights in the ANN. The corresponding architecture of the circuit is a single layer perceptron with n inputs and m outputs.
Here in the example, {V n } are input signals, the current {I m } are the output. And according to the Ohm's law:
Here, W ij serves as the weight. The weight W ij is determined by the conductance of the memristor:
The weights in the ANN equal to the difference of the conductance of the two memristors.
C. CHALLENGES FOR FLEXIBLE MEMRISTOR BASED ANN
We used a fitted curve to simulate the conductance response as demonstrated in Fig. 5 . Like most physical memristors fabricated nowadays, the adopted memristor is still suffering from three major problems: 
1) LIMITED NUMBER OF CONDUCTANCE VALUES
Recently, ANN based machine learning algorithms have achieved significant progress and drawn great attention in various areas, and have ranked among the most promising and powerful techniques in handling complex tasks, such as visual processing, speech recognition and so on [34] - [36] . There are several successful cases of ANN application, such as the 28x28-300-100-10 network for document recognition, which is a fully connected neural network achieving 3.05% test error rate on MNIST dataset with 300 and 100 neurons on the two hidden layers [37] , and the pre-trained three-layer (1000-1000-1000) deep neural network (DNN) system for speech synthesis, which obtains an average linear spectral pair (LSP) root mean square error (RMSE) of 0.179096 [38] . And there is also a trend for ANN to go deeper with more hidden layers and therefore more weights connected between different neurons.
However, for the adopted flexible memristor, it only takes around 100 steps to rise from the minimum conductance value to maximum conductance value, while rigid memristor has a wider dynamic range, such as the TiN/TaO x / HfAl y O x /TiN based memristor which has a dynamic range of 1000 steps [39] . It's implied that the adopted flexible memristor can represent no more than 6-bit data, while the rigid memristor can represent weights of nearly 10 bits. And it typically takes 8 to 32 bits to represent each connection in a normal-sized ANN system, which makes it impossible for current flexible memristor to represent every connection in a normal-sized ANN directly and accurately.
2) ISSUES LIMITING LARGE-SCALE IMPLEMENTATION
Despite those demonstrated memristive features, there are still issues which limit the large-scale applications of memristor-based neural network. Comparing with non-flexible memristors, the multilevel states number of the flexible memristor is still relatively low, and the device dimensions are relatively large [40] - [42] . And due to the immature manufacture process, several faults have already been considered common in large-scale memristor-based neural network architecture, such as stuck-at fault, transition fault, undefined state fault [43] , [44] , and the sneak current path issue [45] , [46] . Therefore, the crossbar architecture will face various errors (even functionality failure) with the increase of crossbar circuit scale. And minimizing the scale of neural network circuits help improve yield of production.
3) NON-NEGLIGIBLE FLUCTUATION
The response of the memristor to voltage pulse is not stable enough, as the increasing or decreasing curve is not a smooth curve. There is considerable fluctuation existing in the uprising curve as can be viewed from the measured memristor data shown in the Fig. 5 , which may affect the accuracy of the network to some extent. We also look into the deviation between the raw data of the memristor and the fitted curve, and it turns out that the maximum deviation reaches 16.8% in the uprising curve.
III. DESIGN FOR FLEXIBLE MEMRISTOR BASED ANN
To overcome the three major limitations discussed above and to prepare the flexible memristor for the future experimental demonstration of a normal-sized flexible neural network, a digit recognition perceptron network with three fullyconnected layers and a thirteen-layer CNN for color image classification are tailored by quantizing synaptic weights. A novel quantization method is proposed to cut down the size of the memristor crossbar circuit through reducing the number of memristor required in the neural network architecture. Fluctuation of the flexible memristor is also considered by introducing random errors to the fitted curve of experimental data, so as to study that how well the inference process of a relatively complex ANN can be supported by the flexible memristor.
A. EXISTING WEIGHT QUANTIZATION METHODS
For the first challenge, which is to represent all the weights using current memristor model, weight quantization is necessary to shorten the data length. There are three popular weight quantization methods, namely uniform quantization, densitybased quantization [47] , and dynamic quantization [48] .
Research shows that weights of larger absolute value are more important to the accuracy than those of smaller absolute value [49] . However, as can be viewed from the normal distribution in Fig. 11 , there are fewer weights of large absolute value. Therefore, both density-based quantization and dynamic quantization, which will be easily influenced by the original data distribution, have poor representation of the weights of large absolute value, while uniform quantization attaches equal importance to those of large and small absolute value and will not be affected by the original data distribution. We compared the accuracy drop after quantization using different methods in the three-layer fully-connected neural network, and the results are shown in Table 1 .
B. NEAR-ZERO OPTIMIZING
To overcome the second challenge of issues limiting largescale implementation, pruning off unimportant synapses is an effective way for scale shrinking of the crossbar architecture. We studied the near-zero valued data and noticed that since the weight equals to the difference of the conductance value of the two memristors in a pair, the memristor differential pair can be simply replaced by a disconnection in the circuit when the weight values zero. And according to Fig. 11 and Fig. 15 , the original weight distribution of the two neural networks resembles Gaussian distribution with the mean being 0, which means that there are a large number of near-zero valued weights in the whole network. Therefore, the traditional quantization method can be modified to cut off unimportant synapses in the network and keep the network pruned and simplified.
Firstly, the uniform quantization is modified to set one fixed point to zero in order to meet the needs of circuit simplification. And then, a novel quantization method, namely zero-centered segmental quantization, is proposed to improve the performance in low-bit situation. And for further circuit simplification, an optimizing method (zero-valued interval extension) is proposed and evaluated.
1) MODIFIED UNIFORM QUANTIZATION
It is a modified uniform quantization method, where one of the fixed points closest to zero will be set to the value 0 as shown in Fig. 6(c) , and the thresholds will remain unchanged.
Setting one of the fixed points to zero, certain number of weights will be quantified to zero. The accuracy of the network suffers little when the data length is long and the zero-valued interval is relatively small. However, when the data length is shorter than 5 bits, the zero-valued interval becomes relatively large, and the accuracy loss turns to be obvious as the result shown in Table 1 . The location of the fixed points in zero-valued interval extension plus uniform quantization (a), and zero-valued interval extension plus density-based quantization (b). The blue dots indicate the fixed points before zero-valued interval extension, and the red dots indicate the fixed points after zero-valued interval extension. The blue area represents the zero-valued interval before extension, and the red area represents the zero-valued interval after extension.
2) ZERO-CENTERED SEGMENTAL QUANTIZATION
Zero-centered segmental quantization will set one of the fixed point to zero, and run uniform quantization respectively on the negative and positive segment as shown in Fig. 6(d) , the number of fixed points in negative and positive segment is the same as that in modified uniform quantization.
Compared to modified uniform quantization, the number of zero-valued weights is similar after zero-centered segment quantization, while the network performs better when the data length of the weights is below 5 bits (As can be viewed from Table 1 ).
3) ZERO-VALUED INTERVAL EXTENSION
The original threshold for the fixed point zero is based on the result of zero-centered segmental quantization. During the zero-valued interval extension process, the interval of fixed point zero is expanded by a certain degree, and then quantization is performed on the rest unquantified data. The fixed points and thresholds are decided by the thresholds of fixed point zero, the minimum weight and the maximum weight.
To further reduce unnecessary interconnections and simplify the circuit, zero-valued interval extension is considered in this work. To expand the zero-valued interval, more near-zero valued weights will be set to 0 after quantization. Through zero-valued interval extension, more interconnections will be reduced with the increase of extension degree, and the accuracy of the network may be affected to some extent. The quantization method after zero-value interval extension is also studied. There are two schemes, namely zero-valued interval extension plus uniform quantization, and zero-valued interval extension plus density-based quantization. The location of fixed points and thresholds is illustrated Fig. 7 .
C. VARIATION OF THE FLEXIBLE MEMRISTOR
As stated before, the response of the memristive device to positive or negative pulse is not stable. And to take the fluctuation into consideration, we look into the fluctuation in the uprising curve. It turns out that there is no clear regularity in the offset between the fitted curve and raw data, and therefore a random error generator is used to simulate the device variation. The maximum deviation of the fitted curve from the raw data reaches 16.8%, and therefore the maximum value of the random error generator is firstly set to be 16.8%. The outcome after random error added with maximum deviation being 16.8% is shown in Fig. 8 . Typically, a human will lose a neuron every second throughout their adult life, but the human brain still can function properly as the brain shows massive tolerance of component-level failure, and inspired by the human brain, the ANN is also capable of handling certain level of component error and shows certain degree of robustness. To evaluate the system resilience, the maximum deviation of the random error generator is increased step by step to test the corresponding accuracy drop.
As we firstly set the max deviation of the random error generator to 16.8%, different levels of random error were introduced into the flexible memristor model, ranging from 20% to 50%, as is shown in Fig. 9 , then we ran test for 100 times on the two networks using every of these different VOLUME 6, 2018 five models, in order to see how the system will perform in extremely bad situations.
Because of the performance limit of the memristor, works of memristor circuit implementation before can only fulfill very simple network such as a two-layer network with 10 input neurons [50] . It is not the real case of a typical neural network in practice, since in general the size of a neural network is much larger with thousands of weights. To our best knowledge, due to the high computational power demand and accuracy requirement of backpropagation algorithm, it is more proper to use current memristors in the inference process of a relatively complex feed-forward network rather than in training of a tiny and simple network. Here, to apply the above-mentioned designs, two ANNs are tailored by the proposed quantization method to study that how well the inference of a relatively complex ANN model can be supported by the flexible memristor, and random error is injected and gradually increased to evaluate the system resilience. One is a three-layer fully-connected perceptron network on MNIST, the other is a thirteen-layer CNN with five convolutional layers on CIFAR-10, and the detailed results are demonstrated in Section IV and Section V.
IV. FULLY-CONNECTED NEURAL NETWORK ON MNIST A. FULLY-CONNECTED NEURAL NETWORK STRUCTURE
A three-layer fully-connected neural network is adopted to recognize the handwriting digit dataset MNIST, and the network architecture is showed in Fig. 10 , with 784 input neurons, 30 hidden layer neurons and 10 output neurons. After training with gradient descent using MNIST dataset for 30 epochs [51] , the accuracy of digit recognition reaches 94.94%. The whole network is connected by 23,820 weights. We summarize the value of all weights after training and look into the weight distribution. The total 23,820 weights similarly present normal distribution as shown in Fig. 11 . Due to the massive weight values with high data accuracy (32-bit), it is impossible to use existing memristor to directly represent all the weights in this network.
B. ACCURACY AFTER QUANTIZATION
As stated before, to take both the limited number of conductance values and circuit scale into consideration, the zero-centered segmental quantization provides with the best performance and is therefore chosen as the quantization method. Here, to evaluate the effect, we quantify all 23,820 weights in the fully-connected NN by 8, 7, 6, 5, 4, 3, and 2 bits. As shown in Fig. 12 , the accuracy of the network drops with the decrease of data length, but there is no significant loss of accuracy until data length is reduced to 2 bits. To achieve appropriate accuracy with as small bit number as possible and take the limited number of conductance values of current flexible memristor model into consideration, the 4-bit option is chosen to represent all the 23,820 weights, with 1 sign bit. In this case, the accuracy drops to 94.25% from 29326 VOLUME 6, 2018 Table 2 , the total number of zerovalued weights in the network after quantization turns out to be 8606, decreasing the number of memristor required in the circuit by 36.13%.
94.94%. And as shown in

C. RESULTS OF ZERO-VALUED INTERVAL EXTENSION
To further minimize the circuit size, the zero-valued interval is extended to create more zero-valued weights in the network. And as stated before, there are two choices after extension, and both methods are evaluated on the threelayer fully-connected neural network. The results are shown in Table 3 . As can be viewed from Table 3 , the zero-valued interval extension plus uniform quantization outperforms the zero-valued interval extension plus density-based quantization. As shown in Table 2 , after 50% extension of the zero-valued interval, the network can save 15.92% more memristors at almost the same accuracy. And with the increase of extension degree, there is a tradeoff between the circuit scale shrinking and the accuracy as shown in Fig. 13 . 
D. SYSTEM RESILIENCE OF THE FULLY-CONNECTED NETWORK
Device variation of the flexible memristor is inevitable, thus it requires the network model to exhibit system resilience to some extent. In this case, random errors were injected after zero-valued interval extension and quantization to evaluate the system resilience. Based on previous evaluation, the 4-bit zero-centered segmental quantization and 50% of zero-valued interval extension plus 4-bit uniform quantization are adopted for simulation. Due to the discontinuity in the uprising conductance curve of the flexible memristor, the accuracy of the network drops insignificantly during the mapping from quantified data to fitted memristor data. The accuracy after mapping turns out to be 94.18% compared to 94.26% before.
With different error levels introduced to the memristor uprising curve, the corresponding average accuracy trend is presented in Table 4 . As we can see, the average accuracy drops by a small amount with the increasing level of random error introduced, but the system can retain an accuracy above 90% after 4-bit quantization and with 40% random error introduced.
V. THIRTEEN-LAYER CNN ON CIFAR-10 A. CNN STRUCTURE
The CIFAR-10 dataset contains 60,000 color images in 10 classes, and a modified LeNet model from MatConvNet is adopted to classify the color images. The network structure is shown in Fig. 14 , which is a typical CNN including simple function blocks such as convolution, pooling and ReLu operators. The input of the network is a 32x32 RGB image. This network comprises 13 layers in total, with 5 convolutional layers, 3 down-sampling layers performing max-pooling and average-pooling, 4 layers of rectified linear unit, and the output layer. After training using CIFAR-10 dataset for 45 epochs, the accuracy of digit recognition reaches 89.98%. The whole network contains 145,578 weights (32-bit), and we summarize the value of all weights after training and look into the distribution. The total 145,578 weights similarly present normal distribution as shown in Fig. 15 . With larger total amount of weights than the three-layer fully-connected network, it is also impossible to use existing memristor to directly represent all the weights in this CNN. 
B. ACCURACY AFTER QUANTIZATION
The total 145,578 weights of the CNN are quantified using zero-centered segmental quantization by 10, 9, 8, 7, 6, 5, 4 and 3 bits respectively. The results are presented in Fig. 16 . As shown in the figure, the accuracy drops to 89.84% at 5-bit quantization from 89.98% before quantization. Taking the total number of current flexible memristor conductance into consideration, the 5-bit option is chosen for further study. In this case, as shown in Table 2 , the total number of zero-valued weights in the network after quantization is 75,796, decreasing the size of crossbar circuit by 52.07%.
C. RESULTS OF ZERO-VALUED INTERVAL EXTENSION
Zero-valued interval is extended to reduce more memristors needed in the circuit. As discussed before, zero-valued interval extension plus uniform quantization exhibits better result than zero-valued interval extension plus density-based quantization. Therefore, the zero-valued interval extension plus uniform quantization is performed on the CNN, and the results are displayed in Table 5 . As shown in Table 2 , after 18% extension of zero-valued interval, the accuracy of the network reaches 90.44%, enjoying a 0.6% rise with 7.27% more memristor saving. The relationship between cost-saving and accuracy is shown in Fig. 17 .
D. CNN SYSTEM RESILIENCE
Here, the 5-bit zero-centered segmental quantization and 18% of zero-valued interval extension plus uniform quantization is chosen, and the accuracy is 90.44% after quantization and zero-valued interval extension. The accuracy of the CNN drops to 90.14% during the mapping from quantified data to fitted memristor data, because of the discontinuity of the flexile memristor uprising process. Table 6 presents the average accuracy with respects to different error levels. As we can see, the system accuracy drops gradually with the increase of the random error. Nevertheless, with the error injected rises up to 40%, the system can still retain an accuracy above 86% with less than 4% accuracy loss.
VI. CONCLUSION
In this paper, we demonstrated the necessity of integrating the artificial neural network into the flexible system and presented the possibility to use current flexible but noisy and small-ranged memristor in a normalsized and fully-functioned ANN. To state in detail, a flexible memristor was fabricated using SWCNTs network/polymer composite and hydrophilic Al 2 O 3 dielectric, and the device variation was simulated through random error injection. Current flexible memristor was suffering from three major problems, namely limited number of conductance values, issues limiting large-scale circuit and high device variation, and the feasibility of implementing ANN with such memristors was studied with two different ANNs, one was a fully connected neural network of digit recognition on MINST, the other was a thirteen-layer CNN of RGB image classification on CIFAR-10 dataset. To cut down data length and reduce the circuit scale, different weight quantization methods were evaluated, and the proposed zero-centered segmental quantization showed best performance. In order to further reduce the circuit size, zero-valued interval extension was proposed to optimize near-zero weights. The result showed that system was resilient to certain degree of random error, as the fully-connected network system could retain an accuracy above 90% after 4-bit quantization with 52.05% decrease in the number of memristor needed in crossbar circuit and 40% random error introduced, and the typical CNN model presented with accuracy above 86% with less than 4% accuracy loss after 5-bit quantization with 59.34% decrease in the number of memristor needed in crossbar circuit and 40% random error injected. The result may provide new ideas for facilitating network construction through algorithm optimizing and the fabrication of memrsitor in balancing the device precision, the number of conductance values and the cost. 
