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Abstract
Efficient Computation of Log-likelihood Function in
Clustering Overdispersed Count Data
Masoud Daghyani
In this work, we present an overdispersed count data clustering algorithm, which
uses the mesh method for computing the log-likelihood function, of the multinomial
Dirichlet, multinomial generalized Dirichlet, and multinomial Beta-Liouville distri-
butions. Count data are often used in many areas such as information retrieval,
data mining, and computer vision. The multinomial Dirichlet distribution (MDD)
is one of the widely used methods of modeling multi-categorical count data with
overdispersion. In recent works, the use of the mesh algorithm, which involves the
approximation of the multinomial Dirichlet distribution’s (MDD) log-likelihood func-
tion, based on the Bernoulli polynomials; has been proposed instead of using the
traditional numerical computation of the log-likelihood function which either results
in instability, or leads to long run times that make its use infeasible when modeling
large-scale data. Therefore, we extend the mesh algorithm approach for computing
the log likelihood function of more flexible distributions, namely multinomial general-
ized Dirichlet (MGD) and multinomial Beta-Liouville (MBL). A finite mixture model
based on these distributions, is optimized by expectation maximization, and attempts
to achieve a high accuracy for count data clustering. Through a set of experiments,
the proposed approach shows its merits in two real-world clustering problems, that
concern natural scenes categorization and facial expression recognition.
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One of the main problems in data mining and machine learning, is the selection of
a proper representation of data [56]. Most of the learning methods have been de-
veloped for the case of continuous data. However, in this work, we consider count
data, which are naturally generated by a huge number of applications in several fields
such as machine learning, computer vision, pattern recognition, and data mining
(e.g. [7, 1, 17, 70]). For example, we could consider images or textual documents
modeling and clustering, where each image or text can be represented by a vector
of frequencies of visual words or words, respectively [8]. The Poisson distribution is
a primary distribution for modeling count data, that has an equal mean and vari-
ance (equi-dispersion). However, in many practical situations this assumption is not
valid as real data exhibits the phenomenon of overdispersion (i.e., the variance of the
count variable exceeds its mean) [53]. Consider for example, an image represented
by the bag-of-features approach, where some of the features appear more frequently
than others, or do not appear at all, making the variance greater than the mean.
For addressing this issue, the negative-binomial distribution has been widely used in
high-throughput sequencing data [30, 4]. Moreover, multinomial (MN) distribution is
another fundamental model in count data analysis which is useful for analyzing count
proportions between multiple categories. For instance, a comparison between the
multinomial model and three probabilistic models: negative binomial, Bernoulli and
Poisson, with the application to text classification, has shown that the multinomial
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usually performs better [24]. However, in real data we encounter another phenomenon
caused by dependencies or the similarity of responses of members of the same clus-
ter. This leads to extra-multinomial variation [29], i.e. overdispersion with respect
to the MN distribution. Thus, the multinomial distribution has been extended to
the Multinomial-Dirichlet Distribution (MDD) [48, 52, 14, 41, 11, 10] to model the
overdispersion of the MN distribution. Having the Dirichlet as a conjugate prior to
the multinomial has some computational advantages [42], which has made Dirichlet
a popular choice as a prior in the case of contingency tables [3], Bayesian belief nets
[31], and in the context of graphical models [26]. The MDD distribution has been
used in various fields, including topic and magazine exposure modeling [46, 33, 58],
word burstiness modeling [41], and language modeling [40]. On the other hand, hav-
ing a highly restrictive negative covariance structure, makes the Dirichlet’s usage as
a prior improper, when we have positively correlated data. The multinomial gen-
eralized Dirichlet (MGDD) could be considered as an alternative to the MDD, that
has a more general covariance structure [7]. However, a D-variate MGDD has 2D
parameters versus D + 1 parameters for a D-variate MDD, which means requiring
the learning of a greater number of parameters. Also, the author in [9] proposed
another alternative that is the composition of the Beta-Liouville distribution and the
multinomial, named multinomial Beta-Liouville distribution (MBLD), which has less
parameters than the recently proposed MGDD model. In MBLD, the Beta-Liouville
is selected from the Liouville family of distributions, including the Dirichlet as a spe-
cial case, which is a conjugate prior to the multinomial, and also like generalized
Dirichlet, it has a general covariance structure.
Given the importance of count data, there have been numerous efforts for ana-
lyzing this kind of data using both supervised and unsupervised learning approaches.
Finite mixture models are among the most widely used techniques for data clustering
[43, 62]. Generally, these models are based on the clustering (partitioning) of the
data into a number of groups, where each group contains vectors that have a certain
degree of similarity. In fact, many studies have proved that the adoption of discrete
finite mixture models can have higher performance as compared with other common
used approaches such as neural networks and decision trees [61]. Finite mixtures are
popular for modeling univariate and multivariate data [45]. Novel machine learning
applications have changed the direction of the current research activities from working
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on mixtures for continues data to other types of data such as binary or integer-valued
features [50] applied in text classification, and binned and truncated multivariate
data [16]. In the majority of the cases, the probability density functions (PDFs) of
mixture models are considered to be Gaussian, which is not the best choice, specially
where the partitions are clearly non-Gaussian [5]. For example, it has been shown
that in the case of modeling discrete data in computer vision, Gaussian assumption
is an inadequate choice, and most of the researchers use the multinomial distribution
[50, 63]. A few works however, have been proposed for count data clustering, espe-
cially when dealing with textual documents [63]. Flexibility and offering a systematic
formal way to unsupervised learning, make mixture models a popular method in this
field [6].
1.2 Objectives
The main objective of this thesis is to introduce an overdispersed count data clus-
tering algorithm, which uses a novel technique for computing the log-likelihood func-
tion, of the multinomial Dirichlet, multinomial generalized Dirichlet, and multinomial
Beta-Liouville distributions. We developed a learning framework based on maximum
likelihood estimation to obtain optimal parameters for our proposed mixture models
and applied it to address the following challenging issues:
1. Selecting a flexible mixture model with higher efficiency (clustering accuracy)
in modeling overdispersed multicategorical count data, in compare with traditional
methods.
2. Parameters estimation as one of the critical and crucial challenges when de-
ploying mixture models.
3. Evaluating the performance and feasibility of the proposed approach, through
a set of empirical experiments involving real world applications.
4. Comparison of the efficiency of our framework using three different distribu-
tions.
For fitting the parameters of the mixture models to our observed data (learning
the model), we use the expectation-maximization (EM) algorithm, for determining a
maximum likelihood (ML) estimation of the mixture parameters [23]. Since the log
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likelihood function has an essential task in such statistical inference method [18, 49],
some authors such as Yu and Shaw [69] proposed a novel parameterization of the
MDD log-likelihood function based on truncated series consisting of Bernoulli poly-
nomials, and for expanding its applicability, they extend it to a mesh algorithm for
computing the log-likelihood. In this work, we first adopted this mesh algorithm for
the computation of the MDD log-likelihood within a mixture model framework. Af-
terwards, we extended the approach in [69] to reparameterize the MGDD and MBLD
log-likelihood functions, along with utilizing the mesh algorithm for the computation
of the MGDD and MBLD loglikelihoods into a mixture model framework and param-
eter estimation process. We evaluated our clustering approach on various real-world
challenging problems.
1.3 Contributions
Our major contributions in this thesis are as follows:
1. Proposing a novel finite mixture model for overdispersed multicategorical count
data with the MDD distribution. Our proposed framework is based on the approxima-
tion of the paired log-gamma difference of the loglikelihood function, and expanding
its applicability by using the mesh algorithm, which to the extent of our knowledge
it has not been used before for clustering. We have proven that using this method
could result to higher clustering accuracy as compared with prevalent technique. This
contribution has been published in Mixture Models and Applications, Unsupervised
and Semi-supervised Learning, Springer Nature, as a book chapter.
2. Extending the previous approach to reparameterize the MGDD and MBLD
log-likelihood functions, and also applying the mesh algorithm for the computation
of the MGDD and MBLD loglikelihood into a finite mixture model framework. Part
of this contribution has been published in the above mentioned book as a chapter,
and the other part has been submitted to IEEE Symposium Series on Computational
Intelligence (IEEE SSCI 2019).
3. Investigating the performance of our framework by testing it on challenging
real problems such as natural scenes categorization and facial expression recognition.
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1.4 Thesis Overview
In this thesis, we propose an overdispersed count data clustering algorithm in the
following chapters:
1. In chapter 2, we present our modeling approach. First, the MDD distribu-
tion is presented, and the parameterization of the MDD log-likelihood function is
reviewed, to allow smooth transition from the overdispersed to the non-overdispersed
case. Then, we discusses the MGDD and MBLD distributions and propose their
new parameterizations, and also describe the mesh algorithm for computing the log-
likelihood functions. We end this chapter by discussing clustering, using finite mixture
models.
2. Chapter 3 is devoted to the experimental results. We proved the performance of
our work experimentally via the challenging natural scenes categorization and facial
expression recognition applications and analyzing the results.






In this chapter, we discuss the computation of the log-likelihood functions of the
MDD, MGD, and MBL distributions.
2.1 Computing the MDD Log-likelihood Function
In this section, we first discuss the Multinomial Dirichlet Distribution (MDD) in
details. Later on, the approximation of the paired log-gamma difference of the log-
likelihood function is explained.
2.1.1 The Multinomial Dirichlet Distribution
We assume that O = (O1, ..., ON) is a finite set of abstract objects and e = (e1, ..., eK)
the domain of some events. Also, we consider that the counts for each object Oi are
available as a co-occurrence vector ~Xi = (Xi1, ..., XiK), where Xij refers to the num-
ber of times events ej happens in the object Oi. Hence, we represent the object by ~X
supposing that ~X follows a Multinomial distribution. However, using frequencies for
obtaining the probabilities gives a weak estimation, due to the fact that the events
are considered independent, which is not always true [19, 32]. Several attempts have
been made to address this issue. Teevan and Karger developed a model that fits
discrete vectors in an exponential family of models [60]. Rennie et al. tried to reduce
the impact of dependency by log-normalizing the counts [55].
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Consider the observations (vector of counts) ~X = (X1, ..., XK), satisfying
∑K
k=1Xk =
N , and ~P = (P1, ..., PK) satisfying
∑K
k=1 Pk = 1, where Pk is the probability of seeing
the kth feature. The probability mass function (PMF) of K categories of the MN
distribution having N-independent trials is given by:






The Dirichlet distribution is a conjugate prior of ~P . Suppose the random vector
~P = (P1, ..., PK) follows a Dirichlet distribution with parameters α = (α1, ..., αK), the
joint density function is [36]:








where Γ(αk) is the gamma function and A =
∑K
k=1 αk.
The marginal distribution of ~X is obtained by taking the integral of the product












We call this density the MDD (Multinomial Dirichlet distribution) and the mean












A special case of the MDD distribution with just two-parameters (K = 2) is
named the Beta-Binomial distribution, that has been widely studied by [27, 38]. The
first term on the right side of Eq.(3) does not depend on the parameters α. For the
maximum-likelihood estimation, we are not interested in the first term but in the
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product of the remaining two terms of the MDD likelihood function in Eq.(3). By
taking the logarithm of both sides of the above equation, we achieve the log-likelihood
function:




















where ψ = 1/A and p = ψα. In this work, we call ψ the overdispersion parameter,
which has a direct relation with the variance, and specifies the difference between
a MDD distribution and its corresponding MN distribution in the same probability
category. This formula has some deficiencies including that it is undefined for ψ = 0,
also it is unstable when ψ → 0, since each ln Γ term becomes very large, and the
paired differences become relatively small which result in computation errors. The
mesh algorithm, proposed in [69], applies a new formula based on a truncated series
consisting of Bernoulli polynomials to solve the instability problem without incurring
long run times.
2.1.2 Approximating the Paired Log-Gamma Difference in
MDD Log-likelihood Function
As proposed in [69], we use the approximation of the paired log-gamma difference
method and the properties of analytic functions as follows [57, 15]:
ln Γ(1/x+ y)− ln Γ(1/x) ≈ −y ln x+Dm(x, y) (7)








φn(y) = Bn(y)− Bn (9)
is the old type Bernoulli polynomial [65], Bn(y) and Bn indicate the nth Bernoulli
polynomial, and nth Bernoulli number (Bn = Bn(0)), respectively.
Using floating-point arithmetic, high order polynomials are hard to compute [22].
Hence, we cannot use too large m’s, because the error of each terms of Dm(x, y)
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may be large, which eventually makes it inaccurate. Following Yu and Shaw [69],
for computing the log-likelihood of the MDD distribution using the mesh method,
we used m = 20, as it makes φn(y) (n ≤ m) numerically accurate. We also choose
δ = 0.2, that results to an error bound of ∼ 1.30× 10−16, which is just little less than
the machine epsilon double precision data type ≈ 2.22× 10−16.
Let ~X+ be the vector of the non-zero elements in ~X, ~P+ be a vector of the
corresponding elements in ~P , and K+ be the length of ~X+, then Eq.(6) becomes:
lnL(P+, ψ;X+) = −
(
















As mentioned earlier, when condition xy ≤ δ is met, we can use the approximation
in Eq.(7) for all K+ + 1 paired log-gamma differences in Eq. 10, as [69]:




























2.2 Computing the MGDD Log-likelihood Func-
tion
In this section we discuss the MGD distribution in sufficient details. Then, we propose
the approximation of the paired log-Gamma differences technique for computing the
MGDD log-likelihood function.
2.2.1 The Multinomial Generalized Dirichlet Distribution
Despite its flexibility and its several interesting properties, such as the consistency of
its estimates as a prior, the fact that it is conjugate to the multinomial, and its ease
of use, the Dirichlet distribution has a very restrictive negative covariance structure
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that makes its use as a prior in the case of positively correlated data inappropriate.
Another restriction of the Dirichlet distribution is that the variables with the same
mean must have the same variance [35]. Recent works have shown that all these
disadvantages can be handled by using the generalized Dirichlet distribution which
has many convenient properties that make it more useful and practical, as a prior to
the multinomial, than the Dirichlet in real-life applications [7, 67].
The generalized Dirichlet distribution with parameter vector ~α = (α1, β1, ..., αk, βk)
is defined by [20]:















k=1 Pk < 1, 0 < Pk < 1, k = 1, ..., K, where αk > 0, βk > 0, γk =
βk − αk+1 − βk+1, for k = 1, ..., K − 1 and γk = βk − 1.
Define ~X = (X1, . . . , XK+1) as a overdispersed vector of counts of K + 1 events.
Then, the composition of the generalized Dirichlet and the multinomial gives the

















where α′k = αk + Xik, and β
′
k = βk + Xik+1 + · · · + XiK+1 for k = 1, . . . , K, and∑K+1
k=1 Xik = N . Given that the generalized Dirichlet includes the Dirichlet as a
special case, MGDD is reduced to a MDD when βk = αk+1 + βk+1.
The mean and the variance of the generalized Dirichlet distribution satisfy the









V ar(Pk) = E(Pk)
(
αk + 1








and the covariance between Pk1 and Pk2 is:
Cov(Pk1 , Pk2) = E(Pk2)
(
αk1









Like the Dirichlet, the generalized Dirichlet is conjugate to the multinomial dis-
tribution but has a more general covariance structure than the Dirichlet distribution
and the variables with the same mean do not need to have the same variance [13, 7],
thus, it is more practical to be used in modelling data with overdispresion. Moreover,
it remains K degrees of freedom, which makes it more flexible for several real-world
applications [34].
2.2.2 Approximating the Paired Log-Gamma Difference in
MGDD Log-likelihood Function
The first term on the right side of Eq.(13) does not depend on the parameters α and
β. For the maximum-likelihood estimation, we are not interested in the first term

































Similar to the case of MDD, we consider the parameter ψ as the overdispersion pa-
rameter that gives the MGD distribution the ability to capture data variation. Using
ψ = 1/A where A = ΣKk=1αk and P = ψα, thus, Eq. (18) becomes:






































Considering ~X+, ~P+, ~β+, ~β′
+
vectors of non-zero elements in ~X, ~P , ~β and ~β′
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respectively, where K+ is the length of ~X+, then, Eq. (19) becomes:




































Similar to the approach in [69], if the condition xy ≤ δ is met, we can use the
approximation (7) for all K+(∗), K+(∗∗), and K+(∗∗∗) paired log-gamma differences
in (20):















































Here, we also used the same values for m = 20 and δ = 0.2 used for MDD .
2.3 Computing the MBLD Log-likelihood Func-
tion
In this section we discuss the MBL distribution in adequate details. Then, we propose
the approximation of the paired log-gamma differences method for computing the
MBLD log-likelihood function.
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2.3.1 The Multinomial Beta-Liouville Distribution
We assume that we have N observations (objects) X = ( ~X1, ..., ~XN), where each
vector ~Xi could for example represent a given image or document, and is defined as an
overdispersed vector of counts (or frequencies) of K+1 features, ~X = (X1, ..., XK+1),
satisfying
∑K+1
k=1 Xk = N , and
~P = (P1, ..., PK+1) satisfying
∑K+1
k=1 Pk = 1, where Pk
being the probability of observing the kth feature. The features could be considered
as visual words if we have images, or words in the case of textual documents. Since ~X
is a vector of counts, a popular assumption to make is that it follows a multinomial
distribution. The probability density function (PDF) of K+1 categories with N-
independent trials is given by:






In which as we can see, frequencies are used to set the probabilities. However, as
we mentioned earlier, using only frequencies is one of its limitations, since events are
considered independent and also we are assigning low probabilities to infrequent or
even unseen events, especially when the data are overdispersed and sparse [19, 32],
which is exactly our case study. As we discussed before, different solutions have been
sugested to solve this issue [55, 60]. Using prior information into the construction of
the statistical model is particularly an attempt, which in this section, it is chosen to
be the Beta-Liouville distribution.
Suppose the vector ~P = (P1, ..., PK) follows a Beta-Liouville distribution, with
parameters θ = (α1, ..., αK , α, β), where u =
∑K
k=1 Pk < 1, Pk > 0, k = 1, ..., K.
Then:
(23)B(P1, ..., Pk) =
Γ(
∑K











is called the Beta-Liouville distribution [2, 12]. We obtain the mean, variance,
and the covariance of this ditribution by replacing (24) and (25) into (26), (27), and







































We may obtain the marginal distribution of ~Xi by integrating over the product of














where α′k = αk +Xik, α
′ = α +
∑K
k=1Xik, β
′ = β +XiK+1,
∑K+1






This density is called the MBLD [9] which contains D + 2 parameters. There are
interesting properties of the Liouville distribution which can be found in [59, 28].
The first term on the right side of Eq.(29), does not depend on the θ parame-
ters. For estimation of maximum-likelihood, we are not interested in the first term,
but in the remaining term that includes the distribution parameters. By taking the
logarithm of both sides of Eq.(29), we obtain the log-likelihood function:
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lnL(θ;X)
= −(ln Γ(A′)− ln Γ(A))
− (ln Γ(α′ + β′)− ln Γ(α + β))








As mentioned in the previous sections, ψ is considered to be the overdispersion
parameter, which determines the difference between a MBL distribution and its cor-
responding MN distribution, in the same probability category, and gives the MBL
distribution the ability to capture data variation where ψ = 1/A and p = ψα. Hence,
Eq.(30) becomes:
lnL(P, ψ, α, β;X)
= −
(

















































One of the shortages of Eq.(31) is that it is undefined for ψ = 0, also unstable
when ψ → 0, because it makes each of the ln Γ terms very large, that causes the
paired differences becoming relatively small, which leads to computation errors. As
mentioned earlier, we are adopting the mesh algorithm, proposed by the authors in
[69], which strives to address the instability problem without resulting in long run
times.
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2.3.2 Approximating the Paired Log-Gamma Difference in
MBLD Log-likelihood Function
Considering ~X+ and ~P+, vectors of non-zero elements in ~X and ~P , also α+ and β+
non-zero values, where K+ is the length of ~X+, then, Eq.(31) becomes:
lnL(P+, ψ, α+, β+;X+)
= −
(















































As discussed earlier, when the condition xy ≤ δ is satisfied, we can use the ap-
proximation (7) for all K+(∗) + 4 paired log-gamma differences in Eq.(32) as [69]:
lnL(P+, ψ, α+, β+;X+)
=
(















































After several attempts, the most optimum choice in our implementations was
m = 18, which in our case made φn(y) (n ≤ m) numerically accurate. Here, we also
used δ = 0.2.
2.4 The Mesh Algorithm for Computing the Log-
Likelihood Function
As discussed earlier, when condition xy ≤ δ is met, it is possible to make use of
the approximation in Eq. (7) for optimizing the log-gamma difference in computing
the MDD, MGDD, and MBLD log-likelihood functions. However, when some of the
terms in Eq.(10), (20), and (32) do not meet this condition; we may use the mesh
algorithm, in which we rewrite the vector ~X into a sum of L terms, choosing the





Afterwards, we specify the choice of α(l), β(l), αk
(l), and βk
(l) as below:
α(l) = α +
l∑
i=1
X(i), for l = 0, . . . , L (35)
β(l) = β +
l∑
i=1
X(i), for l = 0, . . . , L (36)
αk




(i), for l = 0, . . . , L (37)
βk




(i), for l = 0, . . . , L (38)
In other words, the adjacent αk




(l), for l = 1, . . . , L (39)
or
P (l−1)/ψ(l−1) +X(l) = P (l)/ψ(l), for l = 1, . . . , L (40)
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+N (l), for l = 1, . . . , L (42)











































if 0 ≤ ψ < 1
(44)





lnL(P (l−1)+, ψ(l−1);X(l)+) (45)
lnL(P+, ψ, β+;X+) =
L∑
l=1
lnL(P (l−1)+, ψ(l−1), β(l−1)+;X(l)+) (46)
lnL(P+, ψ, α+, β+;X+) =
L∑
l=1
lnL(P (l−1)+, ψ(l−1), α(l−1)+, β(l−1)+;X(l)+) (47)
Each of the L terms in the above formulas, can be computed using Eq.(11) for
MDD, Eq.(21) for the MGDD, and Eq.(33) for MBLD. This method is called the
mesh algorithm [69], since the log-likelihood of the functions (45), (46), and (47) can
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be evaluated incrementally on a mesh. The mesh algorithm for computing MDD,
MGDD and the MBLD log-likelihood functions can be described as follows:







2. In the next step, the smallest integer meeting the following condition will be





k ≥ Xk, for k = 1, . . . , K (49)
Generally, by adjusting the mesh level, we can properly select X(l), that all the
terms in Eq.(45), (46), and (47) will meet the xy ≤ δ condition. After many
experiments, we selected L = 3 for MDD, L = 5 for MGDD, and L = 6 for
MBLD, which has been found to be an appropriate choice as a mesh level.









k = Xk, and we will set all the remaining
X
(l)
k (l > L
′
k) to zero, which means, the end of the mesh totals should exactly
match Xk, considering L
′







k ≥ Xk, for k = 1, . . . , K (50)
4. At the last stage, we implement Eq.(11), Eq.(21), and Eq.(33) for the compu-
tation of the MDD, MGDD, and MBLD log-likelihood functions, respectively.
2.5 Finite Mixture Model Learning
One of the most common methods for clustering is finite mixture modeling. In general,
a collection of vectors contain objects, belonging to several clusters, modeled by a
finite mixture of distributions. The principal goal here is to identify topological
structure in a set of objects represented by count vectors, that is, to cluster objects
that are similar enough to each other that might form different subcategories (i.e.,
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components) of the objects. We can define a finite mixture model withM components
as:
P ( ~X|Θ) =
M∑
j=1
P ( ~X|j; ~θj)P (j) (51)
where symbol Θ is the entire set of parameters that needs to be be estimated:
Θ = (~θ1, ..., ~θM , P (1), ..., P (M)), ~θj is the parameter vector for the jth component,
P (j) are the mixing proportions, satisfying 0 < P (j) ≤ 1 and
∑M
j=1 P (j) = 1.
The maximum likelihood (ML) technique, has been the most popular method for
estimating the parameters which determine a mixture, within the last two decades
[54]. For estimating Θ using maximum likelihood, considering a set of N independent










P ( ~Xi|j; ~θj)P (j) (53)







P ( ~Xi|j; ~θj)P (j)
)
(54)
Then, we apply the expectation-maximization (EM) algorithm for learning the
mixture parameters and fitting the parameters of our mixture model into our observed
data. This algorithm, produces a series of models with non-decreasing log-likelihood
[44], assuming ~X as incomplete data.
The EM algorithm includes the following two steps:
E-step: Estimates the posterior probabilities, as:
P (t)(j| ~Xi; ~θj) =
P (t−1)( ~Xi|j; ~θj)P
(t−1)(j)∑M
j=1 P
(t−1)( ~Xi|j; ~θj)P (t−1)(j)
(55)
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By setting the derivatives of the log-likelihood function to zero, we may evaluate
the ~θj parameters for our distribution. However, due to the presence of Γ(.) terms, we
could not obtain a closed form solution in the M -step. Therefore, we use an iterative
gradient descent optimization method by computing the gradient of the MDD likeli-
hood, along with two bounds in equations [41, 47]. For the MGDD and MBLD, we
use the Newton-Raphson method to estimate its parameters as proposed in [7] and [9].
Our initialization algorithm is defined as bellow:
1. For each of the j clusters (components), randomly generate the vector of pa-
rameters ~θj, to avoid having computational complexity which some of the other
methods may have, such as method of moment. Note that our experiments
show that this choice of initialization yields better results than the compared
algorithms.
2. Implement the K-means algorithm, for allocating each of the observations (data
points) to one of the existing clusters, assuming that the current model is ac-
curate.
3. Finally, estimate the mixing proportions P (j) as following:
P (j) =
number of elements in cluster j
N
where N being the number of data points.
At the end, we summarize the EM algorithm for learning the finite mixture model
parameters in Algorithm 1.
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Algorithm 1: EM algorithm for learning the mixture models parameters
Input : K-dimensional data set with N vectors X = {X1, . . . ,XN},
pre-determined number of clusters M
1 State Initialize the set of parameters Θ, as mentioned in section 2.5.
2 repeat
3 State {E-step}
4 for i← 1 to N do
5 for j ← 1 to M do
6 Compute the posterior probabilities according to Eq.(55), where





10 for j ← 1 to M do






In this chapter, we validate the performance of the proposed approach in clustering
count, multi-categorial and overdispersed data with the MDD, MGDD and MBLD
distributions, via two different applications: natural scenes categorization and facial
expression recognition. In each application, we compare the accuracy of clustering
different datasets, using the normal method and the mesh algorithm for the log-
likelihood calculation.
For pre-processing, we used the SIFT (Scale-Invariant Feature Transform) [37]
for feature extraction, and the Bag-of-Features (BoF) [21] for representation. BoF is
based on the frequency of visual words, provided from a visual vocabulary, which is
obtained by the quantization (or histogramming) of local feature vectors, computed
from a set of training images. All the 128D descriptors calculated by SIFT are bined
into a collection of local features. Afterwards, K-means is used to cluster the extracted
vectors to build the visual words vocabulary. Then, every image in the data sets was
represented by a vector, indicating the number of a set of visual words, coming from
the constructed visual vocabulary. Since we used the iterative EM scheme, the initial
parameter values might affect the convergence and the overall outcome. Hence, we
run each model over 100 times with different random initializations in order to have
fair results.
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3.1 Natural Scenes Categorization
Image clustering is one of the most crucial topics in computer vision. In this exper-
iment, we investigate the mesh algorithm’s performance by scene clustering, which
is a challenging application in the sense that in the real-life environment, they could
be captured in various positions, distances, colors. Moreover, high probability of
mis-clustering could be caused because of the noises that come from the background
surroundings, that might have similar features as our natural scene targets.
In our experiments, we considered three different scene image datasets: SUN,
Oliva and Torralba and Fei-Fei and Perona. Each dataset was split with 80:20 ratio,
to form the visual vocabulary and representation.
SUN dataset is a subset of the extensive Scene UNderstanding (SUN) database1[68],
that contains 899 categories and 130,519 images. We use 1,849 natural scenes belong-
ing to six categories (458 coasts, 228 rivers, 231 forests, 247 field, 518 mountains, and
167 sky/clouds). The average size of the images is 720 x 480 (landscape format) or
480 x 720 (portrait format). Samples from the considered subset are shown in Fig. 1.
Oliva and Torralba (OT) dataset [51], contains 2,688 images clustered as eight
categories: 360 coasts, 328 forest, 374 mountain, 410 open country, 260 highway, 308
inside of cities, 356 tall buildings, and 292 streets. The average size of each image is
250 x 250 pixels. The last dataset is Fei-Fei and Perona (FP) [25], which includes
13 categories, only available in gray scale. This data set consists of the 2,688 images
(eight categories) of the OT data set plus: 241 suburb residence, 174 bedroom, 151
kitchen, 289 living room, and 216 office. The average size of each image is approxi-
mately 250 x 300 pixels. Examples of images from these datasets are given in Fig. 2.
Table 1 represents the average clustering accuracies, using both the normal and
mesh approach. As we can see, there are considerable improvements when we imple-
mented our clustering algorithm using the mesh method. Among the tested data sets,
SUN had the highest accuracy of 86.02% and 90.99%, modeled by MDD, using nor-
mal and mesh methods, respectively; from which we can observe an improvement of
1https://groups.csail.mit.edu/vision/SUN/
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4.97% in the results when we implemented the mesh algorithm. The highest cluster-
ing accuracy using the same dataset, modeled by MGDD and MBLD, using normal
method were 88.82% and 90.68%, following 2.51% and 1.25% growth when imple-
mented by the mesh algorithm. The OT and FP datasets also experiment 3.66% and
1.59%, 2.7% and 1.13%, and 1.14% and 1.21% increase in the clustering accuracies
when applying the mesh method, modeled by MDD, MGDD, and MBLD mixture
models, respectively.
Moreover, Fig.3, Fig.4, Fig.5, Fig.6, Fig.7 and Fig.8 represent the confusion ma-
trices when modeling the SUN dataset, with the MDD, MGDD, and MBLD distribu-
tions, employing the normal and mesh algorithms, respectively. From these figures,
we can see that the best clustered objects are coast and mountain, which their accu-
racies have increased by 1.8% and 2.4%, and 2.9% and 0.1%, when using the mesh
algorithm, modeled by MDD and MGDD finite mixture models, respectively. The
greatest clustering accuracy gain was for river by 10.6% for MDD and forest by 6.1%
for MGDD. On the other hand, in the MBLD model the highest clustering accuracies
where for forest (97.5%) and mountain (92.5%) objects, when implemented by the
normal method, but they did not experience a growth in their clustering accuracy
when we applied the mesh technique. The sky images’ clustering accuracy however,
enhanced by 6.9% at the time we utilized the mesh method, which was the highest
increase. Furthermore, we can notice that the misclassification between coast and
river is happened because of having some similar features. Likewise, for the other
scenes with a considerable amount of incorrectly clustered images: mountain and
sky, and forest and field. Notable that the accuracy precision of sky has not changed
(86%) when modeled by the MGDD distribution, at the time we employed the mesh
algorithm. However, we are also seeing considerable percentage of misclusterings that
have been reduced when adopting the mesh algorithm. For example, in the case of
modeling the SUN dataset by the MBLD model, 2.3% of the misclassification of field
objects as a mountain has been reduced to 0.0% at the time of using the mesh method.
Same as misclassification of sky as a mountain, which has been decreased from 10.3%
to 3.4%. All in all, the discussed facts had lead to having a higher percentage of
clustering accuracy, when applying the mesh approach.
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Figure 4: Confusion matrix for SUN dataset modeled by the MDD mixture, using
mesh method.
Figure 5: Confusion matrix for SUN dataset modeled by the MGDD mixture, using
normal method.
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Figure 6: Confusion matrix for SUN dataset modeled by the MGDD mixture, using
mesh method.
Figure 7: Confusion matrix for SUN dataset modeled by the MBLD mixture, using
normal method.
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Figure 8: Confusion matrix for SUN dataset modeled by the MBLD mixture, using
mesh method.
3.2 Facial Expression Recognition
Facial expression recognition is one of the most important topics in various fields
including computer vision and artificial intelligence. In fact, it is one of the most
challenging tasks in social and interpersonal communication, since it is a natural way
for human being to express emotions and therefore to show their intentions. The nu-
merous number of expressions recognized in majority of the related databases makes
the task hard as compared with other image categorization applications.
In this experiment, we used two different facial expression datasets: MMI and
Extended Cohn-Kanade (CK+). This time, each dataset was split into two halves,
to form the visual vocabulary and representation.
MMI [64] database includes 19 different faces of students and research staff of 300
members of both genders (44% female), ranging in age from 19 to 62, having either a
European, Asian, or South American ethnic background. Currently it contains 2,894
image sequences where each image sequence has neutral face at the beginning and
the end, and each with a the size of 720 x 576 pixels. We selected the sequences that
could be labeled as one of the six basic emotions. Removing the natural faces results
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in 1,140 images.
The Extended Cohn-Kanade (CK+) [39] dataset consists of facial behavior
of 210 adults 18 to 50 years of age. Image sequences were digitized into either 640
x 490 or 640 x 480 pixel arrays with 8-bit gray-scale value. We included all posed
expressions that could be labeled as one of the 6 basic emotion categories which is
about 4,000 images. (Table 2)
Examples from the used datasets are given in Fig. 9, Fig. 10.
Table 3 demonstrates clustering accuracy, using MDD, MGDD, and MBLD with
normal and mesh log-likelihood calculation. By applying the mesh method, we are
again having improvements when clustering both of the datasets as: 3.23% (MDD),
1.94% (MGDD), and 1.29% (MBLD) for MMI, and 2.88% (MDD), 1.72% (MGDD),
and 0.72% (MBLD) for CK+. It is worth mentioning that, both of the applications,
are experiencing better results (higher accuracy), when using normal and mesh meth-
ods, modeled by the MBLD mixture model.
Furthermore, figures 11, 12, and 13 depict the accuracy comparison of each clus-
ter for the MMI dataset, modeled by MDD, MGDD, MBLD mixtures, respectively,
using both normal and mesh methods. From Fig.11, it can be observed that the
disgust, happiness and surprise emotions have gained 2.7%, 6.82% and 3.23% of ac-
curacy respectively, when using the mesh algorithm. Moreover, Fig.12 shows that the
happiness and sadness clusters are having 4.54% and 3.02% accuracy improvements,
when mesh algorithm is implemented. In Fig.13 (MBLD), the happiness and sadness’
accuracies have enhanced by the same percentage as in the Fig.12 (MGDD), but the
surprise cluster have experimented 3.22% increase in clustering accuracy. Notable
that the fear cluster’s clustering accuracy did not change when modeled by the MDD
and MGDD mixture models, applying both normal and mesh techniques. However,
it had 100% correctness at the time it was modeled by the MBLD, using both of
the methods. As we can see, the clustering accuracy of MBLD model is higher than





Table 2: Facial recognition expression datasets description
Category MMI Dataset CK+ Dataset
Number of images Portion Number of images Portion
Anger 150 13.16% 342 9.5%
Disgust 212 18.60% 503 12.58%
Fear 150 13.16% 417 10.43%
Happiness 255 22.37% 993 24.83%
Sadness 192 16.84% 893 22.33%
Surprise 181 15.88% 852 21%
Table 3: Clustering accuracy using MDD, MGDD, and MBLD with normal and mesh
log-likelihood calculation for the facial expression recognition application
Model MDD MGDD MBLD
Method Normal Mesh Normal Mesh Normal Mesh
MMI 78.06% 81.29% 80.64% 82.58% 81.94% 83.23%




In this thesis, we have introduced the usage of a novel method, for the computation of
the log-likelihood function, when clustering count, multicategorial data with overdis-
persion, modeled by three different distributions: multinomial Dirichlet, multinomial
generalized Dirichlet, and multinomial Beta-Liouville. The choice of these distribu-
tions was because of their flexibility for count data modeling as compared with the
other similar distributions. In our work as a model based clustering, we used deter-
ministic approaches such as maximum likelihood using the expectation maximization
algorithm to specify the parameters of our mixture models. The strong motivation
of the proposed approach was due to the numerous applications that generate such
type of data. The mesh method generally reduces the error when computing the
log-likelihood function, and therefore increases the clustering accuracy. The effec-
tiveness of this technique has been shown experimentally through two applications:
natural scenes categorization and facial expression recognition. In chapter two we
focused on the theory of our work, discussing the different used distributions, the
paired log-gamma approximation, and the mesh algorithm. In the third chapter, the
performance of our model was proved experimentally via two challenging applications.
For future works, the presented procedure could be applied to other applications
such as text document modeling and clustering, web mining, handwritten digit recog-
nition, and bioinformatics including applications to metagenomics data and protein
sequencing. Furthermore, more efficient optimization techniques for estimating pa-
rameters could be explored such as deterministic annealing expectation-maximization
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(DAEM) approach, also using minimum description length (MDL) criterion, for de-
termining the number of clusters.
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