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Abstract—Autonomous vehicles need to estimate the relative
poses, i.e., position and orientation, of the surrounding vehicles
on the road with at least 50 Hz rate and cm-level accuracy for pla-
tooning and collision avoidance applications. The LIDAR/camera
solutions currently used for vehicle pose estimation do not satisfy
these rate and accuracy requirements, necessitating complemen-
tary technologies. Vehicular visible light positioning (VLP) is a
highly suitable complementary technology due to its high rate and
high accuracy, exploiting the line-of-sight propagation feature
of the visible light communication (VLC) signals from LED
head/tail lights. However, existing vehicular VLP solutions impose
restrictive requirements, e.g., high-bandwidth circuit, base station
and VLC waveform constraints, and work for limited relative
vehicle orientations, thus, cannot be extended for pose estimation.
This paper proposes a VLP-based vehicle pose estimation (VLP-
VPE) solution that eliminates these restrictive requirements
by a novel VLC receiver design and a novel pose estimation
algorithm. The VLC receiver, named QRX, is low-cost/size,
and enables high-rate VLC and high-accuracy angle-of-arrival
sensing, simultaneously, via the usage of a quadrant photodiode.
The estimation algorithm first uses two of the designed QRXs to
determine the positions of two head/tail light VLC transmitters
on a neighbouring vehicle via triangulation, and then determines
the 2D pose of the vehicle based on these two positions. Sensitivity
analyses and simulations using traffic data from the Simulation of
Urban Mobility (SUMO) demonstrate that the proposed solution
performs pose estimation at cm-level accuracy and kHz rate
under realistic road and channel conditions, demonstrating its
eligibility for platooning and collision avoidance applications.
Index Terms—autonomous vehicles, platooning, collision avoid-
ance, pose estimation, visible light communication.
I. INTRODUCTION
AUTOMOTIVE research is currently heavily orientedtowards vehicular automation and autonomy, and the
foremost objective is improving driving safety and efficiency
[1]. The annual traffic accident report published by the Federal
Statistical Office of Germany (DESTATIS) [2] shows that 63%
of traffic accidents are vehicle-to-vehicle collisions, demon-
strating the importance of collision avoidance systems and safe
platooning for future automated/autonomous vehicle safety
concepts [3]. Collision avoidance and platooning systems need
to estimate the poses of surrounding vehicles at >50 Hz rate
and cm-level accuracy with high reliability and availability
under harsh road conditions [4–6].
Current sensor solutions, which are readily being used
for less demanding conventional autonomous driving tasks,
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fail to meet the rate and accuracy requirements of collision
avoidance and platooning systems [6]. Differential Global
Positioning System (DGPS), which is used for global self-
localization, allows vehicles to also cooperatively localize each
other. However, this sensor provides only meter-level accuracy
at ≤20 Hz rate [7], and, does not provide pose estimation
since it regards vehicles as point objects. Alternatively, LIDAR
[8] and camera-based methods [9], which are used for the
localization of non-vehicle objects on the road, can be used for
estimating vehicle pose at up to cm-level accuracy. However,
the estimation rate of these solutions is limited to≤50 Hz since
they typically require scanning, locating and labelling millions
of points/pixels for estimating vehicle pose [10, 11]. On the
other hand, communication-based positioning methods, which
promise estimation of vehicle antenna locations at cm-level
accuracy and kHz rate, can be extended for pose estimation,
enabling collision avoidance and safe platooning applications
and complementing the existing autonomous driving system
for higher safety.
Communication-based positioning algorithms in the vehicu-
lar domain mainly employ radio frequency (RF) technologies
such as cellular and dedicated short range communications
(DSRC) [12], and VLC technologies [13–15]. Cellular-based
positioning works either utilize location-fingerprinted received
signal strength (RSS) measurements or apply triangulation
via signal parameters such as time-of-arrival (ToA), time-
difference-of-arrival (TDoA) and angle-of-arrival (AoA) [16].
However, these methods rely on tight synchronization between
base stations and the mobile terminal, with their accuracy
limited due to excessive multipath interference. Although
pilot-based synchronization methods [17] and estimators like
multiple signal classification (MUSIC) [18] somewhat mitigate
these problems, overall cellular-based positioning accuracy is
>10 m in practical scenarios [19, 20]. DSRC suffers from
similar issues; while roundtrip-time-of-flight (RToF) methods
successfully mitigate synchronization issues [21, 22], the best
reported accuracy is ≈1-10 m [23], still not meeting the cm-
level requirement. As an alternative, vehicular VLP methods
based on line-of-sight (LoS) VLC signals from automotive
LED head and tail lights fundamentally promise cm-level
accuracy at »50 Hz rates [14, 24]. However, this promise is
not fulfilled in practice since existing vehicular VLP meth-
ods impose restrictive requirements such as high-bandwidth
circuit, base station and VLC waveform constraints, and they
only work for limited relative vehicle orientations.
Previous works in vehicular VLP use TDoA [25], phase-
difference-of-arrival (PDoA) [14, 26], RToF [27, 28] and AoA
[29–31] approaches. In [25], the TDoA of a VLC signal
from localized traffic lights to two on-board photodiodes
ar
X
iv
:2
00
9.
13
91
2v
1 
 [e
es
s.S
P]
  2
9 S
ep
 20
20
PLACEHOLDER 2
is utilized for finding the relative position of a vehicle.
This method provides only ≈1 m accuracy and has very
low availability since it restrictively requires the presence of
localized traffic lights. In [14] and [26], the PDoA of head/tail
light VLC signals to two photodiodes on a vehicle provides
cm-level positioning. However, the method restrictively as-
sumes that the vehicles are oriented parallel to each other
and requires very high frequency constant tones (10-50MHz),
which cannot practically be transmitted to useful distances
with automotive LEDs [32]. Recently, [27] and [28] have
achieved cm-level longitudinal range estimation at kHz rate
based on the RToF of a VLC message between two vehicles.
However, this method requires special high-bandwidth cir-
cuits and restrictively assumes longitudinally parallel vehicles,
hence, cannot translate VLP to full pose estimation. A vehicu-
lar VLP method that eliminates these restrictive requirements
with further extension into pose estimation is necessary for
collision avoidance and platooning applications.
AoA-based VLP methods promise high accuracy without
imposing restrictive requirements such as limited vehicle ori-
entations, and base station, high-bandwidth circuit and VLC
waveform constraints [29]. However, their vehicular imple-
mentations have so far been limited to camera-VLC based
methods. Camera-VLC approaches are not suitable since they
either provide very low (<kbps [32]) communication rates [30]
or require costly high-frame-rate cameras [31], which beats the
purpose of VLP complementing sensor solutions. Therefore, a
low-cost and small-size photodiode-based VLC receiver (RX)
design that can provide high-rate VLC and high-accuracy,
high-resolution and high-rate AoA measurement, is needed.
Existing photodiode-based VLC RX designs that can be
used for AoA measurement fall into four main categories [33]:
aperture-based, lens-based, prism-based and tilted-photodiode-
based designs. Tilted-photodiode designs [34–37] and special
prism-based designs [38] are not suitable for vehicular use
since they are not low-cost/size and typically provide limited
AoA resolution. Aperture-based designs using commercially
available low-cost/size quadrant-photodiodes (originally pro-
posed for angular diversity in multiple-input-multiple-output
(MIMO) indoor VLC [39–41]) can be used for accurate
and resolute AoA measurement but the aperture limits the
field-of-view (FoV). Using an imaging architecture, e.g., a
hemispherical lens rather than an aperture, provides larger
FoV [42]. Such quadrant-photodiode-based imaging designs,
traditionally used for laser target tracking [43] and transceiver
pointing [44], are also promising for AoA measurement. A
low-cost/size realization of this architecture with commercial
off-the-shelf (COTS) components would enable the restriction-
free AoA-based high accuracy and rate vehicular VLP method.
In this paper, we propose a VLP-based vehicle pose es-
timation (VLP-VPE) solution that uses only two on-board
AoA-sensing receivers for obtaining the relative 2D pose
of a transmitting vehicle. First, we provide a novel low-
cost/size quadrant-photodiode-based AoA-sensing VLC RX
(QRX) design. This design enables the first practical vehicular
implementation of an AoA-based VLP method with cm-level
accuracy at kHz rate. We then extend VLP into vehicle pose
estimation. Two QRX units located at the head/tail lights
measure the AoA from two VLC head/tail light transmitters
(TX) on the target vehicle and locate the position of each TX
separately via triangulation (i.e., two AoAs and the inter-QRX
distance defines a triangle). The two TX unit positions, which
are known locations on the frame of the target vehicle, are then
used to determine its pose, i.e., its position and orientation.
This work extends our previous related work, where a single
AoA-sensing RX model is considered for VLP but the RX
design is not presented and the VLP method necessitates the
target vehicle to disseminate its heading and speed information
via VLC [45]. This paper provides design details for the
QRX, and the solution proposed in this paper, which further
extends VLP into pose estimation, does not require any such
co-operation from the transmitting vehicle since it applies
triangulation directly with two on-board QRXs. The main
contributions of this paper are given as follows:
• We present a novel low-cost/size QRX design, which
uses only COTS components and enables high-rate VLC
and high-accuracy, high-resolution and high-rate AoA
measurement, simultaneously, for the first time in the
literature. The design is a quadrant-photodiode-based
imaging receiver similar to [42] but specifically designed
for AoA-based vehicular VLP.
• We propose an AoA-based vehicular VLP method that
uses the designed QRX and promises cm-level accuracy
and kHz rate positioning without imposing any restrictive
requirements like base station, high-bandwidth circuit and
waveform constraints, for the first time in the literature.
• We extend the proposed VLP method into a vehicle pose
estimation solution, which meets the cm-level accuracy
and >50 Hz rate requirements of collision avoidance and
platooning applications, for the first time in the literature.
• We perform an extensive performance evaluation for
the proposed vehicle pose estimation solution. First, we
determine the theoretical bound for pose estimation ac-
curacy with respect to VLC channel noise via differential
sensitivity analysis. Then, through extensive simulations,
we demonstrate that cm-level pose estimation accuracy
is achieved at kHz rate under realistic road and channel
conditions, demonstrating the eligibility of the proposed
solution for use in collision avoidance and platooning
applications.
The rest of the paper is organized as follows. Section
II presents the system model and the problem description
for vehicle pose estimation. Section III provides the novel
low-cost/size QRX design. Section IV presents the proposed
VLP-VPE solution that uses the designed QRX, and the
theoretical analysis of its performance via differential sen-
sitivity analysis. Section V demonstrates the performance
of the proposed solution at the required accuracy and rate
for collision avoidance and platooning via simulations in
a custom MATLABÂl’-based vehicular VLC simulator cou-
pled with the Simulation of Urban Mobility (SUMO) pack-
age [46] under realistic road and VLC channel conditions.
Section VI concludes the paper.
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II. SYSTEM MODEL AND PROBLEM DEFINITION
This section first presents the VLC/VLP-capable vehicle
model considered in this work and then defines the vehicle
pose estimation problem in collision avoidance and platooning.
A. System Model
The model considers the following assumptions (A#):
• A1: Vehicles drive on piecewise-flat roads, i.e., neighbour-
ing vehicles share flat road sections and have no pitch
angle difference between them. This assumption, which
allows to define the pose estimation problem in 2D, is
reasonably valid for collision avoidance and platooning
scenarios since these scenarios consider vehicles within
≤20 m of each other driving at ≥30 km/h [3, 47, 48].
• A2: Vehicles contain two VLC units each on both front
and rear faces, i.e., on LED head/tail lights. Each VLC
unit utilizes its LEDs as the TX, contains one AoA-
sensing receiver (QRX), and sustains reliable LoS VLC
with other units in its FoV.
• A3: Transmissions by the VLC units do not interfere. This
can be achieved through the design of a medium access
control mechanism for the network containing VLC units,
on both the same vehicle and neighbouring vehicles, such
that no two units transmit at the same time on the same
frequency band when their lines-of-sight are towards the
same receiver [49, 50].
• A4: QRXs are well-calibrated and free of systematic
errors. Therefore, the major factor affecting their AoA
estimation accuracy is the additive white gaussian noise
(AWGN) on the VLC channel.
The system model is visualized in Fig. 1. The red vehicle
implements AoA-based VLP with two on-board QRX units to
find the relative positions of both rear TX units on the green
vehicle. These two positions sufficiently define its relative
pose, i.e., its position and orientation. A vehicle is termed
“ego” (red in Fig. 1) if it is computing the relative pose of
a nearby vehicle and “target” (green in Fig. 1) if its relative
pose is being computed by a nearby ego vehicle. In this paper,
TX units are in the target vehicle and RX units are in the ego
vehicle, but a vehicle can take on either role since it contains
both TX and RX units in both head and tail lights.
Fig. 1. System model. θR, θL: AoA at the right and left QRX, respectively.
d: QRX separation. ktx1, ktx2: positions of TX1 and TX2, respectively.
B. Problem Definition
The pose estimation problem in collision avoidance and
platooning considers estimating the position and orientation
of the target vehicle relative to the ego vehicle. In mathemat-
ical terms, this corresponds to estimating the translation and
rotation of the target vehicle frame with respect to the ego
vehicle frame, as shown in Fig. 2a. Translation is defined as
the x and y displacement of the target frame origin, i.e., Ot,
from the ego frame origin, i.e., Oe, and is represented by ext
and eyt for x and y, respectively. Rotation is defined as the
difference between the orientations of the two frames, i.e., the
angle between the respective axes of the two frames when
translation between them is zero, and is represented by ϕ.
Conventional solutions estimate (ext, eyt) and ϕ, thus,
vehicle pose, via LIDAR/cameras. However, these solutions
are not robust and incur a significant computational load;
since LIDAR/cameras cannot identify the points they locate,
i.e., provide “unlabelled” points, they necessitate additional
correlation-based techniques to first identify, i.e., “label”, the
points belonging to vehicle features, which are then used
for estimating pose [8]. Alternatively, using two beacon-like
features provides a much simpler approach; two such positions
on the vehicle, which are “labelled” per se, are sufficient for
determining (ext, eyt) and ϕ, thus, vehicle pose, by
ϕ = arctan
( |extx1 − extx2|
|eytx1 − eytx2|
)
(1)[
ext
eyt
]
=
[
txtx2
tytx2
]
−
[
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
] [
extx2
eytx2
]
, (2)
where (extx1, eytx1) and (extx2, eytx2) denote x/y displace-
ments of the two labelled target vehicle beacons, i.e., TX1
and TX2, respectively, from Oe, and (txtx2, tytx2) denotes
x/y displacement of TX2 from Ot, as shown in Fig. 2b. TX1
could equivalently be used in Eqn. (2). Therefore, two TX unit
positions, which can be located by triangulation-based VLP
utilizing AoA measurements from the novel QRX, sufficiently
define the vehicle pose.
(a)
(b)
Fig. 2. (a) Vehicle pose is defined by translation and rotation of the target
frame with respect to the ego frame. (b) Triangulation-based VLP methods
locating two head/tail light TXs can be used for pose estimation.
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III. AOA-SENSING VEHICULAR VLC RECEIVER
This section presents the novel AoA-sensing VLC RX
design, i.e., QRX, which promises high-rate communication
and high-accuracy, high-resolution and high-rate AoA mea-
surement, simultaneously. This design is also low-cost since it
uses COTS components only, enabling the practical realization
of the VLP-VPE solution.
A conceptual diagram of the QRX and its optical configu-
ration are shown in Fig. 3 and a prototype of the QRX built
with low-cost COTS components is shown in Fig. 4. The
design of the QRX is inspired by the MIMO VLC RX in [42]
but the QRX is specifically designed for high-resolution AoA
measurement in VLP rather than simply achieving angular
diversity. The QRX contains a hemispherical lens placed at a
certain distance above a quadrant-photodiode (QPD), focusing
the rays from the TX LED into a spot. The position of the spot
on the QPD, which depends on AoA by ray optics relations,
determines the received signal power on each quadrant as
depicted in Fig. 3. Let fQRX be the function that relates
the AoA, θ, to the signal power ratio between horizontally
separated quadrants, Φh, by
Φh = fQRX(θ) =
(B + D)− (A + C)
A + B + C + D
, (3)
where i represents the power of the received signal in
quadrant i, i ∈ {A,B,C,D}, and Φh is bound to the [-1, 1]
interval and can be calculated from quadrant received signal
power readings online. Choosing an fQRX function is the
main task in QRX design since the inverse of fQRX , which
we call gQRX , is used in the estimation of θ (AoA); gQRX
is computed to sufficient precision by ray optics simulations
offline (A4) and is stored in the form of a 1D look-up table
on the ego vehicle.
fQRX is determined by the optical configuration parameters,
i.e., lens diameter, lens refractive index, QPD size and lens-
QPD distance, denoted by dL, n, dH , dX , respectively, as also
shown in Fig. 3. dL, n and dX determine the spot diameter,
i.e., 2dR, where dR is the spot radius [51]:
2dR =
(dL)(dL/n− dX)
dL/n
= dL − (n)(dX) . (4)
The relative size of 2dR and dH determines the conformance
of fQRX to its design goals, which are: high FoV (ideally
±90°), high linearity, and bijection, i.e., being one-to-one
and onto. For given dH , larger 2dR provides higher FoV
but worse linearity [43]. Furthermore, 2dR > dH
√
2 violates
bijection since in such configurations, all quadrants remain
completely within the effective spot area and receive equal
signal power for spot positions around the center [52], i.e., θ
values around zero become undetectable since they all result in
Φh = 0, as in the blue curve in Fig. 5. Therefore, recognizing
these trade-offs, 1) a lens-QPD pair, i.e., {dL, n, dH}, and
2) the lens-QPD distance, i.e., dX , should be chosen to obtain
the best compromise for the three design goals.
1) Choosing a lens-QPD pair: The primary objective while
choosing a lens-QPD pair is ensuring bijection. First, a low-
cost and high-bandwidth COTS QPD is chosen to set dH .
Fig. 3. Diagram of the AoA-sensing VLC RX, i.e., QRX. The red and yellow
colors represent conditions for zero and non-zero AoA, respectively.
Fig. 4. Picture of the QRX prototype.
Fig. 5. fQRX for different configurations. Yellow curve provides the best
compromise for the design goals: bijection, high FoV and high linearity.
Then, a lens is chosen to set dL and n such that 2dR < dH
√
2
is ensured: Since {dL, dX , dR, n} > 0 in Eqn. (4), dL upper-
limits 2dR, thus, setting dL < dH
√
2 guarantees bijection
alone and makes n a free parameter. Hence, the maximum dL
that satisfies dL < dH
√
2 is chosen to also avoid constraining
the FoV, and n is chosen solely with regards to low cost.
2) Choosing the lens-QPD distance: After setting
{dL, n, dH}, dX is chosen to set 2dR as per Eqn. (4) for
the best compromise between FoV and linearity. dH < 2dR
provides the highest FoV but the mapping is highly non-linear
(red curve in Fig. 5). 2dR ≈ dH still results in high FoV
(≈ ±80°) and milder non-linearity (yellow curve in Fig. 5).
While 2dR < dH linearizes the full dynamic range (green
curve in Fig. 5), this radically decreases the FoV [43, 53],
thus, is not desirable. Therefore, dX ≈ (dL − dH)/n is
chosen since 2dR ≈ dH provides the best compromise.
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IV. PROPOSED VLP-VPE SOLUTION
This section first presents the proposed VLP-based vehicle
pose estimation algorithm (VLP-VPE), which uses the QRX
design in Section III, and promises restriction-free, cm-level
accuracy and >50 Hz rate pose estimation for collision avoid-
ance and platooning, and then derives the performance bound
of the algorithm via differential sensitivity analysis [54].
A. Algorithm Description
The algorithm runs on the ego vehicle and computes the
relative pose of the target vehicle by a three-step process. First,
the AoAs of one TX beam from the target vehicle to two QRXs
on the ego vehicle are calculated. Second, using the inter-QRX
distance and AoAs from two QRXs, the relative position of
the TX unit is computed via triangulation. This constitutes
the VLP part. Finally, the same process is repeated for the
other TX unit on the same face of the target vehicle. These
two positions define the position and orientation of the target
vehicle, which corresponds to its relative pose, as shown in
Fig. 2b. The algorithm steps are depicted in Fig. 6.
1) Finding the AoA: First, the quadrant readings are sam-
pled at the Nyquist rate of the VLC waveform, 1/Ts, where
Ts is the sampling period, then a number of hbuf samples
are buffered, and the signal power on each quadrant, i,
i ∈ {A,B,C,D}, is computed by
i =
1
hbuf
w0+hbuf−1∑
w=w0
(Qi[w]− µQ)(s[w])
 , (5)
where w0 marks the sample time at the beginning of the buffer,
Qi[w] is the reading sample in quadrant i at time wTs, µQ
is the constant bias applied to the readings by AC-coupled
QRX amplifiers, i.e., (Qi[w]− µQ) is zero-mean, and s[w]
is the received waveform sample at time wTs, as decoded
by the QRX VLC subsystem. w0 is incremented by hbuf for
consecutive estimation cycles. This causes the estimation rate
to be determined by hbuf , i.e., rate = 1/(Ts × hbuf ), and also
causes a fixed delay of (Ts × hbuf )/2 since each estimation
cycle produces an average result for a preceding time interval
of (Ts × hbuf ). However, this delay can be ignored since, for
the targeted ≥50 Hz estimation rate, the delay is ≤10 ms,
which is negligible considering that even the fastest vehicle
transients are ≈50 ms because of high inertia [55].
After computing i, Φh is computed by using Eqn. (3) and
the AoA of the TX beam to the QRX is computed by
θ = f−1QRX(Φh) = gQRX (Φh) . (6)
Eqns. (5) and (6) repeated for both QRXs facing the subject
TX yields θR and θL, which correspond to the AoA calculated
at the right and left QRX with their direction determined
with respect to the forward-facing frame on the ego vehicle,
respectively.
2) Finding the Target TX Unit Positions: Using θR, θL and
the inter-QRX distance, i.e., head/tail light separation, on the
ego vehicle, the extx and eytx coordinates of the TX unit on
the target vehicle are obtained by
ktx =
[
extx
eytx
]
=
d
(
1
2 +
sin(θR) × cos(θL)
sin(θL−θR)
)
d
(
cos(θR) × cos(θL)
sin(θL−θR)
)
 , (7)
where d is the inter-QRX distance and ktx = (extx, eytx)
denotes the position of the target TX unit in the ego
frame. Eqn. (7) applies to both TX1 and TX2, generating
ktx1 = (
extx1,
eytx1) and ktx2 = (extx2, eytx2), respectively.
3) Finding the Target Vehicle Pose: After finding the rel-
ative position of one target vehicle TX unit, the calculation
is repeated for the other TX unit that faces the ego vehicle
QRXs. These two positions, i.e., ktx1 = (extx1, eytx1) and
ktx2 = (
extx2,
eytx2), determine the relative pose of the target
vehicle as per Eqns. (1) and (2).
B. Performance Analysis
The performance of the proposed algorithm is analyzed and
an accuracy bound is obtained via differential sensitivity anal-
ysis [54]. Differential sensitivity analysis uses the first partial
derivatives of a system transfer function Y (X1, X2, ..., XN ),
with respect to its inputs Xj for j ∈ {1, 2, ..., N}, where
N is the number of inputs, to obtain a first-order Taylor
series approximation of the uncertainty propagation through
that system by
V (Y ) =
N∑
j=1
(
δY (X1, X2, ..., XN )
δXj
)2
V (Xj) , (8)
Fig. 6. Algorithm steps of the proposed VLP-VPE solution. The method finds relative pose of the target vehicle in the ego vehicle reference frame.
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where V (Y ) represents the variance of Y (X1, X2, ..., XN ).
The only input of our algorithm is the measured value of Qi[w]
for i ∈ {A,B,C,D}, which is only affected by VLC channel
noise since there are no systematic errors in the constants and
parameters in the system model, i.e., transmitted waveform
s[w] is known since reliable communication is sustained (A2)
and d, fQRX and µQ are measured to sufficient precision
a priori (A4). Below, we propagate the noise on the estimator
input, i.e., Qi[w], i ∈ {A,B,C,D}, to the estimator output,
i.e., ktx = (extx, eytx), by applying Eqn. (8) to Eqns. (5)-(7)
in aggregate fashion, to obtain the performance bound.
The initial step is Eqn. (5), where the powers of the quadrant
signals, i, are calculated by using the quadrant readings,
Qi[w] for i ∈ {A,B,C,D}.
V (i) =
w0+hbuf−1∑
w=w0
(
δi
δQi[w]
)2
VQ (9)
δi
δQi[w]
=
s[w]
hbuf
, (10)
where VQ represents V (Qi[w]), which is a constant for
i ∈ {A,B,C,D} since the QRXs are well-calibrated, thus,
the AWGN on all quadrants have the same power (A4).
Next step is Eqn. (6), where the AoA (θ) is computed using
the powers of the quadrant signals, i.e., i, i ∈ {A,B,C,D}.
The following is repeated for both θR and θL:
V (θ) =
∑
i=A,B,C,D
(
δθ
δi
)2
V (i) (11)
δθ
δi
=
(
g
′
QRX (Φh)
)(δΦh
δi
)
(12)
δΦh
δi
=

−2(B+D)
(A+B+C+D)
2 , i = A,C
2(A+C)
(A+B+C+D)
2 , i = B,D
, (13)
where the derivative of gQRX , denoted by g
′
QRX , is computed
numerically since gQRX is saved in the form of a look-up
table, as stated in Section III.
The final step considers Eqn. (7) for computing the TX unit
positions (ktx1 and ktx2) from θR and θL for each QRX; these
two positions define the pose of the target vehicle.
V (extx) =
∑
m=L,R
(
δextx
δθm
)2
V (θm) (14)
δextx
δθL
=
−d× sin(2θR)
2 sin2(θL − θR)
,
δextx
δθR
=
d× sin(2θL)
2 sin2(θL − θR)
(15)
V (eytx) =
∑
m=L,R
(
δeytx
δθm
)2
V (θm) (16)
δeytx
δθL
=
−d× cos2(θR)
sin2(θL − θR)
,
δeytx
δθR
=
d× cos2(θL)
sin2(θL − θR)
. (17)
V (extx) and V (eytx) denote the final output variance of
the estimator, i.e., variances of the distributions of target TX
unit x and y coordinate estimations, respectively. Since input
noise is AWGN and differential sensitivity analysis considers
a linear approximation of the system, the x and y distributions
are independent, white and Gaussian. Thus, 99.7% of x and y
estimation samples will be bound to three standard deviations,
i.e., to intervals of 3×√V (extx) and 3×√V (eytx) around
their respective true values [56]; this constitutes the bound for
estimation accuracy.
As a result of this analysis, we observe a trade-off between
estimation rate and accuracy against noise, as shown in the
following. Substituting Eqn. (10) in Eqn. (9), and moving the
constant terms, i.e., hbuf and VQ, out of the summation in
Eqn. (9), we obtain
V (i) =
VQ
hbuf
2
, ζhbuf
w0+hbuf−1∑
w=w0
(
s[w]
)2
=
ζhbuf
hbuf
2 VQ , (18)
where ζhbuf is defined as the energy of s[w] for the hbuf
interval. Since ζhbuf is proportional to hbuf , let us rewrite
ζhbuf as α(hbuf ), where α ∈ R represents the part of ζhbuf
that is independent of hbuf . In this case, the hbuf terms in
Eqn. (18) simplify, and the remaining term, αVQ/hbuf , which
is constant over the summation indices in Eqns. (11) and (14),
can be moved out of the summations as
V (extx) =
αVQ
hbuf
∑
m=L,R
(
δextx
δθm
)2 ∑
i=A,B,C,D
(
δθ
δi
)2
. (19)
The same steps hold for V (eytx). In conclusion, Eqn. (19)
shows the trade-off between estimation accuracy and rate: For
a given noise level, i.e., given VQ, estimation accuracy can
be improved, i.e., V (extx) and V (eytx) can be decreased, by
increasing hbuf , at the cost of a decrease in the estimation
rate, which is equal to 1/(Ts × hbuf ).
V. SIMULATIONS
The simulations demonstrate the performance of the pro-
posed VLP-VPE solution under realistic road and VLC chan-
nel conditions in typical collision avoidance and platooning
scenarios. A custom MATLAB©-based vehicular VLC simu-
lator was built for this purpose. The simulator utilizes ego and
target vehicle trajectories that are either manually generated, or
generated from the well-known microscopic traffic simulator
SUMO [46], and generates the signals that emanate from
the two target TXs and reach the two ego QRXs, for the
whole trajectory. The proposed VLP-VPE algorithm then
provides relative target pose estimation using these signals.
The simulator is available on GitHub [57].
Simulator setup parameters are given in Table I. The QRX
design parameters correspond to COTS components for the
“best compromise” configuration, i.e., the yellow curve fQRX
in Fig. 5. The selected VLC modulation scheme and rate
complies with vehicle safety application requirements [32, 58].
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TABLE I
SIMULATOR PARAMETERS
VLC TX
Modulation Binary frequency shift keying
Carriers 5/7.5 kHz (TX1), 10/12.5 kHz (TX2)
Data Rate 5 kbps
Power 1000 lumens (typical tail light)
VLC QRX
DC Bias (µQ) 2.5 V
ADC Range: [0, 5] V, 16-bit, 100 kSPS
Lens PMMA (n=1.5), dL = 3 mm
QPD dH = 2.8 mm [59], dX = 0.25 mm
Amplifier 10000 Vpk-pk/lumen, Zout = 50 Ω
FoV ±50°linear, ±80°total (Fig. 5)
Vehicle
Length 5 m
QRX Separation 1.6 m
Steering Ackermann [60] (no side-slipping)
The AWGN is applied directly on Qi[w] (A4) to include the
compound effect of all noise sources. In all simulations, the
target vehicle leads the ego vehicle, and thus, the target vehicle
transmits through its tail light (similar to Fig. 1). While the
opposite configuration is equally valid, this configuration was
chosen since it is the worst case scenario; the tail light has the
lowest TX power among the vehicle light sources.
We present four simulation scenarios to demonstrate that
the proposed solution is eligible for collision avoidance
and platooning applications under realistic road and channel
conditions:
• SM1 - localization performance comparison with state-of-
the-art. We manually generate the ego and target vehicle
trajectories described in [27], simulate our VLP method at
the same estimation rate and noise conditions, and show
that our method provides higher localization accuracy
under fair comparison, advancing the state-of-the-art.
• SM2 - pose estimation in a collision avoidance scenario.
A target vehicle leading an ego vehicle on a highway
brakes dangerously during a lane change and risks colli-
sion. This scenario relies on manually generated trajec-
tories and demonstrates the performance of the proposed
pose estimation solution in a typical pre-crash situation.
Results at two different estimation rates are shown to
demonstrate the rate-accuracy trade-off identified in the
performance analysis. Additionally, the analytical perfor-
mance bounds for the two estimation rates are also shown
together with the simulation results for comparison, and
the validity of the bound is discussed.
• SM3 - pose estimation in a platooning scenario with
SUMO. Two vehicles drive back-to-back on a road that
is notorious for accidents near Koc University, Istanbul,
Turkey; the scenario is simulated in SUMO, as shown
in Fig. 7. This scenario demonstrates pose estimation
performance for different channel conditions and estima-
tion rates in three ego/target configurations: platooning
1) at close range, i.e., ≤10 m, 2) on a road section with
extreme (> 80°) curvature, and 3) at conventional braking
distance, i.e. >10 m.
Fig. 7. SM3 - SUMO screenshot for the road near Koc University.
• SM4 - effect of inter-vehicular distance on pose estima-
tion accuracy. This scenario exhaustively simulates all
feasible target vehicle positions within ego vehicle FoV
under different channel conditions, showing the effect
of inter-vehicular distance over the complete feasible
operational range of the proposed method.
For clarity, we represent the estimation results in these sim-
ulations with the midpoint of the two estimated TX positions
on the 2D grid.
1) SM1 - Localization, Comparison with State-of-the-art:
Fig. 8a demonstrates the performance of the proposed method
for the ego and target trajectories described in [27], on the
2D grid. To allow fair comparison, the estimation rate of
2 kHz and the noise conditions are the same as in [27].
Fig. 8b shows the x and y coordinate estimation performances
of the proposed method separately, whereas Fig. 8c shows the
distributions of estimation error for both x and y. While [27]
provides higher estimation accuracy in the longitudinal axis,
i.e., 6.2 cm error in [27] versus 9.60 cm error in ours, our
solution provides superior accuracy in the lateral axis, i.e.,
11.3 cm error in [27] versus 2.56 cm error in ours. In terms
of overall 2D accuracy, i.e., Euclidean distance from the true
position, our solution provides better performance, i.e., 12.9
cm error in [27] versus 9.9 cm error in ours. These results
show that our proposed method advances the state-of-the-art
for VLP with cm-level localization accuracy and kHz rate
under realistic road and channel conditions. Furthermore, the
proposed method does not impose any high-bandwidth circuit
requirements like [27] and can be extended to pose estimation;
the VLP in [27] cannot be extended to pose estimation since
it requires parallel target and ego vehicles, as in this scenario.
2) SM2 - Pose Estimation, Collision Avoidance Scenario:
Fig. 9a shows the actual and estimated trajectories in the SM2
collision avoidance scenario together with the performance
bound derived by the theoretical analysis, for 250 Hz and
1 kHz estimation rates. The AWGN power on the QRXs is -40
dBm in this scenario to better demonstrate the rate-accuracy
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Fig. 8. SM1 - VLP results for the trajectory described in [27] at 2 kHz rate, under the same noise conditions as [27]. (a) Localization performance on the
2D grid, (b) x/y individual estimation performances, and (c) histograms of x/y errors with a Gaussian fit.
Fig. 9. SM2 - Pose estimation results for the collision avoidance scenario. (a) Simulation results and theoretical bounds on the 2D grid for 1 kHz and 250
Hz rate under -45 dBm noise, and (b) errors and theoretical bounds for the two runs.
trade-off. -40 dBm corresponds to very harsh conditions since
it is extremely high even for low-end COTS devices. Typical
harsh noise figures for low-end devices are ≈ -50 dBm.
Fig. 9b verifies the rate-accuracy trade-off identified by
the theoretical analysis by showing that the lower estimation
rate provides higher overall pose estimation accuracy. While
the theoretical bound follows the dynamics of the proposed
method correctly, it fails to predict the exact error level in the
simulation results over the whole trajectory. This is expected
since the analysis uses a local linear approximation of the
proposed method, which is globally non-linear. In summary,
the results in this simulation show that the proposed method
can provide cm-level, kHz rate pose estimation in pre-crash
situations and estimation rate can be sacrificed for higher
accuracy under harsh channel conditions.
3) SM3 - Pose Estimation, Platooning Scenario in SUMO:
Fig. 10a shows the performance of the proposed method for
the SUMO-generated SM3 trajectory (Fig. 7) on the 2D grid.
The scenarios consider both harsh and favorable VLC channel
conditions, i.e., -50 dBm and -70 dBm noise power, and esti-
mation rates of 50 Hz and 500 Hz. The errors for each scenario
is shown Fig. 10b. In Part I, the vehicles start from rest and
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Fig. 10. SM3 - Pose estimation results for the SUMO platooning simulation depicted in Fig. 7. (a) Results for harsh and favorable channel conditions (-70
dBm and -50 dBm noise power, respectively) at different estimation rates (500 Hz and 50 Hz) on the 2D grid. (b) Errors for the same three runs.
Fig. 11. SM4 âA˘S¸ Pose estimation accuracy over the complete feasible operational range at 500 Hz rate. (a) Simulation procedure with representative colors
(not estimation results). Results under (b) favorable conditions and (c) harsh conditions.
then move forward into a platoon formation at close range, i.e.,
≤10 m; all scenarios provide cm-level accuracy in this part but
accuracy deteriorates due to the decrease in signal-to-noise-
ratio as the distance between vehicles increases. In Part II, the
target takes the right turn at the intersection shown in Fig. 7
and momentarily breaks the platoon; as expected, the proposed
method cannot estimate pose in this region since the LoS link
between the TX and QRX is lost, violating assumption A2. In
Part III, the LoS is regained and the two vehicles drive back-
to-back at conventional braking distance, i.e., >10 m; while
cm-level accuracy is lost after >15 m distance only under harsh
conditions in this part, platooning at such large distances is not
desirable since it allows high-air-drag “wake zones” to form
between vehicles [47]. Due to the rate-accuracy trade-off, the
low-rate scenario (green) provides higher accuracy than the
high-rate scenario (blue) under harsh conditions. These results
show that for feasible platooning configurations, the proposed
solution provides cm-level performance at 500 Hz rate under
both harsh and favorable conditions, thus, is eligible for use
in safe platooning.
4) SM4 - Pose Estimation, The Effect of Target Distance:
Fig. 11a shows the procedure in this simulation: Estimation
accuracy for sampled target vehicle positions over a 20 m ra-
dius, ±80° polar grid are evaluated to characterize the feasible
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operational range of the proposed solution. The estimation rate
is 500 Hz. Figs. 11b and 11c demonstrate pose estimation
accuracy under favorable and harsh conditions, respectively,
and identify two undesirable zones, i.e. Zones A and B in
Fig. 11. In Zone A, target TXs move out of the FoV of
ego QRXs; the proposed solution cannot estimate pose in
this zone. This effect is also observed in SM3, Part II. In
Zone B, the target vehicle is too close to the ego vehicle
bumper, which means that the TXs are too close to the FoV
boundaries of the QRXs; the proposed solution cannot provide
cm-level accuracy in this zone. However, these zones are
not strictly relevant for collision avoidance and platooning
scenarios: Since these scenarios consider ≥30 km/h speeds [3],
a vehicle in Zone A is at an angle too oblique to be considered
as either a platoon element [47] or a tangible collision threat
[2], and collision avoidance and safe platooning efforts are
futile for Zone B, where the vehicles are too close and collision
is almost inevitable. For the remaining regions on the polar
grid, the proposed solution promises high accuracy, varying
with respect to inter-vehicular distance.
Fig. 11b shows that for favorable channel conditions,
i.e., -70 dBm noise power, the promised cm-level accu-
racy is attained within a ≈10 m radius. Up until the
≈20 m mark, <1 m accuracy is attained. On the other
hand, under harsh channel conditions, i.e., -50 dBm noise
power, cm-level accuracy is limited to a radius of ap-
proximately 6 m, as shown in Fig. 11c. The accuracy is
still <1 m up to the 10 m mark, and then degrades to
≈1-10 m up until the 20 m mark. If necessary, accuracy under
harsh conditions can be improved by sacrificing estimation
rate, as discussed previously in SM2 and SM3. These results
characterize the feasible operational range of the proposed
solution and demonstrate that it provides cm-level accuracy at
approximately kHz rate even under harsh channel conditions
for inter-vehicular distances relevant to collision avoidance and
safe platooning applications.
VI. CONCLUSION
This paper proposes a novel VLP-based vehicle pose esti-
mation (VLP-VPE) solution based on the design of a novel
low-cost/size VLC receiver (QRX) that can simultaneously
provide high-rate communication, and high-accuracy, high-
resolution and high-rate AoA measurement. The QRX can
be realized with COTS components only, enabling the first
practical realization of a vehicle pose estimation solution
with cm-level accuracy and kHz rate without imposing any
restrictive requirements such as high-bandwidth circuit, local-
ized base station, and VLC waveform constraints, and limited
vehicle orientations. The VLP-VPE algorithm uses two QRXs
to locate two target vehicle VLC TX units relative to the
ego vehicle via VLP, which is sufficient for relative pose
estimation. The computational overhead of the solution is very
low compared to the conventional LIDAR and camera sensor
solutions, which need to scan, locate and process millions of
unlabelled points; the proposed solution only needs to locate
two labelled points on the target vehicle. Performance of
the proposed solution is evaluated with differential sensitivity
analysis and exhaustive simulations on a custom vehicular
VLC simulator coupled with the microscopic traffic simulator
SUMO. Simulations demonstrate that the proposed solution
performs pose estimation with cm-level accuracy at kHz rate
even under harsh road and VLC channel conditions. The
solution is expected to complement the existing autonomous
vehicle sensor system for higher safety by providing pose
estimation for collision avoidance and platooning applications.
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