ABSTRACT In this paper, we propose a new feature selection algorithm based on term frequency reordering of document level. In our proposed algorithm, it uses the document frequency to weigh the unbalanced factors of the data sets and considers the effect of the term frequency on the feature importance ordering. In the experiments, our proposed algorithm is compared with Normalized Difference Measure, Chi-squared, Odds Ratio, Gini Index, and Balanced Accuracy on the WAP, K1a, K1b RE0, RE1, 20 Newsgroups, Reuters-21578, and RCV1-v2 data sets. The experimental results show that our proposed algorithm is superior to other five algorithms.
I. INTRODUCTION
In the field of information sciences, text categorization refers to the process of automatic classification of text datasets by the computer according to some certain standards or category systems. It is a key technology for effective management of knowledge or information. And it is widely used in different scenarios [1] - [3] . With the continuous improvement of data processing and data storage technologies, the number of documents in the Web is also increasing explosively. The ability to process data manually is far from the needs of real life. Therefore, text categorization is becoming more and more important [4] - [6] .
The problem of ''high dimension'' is inevitable in text classification [7] - [9] . The high dimension of data usually refers to a phenomenon in which computations are exponentially multiplied with the increase of dimensions in the calculations. It may lead to over-fitting of classification models and degrade the classification performance in the time and accuracy [10] - [12] . In such a situation, feature selection methods are used to reduce the number of features and prevent from over-fitting. Therefore, feature selection has become significant in the study of pattern recognition as a common dimension reduction method, and has played an important role in text classification [13] - [20] . Feature selection is a process of selecting an optimal feature subset from the original feature space according to a specific evaluation criterion. Its purpose is to select the classification or regression model constructed by the optimal feature subset to achieve better prediction accuracy [15] . Many relative algorithms are proposed and have been widely used in text categorization [16] . The common feature selection algorithms include Normalized Difference Measurement (NDM), Balanced Accuracy Measure (ACC2), Chi-square Test (CHI), Odds Ratio (OR) and Gini Index (GINI) [2] , [20] . NDM and ACC2 are calculated by true and false positive rates. But NDM is more comprehensive [2] , [20] . CHI is a hypothesis testing method based on the distribution of X 2 . It characterizes the relevance between the terms and the categories by observing the deviation of the actual and theoretical values [21] . OR uses the ratio of the occurrence probability to the non-occurrence probability to indicate the importance weights of the feature words [20] , [22] . GINI is a non-purity method of splitting attribute. GINI can be applied to some fields, such as categories and binary [20] , [23] . After above analysis, we found that they sorted the feature words according to different standards and they are calculated by the corresponding number of documents in different situations. They all make full use of the document frequency between the positive and negative classes of the terms to sort the features [24] .
In the aspect of frequency, most feature selection algorithms take full account of the document frequency [25] , [26] . But they ignore the influence of the term frequency and the interactions between the document frequency and the word frequency. Document frequency refers to the number of documents containing the term, which can be at the category level or data set level. Word frequency refers to the count of terms, which can be divided into frequency at document level, frequency at category level and frequency at data set level. The term frequency at the category level and the term frequency at the data set level can obviously influence the judgment of category information, while the term frequency at document level can express the actual contribution of a word in the document. For instance, two words in a document have term frequencies of 2 and 20, but they have the same document frequencies of 1. These two words have the same document frequency but their contributions to the document are significantly different. Therefore, we should combine the term frequencies at the document level, category level and data set level to fully reflect the value of each feature. In the perspective of category information, many methods tend to the balanced data [27] . But in fact, most datasets are unbalanced. Some particular categories contain much more objects than other ones, meaning that the number of documents in a category affects the balance of the data set. The number of documents can be calculated in a way that balances the unbalance of the data set, so it is required to take full account of the documents frequency. Because most algorithms take only one factor into account, they are inefficient. Integrating with such two factors, we propose a feature selection algorithm based on Term frequency Reordering of Document Level (TRDL). In other words, it can be described as the feature selection based on term frequency reordering after the document frequency has been calculated. Besides document frequency, both term frequency and data balance property are considered. Document frequency and term frequency fully reflect the importances of features from various angles. Finally, we compare TRDL algorithm with NDM, ACC2, CHI, OR and GINI on the WAP, K1a, K1b RE0, RE1, 20 Newsgroups, Reuters-21578 and RCV1-v2 datasets with the F1. F1 score is a measure of accuracy of a binary classifier. And the results show that our algorithm is better.
In this paper, the structure of the rest is as follows. Section 2 introduces the related work of the algorithm. Section 3 describes the feature selection algorithm based on term frequency reordering of document level. It includes the introduction to the term frequency reordering factor and the algorithm description. The experiment setting, the datasets and the evaluation metrics are explained in Section 4. Section 5 shows the detailed experimental results, and then analyzes and discusses them. Finally, we give the conclusions in Section 6.
II. RELATED WORK
In text classification, the goal of feature selection is to select more important features from the original feature sets and to remove the irrelevant or redundant ones [28] - [30] . A typical feature selection algorithm consists of four parts, which are subset generation, subset assessment, stop criteria and result validation respectively [31] . Subset generation refers to the process of providing a feature subset for the evaluation function by some certain subset selection methods. Subset assessment refers to the evaluation of feature subset. Stop criterion is associated with a subset evaluation. And when an evaluation criterion is met, the searching is stopped. Results validation is the validity of testing feature subset in an artificial or real dataset [32] , [33] . There are different types of feature selection algorithms from different perspectives. According to whether the evaluation of the feature subset is used in the construction process of the decision machine, the feature selection can be divided into three types which are filter type, wrapper type and embedding type [34] - [36] . Depending on whether you use the sample tag, it can be divided into supervised, unsupervised and semi-supervised ones [37] . In text classification, the filter method is simple and efficient. The supervision method has higher classification accuracy. Therefore, NDM, ACC2, CHI, OR and GINI are all filtered and supervised feature selection methods. So we focus on researching methods on filter and supervised ones.
For NDM, ACC2, CHI, OR and GINI, they are all based on document frequency. Document frequency depends on the text number in different situations, which is shown in Table 1 [2] . For a term t i , some relative definitions for document frequencies used in Table 1 are listed below.
• tp is the number of documents belonging to the positive class and containing the term t i .
• tn is the number of documents not belonging to the positive class and not containing the term t i .
• fp is the number of documents belonging to the negative class and containing the term t i .
• fn is the number of documents not belonging to the negative class and not containing the term t i . At first, a feature selection method only considers the number of documents to measure the feature importance. Let's take Document Frequency (DF) as an example. Its aim is to sort the features by number of documents (DF = tp+fp). ACC method is to sort the features by the difference in text number (ACC = tp − fp). With the in-depth study, many researchers begin to use true positive rate (tpr) and false positive rate (fpr) to weigh the term importance [2] , [9] . And their calculation formulas are as follows.
As is shown above, tpr and fpr don't merely consider the number of documents. They take into consideration the influence factors of the category information. They are more representative when they use the ratio of true positive samples to false positive samples. Therefore, we prefer to use tpr and fpr to calculate the featuring weights when document frequency is used.
III. TERM FREQUENCY REORDERING OF DOCUMENT LEVEL
In this section, we present a feature selection algorithm based on term frequency reordering of document level. It introduces the term frequency weight on the basis of NDM. It uses the influence of the term frequency to reorder the documents.
A. TERM FREQUENCY REORDERING FACTOR
In the traditional feature selection algorithms, NDM is a method with vital functions in text categorization. This method considers the performance of feature selection in the perspective of document frequency. Compared with earlier algorithms, it not only realizes the interactions between positive and negative classes in the datasets, but also introduces the minimum value between tpr and fpr into the operations. It overcomes the imbalance between the categories, and optimizes the algorithm performance. And it avoids the special cases in which tpr and fpr are equal. For NDM algorithm, it uses the absolute difference between tpr and fpr divided by the minimum value between them to represent the feature importance. The calculation formula is as follows.
If the minimum value between tpr and fpr is 0, we set a smaller ν as the denominator to avoid infinite values.
We assume that a set of data is shown in Table 2 . In the sample dataset, we find that the differences between tpr and fpr of t 2 , t 3 and t 4 are 0.3. But we can choose the term t 2 having the distinguishing ability according to the influence of the minimum value in tpr or fpr. In other words, although | tpr -fpr | values of t 2 , t 3 and t 4 are equal, NDM value of t 2 is greater than that of t 3 and t 4 . Because the calculation formula of ACC2 is ACC2 = |tpr − fpr|, NDM is superior to ACC2. NDM algorithm avoids the case where the weights of the features calculated by many ACC2 algorithms are equal, which improves the accuracy.
NDM algorithm optimizes the document frequency between categories. But it does not consider the impact of term frequency in the categories. When the NDM values of the two terms are equal, the method shows its limitations. Let's take an example. For t 1 (tpr = 0.32, fpr = 0.2, NDM = 0.6), t 3 (tpr = 0.5, fpr = 0.8, NDM = 0.6), t 4 (tpr = 0.8, fpr = 0.5, NDM = 0.6) and t 5 (tpr = 0.1, fpr = 0.7, NDM = 0.6), as shown in Table 2 . We can see that it is impossible to judge which characteristic words a, b, and c are more important according to NDM. In NDM algorithm, there are a large number of cases where the weights of features are equal, which affects us to select the feature subset accurately. So it is required to add a weight to avoid equal ranks and then determine which term is more important. Suppose they have a simple term frequency weight value, which in turn are 0.8, 0.6, 0.4 and 0.2. Obviously, the term t 1 is more important because it has a larger term frequency and appears more often. That is to say, a calculated term frequency weight combined with NDM can avoid the situation in which NDM values are equal as much as possible, and the term frequency can consider the importances of features more carefully and reduce the equivalence. Since our algorithm is evolved from NDM, which was developed based on ACC2 and DF, we give the limitations of DF, ACC2 and NDM in Table 3 .
Through above analysis, we plan to introduce word frequency in feature selection.
First, we analyze the term distributions in the dataset. For convenience, the symbols used in the following are given.
tf ij is the frequency of the term t i appearing in document d j , namely the term frequency.
tf ki is the total frequency of the tf ij within a single category C k . The formula is as follows.
Where N is the number of documents in the dataset. I d j , C k is the formula for determining whether the document d j belongs to the category
tf i is the total frequency of the tf ij in the entire dataset. The formula is as follows.
In the dataset, we can use the ratio of tf ki to tf i to overcome the unicity of document frequency. It is calculated as follows.
We introduce the ratio of the number of documents as a factor to express the reordering effect of word frequency on document frequency. And its definition is as below.
Where N is the number of documents in the dataset, N k is the number of documents in the category C k . Based on the above considerations, we can calculate the weight factor W of the term t i by tw ki and D k . And the calculation formula is as follows.
In Eq. (8), we can get the following conclusion. When the D k is equal, the W is greater as the term t i of the category C k occupies a greater proportion. When the tw ki is equal, the W is greater as the number of documents of the category C k decreases.
Then, we get the formula of feature selection based on term frequency reordering of document level.
Where k represents the category number of in the dataset, P (C k ) is the ratio of the number of documents in category C k to the total number of documents in the dataset. It can be seen from Eq. (9) that TRDL not only considers the influence of document frequency, but also considers the effect of term frequency. The calculation is more convincing, and it can avoid the situation where the weight values of a large number of features are equal by adding the term frequency.
B. ALGORITHM DESCRIPTION
According to above, we describe the basic steps of our proposed TRDL. The details are as follows. 
IV. EXPERIMENTAL SETUP
In this section, we briefly introduce the datasets and explain the preprocessing of these datasets firstly. Then we choose the Naive Bayes and Support Vector Machine (SVM) to classify the datasets. And the two classifiers are simply described. Finally, we describe the evaluation methods. We use Macro-F1 and Micro-F1 to evaluate the qualities of feature selection algorithms.
A. DATASET USED
Eight datasets were used in the experiments. Five datasets, WAP, RE0, RE1, K1a and K1b, are provided by Karypis Lab University of Minnesota. 1 These five datasets from different industries are used by Karytos Lab. The sixth dataset is 20 Newsgroups. 2 20 Newsgroups dataset is one of the international standard datasets for text categorization, text mining and information retrieval research. Its data is all from the newsgroup document. Many researchers use it for feature selection. The first six datasets are all single-label datasets. The seventh and eighth data sets are Reuters-21578 and RCV1-v2 datasets, which are from UCI. Reuters-21578 contains 21578 Reuters news documents from 1 http://glaros.dtc.umn.edu/gkhome/cluto/cluto/download. 2 http://ana.cachopo.org/datasets-for-single-label-text-categorization. 1987 [38] . RCV1-v2 is provided through a collection of articles from a news agency provided by Reuters [39] . These two data sets are multi-label data sets. We removed the document with multiple labels and used the remaining document as a single label for both datasets. The datasets have different sizes and class skew. In these eight datasets, 20 Newsgroups, Reuters-21578 and RCV1-v2 are relatively large datasets, and the remaining datasets are relatively small. In addition, WAP and 20 Newsgroups are relatively balanced data sets. The average lengths of the samples of RE0 and RE1 are relatively short. And these datasets have been underway for stemming and stop words removing. Accordingly, it is required to be further processed to eliminate too frequent or rare terms. In this paper, the upper and lower thresholds are set. We remove words presented in three or less documents. The upper bound is the percentage of the number of documents that the term appears more than 25%. On the other hand, it is required to divide the dataset into training and test sets. In order to make full use of the data set to test the algorithm effect, we use 5-fold cross validation to evaluate them [2] . The dataset is randomly divided into 5 packages, one of which is used as a test set each time, and the remaining 4 packets are trained as training set. We made each subset of the five subsets have a chance to be a test set. That is, five different test sets and training sets were selected. Finally, the average of the five sets of test results is calculated as an estimate of the accuracy of the model. Summary of datasets is available in Table 4 . It in turn shows the number of different terms after pruning, the number of categories and the number of documents after the dataset is processed. The detailed category information for each dataset is shown in Table 5 .
B. CLASSIFICATION ALGORITHM
Classification is performed using two classification algorithms, Naive Bayes and SVM.
Naive Bayes classifier is a common probability classifier. And its main principle is Bayes principle of independence hypothesis [40] . It is implemented in Java based on its principle. Its advantage is that the implementation principle is simple, just doing some probability calculation. In addition, if the assumptions of mutual independence are true, Naive Bayes is faster than many classification models. Even if the assumptions are not true, Naive Bayes classifier usually has a good effect in actual use. It usually has stable classification efficiency.
SVM classifier is a two-class classification model whose basic model is defined as a linear classifier with the largest interval in the feature space. SVM has the advantages of high precision and good theoretical guarantee for over-fitting. SVM provides a way to avoid the complexity of high dimensional space. It directly uses the kernel function of this space and the solution method in the case of linear separability to solve the decision problem of the corresponding highdimensional space, which ensures the classification effect in high-dimensional space. This paper uses LibSVM with default (linear kernel) settings to implement the SVM classifier. Although SVM is a binary classifier, LibSVM uses the one-to-one method to implement multiple classifications. It designs an SVM between any two types of samples. In other words, LibSVM uses this method to design k(k-1)/2 SVM samples for k categories. The category with the most score is the category of the unknown sample [41] .
C. EVALUATION METRIC
In text classification, there are many evaluation methods. The popular information-retrieval measurements are precision, recall and F1. In this paper, F1 is used as the evaluation criterion. And the precision and recall are integrated into F1.
Precision is the number of correct results out of the results marked correctly by the classifier (p = TP (TP + FP)) [19] . Recall is the number of correct results out of actual number of correct results (r = TP (TP + FN )) [19] . The number of documents of TP, FP, FN and TN are shown in Table 6 . The details are as follows.
• TP is the number of documents the classifier predicts that the sample belongs to C k and it actually belongs to C k .
• FN is the number of documents the classifier predicts that the sample does not belong to C k but it actually belongs to C k .
• FP is the number of documents the classifier predicts that the sample belongs to C k but it does not actually belong to C k .
• TN is the number of documents the classifier predicts that the sample does not belong to C k and it does not actually belong to C k . For multi-category text classification, there are two evaluation methods which are Macro-F1 and Micro-F1 [4] . We adopt two evaluation methods as the final criteria for text classification.
Macro-F1 is defined as Eq. (10). Where p k is the precision for the kth class and r k is the recall for the kth class. Micro-F1 is defined as
Where P and R are defined as Eq. (12) and Eq.(13) respectively.
Finally, we evaluated and compared the subsets containing the top 10, 20, 50, 100, 200, 500, 1000 and 1500 ranked features by the feature selection algorithm in the WAP, RE0, RE1, K1a, K1b, 20 Newsgroups, Reuters-21578 and RCV1-v2 datasets. We compute Macro-F1 and Micro-F1 for the classification results. That is to say, in the experimental result graph, the abscissa is the selected part of the feature dimension, and the ordinate is the value of Macro-F1 or Micro-F1. We can compare the algorithm performance under the specified dimension. The larger the value is, the better the performance of the corresponding feature selection algorithm is.
V. RESULT AND DISCUSSIONS
In this section, we give the experimental results of the six different algorithms (NDM, ACC2, OR, CHI, GINI, TRDL) using Naive Bayes and SVM classifiers on eight different datasets (WAP, RE0, RE1, K1a, K1b, 20 Newsgroups, Reuters-21578, RCV1-v2). And then their performances are analyzed.
A. COMPARISON RESULTS
Figures. 1, 2, 3 and 4 show the classification performance of several feature selection methods for the eight datasets. In all figures, the horizontal and vertical axes present the number of selected (input) features and the corresponding classification performance respectively. Figure 1 and Figure 2 show the Macro-F1 and Micro-F1 values of Naive Bayes classifiers for different methods on eight datasets. In most experimental results, the proposed method shows better F1 than other contrast ones. And the proposed algorithm is more stable. The Micro-F1 of TRDL is not the best in the RE0 and 20 Newsgroups datasets, but it is better than NDM in most cases. In the RE1 dataset, the performance of OR is prominent at the later stage. But VOLUME 6, 2018 it has dramatic variations. TRDL is relatively stable and averagely optimal. Figure 3 and Figure 4 show the Macro-F1 and Micro-F1 values of the SVM classifiers for different methods on eight datasets. It is observed that the proposed algorithm is not the best in the RE0 dataset, but it is excellent in other datasets. Tables 7, 8, 9 and 10 show the average Macro-F1 and Micro-F1 of Naive Bayes and SVM for every dataset, and the last row of the each table is the average F1 for all datasets. The best method on every dataset is identified with bold fonts. As can be seen from these tables, the average F1 corresponding to our method is the highest in most datasets. The effect is not ideal only in RE0 and 20 Newsgroups datasets. B. DISCUSSION Table 11 shows the gap between TRDL and the maximum of other algorithms. This gap is the difference between the average F1 value of TRDL algorithm and the largest average F1 value in the comparison algorithm. The ''-'' in the table means that TRDL performance is not the best. We can see that TRDL is not the best in the RE0 and 20 Newsgroups datasets. The gap between TRDL and the maximum of other algorithms is most obvious in the K1b dataset. The reason is that the total number of terms is about 77808 and the total number of documents is 1504 in RE0 dataset. The number of terms for each document in the RE0 dataset is lower than that in the other seven datasets. 20 Newsgroups dataset is the most balanced one in the eight datasets. So TRDL algorithm is not superior to other algorithms in both data sets. The total number of terms is about 349792 and the total number of documents is 2340 in the K1b dataset. The number of terms for each document in the K1b dataset is the second highest in the eight datasets. And K1b dataset is the second unbalanced dataset. So this gap is relatively large in the K1b dataset. Although the number of terms for each document in the RCV1-v2 dataset is the largest and the dataset is the most unbalanced, most algorithms have excellent performance on this dataset. So this gap is not big.
After analysis, it is found that TRDL consider not only the influence of word frequency and document frequency, but also the impact of hidden unbalanced factor. Therefore, the larger the number of terms is, the greater the effect of word frequency on text categorization is. In addition, the document frequency is balanced against the unbalanced dataset. So TRDL will show obvious superiority in the unbalanced datasets. Suppose we use the word number of per document to express the impact of term on text classification and use the variance of the number of documents to represent the impact of the unbalance of datasets on text classification. Because when a document contains more words in a data set, some terms have less impact on the document and others have more impact on the document. When the document in the dataset contains a small number of terms, the terms in the document have a uniform impact on the document. In the calculation process, we understand the influence of term frequency on the judgment of document categories, so we use the average number of terms in each document to roughly express the influence of term frequency on the data set. If the number of documents in the dataset is same for each category, the dataset is very balanced, and the variance of the number of documents in the dataset is also 0 for each category. So we use the variance of the number of documents in the category to present the impact of the data set balance. The greater the variance is, the more unbalanced the data set is. According to the values calculated by above two methods, a radar graph is drawn to show the influences of word frequency and non-balance on different data sets, as shown in Figure 5 . When a line is more biased towards a data set, it shows that the factor has a greater impact on this data set. We should focus on this factor. We can draw the conclusions that term frequency has a great influence on K1a and K1b and unbalance property of datasets has a great influence on K1b and RE0. The two factors have less influence on 20 Newsgroups and RE1. Therefore, TRDL is the best in the K1b and it has the similar effect in the 20 Newsgroups and RE1 datasets. In summary, a feature selection based on term frequency reordering of document level is proposed, which overcomes the single defect of calculation using document frequency and considers the influence of the term frequency on text classification. At the same time, it also considers the special situation of unbalanced datasets. Therefore, TRDL is more comprehensive.
VI. CONCLUSION
Feature selection plays an important role in text categorization. And it is essential for the current massive information. It is found that most feature selection algorithms have two common characteristics.
1) Document frequency, one of elements affecting feature selection, is merely considered. 2) The dataset is assumed to be balanced, which is obviously unrealistic. After large amount of analysis and experiments, we take word frequency as another key factor affecting feature selection. By means of these, we propose a new feature selection algorithm based on term frequency reordering of document level. It considers the term frequency comprehensively and uses the document frequency to solve the imbalance problem of the dataset. And it reorders the result of the document frequency by using the word frequency to make the result more representative. The experimental results show that the performance of TRDL using Naive Bayes and SVM classifiers is outstanding. TRDL is an effective feature selection algorithm. 
