We present O(n'R + n3R3) time algorithms to compute the treewidth, pathwidth, minimum fill-in and minimum interval graph completion of asteroidal triple-free graphs, where n is the number of vertices and R is the number of minimal separators of the input graph. This yields polynomial time algorithms for the four NP-complete graph problems on any subclass of the asteroidal triple-free graphs that has a polynomially bounded number of minimal separators, as e.g. cocomparability graphs of bounded dimension and d-trapezoid graphs for any fixed d > 1.
Introduction
We present algorithms solving the problems TREEWIDTH, PATHWIDTH, MINIMUM FILL-IN and INTERVAL GRAPH COMPLETION, when they are restricted to the class of AT-free graphs. All four problems are NP-complete even when restricted to cobipartite graphs, a subclass of the AT-free graphs [ 1, 221 . Hence they remain NP-complete on AT-free graphs and there cannot be a polynomial time algorithm on A-r-free graphs for any of these problems unless P = NP. Our algorithms have running time 0(n5 R + n3 R3), where n is the number of vertices and R is the number of minimal separators of the input graph. This implies polynomial time algorithms for all the four problems on any subclass of the AT-free graphs that has a polynomially bounded number of minimal separators as e.g. permutation graphs, trapezoid graphs, cocomparability graphs of bounded dimension and d-trapezoid graphs for any fixed d > 1.
It has been shown in [4] that treewidth and pathwidth as well as minimum fill-in and minimum interval graph completion can be computed by polynomial time algorithms for d-trapezoid graphs, d a fixed positive integer, if the graph and a d-trapezoid diagram of it are given as input. (For earlier algorithms see [3, 171. ) However, if we only allow the standard input, i.e., the graph is given as input, then this does not yield polynomial time algorithms, since we cannot compute the intersection model efficiently, if only the graph is given. Thus, it was left open whether the four problems become easy because the class of graphs, i.e., the d-trapezoid graphs for any fixed d 2 3, is well behaved, or because having the d-trapezoid diagram (which is the solution to an NP-complete problem for any fixed d 3 3 [23] ) is such a powerfi_d tool, that it gives the solution.
Now we are able to answer this question, since we obtain 0(n3d+3) algorithms for the four problems, when they are restricted to d-trapezoid graphs, for any fixed d 2 1. Furthermore, these algorithms do not require a d-trapezoid diagram as part of the input.
Of course, as one would expect, the running times of these algorithms are much worse than those of the best known algorithms computing treewidth and minimum fill-in of d-trapezoid graphs, which is O(nn~(G)~-l) and O(nd) [4] . Notice that the latter algorithms heavily exploit the d-trapezoid diagram. Nevertheless, the algorithms given in our paper are polynomial time algorithms for d-trapezoid graphs, and hence also for cocomparability graphs of dimension at most d, for any fixed positive integer d, although they do not require an intersection model as part of the input.
This answers a tempting theoretical question, since it shows that small interval dimension and small dimension is capturing a property, which makes all these four problems simpler. Yannakakis has shown that the DIMENSION problem 'Given a partially ordered set P, is the dimension of P at most d' and the INTERVAL DIMENSION problem 'Given a partially ordered set P, is the interval dimension of P at most d' are both NP-complete for any fixed d > 3 [23] . Therefore we are not able to run a recognition algorithm to determine for fixed d 2 3, whether our input graph is in the class of d-trapezoid graphs (respectively cocomparability graphs of dimension at most d).
Nevertheless the results of our algorithms can be used reliably, even if we do not know a priori that the input graph G is a d-trapezoid graph (respectively cocomparability graph of dimension at most d). This is possible since both algorithms work as follows. If the input graph G is not a cocomparability graph, then the algorithm reports this. If G is a cocomparability graph, then the algorithm solves the corresponding problem for G correctly, or reports, that G is not a d-trapezoid graph (respectively that G has dimension larger than d), since G has 'too many' minimal separators.
Preliminaries
All graphs in this paper are simple and undirected. We denote the number of vertices of a graph G = (V,E) by n, and the size of a maximum clique in G by o(G). G [ W] denotes the subgraph of G = (V, E) induced by the vertices of W C V. For simplicity we abuse notation using the same notation for a connected component and its vertex set.
Graph classes
We list the definition of some graph classes that are relevant to the paper. For more information on graph classes we refer to [8] and for more information on partially ordered sets we refer to [21] .
Definition 1.
A graph G is said to be chordal if any cycle of length at least four has a chord.
Definition 2. A graph G = (V, E) is an interval graph if the vertices of G can be put
into one-to-one correspondence with intervals on the real line, such that two vertices are adjacent in G if and only if the corresponding intervals have a nonempty intersection.
Lemma 2.1. G = (V,E) is an interval graph if and only if the maximal cliques of G can be ordered A,,A2, . . . ,A, such that for every vertex v the maximal cliques containing v occur consecutively.
Such an ordering of the maximal cliques is said to be a consecutive clique arrangement of G.
Recently many interesting structural properties of AT-free graphs have been established by Corneil et al. [5, 6] . Asteroidal triple-free graphs are a class of graphs containing well-known classes of perfect graphs as e.g. interval, permutation, trapezoid and cocomparability graphs.
Definition 4.
A graph G = (V, E) is said to be a cocomparability graph if there is a partially ordered set P = ( V, -+) such that {u, v} E E if and only if u and v are incomparable in P (i.e. neither u -+ v nor v +p u).
The d-trapezoid graphs form a subclass of the cocomparability graphs that is of interest for our considerations. It is worth mentioning that for any positive integer d, the d-trapezoid graphs are exactly the cocomparability graphs of partially ordered sets of interval dimension at most d.
Minimal separators
Minimal separators are one of the fundamental concepts of this paper. They will play a central role in our algorithms.
Definition 7.
Given a graph G = (V, E) and two nonadjacent vertices a and b, a set S 2 V is an a, b-separator if the removal of S separates a and b in distinct connected components. If no proper subset of an a, b-separator S is also an a, b-separator then S is a minimal a, b-separator. A minimal separator is a set of vertices S for which there exist nonadjacent vertices a and b such that S is a minimal a, b-separator.
The following lemma provides an easy algorithm to recognize minimal separators (cf. F31>.
Lemma 2.2. Let S be a separator of the graph G = (V,E). Then S is a minimal separator of G if and only if there are two connected components of G[V\S]
such that every vertex of S has a neighbour in both of these components.
Dirac was the first to discover a relation between minimal separators and chordal graphs [7] .
Theorem 2.3. A graph G is chordal if and only if every minimal separator is a clique.
Any interval graph G = (V, E) has a consecutive clique arrangement by Lemma 2.1.
This allows us to characterize the minimal separators of an interval graph. Proof. Let S' be a minimal x, y-separator of G and let C, and C, be the components of G[V\S*] containing x and y, respectively. C, and C, cannot both have non-empty intersection with S, since S is a clique. Without loss of generality we may assume that C, n S = 0. Hence x is a vertex of C and it is trivially also a vertex of C,. This implies C, C C. Definition 11. For any subset 6 G '$3 (V) let GE be the graph obtained from G by adding edges between all pairs of nonadjacent vertices x and y of G for which an S E @I with {x, y} 2 S exists.
We denote the set of all minimal separators of a graph G = (V,E) by &p(G).
Theorem 2.9. Let H be a triangulation of the graph G =( V, E). Then H is a minimal triangulation of G tf and only tf H = GG~(~).
Proof. Assume H is a minimal triangulation of G. By Theorem 2.3 every minimal separator of H is a clique. Thus Go+, is a subgraph of H.
Now let {a, b} E E(H)v(G).
Then {a, b} IS unique chord of a cycle of length four in H by Corollary 2.8. Hence removing the edge {a, b} from H gives a square (a, p, b, q).
Then clearly, every minimal p, q-separator of H contains a and b. Hence {a, b} Z S for some S E Gep(H), thus {a, b} is an edge of Gc~(H). Consequently H = G+,(n).
Assume H is not a minimal triangulation of G. By Theorem 2.7, there is an edge {a, b] E E(H)\E(G) such that H' = H -{a, b} is a triangulation of G. We claim that there is no minimal separator S of H such that {a, b} C S. Suppose on the contrary that S is a minimal p, q-separator of H with {a, b} C S. Then 
Treewidth, pathwidth, minimum Jill-in and minimum interval graph completion
There are different ways to define the treewidth of a graph. The original definition uses the concept of a tree-decomposition. For more information on tree-decompositions the reader is referred to the survey paper [2] . Here we introduce the treewidth by means of triangulations.
This turned out to be a fruitful approach for many of the recently designed efficient treewidth algorithms for special graph classes (see e.g. [lo] ). Mijhring has shown the following important theorem on minimal triangulations of AT-free graphs and its corollary in [15] . (For earlier related results see [3, 9] .) Theorem 2.13. Any minimal triangulation H of an AT-free graph G = (V, E) is an interval graph.
Lemma 2.12. A graph G = (V, E) has a tree-decomposition of width at most k if and only tf there is a triangulation H of G with w(H
) < k + 1.
Corollary 2.14. tw(G)=pw(G) and mfi(G)=mic(G) for any AT-free graph G=( V,E).
Therefore we may concentrate on designing an algorithm solving the TREEWIDTH (and Indeed we shall see later that the condition that H is an interval graph can be slightly relaxed.
l-Blocks
Blocks and realizations of blocks are useful concepts for designing treewidth and minimum fill-in algorithms.
Definition 16. A l-block of a graph G=( V, E) is a pair B=(S, C), where S is a minimal separator of G and C is a connected component of G[V\S]. The graph obtained from G[S U C] by adding edges such that S becomes a clique is said to be the realization of B and is denoted by R(S, C).
The following lemma indicates how to exploit l-blocks and their realizations. 
. , r}. Then the graph H = (V(H),E(H)) with V(H) = V(G) and E(H) = & E(Hi) is a minimal triangulation of G.

Conversely, let H be a minimal triangulation of G with S E Gep(H). Then H[SUC] is a minimal triangulation of the realization R(S, C) for each component C of G[v\s].
Proof. Let 
= (V(H),E(H)) with V(H) = V(G) and E(H) = UizI E(Hj)
is
for each S E Gep(G) satisfying that S is a minimal separator of some minimal triangulation H of G with tw(G)=w(H)-1. The maximum is taken over all connected components C of G[V\S].
To facilitate the presentation of the equations concerning the computation of the treewidth in subsequent sections, we introduce the following abbreviation.
Definition 17. Let S be a minimal separator of G. Define
where the maximum is taken over all connected components C of G[ V\S].
Remark 1. Let S be a minimal separator of the graph G. Then tw(G; S) is equal to
the treewidth of the graph obtained from G by adding edges such that S becomes a clique.
Remark 2. Let G be a non-complete graph. Then m(G) = g& MG; S).
(3)
A statement similar to Theorem 3.2 can be obtained for the minimum fill-in of a graph.
Definition 18. For any graph G = (V,E) and any SC V, fill(S) : =('i') -]E(G[S])j
denotes the number of edges to be added to G [S] such that S becomes a clique. (R(S,C,) ). 
(G) = ]E(H)I -[E(G)] =fill(S) + Cc (]E(H[S u Cl)] -]E(R(S, C))l).
We mention that our algorithms are based on the Corollaries 3.3 and 3.7 in the following sense. The algorithms correctly compute the treewidth (and minimum fill-in) of a given graph G= (V,E) if G has a minimal triangulation H' (and H") , that satisfies N(G) = w(H') -1 (and met(G) = IE(H")I), by looking for the minimal separators S of H' (and H"). Therefore we need a collection of technical lemmas saying how the components of l-blocks or of certain subgraphs of a minimal triangulation of G look like when a minimal separator S* has been removed. We consider this in detail in Sections 5 and 7.
2-Blocks
Now we introduce another type of block. 
Definition 23. Let B(Sr,S2) be a 2-block of a graph G = (V,E). The realization 93 (Sl,S2) is the graph obtained from G[B(Sr,S2)]
by adding all edges between nonadjacent vertices of St and all edges between non-adjacent vertices of S2.
We distinguish between two types of 2-blocks. Our major goal in the next three sections is twofold. On one hand we show that the l-blocks of any realization of a l-block or 2-block of the given graph G = ( V, E) is again a l-block or a 2-block of G, assuming that certain conditions are fulfilled. On the other hand, we establish equations for the recursive computation of the treewidth and the minimum fill-in.
Recall the strong relation between a graph G and a minimal triangulation H of G with respect to their minimal separators and the vertex sets of components as described in Theorem 2.10.
Decomposing l-blocks
Consider any minimal triangulation H of a given graph G=(V,E).
Let S E Gep(H) and let B = (S, C) be a l-block with realization R(S, C). Let x and y be non-adjacent vertices in H[S U C] and let S* be a minimal x, y-separator in H. Then S* C S U C by Lemmas 2.5. Moreover S and S" are non-crossing minimal separators of H and G by Lemmas 2.6 and 2.11.
We study how the removal of S* can decompose the realization of a l-block B = (S, C). The next three lemmas describe all possible cases and give equations for calculating the treewidth and the minimum number of edges in a triangulation. , C) ; S") = max (ISI -1, tw(R(S*, C))) (8) and
Lemma 5.1. Let B = (S, C) be a l-block of the graph G = (V, E). Let S' c S. Then for any minimal triangulation H of G with S*,S E GepfH) and S* minimal separator of H[S u C], H[(S u C)\S*] h as exactly two connected components, namely, H[S\S*] and C. Hence tw(R(S
met(R(S,C);S*) = met(R(S*,C)) + ('z') -(:";I).
Proof. C and H[S\S*] are each connected induced subgraphs of H[V\S*]. Thus an edge between a vertex of C and a vertex of S \S* would indicate that S' is not a separator of H[S U C].
Thus for any minimal triangulation H of G with S,S* E Gep(H), the components of H[(SUC)\S*] are H[S\S*] and C. Since H[SUC] is a minimal triangulation of R(S, C) by Lemma 3.1 and since S' is a minimal separator of H[S U C], Theorem 2.10 implies that S* is also a minimal separator of R(S, C) and the vertex sets of the connected components of R(S, C)[(S U C)\S*]
and H[(S U C)\S*] are the same.
Thus the l-blocks of the graph R(S, C) with respect to the minimal separator S' are B1 = (S*,R(S,C)[S \ S*]) and B2 = (S*,C). Notice that the realization RI = (S', R(S, C)[S\S*]) of B 1 is the complete graph on vertex set S. The definition of tw(G; S) implies tw(R(S, C); S*)=rna~j=1,2,...,~ tw(R(S*, Cj)), where Cl, c2, . . . , C, are the components of R(S, C)[(SUC)\S*].
Consequently, tw(R(S, C); S* ) = max( ISI -1, tw(R(S*, C))).
The definition of met(G; S) implies met(R(S, C); S') = (1 -t)(lsZ*l) + xi=, met(R(S*, Ci)), where Cl, C2, . . . C, are the components of R(S,C)[(S U C)\S*].
Consequently, we obtain met(R(S, C); S*) = met(R(S*, C)) + (':I) -(Is; I). 0
We have demonstrated in this proof how the knowledge of the connected compo-
nents of H[(S U C)\S*] for all minimal triangulations H of G with S,S* E Gep(H) and S' a minimal separator of H[S U C] can be used to compute tw(R(S, C);S*) and met(R(S, C);S*). Using the definitions of tw(G; S) and met(G;S) this only requires to know all the l-blocks of R(S, C) with respect to the minimal separator S'.
This part is omitted in the proofs of the Lemmas 5.2 and 5.3, since it can be done analogously. Consequently, the treewidth and the minimum number of edges in any triangulation of a graph G can be computed as follows:
Lemma 5.2. Let B = (S, C) be a l-block of the graph G = (V, E). Let S c S. Then for any minimal triangulation H of G with S*,S E &p(H) and S' minimal separator of H[S u C], the connected components of H[(S U C)\S
WG) = SGz$Gj ~PW, S)),
met(G) = s~n~~~o) met(%(S,S)).
Decomposing proper 2-blocks
This 
Lemma 7.1. Let 23(&,&) be a proper 2-block of the graph G = (V,E) and let H be any minimal triangulation of G such that &,S2 E Gq(H). Let x, y be nonadjacent vertices of H[B(&,&)] and let S' be a minimal x, y-separator of H. Then the following holds: 1. s* c B(S,,Sz) .
S1 and S are non-crossing in G and also S2 and S' are non-crossing in G. 3. S* #S, and S' # S2.
Proof. , , > H to which the lemma can be applied. This forces indeed a significant restriction for possible applications of our approach. Note that the assumption of the lemma is fulfilled for all minimal triangulations of an AT-free graph G by Lemma 7.6 and since any minimal triangulation of an AT-free graph is an interval graph.
Lemma 7.2. Let B(S1, &) be a proper 2-block of the graph G =( V,E). Let Sl, S2 c S'. Then for any minimal triangulation H of G with S*, Sl, Sz E &p(H) and S* a minimal separator of H[B(S,,&)], the connected components of H[!B(Sl,&)\S*] are those connected components D1, . . . , Dt of H[V\S*] for which DjcB(S,,S2),
Lemma 7.7. Let 'B(Sl,&) be a proper 2-block of the graph G = (V, E). Let Si g S* and S* g Si for i E { 1,2}. Then for any minimal triangulation H of G with S', S1,S2 E Gep(H) and S* a minimal separator of H[B(S,,S2)], that separates S,\S and S2\S* into d@erent components of H[V\S*], the connected components of H[B(Sl
The algorithms
We present algorithms for computing the treewidth and the minimum fill-in of the input graph. The algorithm computing the treewidth works correctly, if there is a minimal triangulation of the input graph G into an interval graph H with tw( G) = o(H) -1.
The algorithm computing the minimum fill-in of the input graph G works correctly, if there is a minimal triangulation of the input graph G into an interval graph H with met(G) = IE(H)I. H ence both algorithms work correctly for AT-free graphs.
Both algorithms are very similar. They only differ in the equations, that have to be used in the recursion phase (step 5). First we describe the algorithm computing the treewidth.
Step 1: List all minimal separators of the input graph G = ( I', E) using the algorithm of [I 11.
Step 2: For every minimal separator S of G and every connected component C of
compute the l-block B = (SC) and IS U C(, i.e., the number of vertices of R(S, C).
Step 3 Step 4: Order the blocks by increasing number of vertices (no matter whether they are l-blocks or 2-blocks).
Step 5: In the order of step 4, compute for each block the treewidth of its realization.
If the realization of the block is a complete graph then its treewidth is the number of vertices of the block decreased by one. Otherwise, there are three possible cases.
Step 5.1: The current block is the l-block B = (S, C).
For each minimal separator S* of G, check whether S' is also a minimal separator of Step 5.2: The current block is the degenerate 2-block B(Sr,$).
Compute tw('sz(S1, SZ)) using the suitable equation of Section 6, i.e., Eq. (14) or (16).
Step 5 Step 6: Output rninsEGVp(o) ti('%(S,S)).
The algorithm computing the minimum fill-in of the input graph G is quite similar.
Therefore we only mention the differences to the treewidth algorithm. Clearly, in step But there is still a problem. Unfortunately, the recognition problem for d-trapezoid graphs, and also the one for cocomparability graphs of dimension at most d, is NPcomplete for any fixed d B 3 [23] . Even worse, no good approximation algorithms are known for the dimension and the interval dimension problem of partially ordered sets.
Consequently, for each fixed d > 3, we cannot check whether the input graph is indeed a d-trapezoid graph in polynomial time. However exactly this assumption guarantees, that R is bounded by a polynomial in n and that we obtain polynomial time algorithms to compute the treewidth and the minimum fill-in.
Nevertheless there is an easy solution to this dilemma. We emphasize that the corresponding polynomial time algorithms do not require an intersection model as part of the input and that they will also not compute an intersection model. We describe how Finally we would like to emphasize the relation of our results to the dimension of partially ordered sets. The dimension is one of the most carefully studied parameters of a partially ordered set [21] . Yannakakis showed that determining whether a partially ordered set has dimension at most d is NP-complete for any fixed d 2 3 [23] . Many problems have been shown to be efficiently solvable on partially ordered sets of dimension two. In fact the initial motivation for our research was that no NP-complete partially ordered set problem had been known, that is solvable by a polynomial time algorithm for partially ordered sets of some fixed dimension greater than two. We have shown that the problems TREEWIDTH, PATHWIDTH, MINIMUMFILL-IN and INTER-
VAL GRAPH COMPLETION
are problems, for which restricted dimension helps. On the other hand, the problems are NP-complete (for cobipartite graphs and hence) for cocomparability graphs, when the dimension is unbounded [ 1,221.
