This paper deals with the problem P of minimizing a quasiconcave function over a given feasible region. We first introduce an auxiliary problem P(A) with a parametric vector I such that, for an appropriate I, its optimal solution is also optimal to the original problem. Based on this, 
solvable, this becomes a polynomial time approximation scheme. In particular, we show that fully polynomial time approximation schemes can be developed for a large class of stochastic programming problems with O-l variables in which cost coefficients are subject to independent normal distributions, if their deterministic versions obtained by replacing cost coefficients by constants have polynomial time algorithms or fully polynomial time approximation schemes (e.g., problems of shortest path, assignment, minimum cut, O-l knapsack and minimum directed spanning tree).
Introduction and outline of the paper
Maximizing a concave or quasiconcave function over a convex feasible region has been a target of extensive study (see, for example, Avriel [l] and Rockafellar [24] ). Contrary to this, minimizing such a function has received less attention (see survey papers by Heising-Goodman [lo] , Hoffman [l l] and McCormick [19] for the case in which the feasible region is described by a set of linear inequalities).
In this paper we study the latter subject: P: minimize z(x) = h(fr(x),&(x), . . . ,f,(X)).
XCX Here x denotes an n-dimensional decision vector, which may be real or integral depending on the cases, and X denotes a feasible region. Functions f;, j= I,2 1 a--, m, are real-valued functions and h(u,, ~2,. . . , u,) is quasiconcave over a convex set U such that 0166-218X/87/$3.507J> K If= {CfiC-w-2(X), . . ..f.W)lXEX). (2) (Note that h may not be quasiconcave in x.) We assume throughout the paper that m is a constant independent of n. This paper starts with a parametric characterization of P, stating that an optimal solution of the parametric problem P(A) defined below provides an optimal solution of P, if an appropriate A is chosen.
P(A): minimize i ~j2jfi(X),

XfX j=l
where A=(A,,A2,..., II,) is an m-dimensional real parameter vector. Thus, solving P is reduced to finding a 2 =A* with which an optimal solution to P(A*) is also optimal to P.
The same characterization for m =2 with concave h(u,, z.+) has recently been given by Sniedovich [29, 30, 31] . Some special cases have also been reported (e.g., Kataoka [ 151, Ishii et [14] discuss the fractional program). Similar results are also known for the problem that maximizes a concave or strictly quasiconcave function over a convex set X (see Geoffrion [7] and Schaible [25] ). Based on this characterization, [12, 13] give polynomial time exact algorithms for some stochastic programs in which X represents the set of spanning trees of a graph. As such P(A) has only a polynomially bounded number of optimal solutions when A changes from -00 to 03, the exhaustive search of optimal A =A* can yield polynomial time algorithms for P. [16] contains another example, a chanceconstrained single machine scheduling problem, for which a polynomial time exact algorithm can be constructed. However, the number of optimal solutions of P(A) over the entire range of A is not polynomially bounded in most cases, e.g., see Carstensen [2] . Therefore, in general, polynomial time algorithms seem to be difficult to develop, and we focus on approximation schemes in this paper. A solution is said to be an r-approximate solution if its relative error is bounded above by E. An approximation scheme is an algorithm containing a>0 as a parameter such that, for any given E, it can provide an a-approximate solution.
If it runs in time polynomial in the input size of each problem instance, it is a polynomial time approximation scheme. If it is polynomial in both input size and l/s, the scheme is called a fully polynomial time approximation scheme [6, 23] .
Our idea is to solve P(A) only for a polynomially bounded number of A's, which are systematically generated so that the relative error of the achieved objective value is within E. The required time is
where p(n) is the time required to solve a P(A) exactly, and D and 0 and a(&, m) will be specified later. We shall discuss that, if each P(L) can be polynomially solved, this is in many cases polynomially bounded in the input size of P and sometimes also in I/E. In addition, we shall show that this approach can be extended to the case in which P(A) has a fully polynomial time approximation scheme. The plan of this paper is as follows. Section 2 provides several examples of problem P selected from various application fields. These include some types of stochastic programs, an optimization problem associated with the markovian decision process, and a problem encountered in VLSI chip design. Based on the basic concepts explained in Section 3, Section 4 gives key theorems relating P to P(A). Section 5 states some assumptions which are required in the subsequent development. With the partition scheme of parameter space described in Section 6, Section 7 develops an approximation scheme and analyzes its running time, under the assumption that P(A) has a polynomial time exact algorithm. Section 8 modifies it to the case in which P(A) has a fully polynomial time approximation scheme. Section 9 deals with a special case of rn = 2 and shows that one of the assumptions stated in Section 5 can be relaxed. Section 10 argues that objective functions of some problems described in Section 2 satisfy the assumptions fo Section 5. Therefore, as discussed in Section 11, (fully) polynomial time approximation schemes exist for such problems.
Some examples of problem P
We list here several examples of minimizing quasiconcave objective functions from various application areas. We shall see in this paper that (fully) polynomial time approximation schemes can be developed for some of these problems. A class of problems can be defined in relation with the following stochastic programming problem with O-l variables (e.g., [3, 27, 33] ): minimize ;!I cixj subject to x=(.x,,x~ ,..., x,)EX, where the cost coefficients cj are random variables subject to an independent normal distribution N(m;, u,") with nonnegative means mi and variances of, which are assumed to be integers. The following two optimality criteria are often employed [3, 15, 27, 33] : (a) Chance-constrained minimization. Minimize I such that Prob( EYE, cixj I I) L a, where a is a given constant satisfying 3 < a 5 1.
(b) Probability maximization.
Maximize Prob( C:=, cixj 5 d), where d is a given constant satisfying d > min,,, Cy= 1 mix;. The stochastic problems with these criteria can be transformed into the following deterministic problems S, and S2, respectively, as shown in [12, 13, 15] .
where /I is a positive constant determined from a,
and C Vi2Xi>O for any xeX is -assumed in the second case. Letting h,(u,, uz)= ui +p/u,, we see that problem S, is a special case of P.
by d-C mixi > 0 and C V"Xi > 0, Sz is also a special case of P with h2(z4,, u2) = fi/ (dul) , which is quasiconcave.
Another example in this class is the following variance minimization problem associated with the markovian decision process. Consider a system with a finite set of states S. At every discrete time instance t = 1,2, . . . , one action k EK, (where Ki is a given set of actions) is chosen with probability d,! if the current state is i, which then produces reward rf and causes the state transition to j with probability pi. A central issue of the markovian decision processes is to determine d,! for all i and k that maximizes the expected reward per unit time over the infinite horizon.
It is known [3, 9] that this problem is formulated as the following linear programming problem.
x+0,
iES, keKi.
Letting 2; be an optimal solution of LP, optimal df are given by As a modification of this problem, we may want to minimize the variance under the constraint that the expected reward is not smaller than a given constant M.
subject to the constraints of (6) and (7) iFs ,FK ri"xi" 2M. and h(u,, u2) = ui -~2". This VP is a special case of P since h is quasiconcave.
As an additional example, we mention here that the problem of c/zip area minimization encountered in VLSI design. A VLSI chip is composed of a number of rec-tangular blocks, whose relative positions in a chip are specified in advance. The so-called compaction is one of the useful approaches to achieve the minimum area and has been well studied (see, for example, [17, 26, 34] [18, 28] ) considers the size of each block to be a decision variable.
In either case, the problem is described as the minimization of chip area x1x2, where xi and x2 are the width and height of the resulting chip, respectively, under the given design constraints. This is again a special case of P, because the objective function h(u,, u2) = uIu2 with f, (xi) =x1, and f2(x2) =x2 is quasiconcave.
As we shall see in the subsequent discussion, the above stochastic problems S, and S2 have fully polynomial time approximation schemes, if P(A) is one of such problems as shortest path, assignment, minimum (directed) spanning tree, minimum weight matching, minimum cut and O-l knapsack. In the case of the variance minimization problem of the markovian decision process, P(A) is a parametric linear programming problem. It is known that the number of distinct optimal solutions generated over the entire range of L is exponential in the worst case (see [22] ). Unfortunately, the theory of this paper does not directly appy to this case, and some modifications are necessary to warrant a polynomial time approximation scheme. Such treatment will be discussed elsewhere.
Finally, P(A) of the chip minimization problem is the mixed integer program [21], for which the computation of an exact optimal solution or even an s-approximate solution seems quite difficult. At present it does not seem to be possible to develop a polynomial time approximation scheme for this problem.
Basic concepts
A function h : U (C lR")-R is quasiconcave if for any two points u', u2 E R" with u1#u2 and q1,q2?0 with q1+q2=1,
holds. Concavity obviously implies quasiconcavity.
For a set SC Rm, a point u E S is an interiorpoint if, for some .s > 0, all points 24' satisfying 11 u'-u 11 <E are contained in S, where II . 11 denotes the Euclidean norm. The set of interior points of S is denoted int (S) . The smallest closed set that contains a set S is called the closure of S, and is denoted cl (S) . A point u E fRm is called a boundary point of S if it belongs to cl(S) but is not an interior point of S. The set of boundary points of S is denoted bd (S) . 
The convex hull co (S) 
(ii) For a finite set SC Rm and a vertex u of co(S), there exists a supporting hyperplane H of co(S) at u such that Hnco(S)= (u}.
For a convex set U containing V of (2) and a function h of (l), let the level set UQ for a E IR be defined by 
Relationship between P and P(A)
We shall discuss in this section three cases, in which P(A) for an appropriate I can solve P. The first theorem deals with the case of a finite I/ (defined in (2)) and states that there exists a parameter a such that any optimal solution of P(A) is also optimal to P. The second and third theorems deal with the case in which V is not finite but h(u) is continuous over U and differentiable at any point u in int(U). Let x* be an optimal solution of P and let ~*=(f~(x*),...,f,(x*)).
With some additonal assumptions on h and u *, the second theorem shows that at least one optimal solution of P(A) for an appropriate J. is optimal to P. The third theorem strengthens the second theorem, under the additional assumption U*E int(U), and says that any optimal solution of P(A) is optimal to P for an appropriate A.
Theorem 4.1. Assume that the set V of (2) is finite. Then there exists a parameter vector 2 such that any optimal solution of P(n) is optimal to P.
Proof. Let
Namely, for any optimal solution x* of P, we have (13) h(u) = z(x*) for any u E V*.
Since V is finite, co(V) (C U) is a bounded convex polytope, where U is defined in (2) . Note that V*C VCco(V) by definition. Assume first that no point in V* is a vertex of co(V). Then by Lemma 3.1(i) any u* E V* can be written as a convex combination of vertices u', u2, . . . , up of co(V):
where pi > 0 for more than one i and Cy=, pi = 1. Therefore, by the quasiconcavity,
Hence there exists at least one vertex u* E co(V) fl V*. Then Lemma 3.l(ii) asserts that there exists a supporting hyperplane H of co(V) at u* such that Hfl co( V) = {u*}. Now let A E RM define this H (i.e., c = ,I holds in (9) ). This implies that any optimal solution x' to P(A) ( 
j=l
This means that C 3LjUj*I C AjUj holds for any u E U (see (9) and (11)). Since VC U by (2), x* is therefore optimal to P(A).
Next consider the case of u* E int( U). We first show that u * E bd( UzCX*,). Suppose otherwise. Then there exists a d > 0 such that Nd(U")~{z4ElRrnJ
I/u--u*II <d}cU,,*,.
Since grad h(u*) #O and h is continuous, there exists an a>0 such that u'=u*-agradh(u*)EA$(U*) and h(u')<h(u*). However,
( =z(x*)) by the definition of UzCX*), a contradiction. Therefore U*E bd(U,&. Now by Lemma 3.2,
is a supporting hyperplane of UzCxtj at u *. Thus for A = grad h(u *) it is proved in a manner similar to the case of U*E bd(U) that x* is optimal to P(A). 
h(a) ( = z(Z)) = h(u *) ( = z(x*)).
Since t7 E VC Uzor*) and C $ int(U,&, it holds that ti E bd(U,&. Suppose
h(Q)> h(u*). By definition,
the line segment between ti and u* is contained in the supporting hyperplane (14) and bd(U,,,,).
Since h is continuous and u* E int(U) by assumption, there exists a point u' on the line segment such that U'E bd(U& fl int(U) and it satisfies h(u')> h(u*). h(f, (x)9 "G(x)) = x2 + x3 + fi
It is easy to see that h&t, u2) is concave (hence quasiconcave) and x*= (0, 1,l) (hence u*= (2,O)) is an optimal solution of P. The convex hull co(V) of I/ is illustrated in Fig. 1 . A supporting hyperplane H of co(V) at u * such that co(V) fl H{ u *} can be given by any vector A = (,%r, A2) with Ar, A2 > 0, and x* is the unique optimal solution of P(A). Thus we can confirm Theorem 4.1 for this example.
Note next that U,,,,, = U2 is given by U,= U~~{(U~,U~)IU,LO and ~4~~(2-24i)~, or ulr2 and z+zO]
as illustrated in Fig. 1 . Theorem 4.2 also holds for this case, since h(u) is continuous over U and differentiable at any u E int( U), and u * = (2,O) E bd(U). The supporting hyperplane H' of U at u * is u2 = 0, i.e., given by any A = (0, A,) with A2 > 0. For this A, x* = (0, 1,l) is an optimal solution of P(A). But x= (O,O, 4), which is not optimal to P, is also optimal to P(A) since (4,O) E H'. Now consider the same problem with X replaced by X-((41, l)}. For this new X, V= { (4,2), (2,2), (4,0)} and the optimal solution of P is x* = (2,1, l), i.e., U* = (f,(x*)&(x*)) = (2,2) and U* E int(U). Theorem 4.3 can now be applied and, for 2 = (&?(u *)/aur, %I(24 *)/du*) = (1,1/21/2), x* is the unique optimal solution of P(A). q Although Theorems 4.1-4.3 state that P(A) for an appropriate I can solve P, such a A is not known unless P is solved. A straightforward approach to resolve this dilemma is to solve P(A) for all A; the one with the minimum z(x) is an optimal solution of P. As noted in Section 1, this type of approach can sometimes provide polynomial time algorithms. In general, however, the number of solutions generated over the entire range of ,I is not polynomially bounded, and it is difficult to develop polynomial time algorithms by this approach. A notable exception to this observation is the fractional program, i.e., m = 2 and
In this case, an optimal solution x' of P(A) can tell not only whether ,I =I* holds or not (,I* denotes the 13 that solves P), but also which of ,I*> A and ,I*< h holds if L #I*. Based on this property, Megiddo [20] has shown that polynomial time algorithms exist for a wide class of fractional programs.
A class of P with polynomial approximation scheme
We consider in what follows the class of P satisfying the following five assumptions.
(Al) h(u,,u,,..., u,) is nonnegative, continuous and nondecreasing in each Uj.
Also h is differentiable at any u E int(U).
642)
U is a hypercube defined by {u=(ur,..., u,) 1 one of aj I Uj I bj, aj 5 uj < bj, aj < uj 5 bj and aj<uj<bj holds for eachj=l,...,m},
where aj I bj for all j and aj (resp. bj) may be equal to -03 (resp. 00). 
h(u(a))-h(u*)re(llaU)h(u*). 
holds since (19) is a supporting hyperplane of U hCu*). (20) implies that u* is an optimal solution of R(A*, k,O) (defined in (AS)). (A5) states that h(u(a)) is stable with respect to a perturbation a around A*. Using assumptions (Al), (A2) and (AS), it will be shown later that for any optimal solution x" of P(A), where A'= (a:(1 + oi), A;(1 + a2), . . . , A% (1 + a,) ). With (18) , this implies that 2(x"') = h(fi (x"'), . . . ,fm(xA')) is also stable with respect to a perturbation around A*.
The following observation is useful in the subsequent sections to prove the validity of the proposed approximation scheme:
The second constraint of (17), Cy=, A;(1 + Glj)(Uj -$) = 0, is satisfied even if I* is replaced by a. A* for any constant a> 0. In other words, R(al*, k, a) is equivalent to R(J.*, k, a). Since Q( I( a 11) is independent of 1*, (18) As will be shown in Section 10, (A5) holds for typical functions such as h~(u~,u~)=ur+&% (P>O) and
objective functions of Sr and S2 respectively, and some others.
Partition of parametric space to guarantee e-approximate solution
Let E> 0 be a given constant, and z*>O denote the exact optimum value of P.
We shall develop in this and next sections an approximation scheme that always guarantees an approximate solution with its objective value 2 satisfying Our scheme first partitions the A-space into a polynomial number of subregions, and choose a polynomial number of A's from each subregion, for which optimal solutions x' of P(A) are computed. Among the solutions generated in this way, the one minimizing z(x) ( = h(f, (x), . . . , f,(x)) is then selected as an e-approximate solution. The following lemma is crucial for this purpose. 
for some k. Since such k is not known in advance, the procedure is applied to all k. The crux of our scheme is how to partition each HCk into a polynomial number of subregions.
We explain the partition scheme only for k = m, since other cases are similar. 
, 'a.9
,@++(l+~)K-I, A(K+l)=AU (25) > where 6 is a positive constant determined by function ,Q of (18) as follows:
We denote this 6 by B(E, m) if it is necessary to specify E and m. These Ack) partition EC"' into (K+ l)n2-1 meshes: 
Consider assumption (A.5) with the a such that 4 = A;(1 + aj) for all j. By (29), Orojs6 for j=l,2,...,m-1 and a,=0
hold. Then an optimal solution u(a) of R(I*, M, a) satisfies 11 ) h(u *) 5 e(6jhCi)h(u *).
h@(a)) -h(u *) 5 Q( (1 a
Therefore, it is sufficient to prove that z(X') 5 h(u(a)) since e(Jllm'_r) = E by (26) .
This u(a) satisfies (see (17) 
W(a)) (by (37)). (since h is nondecreasing)
This completes the proof. 7. An approximation scheme for P Based on the results given in the previous sections, an approximation scheme can now be described.
Procedure APPROX
Input. Problem P, a given constant E > 0, and upper and lower bounds D and 0.
Output. An &-approximate solution of P.
Step 1. Compute A", AL, K, A('), A('), . . . , AcK+ ') and 6 by (24), (29, and (26).
Step 2. For each k= 1,2, . . . , m, partition hypercube HCk of (22) into (K+ 1)"-' meshes by (27) , obtain all the vertices of these meshes, and compute x*(k) by z(x*(k)) = min{z(d) j 1 is a vertex of a mesh in HCk and x1 is an optimal solution of Pk(,I)}.
Step 
time, where p(n) is the time required to compute an optimal solution 2 of Pk(A).
Proof. First we prove the correctness. By (A3), there exists an optimal solution x* of P such that u*=(fr(x*),..., f,(x*)) E int( U) and A = grad h(u *) ~0. Together with (Al), Theorem 4.3 then tells that any optimal solution of P(A) is optimal to P. Since The total number of vertices generated in Step 2 is, therefore,
by (24) . Since computing x* for each vertex I requires O@(n)) time, the total time is given by (38). q Proof. Since m is assumed to be a constant, the corollary follows from definitions. 0
Modification of approximation scheme APPROX
In this section we assume that each Pk(A) has a polynomial time approximation scheme, instead of a polynomial time exact algorithm. Even in this case, the following modification of APPROX yields a polynomial time approximation scheme:
(1) In
Step 1, determine 6, K and A (k) of (26), (24) and (25) 
Assume that R is the exact optimal solution of Pk(X) (i.e., x=x'), and let x' be an Thus p(n,e') and log-'(1 +&e',m)) are polynomial in I/E. This proves (ii). 0
Approximation scheme specialized for m = 2
This section deals with a special case of m =2, as it is important in practical applications (e.g., St and S2 of (4) and (5)). We show that assumptions (A3), (AS) in Section 5 can be slightly relaxed, and accordingly procedure APPROX is modified. This modification enables us to handle a wider class of St and S,, as we shall see in Section 10.
First relax assumption (AS) as follows:
This is the same as (A5) except that m = 2 and k is fixed to k= 2. 
Let u*=(fi(x*),f2(x*))
for an optimal solution x* of P, and assume that fj(X), j = 1,2, are nonnegative integer-valued functions bounded above by M: Proof. By the integrality of h(x) and (49, V of (2) is a finite set. Thus, co(V) is a convex polygon and u * is one of its vertices as shown in Fig. 2 . Since h is nondecreasing we can assume that U* is either on the left vertical boundary or on the lower horizontal boundary of U. For simplicity, let U* be on the left vertical boundary (the other case can be similarly treated). As easily seen from Fig. 2 , the supporting hyperplane H of co(V) at U* such that Hfl co( V) = {u*} is given by for a sufficiently large 1, >O. Therefore x* is an arbitrary optimal solution of P2(A,, 1) for such Ai.
To derive a bound on 1,) consider two Ii and A; with A; > 1, >M, and let xdl and x'; denote optimal solutions of P2(L,, 1) and P2(n;, 1) respectively. It is known in the theory of parametric programming (Cartensen [2] ) that f*(~9~f,(X9.
We shall show that fr(x"') =fr(x*;) and f2(x'I) =f2(x"i).
Case I: xi1 is optimal to P2(A,, 1). Then ~~fi(x~l)+f2(x11)=~21f,(xA;)+f2(xI;)
holds. If f,(x'l) #;f,(x";), we have fr (x") >fi(x';) by (46). Then
since fj(x) are nonnegative, integer-valued and fj(X)lM by (45). This is a contradiction, and fi(x'l) =f, (x';) (and hence f2(x'l) =f*(x';) by (47)) must hold. 
Then in a manner similar to Case 1, it follows that a contradiction. This shows that, if u* is on the left vertical boundary, an arbitrary optimal solution of P2(A1, 1) for Li >M is an optimal solution x* of P.
In case U* is on the lower horizontal boundary, it is similarly shown that an arbitrary optimal solution of P2(A,, 1) for ,%i < l/M is an optimal solution x*
OfP. cl
Now let procedure APPROX2 be equal to the original APPROX with Steps 2 and 3 being modified as follows:
Step 2. For k=2, partition hypercube HC2 into (K+ 1)"-' meshes by (27) , obtain all the vertices of these meshes, and compute z(x*(2)) =min{z(x') 1 ,I is a vertex of a mesh of HC2 and xi is an optimal solution of P2(n)}.
Also compute an optimal solution x*(l) of problem of P' of (44).
Step 3. Compute optimal solutions x'l (resp. xl'!) of P2(2;, 1) (resp. P2(n;, 1)) for a A; with O<A; < l/M (resp. Jr with A;>M). Then an e-approximate solution 2 of P is given by z(@ = min{z(x*(l)), z(x*(2)), z(x"), z(x"')}. q Proof. Obvious from Theorem 7.1, and Lemmas 9.1 and 9.2. 0
Assumptions (Al) and (A5) for some functions
We shall show in this section that the following functions h,, h2, h, and h, satisfy assumptions (Al) and (A5) (or (AS')). It will be then shown in the next section that problems with these objective functions can have fully polynomial approximation schemes under some additional conditions.
In particular, as h, and h, are objective functions of stochastic programming problems S, and S, defined by (4) and (5), respectively, such problems have fully polynomial time approximation schemes in many cases practically important. 
In the last case, qj> 0, j= 1, . . . , m and N > 2 x1?=, qJ are assumed.
As it is obvious that all of hl, h,, h, and h4 satisfy (Al), only assumption (A5) or (A5') is proved. As discussed in Section 9, h, and h, have m = 2 and it is sufficient to check (AS') instead of (A5). 
we have l+a, m h2(u(a))rh2(li(a))=1d_~~=~h2(~*)
hMa)) -h2(U*)~olMU*) = II allh2@*) (by a2=O).
Consequently, the following Q satisfies (A5').
e2( It a II 1 = II a II .
. We omit the details, but note that Lemma 10.1. The above functions hl and h2 satisfy assumptions (Al) and (A5'), and h3 and h, satisfy assumptions (Al) and (A5).
Development of polynomial time approximation schemes
We have seen in for c2 1, logg'( 1 + B(E, 2)) = log-'(1 + Q;'(E)) (see (26) ) is polynomial in I/E. Therefore, by It is noted here that a large class of combinatorial optimization problems written in the form of (3) are polynomially solvable or have fully polynomial time approximation schemes, e.g., shortest path, minimum weight perfect matching, minimum directed spanning tree, minimum cut, O-l knapsack, and so on. To Thus is polynomial in l/e by (64). Next consider ,04 of (63).
-fi+is 2 and hence for E> 1.
This means by (64) that log-'(1 + Q;'(E)/-) is polynomial in l/e. 0
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