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To simulate turbulent flows in complicated enclosed three-dimensional domains a fast
finite-volume high-order method is developed. In principle, the method is based on the
Chorin–Temam scheme. The Poisson solver, which is applied to compute the pressure, uses
the separation of variables together with capacitance matrix technique. The developed
numerical method generally allows to use hexahedral computational meshes, which are
non-equidistant in all three directions and non-regular in any two directions. The method
was successfully used in three-dimensional Direct Numerical Simulations of turbulent
high-Rayleigh-number thermal convection in cylindrical and parallelepiped domains with
obstacles.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Numerical studies of complicated processes like turbulent thermal convection and investigations of the suitability of
turbulence models are the drivers for the development of effective numerical methods. In Direct Numerical Simulations
(DNS) of turbulent flows no turbulence models are involved; therefore these simulations are conducted on fine enough
meshes which allow to catch all relevant turbulent fluctuations [4]. The width of the mesh used in the DNS must be of the
order of the smallest Kolmogorov scales, which are much smaller within the boundary layers in comparison with those in
the bulk. Therefore, the desired numerical method must be applicable and effective for meshes, which are generally non-
equidistant in all three directions and are possibly non-regular. (By the regularity of a mesh in a certain direction β we
understand the independence of the grid spacing in other two directions from the β-coordinate.)
Numerous theoretical, experimental and numerical studies in fluid dynamics are devoted to turbulent thermal
convection. The classical example of turbulent thermal convection is turbulent Rayleigh–Bénard Convection (RBC). For
reviews on this problem we refer to [1,5,6,18]. Turbulent motion of the fluid inside a convective Rayleigh–Bénard cell
develops if the temperature difference between a heated lower surface and a cooled upper surface of the container is large
enough.
There are three main parameters, which determine the flow inside the convective cell: the Rayleigh number
Ra = agH3∆T/(κν),
Prandtl number
Pr = ν/κ
and the aspect ratio of the container
Γ = D/H.
Here a is the thermal expansion coefficient, ν the kinematic viscosity, κ the thermal diffusivity, g the gravitational
acceleration, ∆T the temperature difference between the bottom and the top plates and Γ is the ratio between the length
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D and the height H of the convective cell. (In the case of a cylindrical domain D is its diameter.) In numerous scientific and
engineering turbulent thermal convection problems the Rayleigh numbers vary from 105 to 1022.
Using the Boussinesq approximation the incompressible flow inside the convective cell is described by the following
system of dimensionless governing equations in domain Υ with D = 1 and H = Γ −1, which includes the continuity
equation
∇ · u = 0, (1)
the momentum equation, i.e. the three-dimensional Navier–Stokes equation,
ut + u · ∇u+∇p = µ∆u+ Tez (2)
and the energy equation
Tt + u · ∇T = µPr−1∆T (3)
with a small parameterµ = Γ −3/2Ra−1/2Pr1/2. Here u is the velocity vector-function, T the temperature, ut and Tt are their
time derivatives, p denotes the pressure and ez the unit vector in the vertical z-direction. The dimensionless temperature
varies between T |z=0 = +0.5 at the heated and T |z=H = −0.5 at the cooled surfaces and satisfies ∂T/∂n = 0 at the other
walls, where n is the normal vector. According to the impermeability and no-slip conditions the velocity field vanishes on
the domain boundaries and on the obstacles inside the domain (if they exist), i.e. u|∂Υ = 0.
The smallest Kolmogorov scale is estimated [4] as
η(Ra) = µ3/4−1/4u ,
where u is the turbulent kinetic energy dissipation rate, which in Cartesian coordinates reads
u = µ2
∑
α,β
(
∂u′α
∂β
+ ∂u
′
β
∂α
)2
with u′α the fluctuation of the velocity component uα with respect to the mean velocity field. Therefore, the smallest
Kolmogorov scale is proportional to Ra−1/4 and decreases with growing velocity fluctuations. As a result, to conduct DNS
with higher Rayleigh numbers one has to use generally finer meshes. Since the highest velocity fluctuations are observed
on the borders between the boundary layers and the bulk, the desired computational meshes must be generally much finer
near the boundaries and can be relatively coarse in the bulk.
According to the Chorin ansatz used to solve the system of the governing equations (1)–(3), the numerical algorithm
includes the solution of the Poisson equation for the pressure or for the function derived from the pressure. Therefore,
on meshes, which are non-equidistant in all spatial directions, the effectiveness of the DNS of turbulent flows is mainly
determined by the effectiveness of the Poisson solver used in the simulations.
In our previous numerical studies of turbulent Rayleigh–Bénard convection we considered basically cylindrical
domains [11,12] in cylindrical coordinates. Hexahedral computational meshes utilized in these simulations were regular
in all three directions and equidistant in the azimuthal direction. This allowed us to use Fast Fourier Transform (FFT) in the
azimuthal direction and thus reduce the three-dimensional Poisson problem for the pressure to the sets of two-dimensional
problems. The physical results [14–16] obtained in our DNS were in good agreement with measurements.
For further investigation of the development of the turbulent flow structures and of the heat transfer dependencies on
Ra, Pr , Γ and on the roughness of the walls, numerical studies of turbulent RBC in more complicated domains should be
conducted.
In this paper we present an effective high-order finite volume method to simulate turbulent thermal convection in
complicated enclosed domains with obstacles using hexahedral meshes, which are generally regular in a single direction
and are non-equidistant in all three directions. In the absence of obstacles in the computational cylindrical or parallelepided
domains, the presented algorithm produces the same results as that based on FFT [14–16].
The paper is organized as follows. In Section 2 the discretization schemes in time and in the spatial directions are shortly
discussed. The Poisson solver for complicated three-dimensional domains, which uses the separation of variables together
with the capacitancematrix technique, is presented in Section 3. In Section 4we discuss some results of our DNS of turbulent
thermal convection in complicated domains, which were obtained using the method presented in this paper.
2. Discretization schemes
Owing to the continuity equation (1), the convective components u · ∇u and u · ∇T in Eqs. (2) and (3), respectively, can
be further reduced as follows
u · ∇uβ = ∇ · (uβu)− uβ∇ · u = ∇ · (uβu), (4)
u · ∇T = ∇ · (Tu)− T∇ · u = ∇ · (Tu).
To discretize Eq. (2) in time, the leapfrog scheme for the convective components∇ ·(uβu), β = x, y, z, and the Euler scheme
for the diffusive terms∆uβ , β = x, y, z, are employed. Thus, for (2) and (4) one obtains the following explicit scheme
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1
2∆t
(
un+1β − un−1β
)
+∇ · (unβun)+∇pn · eβ = µ∆un−1β + Tδzβ , β = x, y, z, (5)
where∆t denotes the time step, n the number of the considered time step and δαβ is the Kronecker symbol.
To solve Eq. (5) we use Chorin–Temam scheme [3,20], which is based on the Helmholtz decomposition. The algorithm
for solving Eq. (5) consists of three steps:
• Compute an auxiliary function u∗ from
1
2∆t
(
u∗β − un−1β
)
+∇ · (unβun) = µ∆un−1β + Tδzβ , β = x, y, z,
• Solve the following Poisson equation for pn
∆pn = ∇ · u
∗
2∆t
,
(
n · ∇pn)∣∣
∂Υ
= 0. (6)
• Calculate the function un+1 as
un+1 = u∗ − 2∆t ∇pn.
The explicit scheme is easily applicable but requires relatively small time steps for reasons of the numerical stability,
while the implicit schemes are generally more time-consuming per time step. In Cartesian coordinate systems the explicit
scheme is usually used, while in cylindrical coordinate systems implicit schemes are preferable (for further details we refer
to [11]).
To discretize Eq. (5) in space, the finite-volume approach is used employing hexahedral staggered grids for the velocity
components. For each component uβ of the velocity field in the β-direction, β = x, y, z, Eq. (5) averaged for any finite
volume V reads as follows
1
2∆t
(〈
un+1β
〉
V
−
〈
un−1β
〉
V
)
+ 〈∇ · (unβun)〉V + 〈∇pn · eβ 〉V = 〈µ∆un−1β 〉V + 〈Tδzβ 〉V , (7)
where 〈·〉V denotes averaging over V .
Applying the Gauß–Ostrogradsky theorem, the convective and diffusive components of the Eq. (7) are represented as〈∇ · (unβun)〉V = 1|V |
∮
S
n · (unβun) dS, (8)〈
µ∆un−1β
〉
V
= µ
〈
∇ · ∇un−1β
〉
V
= µ|V |
∮
S
n · ∇un−1β dS, (9)
where |V | is the volume and S the surface of V .
The surface integrals in (8) and (9) can be computed with any order of accuracy if appropriate high-order spatial
approximation schemes are applied. The surface-averaged quantities like 〈uα〉S and ∂∂β 〈uα〉S are calculated using linear
combinations of the volume-averaged quantities 〈uα〉Vi−1 , . . ., 〈uα〉Vi+2 , where S is the adjacent surface of the finite volumes
Vi and Vi+1. In the simplest case of a Cartesian coordinate system and an equidistantmeshwith themesh size∆β in direction
β the second-order and the fourth-order schemes read, respectively,
〈uα〉S = 12
(〈uα〉Vi + 〈uα〉Vi+1)+ O((∆β)2), (10)
∂ 〈uα〉S
∂β
= 1
∆β
(−〈uα〉Vi + 〈uα〉Vi+1)+ O((∆β)2).
and
〈uα〉S = 112
(−〈uα〉Vi−1 + 7 〈uα〉Vi +7 〈uα〉Vi+1 − 〈uα〉Vi+2)+ O((∆β)4), (11)
∂ 〈uα〉S
∂β
= 1
12∆β
(〈uα〉Vi−1 − 15 〈uα〉Vi +15 〈uα〉Vi+1 − 〈uα〉Vi+2)+ O((∆β)4).
For further details on the construction of such schemes for the case of hexahedral finite volumes we refer to [12].
Further, to compute the convective term (8) we need to approximate the averaged product of two quantities like
〈
uαuγ
〉
S
using averaged single quantities like 〈uα〉S and
〈
uγ
〉
S . Following [7,8] we get the following Fourier series for
〈
uαuγ
〉
S in the
case of the top-hat filtering and hexahedral finite volumes:〈
uαuγ
〉
S = 〈uα〉S
〈
uγ
〉
S +
1
12
∑
β
(∆β)2
∂ 〈uα〉S
∂β
∂
〈
uγ
〉
S
∂β
+ O
(∑
β
(∆β)4
)
. (12)
To obtain the second- or the fourth-order approximations of the quantity
〈
uαuγ
〉
S we use, respectively, the first or the first
two terms in this expansion.
O. Shishkina et al. / Journal of Computational and Applied Mathematics 226 (2009) 336–344 339
Formally, in Direct Numerical Simulations finemeshes are used and
〈
uαuγ
〉
S is approximated by 〈uα〉S
〈
uγ
〉
S , i.e. by the first
term in the Fourier series (12), while in Large-Eddy Simulations (LES) coarser meshes are used and underresolved scales are
modeled by any subgrid scale turbulence model. Our simulations based on the second or on the fourth order approximation
schemes are DNS, since fine enoughmeshes are used. Simulations which exploit the first two terms in the expansion (12) to
calculate values like
〈
uαuγ
〉
S and use coarse computationalmesheswith themeshwidth larger than the smallest Kolmogorov
scale, are recognized as LES based on tensor-diffusivity subgrid scale modeling [11].
The time stepping ∆t is chosen small enough to provide the numerical von Neumann stability of the leapfrog–Euler
scheme (5) according to [13]. If the second-order (10) or the fourth-order (11) approximation schemes are used then the
choice of the time stepping is restricted, respectively, by
∆t <
(
max
V
∑
β
( | 〈uβ 〉V |
∆β
+ 2µmax{1, Pr
−1}
(∆β)2
))−1
or
∆t <
(
max
V
∑
β
(
3
2
| 〈uβ 〉V |
∆β
+ 16
3
µmax{1, Pr−1}
(∆β)2
))−1
,
where the maximum is calculated over all finite volumes V .
3. Poisson solver
In order to solve the Poisson equation (6) for the pressure using computational meshes, which are regular in all three
directions and also are equidistant in one direction, one can apply Fast Fourier Transform (FFT) in the equidistant direction
and further utilize any fast solver for structured matrices of relatively low order (see, for example, [19]). This approach was
used in different Direct Numerical Simulations [14,15,21] of turbulent Rayleigh–Bénard convection using regular meshes
with at least one equidistant direction.
If themesh is regular but non-equidistant in all three directions, the FFT is not applicable, although separation of variables
in the regular directions is still possible. In order to solve the Poisson equation (6) for the pressure in complicated domains
using a computational mesh with at least one regular direction (z), we apply separation of variables with respect to the
regular direction and use the capacitance matrix technique in the irregular directions (see, for example, [9,10,2]).
3.1. Separation of variables
We assume that the computational mesh is regular in the z-direction and consists of N = Nz × Nxy hexahedral finite
volumes. Due to the regularity of the mesh at least in one direction z, the Poisson equation (6) allows the separation of
variables with respect to this direction. Thus, the Poisson equation averaged over a finite volume Vi,j,k with the centre
(xi, yj, zk) can be represented in the form
Dxyφi,j,k + Dzφi,j,k = fi,j,k, (13)
where
φi,j,k =
〈
pn
〉
Vi,j,k
,
fi,j,k = ∇ ·
〈
u∗
〉
Vi,j,k
/(2∆t)
and the operators Dz and Dxy act, respectively, in the z-direction and in the directions, orthogonal to z.
Suppose that λl and vl, l = 1, . . . ,Nz , are, respectively, the eigenvalues and the corresponding linearly independent
eigenvectors of the operator Dz :
Dzvl = λlvl, vl = (vl1, vl2, . . . , vlNz )T, l = 1, . . . ,Nz . (14)
Using the eigenvectors and new variables φˆ li,j and fˆ
l
i,j, l = 1, . . . ,Nz , we represent the values fi,j,k and φi,j,k as follows
fi,j,k =
Nz∑
l=1
fˆ li,jv
l
k, (15)
φi,j,k =
Nz∑
l=1
φˆ li,jv
l
k. (16)
Substituting (15) and (16) in the Eq. (13) and taking into account (14), one obtains the following
Nz∑
l=1
(Dxyφˆ li,j + λlφˆ li,j)vl =
Nz∑
l=1
fˆ li,jv
l.
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The eigenvectors vl are linearly independent, therefore the last equality is equivalent to the following Nz systems of linear
equations, each with Nxy unknowns φˆ li,j:
Dxyφˆ li,j + λlφˆ li,j = fˆ li,j, l = 1, . . . ,Nz . (17)
The eigenvectors vl are orthogonal, i.e.
(vl1 , vl2)∆z = 0, l1 6= l2,
with regard to the following scalar product (·, ·)∆z :
(u, v)∆z =
Nz∑
k=1
∆zkukvk, u = (u1, u2, . . . , uNz )T, v = (v1, v2, . . . , vNz )T.
Therefore, the coefficients fˆ li,j in the decomposition (15) can be calculated as follows
fˆ li,j =
1
‖vl‖2∆z
Nz∑
k=1
∆zkfi,j,kvlk, (18)
where the weighted norm ‖v‖∆z is defined as
‖v‖2∆z ≡ (v, v)∆z =
Nz∑
k=1
∆zk(vk)2. (19)
The eigenvalues λl and the corresponding eigenvectors vl, l = 1, . . . ,Nz , of the operator Dz are calculated and stored
before the simulations are started. Thus, the algorithm to solve the discretized Poisson equation (13) can be formulated as
follows:
• Calculate fˆ li,j using the formulas (18) and (19).
• Solve Nz independent systems of linear equation (17) for φˆ li,j.• Calculate φi,j,k using (16).
If the mesh in the z-direction is symmetric with respect to the middle point of the corresponding interval, then this
algorithm can be accelerated by representing the solution of the Poisson equation as a sum of a symmetric function and a
skewsymmetric function as follows
φk = φ+k + φ−k ,
where
φ+k =
1
2
(
φk + φNz−k+1
)
, φ−k =
1
2
(
φk − φNz−k+1
)
and the indices i and j, corresponding to the directions x- and y, are omitted. Analogously, the right-hand side fk of the
Poisson equation (13) is decomposed into a symmetric part f +k and a skewsymmetric part f
−
k . Owing to themesh symmetry,
the values φ+k and φ
−
k can be obtained from the following two systems of linear equations
Dxyφ+k + Dzφ+k = f +k ,
Dxyφ−k + Dzφ−k = f −k .
These systems have a two times smaller number of unknowns in comparison with the number of unknowns in the system
(13) and hence reduce the computational effort almost by factor of two.
Further we present Dzφ+k and Dzφ
−
k separately for even and odd values of Nz for the particular case of the second-order
approximation schemes. If Nz is an even number, Nz = 2K , one obtains
φ+K = φ+K+1, φ−K = −φ−K+1.
Therefore, Dzφ+k and Dzφ
−
k can be represented as(
Dzφ±
)
k = (∆zk)−1
((
Λzφ
±)
k+1/2 −
(
Λzφ
±)
k−1/2
)
, k = 1, . . . , K , (20)
(
Λzφ
±)
k+1/2 =
2
(
φ±k+1 − φ±k
)
∆zk+1 +∆zk , k = 1, . . . , K − 1,
with the boundary conditions(
Λzφ
±)
1/2 = 0,
(
Λzφ
+)
K+1/2 = 0,
(
Λzφ
−)
K+1/2 = −
2φ−K
∆zK
.
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If Nz is an odd number, Nz = 2K + 1, we take
φ+K+2 = φ+K , φ−K+1 = 0,
and calculate Dzφ+k and Dzφ
−
k using (20) with(
Dzφ+
)
K+1 = −
2
(
Λzφ
+)
K+1/2
∆zK+1
,
(
Λzφ
+)
K+1/2 =
2
(
φ+K+1 − φ+K
)
∆zK+1 +∆zK ,(
Λzφ
−)
K+1/2 = −
2φ−K
∆zK +∆zK+1 .
The systems (17) of linear equations with sparse matrices of order Nxy can be solved by any appropriate solver for sparse
matrices. In the case of a mesh, regular in all three directions, one can further separate variables with respect to the other
directions. In particular, if the parallelepiped domain is divided into Nx × Ny × Nz finite volumes by a regular hexahedral
mesh, then Dxy reads as follows
Dxy = Dx + Dy,(
Dβφ
)
i = (∆βi)−1
((
Λβφ
)
i+1/2 −
(
Λβφ
)
i−1/2
)
, i = 1, . . . ,Nβ , β = x, y, z,
and
(
Λβφ
)
i+1/2 approximates the partial derivative of φ in the β-direction averaged over a surface, which is adjacent to the
finite volumes Vi and Vi+1. Here the indices which correspond to the other directions are omitted and(
Λβφ
)
1/2 =
(
Λβφ
)
Nβ+1/2 = 0.
Thus, the systems (17) can be reduced to a set of tridiagonal (or penta-diagonal, etc.) matrices, which can be solved by any
fast direct solver for such type of banded matrices.
If the computational mesh is non-regular in the x- and y-directions (as in our general case), the capacitance matrix
technique can be further applied to solve the systems (17) as it is described in the next section.
3.2. Capacitance matrix technique
The idea of the method can be summarized as follows. Suppose that the discretized problem is written in the following
form
Alφˆ l = fˆl, (21)
where the positive defined matrix Al of the order Nx × Ny and the right-hand-side vector fˆl are represented as follows
Al =
(
Al1
Al2
)
, fˆ
l =
 fˆl1
fˆ
l
2
 (22)
with n×(Nx×Ny)matrix Al1, n Nx×Ny. We assume that the structure of thematrix Al is relatively complicated and there
are no available fast solvers for (21) and (22), but a fast solver exists for linear systemswith thematrix Bl, which differs from
the matrix Al only in a few n first lines:
Bl =
(
Bl1
Al2
)
. (23)
Then the solution of the system (21) and (22) can be obtained in three steps: the first and the last of them require solving
the systems of linear equations with the matrix Bl, for which the fast solver exists, and the second step requires the solution
of a system of linear equations with a dense matrix of low order n.
Formally, the algorithm can be written as follows
• Solve the system of linear equations
Blxl = fˆl (24)
for the vector xl with the matrix Bl of the order Nx × Ny.
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Fig. 1. Examples of cylindrical (a) and parallelepiped (b) domains with obstacles.
• Solve the system of linear equations
Clωl = fˆl1 − Al1xl (25)
for the vector ωl with the matrix
Cl = Al1
(
Bl
)−1 ( I
0
)
(26)
of the order n. Here I is the unit matrix of the order n and 0 is (Nx × Ny − n)× nmatrix with zero components.
• Solve the system of linear equations
Blφˆ
l = fˆl +
(
ωl
0
)
(27)
for the vector φˆ
l
.
The above described algorithm can be effectively used to solve systems of linear equation (17) in two-dimensional
domains with interior boundaries if the mesh, which divides the original computational domain into Nxy cells, can be
extended into an ambient rectangular domain in such a way that the obtained mesh, which divides the ambient domain
into Nx × Ny cells, is regular. In this case n denotes the number of the cells of the original two-dimensional computational
domain, which are in contact with the interior boundary, n Nx × Ny, and Nxy ≤ Nx × Ny. A system of linear equation (17)
considered for a certain fixed l in the ambient rectangular domain is written in a form of the Eq. (21), while the components
of the obtained solution vector φˆ (27), which correspond to the cells inside the ambient domain but outside the original one,
are ignored.
To solve effectively Eq. (21) (and, hence, the systems (17)) for each l = 1, . . . ,Nz , we compute the matrices Cl (26)
and make their LU-decompositions for all l = 1, . . . ,Nz once before the simulations are started. The matrices Cl (26),
l = 1, . . . ,Nz , are computed by solving n systems of linear equations with the matrix Bl and unit vectors as right-hand-
sides and by further multiplication of the matrices Al1 by the obtained solutions. The procedure of the LU-decomposition is
time-consuming but it is used only once for each l = 1, . . . ,Nz applicably to the matrix Cl of low order n, n Nx × Ny.
4. Simulation of turbulent thermal convection
The above presented numerical method was used in the DNS of turbulent thermal convection in cylindrical and
parallelepiped domains with obstacles as in Fig. 1(a, b) and for the Rayleigh numbers up to 109, Pr = 0.7. The computational
mesh consists of 220× 512× 96 nodes, respectively, in the axial, azimuthal and radial directions in the case of cylindrical
domain and of 310 × 560 × 70 nodes in the case of parallelepiped domain. The nodes are clustered in the vicinity of the
walls and obstacles (see Fig. 2) and their distribution was obtained using the mesh generation algorithm suggested in [17].
The method allows to conduct DNS of this turbulent processes even on a single processor. Thus, the execution of one
time step of the test problem on the mesh of about 10.8 million nodes required tCPU = 55 s of computer time on 1.46 GHz
AMD Opteron. With the time stepping∆t = 8.5× 10−5 used in the DNS, the simulation of one dimensionless time unit of
turbulent Rayleigh–Bénard convection in the domain as in Fig. 1(a) requires approximately 180 h of CPU-time.
To give an idea of the temperature and velocity distributions in turbulent thermal convection for Ra = 2.5×108, Pr = 0.7
in a parallelepiped domainwith heated obstacles as in Fig. 1(b), temperature and velocity snapshots in a centre vertical cross-
section are presented in Fig. 3(a, b). One can conclude that for high Rayleigh numbers and relatively low aspect ratio of the
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Fig. 2. (a), (b) Computational mesh in two central vertical cross-sections for DNS of turbulent thermal convection with Rayleigh number 2.5 × 108 in a
parallelepiped domain with obstacles as in Fig. 1(b); (c) a close-up view (10-times zoom) of (a) close to the right bottom corner. The finite volumes centers
are marked with points.
container the large-scale circulation of fluid develops. In Fig. 3(b) one can see that close to the left vertical wall the warm
flow, which moves predominately in the vertical direction, is observed, while the fluid near the right side of the container
moves generally towards the bottom. Analysis of the numerical data obtained by the authors in the DNS and LES and further
physical results concerning turbulent Rayleigh–Bénard convection can be found in [14–16].
5. Conclusion
A high-order finite-volume method for Direct Numerical Simulations of turbulent flows in enclosed domains with
obstacles was developed. Computational meshes used in the simulations can be non-equidistant in all three directions and
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Fig. 3. Snapshots of the temperature (a) and absolute velocity (b) in a central vertical cross-section with superimposed 30 isotherms (a) and velocity
vectors (b) as obtained in the DNS of thermal convection with the Rayleigh number 2.5× 108 , Pr = 0.7 in a parallelepiped domain with heated obstacles
(Fig. 1(b)). The colour scale ranges from black (negative values of the dimensionless temperature and zero absolute velocity) to white (positive values).
must be regular only in a single direction. To solve the Poisson equation, which couples the velocity and the pressure fields,
a fast direct algorithm was developed. For meshes, which are symmetric in the regular direction, the way of acceleration of
the Poisson solver was shown. The presented method was successfully used in the DNS of turbulent thermal convection in
cylindrical and parallelepiped domains with obstacles for high Rayleigh numbers up to Ra = 109.
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