Abstract. Time series of maps of monthly tropical Pacific dynamic topography anomalies from 1979 through 1985 were constructed by means of assimilation of tide gauge and expendable bathythermograph (XBT) data into a linear model driven by observed winds. Estimates of error statistics were calculated and compared to actual differences between hindcasts and observations. Four experiments were performed as follows: one with no assimilation, one with assimiation of sea level anomaly data from eight selected island tide gauge stations, one with assimilation of dynamic height anomalies derived from XBT data, and one with both XBT and tide gauge data assimilated. Data from seven additional tide gauge stations were withheld from the assimilation process and used for verification in all four experiments. Statistical objective maps based on data alone were also constructed for comparison purposes. The dynamic response of the model without assimilation was, in general, weaker than the observed response. Assimilation resulted in enhanced signal amplitude in all three assimilation experiments. RMS amplitudes of statistical objective maps were only strong near observing points. In large data-void regions these maps show amplitudes even weaker than the wind-driven model without assimilation. With few exceptions the error estimates generated by the Kalman filter appeared quite reasonable. Since the error processes cannot be assumed to be white or stationary, we could find no straightforward way to test the formal statistical hypothesis that the time series of differences between the filter output and the actual observations were drawn from a population with statistics given by the Kalman filter estimates. The autocovariance of the innovation sequence, i.e., the sequence of differences between forecasts before assimilation and observations, has long been used as an indicator of how close a filter is to optimality. We found that the best filter we could devise was still short of the goal of producing a white innovation sequence. In this and earlier studies, little sensitivity has been found to the parameters under our direct control. Extensive changes in the assumed error statistics make only marginal differences. The same is true for long time and space scale behavior of different models with richer physics and finer resolution. Better data assimilation results will probably require relaxation of the assumptions of stationarity and serial independence of the errors. Formulation of such detailed noise models will require longer time series, with the attendant problems of matching very different data sets.
Another major goal of this study is to explore the limits of the simple models of error statistics used in previous studies. Most data assimilation studies we know of include, implicitly or explicitly, the assumption of stationary homogeneous white additive noise (but see Budgell [1987] and Daley [1992a] ). It is, in practice, further assumed that the noise is independent of the model state itself. We know all of these hypotheses to be false to some degree. It should be noted here that statistical error models are contained explicitly in the formulation of adjoint and optimal interpolation methods, as well as the Kalman filter. Here we discard the assumption of homogeneity of the wind error bovariance field and construct a statistical error model which is inhomogeneous in space.
Section 2 contains a brief description of the model and the data assimilation scheme; section 3 contains a description of the data sets used. Details of the error model are discussed in section 4. Results are presented in section 5, and section 6 contains discussion and summary. 
The Model and the Data Assimilation

The Data Assimilation Scheme
The data assimilation method used here is the Kalman filter, which has been described in detail in many places [e.g., Gelb, 1974 
The error covariance of the updated field is given by a pf
Equations (1)-(5) define explicitly the process by which the evolution of the model state w and its error covariance P are calculated, with updating when observations are available. Note that in the absence of updating, the system noise covariance matrix Q is the only forcing term in the evolution of P and that the dependence of P on Q in that case is linear.
Reliable error estimates are a major objective of the present study, as they were in the work of Gaspar and Wunsch [1989] . It is important to note that similar error estimates would result from other data assimilation methods if the same statistical noise model were used.
The Data
Wind Data
The wind data used here come from a monthly pseudostress analysis from merchant ship observations [Stricherz et al., 1992] provided by Florida State University. Hereafter, this data set will be referred to as FSU. The FSU data set was further processed as follows [see Zebiak, 1989 ]: a 4-year running monthly mean was removed from the raw wind analysis; so, for example, in order to produce the pseudostress anomaly data for a given January, the average of the data from the current January plus the January data from the three previous years is subtracted. This is done to remove a long-term trend which is known to appear in the data over a time span longer than the period of interest [cf. Zebiak, 1989 ]. The resulting anomaly data set was then filtered with a 1-2-1 filter in latitude, longitude, and time. 
Hydrography
The hydrographic data consist of surface dynamic height relative to 400 dbar, processed from XBT casts, through the use of the mean T-S relation from Levitus [1982] . These data were gathered into the three 
The Model Error
Equation (2) shows that in the case without updating, the error covariance P is determined entirely by the matrices L and Q which determine the evolution of the state according to the dynamical model and the system noise covariance, respectively. Q must be estimated from assumptions about the statistics of the model error. Here, as in MC, we assume that the system noise is dominated by errors in the forcing field. Two statistical models of the wind stress error are formulated. In the first the errors are assumed to be white in time and to have homogeneous anisotropic Gaussian covariance structure; that is, if the forcing error is given by e(x, y, t), then the forcing error covariance is assumed Observational errors are assumed to be white in time and to have variances of 6.7, 6, and 8 cm 2 for the west- Pw is the density of water), 75% of the value used in MC.
In our first rough comparisons this value gave rise to better error estimates than the original MC value. We attribute the better fit with the smaller error variance to the more efficient quadrature scheme in CP. As in MC, the drag coefficient was given by paCD = 1.95 X 10 -3. we believe it to be a more faithful representation of reality, even though the large-scale effect on the estimated errors in sea level variation at most stations is small.
Results
Baseline Comparisons
This is an application in which we expect data assimilation to be useful for both descriptive and analytical purposes. The data themselves are too sparse to provide comprehensive analysis on their own, and simple objective analysis schemes are not constrained to produce physically consistent results. Simple models capture many of the important dynamical features of the physical system, but the data are too sparse to provide them with adequate forcing and initialization fields.
With the available forcing fields for this period the model by itself does not capture the observed signal variance. Of course, the total signal variance could be increased by artificially increasing the drag coefficient. Sheinbaum and Anderson [1990] found that by increasing the drag coefficient, they improved the comparison of XBT data to a model similar to ours driven by FSU winds for 6 months in 1980. Their results, unfortunately, are not directly comparable to ours since they did not remove the seasonal cycle as we did. They found that the major effect of increasing CD was to increase the thermocline slope; a similar effect was obtained by decreasing the stratification, as expected from dynamical considerations. It is possible that the apparent bias in the direction of weaker winds in the FSU data set is due to the smoothing applied to the data in the construction of the data set and the processing of the FSU wind fields for this study.
It would be difficult to justify an increase of more than about 50% in CD on physical grounds. The improvement would be greatest east of about 160øW, but the amplitude would still be deficient, 
Data Assimilation Experiments
Three data assimilation experiments were performed, all using the inhomogeneous form of Q, as follows: one in which data from a selection of tide gauges were assimilated (denoted as "ISL"), one in which the four leading EOFs of the XBT data were assimilated (denoted "XBT"), and, finally, one in which both tide gauge data and XBT data were assimilated (denoted "ISL+XBT"), respectively. We refer to the run without data assimi- EOFs of the sea surface height variability for the three assimilation runs are shown in Figure 13 . The greatest effect of the assimilation process on the lead EOF is in the northwestern part of the basin, where the assimilation process has smoothed out the strong meridional gradient near 7øN which extends from the western boundary nearly halfway across the basin in Figure  9a One important test of a data assimilation system is the comparison of output of that system with data which do not participate in the assimilation process. There were data from seven such tide gauge stations which were withheld from the assimilation process in all three experiments. Model estimates of the sea level height anomaly at those stations for all three experiments are plotted along with the observations in Figure   14 .
Of the examples shown in Figure 14 , assimilation seems least effective at Nauru (Figure 14a) . Table 2 shows that the RMS errors are reduced by nearly 50%, but the model's weak response during ENSO is not much improved by assimilation. The ENSO response at Truk (Figure 14e), Yap (Figure 14f) , and Honiara (Figure 14g) is greatly enhanced by assimilation. At Honiara, assimilation of XBT data appears to be a bit more effective than tide gauge data alone in producing a faithful representation of the ENSO signal because of the proximity of the western XBT line to the island. Table 2 do not reflect this for the entire record at Honiara, but the error estimates are reliable for the nearby XBT record at 10øS on the western track. Improvement is also considerable at Yap and Truk, though the estimates of the error variances are not so good at Yap. The main effect at Kapingamarangi (Figure 14b) , where the error estimates are pessimistic, is in the post-ENSO period from mid-1983 through most of 1984. This is also apparent to a lesser degree in the records at Canton (Figure 14c ) and Fanning (Figure 14d) .
Error statistics shown in
The assimilation results at the near-equatorial stations Kapingamarangi, Nauru, Canton, and Fanning exhibit strong oscillations. These oscillations are most pronounced at Fanning, where the peak-to-peak amplitude exceeds 5 cm over an assimilation cycle during the ENSO event. This is consistent with the explanation suggested by Moore and Anderson [1989] for similar oscillations in their assimilation experiment, which was performed with a similar, if simpler assimilation system. Assimilation of data results in the creation of a pressure Statistics are given for time series of sea level height anomalies at tide gauge stations, amplitudes of EOFs of XBT-derivcd dynamic height anomalies, and dynamic height anomalies at selected locations.
NODA is the run without data assimilation. ISL is the run in which data from a selection of tide guages were assimilated.
XBT is the run in which the four leading empirical orthogonal functions (EOFs) of the XBT data were assimilated.
ISL+XBT is the run in which both tide gauge and SBT data were assimilated.
aNumbers in parentheses refer to Stations from which data were assimilated. bNumbers refer to the four EOFs used. CNumber are degrees latitude. gradient which is not balanced by the wind. Between updates, this pressure gradient relaxes by the generation of equatorially trapped waves. These oscillations are stronger at Canton and Fanning than at Kapingamarangi and Nauru. This is consistent with Moore and Anderson's general finding that this phenomenon was more pronounced in the eastern half of the basin. Sea level height anomaly is contoured on the x-t plane along the equator in Plate I for the experiment with no data, all three assimilation experiments, and for the objective map of the data. Moore and Anderson [1989] presented their results on a single-layer reduced gravity model driven by the FSU wind stress data set, with XBT data assimilated along sections similar to those we consider here. Direct comparison of their results to ours is difiqcult, but the variation in their experiments is comparable in magnitude to ours.
The lack of temporal smoothness in the output of the filter is readily apparent in these x-t plots. Note also the prominence of the ENSO event and the changes The relatively poor quality of the error estimate at Yap might be ascribed to its poleward position near the western boundary. At that location it may be affected by the artificial meridional boundary at 125øE. It is also worth noting that the differences between this model and the more detailed model of Gent and Cane [1989] occur in the northwestern and southwestern parts of the model domain.
It would be desirable to know how much the variances of the residual (i.e., model minus observed) time series change from one realization to another. The strong serial correlation in those time series casts severe doubt on the use of the bootstrap to estimate this quantity, so we cannot assign confidence intervals to the hypothesis that the difference between our error estimates and the residual time series can be explained in terms of differences between samples drawn from the same underlying population.
Discussion and Summary
The clearest effect of data assimilation in this system is to restore the signal amplitude to the analysis which is lacking in NODA, the model run without assimilation. From this consideration alone the analysis resulting from the assimilation scheme should be considered a In an attempt to determine the extent to which we have realized the optimal filter, we examined the innovation sequences. These are the vectors multiplied in (3) by the Kalman gain Kk+ 1 to form the correction to the forecast.
They take the form (w•_l -Hk+lWkf+l). It was first
shown by Kailath [1968] that in an optimal linear filtering system the innovation sequence is not serially correlated. Intuitively, if the filter is extracting all possible information from the data, then the innovation sequence should be white. Color in the innovation sequence indicates that there is information still to be extracted. Daley [1992b] , in a series of experiments on a simplified system, showed how the autocovariance of the innovation sequence can be used as a performance diagnostic in a data assimilation system and applied his results to forecasts for central North America produced by the Canadian Meteorological Centre data assimilation system. In that case, distinctive patterns appeared in the plots of the lagged innovation correlations relative to Omaha, Nebraska. In the present case, the data are too sparse to determine phase relations of the au- Dee et al.
[1985] devised a method for determining Q and R adaptively by minimizing the lagged autocorrelation of the innovation sequence. That method has the advantage of being able to deal with nonstationarity, but is quite cumbersome in application, and would not be practical for a problem of this size.
The autocorrelations of the innovation sequences for assimilation of island tide gauges and of EOFs of XBT dynamic height sections at 1-month lag are shown in Table 3 . Lagged autocorrelations at 2-month lags and beyond are quite a bit smaller, for the most part, though some are significantly different from zero. Similar calculations were performed for the experiment in which data from both sources were assimilated, and the results were essentially identical. These results are disappointing, indicating as they do that the filter is operating far from optimally. The only exception is at Penrhyn. Referring to Table 2, the error variance estimates at
