Mississippi State University

Scholars Junction
Theses and Dissertations

Theses and Dissertations

5-8-2004

Development of an Order Promising Framework for Furniture
Industry
Abhishek Bhoot

Follow this and additional works at: https://scholarsjunction.msstate.edu/td

Recommended Citation
Bhoot, Abhishek, "Development of an Order Promising Framework for Furniture Industry" (2004). Theses
and Dissertations. 1446.
https://scholarsjunction.msstate.edu/td/1446

This Graduate Thesis - Open Access is brought to you for free and open access by the Theses and Dissertations at
Scholars Junction. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of
Scholars Junction. For more information, please contact scholcomm@msstate.libanswers.com.

DEVELOPMENT OF AN ORDER PROMISING FRAMEWORK
FOR FURNITURE INDUSTRY

By
Abhishek Bhoot

A Thesis
Submitted to the Faculty of
Mississippi State University
in Partial Fulfillment of the Requirements
for the Degree of Master of Science
in Industrial Engineering
in the Department of Industrial Engineering
Mississippi State, Mississippi
May 2004

Copyright by
Abhishek Bhoot
2004

DEVELOPMENT OF AN ORDER PROMISING FRAMEWORK
FOR FURNITURE INDUSTRY

By
Abhishek Bhoot
Approved:

_________________________________
John M. Usher
Professor of Industrial Engineering
(Director of Thesis)

_________________________________
Larry G. Brown
Professor of Industrial Engineering
(Committee Member)

_________________________________
Philip H. Steele
Professor of Forest Products
(Committee Member)

_________________________________
Stanley F. Bullington
Graduate Coordinator of Industrial
Engineering

_________________________________
A. Wayne Bennett
Dean of the College of Engineering

Name: Abhishek Bhoot
Date of Degree: May 8, 2004
Institution: Mississippi State University
Major Field: Industrial Engineering
Major Professor: Dr. John M. Usher
Title of Study: DEVELOPMENT OF AN ORDER PROMISING FRAMEWORK FOR
FURNITURE INDUSTRY.
Pages in Study: 98
Candidate for Degree of Master of Science
The U.S. furniture industry is facing intense foreign competition due to
globalization. U.S. Competitiveness Survey identified responsiveness and on-time
delivery as the major strategic areas to improve competitive advantage. To enable the
U.S. furniture industry to become more responsive to customers and simultaneously
ensure on-time delivery, an order promising framework was proposed for a make-toorder environment. The proposed order promising strategy was to implement advanced
scheduling based on a drum-rope-buffer control system.
A study was conducted on an upholstery manufacturing industry to demonstrate
the potential lead-time improvement that may arise from implementing the proposed
strategy. To carry out the study, a prototype database application was developed based on
the operational policy of the example company to support order promising. The study

results showed a possible improvement of 67% in the current lead-time performance of
the company. Finally, a set of recommendations was made to develop an order promising
system for the furniture industry.
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CHAPTER I
INTRODUCTION
In a typical make-to-order environment, customers arrive dynamically with their
requests for products. The customer service representative negotiates with customers with
respect to the volume and mix of the products, order due date, and the price. Based on the
price and convenience, the customer either places an order with the company, or goes
elsewhere. An accepted order then enters the company’s queue of orders, where it waits
in the backlog to be released and processed.
A majority of manufacturers in the furniture industry produce custom furniture
based on the clients’ specifications and can be categorized as make-to-order companies
(Liker and Burr, 1999). These companies quote due dates to the customers based on the
long-held industry standards of fixed lead time, based on products. But, this approach has
some problems associated with it in that it encourages inventory accumulation between
manufacturing and distribution. Moreover customer service and capacity utilization
fluctuates with demand. Higher demand levels result in high capacity utilization and low
customer service, as the quoted lead times are not met. Lower demand levels result in low
capacity utilization and good customer service, but quoted fixed lead times restrict the
company from being more responsive to the customer.
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In today’s customer-centric marketplace, customers need an immediate quote for
the delivery date of an order and, at the same time, reliable order fulfillment (Chen, Zhao
and Ball, 2001). Retailers in the furniture market are demanding shorter lead times from
the manufacturers to facilitate better demand forecasting. In order to remain competitive
and gain greater market share, furniture manufacturers need to be able to quote shorter
lead times to the customers, but at the same time reliably deliver on that promise. Use of
fixed standard lead times can result in poor customer service and loss of orders. To help
overcome these problems, companies should quote due dates based on future resource
availability.
In order to make the supply chain responsive, retailers in the furniture industry are
requesting that manufacturers offer warehousing facilities. Retailers no longer deal in
“containers” (large shipments of products) as they require a longer time to create. Instead
they order small quantities to reduce lead times. A manufacturer’s warehouse facility, in
this case, can speed up shipping, as it allows retailers to implement cross-docking from
their distribution centers (Leather Today, 2003). To minimize the inventory levels at the
warehouse and to take advantage of the third-party logistics provider for warehousing and
shipment, the manufacturers need to be able to track accurate job completion dates at
their facilities. Due date information is crucial in coordinating the distribution channel
and reducing the supply chain cost.
Feasible due date determination is a complex task and requires real-time material
and capacity availability information from the shop floor. Capable-to-promise (CTP)
functionality, a feature of advanced planning and scheduling (APS), provides immediate
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shop floor information for order promising. CTP calculates the earliest feasible
production completion date of the order based on the real-time information concerning
available capacity and materials, enabling the manufacturer to quote feasible due dates
that promote fast response times.
Currently, many companies within the furniture industry use some form of work
measurement to determine the production capacity of a work unit (i.e., machine, operator,
or department). Time standards are the end result of the work measurement and specify
the time allotted to perform a specific task. Motion analysis is the most prevalent
technique to develop these time standards. Motion analysis involves dividing the work
content of a given task into basic body motion elements. These elements are assigned
standard times using one of the various predetermined time systems MTM, MSD, etc.
Time standards for an operation are then generated using the desired combinations of
these motion elements. The production rate of a specific product can be calculated
knowing the time standards of the operations and the number of operators and/or
machines availability. Accepted orders, their due date and production capacity together
provides the information for determining future capacity availability.
To assist the furniture industry with quoting due dates based on available capacity
and aligning procurement and scheduling with customer demand, the proposed research
will develop a prototype of a due-date quoting system based on the capable-to-promise
functionality. An investigation will be made on the order fulfillment process of a
furniture manufacturer and various capable-to-promise alternatives will be evaluated to
devise a strategy. The testing of the proposed strategy will be based on the single
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production line of a furniture manufacturing company and will set the framework for
company-wide deployment of a due-date quoting system.
1.1

Background
Increasingly, companies are focusing on the supply chain to gain a competitive

advantage. Efficient working of the supply chain requires that each participant should be
in a position to respond to the incoming customer orders reliably and in real-time (eB2X,
2000). Order promising functionality provided by Advanced Planning and Scheduling
(APS) allows the suppliers to promise order due dates accurately using information on
future resource availability. Synchronizing available resources with customer demand
yields shorter lead times, which in turn leads to earlier due dates quoted to customers,
reduction in work in process inventory, better forecasting, reduction in obsolescence cost
and increased customer satisfaction (Gould, 2003).
For many years companies have been scheduling plant operations based on due
dates. Given an order’s due date, companies worked from the bill of materials backwards,
scheduling the required operations in a time-phased manner, to determine a start date for
that order. But this approach was based on averages and doesn’t consider resource
availability. Material requirements planning (MRP), a tool for manufacturing planning
and control, is based on such an approach of backward scheduling and has proven to ease
the problem of material requisition for manufacturing companies (Higgins, Roy and
Tierney, 1996). Using the master production schedule (MPS) as input, MRP explodes the
bill of materials for each product and generates a time-phased view of the material and
component requirements to implement that schedule.
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A major drawback associated with MRP is that it assumes infinite resource
capacity. To help with this limitation, Rough Cut Capacity Planning (RCCP) was
introduced in an attempt to measure the feasibility of the master production schedule
(MPS) based on key capacity limitations such as labor hours and critical machines, but
failed to provide enough information for decision making (Bermudez, 1996). Capacity
requirement planning (CRP) was introduced in MRP to make the MPS capacity sensitive.
The function of CRP is to calculate the loads at work centers based on the planned orders.
But CRP does not provide a solution, just a picture of each work center’s load if the plan
is executed. If workstations are overloaded, capacity has to be added or the plan must be
manually changed to make the resulting schedule feasible. Finite capacity planning
(FCP), a refined version of CRP, considers the finite capacity of resources in generating
the schedule. When the maximum capacity is reached, FCP simply pushes that work to
the next shift or day showing the parts that will be finished late in the plan (Enns, 1996).
FCP uses a kind of finite capacity scheduling (FCS) technique in generating the
schedule. FCS translates the scheduling problem into a mathematical sequencing problem
and develops feasible capacity schedules. FCS emphasizes maximum resource
availability and ensures that capacity utilization is not exceeded (Gould 2003). In case the
capacity utilization exceeds 100% of the predetermined times, a FCS system
automatically extends some due dates according to the order priority given. The
optimized

production

technique

(OPT)

system,

also

known

as

synchronous

manufacturing, developed by Goldratt involves constraints-based scheduling and
optimization of machine utilization. The system mainly targets bottlenecks to increase
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throughput and reduce inventory. The system proposes that only critical resources should
be used to determine the production capacity of the plant. It uses the drum-buffer-rope
methodology to control shop floor operations (Hendry and Kingsman, 1989).
All of the above mentioned systems try to schedule operations on the shop floor
based on given due dates, but setting the due date for an order is the responsibility of a
customer service representative (CSR). In a typical setting, when an order arrives the
CSR would check the uncommitted stock and if the product is available, the order would
be accepted. If not, the CSR would quote a due date based on a pre-defined standard
fixed lead time associated with the product or its family of products. This type of
approach does not consider in-process inventory and future availability of resources; as a
result, capacity utilization and customer service end up varying with demand.
As the variety of products that companies produce continues to grow and change,
it becomes difficult to revise standard lead times for products. To overcome this problem,
companies made scheduling information available to CSRs enabling them to quote due
dates based on scheduled production. Today, most of the MRP/ERP systems support
automated order promising systems based on the current information regarding in-process
and scheduled production. Such systems, known as available to promise (ATP), check the
uncommitted stock from the in-process and scheduled production, and calculate the
remaining processing time to determine due dates. If no inventory is available or
production is not scheduled for that product, CSR again reverts to standard lead times to
quote due dates (Shobrys, 2002).
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ATP solved the problem for make-to-stock companies, which are driven by
forecasts, but it offered no improvement for make-to-order companies. In general, many
companies produce both make-to-order and make-to-stock products. In order to improve
their order promising process, make-to-order companies started considering capacity
based on monthly or weekly timeframes (buckets) and CSRs started interacting with
planners to seek feedback on order due dates (Shobrys, 2002). Typically CSRs cycled
order information to the planners on a daily or weekly basis and planners provided
feedback on acceptable due dates and quantities by viewing the capacity buckets. But in
this type of approach the response time to get a quote to the customer was very slow. To
enable real-time due-date quoting, companies acquired planning engines for use by the
CSRs that would define the available resources and capacity for each time bucket in the
planning horizon. The CSRs can then query the planning engine to find the feasible due
dates with the planning engine booking the capacity in the time buckets on acceptance of
an order (Shobrys, 2002). Today, vendors offer this ability to connect CSRs to the
planning engine under the heading capable-to-promise (CTP). CTP solutions are an
extension of ATP and take into consideration in-process production, material availability
and capacity when determining due dates.
Capacity consideration based on time buckets falls short in many areas (Shobrys
2002). It does not consider the sequence of production activities and thus neglects the
changeovers and setups. Moreover, it limits the control of finished goods inventory as it
provides no visibility of when the production will occur within the specified time bucket.
Therefore, a need exists to look into a process that would provide a precise sequence of
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material and resource consumption. Scheduling is done on a regular basis and it considers
sequence of production and provides visibility on when the production will occur. To
determine more accurate due date companies started linking the scheduling function to
order commitment (order acceptance). A production run for a specific order is blocked
into the master schedule weeks in advance. On arrival of the order, a CSR checks the
master schedule and blocks the available capacity closest to the requested due date.
Committing orders from scheduling is the current technology and can be used for both
make-to-order and make-to-stock companies. It considers all the production stages and
raw material availability to respond to the queries from the CSRs. Today CTP systems
are offered both under advanced planning and advanced scheduling options (Bermudez,
1996).
Viewing the importance of order promising in supply chain management, duedate quoting is attracting the attention of many researchers. Chen, Zhao and Ball (2001)
have developed a mixed integer-programming model for order acceptance and due-date
quoting for batch orders, with the objective of minimizing overall system cost. Their
model only targeted the ATP function of advanced planning and scheduling and does not
consider real-time due-date quoting. Instead, the batch of orders accumulated in some
interval is provided as input. Taylor and Plenert (1999) developed an order-promising
model based on finite capacity scheduling for the single and two-machine case using an
approach similar to PERT networks to calculate available capacity. On arrival of an
order, the system checks the current schedule for existing available capacity to find the
earliest completion date and promise due date by inserting the order in the schedule.
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Using the idea of OPT, their model for a single machine could be applied to systems with
an identified bottleneck.
Taylor (2001) described three alternatives for finite capacity scheduling as orderbased, event-based and process-based scheduling. Order-based scheduling schedules the
orders based on the priority each is assigned. Highest priority orders are scheduled first
and then those with lower priority. In event-based scheduling, an event (completion of an
activity or job) triggers the insertion of the order into the schedule. On completion of an
activity on a workstation, orders which are ready to be processed on that workstation, are
scheduled based on priority. In the case of quoting a due date to a single customer, only a
single order is to be scheduled and it can be inserted into the schedule based on the
earliest available capacity. The process-based approach described is applicable for flow
manufacturers in the make-to-stock environment.
Forsyth and Porter (2000) discuss setting the due date based on the bottleneck
department via a case study of customer service improvement for a make-to-order
company. The sales department in this case was provided with access to a database
containing known weekly capacity. Due-date quoting based on the available capacity of a
bottleneck department improved the on-time delivery performance of a hat manufacturing
company by 70%. Ozdamar and Yazgac (1997) also attempted to solve the problem for
setting due dates for known firm orders for a system with an identified bottleneck
department. However, their approach tried to minimize the overtime and backorder cost
for a planning horizon rather than support due-date quoting.
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Wang, Fang and Hodgson (1998) developed a branch and bound algorithm for
multi-customer due date bargaining in a fuzzy make-to-order environment. The algorithm
considered capacity and materials constraints at all stages of manufacturing and
determines the feasible due dates for customer orders, minimizing the overtime and
weighted deviation from the customer quoted due dates. It utilized the information from
the order and resource database to determine the available resources. But this algorithm
was hard to implement and required lengthy CPU time. To reduce the computing
requirements, Wang, Fang and Nuttle (1999) developed a simpler algorithm based on the
same approach. Kolisch (1998) developed an integer-programming algorithm for order
acceptance and rejection based on the customer-specified time window and capacity
availability, with an objective to maximize the revenue generated. A batch of orders for
the planning horizon is required to be fed into the algorithm to determine the accepted
orders with due dates. But, in general, a customer service representative can negotiate
with only one customer at a time and the customers require an immediate quote of an
order’s delivery date.
Due-date quoting is a difficult task for a make-to-order company and requires
real-time capacity and material availability information. Based on a review of the
literature it can be said that with real-time knowledge of resource availability and
scheduling rules, a customer service representative is in a good position to quote reliable
and responsive due dates for a customer. If the system has a defined bottleneck, the
capacity information is decided with that single machine or department. Integration of the
sales department with procurement and planning or scheduling department is required for
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real-time due-date quoting. Moreover for quoting due dates using advance planning or
scheduling, a company should have knowledge of the defined capacity for the given
planning horizon.
1.2

Problem Statement
U.S. furniture manufacturing industry is facing intense foreign competition due to

globalization. During the past decade the U.S. furniture industry has lost approximately
one third of its market share to foreign industries. At the same time US furniture exports
are decreasing. As a result, furniture manufacturers are closing their domestic plants and
substituting components or complete lines with imported products. If this trend continues,
furniture manufacturing plants will be forced to close as international competition
captures increased market share (Buehlmann, et al., 2003).
In order to maintain domestic presence, manufacturers will have to develop
strategies to withstand this competition. With foreign countries enjoying much lower
labor cost benefit with respect to the U.S., it is not possible to compete on the basis of
cost in the labor-intensive industry like furniture (Schuler, and Buehlmann, 2003).
According to Scultz (2002), the reason for foreign countries entering our market is not
the low labor cost, but it’s our lack of differentiation which creates opportunity for them.
The only benefit that U.S. furniture industry can use for its competitive advantage is
proximity to the market and raw materials. The furniture industry can differentiate itself
by producing better quality, customized products and delivering them quickly, thus
reducing the opportunities for imports (Buehlmann, et al., 2003).
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The U.S. Competitiveness Survey identified responsiveness and on-time delivery
as the major strategic areas to improve competitive advantage. Adopting a due-date
quoting system (order promising) based on the future resource availability allows a
company to quote shorter lead times to customers and at the same time ensures on-time
delivery. The problem to be addressed in this research explores the possibility of using
finite capacity promising in a make-to-order environment, specifically addressing the
furniture industry. Based on an examination of one specific furniture manufacturer who
assigns order due dates based on a standard fixed lead time, the actual shop floor cycle
time for an order is around 10% of the quoted lead time. In such situations, there exists a
considerable potential for decreasing response time, improving customer service and
reducing capital tied up in inventory.
A labor-intensive industry, such as the furniture industry, defines capacity and
labor standards by developing time standards. The commonly used techniques to develop
time standards are: motion analysis, time study, activity sampling, historical data and
estimates. These task times are then used to determine times standards for the different
products, as well as production rates and schedules based on available operators. Using
the company’s defined production rate for specified items it is possible to calculate
available capacity given the existing orders. As well, since separate standards are
developed for each product, each standard has to be updated manually with changes in
technology, methods, or operator availability. Hence, to support these methods an
organized way to access and manage capacity data per product is needed.
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1.3

Objective
The goal of this research is to develop a framework for due-date quoting (order

promising) system in a make-to-order environment, which in turn will enable the
furniture industry to become more responsive to customers.
Due to the emergence of integrated supply chains, order promising systems are
attracting many businesses today. The current software market is flooded with software
based on advanced planning and scheduling, which provides planning and order
promising functionalities. These software systems are offered as an additional module to
MRP and ERP systems and it is not feasible for many small and mid-sized companies to
adopt these expensive systems. Moreover such systems require that companies adopt a
specific control methodology. Therefore, this study will look into the current business
processes in the furniture industry in order to develop a framework for a due date
promising system. The objectives of this study are:
1. Devise a strategy for finite capacity promising that can be applied in a make-toorder environment.
2. Develop a prototype of a due-date quoting system (based on the operational
policy of a furniture manufacturer) to demonstrate the benefits that can be
achieved by implementing the devised strategy.
3. Develop a framework for the order promising system for the furniture industry.
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1.4

Approach
1.

Survey the literature in order to identify an order promising strategy for maketo-order environment that can enhance responsiveness that simultaneously
ensures on-time delivery.

2.

Devise an order promising strategy that can enhance lead time performance for
the furniture industry.

3.

Look into the order fulfillment detail of a furniture company to develop a
prototype of the order promising system based on the proposed strategy.

4.

Develop a prototype order promising system (specific to the company under
study) in order to demonstrate the benefits that can be achieved from
implementing the proposed strategy. We will neglect the materials availability
information and base our research only on capacity consideration.

5.

Design a study on the company in order to evaluate the benefits gained by
adopting the proposed strategy. The study will consist of the steps shown in
Figure 1.1.
Step 1.

Load the system with existing orders.

Step 2.

Generate due dates from new customer orders information. The
various assumptions that will be made in generating the due dates
are:o Infinite materials availability.
o Setup times are negligible compared to the processing time.
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o Lead times of processes, defined through time study, are fixed and
known, and do not depend on the load on manufacturing.
Step 3.

Develop plans to process those orders.

Step 4.

Validate the developed plan for on-time delivery performance
greater than 99%. Simulation model was developed to validate the
developed plan.

1 Month
Schedule

Load

Prototype

Schedule +
Due dates

Simulation
Model

On time
Delivery?

Step 1
Step 2

1 Month
Customer
Orders

Figure 1.1 Steps Involved in Study
6.

Based on the result from the experiment develop a set of recommendations for
implementing of order promising systems for the furniture industry.

1.5

Evaluation
Actual order information from the company under study will be used in

generating the due dates. The system will be evaluated by comparing the average lead
time quoted for those orders by the company to the average lead time quoted by the
system. As lead time improvement is a gradual process, an improvement of 3 or more
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days in the average lead time quoted to the customers will represent acceptable
enhancement to current system performance.

CHAPTER II
PROPOSED STRATEGY
In a make-to-order environment products are sold not from inventory but on
promises. The literature review provided a good insight into the benefits that can be
gained by adopting an order promising system based on resource availability.
Synchronizing incoming orders with available resources yields shorter lead times, and at
the same time enhances the probability of an on-time delivery. Capable-to-promise (CTP)
systems provide the ability to determine when a new customer order can be promised
delivery based on available resources. CTP considers capacity analogous to inventory and
commits the unused capacity on acceptance of an order, provided the materials are
available. As stated in the literature review there are two approaches to capable to
promise systems: advanced planning and advanced scheduling. Bermudez (1996) defines
these approaches as follows.
1. Advanced planning – “the process of balancing material and plant resources to best
meet customer demand while achieving business goals.”
2. Advanced scheduling – “the process of precise sequencing of all materials and plant
resources, at an operational level, over the near term time horizon (typically less than
a month) to best meet customer demand.”
Advanced planning is important in an environment where setup time and batch
sizes drive system performance. In such cases, planning is performed using weekly or
17
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monthly bucket sizes. Planning does not provide information regarding when an order
will be processed in the specified time bucket. On the other hand, scheduling provides
visibility on the actual processing time of an order. Yao and Carlson (2003) describe
mixed-model furniture manufacturing facilities as a hybrid flow-shop that utilizes the
concepts of just in time (JIT) that emphasizes quick changeovers, work-in-process
constraints, and small batch sizes. Given this type of environment, advanced scheduling
is a better approach for developing an order promising system for the furniture industry.
2.1

Advanced Scheduling
Advanced scheduling systems determine the due date of an incoming order by

scheduling that order on its arrival. These systems perform finite capacity scheduling to
find the earliest date the order can be shipped from the manufacturer. On acceptance of
the order, the capacity is committed from the schedule. Since every single order is quoted
a due date on its arrival, each order is given equal priority and is processed on a firstcome first-serve policy. The following example illustrates the order commitment process
based on the advanced scheduling system.
Suppose a make-to-order shop consists of two machines X and Y which are both
required to manufacture products A and B and there is an infinite supply of raw material
available in the shop. The shop runs one 8-hour shift a day from 9 a.m. to 5 p.m. Both
products A and B are first processed at machine X and then on machine Y. The
processing time for product A is 10 minutes on machine X and 9 minutes on machine Y.
Likewise, the processing time for product B is 8 minutes on machine X and 9 minutes on
machine Y. For both products A and B, setup time is negligible with respect to
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processing time, so that the setup times can be neglected while scheduling. The time
buffer between station X and Y is 2 hours and the process batch size is not equal to the
transfer batch size. After being processed at station Y both products are ready to be
shipped to customers. In order to maintain a specific service level (of on-time delivery), a
time buffer is created by adding one day to the planned completion date to determine the
order delivery date. Table 2.1 shows the current shop floor schedule.
Table 2.1 Schedule Before Order Arrival
Date
09/22/2003

Machine
X
Y

Order
251
250
251

Product
A
B
A

Quantity
20
15
20

Start Time
9:00 a.m.
9:00 a.m.
11:15 a.m.

End Time
12:20 p.m.
11:15 a.m.
2:15 p.m.

Suppose a customer places an order for 30 parts of product B with a request for
the earliest possible delivery. The customer service representative (CSR) in this case
accesses the schedule file in an attempt to find enough available capacity to process the
order. Based on a query of the current schedule and capacity availability (shift time) data,
unused capacity is determined to be available on the 22nd of September. Next the CSR
forward schedules the new order to find the earliest completion date.
The earliest time, the new order can be scheduled at machine X is at 12:20 p.m.
on September 22. The order requires 240 minutes (30 parts * 8 minutes/part) of capacity
and is scheduled from 12:20 p.m. to 4:20 p.m. at machine X. The earliest starting time for
the order at machine Y is decided by the time buffer established between the two
machines. Based on the two hour time buffer defined between the two stations, the
earliest starting time at machine Y is computed as 2:20 p.m. on September 22. Machine Y
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is available at this time and the order requires 270 minutes (9*30) of capacity at this
station. Since after 2:20 p.m. machine Y is available only for 160 minutes on September
22, 17 units (153 minutes) of product B are scheduled on September 22 and the
remaining 13 units (117 minutes) are scheduled on September 23, from 9:00 a.m. to
10:57 a.m.
Based on the results, the earliest completion date is determined to be September
23; therefore, the CSR quotes the order delivery date as September 24. If the customer
accepts the offer, the schedule is updated to reflect the firm order; otherwise the order is
deleted from the schedule.
Table 2.2 Schedule After Order Arrival
Date
09/22/2003

Machine
X

09/22/2003

Y

09/23/2003

Y

Order
251
252
250
251
252
252

Product
A
B
B
A
B
B

Quantity
20
30
15
20
17
13

Start Time
9:00 a.m.
12:20 p.m.
9:00 a.m.
11:15 a.m.
2:20 p.m.
9:00 a.m.

End Time
12:20 p.m.
4:20 p.m.
11:15 a.m.
2:15 p.m.
4:53 p.m.
10:57 a.m.

The above example considered a situation where a customer requests the earliest
possible date an order can be delivered. In this case, forward scheduling was used to
determine the earliest delivery date for the order. In forward scheduling, order release
time is used as the starting point to schedule plant operations. In the above example the
earliest capacity available at machine X decides the time to release work into the system.
If a request is made that an order be delivered by some specific date, backward
scheduling can be used so that the CSR can quote a due date as close as possible to the

21
requested date. In backward scheduling, the order due date is used as the starting point to
schedule plant operations.
2.1.1

System Requirement
The above example provides a good understanding of the information requirement

for an advanced scheduling system. The various constraints considered before quoting a
due date for a customer are work center availability (number of machines and shift time),
part routing through the machines, flow time between the machines (considered in the
form of a time buffer), and the available capacity in the schedule. Next, the necessary
capacity to process the order (defined through production rate at each workstation) is
blocked into the schedule to determine the order completion time. Due date is determined
by adding a one day safety time to the completion time. In this study, it is assumed that
there is infinite supply of materials and setup times are negligible, but in some cases,
materials availability information and setup times would need to be considered before
developing production plans. The advanced order commitment system requires the
information and integration of the modules shown in Figure 2.1.
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Figure 2.1 Order Promising System Requirement
•

Resources - the resources module contains information regarding the capacity
available to perform work. This consists of the number of workstations
(resources) available and the time within each shift when these resources are
available. If manufacturing is constrained by the availability of operators, this
information would be included in this module as well. The resource module also
contains information on the availability of materials i.e. in on-hand inventory,
scheduled arrivals and lead time requirements for raw materials and component
parts.

•

Product Bill of Material – this module contains the following information for each
product.
1) Routing data that defines the sequence of workstations a product must pass in
order to complete.
2) Setup time required at each workstation.
3) Flow time between workstations.
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4) Processing time at each workstation.
5) Materials or components required at each workstation.
•

Schedule – this module contains the committed resources for each order with
respect to date/time. For example, order #250 that consists of 15 units of product
B is scheduled to be processed at station Y from 9:00 a.m. to 10:15 p.m. on
September 22nd or stated another way, order #250 of product B consumes 75
minutes of capacity at station Y on September 22nd.
In addition to these modules, information regarding safety lead time is also

required. In make-to-order companies, work is planned to be ready for shipping a
predetermined amount of time prior to the quoted due date. This difference between the
planned ready-to-ship time and the quoted due date is the safety lead time and its purpose
is to absorb the time taken by unplanned disruptions in production. Use of this safety lead
time increases the probability of on-time delivery.
2.1.2

Information Management
The above section described the information requirement for developing an order

promising system based on advanced scheduling. An order promising system requires the
integration of information contained in the various modules described. Within an
enterprise, the information related to resources, bill-of-materials and scheduling is
managed by different personnel. The resource module contains the available capacity and
materials availability information. Capacity planning is the responsibility of the planning
department and the materials availability information is managed by the procurement
department. The information related to bill-of-materials is managed by the product
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development and the manufacturing engineers. Generally scheduling is the responsibility
of the scheduling department, but the advanced scheduling function requires that CSRs
be responsible for developing a manufacturing schedule. However, the information used
by the system to develop schedules is maintained by the manufacturing supervisors that
are directly responsible for controlling the manufacturing operations. Therefore, the
system should provide an effective means for such persons to access and maintain this
information. Also, procedures should be established for developing and updating the
schedule based on the operational policy of an enterprise. If the due dates are affected
when schedules are updated, the system should be able to provide feedback so that the
CSRs are in a position to inform customers about their new order delivery dates.
2.2

Theory of Constraints
In practice there is always one resource that is constantly loaded to its

demonstrated capacity. This resource is commonly referred to as the bottleneck. The
ability of the company to meet the promised due dates depends on the ability of the
bottleneck to meet its schedule. Goldratt developed the theory of constraints (TOC),
which focuses on managing and improving the performance of a production line by
focusing improvement efforts on the bottleneck resource. The constraint management
strategy of TOC is concerned with maximizing the bottleneck output and synchronizing
the overall business to the bottleneck. The synchronization of overall manufacturing with
the bottleneck resource is achieved using a scheduling system called the drum-bufferrope (DBR). The idea behind drum-buffer-rope control is that the drum (i.e. bottleneck
process) controls the pace of manufacturing and the release of materials to
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manufacturing. An inventory buffer in front of the bottleneck process ensures that it has
plenty of inventory to keep it running. The rope means that the consecutive processes are
carried out with a minimum time span between them (APS Insight, 2001).
Combining DBR and advanced scheduling makes the order promising process
pretty straightforward. This is due to the fact that capacity availability is determined by
the bottleneck resource and therefore, scheduling is only constrained by this one resource.
The delivery dates can be determined by having knowledge of the processing
requirements down the line from the bottleneck. The major implementation issue with
capable-to-promise is that the customer service representative (CSR) is responsible for
scheduling the entire manufacturing facility (Bermudez, 1996). Using an integrated
system (advanced planning with DBR) would allow CSRs to add, edit and delete the
orders from the schedule with little consultancy from manufacturing. If manufacturing
runs fast or lags behind, the schedules can be altered quickly and the customers can be
informed in advance of their order shipment. Yao and Carlson (2003), describe that in a
mixed model furniture production setting, synchronization among and between the
various producing departments is important, so that sub-assemblies arrive at final
assembly together. A DBR system in this case works to synchronize the various
manufacturing resources. The proposed strategy of this research is to integrate advanced
scheduling with the drum-buffer-rope control technique in order to develop an order
promising system for the furniture industry.
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2.2.1

Drum Buffer Rope Execution
This section provides a general overview of the execution of the “drum-buffer-

rope” control system for synchronizing the flow of products (Figure 2.2).

Rope
Gate

Drum

Raw
Materials

Customer
Demand
Constraint Buffer Time

Shipping Buffer
Time

Product Flow

Figure 2.2 Drum-Buffer-Rope Technique (Scheinkopt, 2002)
The first step in implementing the drum-buffer-rope system is to determine the
bottleneck resource. The bottleneck resource is the one which limits the plant’s ability to
generate more throughput. The bottleneck can be a single workstation, a manufacturing
cell/line, a department or even the entire plant (when looking at the larger supply chain).
The bottleneck resource can be identified by estimating the work load on each
manufacturing resource. Next, the capacity in pieces per hour for the bottleneck resource
must be established. This data can be determined by creating time standards through the
use of some form of a work measurement system, for example methods time
measurement (MTM) and master standard data (MSD).
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Since the capacity of the system is determined by the bottleneck, it is important to
protect the bottleneck from the inevitable variability. Placing a buffer before the
bottleneck increases the probability that it does not starve and therefore, meets its
schedule. In a DBR system, this buffer is considered as the amount of time between the
material release and the time it reaches the bottleneck resource and is referred to as a
constraint buffer. A constraint buffer should be much larger (say 5 times) than the sum of
the setup and processing times required for all the operations between the release point
and the bottleneck resource (Cox and Spencer, 1998). Likewise, a shipping time buffer is
determined by adding the safety lead time to the sum of setup and processing times
required for operations after the bottleneck resource. Both the time buffer in front of the
bottleneck and the shipping-time buffer should be established before implementing the
DBR method.
Scheduling in a DBR system starts by scheduling the bottleneck resource. The
schedule gives the precise sequence of orders that will be processed at the bottleneck
resource. Work is released into the system at the rate decided by the bottleneck and is
timed according to the predetermined length of the constraint buffer (Scheinkopt, 2002).
The mechanism that ties the release of work directly to the constraint is called the rope
and ensures that the line operates on a pull system up to the bottleneck resource. The
bottleneck resource pulls work into the manufacturing process and thus synchronizes the
work across the system. Shipping is scheduled by adding the shipping buffer to the finish
time calculated in bottleneck schedule.

CHAPTER III
INDUSTRY OVERVIEW
One of the objectives of this research was to apply the concepts of the study to a
specific furniture manufacturer, to better evaluate the potential benefits from
implementing the proposed strategy. The manufacturer under study was a furniture
company producing upholstery furniture. To conduct the study, a prototype order
promising system was developed based on the proposed strategy. This section describes
the general processes and capacity considerations within a furniture industry producing
upholstery furniture.
3.1

Production Detail
The upholstery manufacturing facility can be categorized as a mixed-model

manufacturing facility. The facility consists of six departments corresponding to cutting,
sewing, backfill, frame construction, upholstery and packaging. Producing a large variety
of products often results in large inventories between the departments. To reduce workin-process inventory and to enhance flow manufacturing, the upholstery manufacturing
facilities are divided into lines specific to products. Thus each department of the facility
is divided into lines that act as a customer and/or supplier to one specific line from the
other department. Figure 3.1 shows the flow of work through a single production line of
the upholstery manufacturing facility.
28
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Figure 3.1 Upholstery Manufacturing
The production begins with the release of fabric into the cutting department. The
fabric is laid out on the table and cut to size and shape manually or by a numerically
controlled laser cutter. It is desired that the fabric be cut in large batch sizes (multiple
layers simultaneously) to reduce the labor cost. After the cutting operation, the fabric is
passed on to the sewing department for joining. At the sewing department the fabric is
sewed for seats, back, arms and body. The sewed components are then supplied either to
the backfill department or to the upholstery department depending on its purpose. Those
components passed on to the backfill department are stuffed and then supplied to the
upholstery department for assembly.

30
The frame department produces frames for the back, arms, seat, and body of the
unit and supplies them to the upholstery department. The upholstery department does the
final assembly of all the components and produces the finished products. These finished
goods are then passed to the packing department, where they are inspected and packed
for shipping. During production, the product flows through the departments and thus
schedules are developed for each department.
3.2

Capacity Consideration
A majority of the operations in the upholstery industry are manual. The industry

defines production rates and labor standards by developing time standards. In upholstery
manufacturing there are a few standard ways that a piece of furniture should be made, but
there are literally thousands of ways it can be produced (Crossan and Nance, 1962). Use
of a time study in the upholstery industry has proven unsatisfactory due to operators
stretching out their work times by introducing new tasks during analysis. The use of
motion analysis for developing time standards for non-mechanical (manual) activities
eliminates this problem. Motion analysis involves dividing the work content of a given
task into basic body motions elements. Each of these elements is assigned a standard time
by various predetermined time systems MTM, MSD etc. Time standards for an operation
are then generated using the desired combinations of these motion elements that define
the motions performed during the operation.
Even a small upholstery manufacturer may have as many as two hundred different
products and new products keep on being adding. Developing separate time standards,
through predetermined time systems, for operations involved in production of each
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product component requires about eight months of work on the part of an industrial
engineer (Crossan and Nance, 1962). To overcome this problem Crossan and Nance
(1962) suggested a technique of developing time standards for parts of the operations
instead of developing it for entire operations required in production of a component. This
enables interchangeability of operations between various product components. Time
standards for different components required for producing a product can be developed by
the desired combinations of these operations.
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Operation2

Element1

Component2

Operation3

Element2

Component3

Operation4

Element3

Element4

Operation5

Operation1

Figure 3.2 Relationships between Elements, Operations, and Components
Thus the time standards for components are developed in two steps. In first step,
time standards for operations are defined using a combination of elements and/or other
operations. An operation represents the sequence of basic movements that are executed in
production of a component. These are the standard operations which are executed in
production of many components. In the second step, time standards for components are
defined using the series of operations required to produce those components. A
component is a lower level item from a product’s bill of materials that is required to
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produce a product. The relation between elements, operations and components is shown
in Figure 3.2.
The production rate of a line in a department can be determined by having
knowledge of time standards of the components it produces, each component’s
precedence and the number of operators available. This production rate determined per
line defines the capacity of the line and is used to develop schedules for those lines.

CHAPTER IV
PROTOTYPE DEVELOPMENT
A study was conducted on an upholstery manufacturing facility to evaluate the
potential lead time performance improvement that may arise from using the proposed
strategy. In order to carry out the study, a prototype of a due-date quoting system was
developed based on the operational policy of the example company. A due-date quoting
system requires real-time access to capacity and materials availability information. A
database application can provide real-time access to the required data needed for
manipulation, analysis and decision making. While examining the needs of the company,
it was found that they preferred Microsoft Excel for developing schedules and creating
time standards. In order to ease the acceptance of a due-date quoting system for the
company, a single-user relational database application for Microsoft Excel was developed
to support the proposed strategy. The developed application allows a user to store,
manage, and access the necessary information and provides the ability to determine the
earliest date a new customer order can be promised delivery. This section describes the
database design and details the development of the prototype due-date quoting system.
4.1

Database
Whenever a substantial amount of information needs to be organized and stored, a

database is the solution (Connell, 2001). A database allows a user to store an enormous
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amount of information that can later be retrieved and edited. The stored information can
be used for display, manipulation, analysis, reports and decision making. A database
application provides an efficient means for a user to store, access and manage
information from the database.
4.1.1

Relational Database
The relational database approach is based on the branch of mathematics called

sets theory. A relational database model is efficient in that it requires minimal duplication
of information within the database. The data are stored and displayed in the form of
tables, which are also known as relations. Each table consists of rows and columns, rows
are analogous to records and columns are analogous to fields. Relations are established
between tables by linking common fields between the tables. By linking fields, the entire
record is linked between the tables. MS Access and Oracle are two examples of popular
relational databases. Advantages of a relational database include (Juozapavicius, 2001):
o Eliminates unnecessary repetition,
o Structural independence (i.e., changing the database structure does not affect the
database management system’s (DBMS) ability to access and manipulate data),
o Improved conceptual simplicity,
o Data independence (i.e., changing the characteristics of the data does not affect
the DBMS’s ability to access and manipulate data), and
o Ad hoc query capability via SQL (Structured Query Language) commands.
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4.1.2

Microsoft Access
Microsoft Access is a relational database management system that runs on

personal computers. It can be used for information management in small businesses and
to communicate with servers in a large enterprise. It uses the industry standard structured
query language (SQL) to query the database and extract subsets of related data. Every
windows operating system includes Microsoft data access components (MDAC), which
provides Open Database Connectivity (ODBC) and Object Linking and Embedding Data
Base (OLE DB) drivers for use by Microsoft Access. Given these providers, an Access
database can be accessed using the ActiveX Data Objects (ADO) and Data Access
Objects (DAO) data access objects, which are also the part of MDAC. Since the
Microsoft Windows operating system provides all the necessary components for
accessing an Access database, Microsoft Access was chosen as the database to use for the
prototype application with Microsoft Excel acting as the user interface.
4.2

Database Design
A database design is implemented by creating models. The first step in relational

database design is to capture the requirements (entities) that are necessary to develop a
system. Once the requirements are captured, the next step is to define the relationships
that exist among various entities identified. An entity-relationship diagram (E-R
Diagram) is used to define relationships between various entity classes. Next the tables
are defined from E-R diagram and the specific fields are identified for each relation
(Haag, Cummings and Dawkins, 2000). The resulting tables are then further normalized
to eliminate inconsistencies and redundancies in their design.
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4.2.1

Data Requirement
To design any database, one of the core concerns is to identify entities. An

“entity” is a person, place, thing, event, or concept about which information is recorded.
Section 2.1 describes the various modules required for developing a due-date quoting
system based on advanced scheduling. Based on the information requirements for those
modules, the entities required for developing such an order promising system for an
upholstery industry are:
•

Resources – in a DBR system the resource module contains the information
regarding bottleneck resource availability defined for the planning horizon and
materials availability. As described in section 3.1, a single production line of an
upholstery manufacturing facility is divided into departments. Since the product
must flow through each department once it is released, different schedules are
developed for the each department. The bottleneck resource is identified as the
department with the highest long-term utilization in the production line that
effectively limits the ability of the line to generate more throughput. The
availability of this resource is decided by the amount of time it is available for
operation (number of shifts per week and operations hours per shift) for the given
planning horizon. For example, the time department X is available on November
22nd is from 8 a.m. to 5 p.m. As jobs are scheduled the available time of the
department (resource) on this day is reduced. Thus the entities required to define
the availability of the bottleneck resource are “bottleneck department” and “shift”.
In upholstery manufacturing, the fabric is the only material that changes when a
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product is customized, and thus becomes the only material considered when
evaluating material availability. However, since the procurement lead times for
fabrics are small (approximately 2 days), these times can be included in the
constraint buffer which defines start of the planning horizon. For this reason,
infinite materials availability is assumed in this study. Therefore, the “bottleneck
department” and “shift” are the only entities needed to satisfy the information
requirement for the resource module.
•

Bill of materials (BOM) – considering the bottleneck department and infinite
materials availability, the information required from the BOM module is the setup time and processing time of the products within the bottleneck department.
Predetermined time study analysis is used to generate estimates for setup times
per product batch and production rates through the department. As described in
section 3.2, the various entities required to develop time standards through
predetermined time systems are “element”, “operation” and “component”. Thus
the entities that satisfy the requirements for the BOM module are “element”,
“operation”, “component”, and “product”. Elements are the basic human motions
whose motion times are predetermined. An operation represents the sequence of
basic movements (elements) that are executed in production of a component. A
component is a lower level item within a product bill of materials that is required
to make a product. The time required to produce a component can be estimated by
defining the sequence of operations required to produce it. A product is an end
item from manufacturing for which the setup time and production rate are
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recorded. Figure 4.1 shows the relationship between the product, component,
operation, and element entities. Since each BOM defines the relationships
between these entities for a specific product, knowing the number of components
of a product to be produced in the department, their precedence and number of
operators available, the production rate of a product within a department can be
determined.
•

Schedule – this entity is required for the schedule module and contains the portion
of the bottleneck department’s capacity that has been committed for orders with
respect to date and/or time. For example, order 251 consumes two hours of
upholstery department’s capacity on 22nd of November.

Product1

Component1

Operation2

Element1

Component2

Operation3

Element2

Component3

Operation4

Element3

Element1

Operation1

Operation5

Element5

Element5

Figure 4.1 Relationship between Product, Component, Operation, and Element
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4.2.2

Entity Relationship Diagram
An entity-relationship diagram (E-R diagram) is a graphical method of

representing entity classes and their relationships. The various entities required to
develop a database that supports the due-date quoting system are “department”, “shift”,
“product”, “component”, “operation”, “element” and “schedule”. Figure 4.2 shows the ER diagram for the order promising database. In the diagram a rectangle is used to denote
an entity class, a diamond denotes a relationship between two entity classes with a “1”
indicating a single occurrence of the entity and an “M” to indicating multiple
occurrences. For example, there exist one-to-many relationship between the department
and shift meaning that each shift can pertain to only one specific department, but a
department can have many shifts. A many-to-many relationship exists between element
and operation indicating that a specific element can be used by many operations and an
operation can be assigned many elements.

40
SHIFT

1:M

SCHEDULE

M:1

1:1

DEPARTMENT

PRODUCT

1:M

COMPONENT

M:1

M:M

OPERATION

M:M

ELEMENT

Figure 4.2 E-R Diagram for Order Promising Database
4.2.3

Normalization
Normalization is a process of ensuring that a relational database structure is

implemented properly as a series of two dimensional tables. Normalization mainly
focuses on the following three rules (Haag, Cummings and Dawkins, 2000):
o Eliminate repeating groups or M:M relationships.
o Assure each field in a relation depends only on the primary key of that relation.
o Remove all derived fields from the relation.
Figure 4.2 shows a many-to-many (M:M) relationship between Component and
Operation, and another between Operation and Element. An intersection relation was
inserted between the two relations to normalize the relationship (Figure 4.2). Normalizing
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a many-to-many relationship results in two one-to-many relationships between the
original entities and the new table (i.e., RELATION1).

COMPONENT

1:M

RELATION2

M:1

OPERATION

OPERATION

1:M

RELATION1

M:1

ELEMENT

Figure 4.3 Insertion of Intersection Relation
4.2.4

Tables
Once the relationships between the various entities were established, the

individual tables representing each of the entities were defined. The second and third
rules of normalization were followed during table development to ensure that the fields of
a table are functionally independent.
Element Table
This table contains the records of the elements and the operations. The operation
records were included in this table as defined operations serves as elements when
defining new operations. The information for operations in this table can be derived from
other tables in the database.
When considering an operation, the Code and TP fields contain values assigned
by the company to assist them in searching for an operation within a list of operations.

42
These fields are defined only for operations and are left blank for records pertaining to
elements
Table 4.1 Element Table
Field Name
DataCode

Type
CHAR (20)

Code

CHAR (20)

TP

CHAR (10)

Description
Time

CHAR (150)
INTEGER

Occurrence

CHAR (10)

Type

CHAR (1)

Description
A data code is an alphanumeric code that uniquely
identifies an element or an operation (Primary key).
An alphanumeric value that assists a user in searching
an operation. (Defined only for operations)
An alphanumeric value that assists a user in searching
an operation. (Defined only for operations)
Gives the description of either element or operation.
Time associated with an element or operation in time
measurement unit (TMU).
Describes the operation type i.e. “/occur”, “/bundle” or
“/inch”. (Defined only for operations)
Identifies whether the record is an element or an
operation.

Operation Table
This table contains the information that further describes an operation for use on
printed documents related to operations. Operations can be defined as any of the
following three types:
•

Per Occur - those operations which occur for each single instance of the product.

•

Per Bundle - those operations which occur one per batch of product (e.g.,
operations to setup machines for production of a batch). For operations of this
type, the operation time is distributed over the entire batch of parts when the
component time is computed.

•

Per Inch - those operations which are defined on the basis of per inch work.
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Table 4.2 Operation Table
Field Name
OperationCode

Type
CHAR (20)

Code

CHAR (20)

TP

CHAR (10)

Description
Condition

CHAR (150)
CHAR (150)

PreparedBy
ApprovedBy
Date
PDF
Occurrence

CHAR (20)
CHAR (20)
DATE/TIME
SINGLE
CHAR (10)

Description
OperationCode is an alphanumeric code that
uniquely identifies an operation. This field value is
related to the DataCode field in the Element table.
(Primary key)
An alphanumeric value that assists a user in
searching an operation.
An alphanumeric value that assists a user in
searching an operation.
Gives the description of an operation.
Describes the resources required to carry out an
operation.
Person who performs time study analysis.
Person who approves time study analysis.
Date when the time study analysis was performed.
Percent of personal, delay and fatigue allowance.
Describes the operation type i.e. “/occur”, “/bundle”
or “/inch”.

Relation1 Table
This table contains the relationship between operations and elements or between
operations and operations. An operation time can be derived by querying this table, the
operation table and the element table.
An operation consists of a series of elements and/or operations that are carried out
in a specific sequence. In order to determine the time associated with performing an
operation, a time study analysis (using predetermined time-standards) is performed in
which the specific elements/operations are written in the sequence they occur in the
operation. Therefore a field “sequence” was defined which stores the position (as
number) of an element or operation in the time study analysis.
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Table 4.3 Relation1 Table
Field Name
ID
OperationCode
DataCode
Frequency
Description
Sequence

Type
Description
AUTONUMBER Relation number (Primary key)
CHAR (20)
OperationCode uniquely identifies an operation.
(Foreign key)
CHAR (20)
DataCode uniquely identifies an element or an
operation. (Foreign key)
SINGLE
Frequency of occurrence of an element or an
operation.
CHAR (150)
Description of an element or an operation.
INTEGER
Position of an element or operation in time study
analysis.

Component Table
This table contains information concerning each component. Since the
components of two different products can have same ComponentCode (component
number), an auto number for every record was created to define the primary key for this
table.
Table 4.4 Component Table
Field Name
ComponentID
ComponentCode
Style

Type
AUTONUMBER
CHAR (20)
CHAR (20)

Pattern

CHAR (20)

Department

CHAR (40)

Description
PDF
Frequency
Date

CHAR (150)
SINGLE
INTEGER
DATE/TIME

Description
Component number (Primary key).
Component Code of the product.
A style represents a family of products
manufactured in an organization and is defined by
a unique alphanumeric code. (Foreign key)
A pattern is an alphanumeric code that identifies a
product in a given product family. (Foreign key)
Department in which component is manufactured.
(Foreign key)
Description about the component.
Personal, delay and fatigue allowance.
Quantity of the component.
Date the time study analysis was performed.
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Relation2 Table
This table defines the relationship between components and operations. The time
associated with production of a batch of components can be derived by querying this
table, along with the product table, component table and element table (element table
contains time associated with each operation).
Table 4.5 Relation2 Table
Field Name
ID
ComponentID
OperationCode
Frequency
Description
Sequence

Type
AUTONUMBER
INTEGER
CHAR (20)
SINGLE
CHAR (150)
INTEGER

Description
Relation number. (Primary key)
Unique identifier of a component. (Foreign key)
Unique identifier of an operation. (Foreign key)
Frequency of occurrence of an operation.
Description of an operation.
Position of an operation in time study analysis

Product Table
This table contains the information related to the product. In the upholstery
furniture industry a product family is termed as style. A style code along with a pattern
code uniquely identifies a product. A composite key could have been defined for this
table but since composite keys degrade database performance, an auto number field was
created that acts as a primary key.
A BundleSize field is used when displaying time study analysis data for
components. The time for “/bundle” operations needs to be divided by the bundle size
stored in this field. For due-date quoting purpose the quantity in the order is used as
bundle size.
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Table 4.6 Product Table
Field Name
ID
Style
Pattern
Name
Description
Drawing#
BundleSize

Type
Description
AUTONUMBER Product number (Primary key).
CHAR (20)
A style represents a family of products
manufactured in an organization and is defined by a
unique alphanumeric code.
CHAR (20)
A pattern is an alphanumeric code that identifies a
product in a given product family.
CHAR (40)
Name of the product (e.g., Verona)
CHAR (100)
Description about the product.
CHAR (10)
Drawing number for the product.
INTEGER
Lot size for the product.

Schedule Table
When examining the order fulfillment process of the specific company of this
study, it was found that shipping from manufacturing to the warehouse is done on a
bucket size of one day. Meaning that whatever manufacturing produces within a day is
transported to the warehouse that same day at the end of the shift. Since the size of the
transfer batch from manufacturing to the warehouse is the day’s production, determining
the precise completion time of an order is not required, only the date of its completion is
needed. Therefore the explicit start time and finish time for an order are not included in
this table.
In this table, the “Quantity” field serves the same purpose as the “BundleSize”
field in the products table. Both are used to determine time required to produce a
component. “BundleSize” is used only when displaying the time required for producing
the component. When determining due dates and scheduled time per shift, “Quantity” is
used to compute the time required to produce a component.
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Table 4.7 Schedule Table
Field Name
ID
Date
Style
Pattern
Order
Entry
DueDate
Quantity

Type
Description
AUTONUMBER Schedule number (Primary key)
DATE/TIME
Date when the production is scheduled. (Foreign
key)
CHAR (20)
A style represents a family of products
manufactured in an organization and is defined by a
unique alphanumeric code. (Foreign key)
CHAR (20)
A pattern is an alphanumeric code that identifies a
product in a given product family. (Foreign key)
CHAR (10)
Order Number.
DATE/TIME
Order entry date.
DATE/TIME
Order due date quoted to the customer.
INTEGER
Quantity of product.

Department Table
This table contains the information related to the bottleneck resource. As was
introduced in Chapter 2, when using the drum-rope-buffer technique a constraint buffer
and shipping buffer must be defined with respect to the bottleneck resource. Therefore
these fields were included within this table. The shipping buffer size was defined in terms
of the number of days required to transport finished products from manufacturing to the
warehouse, followed by shipping of products from the warehouse to the customer. This
buffer size is specified in units of whole days. For simplicity in defining the start of
scheduling horizon, the constraint buffer size was also defined in units of days. The
production rate of product at the bottleneck department can be determined by querying
the component table, relation2 table, element table and shift table. The query from
department, component, relation1 and element tables determines the total operator time
required for production of all the components of a product produced within the bottleneck
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department. The shift table (described below) contains the number of operators available
for particular day.
Table 4.8 Department Table
Field Name
ID
Department
Constraint_B
Shipping_B

Type
AUTONUMBER
CHAR (40)
INTEGER
INTEGER

Description
Department number (Primary key).
Department name.
Constraint buffer size in days.
Shipping buffer size in days.

Shift Table
This table contains the operating hours available and operators’ availability
information with respect to date. As stated, for the company of this study, precise
completion time of an order is not required when determining due dates, only the
completion date is needed. Therefore, only the number of hours available within a day
was considered when defining attributes for this table. The operators’ availability
information was required as the production rate of a product through the department is
determined by distributing the work among operators.
Table 4.9 Shift Table
Field Name
ID
Department
Date
Time
Operators

Type
Description
AUTONUMBER Shift Number (primary key).
CHAR (40)
Department for which the shift is defined. (Foreign
key)
DATE/TIME
Date for which time available is defined.
SINGLE
Number of hours available for work.
INTEGER
Number of operators available for work.
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Relationships
Figure 4.3 shows the relationships between the tables as defined by their related
fields. In relational databases only one relationship is allowed between two tables. Since,
few tables in this design require two relations to be established in order to define
relationship, structured query language (SQL) was used to manage relationships between
the tables.

Schedule
ID
Date
Style
Pattern
Order
Entry
DueDate
Quantity

Shift
ID
Department
Date
Time
Operators
Occurrence
Type

Product
ID
Style
Pattern
Name
Description
Drawing#
BundleSize

Department
ID
Department
Constraint_B
Shipping_B

Operation
OperationCode
Code
TP
Description
Condition
PreparedBy
ApprovedBy
Date
PDF
Occurrence

Component
ComponentID
ComponentCode
Style
Pattern
Department
Description
PDF
Frequency
Date

Relation1
ID
OperationCode
DataCode
Frequency
Description
Sequence

Relation2
ID
ComponentID
OperationCode
Frequency
Description
Sequence

Figure 4.4 Relationships between Tables

Element
DataCode
Code
TP
Description
Time
Occurrence
Type
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4.3

Application Development
An application was developed for Microsoft Excel that provides a means to store,

manage and access production data required for implementing order promising and to
assist a user in determining the earliest date a new customer order can be promised
delivery.
The application was developed using Microsoft Excel 2000, Access 2000, and
Visual Basic for Applications operating on a personal computer running Windows 2000
Professional operating system. The minimum system requirements needed to run the
application are:
o Microsoft Windows 98/2000/NT,
o Microsoft Excel® 97/2000/2002, and
o Microsoft Data Access Components (MDAC) 2.0/2.5.
This section describes the overall application development of the due-date
quoting system. The business logic (code) for the application was written in Visual Basic
for Applications.
4.3.1

Interfaces between User and Database
A three-level, single-user relational database application was developed to

support the order promising system. The complete loop beginning with the user request
and ending with the satisfaction of that request is shown in Figure 4.5.
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User
Request
Interface 1
DBMS
Interface 2

Operation System
Access Method
Interface 3

Database

Figure 4.5 Three Level Database Application (Atre, 1988)
Interface 1
The user passes a request to the database management system (DBMS). A DBMS
is the software that integrates the database files and provides different views to the end
users. The DBMS accepts the logical request from the end user, converts it into the
physical equivalent, and accesses the database. The physical view of the information
deals with how the information is physically arranged, stored and accessed on the storage
device, such as hard disk or CD-ROM. The logical view of information deals with how
the end user needs to arrange and access information.
Interface 2
The DBMS in turn uses physical database connectivity to access the database.
The open database connectivity (ODBC) driver for Microsoft Access was chosen to
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provide connectivity to the database. Object linking and embedding database (OLE DB)
requires its version to be mentioned in the code in order to open connectivity. Thus using
ODBC the application can be used with any version of MDAC components or on any
windows platform. The Microsoft jet engine is the provider for ODBC driver for
Microsoft Access. Among the ActiveX Data Object (ADO) and Data Access Object
(DAO) data access technologies, ADO was chosen, as these are the universal data access
objects that can access data from any data source.
Interface 3
The DBMS together with the data access method retrieve the physical database
record(s). Physical records retrieved are then presented to the DBMS by using the data
access method. The DBMS then decides which data to be sent to the end user in what
specific format.
4.3.2

Management of Production Data
Six menus were created for Microsoft Excel to add, edit and delete production

data required for determining due dates. These are “Element”, “Operation”,
“Component”, “Style” “Department” and “Shift”. This section illustrates these menu
functions. Details on the algorithms used to execute these functions are given in the
appendix.
4.3.2.1

Add Entity
Menu commands were created to allow a user to add new entities (elements,

operations, components, styles, departments, and shifts) to the database. Figure 4.6
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describes the logic used by the system to complete the addition of an entity to the
database.

START

Enter Entity Information

Are there
empty
mandatory
fields?

Yes

Warning

No

Check
Duplicate
record in
database?

Yes

No

Write Record to Database

STOP

Figure 4.6 Add Entity Flow Chart

Error
Message
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4.3.2.2

Edit and Delete Entity
Menu commands were created to also allow a user to edit and delete entity

information in the database. Figure 4.7 describe the edit and delete operation. When the
user edits or deletes an entity (element, operation, etc.), the application automatically
updates the information in a relational fashion into the database and thus provides the
capability of updating all the associated entities that refer to that changed entity. This
mass-update feature of the application does not exist in other time-study database
applications for upholstery industry available in the market. This benefit is a greatly
reduces the time required to maintain the time standards for all products.
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START

Select Entity

Select
Action

Edit

Yes

Warning

Are there
empty
mandatory
fields?

No

Are You
Sure?

No

Yes

Error
Message

Delete

Yes

Check
Duplicate
record in
database?

Delete Record

No

Edit Record to Database

STOP

________________________________________________________________________
Figure 4.7 Edit and Delete Entity Flow Chart
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4.3.3

Order Promising
A menu command was created which pulls up the order promising interface that

assists a user in quoting a due date to a customer. The determination of a delivery date for
a new customer order is based on the earliest available capacity at the bottleneck
resource. Figure 4.8 shows the steps involved in the order promising function.
The order promising process starts with the entry of new customer order into the
system. The customer service representative (CSR) enters the product code and the order
quantity into the user interface provided. The application then schedules the order to
make use of the earliest capacity available at the bottleneck department and determines
the completion date for the order at the bottleneck department. Next the shipping buffer
(a constant time delay of XX days) is added to the order finish date in order to determine
the due date. The application then displays the due date on the screen and waits for the
CSR to enter the customer’s decision. If the order is accepted the schedule is updated in
the database, else the schedule is deleted from the database.
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START

ENTER Order

Schedule bottleneck station
using the earliest capacity
Order Finish Date
Add shipping buffer

Display Due date

Order
Accepted?

No

Yes
UPDATE Schedule

DELETE Schedule

STOP

Figure 4.8 Order Promising Flow Chart

58
4.3.3.1

Scheduling Scheme
On arrival, an order is scheduled to make use of the earliest capacity available at

the bottleneck resource within the defined schedule horizon. The start of the schedule
horizon is determined by the constraint buffer size and the end is determined by the
period into the future for which shift times are defined in the database. In the DBR
technique, an order is scheduled to be released in the system by backward offsetting the
bottleneck schedule by the constraint buffer size. The earliest day the arrived order can be
scheduled for release into the system is considered the next work day after the order is
taken. Therefore, the start of planning horizon for bottleneck station is determined by
adding the constraint buffer size to the next work day. For example, if the constraint
buffer size is 2 days and an order arrives on the 21st of September, then the production of
this order cannot be scheduled at the bottleneck resource within the next two days. That
means that the schedule horizon for this order starts on the 24th of September. Likewise,
if in the database, shifts are defined out to the 26th of October then this date represents the
end of the schedule horizon for this order.
The earliest available capacity in the schedule horizon can be determined by
searching through the database tables: shift, schedule, component, relation2 and element.
The shift table contains information on the time and operators available in each shift, the
schedule table specifies the products and their quantity that are currently scheduled for
future shifts, and the component, relation2 and element tables together provide the means
for determining the total operator time required to produce components within a
department. The production rate of a product within a department is determined from
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knowledge of the total operator time required for production and the number of operators
available within a shift. Orders consume capacity in the shifts within the horizon and the
time available that is left in a shift can be determined by subtracting the production time
of each order scheduled for that shift from the available time in the shift. When
scheduling an order there should be enough capacity available at the bottleneck
department, so that the entire batch (order quantity) can be scheduled together to run
contiguously although the order may be broken across multiple days (e.g., started at the
end of a shift on one day and completed at the beginning of the shift on the following
day). The various assumptions made while scheduling an order are:
•

when developing a schedule, a product itself must be completed in the same shift
but the order may be completed across multiple shifts (as described above),

•

none of the arriving orders require processing times of more than one day at the
bottleneck resource,

•

infinite materials availability, and

•

process lead times are fixed, known, and not dependent on the load on
manufacturing.
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START

ENTER product code and quantity (Q)
Query tables (component, relation2 and element) to determine the
total operator time (T) required for the production at bottleneck
OPEN query from schedule, shift, component, relation2 and element tables that
contains date, operator (N), shift time, scheduled time, Y (shift time – scheduled
time), ORDER BY date, WHERE Date > (Current Date + Constraint Buffer)

Compute Cycle Time (tc)
Yes

Is tc* Q < Y
No

MOVE to next record in query

Yes

Is End of
File (EOF)?
WRITE product code, quantity as
Q and date in schedule.

No
No

Is Schedule
Time = 0?
Yes

Message (Enough
Capacity not available)

Move to previous record in query

WRITE product code, quantity as
INT(Y/X) and date to schedule.

Move to next record in query

WRITE product code, quantity as (Q INT(Y/tc)), and date to schedule

STOP

Figure 4.9 Flow Chart for Scheduling
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Figure 4.9 shows the scheduling logic used when determining due dates. Once the
CSR enters the product code and order quantity (Q), the application determines the total
operator time (T) for manufacture of the product’s components at the bottleneck
department by querying the component, relation2 and element tables. When calculating
the components’ time the “/bundle” operation time is divided by the order quantity
entered. Next, another query is opened which contains the shift date, available operators
within a shift (N), time available within a shift (Y = shift time – scheduled time) and
scheduled time, where the shift date is greater than or equal to the start of the scheduling
horizon. The order is then scheduled by searching for the earliest capacity available in
this query. The following example illustrates the queries and calculations involved in the
scheduling logic.
Consider a production line within an upholstery manufacturing facility. Planning
for the production line is done on a bucket size (resolution) of one day. This production
line has an identified bottleneck department, the upholstery department, and a drumbuffer-rope control system is used to control operations of other departments. Both the
constraint and shipping buffer size are defined as 2 days each. The information regarding
the bottleneck department, constraint buffer and the shipping buffer is stored in the
department table of the database. The manufacturing facility operates 9 hours (540
minutes) a day, 7 days a week. For each shift, the upholstery department consists of three
operators. The time and operator availability for the upholstery department is defined in
the shift table from the 1st of January to the 30th of November. One of the products
manufactured within this line is product X for which information is stored in product
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table (Table 4.6). Components A, B, and C, that are manufactured in the upholstery
department, are among the components that make up product X. The time study analysis
for these components is stored in a relational fashion within the component, relation2 and
element (the element table contains both the element and operation information) tables
and the operator time required to produce a component is determined by querying these
three tables.
As discussed in section 3.2, time standards for components are defined in two
steps. First the standard time for operations required to produce/assemble a component
are defined using a combination of elements and/or other operations. Next, the standard
time required to produce a component is predicted using the time values for the series of
defined operations used to produce/assemble the component. Tables 4.10, 4.11, and 4.12
show the queries that determine the standard time required to perform an operation. In the
application, once an operation is defined, the necessary operation information is stored in
the element table. Table 4.13 shows the queries that determine total operator time
required to produce components of product X which are manufactured in the upholstery
department. The calculated time is based on those operations with a batch size of 20 and
a personal, delay and fatigue (PDF) allowance of zero.
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Table 4.10 Queries to Determine Standard Time for Operation1
Query 1 (from Operation, Relation1 and Element tables)
Operation Table
Relation1
Element Table
Table
OperationCode Occurrence
Frequency
DataCode
Time
Total (minutes)
(minutes)
Operation1
/batch
2 Element1
0.4
0.8
4 Element2
0.3
1.2
Query 2 (from Query 1)
OperationCode
Occurrence
Std. Time (minutes)
Operation1
/batch
2.0
Table 4.11 Queries to Determine Standard Time for Operation2
Query 3 (from Operation, Relation1 and Element tables)
Operation Table
Relation1
Element Table
Table
OperationCode Occurrence
Frequency
DataCode
Time
Total (minutes)
(minutes)
Operation2
/occur
2 Element1
0.4
0.8
2 Element3
0.1
0.2
Query 4 (from Query 3)
OperationCode
Occurrence
Std. Time (minutes)
Operation2
/occur
1.0
Table 4.12 Queries to Determine Standard Time for Operation3
Query 5 (from Operation, Relation1 and Element tables)
Operation Table
Relation1
Element Table
Table
OperationCode Occurrence
Frequency
DataCode
Time
Total (minutes)
(minutes)
Operation3
/occur
2 Element2
0.3
0.6
3 Element3
0.1
0.3
Query 6 (from Query 5)
OperationCode
Occurrence
Std. Time (minutes)
Operation3
/occur
0.9
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Table 4.13 Queries to Determine Total Operator Time Required to Produce Components
A, B and C
Query 7 (from Component, Relation2 and Element tables)
Component Table
Relation2
Element Table
Table
Component Product Department Frequency DataCode Occurrence Time Total
Code
(min.) (min.)
A
X
Upholstery
1
Operation1
/batch
2.0
0.1
Department
2
Operation2
/occur
1.0
2.0
B
X
Upholstery
2
Operation1
/batch
2.0
0.2
Department
2
Operation3
/occur
0.9
1.8
C
X
Upholstery
2
Operation2
/occur
1.0
2.0
Department
1
Operation3
/occur
0.9
0.9
Query 8 (from Query 7)
Product
Department
Std. Time (minutes)
X
Upholstery Department
7.0
The production rate of the department is determined by distributing work among
the available operators. The shift table (Table 4.9) contains the operators’ availability
information for each shift. The production rate is calculated by dividing the total work
content of the line by the number of operators available and then adding an allowance of
10 percent. The formula that determines the production rate of a product within a
department is shown below.
 Total _ Operator _ Time  %allowance 
1 +
tc = 

100

 Number _ of _ operators 
Thus the cycle time (tc) of product X at the upholstery department is equal to 2.57
minutes. This time is determined by querying the query 8 and shift table (Table 4.14).
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Table 4.14 Query to Determine Production Rate of the Department
Query 9 (from query 8 and shift table)
Date
Product Department Operators
Production Rate (tc)
11/13/2003
X
Upholstery
3
 7.0 min. 
(1+ 0.1) = 2.57 min/ operator
tc = 
Department
 3 operators 
Table 4.15 Bottleneck Schedule Before Order Arrival
Date
11/13/2003

11/14/2003

Order
150
151
152
153
153

Product
W
T
Y
Z
Z

Quantity
15
14
10
5
14

Assume the current bottleneck schedule (stored in the schedule table) for the
production line is as shown in Table 4.15. Suppose an order arrives on 10th of November
for 20 units of product X, with a request for earliest possible delivery. The customer
service representative enters the product code and quantity into the order promising
interface provided in the application. The application then opens a query that contains the
total operator time required to produce components of product X in the upholstery
department (Query 9). The time available within a shift is determined by subtracting the
production time of each order scheduled for the shift from the shift time. In order to
determined the production time of each order, a query (Query 10) is run and contains the
fields: date, order, product, quantity, production rate and total time. Query 11 then
calculates the scheduled time per shift from query 10. Next, a query (Query 12), ordered
by date, is opened containing the fields: date, scheduled time, shift time, available time
and operators, where only dates greater than order arrival date plus constraint buffer are
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shown (Tables 4.16 and 4.17). Information on the constraint buffer size is retrieved from
the department table.
Table 4.16 Queries to Find the Scheduled Time within a Shift
Query 10 (from extended form of query 9 and schedule table)
Schedule Table
Query 9
Date
Order
Product
Quantity
Production Rate
Total Time
11/13/2003
150
W
15
10
150
151
T
14
11
154
152
Y
10
14.2
142
153
Z
5
18.2
91
11/14/2003
153
Z
14
18.2
254.8
154
X
20
2.57
51.4
Query 11 (from query 10)
Date
Scheduled Time (minutes)
11/13/2003
537
11/14/2003
254.8
Table 4.17 Query to Find the Available Time within a Shift
Date
11/13/2003
11/14/2003
11/15/2003

Query 12 (from query 11 and shift table)
Shift Time
Scheduled Time Time Available
(minutes)
(minutes)
(minutes)
540
537.0
3.0
540
254.8
285.2
540
0
540

Operators
3
3
3

Next the application searches within this query to find the earliest capacity
available, so that the entire order batch can be scheduled together. For this example order,
the production rate and required capacity were determined to be 2.57 minutes and 51.4
minutes (2.57*20), respectively. The results of the query, shown in Table 4.17, illustrates
that the available capacity (3 minutes) on 11/13/2003 is less than the required capacity
(51.4 minutes). At this point, part of the order can be scheduled on this date if the
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scheduled time for next shift is zero. When the scheduled time for the following shift is
zero an order can be scheduled across two separate shifts since the entire order is
scheduled and can be run in a continuous manner (order 153 in Table 4.15). Since the
scheduled time for the next shift (11/14/2003) is not zero, it will not schedule any time
during the shift on 11/13/2003. The application moves to next record in the query
(11/14/2003) to check for available capacity. On this date the required capacity (51.4
minutes) is less than the available capacity (285.2 minutes). Since enough capacity is
available on this date the order is entered into the schedule table for 11/14/2003. Next the
shipping buffer of two days (retrieved from the department table) is added to the order
completion date (11/14/2003) yielding a due date of 11/16/2003. The application displays
the due date on the screen and waits for the CSR to enter the customer’s decision. If the
order is accepted the schedule table is updated, else the order is deleted from the schedule
table. The details of the order promising algorithm are provided in the appendix.

CHAPTER V
EXPERIMENT
The potential lead time performance improvement that may arise on
implementing the proposed strategy was investigated by conducting a study on a
simulation of an upholstery manufacturer. The company under study quotes due dates
based on the fixed standard lead times and operates on a weekly bucket size. The
manufacturing system has an identified bottleneck, the upholstery department, and the
entire plant works in coordination with this department. The manufacturing facility is
divided into production lines specific to product families. Eight weeks of data from the
upholstery department’s schedule from one such line was collected in order to carry out
the study. The study consisted of two tests, these were:
1. Estimate the performance improvement possible within a four week period
following the transition from the use of fixed lead times to the proposed strategy.
2. Estimate the potential best possible lead time for the simulated system using the
proposed strategy.
For both of the above mentioned tests, the prototype application was used to
generate due dates for the incoming orders (from the test dataset), develop schedules to
process those orders, validate the due dates for on-time delivery and then compare the
average delivery lead time quoted for those orders by the company (obtained from the
collected data) to that quoted by the system as a result of the simulation. The first test
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considered the actual load on the manufacturing in determining the due dates and shows
the benefits that can be achieved in a short-period after implementing the proposed
strategy. In the first test, the schedule from the first four week was treated as the existing
orders (quoted using a fixed lead time placing an initial load on manufacturing) for that
line and the next four weeks of schedule was used to define incoming orders. Sections
5.1.1 and 5.1.2 describe the approach used to create new orders and generate due dates
for those orders using the prototype application. Sections 5.1.3 and 5.1.4 describe the
steps involved in determining on-time delivery performance that may be achieved when
implementing the plans developed for the bottleneck department.
The purpose of second test was to determine the average lead time that can be
achieved when employing the proposed strategy with similar manufacturing parameters
and arrival rate characteristics. The actual lead time performance improvement that may
arise from implementing the proposed strategy was derived by starting the system out
empty and allowing it to reach steady state. Therefore, in the second test, the initial load
on manufacturing was neglected in determining the due dates and the entire eight weeks
of the dataset were used to define incoming orders. The approach similar to that
described in sections 5.1.1 and 5.1.2 was used to define incoming orders and determine
due dates for those orders. Section 5.2.2 describes the method used to determine the
steady state condition to gather statistical data. Next, the on-time delivery performance
was calculated for the orders that fall in steady-state. Lastly, section 5.3 evaluates the
proposed strategy based on the results obtained from the two tests performed.
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5.1

Transition to Proposed Strategy
This section describes the approach used to determine lead times for orders when

considering initial load on manufacturing.
5.1.1

System Loading
The developed prototype application assists a user in quoting a due date for a new

customer order based on the earliest available capacity. Prior to implementing the order
promising function of the application, the following information needs to be defined and
stored within the database:
•

bottleneck department, and the constraint buffer and shipping buffer size with
respect to the bottleneck department,

•

operational hours (shift times) of the bottleneck department,

•

bottleneck department commitments for existing orders (i.e., orders currently
scheduled for future shifts),

•

products manufactured on the production line,

•

elements and operations required to define the production times for components,
and

•

the components of each product that are manufactured in the bottleneck
department.
For the system studied, the bottleneck department was defined as the upholstery

department. To define the constraint buffer and the shipping buffer sizes, the
manufacturing cycle time and the order delivery process were examined. On average, a
product takes nine hours to reach the bottleneck after being released in the system. This
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time includes the processing time at the upstream departments and the time buffers
between the departments and thus represents the constraint buffer size. The line works 8
hours a day from Monday through Thursday and 4 hours on Friday. The developed
application accepts constraint buffer time in days. To make sure that the constraint buffer
size is always greater than nine hours, it was set at two days. Two additional days were
added to the constraint buffer size to account for fabric availability that brings the total
value to be four days. Delivery of finished goods to the customers is made from the
warehouse. Shipping of the products from manufacturing to the warehouse is done on a
bucket size of one day (i.e., each day at the end of the shift finished goods produced that
day are shipped to the warehouse). In this case, an order can be delivered from the
warehouse the day after its manufacturing completion date. It was assumed that the order
completion date at manufacturing is the same as the order completion date at the
bottleneck resource (upholstery department). An extra day of safety time was included in
the shipping buffer resulting in a shipping buffer size of two days.
The availability of the bottleneck department was defined by feeding the shift
times for this department through the user interface provided in the prototype. Shift times
were entered for two months from September 1st to October 31st. Four weeks of the
schedule for the bottleneck (from September 1 to September 26) were inserted into the
database before generating the due dates for new orders. Since no interface was provided
within the application to feed the existing schedule, these schedules were directly entered
into the schedule table of the database.
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The prototype application provides the ability to define production rate for each
product through methods analysis (i.e., by defining elements, operations and
components). Since the current database does not contain the time study analysis data for
all the products associated with the order data used, adjustments were made in the
prototype to directly define production rate for those products called for in the sample
data. A separate table was created in the database that contained the product code (style
and pattern) and its production rate at the bottleneck department. New queries were
created in the application that retrieves production rate information directly from the new
table.
5.1.2

Order Promising
The next four weeks of the schedule data (from September 29 to October 24) was

used to define the incoming orders with their arrival dates. The entire order fulfillment
process within the company works on a weekly bucket size. The company groups all the
orders placed within a week and schedules them at the upholstery department for the
predetermined week in future. This is done so that identical orders can be grouped
together allowing the cutting department to potentially work with the largest batch sizes
possible. Therefore, in the actual data collected from the company that is used in this
study, orders are only distinguished based on what week they arrived and not the specific
day a particular order was placed. Thus given a week of the manufacturing schedule, it is
necessary that an order be assigned to a specific day for use in the simulation study.
To define the arrival dates for these orders, the sales department of the company
was consulted in order to provide feedback on the percentage of orders arriving each day
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within a week (see Table 5.1). Having knowledge of the percent of orders arriving each
day of the week, a random number was generated (from a uniform distribution on the
interval of 0 to 1) for each order to assign it a specific day of arrival. For example, if the
percentage of orders arriving on Monday and Tuesday is 40% and 20% respectively, then
if the random number generated for an order is less than 0.4 then order arrived on
Monday. If the random number generated is greater than or equal to 0.4 and less than 0.6
then arrival date was assigned as Tuesday. After assigning the arrival date to each order,
the orders were sequenced with respect to their date of arrival.
Table 5.1 Orders Arriving Each Day of a Week
Orders Arriving Each
Day within a Week

Monday

Tuesday

Wednesday

Thursday

Friday

50%

30%

10%

8%

2%

Next the orders were fed into the application one by one, through the order
promising interface provided in the application, in the sequence they arrived. With each
entry of an order, the application displayed the determined due date and inserted that
order into the schedule table.
5.1.3

Development of Plans
On acceptance, an order is fed into the schedule table with its processing

date/dates and the due date. An interface, provided in the application, allows a user to
display the bottleneck department’s schedule with respect to dates. Once a schedule for
the upholstery department is retrieved, the next step is to develop schedules for the other
departments. Schedules for upstream departments were developed by backward offsetting
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the bottleneck schedule by the size of time buffer defined between the departments.
Information on time buffers between the departments was obtained from the production
supervisor of the plant. The downstream departments work just-in-time with the
bottleneck department and thus eliminate the need to be scheduled. The next step was to
assess the on-time delivery performance that can be achieved using this plan.
5.1.4

Experimental Validation
The quality of an order promising system is measured by the order promising lead

time and the on-time delivery performance (Stadtler and Kilger, 2002). The proposed
order promising strategy allows a customer service representative to quote a due date
immediately on the arrival of an order. In order to determine the second performance
measure of an order promising system, on-time delivery, a simulation model was
developed for the purpose of testing the proposed strategy
5.1.4.1

Model

The production/assembly process of the manufacturing line under study was modeled
using the ProModel software (version 2002). The following assumptions and
simplifications were made in building the model:
•

The departments that affect the throughput of the system are sewing, frame,
backfill, and upholstery department. Therefore only these departments were
considered in the model.

•

It was assumed that the overall production line is balanced, that is that the
production rate of a product in all departments is assumed equal and matches that
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of upholstery department’s production rate. This assumption follows the practice
of the company; whereby, based on the upholstery department’s schedule, man
power is allotted to different departments so that their capacity matches with that
of upholstery department.
•

Values for the production rate of a product used in the simulation are generated
from a normal distributed random variable whose mean is the estimated standard
time for the product, and whose standard deviation is set at 25% of that time.

•

Delivery of orders to the customers is made from the warehouse.

•

Setup times are negligible with respect to the processing times.

•

Any possible delays downstream of the upholstery department are ignored.

Order

Order
Backfill
Queue

JOIN_SW_BK

Backfill
Department

Upholstery
Queue

JOIN_BK_UP
Order
Sewing
Queue

Sewing
Department

FINAL_JOIN

Upholstery
Department

JOIN_SW_FR
Order

Frame
Queue

Frame
Department

Warehouse

EXIT

Figure 5.1 Entity Flow Diagram
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5.1.4.1.1. Model Elements
•

Entities – an entity was defined as an “Order” that moves through the system. The
two attributes, order_id and process_time, were assigned to this entity. Order_id
defines the order number and process_time defines the processing time required
to produce single unit of the product within an order. For example, an entity with
attributes 251 and 2.57 represents the order number 251 with processing time of
2.57 minutes.

•

Locations - in an upholstery facility, the production rate is defined for each
department and schedules are generated and released for each department.
Therefore, departments were modeled as locations. The various locations defined
to simulate departments were sewing department, backfill department, frame
department and upholstery department. Queues of infinite capacity were included
before and between each department. Figure 5.1 and Table 5.1 describes the
different locations.

Table 5.2 Locations#
Locations
Sewing_Queue,
Backfill_Queue,
Frame_Queue,
Upholstery_queue

Capacity
Infinite

Sewing_Department,

One

#

Table 5.2 Contd.

Description
Scheduled arrivals of the entities into the system
were made at these locations. For example, if
order 251 that consists of 21 units of product X is
scheduled for processing at the sewing department
on November 21, then an entity with an order_id
of 251 and a quantity of 21 will arrive at the
sewing queue on November 21 at the beginning of
the shift.
The entities are routed for processing through
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Backfill_Department,
Frame_Department,
Upholstery_Department
JOIN_SW_BK
Infinite

JOIN_SW_FR,
JOIN_BK_UP,
FINAL_JOIN

Infinite

Warehouse

Infinite

•

these locations.
In upholstery manufacturing, the input to the
backfill department is part of the output from the
sewing department. The backfill department
cannot start processing an order before its
scheduled production and until any sewing
component arrives to this department. Therefore
an entity processed at sewing department is split
into two entities, one of which arrives at
JOIN_SW_BK, where it waits to join with an
entity from backfill queue. The arrival of the
entities at backfill queue is made according to the
schedule at the backfill department.
These locations were defined in order to simulate
assembly operation. After being processed at the
sewing department an entity waits at
JOIN_SW_FR to join with entity from the frame
department. Likewise, after being processed at the
backfill department an entity waits at
JOIN_BK_UP to join with the entity from
upholstery queue. Once the join takes place at the
JOIN_SW_FR an entity waits at the
FINAL_JOIN location to join with entity from the
JOIN_BK_UP location.
After being processed at the upholstery
department, as entity is routed to the warehouse
where it exits the system.

Arrivals - the arrivals of entities into the system were created in a Microsoft Excel
file. Independent arrivals were assigned to each department’s queue, in order to
simulate the existing schedules within the company. For example, table 5.2 shows
the arrival of order 251 that is scheduled to be processed in the sewing department
on October 22, given that the simulation clock time begins at 8:00 a.m. on
October 21. The simulation uses total time (in minutes) from the start of the
simulation to represent calendar date and time.
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Table 5.3 Arrival of an Order at Sewing Department
Entity

Location

Quantity

Order

Sewing
Queue

21

•

Time
(minutes)
1440

Number

Order_id

Process_time

1

251

2.57

Processing Sequence – Table 5.3 describes the processing sequence and flow of
entities between the locations.

Table 5.4 Processing Sequence#
Entit
Location
y
Order Sewing_Queue
Order Sewing_Department

Order Backfill_Queue
Order JOIN_SW_BK
Order Backfill_Department
Order Frame_Queue
Order Frame_Department
Order JOIN_SW_FR
Order Upholstery_Queue
Order JOIN_BK_UP
Order JOIN_FINAL

Operation
WAIT
N(proc_time,
proc_time*0.25)

JOIN 1 Style
WAIT
N(proc_time,
proc_time*0.25)

Table 5.4 Contd.

Order JOIN_SW_FR
Order JOIN_SW_BK
Order Backfill_Department
Order JOIN_BK_UP

Order Frame_Department
Order JOIN_SW_FR
WAIT
N(proc_time,
proc_time*0.25)
JOIN 1 Style
Order JOIN_FINAL

JOIN 1 Style
JOIN 1 Style

Order Upholstery_Department WAIT
#

Outp
Destination
ut
Order Sewing_Department
Order JOIN_SW_BK

Order
Order
Order
Order

Rule
First 1
Join
reques
t
Join
reques
t
First1
First1
Join
reques
t
First 1
First1

Join
reques
t
JOIN_BK_UP
First 1
JOIN_FINAL
First 1
Uphostery_Departmen First 1
t
Warehouse
First 1
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N(proc_time,
proc_time*0.25)
WRITE (report, Order EXIT
“Exit Time”)
WRITELINE
(order_id,
clock(min))

Order Warehouse

•

Other Elements – a shift was defined and assigned to each location. An external
file spreadsheet file was defined as “report” in order to write the simulation time
when each order exits the system.

5.1.4.2

Experimental Runs and Results
The simulation was run from 8:00 a.m. August 28th until each entity exits the

system. There were twenty replications made. The simulation time (in minutes) of each
entity exiting the system was collected in a spreadsheet. Looking into the order
fulfillment process within the company, this time represents the day a product reaches the
warehouse. Therefore, this time in minutes was converted into dates with the date when
the last unit of an order exits the system representing the date when that order reaches the
warehouse. For example, an entity with order_id 251 exits the system at simulation time
7285 minutes (1440 + 1440 + 1440 + 1440 + 1440 + 1440 + 85) then this time represents
9:25 a.m. on September 1st. If the date an order reaches the warehouse is earlier than the
quoted due date then the order is delivered on time, else it is late. In all twenty
replications none of orders reached the warehouse later than it’s quoted due date, thus
showing an on-time delivery performance of 100%. Table 5.5 shows a sample of the data
from

the

results

with

simulation

starting

at

8:00

a.m.

on

August

28th.

Table 5.5 Simulation Results
Order
#

Order
Entry
Date

Avg. Completion
Time at
Manufacturing

Standard
Deviation
(minutes)

Date Order
Reaches
Warehouse

Due date
Quoted for
the Order

19844
23718
11485
25362
27719
25358
25353
28171
29299
27727
30057
28161
32568
33267
29298
31193

9/2/2003
9/8/2003
9/8/2003
9/9/2003
9/11/2003
9/15/2003
9/15/2003
9/16/2003
9/16/2003
9/22/2003
9/22/2003
9/22/2003
9/23/2003
9/25/2003
9/29/2003
9/29/2003

9/29/2003 4:25 p.m.
10/1/2003 12:41 p.m.
10/3/2003 7:51 a.m.
10/7/2003 8:17 a.m.
10/8/2003 9:04 a.m.
10/8/2003 2:32 p.m.
10/9/2003 2:19 p.m.
10/13/2003 11:02 a.m.
10/14/2003 11:33 a.m.
10/15/2003 9:39 a.m.
10/16/2003 9:55 a.m.
10/17/2003 9:17 a.m.
10/20/2003 3:42 p.m.
10/21/2003 4:05 p.m.
10/22/2003 4:36 p.m.
10/23/2003 2:10 p.m.

13.91
18.57
49.63
32.75
25.55
29.41
28.11
28.53
33.03
32.64
32.91
31.31
32.07
42.81
52.68
30.48

9/29/2003
10/1/2003
10/3/2003
10/7/2003
10/8/2003
10/8/2003
10/9/2003
10/13/2003
10/14/2003
10/15/2003
10/16/2003
10/17/2003
10/20/2003
10/21/2003
10/22/2003
10/23/2003

10/1/2003
10/3/2003
10/6/2003
10/8/2003
10/10/2003
10/10/2003
10/13/2003
10/15/2003
10/16/2003
10/17/2003
10/20/2003
10/21/2003
10/22/2003
10/23/2003
10/24/2003
10/27/2003

Number of
Lead
Days Early in
time
Reaching
(Days)
Warehouse
29
25
28
29
29
25
28
29
30
25
28
29
29
28
25
28

1
1
0
0
1
1
1
1
1
1
1
1
1
1
1
1
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5.2

Potential Lead time Improvement
This section describes the approach used to measure the average order lead time that

can be achieved with similar manufacturing parameters and orders arrival rate.
5.2.1

Order Promising
The purpose of this experiment was to determine the lead time that is possible for the

simulated system when employing the proposed strategy. To do this, the simulated
manufacturing system was run from an initially empty state with the schedule table starting
out empty. The manufacturing parameters (i.e. shifts, bottleneck department, constraint
buffer etc.) remained the same as in the previous experiment. Eight weeks of schedule data
(from September 1 to October 24) were used to define incoming orders. The approach
described in section 5.2 was used to assign a specific date for the arrival of each order within
these schedules. Once the arrival date was assigned to each order, orders were sequenced
with respect to their arrival dates. Next, the orders were fed into the application through the
order promising interface of the prototype application, in the sequence they arrived.
5.2.2

Determining the Warm-up Period
The next step was to determine the on-set of the steady-state condition of the system

by determining when the system response variables (e.g. lead time or throughput rate) exhibit
statistical regularity (Harrell, et al., 2004). In this case, it means that the distribution of the
lead time quoted by the system is approximately the same from one time period to the next.
When gathering statistical data, the period from start-up to the on-set of the steady-state
condition is ignored. The Welch moving-average method was used to determine the warm-up
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period (Harrell, et al., 2004). In this method, moving averages are determined by calculating
the arithmetic mean of the w adjacent data points and then graphing over them time (in this
case orders) to identify the steady-state. Increasing the value of w (also known as the
moving-average window), increases the smoothness of the moving-average plot. To
determine the warm-up period, the quoted lead time for each order was determined. Next, the
moving-averages for the quoted lead time was calculated with the moving-average window
(w) as fourteen and the graph was plotted between moving-averages and orders (Figure 5.2).
The formula used to calculate moving averages is as follows:
w

yi (w) =

y i+s

s=− w

2w + 1

where,
i = w + 1,…, m – w
m = number of orders
Looking into Figure 5.2, it can be seen that after order 250 the system exhibits
steady-state condition. The average lead time quoted by the system after order 250 was 11.2
days with the standard deviation of 1.4 days.
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14.00
12.00
Lead-time(y)

10.00
8.00
6.00
4.00
2.00
0.00
1

26 51 76 101 126 151 176 201 226 251 276 301 326 351 376 401 426
Orders

Figure 5.2 Determining Warm-up Period
5.2.3

On-time Delivery
As stated in section 5.4, one of the performance measures to evaluate quality of an

order promising system is on-time delivery. The model described in section 5.4.1 was used to
derive the on-time delivery performance of the orders that falls in steady-state condition.
There were twenty replications made, and the on-time delivery performance was determined
as 100%. The average variance for the order completion time at manufacturing was
determined as 29.1 minutes with the standard deviation of 10.9 minutes.

5.3

Experimental Results
In the first experiment, the average lead time quoted by the system for the four weeks

of orders was 27.9 days with the standard deviation of 1.8 days, while the average lead time
quoted by the company for those orders was 34.5 days with the standard deviation of 2.8
days. Therefore, the proposed strategy showed an improvement of 6.6 days in the average
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lead time quoted to the customers that was achieved when transitioning from the use of fixed
lead times to the proposed strategy. Figure 5.3 shows where the saving in time occurred,
using order number 27018 as an example.
The second experiment estimates the best case of the average order lead time that can
be achieved from implementing the proposed strategy. The average lead time was determined
as 11.2 days, which is far better than the average lead time that the company currently
quotes. Looking at the results derived from the two experiments, it can be concluded that the
proposed order promising framework promises enhancement in the lead time performance
measure that directly reflects responsiveness to customers.

Order #: 27018
Arrival Date: 9/9/2003 (Tuesday)
Due date Quoted by Company: 10/17/2003
Due date Quoted by Prototype Application: 9/9/2003
Company Quoted Lead time = 38 days

CSR treats order as
arrived on following
Monday and quotes
due date as Friday of
the fifth week (October
17th ).

Order
Arrival

S

M

T W T
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9
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F

S

S
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Orders from
the previous
time window
passed on to
the
scheduling
dept.

T W T

F

Development of
schedule for
uphol. dept. from
Oct. 6 - 10. From
this schedule
schedules for
other depts. are
developed
S

S

M

T W T

F

S

S

M

T W T

10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Constraint buffer
size = 4 working
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Processing at
upholstery
department is
done in this time
window. Logistics
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develops shipping
schedule.

Procurement plans
for fabric based
on the schedule
for cutting
department.

1

2

Shipping is
done in this
time window.

F

S

S

M

T W T

F

3
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5

6

7

10 11 12 13 14 15 16 17 18

Earliest available capacity is determined as October 7 and the order is scheduled at
upholstery department on October 7.

8

9

S

S

M

T W T

F

S

Shipp.
buff.
=2
Days

Scheduling
horizon
starts

Lead time Quoted by the Prototype = 30 days

Figure 5.3 Comparison of Order Shipping Lead time
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CHAPTER VI
CONCLUSION AND RECOMMENDATIONS
This chapter describes the summary and conclusion of the study conducted in this
thesis. Next a set of recommendations is presented for implementing the order promising
system for the furniture industry.
6.1

Summary and Conclusion
In this research an order promising strategy was proposed for a make-to-order

manufacturing system that can enable furniture manufacturers to become more
responsive to customers. The proposed strategy was to implement an advanced
scheduling system based on the drum-buffer-rope (DBR) control system. A study was
conducted on an upholstery manufacturer in order to demonstrate the potential lead time
performance improvement from implementing the proposed strategy. To carry out the
study, a prototype due-date quoting system was developed based on the operational
policy of the company. The first experiment determined what type of improvement is
possible within a four-week period after transition to the new strategy. The results
showed an improvement of 6.6 days in the average lead time quoted to the customers
with the 100% on-time delivery performance. The long term potential lead time that can
be achieved from implementing the proposed strategy was determined to be 11.2 days,
which is almost three times shorter than what the company is currently quoting. Based on
86

87
these results it can be concluded that the proposed order promising framework is able to
reduce lead time performance and simultaneously maintain on-time delivery
performance.
6.2

Recommendations
The prototype database application was developed for a single manufacturing line

of an upholstery manufacturing facility. The developed application provides the ability to
determine the earliest date a new customer order can be promised delivery. In order to
extend the capability of the developed application so that it can be implemented in a large
furniture industry, additional information that should be considered when developing the
application is as follows:
•

In general, a furniture industry consists of several such lines. Therefore
information regarding multiple lines and their bottleneck departments should be
considered when defining relationships between entities.

•

In the upholstered furniture industry, fabric is the only material considered when
evaluating materials availability. The prototype application developed considers
the procurement lead time for fabric in the form of added time to the constraint
buffer (since it was short – approximately 2 days). But considering the entire
furniture industry, there may be other materials that must be considered when
developing plans and their procurement lead times may be of a length such that
the materials are purchased based on demand forecast. In such cases materials
availability information will be required to define the start of the scheduling
horizon and should be considered in the database design.
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•

In the developed application, orders entered into the schedule were treated as firm
orders i.e. once an order is entered in the schedule it cannot be modified and the
schedule cannot be altered. But in actuality, a customer’s requirements may
change, orders are canceled, and manufacturing may run fast or lag behind.
Therefore additional functionality is needed in the system to edit and delete
entries in the schedule according to the policies established by the company. Also,
if the due dates are affected when modifying the schedule, the system should be
able to determine new due dates and provide feedback to the CSRs.

•

Supplying the information required to support an order promising system is the
responsibility of different personnel within an enterprise. These personnel belong
to different departments within the organization and are physically apart.
Therefore the system should provide an effective means, so that the required
information can be accessed and maintained by the people concerned. In this case
a client-server application would be best to provide access to different persons
through network connections. The prototype application is for a single user.
However, the functions defined in the application can be used in a client-server
application with minor adjustments.
The guidelines set in chapter 4 and the recommendations made in this chapter

covers almost all the information required to extend the development of such an order
promising system for the furniture industry. Any other requirements would depend on the
operational policy of a specific company.
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ALGORITHMS
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Algorithms
This section describes the procedure adopted to add, edit and delete entities to the
database by giving the example of operation addition, edition and deletion.
Enter operation add mode algorithm
BEGIN
ENTER add mode (user press add command in the operations menu)
INITIALIZATION
DEFINE a variable to identify add mode as integer O_Mode = 1
OPEN element table as recordset rs_element
OPEN operation table as recordset rs_operation
OPEN relation1 table as recordset rs_relation1
DEFINE an array (An array stores the elements/operations code, which are then
used to define relationships) as A_Elements()
ADD elements and operations DataCode from rs_element to A_Elements()
DEFINE range in Excel sheet for analysis region as Anal_Region
CREATE user interface in analysis region to select from the elements (array)
ENTER the required operations information in Anal_Region
Enter Operation Edit Mode Algorithm
BEGIN, (user select the find operation option in operations menu)
OPEN operation table as recordset rs_operation
DISPLAY OperationCode for defined operations
SELECT operation (OperationCode)
OPEN relation1 table as recordset rs_relation1
OPEN element table as recordset rs_element
DISPLAY operation on Excel sheet.
ENTER edit mode, user press edit command in the operations menu
INITIALIZATION
DEFINE variable to identify edit mode as integer O_Mode = 2
CHECK for higher level relation for the current operation in rs_relation (an
operation cannot be assigned the operation of which it is already a part)
FILTER rs_element for lower level relationship.
DEFINE an array (An array stores the elements/operations DataCode, which are
then used to define relationships) as A_Elements()
ADD elements and operations DataCode from rs_element to A_Elements()
DEFINE range in Excel sheet for analysis region as Anal_Region
CREATE user interface to select from the lower level relations
EDIT the required operations information in Anal_Region
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Add or Update Operation Algorithm
BEGIN user press save command in the operations menu
READ operation information
IF (CHECK for empty mandatory field or conflicting data type)
THEN warn the user to reenter information
EXIT
ELSE
SELECT CASE O_Mode
CASE 1 (Add Mode)
IF (CHECK for duplicate record in database) THEN
DISPLAY error message to reenter the information.
EXIT
ELSE
WRITE the record to rs_operation
WRITE relationships to rs_relation1
WRITE the record to rs_element
CLOSE rs_operation
CLOSE rs_relation1
CLOSE rs_element
EXIT
END IF
CASE 2 (Edit Mode)
IF (CHECK if OperationCode is changed)
IF (CHECK for duplicate record in database)
THEN DISPLAY error message to reenter the information.
EXIT
ELSE
EDIT the record in rs_operation
EDIT relationships in rs_relation1
EDIT the record in rs_elements
CLOSE rs_operation
CLOSE rs_relation1
CLOSE rs_element
EXIT
END IF
ELSE
EDIT the record in rs_operation
EDIT relationships in rs_relation1
EDIT the record in rs_elements
CLOSE rs_operation
CLOSE rs_relation1
CLOSE rs_element
EXIT
END IF
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SELECT END
END IF
Delete Operation Algorithm
BEGIN, (user select the find operation option in operations menu)
OPEN operation table as recordset rs_operation
DISPLAY OperationCode for defined operations
SELECT operation OperationCode
OPEN relation1 table as recordset rs_relation1
OPEN element table as recordset rs_element
DISPLAY operation on Excel sheet.
ENTER delete mode, user press delete from the operation menu
DELETE operation in the rs_operation (the records associated with this operation in
relation1 are deleted as “cascade delete related records” relationship is defined
between the operation and relation1 table)
FIND OperationCode in rs_element (element table contains all the defined
operations)
EDIT rs_element!Time = 0
OPEN query from tables operation, relation1 and element, containing fields
OperationCode and Time as rs_query
DEFINE integer int_Count = 1
WHILE int_Count <> 0
int_Count = 0
rs_query.movefirst
WHILE rs_query.EOF
rs_element.Find, DataCode = rs_query!OperationCode
IF rs_element!Time <> rs_query!Time THEN
rs_element!Time = rs_query!Time
int_Count = int_Count + 1
rs_query.movenext
END IF
WEND
UPDATE rs_element and rs_query
WEND
FIND and DELETE operation in rs_element
CLOSE rs_operation, rs_element, rs_relation1 and rs_query
EXIT
Order Promising Algorithm
BEGIN user press order promising command in the order promising menu
OPEN schedule table as recordset rs_schedule
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OPEN product table as recordset rs_product
OPEN department table as recordset rs_department
ENTER product data (style and pattern) into the order promising user interface so that
the user can select from the available product
SELECT product
ENTER required quantity (Q)
(User press query button)
OPEN query rs_total from component, relation2 and element table to find the sum of
the time (Y) associated with components produced at the bottleneck department. (The
“/bundle” operation time is divided by Q within this query)
OPEN query rs_capacity from schedule, shift, component, relation2 and element
tables containing fields date, scheduled time, operators, shift time, available time
(shift time – scheduled time), WHERE Date > #current date + constraint buffer (from
rs_department)#, ORDER BY Date
MOVE rs_capacity to first record
DEFINE LBA = percent line balancing allowance for the bottleneck resource
WHILE NOT end of the record for rs_capacity
DEFINE integer N = rs_capacity!Operators
Y 100 + LBA
DEFINE production rate (tc) = *
N
100
DEFINE required capacity (R) = tc * Q
IF R < X THEN
Due date = finish date + shipping buffer (from rs_department)
WRITE style, pattern, quantity, entry date, due date and rs_capacity!date
to rs_schedule
DISPLAY due date
GOTO DECISION
ELSE
MOVE rs_capacity to next record
IF scheduled time = 0 THEN
MOVE rs_capacity to previous record
WRITE style, pattern, quantity as INT(X/Z) entry date, due date
and date in rs_capacity to rs_schedule
MOVE rs_capacity to next record
DEFINE N = number of operators available that shift
Y 100 + LBA
DEFINE production rate (tc) = *
N
100
Due date = finish date + shipping buffer
WRITE style, pattern, and quantity as (1 - INT (X/Z), entry date,
due date and rs_capacity!date to rs_schedule
DISPLAY due date
GOTO DECISION
END IF
END IF
WHILE END
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DISPLAY “Enough capacity not available”
EXIT
DECISION
IF (Order accepted?)
UPDATE rs_schedule
ELSE
DELETE the record from rs_schedule
END IF
CLOSE rs_schedule, rs_capacity, rs_department, rs_product, rs_total
EXIT

