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ON ECKER’S LOCAL INTEGRAL QUANTITY AT INFINITY FOR
ANCIENT MEAN CURVATURE FLOWS
KEITA KUNIKAWA
Abstract. We point out that Ecker’s local integral quantity agrees with Huisken’s global
integral quantity at infinity for ancient mean curvature flows if Huisken’s one is finite on
each time-slice. In particular, this means that the finiteness of Ecker’s integral quantity at
infinity implies the finiteness of the entropy at infinity.
1. Introduction and Results
There are two monotone integral quantities along mean curvature flow. One is Huisken’s
(global) integral quantity [7], and the other is Ecker’s (local) integral quantity [3]. It is
known by Ecker that these two integral quantities coincide with each other as a limit at
zero. The purpose of this paper is to show a relation between them at infinity for ancient
mean curvature flows. More precisely, we prove that Ecker’s integral quantity coincides
with Huisken’s integral quantity at infinity if Huisken’s one is finite on each time-slice (see
Theorem 1.3). This result allows us to interchange some arguments about the monotone
quantities at infinity. Especially, we can replace the entropy at infinity by Ecker’s integral
quantity at infinity (see Corollaries 1.6 and 3.2).
First, we recall some definitions, notations and previous results on the monotone quantities
in the next four subsections.
1.1. Mean curvature flow. LetMn be an n-dimensional smooth manifold (not necessarily
to be compact) and xt = x(·, t) : M × I → RN be a one-parameter family of smooth
immersions, where I ⊂ R is an interval. We consider the mean curvature flow
∂x
∂t
= H(x)
with images Mt = xt(M), where H denotes the mean curvature vector field of xt. Denote by
M :=
⋃
t∈I
Mt × {t} ⊂ RN × R
the space-time track of mean curvature flow. We also writeM = (Mt)t∈I for an abbreviation.
Each Mt is called a time-slice. We always assume that each time-slice Mt has no boundary
in RN . We say that the mean curvature flow is ancient if I = (−∞, 0). Static solutions
(i.e., minimal submanifolds), self-shrinking solutions and translating solutions are typical
examples of ancient mean curvature flows.
1.2. Huisken’s monotonicity formula. In [7] Huisken introduced the following integral
quantity ∫
Mt
Φdµt, where Φ(x, t) :=
1
(−4pit)n2 e
|x|2
4t (t < 0),
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and obtained the monotonicity formula
d
dt
∫
Mt
Φdµt = −
∫
Mt
∣∣∣∣H − x⊥2t
∣∣∣∣
2
Φdµt = −
∫
Mt
|H −∇⊥ψ|2Φdµt ≤ 0(1.1)
as long as
∫
Mt
Φdµt <∞ for each t < 0. Here we have put
ψr := log(Φr
n) := ψ + n log r =
|x|2
4t
− n
2
log
(−4pit
r2
)
.
in (1.1).
Remark 1.1. Choose any point (x0, t0) ∈ RN × R and fix it. We define
Φx0,t0(x, t) := Φ(x− x0, t− t0)
for x ∈ RN and t < t0. Then Huisken’s monotonicity formula with respect to (x0, t0) becomes
d
dt
∫
Mt
Φx0,t0dµt = −
∫
Mt
∣∣∣∣H − (x− x0)⊥2(t− t0)
∣∣∣∣
2
Φx0,t0dµt
accordingly.
By Huisken’s monotonicity formula, we can take the limit:
Θ(M, x0, t0) := lim
t→t0
∫
Mt
Φx0,t0dµt.
Also the following limit exist (being allowed to become infinity):
Θ(M,∞) := lim
t→−∞
∫
Mt
Φx0,t0dµt.
Note that Θ(M,∞) does not depend on the choice of (x0, t0) ∈ RN × R.
1.3. Ecker’s monotonicity formula. In [3], on the other hand, Ecker introduced another
local integral quantity
A(M∩ Er) =
∫∫
M∩Er
|∇ψ|2 + |H|2ψr (r > 0),
where Er is the so-called heat-ball
Er := {(x, t) ∈ RN × (−∞, 0) | ψr > 0} ⊂ RN × R.
Note that ψr = 0 on the boundary ∂Er by definition. The heat-ball Er can be written as
the form
Er =
⋃
− r2
4pi
<t<0
BRr(t) × {t}, where Rr(t) :=
√
2nt log
(−4pit
r2
)
.
Therefore, for ancient mean curvature flowM, the integral of a function f on a heat-ball Er
means ∫∫
M∩Er
f =
∫ 0
− r2
4pi
∫
Mt∩BRr(t)
fdµtdt.
It is known that Ecker’s integral behaves like n-dimensional volume. For example, it scales
like
A(M∩ Er)
rn
= A(Mr ∩ E1) for all r > 0,
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whereMr = (r−1Mr2t)t<0 is the so-called parabolic rescaling ofM. In addition, Remark 3.2
in [3] leads to the estimate
A(M∩ Er)
rn
≤
cnHn
(
M− r2
4pi
∩ B√ 2n
pi
r
)
rn
≤ e2ncn
∫
M
− r
2
4
Φdµ− r2
4
(1.2)
for all r > 0, where Hn denotes the n-dimensional Hausdorff measure and cn is a dimen-
sional constant. Moreover, on self-shrinking solutions, Ecker’s integral exactly agrees with
Huisken’s one (Proposition 3.3 in [3]): for all r > 0 and all t < 0, we have
A(M∩ Er)
rn
=
∫
Mt
Φdµt.
We say that M is well-defined (see [3], [4]) in B√ 2n
pi
r
× (− r2
4pi
, 0) if it has no boundary
inside this set and satisfies the condition
Hn
(
M− r2
4pi
∩ B√ 2n
pi
r
)
<∞.
In particular, when M is ancient, we say that M is well-defined (see [1]) in RN × (−∞, 0)
if each Mt has no boundary in R
N and has locally finite mass
Hn (Mt ∩B2√−2nt) <∞.
Well-definedness of M guarantees that all integral quantities considered in this paper are
locally finite.
In [3] (Theorem 3.4), Ecker derived the local monotonicity formula
d
dr
(A(M∩ Er)
rn
)
=
n
rn+1
∫∫
M∩Er
|H −∇⊥ψ|2 ≥ 0(1.3)
for well-defined M. Using (1.3), he showed that the limit of the integral quantity at zero
satisfies
lim
r→0
A(M∩ Er)
rn
= Θ(M, 0, 0) = lim
t→0
∫
Mt
Φdµt.(1.4)
In this sense, Ecker’s integral quantity can be interpreted as a localization of Huisken’s global
one.
Remark 1.2. By the estimate (1.2), Ecker’s integral quantity is always bounded from above by
Huisken’s one. We know a better bound for this. In fact, integrating the local monotonicity
formula and comparing with Huisken’s one,
A(M∩ Er)
rn
≤
∫
M
− r
2
4
Φdµ− r2
4
holds for all r > 0 in general.
1.4. Ecker’s integral vs. Huisken’s integral at infinity. Observing above facts, we
come up with a question about the relation between these integrals at infinity. Inspired by
the work of Yokota [11] for ancient solution of Ricci flow, we expect that the above two
monotone quantities coincide with each other at infinity. In fact, this is true if we assume
Θ(M,∞) := lim
t→−∞
∫
Mt
Φdµt
(
= sup
t<0
∫
Mt
Φdµt
)
<∞.
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Here we will give a sketch of the proof under the assumption Θ(M,∞) < ∞. First, inte-
grating the local monotonicity formula, we know the following expression by Ecker (in [3],
Remark 3.5): for all r > 0,
A(M∩ Er)
rn
−Θ(M, 0, 0) =
∫∫
M∩Er
|H −∇⊥ψ|2Φ− 1
rn
∫∫
M∩Er
|H −∇⊥ψ|2.(1.5)
Since we assume Θ(M,∞) <∞, Huisken’s monotonicity formula combined with the works
of Ilmanen [8], [9] and White [10] shows that every sequence ri →∞ has a subsequence (also
denoted by ri) such that Mri converges to a self-shrinker M∞ (this limit is called a tangent
flow at −∞ or a blow-down limit). Thus, taking such a subsequence ri in (1.5), we have
lim
ri→∞
A(M∩ Eri)
rni
−Θ(M, 0, 0) = lim
ri→∞
∫∫
M∩Eri
|H −∇⊥ψ|2Φ,(1.6)
but this equality actually holds without extracting subsequence since the quantities in both
sides are monotone.
On the other hand, integrating Huisken’s monotonicity formula, one obtains
Θ(M,∞)−Θ(M, 0, 0) =
∫∫
M
|H −∇⊥ψ|2Φ.(1.7)
Comparing (1.6) and (1.7), we conclude that
lim
r→∞
A(M∩ Er)
rn
= Θ(M,∞).
This completes the proof with the condition Θ(M,∞) <∞.
1.5. Main results. In the current paper, we show that the same conclusion holds as in
Subsection 1.4 under a weaker condition. The point is that we do not need the uniform
bound Θ(M,∞) <∞. Instead, we only assume the finiteness of Huisken’s integral on each
time-slice.
Theorem 1.3. Let M = (Mt)t<0 be an ancient mean curvature flow which satisfies∫
Mt
Φdµt <∞ for each t < 0.(1.8)
Then we have
lim
r→∞
A(M∩ Er)
rn
= Θ(M,∞).(1.9)
Remark 1.4. (a) The both sides in (1.9) are allowed to become infinity.
(b) In view of (1.2), the condition (1.8) implies that eachMt has locally finite Hn-measure.
In particular,M is well-defined. It is known that (1.8) is satisfied when each Mt has at most
polynomial volume growth (see for example Remark 4.12 in [4]).
As we will see later (Lemma 3.1 below), one can show that
Θ(M,∞) = sup
t<0
λ(Mt),
where λ(Mt) denotes the entropy of Mt ⊂ RN , which is monotone nonincreasing along mean
curvature flow (see Section 3). Thus, as an application of Theorem 1.3, we have
lim
r→∞
A(M∩ Er)
rn
= sup
t<0
λ(Mt)(1.10)
under the assumption (1.8). Recently, Colding-Minicozzi [2] obtained some codimension
bound by entropy under the assumption that supt<0 λ(Mt) <∞. This kind of codimension
bound was initiated by Calle [1] using Ecker’s integral quantity.
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Theorem 1.5 (Colding-Minicozzi [2], Corollary 0.6). There exists a dimensional constant
cn so that if M = (Mt)t<0 is an ancient mean curvature flow with supt<0 λ(Mt) < ∞, then
it is contained in a Euclidean subspace of dimension ≤ cn supt<0 λ(Mt).
Using the relation (1.10), the assumption on entropy in Theorem 1.5 can be replaced by
the assumption on Ecker’s integral quantity (see also Calle [1]).
Corollary 1.6. There exists a dimensional constant cn so that ifM = (Mt)t<0 is an ancient
mean curvature flow with (1.8) and limr→∞ r−nA(M∩ Er) < ∞, then it is contained in a
Euclidean subspace of dimension ≤ cn supt<0 λ(Mt) = cn limr→∞ r−nA(M∩ Er).
Remark 1.7. It follows from (1.2) or Remark 1.2 that supt<0 λ(Mt) <∞ implies∫
Mt
Φdµt <∞ for each t < 0, and lim
r→∞
A(M∩ Er)
rn
<∞.
We emphasize that the converse of this fact is nontrivial. Theorem 1.3 combining with (1.10)
says that condition (1.8) and the finiteness of Ecker’s integral quantity at infinity lead to the
finiteness of entropy at infinity. Then applying the codimension bound by Colding-Minicozzi,
we obtain Corollary 1.6.
Acknowledgments. The author would like to thank Yohei Sakurai for helpful discussions
during this work. The author is grateful to Takumi Yokota for giving him a rough idea of
the proof in [11] for Ricci flow.
2. Proof of Theorem 1.3
In this section, we give the proof of Theorem 1.3. We follow the same line as in [5] and
[11] (see also [3]). The proof is divided into several steps. In the first half of the proof, we
repeat the proof of Ecker’s monotonicity which is already known by the argument in [3] or
[5]. However, this step is unavoidable since we use some expression for the monotonicity of
approximated Ecker’s integral in our proof (see (2.8) below).
In the proof, we always assume the condition (1.8), that is, Huisken’s integral is finite for
each time-slice.
2.1. Smooth approximation of Ecker’s integral. First, we recall that the condition
(1.8) ensures the well-definedness ofM, so Ecker’s integral quantity A(M∩Er) makes sense
for every r > 0. In order to make the behavior of ψr near t = 0 clear, we take a truncated
subset of M:
Ms :=
⋃
t∈(−∞,s]
Mt × {t} ⊂ M, −∞ < s < 0.
For r > 0, as a restriction of A(M∩Er) to the time interval (−∞, s], we consider an integral
quantity
A(Ms ∩ Er) :=
∫∫
Ms∩Er
|∇ψ|2 + |H|2ψr.
Moreover, we consider a smooth approximation of A(M∩Er) in the following. The smooth
approximation is needed to avoid difficulties arising from the fact that we have no control on
the regularity of the heat-ball Er. Fix small ε > 0 and take a smooth function ηε : R→ R+
which satisfies the following properties:
• supp ηε is contained in [0, ε],
• ∫∞−∞ ηε(y)dy = 1.
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Then we define ζε : R→ R+ and Zε : R→ R+ by
ζε(x) :=
∫ x
−∞
ηε(y)dy, Zε(x) :=
∫ x
−∞
ζε(y)dy.
Clearly ηε(x) is a smooth approximation of the Delta function δ(x). Hence it is easy to see
that
χ(x− ε) ≤ ζε(x) ≤ χ(x), for all x ∈ R,(2.1)
where χ is the Heviside function. Integrating these inequalities, we have
[x− ε]+ ≤ Zε(x) ≤ [x]+, for all x ∈ R,(2.2)
where [x]+ = max{x, 0}. Therefore we can say that
• ζε approaches to the Heviside function χ as ε→ 0,
• Zε approaches to the function x 7→ [x]+ = max{x, 0} as ε→ 0.
Now the desired smooth approximation is defined by
Aε(s, r) :=
∫∫
Ms
|∇ψ|2ζε(ψr) + |H|2Zε(ψr).
Note that ζε(ψr) and Zε(ψr) vanish outside of Er since ψr ≤ 0. Hence Aε(s, r) and its limit
Aε(r) := lim
s→0
Aε(s, r)
make sense.
2.2. Derivative of the integral. Next we compute
d
dr
(
Aε(s, r)
rn
)
=
n
rn+1
(
r
n
d
dr
Aε(s, r)− Aε(s, r)
)
(2.3)
=
n
rn+1
∫∫
Ms
|∇ψ|2ζ ′ε + |H|2ζε − |∇ψ|2ζε − |H|2Zε.
On the other hand, we have
d
dt
∫
Mt
Zε(ψr)dµt =
∫
Mt
ζε
dψ
dt
− Zε|H|2dµt,(2.4)
where we have used the well known fact that
∂
∂t
dµt = −|H|2dµt
along mean curvature flow. Integrating (2.4) in τ ≤ t ≤ s, we obtain∫
Ms
Zε(ψr)dµs −
∫
Mτ
Zε(ψr)dµτ =
∫ s
τ
dt
∫
Mt
ζε
dψ
dt
− Zε|H|2dµt.
It follows by taking a limit τ → −∞ that∫
Ms
Zε(ψr)dµs =
∫∫
Ms
ζε
dψ
dt
− Zε|H|2(2.5)
since ζε(ψr) = Zε(ψr) = 0 outside of Er. Insert (2.5) into (2.3) to obtain
d
dr
(
Aε(s, r)
rn
)
=
n
rn+1
[∫∫
Ms
|∇ψ|2ζ ′ε + |H|2ζε − |∇ψ|2ζε −
dψ
dt
ζε +
∫
Ms
Zε(ψr)dµs
]
.(2.6)
Using
|∇ψ|2ζ ′ε = 〈∇ψ, ζ ′ε∇ψ〉 = 〈∇ψ,∇ζε〉
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and ζε(ψr) = 0 on ∂BRr(t), (2.6) becomes
d
dr
(
Aε(s, r)
rn
)
=
n
rn+1
[∫∫
Ms
〈∇ψ,∇ζε〉+ |H|2ζε − |∇ψ|2ζε − dψ
dt
ζε +
∫
Ms
Zε(ψr)dµs
]
=
n
rn+1
[∫∫
Ms
(
−∆ψ + |H|2 − |∇ψ|2 − dψ
dt
)
ζε +
∫
Ms
Zε(ψr)dµs
]
.
Now we need the computation from [3].
Lemma 2.1 ([3], Lemma 3.1). Along mean curvature flow, we have(
d
dt
+∆
)
ψ = −|∇ψ|2 − |H −∇⊥ψ|2 + |H|2.
Using Lemma 2.1, we get
d
dr
(
Aε(s, r)
rn
)
=
n
rn+1
[∫∫
Ms
|H −∇⊥ψ|2ζε(ψr) +
∫
Ms
Zε(ψr)dµs
]
.(2.7)
2.3. Error term estimate and the monotonicity of Ecker’s integral. In this subsec-
tion, we will show the monotonicity of r−nA(M∩ Er). To do so, we integrate (2.7) with
respect to r in 0 < σ ≤ r ≤ ρ <∞ and apply Fubini’s theorem. Then we have
Aε(s, ρ)
ρn
− Aε(s, σ)
σn
=
∫ ρ
σ
dr
∫∫
Ms
n
rn+1
|H −∇⊥ψ|2ζε(ψr) + E(s; σ, ρ)
=
∫ s
−∞
dt
∫ ρ
σ
dr
∫
Mt
n
rn+1
|H −∇⊥ψ|2ζε(ψr)dµt + E(s; σ, ρ),
where
E(s; σ, ρ) :=
∫ ρ
σ
dr
∫
Ms
n
rn+1
Zε(ψr)dµs
is an error term.
Lemma 2.2 (Error term estimate).
lim
s→0
E(s; σ, ρ) = 0.
Proof. By the volume bound derived in [3] (Lemma 1.2) and well-definedness of M (this
follows from (1.8)), we compute
lim sup
s→0
E(s; σ, ρ) ≤ lim sup
s→0
n(ρ− σ)
σn+1
∫
Ms
Zε(ψρ)dµs
≤ lim sup
s→0
n2(ρ− σ)
2σn+1
log
(
ρ2
−4pis
)
Hn (Ms ∩ BRρ(s))
≤ lim sup
s→0
n2(ρ− σ)
2σn+1
log
(
ρ2
−4pis
)
c(n)Hn
(
M− ρ2
4pi
∩B√ 2n
pi
ρ
) Rρ(s)n
ρn
= 0.

Letting s→ 0 and using Lemma 2.2, we obtain
Aε(ρ)
ρn
− Aε(σ)
σn
=
∫ 0
−∞
dt
∫ ρ
σ
dr
∫
Mt
n
rn+1
|H −∇⊥ψ|2ζε(ψr)dµt ≥ 0.(2.8)
This shows the monotonicity of r−nAε(r) as well as r−nA(M∩ Er) by (2.9).
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2.4. Proof of Theorem 1.3. In the proof of the main theorem below, we use the following:
Lemma 2.3. For any fixed t < 0, we have∫ ∞
0
n
rn+1
ζε(ψr)dr = e
α(ηε)Φ,
where
eα(ηε) :=
∫ ∞
−∞
e−yηε(y)dy =
∫ ∞
0
e−yηε(y)dy.
Moreover, α(ηε) ≤ 0 and α(ηε)→ 0 as ε→ 0.
Proof. First, note that
d
dr
ζε(ψr) =
n
r
ηε(ψr).
Using this, integration by parts yields∫ ρ
σ
n
rn+1
ζε(ψr)dr = −
[
1
rn
ζε(ψr)
]ρ
σ
+
∫ ρ
σ
n
rn+1
ηε(ψr)dr.
The second term above becomes∫ ρ
σ
n
rn+1
ηε(ψr)dr = Φ
∫ ψρ
ψσ
e−yηε(y)dy
by changing variables, ψr = y. Since
ψσ → −∞, ψρ →∞,
[
1
rn
ζε(ψr)
]ρ
σ
→ 0 (as σ → 0, ρ→∞),
we get ∫ ∞
0
n
rn+1
ζε(ψr)dr = e
α(ηε)Φ.
For any ε > 0, we have
eα(ηε) =
∫ ∞
−∞
e−yηε(y)dy =
∫ ∞
0
e−yηε(y)dy ≤
∫ ∞
0
e−ydy = 1.
Hence α(ηε) ≤ 0. Furthermore, the dominated convergence theorem implies
lim
ε→0
eα(ηε) = lim
ε→0
∫ ∞
−∞
e−yηε(y)dy =
∫ ∞
−∞
e−y lim
ε→0
ηε(y)dy =
∫ ∞
−∞
e−yδ(y)dy = e0 = 1.

The following lemma confirms that Aε(r) is exactly a smooth approximation of A(M∩Er).
Lemma 2.4.
lim
ε→0
Aε(r) = A (M∩ Er) .(2.9)
Moreover,
lim
ε→0
lim
r→0
Aε(r)
rn
= Θ(M, 0, 0), lim
ε→0
lim
r→∞
Aε(r)
rn
= lim
r→∞
A (M∩ Er)
rn
.(2.10)
Proof. Note that
E
e−
ε
n r
= {ψr − ε > 0}.
Using this with (2.1) and (2.2), it is not difficult to check that
e−ε
A (M∩ E
e−
ε
n r
)
rn
≤ Aε(r)
rn
≤ A (M∩ Er)
rn
for all r > 0.
This immediately implies the lemma. Here we use (1.4) for the first equality in (2.10). 
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Now we are ready to prove Theorem 1.3. By the monotonicity, limr→∞ r−nA(M∩Er) exists
but may be infinity. If limr→∞ r−nA(M∩ Er) = ∞, then it follows from (1.2) or Remark
1.2 that Θ(M,∞) = limt→−∞
∫
Mt
Φdµt = ∞, and the claim of Theorem 1.3 trivially holds.
Therefore, we may only consider the case that limr→∞ r−nA(M∩ Er) <∞.
Proof of the Main Theorem. Letting σ → 0, ρ → ∞ in (2.8) with Lemma 2.3 and Fubini’s
theorem, we have
lim
ρ→∞
Aε(ρ)
ρn
− lim
σ→0
Aε(σ)
σn
=
∫ 0
−∞
dt
∫ ∞
0
dr
∫
Mt
n
rn+1
|H −∇⊥ψ|2ζε(ψr)dµt
= eα(ηε)
∫ 0
−∞
dt
∫
Mt
|H −∇⊥ψ|2Φdµt
= eα(ηε)
∫∫
M
|H −∇⊥ψ|2Φ.
Note that the both sides are finite since we assume limr→∞ r−nA(M∩ Er) < ∞. Taking
ε→ 0 in this equality, (2.10) leads to
lim
r→∞
A(M∩ Er)
rn
−Θ(M, 0, 0) =
∫∫
M
|H −∇⊥ψ|2Φ.(2.11)
On the other hand, integrating Huisken’s monotonicity formula (1.1) with respect to t in
−∞ < τ ≤ t ≤ θ < 0, we have∫
Mθ
Φdµθ −
∫
Mτ
Φdµτ = −
∫ θ
τ
dt
∫
Mt
|H −∇⊥ψ|2Φdµt.
Then we take τ → −∞ and θ → 0 to obtain
lim
t→−∞
∫
Mt
Φdµt −Θ(M, 0, 0) =
∫∫
M
|H −∇⊥ψ|2Φ.(2.12)
Comparing (2.11) with (2.12), we have the desired relation
lim
r→∞
A(M∩ Er)
rn
= lim
t→−∞
∫
Mt
Φdµt = Θ(M,∞).

3. Applications
In this section we will see that Ecker’s integral coincides with the entropy at infinity for
ancient mean curvature flows. We always assume that M = (Mt)t<0 is an ancient mean
curvature flow with (1.8), that is, Huisken’s integral on each time-slice is finite.
3.1. Entropy. Choose any point (x0, t0) ∈ RN × (0,∞) and fix it. The F -functional for
Mt ⊂ RN is defined by
Fx0,t0(Mt) :=
1
(4pit0)
n
2
∫
Mt
e
− |x−x0|
2
4t0 dµt =
∫
Mt
Φx0,t0(x, 0)dµt,
where Φx0,t0(x, t) = Φ(x−x0, t− t0) (see Remark 1.1). Then the entropy of Mt is defined by
the supremum of the F -functional:
λ(Mt) := sup
x0,t0
Fx0,t0(Mt).
In the following argument, we use some simple properties of the entropy:
(1) λ(Mt) is invariant under translations and scalings in R
N , i.e.,
λ(cMt + v) = λ(cMt) = λ(Mt), v ∈ RN , c > 0.
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(2) λ(Mt) is nonincreasing along mean curvature flow, i.e.,
λ(Ms) ≥ λ(Mt), s < t.
Note that the property (2) follows from Huisken’s monotonicity formula (see Remark 1.1).
Lemma 3.1. For an ancient mean curvature flow M = (Mt)t<0 with (1.8), we have
lim
t→−∞
λ(Mt) = sup
t<0
λ(Mt) = Θ(M,∞).
Proof. From the definition of the F -functional and the entropy, we compute∫
Mt
Φx0,t0(x, t)dµt =
∫
Mt
Φx0,t0−t(x, 0)dµt = Fx0,t0−t(Mt) ≤ λ(Mt).
Letting t→ −∞ in this inequality, we have
Θ(M,∞) = lim
t→−∞
∫
Mt
Φx0,t0(x, t)dµt ≤ lim
t→−∞
λ(Mt).
Here, we used the fact that the quantity
lim
t→−∞
∫
Mt
Φx0,t0(x, t)dµt
does not depend on the choice of the point (x0, t0) ∈ RN × (0,∞) (see Remark 1.1).
On the other hand, it holds from Huisken’s monotonicity formula that
Fx0,t0(Mt) =
∫
Mt
Φx0,t0(x, 0)dµt
=
∫
Mt
Φx0,t0+t(x, t)dµt ≤
∫
Ms
Φx0,t0+t(x, s)dµs ≤ Θ(M,∞)
for s < t. Taking supremum with respect to (x0, t0) in this inequality, we have λ(Mt) ≤
Θ(M,∞), and hence
lim
t→−∞
λ(Mt) ≤ Θ(M,∞).
This proves the lemma. 
As a direct consequence of Theorem 1.3 and Lemma 3.1, we have a relation between
Ecker’s integral and the entropy.
Corollary 3.2. For an ancient mean curvature flow M = (Mt)t<0 with (1.8), we have
lim
r→∞
A(M∩ Er)
rn
= Θ(M,∞) = sup
t<0
λ(Mt).
3.2. Example: entropy and Ecker’s integral of translating solitons. Now we consider
translating solitons of mean curvature flow. A translating soliton is a solution of mean
curvature flow which moves only by a translation in some fixed direction v ∈ RN , |v| = 1.
So, a translating soliton is defined for all the time t ∈ (−∞,∞) and can be written as
Mt =M0 + tv.
By the property (1) of the entropy, we have
λ(Mt) = λ(M0)
for a translating soliton. Therefore we have the following consequence.
Corollary 3.3. Let M = (Mt)t∈R = (M0 + tv)t∈R be a translating soliton which satisfies
(1.8). Then we have
lim
r→∞
A(M∩ Er)
rn
= Θ(M,∞) = λ(M0).
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Let G = (Γt)t∈R = (Γ0 + tv)t∈R be the grim reaper and B = (Bt)t∈R = (B0 + tv)t∈R be the
bowl soliton. The grim reaper is a plane curve translating soliton, and the bowl soliton is
an n-dimensional hypersurface which is rotationally symmetric, strictly convex, and entire
graphic. In [6], we can find explicit computations of the entropy for G and B by Guang:
λ(Γ0) = 2, λ(B0) = λ(S
n−1) = nωn
(
n− 1
2pie
)n−1
2
,
where Sn−1 ⊂ Rn is the standard (n − 1)-dimensional sphere and ωn is the volume of unit
ball in Rn.
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