ABSTRACT Social networking and cloud services will collect a large number of high-dimensional and complex data for third party statistical analysis and data mining. Although data analysis is beneficial to users and external parties, they constitute a serious privacy risk disclosure of user sensitive information. First of all, the authors use random forest, decision tree, and support vector machines methods with a discriminant component model to analyze the data set of the new curriculum reform in Shaanxi Province and make an accurate prediction of the impact on bad habits of students' comprehensive performance. Second, though various kinds of data transformation for privacy protection have been achieved and applied, there is little research designing two preference classification tasks simultaneously. In order to prevent the privacy leakage of sensitive information in the data analysis, the data space projection algorithm based on multiclass discriminant is used to deal with the linear and nonlinear. Clearly, the role of sensitive task and insensitive task can be exchanged. The goal is to preserve the statistical properties of one preference classification as far as possible and to realize the data security of the other preference classification.
I. INTRODUCTION
The rapid growth of data generated in our society presents important challenges to database system design. In addition to the need for efficient information systems to manage high dimensional and complex data generated by multiple devices, a large amount of data is creating new privacy and social concerns. In fact, as the amount of data acquisitions are greatly increased in the past few decades, many users of personal devices (such as smart mobile phone, smart watch, wristbands) created, is a large part of the user specific data. According to Patrick [1] technical report, the typical American office workers produce about 1800000 trillion bytes of data per year (5000 MB / day). User-generated data is usually collected by third parties to improve the user experience, providing personalized service for the secondary analysis. Although data analysis is beneficial to users and external parties, they pose a serious privacy risk and leak sensitive information from users. With the continuous growth of personal data, the risk of information disclosure is growing. Some work [2] , [3] surrounds the privacy needs of users and the focus is on designing effective privacy protection solutions for data analysis. Sharing user data can cause serious privacy problems because it contains a behavioral pattern that may reveal sensitive personal information when a third party mines data. For a recent target event, the store can view the history of personal purchases to predict whether a customer has changed purchase behavior, it may show that a customer experiences a major life event such as pregnancy. Therefore, the design of privacy protection is crucial while protecting the user's sensitive information by enabling the application of the technology to obtain meaningful results.
The other work [4] is designed to address social needs that are emerging in our society. Rich data and user interaction for modern applications (such as social networks, locationbased services) create opportunities for users to have a new social role. The increasing popularity of social networks, such as Facebook, Google+, and rich user interaction in spatial databases, has created new opportunities and challenges for users. Users use social network to share their location, as well as their preferences, such as restaurants, museums and other recent works [5] - [7] as the user's social information and road network conditions. (such as traffic route recommendation process). For example, Yoon et al. [7] makes use of such social information by integrating the similarity between user profiles to provide a better route recommendation. Although social information determines the user's line usage, the query task is still for a single user. A new problem emerges from such an environment, and how to determine a set of routes that users can share. The problem of finding a preferred path for multiple users is solved [8] , which minimizes the distance from the whole group. Despite the efforts to establish model of user interests, this solution does not provide the required flexibility when users have different preferences or mobility constraints.
Privacy leaking can also occur when data is deliberately disclosed in an anonymous manner. This shows that security and anonymity may not be enough to provide privacy protection. For this reason, before the data is shared to the public space, a new data privacy protection mechanism is needed to protect the privacy of the user. The core of this idea is to perform some form of transformation on the original data before publishing the data, and reduce the data dimension by projecting the data into a suitable linear subspace. Although some works have been done on data projection transformations [9] , [10] , almost all of them focus only on improving the information cognition. However, when the current privacy issue becomes more important, privacy reservation should be incorporated into the design of the algorithm in order for the projection transformation to be applied to the actual system.
There are two main contributions in this paper. First, data mining and discriminant analysis are used to determine which attributes play a more important role in information extraction. By exploring the potential connections of students' information, the main factors that affect students' performance are obtained. The research results will help improve the educational concept and management level. Second, the direct use of raw data in data mining will be faced with the risk of privacy leakage. The main focus of this part is the classification problem. Two classification problems are defined: one is insensitive information task; the other is sensitive information task. The design goal is to produce high recognition accuracy for insensitive information tasks while allowing low privacy accuracy.
II. SENSITIVE INFORMATION MODEL
For achieving privacy vulnerabilities, it is necessary to define what leaks privacy for specific data set. There are different levels of privacy. Certain levels are determined by the personal or by the privacy policies or laws. An optimal privacy model result is defined by the Dalenius [11] . Fung et al. [12] believes that even if the attacker obtains any background knowledge from other sources, he should not allow illegal attackers to use the published data to learn any other target knowledge. A secure public data mining model is shown in figure 1 . Considers two categories of privacy models: 1) There is a threat to privacy when an attacker is able to establish a relationship between the sensitive attributes in the published data sheet and the record owner.
2) The published data should provide as less useful information as possible to the attacker besides background knowledge.
When an attacker learns information about personal sensitive attributes, a privacy model based on sensitive attributes is needed. In other words, it is impossible to gain additional knowledge through an attacker's observation of the camouflaged data set. Micro data privacy can be understood as the prevention of member exposure, that is, the attacker does not know whether a person is included in the database.
Once you decide to protect data privacy threats, it is time to decide what kind of privacy technologies to use to implement an algorithm based on these technologies.
III. SENSITIVE INFORMATION HIDING TECHNIQUES
The concept of disguising data sets is called anonymization. The implementation of the original data that will satisfy the specified privacy requirements results in the publication of the modified data set. There are four general categories for anonymization [13] , 1) generalization and suppression, 2) perturbation, 3) cryptographic, and 4) Other techniques. Most of the techniques created to protect privacy belong to one or more of these categories, and have some drawbacks.
A. GENERALIZATION AND SUPPRESSION
Many researchers study hiding technology how to misconstrue the data. Typical techniques are generalization and suppression. Generalization can be used to cover a sub-range of value to replace the exact value. For example, 5 may become 3∼7 or replacement symbol with a more general term. Or ''house number'' becomes ''street number''. Suppression can use symbols instead of exact values, such as triangle or star.
The privacy model based on generalization and suppression methods can be extended to other fields such as k-anonymity, l-diversity and t-closeness. K -anonymity [14] requires that each quasi identifier attribute in an anonymous table is indistinguishable only by relying on the other at least k − 1 records in the data set. Based on generalization and suppression, the information about the k-anonymous table is real, which is essentially different from the traditional privacy preserving techniques such as data exchange and additive noise. In practice, if the attacker has the background knowledge in the field, k-anonymity cannot guarantee the privacy of users. First, the owner of the database may be difficult to determine which attributes are available or unavailable in the external table. The second restriction is that the k-anonymous model always supposes that there is a specific pattern of incursion, whereas in the actual scenario the attacker has no reason not to try other methods.
Sowmyarani et al. [15] proposed l-diversity to elaborate the shortcoming of k-anonymity by introducing a collection of examples whose quasi-identifier(QI) values are the same. With regard to each sensitive attribute value, we can receive at least l different values. Latest research shows that l-diversity due to poor robustness leads to bias. A similar attack is not enough to prevent it from being disclosed. Zhang et al. [16] improved t-closeness to focus on holding the distance between the distributions of sensitive attributes in a quasi-identifier group while no more than the threshold. It has adopted the k-nearest neighbor algorithm to choose similar QI values, and it can preserve privacy of sensitive data well meanwhile maintaining high data utility.
B. PERTURBATION
The perturbation method makes it impossible for a data server to recover accurate records or learning, and this limitation poses some challenges. Because the method does not rebuild the initial data value and just the distribution, it is necessary to develop a new algorithm to mine the underlying data using these reconstructed distributions. This means that, for example, classification, association rule mining, or clustering, it is necessary to develop a new distributed data mining algorithm to deal with each individual data problem. An efficient and effective data perturbation method is proposed by Ankleshwaria [17] that aims to protect privacy of sensitive attribute and getting data clustering with minimum information loss. It focuses on data perturbation by geometric transformation and noise addition to preserve privacy of sensitive attributes. They extended existing MOA framework in which, each tuple of data stream is independently treated. All distributed data mining algorithms implicitly handle each dimension independently. In general, a lot of related information about data mining algorithm is hidden in the correlation between attributes. Because perturbation method is used to deal with different attributes independently, this means that the inherent defects of the distributed data mining algorithms in the multidimensional records are the existence of implicit information loss. In addition, suppose that the attacker accesses multiple independent samples from the initial data with the same distribution. In these circumstances, principal component analysis can reconstruct the transformation data from the original to current. The attacker can estimate the transformation matrix from the original data to the current data, and then cancel the perturbation imposed on the original data.
C. CRYPTOGRAPHIC METHODS
Another way to hide sensitive information is to develop cryptographic technology. The solution has become very popular [18] for two main reasons: First of all, cryptography provides a suitable privacy model and includes complete proofs and exact quantization methods. The purpose of encryption is to make the original information after encryption becomes unreadable, only the user who holds the decryption key to recover the encrypted text. After encryption, because the structure of the original message is destroyed to form a ciphertext, the resulting ciphertext looks completely random and cannot obtain valuable information. Secondly, a data mining algorithm based on encryption algorithm toolbox to realize sensitive information security. Cryptography does not protect the output of computation [19] . Instead, it simply keeps from privacy disclosure in the computing process. Therefore, it lacks a complete solution to deal with privacy preserving data mining problems.
D. OTHER TECHNIQUES
The basic idea of randomized response [20] is that no matter whether the data from user is true or false, the central location will not have a better prediction probability than the threshold. The basic characteristic is that the respondents adopt a random answer to the questions investigated to avoid the direct response to the problem without any protection. Therefore, both the privacy and the privacy of the respondents are protected, and the real information is obtained. Another technique in [20] is to construct constrained clusters in a data set and generate pseudo data by means of condensation. This method compresses the data into a predefined number of packets, and ensures that each packet has certain statistical properties. The size of each packet is at least k to indicate the ability of privacy protection. The higher the level of each packet, the stronger the ability to protect privacy. It should be noted that a large number of data records are compressed into a statistical packet, thus losing a lot of useful information.
IV. PUBLISHED DATA MINING AND DISCRIMINANT COMPONENT ANALYSIS
Shaanxi province has implemented of the new curriculum reform for five years since 2012. In order to comprehensively understand the comprehensive quality of ordinary middle school students after the new curriculum reform in Shaanxi Province, the government selected three middle schools in southern Shaanxi, northern Shaanxi and Central Shaanxi area as the sampling objects. Through the school statistics and student survey, the present situations of comprehensive quality of general middle school students were investigated [21] . VOLUME 6, 2018 The government hopes to improve the quality of education and the level of teaching management on the basis of scientific analysis of existing problems.
Data preprocessing is performed according to the data source before we extract useful data information. Because of their large amount of data (usually several GB or more) and possibly from multiple heterogeneous data sources, real world data is vulnerable to noise, loss, and mismatched data. Poor quality data will result in poor quality mining results. We use data mining preprocessing algorithms [22] to implement data filtering to eliminate noise and correct inconsistencies in data, and merge three different datasets by using data integration.
There are many reasons why the data is inaccurate, so the dataset has an incorrect attribute value. The use of the data collection instrument may not be correct. An artificial or computer error may occur when data is entered. When a user does not wish to submit personally sensitive information (for example, by selecting the default birth year as ''2000''), the user can intentionally submit incorrect data values for the required fields. This is considered to be disguised as lost data. The objective of this section is to use a data set that is collected and stored by the education department of Shaanxi Province to extract valuable information in the data and to explore the relationship between students' performance and other social factors. This dataset consists of 744 instances and each contains 32 attribute features as shown in table 1.
The initial data is represented mathematically as Mdimensional vector x i.e. x = x 1 , · · · , x m · · · , x M T , where m represents the number of components extracted from the original data space. For given set of training vectors: X = x 1 , · · · , x n · · · , x N map to a given target y n . In the classification model, the percentage of correct classification (PCC) is usually used to evaluate the performance.
In this paper, we use the core curriculum of mathematics and Chinese as the basis for the evaluation of student performance. According to the above agreement, we designed two kinds of academic record classification models:
1> Binary label classification-fail if Grade3<2, else pass; 2> Five level classification-excellent, good, adequate, pass, fail (the Grade3 value) According to the model, we can get the figure 2. All reports in this section are simulated using Rapid-Miner software. Rapid-Miner has a lot of data mining algorithm and analysis function. It is often used to solve various problems, such as marketing response rate, customer segmentation, customer loyalty and lifetime value, asset maintenance, resource planning, predictive maintenance, quality management, social media monitoring and sentiment analysis and typical commercial case. We can use zero code operation of client software and graphical development environment to We intuitively think that grade one and grade two records have a greater impact on students' performance. Therefore, we design three kinds of input data schemes for each data mining model.
(I) All attributes excluding Grade3 (II) All attributes excluding Grade3 and Grade2 (III) All attributes excluding Grade3, Grade2 and Grade1
For each input scheme, we divide the data into 10 groups for a cross validation of 30 runs. For each mining algorithm, we randomly select one of the 10 sets of data as a training sequence to generate a classifier to verify other data. When this process is finished, the simulation set to be evaluated contains the entire dataset. Based on the 95% confidence interval of each simulation, the average results are shown in figure 3 . As we expect, the (I) scheme can achieve the best results. With the continuous reduction of grade records, the prediction performance will be gradually reduced, and the worst results can be obtained when the (III) scheme is used. By contrast, DT can achieve better classification results if the condition is better. Generally, the nonlinear method SVM can achieve robust performance when conditions are poor. The reason for this result is that there is no correlation among a large amount of input data.
In order to analyze which attributes play a more important role in knowledge extraction, we only list the top five attributes that are most relevant to classification performance. As it can be seen from Figure 4 , five of the most important attributes account for the entire impact from 56% to 76%. Grade2 accounted for the largest proportion for (I) scheme. At the same time, Grade1 is the most important attribute for the (II) scheme. Failure rates and absenteeism rates are the most important factors that have been associated with past performance when no previous grade records are available for VOLUME 6, 2018 the (III) scheme. Other factors, such as school background, family background, and social background, have little contribution to prediction ability. However, we cannot ignore their role (for instance, Alcohol).
Alcohol has a lot of bad effects on the way we live. In school days, the brain is still developing. Students who are addicted to alcohol may affect their learning ability, memory function, response and attention throughout their schooling. It was a painful experience. We guide and prevent the deterioration of the situation if we understand the main factors that influence the students' drinking.
As it can be seen from Figure 5 , gender is the first factor, that is, men are more likely to drink. Secondly, children with poor grades have a higher chance of exposure to alcohol. If a child is often absent from school and has plenty of free time, he is much more likely to drink than others. There are also something easy to be ignored by parents are their family factors. A good education level of parents, a father's work, and a harmonious family can affect a child's health and growth. Education is an important part of social development. We obtain the main factors restricting the students' performance through the depth of excavation of student information. Make full use of the research results to improve the educational ideas and management level. At the same time, we should also note that the seemingly insignificant factors have great influence on students' growth. The whole society must work together to create a good educational environment. On the other hand, the students' information database contains a lot of personal privacy data. If illegal attackers use the data mining algorithm to extract personal sensitive information, it will pose a potential threat to students and families. Therefore, it is necessary to hide the users' sensitive information as far as possible without reducing the ability of insensitive information extraction.
V. CLASSIFICATION DISCRIMINANT
In the cooperative learning environment, we must put forward a feasible method to reduce the privacy leakage and ensure the security of the data. By reducing data dimension and removing some components, it prevents illegal data reconstruction. In this paper, we shall propose a new approach where sensitive information hiding can be proposed as a pair of classification transformation tasks which base on idea of Discriminant Component Analysis (DCA) for creating reduced dimensional subspaces in collaborative learning environment. We further propose the kernel function to nonlinear data extraction.
The realization scenario is sensor network or cloud in a collaborative environment. The goal is to improve the accuracy of the expected information and protect the identity information of the data owner as privacy. It is assumed that expected information and privacy are known to the system designer. Different from the existing technologies, we design a pair of sensitive and insensitive classification tasks using second classification goals. The target is to design an optimal data transformation algorithm that does not reduce the desired task performance while minimizing the performance of the undesired classification task.
The initial data is represented mathematically as Mdimensional vector x i.e. 
The class label of the training vectors are given as the complete training dataset: y N ) , where y i ∈ is corresponded to class labels related to training vector x i , i = 1, . . . , N . We define L for the different number of classes, and N as the number of training vectors contained in the l-th class, l = 1, . . . , L. Therefore, the within-class scatter matrix S W can be denoted as:
Moreover, the between-class scatter matrix S B can be denoted as:
In linear discriminant analysis, the within-class scatter matrix affects the projection direction of discriminant component analysis. A high directional power of the betweenclass the scattering matrix S B will enhance the ability to distinguish. The within-class scatter matrix S W will play a negative role, if a high directivity of the noise power and discriminant power in the same direction will weaken the performance.
For supervised learning applications, a new criterion for Multiple Discriminant Analysis (MDA) is proposed [23] . The MDA aims at maximizing the following criterion:
According to the ideas mentioned above, we design an algorithm that enables it to reach the desired task without revealing privacy. We describe our model as a set of classification tasks: insensitive information task (IIT) and sensitive information task (SIT). For IIT, there is a set of related labels p i put forward the new data set:
where L is redefined as different number of classes for insensitive information. At the same time, we give the same data set for SIT as:
where F is defined as different number of classes for sensitive information. The goal is to design a system to predict p i well, but not s i .
We face two classification problems, and their classification objectives are contradictory. By projecting the data into a subspace of W, we want to classify the IIT classification task as much as possible, and minimize the separability of SIT. According to SNR maximum criterion, we define Classification Discriminant Criterion (CDC) to search an optimal projection matrix which maximizes the ratio.
where we denote the between-class scatter matrix for IIT as:
Similarly, for SIT the between-class scatter matrix is:
The M -dimensional vector of the original data space can be mapped to the J -dimensional vector on the corresponding inherent space x → φ (x) and y → φ (y), where J < M . Moreover, is defined the kernel function of x and y. The data X in the initial space can be mapped to the corresponding intrinsic space according to the above method, i.e.
The ''center-adjusted'' data matrix can be denoted as:
, where e is a full one column vector. As described in the paper, an intrinsic learning model by using the kernel matrix K = T related with the kernel function can be transformed into its empirical variant, where K (x i , x j ) is the (i, j)-th entry. Then, the center-adjusted kernel matrix isK =¯ T¯ .
There is a N × m matrix A that can be expressed as W = A. In order to avoid ill-conditioned matrix, we introduce a ridge parameter ρ. According to formula (5), we can get
We define R s = K B IIT + ρK and R n = K B SIT + ρK as equivalent optimization target components and apply Rayleigh entropy to find the optimal solution.
According to the Rayleigh entropy, it can be seen that the optimization goal is to solve the maximum eigenvalue problem of R sn . Based on the generalized eigenvalue decomposition, the optimal solution of R s A opt = λ max R n A opt is the eigenvectors corresponding to the largest eigenvalues of the matrix pair (R s , R n ). The solution can be obtained from the m principal eigenvectors according to the descending order of eigenvalues, i.e.
We can get the projected data by using CDC:
where¯ is ''center-adjusted'' training vector set, φ (x) is test vector set.
The detail of the proposed scheme is shown in Table 2 .
The above algorithm presents a nonlinear projection by using nonlinear transformation φ (x). In linear collaborative learning environments, we can extend this approach easily to linear subspace with linear transformation VOLUME 6, 2018 φ (x) = I M ×M . The transformed test data uses linear projection as:
Discussion 2: m is the number of principal eigenvectors extracted from the eigenvalue decomposition which play a critical impact on system performance. We define W T S B IIT W as signal variance and W T S B SIT W as noise variance. It is easily shown that the generalized eigenvalue decomposition of R s A = λR n A has the following form: A = A s A n , where
where σ 2 is the noise power. When m > d, the performance degradation is due to the absence of the full use of the signal subspace. On the contrary, when m < d, the introduction of the additional noise subspace leads to performance penalties. Optimal way of exploiting this property would be to find the set of vectors that m = d, i.e. the full signal subspace is orthogonal to the noise subspace.
Discussion 3: The reconstruction of sensitive information is one of the important indicators to measure the performance of privacy protection. Let the M -dimensional vectorx defines the optimal estimate of x with the projection matrix W, i.e. x = WW T x. According to mean square error criterion:
Therefore, the reconstruction error can be expressed as
The result of this discussion is consistent with the conclusions of Discussion 2.
Discussion 4: The determinant criterion based on formula (5) is invariant to any linear transformation. For any nonsingular transformation R, we draw a conclusion that J CDC (W) = J CDC (WR). It is shown that J CDC (W) depends only on the subspace spanned by W and does not depend on the individual column vector of the linear transformation of the matrix W.
VI. EXPERIMENTS AND EVALUATION
In order to pay attention to the harm of students' performance, we design a more effective classification prediction algorithm. This data set consists of 744 instances and each contains 32 attribute features [21] . The insensitive task is to identify usage, social, gender, internet, free time and study time attributes (six utility classes) for each student. The sensitive task is to identify user identity. We use cross validation to test our results. Cross validation data are randomly divided into multiple subsets or groups, and Monte Carlo simulation is carried out for training and testing. Part of the data is used as the training set and the other as the test set. Figure 6 compares the classification accuracy of linear and nonlinear subspace projection algorithms with the increase of the projective dimension. The original data is at the top left of the graph, and the optimal algorithm should be as close as possible to the top right of the graph. As it can be seen from the graph, the performance of the system is poor when the dimension of the projection matrix is small. With the increasing of the dimension, the performance is improved gradually. When the dimension exceeds a certain threshold, the performance becomes worse.
The proposed classification algorithm can execute well in sensitive privacy preserving tasks while losing as little as possible the performance of insensitive tasks. As it can be seen from Figure 7 , the original data before the classification projection has very good classification accuracy for sensitive task and insensitive task. When the data are transformed by using the classification discriminant, the insensitive task still maintains excellent classification accuracy and the sensitive task has better privacy protection ability.
Spatial dimension plays a pivotal role in determining the performance of privacy preserving classification projection schemes. When the dimension is small, the performance is poor due to the loss of more useful information. When the dimension is large, the performance is poor due to the introduction of more noise space. In figure 8 , the performance is optimal when m=6. The simulation results verify the conclusion of Discussion 2.
At the same time, it should be noted that sensitive task and insensitive task can be exchanged between each other. We may design a new classification projection matrix to suppress insensitive task while preserving sensitive task as much as possible. In some applications, we need to identify the identity of the user and ignore the information that has Reconstruction error (RE) can be used to characterize the loss of the original data projected onto the subspace. RE is an important indicator of system security if an illegal attacker attempts to restore the data or classify sensitive tasks through the classification projection matrix. It can be seen from Figure 8 that the proposed scheme is more effective than DCA. The simulation results are consistent with Discussion 3.
The aim of PCA is to find the optimal subspace to reconstruct the original data with minimum loss. Therefore, PCA should be able to cast the initial data into a low dimensional space for better privacy. When the space projection dimension is reduced appropriately, DCA can selectively keep back the important information of the desired task. The above analysis is verified in Figure 9 . In this paper, the performance of the proposed scheme and DCA scheme is relatively stable, and the proposed scheme is slightly better. PCA is the worst performance due to utility-privacy tradeoff.
For comparison, four methods are investigated in the Table 3 . In terms of privacy, experiments have shown that VOLUME 6, 2018 two classification projection transformations are the most effective in providing privacy. By reducing data dimension and removing some components, privacy accuracy is almost at the best level or close to random guess. In terms of utility, the compressive privacy and the proposed methods show significant increase in utility accuracy in experiments. When d < m, the performance degradation is due to the absence of the full use of the signal subspace. Optimal way of exploiting this property would be to find the set of vectors that d = m, i.e. the full signal subspace is orthogonal to the noise subspace.
The simulation results confirm that the compressive privacy does provide excellent privacy protection. But this privacy protection is achieved with a large amount of information lost. Privacy Preserving Based on the two classification projection transformation adopts maximizing insensitive information while minimizing sensitive information. The key to its realization is to find an optimization criterion suitable for the goal. This paper extends such a goal to the SNR criterion. The result is achieved by considering the maximization of insensitivity-to-sensitivity ratio.
VII. CONCLUSION
We use the algorithm of discriminant component analysis to predict the influence of students' performance, and to analyze the main factors for non-dominant components. In order to protect the sensitive information in the data analysis process, we propose the classification of sensitive tasks and insensitive task. The multiclass discriminant model is used to construct the optimal projection matrix, which can suppress the leakage of sensitive information while preserving the characteristics of insensitive information.
In the current research, DCA is mainly used to improve the accuracy of insensitive information recognition, and achieved the desired results. At the same time, the current work of projection transformation mainly focuses on how to design optimal weights to improve information recognition. However, the privacy preserving learning mode should include maximizing the expected information based on the minimization of privacy. In all the above work, due to the lack of second reference classification problems, the performance of these methods can not match the method proposed in this paper. In the application of identity authentication, we also construct a new projection matrix by exchanging roles of sensitive tasks and insensitive tasks. It can preserve the identity information as far as possible while ignoring useless information. 
