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Abstract
We give a polynomial time algorithm to compute the bandwidth of a (q; q−4)-graph for each
constant q. We show also that the bandwidth and topological bandwidth of P4-sparse graphs are
equal. Let H be a subdivision of a graph G with a minimal number of vertices such that the
bandwidth of H equals the topological bandwidth of G. We show that the number of vertices
of H is O(n3), where n is the number of vertices in G, and thus the topological bandwidth
of a graph of constant size can be computed in constant time. ? 2001 Published by Elsevier
Science B.V.
1. Introduction
The BANDWIDTH minimization problem is the following problem: given a graph G
and an integer k¿ 0, map the vertices of G to distinct positive integers, so that no
edge of G has its endpoints mapped to integers that di;er by more than k.
The problem is motivated by the bandwidth minimization problem for matrices: given
an n× n matrix A and a nonnegative integer k, to =nd whether there is a permutation
matrix P such that PAPT is a matrix with all nonzero entries on the main diagonal or
on the k diagonals on either side of this main diagonal.
Computing the bandwidth of a graph is NP-complete [28], even when restricted to
trees of maximum degree three [10].
There are only a few graph classes known for which the bandwidth can be computed
eBciently. Such graph classes are the class of theta graphs [29], cographs [20] and
chain graphs [24]. Another one is the class of caterpillars with hairs of length one and
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two [1]. However, for caterpillars with hairs of length at most three, the BANDWIDTH
problem remains NP-complete [27]. There is one other nontrivial graph class for which
the exact bandwidth can be computed eBciently. This is the class of interval graphs.
It was shown in a series of papers that the bandwidth of an interval graph can be
computed eBciently in a greedy manner [22,25,30].
It can be checked in linear time whether the bandwidth of a graph is at most two
[10]. For general k, there is an O(nk) algorithm to check whether the bandwidth of a
graph is at most k [13]. In some sense, this is the best possible, since it was shown
in [5] that BANDWIDTH is W [t]-hard for all t in the =xed parameter hierarchy. Hence,
in general, it is not expected that there is an O(n) algorithm for any =xed .
Approximating the bandwidth for graphs in general seems to be just as hard. It
was shown recently that there is no approximation of the bandwidth for caterpillars of
degree three within any constant factor [31]. Approximations within a polylogarithmic
factor for graphs in general are known [9].
For special graph classes things look a little better. It can be shown that the band-
width for AT-free graphs can be approximated within a factor two [23].
In this paper we extend the result of [20]. We show that the bandwidth problem
is solvable in polynomial time for graphs with few P4’s (a P4 is a path with four
vertices). This has become the common name for (q; q− 4)-graphs, which are graphs
for which no set of at most q vertices contains more than q−4 distinct P4’s. Cographs
are a well-known example of this parameterized class. For a survey on cographs and
related graph classes we refer to [12,6].
We show that the bandwidth problem for (q; q − 4)-graphs can be solved in poly-
nomial time for every =xed constant q.
A subdivision of a graph G is any graph arising from G by replacing its edges with
independent paths of length at least one. The bandwidth of a subdivision of a graph
G can be smaller (or larger) than the bandwidth of G. (An elementary subdivision
can reduce the bandwidth by as much as one quarter of its value [7].) The smallest
possible bandwidth over all subdivisions of G is called the topological bandwidth of
G. In this paper we give an upperbound for the smallest size of a subdivision realizing
the topological bandwidth.
Some partial results for topological bandwidth are known. The problem is NP-
complete, even for graphs with degree three, however solvable in O(n log n) time for
binary trees [26]. Graphs with topological bandwidth two can be recognized in linear
time [26].
The topological bandwidth of K2; n equals its bandwidth, and there is a formula for
the bandwidth of any subdivision of K2; n [29]. Note that complete bipartite graphs are
a subclass of cographs.
In this paper we show that bandwidth and topological bandwidth for cographs are
equal. In fact, we show that this remains true for (5; 1)-graphs, also commonly known
as P4-sparse graphs [16–18].
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2. Preliminaries
Denition 1. A layout L of the graph G= (V; E) is a 1–1 mapping V ↔ {1; : : : ; |V |}.
If G has no edges then the width b(G; L) of L is zero, otherwise the width b(G; L) =
max{|L(u) − L(v)| | {u; v}∈E}. The bandwidth of G is
bw(G) = min{b(G; L) |L is a layout of G}:
Denition 2. A subdivision of a graph G is any graph H arising from G by replacing
its edges with independent paths of length ¿ 1. The original vertices of G are called
branch vertices and the new vertices are called subdividing vertices.
Denition 3. A topological layout L for a graph G is a layout for a subdivision H of
G. The topological bandwidth of G, tbw(G) is the minimal width over all topological
layouts of G.
Denition 4. A graph is a (q; t)-graph if no set of at most q vertices induces more
than t distinct P4’s.
Cographs are graphs without induced P4, thus the class of cographs are exactly the
(4; 0)-graphs. For a connected cograph G, G2 is a clique, hence n−1 = bw(G2)6 2bw
(G), i.e., bw(G)¿ (n− 1)=2, where n is the size of G.
Denition 5. A graph is P4-sparse if every set of =ve vertices induces at most one P4.
Clearly, the class of P4-sparse graphs coincides with the (5; 1)-graphs. The class of
P4-sparse graphs was extensively studied in [16–18,11].
It was shown in [3] that many problems can be solved eBciently for (q; q−4)-graphs
for each constant q. In this paper we show that also the bandwidth problem can be
solved in polynomial time for (q; q− 4)-graphs for each constant q.
A result of [2] shows that (q; q − 4)-graphs can be characterized quite e;ectively
using the primeval tree decomposition introduced in [19].
We need some preliminaries.
Denition 6. A splitgraph is a graph of which the vertex set can be split into two sets
K and S, such that K induces a clique and S induces an independent set in G.
Denition 7. A spider is a splitgraph consisting of a clique and an independent set of
equal size (at least two), such that each vertex of the independent set has precisely
one neighbor in the clique and each vertex of the clique has precisely one neighbor in
the independent set, or it is the complement of such a graph.
Denition 8. A spider is thick if every vertex of the independent set is exactly of
degree |K | − 1, i.e. each vertex is nonadjacent to precisely one vertex of the clique. A
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Fig. 1. A picture.
spider is thin if every vertex of the independent set is exactly of degree 1, i.e. each
vertex has precisely one neighbor in the clique (see Fig. 1).
Note that P4 is both thick and thin and that this is the smallest spider.
Denition 9. A subset H of V with 1¡ |H |¡ |V | is called a homogeneous set if each
vertex not in H is either adjacent to all vertices of H or to none of them.
Denition 10. The graph obtained from G by shrinking every maximal homogeneous
set to one single vertex is called the characteristic graph of G.
Denition 11. A graph G is called an expanded splitgraph if its characteristic is a
splitgraph. The maximal homogeneous sets of G corresponding to the vertices of the
clique of the characteristic and the vertices of the clique which are not contained in
homogeneous sets are called the clique modules. The other maximal homogeneous sets
and other vertices which are not contained in homogeneous sets are called independent
set modules.
It was shown in [19,2] that (q; q − 4)-graphs are exactly the graphs that can be
constructed using the following primeval decomposition. A primeval tree is a rooted
binary tree, in which the internal nodes (i.e., all nodes except the leaves) are labeled
with 0, 1, or 2. Each node of the tree corresponds to a graph. The leaves of the tree
are either spiders or expanded splitgraphs with less than q vertices.
Each internal node of the tree corresponds to a graph constructed from its two
children as follows. Let G1 and G2 be the two graphs corresponding to the children of
the internal node. If the label of the node is 0, the graph corresponding to this node is
the union of G1 = (V1; E1) and G2 = (V2; E2), i.e., the union is G= (V1 ∪ V2; E1 ∪ E2).
If the label of the node is 1, the graph is the sum of G1 and G2, i.e., every vertex of
G1 is made adjacent to every vertex of G2. If the label of the node is 2, one of the
graphs, say G1, is either a spider or an expanded splitgraph with less than q vertices.
If G1 is a spider, all vertices of G2 are made adjacent exactly to all vertices of the
clique of G1. If G1 is an expanded splitgraph, all vertices of G2 are made adjacent
exactly to all vertices of every clique module of G1.
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The primeval tree decomposition for (q; q − 4)-graphs can be found in linear time
[4].
For P4-sparse graphs we only have to consider a special case when the node label
is 2: the 2-operation (see [16]). In this case the graph is obtained from G1 and G2,
where G1 is a spider and all vertices of G2 are made adjacent to all vertices of the
clique of G1.
If only the =rst two operations are considered and if all leaves of the tree are single
vertices we get the extensively studied and well known class of cographs (i.e., the
graphs without induced P4 or, equivalently, the (4; 0)-graphs). A linear time algorithm
for this special case was developed in [20].
3. Bandwidth and topological bandwidth of spiders
Consider the primeval tree decomposition of the (q; q − 4)-graph G. The leaves of
this decomposition are either spiders or graphs of bounded size (i.e., with less than
q vertices). The bandwidth of a graph with at most q (q considered as a constant)
vertices can clearly be computed in constant time by considering all possible layouts.
The topological bandwidth of graphs with bounded size is treated in Section 7. In
this section we consider the other type of leaves, i.e. thick and thin spiders. We give
exact formulas for the bandwidth of spiders and show that the topological bandwidth
of spiders equals the bandwidth.
Lemma 12. Let G be a thin spider with clique K and independent set S. Then
bw(G) = |K | − 1.
Proof. By de=nition, |K |¿ 1. Clearly, bw(G)¿ |K | − 1, since for any layout there
is an edge between the last and =rst vertex of the clique. So we only have to show
that there is a layout which achieves the lower bound. Take a layout that starts with
a vertex of S, say s1. Then the next vertex is the vertex k1 of K that is adjacent to
s1. Now lay out all the vertices of K , say k2; k3; : : : : After that, lay out the vertices of
S, s2; s3; : : : ; where vertices ki are adjacent to si, for each i. This gives a layout with
width |K | − 1.
Lemma 13. Let G be a thin spider with clique K and independent set S. Then
tbw(G) = bw(G) = |K | − 1.
Proof. Let (H) be the minimal degree in some graph H . Then clearly tbw(H)¿ (H)
(see, e.g., [8]).
Hence |K | − 1 = bw(G)¿ tbw(G)¿ tbw(K)¿ (K) = |K | − 1.
Lemma 14. Let G be a thick spider with clique K and independent set S. Then
bw(G) = 	3|K |=2
 − 2.
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Proof. We =rst show that we can obtain a layout with the width mentioned in the
lemma. Start with 	|K |=2
 vertices of S, next all vertices of K and end with the rest
of the vertices of S. Now consider the =rst vertex of S such that it is not adjacent to
the last vertex of K in the layout and similarly the last vertex of S such that it is not
adjacent to the =rst vertex of K . The width of this layout is then 	3|K |=2
 − 2.
Consider an optimal layout L. Let i be the =rst position of a vertex x∈K and j
be the last position of a vertex y∈K in L. Now, x is nonadjacent to at most one of
the two last vertices in the layout L and y is nonadjacent to at most one of the =rst
two vertices in L. Since i is the =rst position and j the last position of vertices of K ,
j − i + 1¿ |K |. Hence,
bw(G; L)¿max(2|K | − 1 − i; j − 2)¿ 2|K | + j − i − 3
2
¿
3|K | − 4
2
;
i.e., bw(G)¿ 	3|K |=2
 − 2.
To show that the topological bandwidth of thick spiders is equal to the bandwidth
we make use of the following lemma.
Lemma 15. For every graph G there exists an optimal topological layout L such that
the =rst two vertices of L (and the last two vertices) are branch vertices which are
not adjacent to any subdivision vertex.
Proof. There exists an optimal topological layout L such that the =rst and the last
vertices in L are branch vertices, otherwise we could remove the =rst vertex and
connect its two neighbors and obtain a new topological layout with width no worse
than the original one.
Assume the =rst vertex of L, x, is adjacent to a subdivision vertex d. Consider the
layout L∗ obtained from L by putting the vertex x at the position of d and removing
the =rst vertex of L. It is easy to see that L∗ cannot have a width worse than the width
of L.
The argument for the second and one but last vertex is similar.
Lemma 16. Let G be a thick spider with clique K and independent set S. Then
tbw(G) = bw(G) = 	3|K |=2
 − 2.
Proof. Clearly tbw(G)6 bw(G).
Consider some optimal topological layout L. By Lemma 15, we may assume that
the =rst two and last two vertices of L are branch vertices that are not incident to
any subdivision vertex. If the =rst or the last vertex is a vertex of K then the width
is at least 2(|K | − 1)¿ 	|3|K |=2
, which is a contradiction. We claim that no edges
connecting pairs of K or between a vertex of S and K are subdivided. Otherwise,
consider the =rst vertex x incident to such an edge, say edge (x; y) of the spider is
subdivided. Either x is adjacent to at least one of the last two vertices or y is adjacent
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to at least one of the =rst two vertices in L. But then it follows that the path connecting
x and y in L can just as well be replaced by a single edge.
Let i and j be the =rst and last position of vertices of K . Thus j− i+1¿ |K |. Now,
the width of L is at least:
max(2|K | − 1 − i; j − 2)¿ 2|K | + j − i − 3
2
¿
3|K | − 4
2
i.e., tbw(G)¿ 	3|K |=2
 − 2.
4. Bandwidth for the sum and the union
The results presented in this section appeared earlier in [20]. For completeness sake,
we added them to this paper.
Lemma 17. If G is the union of G1 and G2 then bw(G) = max(bw(G1); bw(G2)).
Proof. Obvious.
We now consider the case where G is the sum of G1 and G2. Let n1 be the number
of vertices of G1, n2 the number of vertices of G2 and n= n1 + n2 the number of
vertices of G.
Consider an optimal layout L. If the =rst vertex in L is a vertex of G1 and the last
vertex in L is a vertex of G2 then the width of L is n − 1. This is clearly the worst
possible case. Without loss of generality we assume that in some optimal layout the
=rst and last vertices of L are vertices of G1.
Let i be the =rst position in L of a vertex of G2 and j the last position of a vertex
of G2. Then clearly bw(G)¿max(j − 1; n− i)¿ 	n1=2
 + n2 − 1.
Claim 18. There exists an optimal layout such that all vertices of G2 occur consec-
utively.
Proof. Note that the width of L is either achieved by the above-mentioned lower
bound, or by an edge connecting two vertices of G1; one in a position ¡i and the
other in a position ¿j. Permuting the vertices in positions from i to j does not change
the width of L. Hence, we may permute these vertices in such a way that all vertices
of G2 occur in a consecutive order in L.
We consider a layout L obtained as follows. Take any optimal layout L1 of G1. Add
the vertices of G2 (in any order) after the =rst 	n1=2
 vertices of G1. We claim this
gives an optimal layout (under the assumption that an optimal layout can be obtained
with the =rst and last positions occupied by vertices of G1).
Consider two cases. First consider the case where bw(G1)6 	n1=2
− 1. Note that a
“cross-over” edge cannot have width larger than 	n1=2
+n2−1. Hence in this case the
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width of L is 	n1=2
+n2−1 (which must be optimal since this is the above mentioned
lower bound).
Now consider the case bw(G1)¿ 	n1=2
 − 1. In this case the width of L is n2 +
bw(G1), and we claim that this is optimal. Consider some layout L′ starting and ending
with vertices of G1 and with all vertices of G2 consecutive. Remove all vertices of G2
from L′ and call L∗ this new layout for G1. Let p and q (with p¡q) be the positions
in L∗ of vertices of G1 which are then furthest apart. If p and q appear both before
the =rst vertex of G2 in L′, the longest edge in L′ is at least n2 +q−p¿ n2 +bw(G1),
since there is an edge between the last vertex of G2 and the vertex at position p. A
similar argument gives the same bound if p and q appear both after the last element
of G2. If p appears before the vertices of G2 and q appears after the vertices of G2,
we also obtain a width q− p + n2¿ n2 + bw(G1).
Corollary 19. There exists a linear time algorithm to compute the bandwidth of
cographs.
Remark 20. An optimal layout in linear time can also be obtained; as shown in [20].
5. Bandwidth for (q; q − 4)-graphs
In this section we consider operation 2 of the primeval decomposition of (q; q −
4)-graphs. In this case, G is obtained from a graph G2 = (V2; E2) and a graph G1 =
(V1; E1) which is either a spider or a graph with less than q vertices.
5.1. |V1|¡q and the characteristic of G1 is a splitgraph
Since V2 is a module in G, we can assume that an optimal layout for G can be
obtained by taking any optimal layout for G2 and add vertices of G1 to it.
Corollary 21. In this case the bandwidth of G can be computed in O(|V2|q−1(n+ e))
time; given an optimal layout for G2; where n= n1 + n2 and e= |E1| + |E2|.
Proof. Add the vertices of G1 in all possible positions in the layout for G2, and
compute the resulting bandwidth.
5.2. G1 is a thin spider
Let the clique of G1 be K and the independent set be S. The vertices of G2 are
adjacent to all vertices of K and no vertices of S.
Lemma 22. If bw(G2)6 	n2=2
 − 1; then bw(G) = |K | + 	n2=2
 − 1.
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Proof. Again we =rst show there exists a layout L with this width. Consider any
optimal layout L2 of G2. Construct L as follows. Start with |K |=2 vertices of S. Then
take the =rst 	n2=2
 of L2. Next take all vertices of K , then the next n2=2 vertices
of G2 and =nally the last 	|K |=2
 vertices of S. Take the ordering of the vertices of
S in such a way that the =rst vertex of S is adjacent to the =rst vertex of K , the
second vertex of S adjacent to the second vertex of K , etc. The width of this layout is
bw(G; L) = |K |+	n2=2
−1. Note that a cross-over edge between vertices of G2 cannot
have width larger than this because bw(G2)6 	n2=2
 − 1.
Next, we show that |K | + 	n2=2
 − 1 is a lowerbound for the bandwidth of the
graph induced by V2∪K . By the claim proved in the previous section, we may assume
that either the vertices of K are consecutive or the vertices of G2 are consecutive in
an optimal layout for G[V2 ∪ K]. If the vertices of G2 were consecutive, the width
of a layout would be at least |K | + n2 − 1, since K is a clique. Hence we may
assume that the vertices of G2 occur consecutively. Let i be the =rst position of a
vertex of K in an optimal layout of G[V2 ∪ K] and j be the last position of a vertex
of K . We therefore have j − i + 1 = |K |. Now the width of this layout is at least
max(j − 1; n2 + |K | − i)¿ 	n2=2
 + |K | − 1, since the maximum of the two values is
at least the average.
Lemma 23. If bw(G2)¿ 	n2=2
 − 1 then bw(G) = |K | + bw(G2).
Proof. First, we show that the layout L constructed in the proof of Lemma 22 has the
width mentioned in this lemma. Since bw(G2)¿ 	n2=2
 − 1, there must be an edge
between vertices of G2 crossing over all vertices of K . No other edges have a larger
width.
Now we show that G[V2∪K] has bandwidth |K |+bw(G2). The claim in the previous
section shows that there is an optimal layout for this subgraph such that either all
vertices of K or all vertices of G2 are consecutive. If all vertices of G2 are consecutive,
we obtain a width of |K |+ n2 − 1, which is clearly at least |K |+ bw(G2). So we may
assume there is an optimal layout with all vertices of K consecutive. Now the rest of
the proof is exactly the same as in the second case of the previous section.
5.3. G1 is a thick spider
Let the clique of G1 be K and the independent set be S. Note that every vertex
of K is nonadjacent to exactly one unique vertex of S and adjacent to all other
vertices.
Lemma 24. bw(G)¿ 	(n2 + 3|K |)=2
 − 2.
Proof. Consider an optimal layout L for G. Let i be the =rst position of a vertex of
K and j be the last position. Then clearly j − i + 1¿ |K |. Since each vertex of K is
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adjacent to all vertices except one vertex of S we have
bw(G; L)¿max(n− 1 − i; j − 2)¿ n + j − i − 3
2
¿
n2 + 3|K |
2
− 2:
Hence bw(G)¿ 	(n2 + 3|K |)=2
 − 2.
Lemma 25. If bw(G2)6 	(n2 + |K |)=2
 − 2 then bw(G) = 	(n2 + 3|K |)=2
 − 2.
Proof. We show that there is a layout achieving the lowerbound of Lemma 24. Con-
sider the same layout as in the proof of Lemma 22. The width of this layout is
max
(⌊n2
2
⌋
+
⌈
3|K |
2
⌉
− 2;
⌈n2
2
⌉
+
⌊
3|K |
2
⌋
− 2
)
=
⌈
n2 + 3|K |
2
⌉
− 2:
Lemma 26. If bw(G2)¿ 	(n2 + |K |)=2
 − 2 then bw(G) = bw(G2) + |K |.
Proof. First, note that the layout considered in the proof of the previous lemma has
width bw(G2) + |K |, hence bw(G)6 bw(G2) + |K |.
We now show that this is optimal. Again, it is suBcient to show that the subgraph
induced by V2 ∪ K has this width. This follows by exactly the same argument as in
the proof of Lemma 23.
6. Topological bandwidth = bandwidth for cographs
In this section we show that the topological bandwidth of a cograph equals its
bandwidth.
Theorem 27. If G is a cograph then tbw(G) = bw(G).
Proof. By de=nition tbw(G)6 bw(G) for any graph G.
Let G be a cograph. We show that there is an optimal topological layout for G
without any subdividing vertices. We do this by induction. If G is an empty graph,
then the claim clearly holds.
Suppose G is the union of two graphs G1 and G2. By induction there are optimal
topological layouts without subdivisions for G1 and G2. Then clearly the claim also
holds for G since tbw(G) = max(tbw(G1); tbw(G2)).
Now let G= (V; E) be the sum of G1 = (V1; E1) and G2 = (V2; E2). We let ni the
number of vertices of Gi. Consider an optimal topological layout L for G and let H
be the corresponding subdivision of G. We denote by n∗ the number of vertices of
H and n∗i be the number of vertices of Gi plus the number of subdivision vertices on
paths between pairs of vertices of Gi.
By Lemma 15, we can assume that the =rst and the last vertices of L are branch
vertices and not adjacent to any subdivision vertex. We may clearly also assume that
the =rst and last branch vertices are not adjacent in H , otherwise any topological layout
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of G would be at least as good. Henceforth, we assume that L is an optimal topological
layout for G satisfying these assumptions. Thus the =rst and the last vertex are both in
V1 or both in V2. In the rest of this proof we assume that the =rst and the last vertex
of L are vertices of G1.
Claim 28. We may assume that no edge of G with at least one end vertex in V2 is
subdivided.
Proof. Consider the =rst (leftmost) vertex x in L which has a neighboring subdivision
vertex d on an edge between G1 and G2 or on an edge between two vertices of G2.
Assume d is a subdivision vertex of edge (x; y) in G. Then clearly y is to the right
of x. There is either an edge between x and the last vertex in L or between y and the
=rst vertex in L (or both). We can just as well replace the path between x and y by
a simple edge; this does not increase the width of the layout.
Claim 29. We may assume that all branch vertices of G2 occur consecutively in L.
Proof. Let i be the =rst and j the last positions of vertices of G2. As in the case for
ordinary bandwidth we obtain the following lowerbound:
tbw(G)¿
⌈
n∗1
2
⌉
+ n∗2 − 1¿
⌈n1
2
⌉
+ n2 − 1:
The width of L is either obtained by this lowerbound or by some edge connecting a
vertex in position ¡i with a vertex in position ¿j. In either case we can arbitrarily
permute the vertices in positions i; : : : ; j without increasing the width. This proves the
claim.
We can now =nish the proof in the same manner as in Section 4. Consider the
following layout Q. Take any optimal bandwidth layout Q1. Add the vertices of G2
in any order after the =rst 	n1=2
 vertices of G1. We claim this gives an optimal
topological layout (without subdivisions). If tbw(G1) = bw(G1)6 	n1=2
 − 1 then the
width of Q is 	n1=2
+n2−1, which must be optimal since it achieves the lowerbound
in the proof of the last claim. If tbw(G1) = bw(G1)¿ 	n1=2
 − 1 then the width of Q
is bw(G1) + n2 and the proof in Section 4 can be used to show that this is optimal
(under the assumption that an optimal layout can be obtained with a start and end
vertices of G1).
7. A subdivision bound
Let H be a subdivision of a graph G with a minimal number of vertices such that
the bandwidth of H equals the topological bandwidth of G. In this section we show
that the number of vertices of H is O(n3), where n is the number of vertices of G.
128 T. Kloks, R. B. Tan /Discrete Applied Mathematics 115 (2001) 117–133
Theorem 30. There exists a subdivision H of G with O(n3) vertices such that bw(H) =
tbw(G).
Proof. Let t be the topological bandwidth of G and consider a topological layout L
of G with width t.
De=ne a window of length ‘ to be a consecutive subsequence of L with ‘ vertices.
Consider a window W containing only subdivision vertices.
Suppose the length of W is larger than (n+ 1)2. We now show that we can replace
W by a new window with length at most (n+ 1)2, without increasing the width of L.
Let q be the number of paths “passing through” W , where each path corresponds
to a subdivision of an edge of G. Consider the right endpoints of the dangling edges
coming in at the left side of W . Let r be the position in W of the right-most of these
endpoints. Now let I be the sub-window of W containing the =rst r vertices of W .
Notice that q6 r6 t. Similarly, consider the left-most endpoint of a dangling edge on
the right side of W , and suppose this endpoint is at the jth position of W . Let F be
the sub-window of W containing the vertices from positions j to the end.
We now construct a sequence of windows W1; : : : ; Wn as follows. Let W1 be the
window of q vertices, each vertex is a subdivision vertex for each of the q paths, in
the order of the right-most vertices of these paths in I . Similarly, de=ne a window Wn
containing one subdivision vertex for each path, in the order of the left-most vertices
of these paths in F .
Notice that if q= t then the ordering of the subdivision vertices of the paths in W1
and Wn must be equal. We now de=ne windows W2; : : : ; Wn−1 each with q vertices as
follows. Each of these windows contains exactly one subdivision vertex for each path.
In W2 put a subdivision vertex at the =rst position for the path that has a subdivision
vertex in the =rst position at Wn. The other subdivision vertices appear in the same
order in W2 as in W1. In the same manner, de=ne windows W3; : : : ; Wn−1. So in W3
the =rst two vertices are in the correct order, etc.
In this way we can replace W by a sequence of windows I; W1; : : : ; Wn; F with a
total length of at most 2t + nq6 (n + 1)2.
Now consider a subdivision H of G with a minimal number of vertices and such that
bw(H) = tbw(G), and consider an optimal bandwidth layout L for H . Each window of
length (n + 1)2 + 1 contains at least one branch vertex. Hence the total length of L is
at most n((n + 1)2 + 1)6 3n3.
Corollary 31. There exists a constant time algorithm to compute the topological
bandwidth of any graph of constant size.
8. Topological bandwidth for the sum
Computing the topological bandwidth of the sum of two graphs is less trivial. Let
G be the sum of G1 and G2. Assume there exists an optimal topological layout of
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minimal length starting and ending with vertices of G1. Then we know there exists an
optimal layout such that all vertices of G2 are consecutive, and such that there are no
subdivisions on edges between vertices of G1 and G2 and between pairs of vertices
of G2 (see the proof of Theorem 27). If bw(G1)6 n1=2 − 1 then it follows from the
proof of Theorem 27 that tbw(G) = n1=2 + n2 − 1. However, if bw(G1)¿n1=2− 1, the
case is less clear. A subdivision of G1 may decrease the topological bandwidth of G1
but at the same time it inQuences the lowerbound in terms of edges between G1 and
G2, i.e., 	n∗1 =2
 + n2 − 1.
Denition 32. For a graph G with n vertices and integer ‘¿ n, let ((G; ‘) be the
smallest possible bandwidth over all subdivisions H of G with at most ‘ vertices.
Remark 33. Note that ((G; n) = bw(G) and ((G;∞) = ((G; 3n3) = tbw(G).
Lemma 34. Let W1(n+ ‘) be the minimal width over all topological layouts of min-
imal length starting and ending with vertices of G1 and with length at most n + ‘.
Then
W1(n + ‘) = n2 + min
06r6‘
max
(
((G1; n1 + r);
⌈
n1 + r
2
⌉
− 1
)
:
Proof. Consider an optimal topological layout L of minimal length starting and ending
with a vertex of G1 with length 6 n + ‘. Say L has length n + ‘′.
Let i and j be the =rst and last positions in L of vertices of G2. Then the width of
L is at least
max(n∗ − i; j − 1)¿ n2 +
⌈
n1 + ‘′
2
⌉
− 1;
where n∗ = n1 + n2 + ‘′.
Remove from L all vertices of G2 and let the resulting topological layout for G1 be
L∗. Let p and q be the positions in L of the longest edge in L∗. It follows that the
width of L is at least |p− q| + n2¿ n2 + ((G1; n1 + ‘′) (see Section 4).
This shows that
W1(n + ‘′)¿ n2 + max
(
((G1; n1 + ‘′);
⌈
n1 + ‘′
2
⌉
− 1
)
:
Hence
W1(n + ‘)¿ n2 + min
06r6‘
max
(
((G1; n1 + r);
⌈
n1 + r
2
⌉
− 1
)
:
Assume the minimum is attained for some value 06 r06 ‘. Let r0 be as small as
possible. We show =rst that there is a topological layout L1 of G1 with length n1+r0 and
width ((G1; n1 + r0). There exists a topological layout for G1 with width ((G1; n1 + r0).
Let n1 + ‘′ be the minimal length of such a layout. Hence ‘′6 r0, and we have
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((G1; n1 + ‘′) = ((G1; n1 + r0). Now
max
(
((G1; n1 + ‘′);
⌈
n1 + ‘′
2
⌉
− 1
)
6max
(
((G1; n1 + r0);
⌈
n1 + r0
2
⌉
− 1
)
:
Since r0 is minimal, we must have ‘′ = r0.
Add the vertices of G2 after the =rst 	(n1 + r0)=2
 vertices of G1 and let L be the
resulting topological layout of G. As in Section 4, it follows that the width of L is
n2 + max
(
((G1; n1 + r0);
⌈
n1 + r0
2
⌉
− 1
)
:
This proves the lemma.
Clearly, ((G; n+‘) = min(W1(n+‘); W2(n+‘)), where W2 is de=ned similar as W1.
9. Topological bandwidth = bandwidth for P4-sparse graphs
We now show that the topological bandwidth and the bandwidth are the same for
P4-sparse graphs, by a series of lemmas.
Theorem 35. If G is P4-sparse then tbw(G) = bw(G).
Recall that a P4-sparse graph G can be obtained from isolated vertices or spiders by
taking sums or unions of P4-sparse graphs or G is obtained from a spider G1 and a
P4-sparse graph G2 by making every vertex of G2 adjacent to all vertices of the clique
of G1.
We prove the claim by induction. If G is an isolated vertex or a spider, the claim
follows from results in Section 3. If G is the sum or union of two P4-sparse graphs
the claim follows by induction from the observations in Section 6.
In the rest of this section, we assume that G is obtained from a P4-sparse graph
G2 = (V2; E2) and a graph G1 = (V1; E1) which is a spider.
9.1. G1 is a thin spider
Let K be the clique of G1 and S the independent set. The vertices of G2 are adjacent
to all vertices of K and no vertices of S.
Lemma 36. ((G; n + ‘) = |K | + min06r6‘ max(((G2; n2 + r); 	(n2 + r)=2
 − 1).
Proof. First, we show that the right-hand side is a lowerbound. This can be seen
by noticing that the right-hand side is a lowerbound for G[V2 ∪ K], since clearly
((G; n + ‘)¿ ((G[V2 ∪ K]; n2 + |K | + ‘). We may assume that there is an optimal
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layout for G[V2 ∪K] such that the vertices of K are consecutive and hence, by Lemma 34,
((G[V2 ∪ K]; n2 + |K | + ‘) = |K | + min
06r6‘
max
(
((G2; n2 + r);
⌈
n2 + r
2
⌉
− 1
)
:
We now show that the right-hand side is attainable for G. Assume the minimum is
attained for some value 06 r06 ‘. Take r0 as small as possible. As in the proof of
Lemma 34, it follows that there is a topological layout L2 of G2 with length n2 + r0
and width ((G2; n2 +r0). Construct a layout L for G from L2 as in the proof of Lemma
22. Then as in Lemmas 22 and 23, it follows that the width of L is
|K | + max
(
((G2; n2 + r0);
⌈
n2 + r0
2
⌉
− 1
)
:
9.2. G1 is a thick spider
Lemma 37. ((G; n + ‘) = |K | + min06r6‘ max(((G2; n2 + r); 	(n2 + |K | + r)=2
 − 2):
Proof. Again we =rst show that the right-hand side is a lowerbound. Consider an
optimal minimal layout L for G of length n+ r06 n+ ‘. Clearly, the width of L is at
least |K | + 	(n2 + |K | + r0)=2
 − 2 (see Lemma 24).
Now assume that ((G2; n2 + r0)¿ 	(n2 + |K |+ r0)=2
 − 2. Again we have ((G; n +
‘)¿ ((G[V2 ∪ K]; n2 + |K | + r0). By Lemma 34
((G[V2 ∪ K]; n2 + |K | + r0) = |K | + min
06r6r0
max
(
((G2; n2 + r);
⌈
n2 + r
2
⌉
− 1
)
:
Clearly, for 06 r6 r0:
((G2; n2 + r)¿ ((G2; n2 + r0)¿
⌈
n2 + |K | + r0
2
⌉
− 2¿
⌈
n2 + r0
2
⌉
− 1:
Hence the width of L is at least |K | + ((G2; n2 + r0).
We now show that the lowerbound can be attained. Assume that the minimum is
attained for some value 06 r06 ‘. Take r0 as small as possible. There is a topological
layout for G2 with length n2 + r0 and width ((G2; n2 + r0) (see Lemma 34). Construct
a layout L as in the proof of Lemma 22. As in Lemmas 25 and 26, the width of this
layout is
|K | + max
(
((G2; n2 + r0);
⌈
n2 + |K | + r0
2
⌉
− 2
)
:
Since P4-sparse graphs are exactly the (5; 1)-graphs we obtain the following result.
Corollary 38. If G is P4-sparse then the topological bandwidth of G can be computed
in polynomial time.
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10. Concluding remarks
In this paper we have shown that the bandwidth can be computed in polynomial
time for (q; q−4)-graphs for each constant q. We would like to mention the following
open problems. As far as we know, the complexity of the bandwidth problem for
permutation graphs and for splitgraphs are still open.
In [21] it was shown that the bandwidth of a graph equals its proper pathwidth.
PROPER PATHWIDTH is the problem of embedding a graph in a unit interval graph with
minimal clique number. The (ordinary) pathwidth is a lowerbound for the topological
bandwidth of a graph [26], where the authors show that the node search number
is a lowerbound for the topological bandwidth (the node search number of a graph
equals the pathwidth plus one). Is there also a graph embedding problem related to
TOPOLOGICAL BANDWIDTH?
We have shown that the topological bandwidth and bandwidth of a P4-sparse graph
are equal. We could not =nd a polynomial time algorithm for the topological band-
width of graphs with few P4s. Other open problems in this direction are for example
P4-extendible [15] and P4-tidy graphs [11]. A graph is P4-extendible if and only if
it has no p-component of order greater than 5 (see, e.g., [14,11]). This leads us to
conjecture that the topological bandwidth and bandwidth are equal for P4-extendible
graphs also.
Finally, as a very interesting open problem we mention the computational complexity
of the topological bandwidth for trees. Surprisingly, this is still an open problem.
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