Abstract. In this paper, linear ε-orthogonality preserving mappings are studied. We defineε (T ) as the smallest ε for which T is ε-orthogonality preserving, and then derive an exact formula forε (T ) in terms of T and the minimum modulus m (T ) of T . We see that ε-orthogonality preserving mappings (for some ε < 1) are exactly the operators that are bounded from below. We improve an upper bounded in the stability equation given in [7, Theorem 2.3], which was thought to be sharp.
Introduction
Suppose H is a Hilbert spaces, and ·, · is the inner product on H. The usual orthogonality relation ⊥ is defined by x ⊥ y ⇔ x, y = 0.
A mapping f : H → H satisfying the condition: for every x, y ∈ H,
is called an orthogonality-preserving (OP ) mapping.
Let B (H) denote the set of all bounded linear operators on H. It is well-known that a linear operator T ∈ B(H) is OP if and only if T is a scalar multiple of an isometry.
Let us say that for a given ε ∈ [0, 1], two vectors x, y ∈ H are ε-orthogonal, denoted by x ⊥ ε y , if | x, y | ≤ ε x · y . It is clear that every pair of vectors are 1-orthogonal, so the interesting case is when ε ∈ [0, 1).
An operator T ∈ B (H) is approximately orthogonality-preserving (AOP) if there is an ε ∈ [0, 1) such that, for every x, y ∈ H, x ⊥ y ⇒ T x ⊥ ε T y.
If we want to include ε in the notation, we say that T is ε-AOP. We say that every operator is 1-AOP. If 0 ≤ ε 1 ≤ ε 2 < 1 and T is ε 1 -AOP, then T is ε 2 -AOP. Thus we are interested in the smallest such ε.
We define a functionε :
Thusε (T ) = 1 whenever T is not AOP. In [6] , stability property for inner product preserving (not necessarily linear) mappings was studied. Other approximate orthogonalities in general normed spaces along with the corresponding approximately orthogonality-preserving mappings have been studied in [1] , [2] , [3] , [4] .
In [5, Theorem 2], Chmieliński proved every nonzero linear AOP operator is bounded from below. In this paper we prove that the converse holds, i.e., T is AOP if and only if T is bounded from below.
Recall that the minimum modulus m (T ) of T is defined to be the largest number m ≥ 0 such that, for every x ∈ H, T x ≥ m x .
Our main result (Theorem 2.3) is the following.
Clearly, this implies that m (T ) > 0 if and only ifε (T ) < 1, and m (T ) = T if and only ifε (T ) = 0 if and only if T is OP.
When H is finite-dimensional, Chmieliński [6] proved that there is a function δ : [0, 1) → [0, ∞) such that lim ε→0 + δ (ε) = 0 such that if 0 ≤ ε < 1 and T ∈ B (H) is ε-AOP, then there is linear OP mapping S such that
and asked whether the same holds true when H is infinite-dimensional.
A. Turnšek [7, Theorem 2.3] showed that Chmieliński's result [6] holds for arbitrary H with
and he claimed, using an example [7, Example 2.4] , that his result is sharp. However, we show that Chmieliński's result holds when
. Thus, ifε (T ) < 1, there is a linear OP map S such that
It follows from Theorem 3.5 that δ (ε) is the best. Note that if
is the polar decomposition of T, Turnšek defines S = T V , while we choose
V . Since linear OP mappings are precisely scalar multiples of isometries, a natural question is whether linear ε-AOP mappings are close to linear OP mappings (that is, to scalar multiples of isometries) as ε → 0. In other words, doesε (T ) in some way measure the distance from T to the set CV of scalar multiples of isometries? We prove the following affirmative answer (Theorem 3.5):
When H is separable, we actually prove that this formula holds for all operators T that are not semi-Fredholm with positive index.
If we replace the set of scalar multiples of isometries with the set CU of scalar multiples of the set U of unitary operators, we obtain a universal distance formula on a separable Hilbert space:
When dim H = ℵ 0 , the formula for dist (T, CU) cannot be written solely in terms of T andε (T ); it seems likely that the same is true for a formula for dist (T, CV).
Main Results
In this paper, we assume the dimension of H is at least 2. The following lemma is a well-known result about left invertible operators. Proof. Suppose ker T = 0. Take any nonzero vector e ∈ ker T and any unit vector f / ∈ ker T ∪ ker T ⊥ . Let x = e, f f, y = e − x. Then x ⊥ y and T x = −T y, thus it follows from Cauchy-Schwarz inequality thatε(T ) = 1. Now, we may assume ker T = 0, but ran T is not closed. Let E be the spectral measure of |T |. Then for every δ > 0, E[0, δ)H is an infinite dimensional closed subspace such that T x < δ x for all x ∈ E[0, δ]H. Let δ n = T 2n , M n = E[0, δ n )H, n ∈ N. Take unit vectors e 1 ∈ M 1 and f 1 ⊥ e 1 . For n ≥ 2, take unit vectors e n ∈ M n ∩ {e 1 , e 2 , ..., e n−1 } ⊥ , f n ⊥ e n with T f n = 2n−1 2n
T . Let x n = e n − f n , y n = e n + f n . Then x n ⊥ y n , T x n → T , T y n → T , and | T x n , T y n | → T 2 , this shows thatε(T ) = 1 and the proof is completed.
Proof. Let m = m(T ), t = T . By the preceding lemma, we can easily see that the equation holds when m = 0. Now, let's assume m(T ) > 0. Notice that rankT ≥ 2. Take two unit vectors T h, T k with T h ⊥ T k, then h and k are linearly independent, and
iθ , and λ = h k e iθ . Then |λ| ∈ [m/t, t/m], h, λk ∈ R and h + λk ⊥ h − λk.
We compute
T y T y = |ε xy0 | ≥ 0 and
Notice that
this proves ε xy ≤ t 2 −m 2 t 2 +m 2 and thereforê
The proof is completed.
The following corollaries follow directly from the theorem.
Corollary 2.4. Suppose T ∈ B(H).
Then T is an orthogonality preserving mapping if and only if T is a scalar multiple of an isometry. Proof. Suppose T n − T → 0. Since T = 0, we may assume all the T n 's are not zero. Then t n = T n → T = t, m n = m(T n ) → m(T ) = m, and t 2 n + m 2 n = 0, thereforeε
Remark 2.7. The functionε is not continuous at 0. Take any T withε(T ) = 0 and let T n = 1 n T. Then T n → 0, but for every n,ε(T n ) =ε(T ) = 0.
A Distance Formula
Let V be the set of all isometries, CV be the set of all scalar multiples of isometries. Sinceε
Unfortunately, the answer is negative.
We claim dist(T n , CV) = n 2 → ∞. To see this, take an isometry(unitary) matrix
Since U is an unitary, |a| = |d|. If ad < 0, then
If ad > 0, then λa = λd and
The above example gives us a way to compute the distance between some special operators and CV. In the following, we study the general distance formula.
Proof. Let λ ∈ C, V ∈ V, x ∈ H with x = 1. Then
Proof.
. Then
Remark 3.4. If we rewrite
, then it follows from proof of the preceding theorem that
· min{ T , λV }, and clearly,
this is a sharper result than [7, Theorem 2.3] .
Proof. Combine Theorems 3.2 and 3.3.
Recall that indT = dim ker T − dim ker T * . If H is separable, it is known that the closure of the set of T ∈ B(H) with indT ≤ 0 is the complement of the set of semi-Fredholm operators T with indT > 0 (i.e., ranT is closed, dim ker T * < ∞ and dim ker T > dim ker T * ). Since the distance function is continuous, we get the following corollary. Proof. Suppose T S = 1 for some S ∈ B(H). Then S −1 = m(T * ). Let λV ∈ CV. Then T − λV ≥ 1 − λV S · S −1 = 1 − λV S · m(T * ).
If 1 − λV S < 1, we see that V S is invertible, so V is invertible and therefore S is invertible, impossible. Clearly, dist(T, CV) ≤ T . The proof is complete.
Remark 3.9. If T is a scalar multiple of a nonunitary co-isometry, then m(T * ) = T and therefore dist(T, CV) = T .
