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Abst rac t - - In  thin paper, we investigate fimte multiserver queuemg system with queue dependent 
heterogeneous servers, the number of servers changes depending on the queue length. Recurmve 
method is employed to solve the steady state equations governing the model The expression for 
the average number of customers in the system is obtained, whmh is further used to estabhsh cost 
function In order to gain maximum net profit, the threshold values of queue length at which servers 
are made available one by one, are determined Some special cases are deduced, which match with 
earlier exiting results We examine the effect of number of servers and input rate on average queue 
lengths by looking at a numerical i lustration The optimal threshold parameters and corresponding 
net profit are also tabulated. (~) 2005 Elsewer Ltd All rights reserved 
Keywords - -Fmi te  queue, Queue dependent servers, Threshold, Average queue length, Cost anal- 
ysm, Optimization 
I. INTRODUCTION 
In many practical queueing situations, a long queue of customers waiting for service is quite 
common.  To  avoid this inconvenient situation, the decislon maker  often provides extra removable 
servers to reduce long waiting hnes K ing [I] described the threshold queueing system in the 
transport protocols of a communicat ion network. The  telephone directory assistance is another 
good example of threshold queueing system, where as the number  of calls increases, the provision 
of extra attendants is recommended so as to provide better grade of service in terms of reduced 
waiting time at opt imum cost. However, these attendants may be removed as the number  of calls 
reduces 
Many researchers have contr ibuted to study the threshold queueing systems with queue depen- 
dent servers. Larsen and Agrawala [2] obta ined opt imal  pohcy to minimize the mean response 
t ime for M/M/2  queueing system. Lin and Kumar  [3] proved the val idity of this policy. Singh [4] 
analyzed the infinite source Markovian queueing system for the case of two homogeneous and 
heterogeneous servers and also studied the infinite source M/M/3  queueing system with three 
homogeneous servers. Garg and Singh [5] tackled the same problem to determine the opt imal  
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queue length under a cost structure so as to maximize the total profit. Ibe and Keilson [6] inves- 
tigated multiserver threshold queues with hysteresis. Yamashiro [7] extended the work of Singh 
[4] and Garg and Singh [5] by taking state dependent servers. Yamashiro and Yuasa [8] discussed 
M/M/2 and M/M/3 machine repair problems where the number of repairmen change depending 
on the number of failed machines in the system. 
The incorporation of additional removal servers in complex queueing system is advantageous 
to shorten the long waiting line so that the system efficmncy may upgrade to a reasonable extent. 
Jain [9] investigated M/M/m queue with discouragement by incorporating additional servers. 
Jain et al. [10] analyzed M/M/C/K /N  machine repair problem with balking, reneging, spares, 
and additional repairman. Jain and Singh [11] incorporated additional servers for M/M/m queue 
with balking and reneging. 
The purpose of this paper is threefold. First, we compute steady-state probabilities by using 
recursive method for the finite-capacity and fimte-source queueing system with queue dependent 
heterogeneous servers, which is further employed to obtain the explicit expression of the average 
number of customers in the system. Second, to obtain maximum net profit corresponding to 
optimal queue lengths. For this purpose, a linear cost relationship is constructed by taking 
various cost factors into consideration. Third, sensitivity analysis is carried out to explore the 
effect of cost ratios and traffic intensity on optimal queue lengths as well as on the net profit. 
The remaining paper is organized as follows. In Section 2, the underlying assumptions and 
notations for finite queueing model have been stated. The expressions for steady state queue 
size distribution and other performance indmes for finite capacity model have been derived in 
Section 3. Section 4 provides results for finite population model. Some special cases which also 
match with earlier exiting results are deduced in Section 5. In Section 6, we establish relationships 
among the cost factors so as to determine the optimal threshold values of queue level to turn on 
the queue dependent heterogeneous servers one by one. Finally, in Section 7, significance of the 
model and directions for future research are outlined. 
2. THE NOTATIONS AND ASSUMPTIONS 
Consider a multiserver queueing system with queue dependent heterogeneous servers, the cus- 
tomers are served according to first-come, first-serve service discipline. The customers are as- 
sumed to arrive in Poisson fashion with mean arrival rate A. There is provision of r heterogeneous 
servers in the system that turn on one by one according to a specified rule and provide service 
according to exponential distribution with mean service rate #3 for j th  (3 ~ 1, 2 , . . . ,  r) server. 
The number of servers employed epends upon the number of customers present in the system 
according to a threshold policy governed by the following rules. 
• The first server is permanently available with the system. 
• As soon as there are N1 customers waiting in front of first server, the second server will 
start providing service but will be removed from the system if the queue length becomes 
less than N1. 
• In general, when the number of customers waiting for service reaches a specific level N3_l , 
the j th  ( j  = 2, 3 . . . .  , r) server will be available for service. As soon as the queue length 
again becomes less than N 3_ 1, the j th  server  will be removed from the system. 
Let Pn denote the steady state probability that there are n customers in the system. Let 
PN1 = PNI(1) + PNI(2), where PNI(~) is the probability that there are N1 customers in the system, 
and the N1 th customer being served by the ith (i -~ 1, 2) server. Also in general, we represent the 
probability of Nj customers in the system by 
= PN, (1 )+ 
where PNj(1) denotes the probabihty that the N? th customer is being served by the jth server 
and PN,(2) (3 = 1, 2 , . . . ,  r -- 1) denotes the probability that Na TM customer is being served by the 
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(3 + 1) th server. Evidently, (3 + 1) th server will be available for service if there are at least N: 
customers present in the system. As soon as the number of waiting customers in front of ( r -  1) th 
server becomes Nr-1, then all r servers are available for service by activating the last r th server. 
The steady state queue size distributions for finite capacity and finite population models are 
presented in the next sections. 
3. F IN ITE  CAPACITY  MODEL 
The steady state equations for M/M/r /K queueing system with r queue-dependent he eroge- 
neous servers are given as follows, 
;~P0 = #lP1, (1) 
(l + #J  P,, = APn-I  + #lPn+l, 1 <_ n < N1 - 1, (2) 
(~ + #1) PN,-1 = ~PN~-2 + #IPNKD + #2PN2(2), (3) 
(A +/Zl) PNI(1) = APN~-I + #2PNI+I, (4) 
()~ + #2) PNI(2) = #IPNI+I, (5) 
(A+¢JPn=APn- I+¢:P ,+ I ,  N3_ I<n<N 3-1 ,  3 =2,3 , . . . , r -1 ,  (6) 
(A + CJ PN~-I =IPNj-2+¢3PN~(1)+#:+IPN~(2), j---- 2 ,3 , . . . , r - -  1, (7) 
(A + CJ  PN:(1)=,kPN;-I+#:+IPN:+I, 3 ---- 2 ,3 , . . . , r - -  1, (8) 
(A + #:+1)PNj(2)= ¢3PN3+1, 3 = 2 ,3 , . . . , r - -  1, (9) 
(A + ¢~) P~ : AP,- I  + CrPn+l, Nr-1 < n < K, (10) 
¢~Pk = APk-1. (11) 
3.1. Queue S ize  Distr ibut ion 
We obtain steady state queue size distribution by solving equations (1)-(11) recursively as 
, 
(1 + ] 
Pn : (1 + 2p~+1) ] 
-i- rz+l ) p~ n--N.-1 
L,=l (1 + 2p,+l) pr P0; Nr-1 < n < K, 
where r~ A/#~, i 1,2,.. .  ,r; ¢3 3 : = = ~=1 ;z~, P3 : I/¢3; 3 : 1 ,2, . . . , r .  
K p, Now P0 can be determined by using normalizing condition ~n=O '~ = 1. 
Particularly at threshold levels, we have 
(1 + p2) p~' P0 = Ap~'Po, PN~(1) -- 1 + 2p2 
where A = (1 + p2)/(1 + 2p2), 
r2p2p NI-1 
- -  Po, PN1 (2) 1 + 2p2 
A (1 + p3) pf -N1 
: Po, PN2(1) 1 + 2p2 
A -  -N2-  N1 -- 1 _ 
PN2(2) = ~"3P2 p3 Po, 
1 + 2p3 
PN~(~) -- p~ (1 + p3+~) pN _~ ' 
1 + 2p3+1 
7"3+1P3+1 PNj-I, 
PN~(2) = 1 + 2p3+1 
N3_l < n < N: - i , 3:2 ,3 , . . . , r -  1 
3, 4 , . . . , r -  1, 
3,4,.. , r -1 .  
(12) 
(i3) 
(14) 
(15) 
(16) 
(i7) 
(18) 
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3.2. Other System Metrics 
Now, we find some more performance characteristics by using steady state queue size distribu- 
tion as follows. 
• Probability that there are j (3 -- 1, 2,. . .  ,r  - 1) operating servers in the system, 
P ( j )=  Prob. {Nj-I<n<N3}={J~=I(I+r'+I)pN'-N'-'} 1 - p ; J - N J - 1 -  (1  2p,+l) 1 -- P3 P0, (19) 
with No = 1. 
• Prob {all r servers are operating} 
P(r)=Prob.{N~_l<n<K} I~(I+r'+I)PN'-N'-~} 1-pK-N~-~-I = Po. 
t ,= l  (1 + 2p~+1) 1 -- Pr 
(20) 
• Prob. {jth (3 = 1, 2 , . . . ,  r) server being in busy state} is 
PB(J)=EP(k ). (21) 
k=3 
Let L[r :N i ,N2, . . . ,Nr -1]  denote the average number of customers in the system with r 
servers, which turn on at the threshold levels N1, N2,. . . ,  Nr-1, respectively. Then, the explicit 
expression for Lit : N1, N2,. . . ,  Nr-1] for finite capacity model is obtained as follows, 
L[r  : N1 ,N2, . . . ,  N~--i] 
K 
= 
n=O 
F NI--1 r--1 Ns-1 
z 
9=2 n=N#-i 
I~  \ N,-N,_I } 
(1 + r,+z) p, pN,-N,_I n-N,_1 
n (1 + 2p~+1) P3 
k ~=i 
+ r,+l) p, np~ -N~-I Po + (1 , N,-N,_I 
t ~=i (I + 2p,+l) ) n=N~-1 ] 
Ol{1-NloNI-I+(NI-1) PN1} + (l+r,+l)p, 
(-1--~ pl) 2 (I + 2pi+l) 2=2 
f D3 {1-  (N 3 -Nj_I)pN3-N3-1-Ar-(Nj- N3_ 1 -1)p; ~-N3-' }
i / (1  - h) 2 
+ TI--V 
+ H (1 + 2p,+l) t (-1--- ; ?  *=1 
-P~ ) Po. + ~-~ 
(22) 
Queueing System 191 
4. F IN ITE  POPULAT ION MODEL 
The steady state equations for finite population queueing system with population size M and r 
queue-dependent heterogeneous servers, are constructed as follows, 
MPo =/-tiP1, (23) 
{(M - n) + pl} P~ = (M - n + 1) Pn-1 + ~IP,,+,,  1 _< n < N1 - 1, 
(24) 
(M - N1 + 2) PN,-2 + #IPN~(Z) +#2PN~(:), (25) 
(M - N1 + 1) APN~-I + #2PN,+I, (26) 
/~IPN,+I, (27) 
(M - n + 1) AP~-l ,  (28) 
+ ¢3Pn+1, N3_l < n < N 3 - 1, 
(M - N 3 + 2) APN~-2 + CjPN~(1) (29) 
+ ~2+1PN3(2 ) , 3 =2,3 , . . . , r - -1 ,  
(M - N a + 1) APN~-I (30) 
+ #a+lP, ] = 2 ,3 , . . . , r -  1, 
¢3PN~+I, .7 = 2, 3 , . . . ,  r - 1, (31) 
(M - n + 1) APe- l ,  
(32) 
+ ¢~P~+I, Nr-1 < n < K, 
APK-1. (33) 
(M - N1 + 1) + #IPN~-I = 
{(M - N1) A +/~1} PNI(1) = 
{(M - N1) A -{- #2} PNK2) = 
{(M-n)~q-¢ j}Pn= 
{(M - Nj + 1) A + ¢~} PN.7-1 =
{(M - N3) A + ¢,} PNj (1) ~--- 
{(M - N3) A + #3+1} P%(2) = 
{(M - n) A + Cr} Pn = 
CrPK = 
4.1. Queue Size D is t r ibut ion  
We obtain steady state queue size distribution by solwng equations (23)-(33) recursively as 
( M - n) r P'~P°' 
M! { I+(M-N, ) r ,+ I}  g , -N,_ l l  ,~--g3-~ 
Pn = (M-n)! { I+2(M-N, )p ,+ I}  p" JPs to, 
M! [~fil { I+(M-N, ) r ,+ I}  g , - i v_ l l  
(M-n) [  t ,=l  ~-'-2-('-M----'~)P--~+I} p" " J PT-N~-~P°' 
l<n<N- l ,  
N~- I  < n < N~ - I, 
2=2,3 ,  . . , r -  l, 
N~-I ~_n~_M, 
(34) 
M R where P0 is determined using normalizing condition ~n=0 n = 1. 
The steady state solution for P= always exists because the number of states is finite 
4.2. Other  Sys tem Metr ics  
We provide some more results using queue size distribution as follows. 
• Probabil ity that there are j (2 - 1, 2 , . . . ,  r - 1) operating servers m the system, 
P(3) =Prob. {N3_I _<n< Na}= [[__HI I {I{I+--(M-N')r'+I}+ 2 (M - ,  p,+l} PN'-N'-'I' J 1--pN'-N'-'Po'I -  p,
(35) 
• Prob. all r servers are operating, 
P ( r )  =Prob .  {N~-I <n<M}=[H {1-+--(M--N~)r'+I} pN'-N'-ll 
L,=I {1 + 2 (M - N,) P,+I} ~ J 
1 - pK-lV _ -i Po. 
1 - Pr 
(36) 
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• ]th (j .~ 1, 2 , . . . ,  7') server being in busy state is 
PB (2) = Z P(k). (37) 
k=9 
• The average number of customers m the system is given by 
L[r N1,N2, ,Nr-1] 
M 
=~ nP~ 
n=O 
r--1 N 3 --1 3-- 1 
= Po. 
,[~r~ 1 ( I+(M-N, ) r ,+ I}  Iv,-~v,_~l M~-~ n M! .-N~_,[ 
5. SPECIAL AND EXTREME CASES 
Case 1. If r = 3, that is when the system has three heterogeneous servers, then our results 
for finite capacity model coincide with the results obtained by Wang and Tai [12]. 
The queue size distribution given by (22) reduces to the following form, 
where 
{ p~P (0), 
P~ = Ap~ -N' P (0), 
Bp'~-N~ p (o) , 
l<n<N1-1, 
N1 <n< N~- I ,  
N2<n<K,  
(39) 
( 1 + P2 ~ pN, B = A .(1 + P3)pN~-N, 
A=\ I+2p47 ' (I+2p~) 
Case 2. If r = 3, K --* oe, that is when the system capacity is infinite and the system has 
three heterogeneous servers, then we get the results for the infinite source M/M/3  
queueing system with queue dependent heterogeneous servers as follows, 
pimp (0), 1 < n < N1 - 1, 
P,~ = \1 -~4]  pNp~-N~p(o)' N1 < n < N2 - 1, (40) 
(1 + p3) ~-N~ ~,~ p~-N:p(o) n>N:  
(1 + 2p5) ' - 
Case 3. If r = 3, #1 = #2 = #3, that is, when the system has three homogeneous servers, 
then our model provides results for finite queueing system with queue dependent 
homogeneous servers. 
Case 4. If r = 3, K --+ 0% and #1 = #~ = pa, that is, when the system has infinite capacity 
and three homogeneous servers, then we have the corresponding formulae for the 
infinite source M/M/3  queueing system with queue dependent homogeneous servers. 
Case 5. In partmular, for homogeneous servers, that is, when #~ = p (i = 1,2,. ,r) and 
N; = 3 + 1, 1 _< 3 < r - 1, our results coincide with classical M/M/ r /K  model [13]. 
6. OPT IMAL  CONTROL STRATEGY 
It is difficult for decision maker to decide analytically the number of servers in the system 
and the threshold level of queue size for their turning on or off so as to minimize total cost. 
Queuemg System 193 
In this section, we derive the cost function to determine the optimum threshold value N3* (j = 
1, 2 , . . . ,  r - 1) considering predefined cost incurred on the system, as follows. 
Ch Holding cost per unit time for each customer in the system. 
C1 Cost per unit time of permanent server. 
C 3 Cost incurred per unit time for providing ?th (j = 2, 3 , . . . ,  r) server. 
To design optimal control policy for system with r servers, following r - 1 inequalities must be 
satisfied, because it is profitable to act ivate  3 th (r,r - 1, .., 2) server only if the respective cost 
equation given below, is valid. 
Ch [L( r -  1: N1, N2,...  ,Na,. . .  ,N~-2)- L(r " N1,N2,... ,N3,.. . ,  N~_~)] 
> C~P (r), (41) 
Ch [L(r -  2 : N1, N2, ... ,N3,... ,N~-3)- L(r : N1,N2,. . . ,N3,. . . ,  N~-I)] 
> C~-IP ( r -  1)+ C~P (r), (42) 
Ch [L ( r - j  : N1,N2,... ,N3,... ,Nr-3-1) -L ( r :  N1,N2,...,N3,...,Nr-1)] 
> ~ CkP(k), j = 3,4,.. , r -  2, (43) 
k=r -3+l  
Ch [L (1) - L (r : N1,N2,.. ,N3,. .. ,N~_x)] 
T 
> E CkP (k). (44) 
k=2 
The maximum profit is achieved by employing r TM server  at N~-I if the following inequalities are 
satisfied, 
Ch [L(r - 1 : N1, N2,. . . ,  N j , . . . ,  Nr-2) 
- L ( r  : N1,N2,... ,N3,... ,  Nr-1)] - CrP(r) 
>_ Ch [L(r -  1 : N1, N2,.. . ,Nj,  ..,N~_2) 
K 
-L(r :N1,N2,  . ,N3 , . . . ,Nr - I -1 ) ] -C~ ~ P,~, 
n=Nr- l -1  
Ch [L( r -  1 : N1,N2,. . . ,N 3,...,N~-2) 
- L  (r : N1, N2,. . . ,  N3,. •., N~_~)] - C~P (r) 
>_ Ch [L ( r -  1 : Y~,Y2,.. .  ,Nj .... , Nr-2) 
K 
- L  (r :  g l ,  N2,. . . ,  N3 , . . ,  gr -1 + 1)1 - C~ E pn. 
n=N~_ 1 +1 
(45) 
(46) 
Similarly, we write inequalities for (r - 1) TM server as follows, 
Ch [L (r - 2 : N1,N2,... ,N3,..., Nr-3) 
-L ( r :N1 ,N2, . . . ,N3 , . . . ,Nr_ I ) ] -  ~ CkP(k) 
k=r--1 
>_ Ch [L ( r -  2 : N1,N2,.. . ,N3,.. . ,Nr-3) 
N~_1--1 
- L  (r :  N1, N2,. . . ,  N3 , . . ,  N~-2 - 1, N~-I)] - C~-1 E P,~ - C,P(r), 
n=N~-2--1 
(47) 
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Ch [L(r- 2:N~,N2 .. . .  , g3, . . . ,  N~-a) 
-L  (r: N1, N2,. . . ,  N , , . . . ,  Nr-1)] - £ CkP(k) 
k=r-1 
>_ Ch [n(r - 2 : N1,N2,... ,N,,... ,Nr-3) 
L(r : N~,N2 ..... N,,... ,N~-2 + 1, N~_I)] - C~_~ 
In general, we have 
N._I--1 
E 
n=N~_2+l 
Pn - Gp( r ) .  
(48) 
Ch[L(r-2 :N1,N2,.. . ,Nr-j-1)-L(r:N1,N2,.. . ,N3,.. . ,Nr-1)]- ~ CkP(k) 
k=r-3+l 
>_ Ch [L (r -3 :  N I ,N2 , . . .  ,Nr -3 -1)  - L ( r  : N1 ,N2, . . .  ,Nr -3 - 1 , . . . ,Nr_ l ) ]  
Nr - j+ l -1  r 
-Cr - ,+ l  E Pn-  E CkP(k), 3=3,4 , . . . , r -2 .  
n=Nr-3 --1 k=r-2+2 
(49) 
Ch[L ( r - j :N I 'N2" ' "Nr -3 -1 ) -L ( r :N I 'N2 ' " "N3 ' " "Nr -1 ) ] -  L CkP(k) 
k=r-3+l 
>_ Ch [L (r - j : N1, N2,..., Nr-j-1) - L (r : N1, N2 , . . ,  Nr-3 + 1,. . . ,  N~-I)] 
N,,-~+I--1 L 
- C,.-,+1 E Pn - CkP (k ) ,  3 = 3, 4 , . . . ,  r - 2. 
n=Nr-~+l k=r-3+2 
Finally, we obtain the inequalities corresponding to second server as given below, 
(50) 
Ch [L (1) - L (r : N1, N2,. . . ,  N3,. . . ,  N~-I)] - ~ CkP (k) 
k=2 
N2 - 1 r 
_> Ch [L (1) - L (r: Yl - 1, N2,. . . ,  N3,. . . ,  N~-I)] - C2 E Pn - E CkP (k), 
n=Nl --1 k=3 
(51) 
7, 
Ch [L(1) - L(r : N1, N2,... ,Nj,..., N~- I ) ] -  E CkP (k) 
k=2 
N2 -- 1 r 
>-Ch[L(1)-L(r:NI+I,N2,.. . ,N3,.. . ,N~-I)]-C2 ~ P , -ECkP(k ) ,  
n=Nl+l  k=3 
Simplifying (45)-(52), we have 
n(r : N1,. . . ,N3,. . . ,Nr-,)-  L(r : Yl ..... Y j , . . . ,Y ,_ ,  - 1) 
PN._1-1 
L(r : N~,...,Y3,...,gr-1 + 1) -  L(r : N1,...,N3,...,N~-I) 
~--- OLr--1 ~ PN~_~ ' 
(52) 
(53) 
and 
L(r : N I , ' " ,N3, ' " ,N~- I ) -  L(r" N1,"',Nj - I, '"N~-I) <_a 3 
PN - 1 
< L(r: N1, N2,... ,N~ + 1, . . . ,Nr_ l )  - L ( r :  N1,N2,...,N3,...,Nr-1) 
j = 1 ,2 , . . . , r -  2, 
(54)  
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where  
C3+1 
a3 - Ch ' 3=1'2" ' " r - -1"  
The optimal value N3* (3 = 1, 2, . . . ,  r - 1) can be obtained using equalities (53),(54). But, 
there may be more than one feasible solution, so that, to achieve the maximum net profit, the 
total average cost (TC) should be minimum. The total cost (TC) is given by 
r 
TC = ChL  It: (N1, N2,.. , N~_I)] + ~ C3P (3)- (55) 
j= l  
Probabilities for 3 th server being busy for different models by varying r Table 1 
and A 
Model r A 
3 4 
3 5 
3 6 
4 4 
1 4 5 
4 6 
5 4 
5 5 
5 6 
3 4 
3 5 
3 6 
4 4 
2 4 5 
4 6 
5 4 
5 5 
5 6 
3 4 
3 5 
3 6 
4 4 
3 4 5 
4 6 
5 4 
5 5 
5 6 
Ps(1) P8(2) PB(3) PB(4) PB(5) 
0 999957 0.999784 0 999091 
0.999999 0.999995 0.999976 
1.000000 1 000000 0.999999 
0 999416 0.997081 0 987742 0.962270 
0.999977 0.999861 0 999280 0 997270 
0 999999 0.999993 0 999959 0 999814 
0 999063 0 995317 0 980333 0.939466 0 848650 
0 999902 0 999415 0.996977 0.988538 0.964428 
0 999993 0.999951 0.999701 0.998648 0.994963 
0 999816 0 999080 0 996243 
0 999996 0 999976 0 999881 
1 000000 0 999999 0 999994 
0 998092 0 990459 0.961027 0.890083 
0.999839 0.999034 0 995161 0.983340 
0.999991 0.999935 0 999614 0.998428 
0 997582 0.987908 0 950605 0.860690 0 698473 
0.999517 0 997102 0.985479 0.950003 0 867933 
0 999928 0 999494 0 996994 0.987751 0.961599 
0 999977 0 999517 0 990240 
1 000000 0.999985 0.999455 
1 000000 0 999999 0.999958 
0 999912 0.998146 0.962559 0.787180 
0.999996 0.999865 0.995127 0.951547 
1.000000 0 999990 0 999438 0.990945 
0.999907 0 998039 0.960398 0 774898 0.424194 
0.999994 0.999812 0.993214 0.932519 0 713523 
1.000000 0 999982 0 998914 0 982501 0.882089 
7. NUMERICAL  I LLUSTRATIONS 
This sec~ion illustrates the numerical tractability of the optimal threshold policy provided in 
previous ections by solving particular examples. Sensitivity analysis is also performed to examine 
the  ef fect  o f  var ious  sys tem descr ip tors  on  the  average  queue  length .  A computat iona l  p rogram 
is deve loped  by  us ing  mathemat ica l  so f tware  MATLAB and  run  on  Pent ium IV.  For  va l id i ty  o f  
ana ly t i ca l  resu l t s ,  we compute  numer ica l  resu l t s  for the  fo l low ing  mode ls .  
Mode l  1. In  th i s  mode l ,  the  homogenous  servers  tu rn  on  one  by  one  w i th  the  ar r iva l  of  each  
cus tomer .  That  is, N ,  = z + 1. A l so  se t  serv ice  ra te /z ,  = 1. 
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Table 2 
and )~ 
Model 
M JAIN 
Probabflltms for ffh server being busy for different models by varying K 
PB(2) PB(3) PB(4) ps(5) 
0 995317 0 980333 0 939466 0 848650 
0 999415 0.996977 0 988538 0 964428 
0 999951 0 999701 0.998648 0 994963 
0.995418 0 980755 0 940765 0 851899 
0 999635 0 998114 0.992849 0.977806 
0 999992 0 999954 0.999791 0.999220 
0 995428 0 980799 0.940901 0.852240 
0 999735 0 998629 0.994803 0.983871 
0 999999 0.999993 0 999966 0 999875 
0.987908 0.950605 0.860690 0.698473 
0 997102 0.985479 0.950003 0 867933 
0 999494 0.996994 0.987751 0 961599 
0 987920 0 950657 0.860836 0 698788 
0 997217 0.986059 0.952001 0.873209 
0.999684 0 998123 0.992349 0 976015 
0 987921 0 950658 0.860839 0.698793 
0 997235 0 986148 0 952308 0 874022 
0.999770 0.998635 0.994437 0.982561 
0.998039 0 960398 0.774898 0.424194 
0 999812 0 993214 0.932519 0.713523 
0.999982 0 998914 0.982501 0.882089 
0 998060 0 960834 0.777376 0.430533 
0 999836 0.994067 0 941004 0 749545 
0 999991 0.999452 0 991162 0.940452 
0 998061 0.960841 0 777419 0 430642 
0 999839 0 994185 0 942179 0 754530 
0 999994 0.999633 0.994089 0.960168 
K ~ gB(i) 
20 4 0.999063 
20 5 0.999902 
20 6 0.999993 
30 4 0.999084 
1 30 5 0 999939 
30 6 0 999999 
40 4 0 999086 
40 5 0.999956 
40 6 1 000000 
20 4 0.997582 
20 5 0.999517 
20 6 0 999928 
30 4 0 997584 
2 30 5 0 999536 
30 6 0 999955 
40 4 0.997584 
40 5 0.999539 
40 6 0.999967 
20 4 0 999907 
20 5 0 999994 
2O 6 1 000000 
30 4 0 999908 
3 30 5 0 999995 
30 6 1 000000 
40 4 0,999908 
40 5 0 999995 
40 6 1 000000 
Mode l  2. In th is  case, the  heterogeneous servers tu rn  on one by one 
customer.  That  is, N~ = ~ + 1. Set #~ = 1 + 0.1(~ - 1). 
w i th  the  arr ival  of each 
Mode l  3. Here, heterogeneous  servers s tar t  the  service w i th  the  work load of add i t iona l  three  
customers .  That  is, here, we also choose t~ = 1 + 0.1(z - 1), N~ = 3z. 
Numer ica l  results  for var ious sys tem per formance  measures  are presented  in Tables 1-4 and  
displayed in F igures  1-3. Table  1 depicts  the probab i l i ty  for the  j th  (3 ~--- 1, 2 , . . . ,  r )  server be ing 
busy  by fixing capac i ty / (  = 20 for dif ferent models.  I t  is observed that  the  probab i l i ty  PBO) 
increases w i th  arr ival  ra te  A but  decreases by increas ing the  number  of servers. For r = 5 and  
A = 0.3, in Tab le  2, we observe that  the  probab i l i ty  for j th  server be ing  busy  increases w i th  
capac i ty  size (K )  In Tab le  3, in ter im steps of global  search a lgor i thm to cMculate opt imM 
thresho ld  parameters  N* for sat is fy ing ineqnal i tms (53) and  (54) are given for 
A = 0.5, #I  = 1, #2 = 1.5, #a = 2, #4 = 3, K = 20, 
Ch = 1000, C i  = 1000, C2 = 500, C3 = 500, and  C4 = 500. 
LEQ~ and REQ 3 (3 = 1, 2 , . . . ,  r - 1) denote  the  left and  r ight  express ions of the  inequal i t ies.  I t  
is easi ly seen that  only at  
N1 =5, N2=8, N3 =9, 
these inequal i t ies  are satisf ied for chosen cost ratios. In Tab le  4, we ca lcu late opt ima l  th resho ld  
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Table 3. Table for finding the optimal solution by global search. 
N1 N2 N3 
5 7 8 
5 7 9 
5 7 i0 
5 7 11 
5 7 12 
5 7 13 
5 7 14 
5 7 15 
5 7 16 
5 7 17 
5 7 18 
5 7 19 
5 8 9 
5 8 10 
5 8 11 
5 8 12 
5 8 13 
5 8 14 
5 8 15 
5 8 16 
5 8 17 
5 8 18 
5 8 19 
5 9 10 
5 9 11 
5 9 12 
5 9 13 
5 9 14 
5 9 15 
5 9 16 
LEQ1 REQ1 LEQ2 REQ2 LEQ3 REQ3 
1 705220 2 140795 0 516963 0 565882 0.171713 0 185852 
1 705468 2 142081 0.518895 0.582885 0.191318 0 204899 
1.705498 2.142239 0.519132 0 584968 0 210926 0.223947 
1 705502 2.142258 0.519161 0 585221 0.230534 0 242995 
1 705502 2 142260 0.519164 0.585252 0.250142 0 262042 
1.705502 2.142260 0.519165 0 585255 0.269749 0 281090 
1 705502 2.142261 0 519165 0 585256 0.289358 0.300136 
1.705502 2 142261 0 519165 0.585256 0.308963 0 319191 
1 705502 2.142261 0.519165 0 585256 0.328579 0 338278 
1 705502 2.142261 0 519165 0 585256 0.348227 0.355557 
1.705502 2.142261 0 519165 0 585256 0.366015 0 373244 
1 705502 2.142261 0 519165 0 585256 0.384222 0.345799 
1 712271 2.177320 0 596161 0 641691 0 191312 0 204893 
1 712325 2.177604 0 598292 0.660439 0.210919 0 223940 
1.712332 2.177639 0 598550 0 662715 0.230527 0.242988 
1.712333 2 177643 0.598582 0 662990 0.250135 0 262035 
1 712333 2 177643 0 598585 0.663023 0.269742 0.281083 
1 712333 2.177643 0.598586 0 663027 0 289350 0.300131 
1.712333 2.177643 0 598586 0 663027 0 308958 0.319179 
1.712333 2 177643 0 598586 0 663027 0.328567 0 338158 
1.712333 2.177643 0 598586 0 663027 0.348104 0 356794 
1.712333 2 177643 0 598586 0.663027 0.367288 0 375091 
1.712333 2 177643 0 598586 0.663027 0.386124 0 329349 
1.713866 2.185593 0 675455 0.717506 0 210917 0 223939 
1.713878 2.185655 0 677784 0 737997 0 230525 0 242986 
1.713879 2 185662 0 678064 0.740468 0.250133 0 262034 
1 713879 2 185663 0 678098 0.740764 0.269741 0.281082 
1.713879 2 185663 0 678102 0 740799 0 289349 0.300128 
1 713879 2 185663 0 678102 0 740803 0 308956 0.319176 
1 713879 2 185663 0 678103 0 740804 0 328563 0 338233 
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Table 4 Optimal value of threshold (N*) and total cost (To) for different ratios 
A=05 A=I  
a l  a2 a3 (N 1 ,N~ ,N~ ) TC a l  o~2 a3 (N 1 ,N 2 ,N~ ) TC 
0 8 0.4 0.15 (2,5,6) 1 06 1 5 0.9 0 5 (2,5,9) 2.33 
0 8 1.25 0.35 (3,16,17) 1.24 2.0 0 8 0.8 (3,5,15) 2 91 
1 0 0 5 0 15 (3,6,7) 1 25 2 2 1 2 0 8 (3,7,15) 3 07 
1 2 0.8 0 3 (3,10,14) 1.27 2.5 0 9 0 5 (4,6,10) 3 50 
1 5 0 9 0 6 (4,5,10) 1.37 2 75 1 25 0.5 (4,8,10) 3 67 
2 0 1.0 0.2 (5,13,14) 1 43 3 0 1 0 0 6 (5,7,12) 4 06 
2.5 0 6 0 2 (7,8,9) 1.48 3.0 1.0 0.8 (5,7,16) 4.06 
3.0 0 8 0.35 (7,10,17) 1.48 4 0 1 2 0 8 (7,9,17) 5.15 
4.0 1 0 0 35 (10,13,17) 1 50 6.0 1 6 0 6 (11,13,15) 7 23 
va lues  and  cor respond ing  to ta l  cost for di f ferent set  of  (a l ,  a2,  a3)  for A = 0.5 and  A = 1.0. I t  is 
observed  that  the  to ta l  cost  increases  w i th  the  increase m (a l ,  a2,  a3)  and  (N~', N~,  N~) .  
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Figure 1. Average number of customers (L) in the system by varying r and A. 
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Figure 2 Average number of customers (L) m the system by varying K and A• 
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Figure 3 Average number of customers (L) in the system for different models by 
varying (a) A and (b) K. 
Figure 1 displays the correlation between average number of customers (L) in the system vs. 
arrival rate A by varying the number of servers for different models. We observe that the average 
number of customers (L) in the system increases with the arrival rate A whereas it decreases 
by increasing the number of servers for all the models. Figure 2 exhibits the average number 
of customers (L) in the system by varying A and K for different models. It is seen that L 
increases with arrival rate A and capacity size K for all the models. Figure 3 demonstrates the 
comparison of average number of customers (L) in the system for three models by varying ), 
and K, respectively. It is noted that as additional server being employed at higher threshold 
value, L increases with A and K, both. 
8.  D ISCUSSION 
We have derived various performance measures for multiserver queueing system with queue 
dependent heterogeneous servers by using recursive method. The incorporation of additional 
servers in a sequentiM manner proves beneficial to reduce the backlog of the system in particular 
when traffic load is high. The optimal threshold parameters for turning on the servers are 
determined by constructing a cost relationship among the cost factors and using a heuristic 
approach. The cost analysis provided may be helpful in establishing the tradeoff between the 
costs associated with the servers and waiting times. The optimal policy presented gives insights 
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for faci l i tat ing qual i ty  of service in terms of reduced wait ing t ime at opt imum cost for many 
congest ion s i tuat ions encountered in large machining systems such as computer ,  communicat ion,  
and product ion systems. 
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