








































































































































































































































































































































































































































































































































































































































































8．537 100.0 1．707 100．0
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分布間の比較
カイニ乗確率0.9536（観察値の分布に基づく）
相関係数0.9966（百分率の分布に基づく）
一つのマッチング変数を幾つかの区間に分割すること
”変数を分割する規準として，カイニ乗並びに相関測度を適用するには，
データを処理し，諸結果を分かり易い形で報告するために，コンピュータ・
う°ログラムに具体化出来るようにアルゴリズムの展開を必要とする。苑変数
が，（1）「よく順序付けがなされ得る｣｡又は，（2）「順序付けが行われ得ない」
又は「部分的に順序付けがなされ得る」かどうかによって，異なったアルゴ
リズムカざ,必要である。賃金所得は,「よく順序付けがなされ得る」変数の一例
である。労働者の人種，職種は順序付けがなされ得ない，そして，産業，地
域，州の如き変数は，階層別集合に部分的に順序付けがなし得る。
相対的に生の値が少なく，各生の値に対して沢山の観察を持ったよく順序
付けられた変数に対して，その方法はストレートに運ぶ。
苑変数の生の値の隣')合った区間に対する〃とz変数の分布が比較され，
カイニ乗並びに相関測度が計算される。如何なる有意差も見出されないなら
ば，つまり，差の大さが与えられた水準以下にあるならば，生の値が結合さ
れる。それから，新しく結合された区間とそれに隣り合う他の区間の間に，
一つの比較が行われる。斯様に,f変数は，カイニ乗並びに相関係数の指定
された水準に基づいて，区間の一集合に分割される。
ある場合は，よく順序付けられた苑変数が不都合なほど沢山の生ゐ値を持
つかも知れない。斯くして,P"6"CUSeS(Z772pjeにおける変数「賃金」は，
100ドル刻みの250区間からなり,LEEDファイルは一ドル単位で賃金を報告
する。各生の値を比較する代りに，一つの異なった方法が使用される。その
時，比較される苑変数は，恐意に，相対的に少数の区間に分割され，これら
が比較される。有意な差が見出される場合，こ・れらの区間の各々は，二つの
区間に分割され，これらが比較される。この過程は，区間の間に如何なる有
意差も見出されなくなるか，或は，生の値に到達するまで続けられる。”変
数を広い区間に分割するのに色々な技術が使用され得たであろうが，採用さ
れたものは、苑変数に関するサンフ°ルを順序府け，それを主要な八つの部分
に分割することに基づいている。それらの各部分は同一観察値を持つ。この
方法は，それから生ずる区間が，信頼出来る比較を提供するに足る充分な観
－17－
察数を含んでおり，然も，最適利用力計標本の規模から構成されるのを保証す
る。
殆んど生の値を持たないよく順序付けられた苑変数と多くの生の値を持っ
たよく順序付けられた"変数を分析する方法の唯一の相違は，前者の場合に，
より小さい区間力:より大きな区間に集計され，後者の場合は，より大きな区
間がより小さな区間に分解されるということである。
順序付けられない苑変数に対しては，隣り合う区間という概念は意味を持
たない。それで，何れが結合され得るかを決めるために，区間の関係につい
て出来る限り遂次比較をするのが必要であろう。部分的な順序付け力:なされ
ている，又は，階層別妬変数に対しては，先式最も広いグループ水準（主
要産業又は地域）で比較がなされる。これらのグループに対して，可能な限
り遂次比較がなされるべきである。個別グノレープが識別される場合，その主
要グループ内のサブ・グループ。に対して遂次比較が行われる。この過程は，
階層別の順序付lﾁが汲み尽されるまで続けられるべきである。区間を結合す
るためのカイニ乗，並びに，相関基準の指定が，分割における区間の数を決
定するということは，明きらかにすべきである。区間の間の小さな差でも，
統計的に有意で，重大であると考えられるならば，そこには，より多くの区
間が存在するであろう。大きな差も許容されるものならば，その時は，苑変
数の分割される区間の数は減少する。斯くして，カイニ乗並びに相関係数の
各水準を，基準として使用することによって，分割の各水準が作り出され，
区間の階層別集合を生ずる。
一つの苑変数は，一般に，一つ以上のり，z変数によって分析される。そ
れ故，一般化された分割が，個々の9，z変数から生ずる個別的分割から如
何に導出されるかを考慮することが必要である。二つの異なった規則が適用
され得る。第一に，個々の分割に代表される最も細かな区間を反映するよう
に，一般化分割を構成することが可能である。第二に，すべての9，z変数
に対する百分率の分布をプールし，これらのう°－ルされた分布を基礎に相関
係数を計算することが可能となる。
賃金区間の三つの枝分れ集合に分割された”変数(賃金)の一例が表5に
示される。生の賃金値は,1-99バルから25,000ドル乃至それ以上に渡って
100ドル刻みの250の賃金層からなった。区間分析をするのに，27個の〃変数
が使用された。最も細かな階層別水準（水準III)において，すべてのり分布
－18－
表5賃金分類の区間分割
※最高所得クラスは25,000ドル以上
区間を結合するための仕様書，
カイニ乗が0.00と0.94の値域にあるならば，区間は相関係数と関係なしに結合され
る。
カイニ乗が0.95と1.00の値域にあるならば，相関係数がそれぞれの階層水準に対し
て下に示される水準以上にあれば，区間は結合される。
階層別水準相関係数
10．70
20．90
31．00
に対する区間の間の差のカイニ乗測度が0.95以下である場合の賃金クラスの
みが結合された。この規準は，規模が100ドルから13,200ドルの領域にあっ
賃金分類
(ドル）
階層別水準
水準I 水準11 水準IⅡ
区間数
観察の
パーセント 区間数
観察の
パーセント 区間数
観察の
パーセント
1～99
???????????
800～1，799???????????????????????????????，，，????，，?????? ???，，，，，，，，，，，，??
9,800～11，799
11,800～25，000※
131．7
268．3
131．7
239．6
314．7
??
??
???
6
8
2．0
??????????、?????
17
18
19
20
21
3．3
9．8
2．1
3．4
13．1
6．9
6．0
9．1
5．1
6．0
1．7
4．8
6．3
1．4
7．0
5．8
3．0
1．3
0．7
1．5
1．7
－19－
て,0.7から13.1パーセントまでの観察値を含んだ21区間を生じた。21番目の
区間（11,800～25,000乃至それ以上）に対する広い賃金クラスは，大部分が，
この範囲の相対的に小さな観察数に依るものであることが指摘されねばなら
ぬ。これらのγ〃"がなされた標本は，約20,000の観察を含み，約300の観察
が21番目の区間にあったことを意味する。標本の規模における増加，並びに，
層別標本の使用は，恐ら<,21番目の区間が幾つかの区間に分割される結果
を生じたであろう。マッチング処理によって，斯様により細かい区間にする
ことは，マッチされるデータの1．7パーセントのみに対して，マッチングを
改善するが，最も高い賃金クラスの分析が重要である場合の研究に対しては，
これらの賃金クラスにおけるマッチングを改善する特殊な注意が傾到さるべ
きである。水準IIに対して，水準IIIに使用された区間を結合するための基準
は，カイニ乗が0.95以上で，相関係数が0．9を超えた場合の区間を，加法的
に結合するように緩和された。これは,最小賃金クラスの規模が1,000ドルで
1.5パーセントの最小カバレージで持って，区間の数を8に減少した。mの
階層別水準で規定された21区間のうち4つは，そのまま,IIの階層別水準に
持ち込まれた。最後に，相関係数基準を0.70に緩和することによって,IIの
階層別水準における8つの区間は，水準Iに対する二つの区間に崩壊する。
この水準で区別される二つの所得クラスは,1～1,799ドルと1,800ドル乃至
それ以上の．ものである。最初の区間は，32パーセントの観察を含んでいる。
物論，望むだけ多くの階層別水準を生ずることは可能である。然しながら，
苑変数のあるものに対しては，正確なマッチングが必要であると決定される
かも知れない。正確なマッチに対し起り得る三つの候補は年令，性，人種で
ある。これらの変数に関する正確なマッチは，特定年令，人種，同棲が両フ
ァイルのなかで認識されるという利点を持ち,これら同棲に対する〃，z変数
の平均値，分布は，マッチ処理によって影響されないであろう。
要約
ミクロ経済データの発展と共に，二つのデータファイルを比較するとか，
幾つかのデータファイルを一つに統合するとか言う必要は，最初，統計デー
タを取り扱う実務家の側に起って来たと思う。他方，ミクロ経済分析の計量
化への指向は，ミクロ経済データの生産とその処理を益々必要とするように
なった。そこで，データファイルの比較，統合を行わんとする際に，如何に
－20一
したら元のデータファイルの性格を壊すことなく，統合，分割が出来るかと
いうことは，非常に重要な事柄となった。此処にマッチングの問題が出現す
るゆえんがある。
マッチングについての研究が始まったのは，本文で述べたように，今から
拾数年前である。ラグルス夫妻は，これまでのマッチングに関する研究を，
距離関数による方法とクロス分類によるものとの二つに大別して，それら
に検討を加えながら，新しいマッチングの理論を打立てた。
ラグルス夫妻の理論を振り返えって，一言で表現すれば，統計処理に使わ
れる選別一統合の方法をマッチングに利用したものである。最適マッチを得
るためには，データファイルの区間を決定せねばならぬ。そのために，ファ
イルの区間分割，統合が行われるが，その規準として，カイニ乗検定と相関
係数の両測度を使用した。
然し，これまでの研究が，単なる統計処理の域を脱しなかったのに対して，
ラグルス夫妻のは，経済理論のアグリケーション，それに伴うデータのアグ
リケーションという視点で捉え，経済学の理論と実証を一体化せんとする試
みの一環であった。
