We present the stray-light point-spread functions (PSFs) and their inverses we characterized for the Atmospheric Imaging Assembly (AIA) EUV telescopes on board the Solar Dynamics Observatory (SDO) spacecraft. The inverse kernels are approximate inverses under convolution. Convolving the original Level 1 images with them produces images with improved stray-light characteristics. We demonstrate the usefulness of these PSFs by applying them to two specific cases: photometry and differential emission measure (DEM) analysis. The PSFs consist of a narrow Gaussian core, a diffraction component, and a diffuse component represented by the sum of a Gaussian-truncated Lorentzian and a shoulder Gaussian. We determined the diffraction term using the measured geometry of the diffraction pattern identified in flare images and the theoretically computed intensities of the principal maxima of the first few diffraction orders. To determine the diffuse component, we fitted its parameterized model using iterative forward-modeling of the lunar interior in the SDO/AIA images from the 2011 March 4 lunar transit. We find that deconvolution significantly improves the contrast in dark features such as miniature coronal holes, though the effect was marginal in bright features. On a percentage-scattering basis, the PSFs for SDO/AIA are better by a factor of two than that of the EUV telescope on board the Transition Region And Coronal Explorer mission. A preliminary analysis suggests that deconvolution alone does not affect DEM analysis of small coronal loop segments with suitable background subtraction. We include the derived PSFs and their inverses as supplementary digital materials.
INTRODUCTION
An ideal imaging telescope would be a perfect detector of radiance versus direction within its passband, but real solar telescopes are far from perfect. Even after accounting for flat-field effects within the detector, telescope images exhibit convolution with a point-spread function (PSF) that describes the response of the system to a point source at infinity. To the first order, the stray-light PSF is independent of position in the focal plane and combines several effects: diffraction effects due to the quantum/wave dual nature of light, surface effects due to roughness, and other non-ideal properties of the telescope. These effects spread light, which would otherwise be destined for a single point on the focal plane, into a potentially large locus. This can affect many different types of measurements, particularly feature photometry (e.g., DeForest et al. 2009 ). It is possible to infer instrument PSFs from science images, especially if the image sequence includes bright point-like features such as solar flares and/or occulting bodies such as the Moon. The inferred PSF can then be used to reduce the effect of convolution on the image-a process called "known-PSF deconvolution."
Deconvolution is an art rather than a precise science because it is an ill-posed problem. The set of all images forms a semigroup under convolution: for any PSF it is possible to construct an approximate inverse PSF that approximately cancels its effect. For real instrument PSFs, these inverses typically amplify high spatial frequencies, increasing the noise level of the corrected image. The noise can overwhelm the image in common cases. This effect is overcome by simple filtering (e.g., Wiener filtering: Press et al. 2007) or by Bayesian iterative techniques, such as the Richardson-Lucy method (Prato et al. 2012 ). Blind deconvolution (systematically trying different possible PSFs and assessing whether the image has improved, iteratively or non-iteratively) can be used to infer both a PSF and an image from a single data set, but is "fraught with peril" (Claerbout 1990 ). In the present work, we carried out the deconvolution by direct approximate inversion of the measured PSF, with a Wiener filter to regularize the inverses (see DeForest et al. 2009 for details of the technique). The telescope images can be convolved directly with these derived inverse PSFs to yield a corrected image. Grigis et al. (2011) have obtained the PSFs for all the Atmospheric Imaging Assembly (AIA) channels. A direct comparison of our PSFs with those of Grigis et al. (2011) is beyond the scope of the present paper. However, we point out the major differences between the method adopted by Grigis et al. (2011) and our present analysis. (1) The core of their PSFs accounts for effects such as instrument jitter, CCD pixelization, charge spreading, and scattering by the primary and secondary mirrors. The core width is determined by root mean square spot diameter using pre-flight estimates of the telescope focal performance (see Grigis et al. 2011 for details) . In our present paper, we set the core of our model PSF as 0.2 pixels; this is because we were interested in characterizing the stray-light performance rather than sharpening the image. (2) In Grigis et al. (2011) , the PSFs consist of a Gaussian core and a mesh diffraction pattern, but we have an additional component that deals with the diffuse scattering represented by the sum of a Gaussian truncated Lorenzian and a shoulder Gaussian. (3) Grigis et al. (2011) consider the diffraction effects from the meshes supporting both the entrance filter and the focal plane filter when modeling the PSFs whereas, in this paper, we consider only the diffraction caused by the entrance filter mesh. This is because the diffraction effects caused the focal plane filter can be removed by flat-fielding (Boerner et al. 2012; Lemen et al. 2012) . The measurement of diffraction pattern in Grigis et al. (2011) is similar to that presented here and the spacings and orientations obtained agree with each other.
We report on modeling and computation of the PSFs and their inverses for all the seven EUV channels of the AIA telescope on board the Solar Dynamics Observatory (SDO). In Section 2 we describe the AIA instrument, the data, and the main features of the PSFs observed in the AIA data. Section 3 describes the PSF we modeled. The method we adopted to infer the PSFs from images of solar flares and the lunar occultation are described in Section 4. We present our results in Section 5 and discuss the PSF characterization, the limitations (Section 5.1) of the technique we employed, and how to identify artifacts that are caused or highlighted by the application of PSFs. In Section 6, we demonstrate the usefulness of our PSFs in improving the AIA images and their influence on differential emission measure (DEM) analysis. We conclude by summarizing the PSF characteristics and their implications for the analysis and interpretation of the AIA data in Section 7.
An online supplemental file contains the PSFs and their inverses in FITS form suitable for direct application to AIA data.
INSTRUMENT AND DATA
The AIA telescope array on board SDO (Pesnell et al. 2012) takes full-disk solar images in seven EUV wavelengths, two FUV wavelengths and one in visible light (Boerner et al. 2012; Lemen et al. 2012) . AIA consists of four 20 cm, dualchannel, normal-incidence telescopes with a field of view of 41 , pixel size of 0. 6 (12 μm), a spatial resolution of 1. 5, a 10-12 s temporal resolution and 4096 × 4096 pixel CCDs. Two filters-one situated at the telescope aperture (the entrancefilter) and the other (focal-plane filter) located in front of the focal plane-block off-band light. The wavelength of interest is selected by narrow-passband multilayer mirrors (e.g., Walker et al. 1990 ) for the three EUV telescopes. The fourth telescope views FUV and contains a selector mechanism to choose the wavelength. The filters are mounted on a square mesh with a spacing of 360 μm. The mesh-bars are 29-33 μm thick. The mesh supporting the focal-plane filter produces a faint shadow in the focal plane that can be removed by flat fielding (Boerner et al. 2012; Lemen et al. 2012) . The mesh supporting the entrance-filter acts as a two-dimensional grating with a square opening (Hecht & Zajac 1979; Lin et al. 2001; Gburek et al. 2006 ) and causes Fraunhofer diffraction of the incoming EUV light. The mesh consists of two segments with orientations 40
• and 50
• relative to the focal plane, giving rise to a distinguishable eight-armed diffraction pattern that is best seen in high-contrast images as in the case of solar flares (Figure 1 ). The diffraction pattern varies with the wavelength of the incoming light, the thickness of the mesh-bars and the spacing between them, and the orientation of the mesh segments with respect to the focal plane.
We used the Level 1 AIA data available for download from the Joint Science Operation Center (JSOC: http://jsoc.stanford.edu/ajax/lookdata.html) for all the EUV wavelengths- 94, 131, 171, 193, 211, 304 , and 335 Å. The Level 1 data are processed from Level 0 data and are fully calibrated . That is, the Level 1 data are corrected for "overscan" rows and columns, dark currents removed and flat-fielded, have bad-pixels replaced by interpolated values and are despiked, are flipped to have the north pole at the top of each image, and have the metadata updated to include the instrument roll angle, the camera gain, the effective area, and the alignment information (see Lemen et al. 2012; Boerner et al. 2012 for details). Some artifacts remain (e.g., Figure 9 ). The Level 1 data are 32-bit floating point numbers.
MODEL PSF
We modeled each telescope's PSF semi-empirically by fitting two components: a directly measured diffraction kernel; and a fitted, isotropic scattering profile similar to that used by DeForest et al. (2009) 
where r is distance in the image plane, D(r, θ ) the diffraction pattern discussed below, α and β the relative strengths of the Lorentzian wings and the Gaussian shoulder, respectively, ω the width of the Lorentzian, and σ , σ t , and σ s the FWHMs of the central core of the PSF, the truncating Gaussian, and the shoulder Gaussian, respectively. Besides diffraction and stray light, a typical AIA image is likely to contain other types of artifacts such as CCD overflow or saturation and the vertical stripes seen in the middle panels in Figure 9 . These types of effects cannot be described by a simple convolution, and therefore, deconvolution of the AIA image with our PSF will not remove or reduce the effects of such artifacts.
Diffraction
From the theory of Fraunhofer diffraction (e.g., Hecht & Zajac 1979) , in the case of ideal, uniformly spaced obstructions, the distance d m of the principal maxima of the diffraction pattern from the center (or zeroth order) can be calculated using the relation:
where m is the diffraction order, λ the wavelength of the light used, and a the distance between the mesh bars. Further, the intensity of the zeroth order of the diffraction pattern is related to that of higher orders m = 0, 1, 2, . . . via a sinc function envelope:
where I 0 and I m are the intensities of diffraction orders zero, and m and b are the width of the square-mesh openings. The filters used in SDO/AIA are similar to those used in the Transition Region And Coronal Explorer (TRACE) telescope. Lin et al. (2001) and Gburek et al. (2006) have carried out detailed analyses of the diffraction pattern observed in the TRACE images.
Isotropic Scatter
In addition to the diffraction pattern, the AIA images show evidence of a smoother, extended scattering profile in the form of the diffuse brightness seen in Figure 2 . Adopting the technique of DeForest et al. (2009) , modified for SDO/AIA, we modeled the scatter with an isotropic parametric shape and fitted it iteratively. The scattering profile we modeled is the sum of a narrow core, a truncated Lorentzian, and a Gaussian shoulder. The model PSF given in Equation (1) is computed by obtaining the best-fit values for all the parameters, except for σ , using the well-known amoeba algorithm (Press et al. 2007 ). 
Inverse PSFs and Wiener Filter
Deconvolution with PSF is known to increase the noise (which is, in general, a combination of additive uncorrelated noise, multiplicative uncorrelated noise, and calibration error) in the image. Wiener filter (Press et al. 1989 ) deals with the optimal balance between signal amplification and noise suppression. Instead of developing the ideal Wiener filter for each image, we used a reciprocal that rolls over after a certain level of amplification to prevent excessive noise amplification and is adequate for a range of noise levels:
where |z| is complex but α and are real. α, converges to z
for large values of z and to z * |z| α−1 −α−1 for small values of |z| (when compared with ), and rises to a maximum value close to α −1 .
METHOD OF ANALYSIS AND SELECTION OF DATA
Direct extraction of a complete PSF from a collection of scientific images is notoriously difficult. However, the overall effect of the PSF can be well characterized inside the lunar limb (planetary disk) during lunar (planetary) occultations of the Sun, while the diffraction effects caused by the mesh supporting the entrance filter can be measured directly from the pattern visible around bright point-like sources such as solar flares. In the present work, we derived our model PSF for each AIA telescope in two steps: (1) construction of the diffraction pattern by directly measuring the geometry and the principal maxima of the diffraction pattern observed in flare images; (2) fitting the diffuse components using a forward-modeling fit process operating on lunar eclipse images containing the lunar limb. These steps are further elaborated in the coming sections. 
Selection of Flare and Lunar Occultation Data
Flare images. Figure 1 presents the flare of 2011 February 15, caused by the sunspot group 1158. This SDO/AIA image was taken in 193 Å wavelength at 01:55:33 UT. The diffraction pattern caused by the entrance-filter in the AIA telescope is clearly visible in this image. However, strong flares cause CCD saturation of the flaring area, seen as the bright patch in the center of Figure 1 . This in turn obscures the first few orders of the diffraction pattern, including the zeroth. On the other hand, if the flare is weak, the diffraction pattern blends with the background and the diffraction orders become indistinguishable. Therefore, finding AIA images displaying distinguishable diffraction pattern with the first few orders clearly identifiable and the zeroth order not going to saturation was a challenge. We found that the small flaring area (marked by colored lines in Figure 1 ) close to the main flare satisfied these criteria. The X2-class flare peaked at 01:56 UT. We selected images between the hours 01:55:00 and 01:55:52 UT.
Lunar occultation images. SDO/AIA observed the lunar transit on several occasions, but during the 2011 March 4 transit the instrument's image stabilization system (ISS) was kept on (P. Boerner 2012, private communication) . As a result, in those images there was little or no blurring of the images even well after the first contact of the moon. We selected images between 13:00:01 and 13:04:05 UT. This transit, the green area in Figure 2 , clearly exhibits the effects of stray light as diffuse brightness inside the lunar disk and the diffraction effects as dark and bright ridges near the active region. Figure 1 shows the eight-armed diffraction pattern caused by the mesh supporting the entrance filter. Here, orders up to 20 and beyond are identifiable without ambiguity. However, we used only the first six to seven maxima in all the EUV wavelengths for the present study, since that was sufficient to construct the diffraction pattern. The centers of the bright spots along each arm are the principal maxima of the diffraction orders. The centers of the bright spots were initially determined by eye. In order to model the diffraction, we needed the orientations of the arms and the spacings between the principal maxima (i.e., the geometry of the pattern) and the intensities of the principal maxima above the background.
Modeling the Diffraction Pattern
Geometry of the pattern. We noted the angle through which each arm was rotated to make it parallel to the X-axis as the orientation. We determined the core-the zeroth order-of the diffraction pattern as the point of intersection of the four colored lines overlain the diffraction arms in Figure 1 and measured the coordinates of this point. We obtained the spacings between the diffraction orders by measuring the coordinates of the principal maxima and calculating the distances between them for all four arms. We noted that the spacings for a given wavelength were not uniform but differed by 1-2 pixels.
Zeroth order intensity. Figure 3 shows the intensity profile along a diffraction arm. Here, the first solid circle corresponds to the center-the zeroth order-of the diffraction pattern and the subsequent ones represent the principal maxima of higher orders. The green circles denote the pixels from the center of the diffraction pattern. The intensity at the center (the zeroth order) of the pattern was measured directly from the image. We noted that CCD saturation caused by the flare introduced considerable ambiguity in the measurement of the zeroth order (higher orders as well) intensity. In other words, the CCD pixels near bright image features (such as flares)-that cast the diffraction patterns-tend to saturate and bleed. This makes it difficult, or even impossible, to locate the lowest orders of the diffraction pattern and measure their brightness.
Intensities at higher orders. We found that the measured location of the principal maxima did not always coincide with the local maxima-the centers of the bright spots-in image brightness, but differed by 1-2 pixels (as in the case of spacings), contrary to expectation. We attribute these discrepancies to the presence of non-uniform background and photon noise in the bright spots, or to unknown distortion in the instrument related to flare response. Moreover, the CCD saturation of the core region adds additional background around higher orders. Therefore, instead of taking the direct image value at each of the bright spots (the solid circles in Figure 3 ) as the intensity of the principal maxima, we computed it the following way. We obtained the average intensity, I peak , in a 3 × 3 (pixels) area around them. In a similar way, we calculated the average intensities of the troughs that preceded (I prec ) and succeeded (I succ ) a given bright spot, and subtracted their mean (I trough ) from I peak to obtain the intensity at each principal maxima.
The spacings and orientations were optimized iteratively using the well-known algorithm amoeba (Press et al. 2007 ) with a least-squares difference heuristic against the intensities, and the diffraction pattern was constructed on an 801 × 801 pixel grid. We did the computation on a larger grid, 1201 × 1201, but did not see any significant improvements in the results; 801 was sufficient to cover the observed effects.
Theoretical computations of intensities. As mentioned above, since CCD saturation near bright objects causes ambiguity in the determination of intensities at the lowest diffraction orders, we computed the intensities of the core and higher orders theoretically using Equation (3). We obtained a bestfit value for the factor b/a for each wavelength, (e.g., 0.892 for 211 Å channel; see Lin et al. 2001 for a detailed discussion of the computation of b/a). Then, using the measured values of higher order intensities, we computed the average zeroth order intensity. Using this value, and Equation (3), modified, we computed all the higher order intensities.
We found that the measured intensities were significantly different from the computed values, and that the theoretical diffraction pattern better explained large-scale stray-light features such as the ridges in Figure 2 than the directly measured diffraction pattern. Therefore, the theoretically computed intensities were used to optimize the spacings and orientations, as discussed above, and obtain the diffraction kernel. We attribute the improvement to noise in each individual measurement, which is suppressed by averaging multiple measurements into a single-parameter fit. The fitted orientations and the spacings are presented in Table 1 and the fitted pattern overlain the original image in 211 Å is shown in Figure 4. 
Fitting the Model PSF
We computed each PSF kernel iteratively on an 801 × 801 pixel grid with a pixel resolution of 0. 6, and the parameters of Equation (1). We used the darkness in the occulting lunar disc (known to be EUV-dark) to constrain the fitting procedure via a least-squares difference heuristic. For this, we generated a reference image as follows. We cut a small slice of the original image of 1201 × 1201 pixels around the active region where the effects of diffraction and stray light are clearly distinguishable. Then we determined the precise location of the lunar limb as the pixel where the EUV brightness dropped below 50% of the average on the nearby bright side of the limb. With this fitted lunar limb (Figure 2 ), we created a mask of the same size with zeros within the lunar limb and ones elsewhere. We multiplied the mask with the original image slice to produce our reference image-zeros in the occulted region and the observed values of the original image everywhere else. Starting with a set of initial guess values, we obtained a trial PSF. The reference image was convolved with the trial PSF to get a test image.
To optimize the PSF fitting, we formulated a heuristic that minimizes the RMS difference between the values inside the occulted region of the original lunar occulted image and the test image. We tried to penalize overcompensation more than undercompensation initially, but we realized that this was not necessary for the fit to converge. The best-fit values obtained for all the parameters in Equation (1) were used to compute the final PSFs and their inverses.
RESULTS AND DISCUSSION
Figures 5 and 6 show the quality of the fitted PSFs for all the seven EUV channels of SDO/AIA telescopes. The left and middle panels show the original and deconvolved SDO/AIA images. The right panels represent the intensity variations along a particular raster (the white, solid lines in the left and middle panels) in the original (dashed line) and deconvolved (solid line) images. Ideally, the corrected or deconvolved images should look like the reference image, with zeros in the occulted region. The aim of the fitting procedure is to attain a corrected image as close to this as possible. We also checked for overcompensation in the deconvolved images. In a perfect fit, 50% of the pixels would be driven negative inside the lunar disk due to measurement noise around zero. In the actual fitted results, we noticed much less overcorrection than this, indicating that the fits are not overcompensating for scatter. The fitting was repeated for different sets of initial guesses of the parameters until a satisfactory deconvolved lunar interior, such as the ones presented in Figures 5 and 6 , were obtained.
Our ansatz that the extended, non-diffraction scatter is isotropic is justified by the fact that the lunar profiles are well fitted by the resulting PSFs made by summing the measured anisotropic diffraction pattern and our isotropic scattering model. If there were additional anisotropic elements to the scattering, they would produce directional artifacts in the residual images in the vicinity of localized bright sources such as the active region in Figures 5 and 6 . However, we do not see large directional swaths of residual brightness inside the corrected lunar image, indicating that our model adequately describes the functional form of the scattered light within the instrument.
The best-fit values of all the parameters in Equation (1) are given in Table 2 . The FWHM (σ in Equation (1)) of the core was constrained to be 0.2 pixels (0.12 arcsec) since we were interested in removing the effects of stray lights and diffraction rather than sharpening the image itself. We set the width of the truncating Gaussian (σ t in Equation (1)) close to 800 pixels, the maximum possible with the selected grid size, so that the PSFs include scattering effects extending over a large region. We noted that σ t was not influenced by amoeba, confirming that our choice was sufficiently broad. The relative strength of the Lorentzian is of the order of 10 −2 -10 −4 for all wavelengths except for 171 Å where it is comparable to the amplitude of the shoulder Gaussian. This indicates that the shoulder of the 171 Å PSF is better fit by the Lorentzian than by the shoulder Gaussian term. Figure 7 shows the best-fit PSF for wavelengths 193 and 304 Å, normalized to a total integral of unity. The maximum normalized intensity inside the core of the PSF varied between 0.70 (193 Å) and 0.81 (304 and 335 Å), and the contribution to the total energy from outside of a radius of 100 was insignificant. (1) and the best-fit parameters in Table 2 . The PSFs are normalized to unity and are plotted on a log scale. The 171 Å image has the highest proportion of the isotropic scatter (compared to diffraction) among our measured PSFs while 304 Å has the lowest. Encircled energy is an important measure of the type of stray light that is present in each telescope as it highlights the amount of extra illumination in each interior pixel of a bright, distributed image originating from elsewhere in the true (non-PSF-affected) focal plane. Figure 8 depicts the encircled energy versus distance for all the EUV wavelengths. Here, the vertical lines indicate radii of 1. 8, 2. 0, 5. 0, and 10 , respectively. The plotted curves represent the total energy (normalized to unity) in the PSFs within a given radius. For example, the 94 Å plot at upper left shows that 79% of incident light into the AIA 94 Å channel arrives within 1 of its intended location (diameter 2 ), and, therefore, 21% of the incident light lands outside that distance. Further, 85% of incident light falls within 10 of the intended location, while 15% falls further away.
The nearly vertical steps in the encircled energy plots are due to the spiky diffraction pattern, and the sloping spaces between them are due to the smoothly modeled "scattering" portion of the PSF. The shape of the steps indicates the proportions of the stray light due to diffraction and other effects. For example, the 304 Å channel stray-light pattern is almost entirely due to the observable diffraction pattern, while the 94 Å channel has a higher proportion of smooth stray light from other effects.
The relative importance of the diffraction pattern varies among telescopes and is quantified in Table 3 .
When analyzing image data from SDO/AIA telescopes, a more useful measure of scattered light is the image-normalized scatter: the ratio of stray light to non-stray light, normalized to the non-scattered brightness in the core of the PSF. This gives an estimate of the expected diffuse brightness in the image, given a measured brightness of well-focused features in the image. Table 4 summarizes the image-normalized scatter for all the EUV channels of the SDO/AIA telescopes. We have computed the scatter at 2. 0, 5. 0, and 10 radii, normalized by that at a radius of 1. 8, three times the resolution of SDO/AIA. We noted that the image-normalized scatter was the highest for 193 Å.
Limitations
Deconvolution techniques are far from perfect. The present analysis is limited in its scope to compensate for specific types of features in the images. In particular, the spiky diffraction pattern imposed by the entrance filter is difficult to remove for two reasons: (1) the spikes pose a difficult alignment problem during characterization of the PSF, and (2) it is not possible in theory to remove an occultation diffraction pattern by linear inversion.
The second point arises from basic Fourier optics: since the entrance filter is at a conjugate plane to the image, its PSF is its Fourier transform-hence the Fourier transformation step in the inversion reproduces an image of the opaque filter grid in silhouette. It is not possible to remove the grid from the Fourier plane by division because division by zero is not possible. In general, all objects are improved by deconvolution, whereas small, bright loci such as flare cores retain some diffractionrelated artifacts.
Non-convolutional artifacts that can be found in the AIA images include a nonlinear response in the detector, per-row gain effects around moderately bright features, saturation and bleeding of very bright features, and flat-field artifacts. These types of artifacts, when significant, are actually worsened by deconvolution because the effect is spread over a large portion of the image. They must be corrected by other means than simple deconvolution. Figure 9 shows examples of a few of these limitations: (1) diffraction effects in panels (a), (b), and (c), are partially corrected by deconvolution (labeled as 1); (2) CCD artifacts, appearing as vertical lines, cannot be removed by deconvolution, (labeled as 2); (3) CCD saturation and bleeding of very bright features remain unaltered in the deconvolved images (labeled as 3); (4) overcorrection, the black regions seen in Note. The image normalized scatter is the ratio of scattered to non-scattered light normalized by the scatter within a radius of 1. 8 (see the text for details).
the deconvolved image in panel (b), introduced by the deconvolution due to the CCD saturation and bleeding (labeled as 4).
APPLICATIONS
We used our PSFs to further demonstrate their usefulness and the effect of deconvolution on the stray-light characteristics by testing on two specific applications: (1) improvements of contrast and photometry, and (2) the DEM analysis. (A color version of this figure is available in the online journal.)
Contrast and Photometry Improvements
We selected two different features: (1) a coronal loop observed near the northeast limb and, (2) a loop near the disk center, from the 2011 August 8 data between the hours 08:05:09 and 08:05:19 UT, in all the EUV wavelengths, and deconvolved them using their respective PSFs. The results are shown in Figures 10-13 . We plotted the original and deconvolved images in the left and middle panels, respectively. In the right panels, we plotted the intensity variations along a particular raster (marked by the white line) for the original (dashed lines) and deconvolved (solid lines) images. The intensities in the bright areas are larger after deconvolution while those in the dark areas are lower; an effect expected of the deconvolution process. The effect is particularly pronounced in wavelengths 131 and 335 Å in Figure 10 , in 171 Å in Figure 11 , in 131 Å in Figure 12 , and in 193 and 211 Å in Figure 13 .
DEM Analysis of AIA Loops from Original and Deconvolved Images
DEM analysis is a technique used to study the structure of coronal loops and heating mechanisms, making use of solar observations in the UV, EUV, and X-ray wavelengths (e.g., Schmelz et al. 2010 Schmelz et al. , 2013 . DEM measurements are possibly contaminated by stray-light effects that mix nearby illumination into the loops under study. To understand the extent to which this contamination can affect the DEM measurements, we used the deconvolved SDO/AIA images for a comparative study. We selected the coronal loops observed near the disk center on 2011 August 8 for the DEM analysis. We used the SDO/AIA images in all the EUV wavelengths except for 304 Å, which is not optically thin. Figure 14 shows the two coronal loops in 171 Å (labeled 1 and 2) we selected. The boxes on the left in 1 and 2 outline the loop segments, while the ones on the right show the background area. For both the original and the deconvolved data sets we (1) co-aligned the SDO/AIA images for the disk data sets; (2) selected a set of 10 pixels along the spine of a loop; (3) picked 10 nearby background pixels; (4) obtained the average and the standard deviations of the loop and the background pixels in each SDO/AIA image; (5) subtracted the average background and propagated the standard deviation errors; and (6) normalized the background-subtracted averages and uncertainties by the appropriate exposure times, resulting in units of Data Numbers per sec. For this analysis, we used the standard AIA response functions available in SolarSoft. Figure 15 depicts the DEM results from the xrt dem iterative2 routine that was originally developed by Weber et al. (2004) and tested by Schmelz et al. (2009) for XRT data alone. This routine, now applied more generally (Schmelz et al. 2010; Winebarger et al. 2011) , uses a forward-fitting approach where a DEM is guessed and folded through each response to generate predicted (Weber et al. 2004; Schmelz et al. 2009 Schmelz et al. , 2010 Winebarger et al. 2011) . The curves in the left and middle panels are 50 Monte Carlo realizations. In the right panels, we plotted the DEM means and variances calculated at each temperature for the original (black) and the deconvolved (red) images.
fluxes. This process is iterated to minimize χ 2 for the predictedto-observed flux ratios. The DEM function is interpolated using several spline points which are directly manipulated by mpfit.pro, a well-known, much-tested IDL routine that performs a Levenberg-Marquardt least-squares minimization. There are N i − 1 splines, representing the degrees of freedom for N i observations. This routine uses Monte Carlo iterations to estimate errors on the DEM solution. For each iteration, the observed flux in each filter was varied randomly, and the program was run again with the new values. The distribution of these variations was Gaussian with a centroid equal to the observed flux and a width equal to the uncertainty.
The curves in the left and middle panels of Figure 15 are the 50 Monte Carlo realizations. We have treated the ensemble of Monte Carlo runs as a probability distribution at each ordinate value. We plotted in the right panels the DEM mean and variance calculated at each temperature, for the original (black) and deconvolved (red) data. The solid line is the mean and the dashed lines are the 1σ error curves. These results indicate that the two populations are similar, i.e., the solid curves are generally within 1σ of each other. This shows that the differences between the two plots are minor compared to the variation between different Monte Carlo trials. The analysis for both Loop 1 and Loop 2 shows that the deconvolution alone is not significantly affecting the DEM results.
CONCLUDING REMARKS
Optical telescopes convolve their images with a PSF that describes the response of the optical system to a point source, resulting in the blurring of the images. The PSF typically includes core elements (not considered by us in this paper) that describe the focusing performance of telescope and broad elements that represent scattering of light in the telescope. The scattering component is rather difficult to measure in the lab because it combines very large area with very low intensity, but is easier to measure from occulted images in-flight. We determined the stray-light PSFs for all the EUV channels of the SDO/AIA telescopes semi-empirically and generated their inverses. The PSF we modeled (Equation (1)) consists of a diffraction kernel and an isotropic scattering term representing stray light. The inverse PSFs may be convolved directly with the respective Level 1 data to obtain the corrected (deconvolved) images.
Characterization of the stray-light PSF of each telescope yields insight into the quality and performance of its optical components. The best-fit PSFs for SDO/AIA vary from nearideal to about twice worse than diffraction-alone PSFs. The worst telescope performs about twice as well as the TRACE instrument's 171 Å channel did. We have demonstrated that the application of the PSFs improves the stray-light performance by a factor of upto 10 (Figures 5 and 6 ). Further, we showed that correction using the PSFs significantly improved contrast and the effect is more visible in dark features such as miniature coronal holes than in bright features (Figures 10-13 ). These findings emphasize that, as in the case of TRACE images, deconvolution improves the SDO/AIA images and reduces the global background "haze" significantly.
Moreover, we have carried out a preliminary analysis of DEM measurements using the deconvolved images. Our results
