We present a data-fidelity metric for quantifying distortion in slow-light optical pulse delay devices. We demonstrate the utility of this metric by applying it to the performance optimization of gain-based slow-light delay systems for Gaussian and super-Gaussian pulses. Symmetric Lorentzian double-line and triple-line gain systems are optimized and achieve maximum delay of 1.5 and 1.7 times the single-line gain system delay, respectively. The resulting double-line gain system design is qualitatively similar to the double-line gain system designed with a previous metric, but is tuned specifically to constrain data fidelity.
Introduction
Applications such as high-speed optical networking, information processing, and computing can all benefit from all-optical signal processing. Two important functionalities are optical buffering and bit synchronization, both of which require controlled generation of pulse delays relative to the pulse width [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . In recent years, a number of methods have been proposed for slowing light pulses [12] [13] [14] [15] [16] . All of these methods exhibit a trade-off between delay-bandwidth product and pulse distortion: pulse distortion increases as the delay-bandwidth product increases. By pulse distortion, we simply mean a change in the pulse shape, including broadening or contraction. Consideration of this delay-distortion trade-off is essential for the design of robust communications systems [17] [18] [19] [20] [21] .
Recently, Stenner et al. proposed a metric to quantify distortion in slow-light-based systems [22] . Their frequency-domain metric quantifies distortion by considering the device response over a finite bandwidth that is comparable to the pulse bandwidth rather than just at the carrier frequency. Although convenient and conceptually simple, that metric is not directly connected to data fidelity or temporal pulse shape.
In this paper, we present an improved metric that quantifies pulse distortion for slow-light optical pulse delay devices. This metric is based on the eye diagram, which is frequently used to characterize the performance of communication systems and is directly related to pulse detection and digital data fidelity. Using this metric we optimize three different gain-based systems: single, double, and triple Lorentzian lines. We optimize each of these media using two different pulse shapes: Gaussian and super-Gaussian.
A. Distortion Metric
Any pulse propagating through a realistic slow-light medium experiences distortion. These changes in the pulse shape can make reliable pulse detection difficult. In this section, we present our metric to quantify 0003-6935/07/266513-07$15.00/0 © 2007 Optical Society of America this distortion and apply it to a single-line gain system using two different pulse shapes.
For each pulse shape, we define the bit period T 0 as the time required to transmit a logical "1" or a logical "0". In our study, we use a return-to-zero (RZ) modulation scheme for which logical 0 is represented by the absence of a pulse and logical 1 is represented by a pulse that occupies half of the bit period. Using this definition of bit period, we define the pulse amplitudes for RZ Gaussian and superGaussian pulses as
respectively, where ϭ T 0 ͞4 is the pulse half-width at 1͞e amplitude and 1͞e 2 intensity. The Gaussian pulse has a power spectrum given by S͑͒ ϰ exp͑Ϫ 
͞2͒
with a half-width at half-maximum (HWHM) of ⌬ g ϭ ͱ 2 ln͑2͒͞. We consider super-Gaussian pulses with n ϭ 6. The super-Gaussian power spectrum cannot be so cleanly represented, but it has an HWHM of ⌬ sg Ӎ 1.2⌬ g . For all figures herein, quantities are plotted versus the linewidth-normalized bit rate B N ϭ ͑͞T 0 ␥͒. Here, ␥ is the HWHM of the Lorentzian gain lines used to construct our slow-light systems.
Although Gaussian pulses are rarely used in communication systems, we consider them here because many of the studies of slow-light systems so far have used Gaussian pulses. Super-Gaussian pulses are well contained within the time interval T 0 ͞2; whereas, Gaussian pulses extend beyond this period, as shown in Figs. 1(b) and 1(a), respectively. Super-Gaussian pulses, therefore, provide a good approximation of the "square" pulses used in common systems that implement RZ. In practice, pulses from modulated lasers are not perfectly rectangular and have smooth edges. These pulses can be modeled using the superGaussian pulses [23] . Moreover, the use of two different pulse shapes demonstrates that this metric applies to different pulse shapes and leads to qualitatively similar medium designs.
Figures 1(a) and 1(b) show Gaussian and superGaussian ͑n ϭ 6͒ pulses, respectively, after propagation through a single Lorentzian gain-line system described by the transfer function
where 0 is the optical carrier frequency, g 0 is the gain coefficient, L is the length of the medium, and c is the speed of light in vacuum. The transfer function approach used here to propagate the pulses assumes that the system is linear in the signal field. For small signal field and g 0 L Յ 10, the transfer function approach and coupled wave theory yield the same results [24] . The coupled wave equations for the pump, signal, and acoustic field, under the slowly varying envelop approximation (SVEA), are given as [24] 
where the pump, signal, and acoustic fields are denoted by E p , E s , and ; ␣ is the absorption coefficient; n fg is the group index of the fiber mode; g 1 ϭ ␥ e ⑀ 0 ⍀ B ͑͞4 a 2 ͒; g 2 ϭ ␥ e p0 ͑͞4cn f 0 ͒; ϭ ͑c⑀ 0 n f ͒͞2; ␥ e is the electrostriction coefficient of the fiber; ⑀ 0 is the vacuum permittivity; a is the speed of the acoustic wave; n f is the modal index of the fiber mode; ⌬ ϭ 0 Ϫ s0 is the detuning from the gain-line center; and 0 is the material density. Under the conditions of undepleted pump and weak signal, transforming Eqs. (4)- (6) to the frequency domain gives
Here, we have neglected the fiber attenuation ͑␣ ϭ 0͒. Substituting * from Eq. (8) into Eq. (7) one can rewrite the evolution of the signal field E s as
where k͑͒ ϭ n f ͞c ϩ ͑␣ 0 I p ␥͒͑͞ Ϫ 0 ϩ j␥͒; ␣ 0 ϭ 2g 1 g 2 ͑͞␥͒. From Eq. (9) one can see that under the weak signal and undepleted pump approximation, propagation of the signal field can be described by the transfer function approach. To ensure that the system remains linear in the signal field, we restrict the gain to g 0 L Յ 10, which earlier experimental results suggest is a reasonable constraint [10] . Recently, Zhu et al. demonstrated Brillouin gain slow-light using a broadband pump and 2 km long fiber [3] . The experimental results are shown to be in good agreement with the results using the transfer function approach. Thus, the transfer function approach is also valid for broadband pumps and long fiber as long as the previously mentioned criteria are met. The propagated Gaussian and super-Gaussian pulses are shown in Figs. 1(a) and 1(b). The Gaussian pulse looks slightly broadened with otherwise little change in pulse shape, whereas the super-Gaussian pulse experiences significant distortion, visible primarily as a smoothing of the rising and falling edges. Although the pulse shown in Fig. 1(b) is visibly distorted, it may still be reliably detected by observing near its peak. For threshold detection, we can quantify the optimal time to detect pulses by using an eye diagram. For a sequence of pulses, an eye diagram is created by superimposing the pulses corresponding to 0s and 1s over a fixed time interval. Figure 2 shows an eye diagram for a random pulse sequence of 0s and 1s before and after propagation through a single-line gain system. The eye diagram degrades after propagation through the medium, as shown in Fig. 2 (b). The degradation in the eye diagram can be quantified using standard metrics such as eye opening, power penalty, etc. [25] [26] [27] [28] [29] . The choice of metric may vary from application to application. Although the output eye diagram looks different from the input eye diagram, the output pulses can still be reliably detected by observing the pulses at the moment when the eye opening is maximum. Eye opening E is defined as the difference between the minimum of the 1s and the maximum of the 0s. The eye opening determines the amount of noise that can be tolerated; a larger eye opening is better as it reduces the error probability in detection of 0s and 1s. Herein, we have normalized all the eye diagrams so that the maximum eye opening varies from 0 to 1. This normalization corresponds to a physical attenuation of the signal after propagation through a gain medium to preserve the desired power level at the detector input. After normalization, a fixed amount of noise is added to the pulses, corresponding to the detector-noise-limited case. In this way, the signalto-noise ratio (SNR) remains fixed. The optimal time to detect a pulse is the time when the eye opening is maximum. Pulse delay can therefore be defined as the time difference between the maximum eye openings of the output and input eye diagrams.
Based on the eye diagram, we define distortion D as
Ideal noiseless input pulses will lead to max͑E͒ ϭ 1 and D ϭ 0. In the case of noisy input, D Ͼ 0 indicates that the input is itself corrupted. After propagation through the medium, changes to the pulse shape and additional noise will reduce the eye opening and further increase D. In this sense, D quantifies more than just pulse distortion, but limiting D does limit the impact on data fidelity from pulse distortion. In our study, we are considering detector-limited-noise and so D ϭ 0 for input pulses and at the output of the pulse delay medium D therefore quantifies only the effect of the medium. The distortion measure D can be related to data fidelity by considering the relationship between eye opening, Q factor, and bit error rate (BER). The Q factor is defined as Q ϭ ͑P 1 Ϫ P 0 ͒͑͞ 1 ϩ 0 ͒, where P 1 and P 0 are the minimum of 1 and maximum of 0 at the maximum eye opening instant [29] ; 1 and 0 are the noise standard deviations for levels 1 and 0, respectively. The BER is then given by BER ϭ ͑1͞2͒erfc͑Q͞ ͱ ͑2͒͒. This relationship between distortion D and BER depends on the noise level. For all of the following results, we maintain a detectornoise-limited SNR of 35 dB at the receiver. Given this SNR, we chose a distortion constraint D Յ 0.35 so that the inter-symbol interference (ISI) is small and BER is less than 10
Ϫ12
. Note that power penalty (PP), another common metric for characterizing optical components, is monotonically related to distortion according to
where r ex ϭ P 0 ͞P 1 [28, 29] . Thus, as the eye opening E ϭ P 1 Ϫ P 0 decreases, both distortion D and power penalty increase.
To demonstrate the use of this metric, we use it to characterize the performance of a single-line gain system described by Eq. (3). We characterize the delay-distortion performance of this single-line gain system by studying the variation of D and the fractional pulse delay ⌬T͞T pulse ͑T pulse ϭ T 0 ͞2͒ as functions of bit rate B N . The maximum intensity gain exponent g 0 L is constrained such that g 0 L Յ 10. The maximum value of the gain exponent depends on factors such as pump power limits, the system threshold for nonlinear optical effects, noise, etc. Therefore, the maximum usable gain will vary from one slow-light system to another. In this study, we simulate a stimulated-Brillouin-scattering (SBS) slow-light medium consisting of 1 km of fiber and Brillouin shifted pump and probe lasers. The probe is modulated using an external Mach-Zhender modulator and the pump 2) , the pump can be modulated using a Mach-Zhender modulator to generate the doublet sidebands. The frequency separation between the doublet lines (as described in Section 2) is tuned by varying the modulation frequency. Based on this choice of system, we choose a maximum g 0 L value of 10, which is reasonable for Brillouin gain systems [10] .
The results of characterizing this single-line SBS system are shown in Fig. 3. Figures 3(a) and 3(b) show the fractional pulse delay and distortion, respectively, for a random Gaussian pulse sequence and fixed g 0 L ϭ 10. For fixed g 0 L, fractional pulse delay ⌬T͞T pulse increases as we decrease T pulse , i.e., increase the bit rate. This increase in the fractional pulse delay with the bit rate comes at the cost of greater distortion. At a normalized bit rate of 0.43 the distortion limit is reached. Increasing the bit rate beyond 0.43 causes the system to exceed the distortion limit. This implies that a fractional pulse delay of Ӎ1 is the largest possible under the distortion constraint at g 0 L ϭ 10. This example demonstrates that one cannot simply employ the maximum gain at high bit rates because the distortion will become unacceptably large.
To maximize the fractional pulse delay at each bit rate while simultaneously limiting distortion, one must optimize the system parameters as described in Section 2. In the case of a single-line gain system, there is only one free parameter: the gain. Therefore, at each bit rate, we maximize the fractional pulse delay by varying g 0 L subject to the constraints g 0 L Յ 10 and D Յ 0.35. Figure 4 shows the results of this single-line gain system optimization. Figure 4 (a) indicates that the largest fractional pulse delay occurs when both the gain and distortion constraints are met simultaneously. This condition occurs at a normalized bit rate of 0.43. To the left of this point (smaller bit rate) the system is gainlimited, and to the right (larger bit rate) it is distortion-limited, as shown in Figs. 
4(b) and 4(c).
This implies that at larger bit rates, keeping the gain fixed at its maximum value leads to unacceptable distortion, and therefore the gain parameter must reduce to satisfy the distortion constraint. This is effectively a sacrifice in pulse delay, but a necessary one if we insist on reliable data detection.
For optimizing the system parameters, we perform an adaptive search over the parameter space for each bit rate and choose the parameters that maximize the fractional pulse delay under the distortion constraint D Յ 0.35. The optimization begins with a search using a coarse grid of parameters. The grid spacing is then refined iteratively in the neighborhood of the best solution. The search ends when D Ӎ 0.35 and the best fractional delay changes by less than 2%. Because this search has finite granularity, the best observed parameters that satisfy the constraint inequalities differ slightly from the ideal parameters. This is visible especially at higher bit rates, where D is more sensitive to small gain fluctuations.
The delay performance of a single-line gain system can be improved by using multiple gain lines [22] . In Section 2, we will use multiple gain lines to improve the delay performance at higher bit rates using this new metric.
Distortion Compensation Using Multiple Gain Lines
For single-line gain systems, we observe that gain and distortion constraints limit the maximum achievable fractional delay. While this is true for any system, choosing a system with additional degrees of freedom can improve the maximum delay [22, 30] . Recall that the single-line gain system had only one free parameter: the gain. For multiple-line gain systems, the number of degrees of freedom increases. In this study, we consider double-line and triple-line gain systems, characterized by the transfer functions 
respectively, where g 0 is the gain coefficient of the central gain line for the triple-line gain system, g is the gain coefficient of the separated gain lines for both the double-line and triple-line gain systems, 2␦ is the frequency separation between the separated lines, and ␥ is the HWHM of all Lorentzian gain lines. Figures 5(a) and 5(b) show the component and overall gain spectra for the double-line and tripleline gain systems, respectively. Use of multiple gain lines makes the gain uniform over a larger bandwidth compared to the single-line gain system, and thus increases the distortion-limited bandwidth. This suggests that the maximum gain can be extended over a larger fractional bandwidth than in the singleline gain system, resulting in increased fractional delay. This slow-light gain-flattening was recently studied analytically by Khurgin, who showed that the delay performance of optical amplifiers can be improved, but the gain required for achieving a fractional delay N st varies as N st 3͞2 even with gain flattening [31] . It is also possible to generate a broad, flat gain spectrum using a continuously broadened pump [3] [4] [5] [6] .
For double-line and triple-line gain systems, we optimize the system parameters at each normalized bit rate B N to maximize the delay as we did for the single-line gain system. Figures 6(a) and 7(a) show the fractional delay for single-line, double-line, and triple-line gain systems optimized for superGaussian and Gaussian pulses, respectively. For the double-line gain system, we optimize g and ␦, whereas for the triple-line gain system we optimize g 0 , g, and ␦. In all cases the distortion is limited to D Յ 0.35, and the maximum gain at any frequency is limited to 10.
For normalized bit rates smaller than 0.43, the optimal fractional delay achieved for single-line, double-line, and triple-line gain systems is identical. In this region, the additional degrees of freedom are not required because the distortion limit has not been reached, and maximum gain is achieved by a singleline gain system. Therefore, the double-line and triple-line gain systems mimic a single-line gain system. For the double-line gain system, when For larger bit rates, the single-line gain system reaches the distortion limit, and the gain must be reduced to maintain acceptable distortion. This results in a decrease in delay for the single-line gain system. However, at this point, the double-line and triple-line gain systems begin to use their additional degrees of freedom. In the bit rate region from 0.43 to 0.94, the double-line and triple-line gain systems simultaneously achieve maximum gain and distortion by acting as an optimally spaced double-line gain system. Specifically, we note that the gain of the cen- tral line of the triple-line gain system reduces making the double-line and triple-line gain systems nearly identical. At a bit rate of 0.94, the double-line gain system can no longer maintain the maximum gain without excessive distortion, and so it must reduce its gain as the single-line gain system did before. However, at this bit rate, the central line gain g 0 of the triple-line gain system continues to increase, and the frequency separation increases further to maintain the maximum gain. It continues to produce increasing delay until a bit rate of 1.17, when it too must reduce its gain to avoid excessive distortion.
The overall result of this optimization is that double-line and triple-line gain systems achieve significantly larger distortion-constrained fractional delay compared to the single-line gain system. Using a double-line gain system improves the fractional delay performance by factors of 4 and 7 for super-Gaussian and Gaussian pulses, respectively, compared to a single-line gain system at the same bit rate ͑B N Ӎ 0.94͒. We also note that for both pulse shapes the double-line gain system provides 1.5 times the best single-line gain system delay. For a Gaussian pulse stream, the triple-line gain system improves the fractional delay performance by a factor of 12 and 2 compared to single-line and double-line gain systems, respectively, at the same bit rate ͑B N Ӎ 1.17͒. For super-Gaussian pulses, these improvement factors are 5.5 and 2.5, respectively. At higher bit rates, the pulse edges are smoothed by the comparatively narrow gain line. As a result, the peak of the output pulse and moment of maximal eye opening shifts toward the trailing edge of pulse. This leads to a measured delay ⌬T slightly less than T pulse ͞2, as shown in Fig.  6(a) . The optimum triple-line gain system fractional delay is also 1.7 and 1.15 times better than the best single-line and double-line gain system delays, respectively. These improvement factors are observed for both Gaussian and super-Gaussian pulses. Table 1 summarizes the delay and bandwidth values for the single-, double-, and triple-line gain system. The Brillouin gain linewidth in optical fibers is ϳ50 MHz full width at half-maximum (FWHM). Note that the double-line and triple-line gain system extend the optimal gain spectral width 2 and 2.7 times the single-line gain system, respectively. Using a broadband pump (whether discrete or continuous), the gain bandwidth can be extended arbitrarily to design high data-rate systems [3] [4] [5] [6] .
The optimization results obtained with this metric show trends similar to the previously reported results for single-line and double-line gain systems [22] and recent results from Shi et al. and Minardo et al. for double-line and triple-line gain systems using a transfer-function metric [32, 33] . The advantage of working with our metric is that it deals directly with the pulses and, being based on eye opening, directly reflects the reliability of received data. Although the maximum achieved fractional delay of 1.7 pulse width observed in our study is not practical for optical buffering, this delay can be easily tuned by adjusting the gain. Tunable delay of one pulse width is very useful for data synchornization [18] . Furthermore, this method of combining multiple delay elements based on data fidelity can be used to achieve comparable improvement with other delay techniques such as coupled resonators [13] or electromagnetically induced transparency [34, 35] .
Conclusion
We have presented a data-fidelity metric for slowlight systems based on eye diagrams. Our results are qualitatively similar to those obtained with transferfunction-based metrics. The qualitative similarity supports the usefulness of those metrics, although the approach described herein is more directly connected to data fidelity. We observe fractional delay improvement factors of 7 and 12 using double-line and triple-line gain systems, compared to a singleline gain system at the same bit rate.
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