A key to optimize a user's entertainment or learning experience when playing interactive games is to understand his emotional responses. Current methods mostly exploit intrusive physiological signals to detect a player's emotions. In this study, we proposed a method to detect a player's emotions based on heart beat (HR) signals and facial expressions (FE). In this work, a continuous recognition of HR and FE through videos captured by Kinect2.0 is conducted considering the continuous perception of the human emotion. Bidirectional long and short term memory (Bi-LSTM) network is used to learn the HR features, and convolutional neural network (CNN) is trained to learn the FE features. To further meet the demands for real-time, the SOM-BP network is employed to fuse the HR and FE features, which can perfectly recognize the player's emotion. Experimental results demonstrate our model has high accuracy and low computation time for four emotions of ''excitement '', ''anger'', ''sadness'' and ''calmness'' in different games. Moreover, the emotion's intensity can be estimated by the HR value.
I. INTRODUCTION
Nowadays more and more users are attracted by computer games owing to their ability to present information interactively and playfully. The game was originally designed to increase the user's entertainment experience. The game is becoming more abundant as time goes by, which is gradually used to help users solve practical problems such as work, education and life. These can be attributed to the game can provide users with an emotional experience such as fun and excitement to reach a ''teach on the happy'' effect. These emotions can be detected and used to provide real-time adjustment to either the game difficulty or the gameplay. Therefore, the research of emotional recognition during games can maintain user's involvement and enhance their gaming experience. For this purpose, automatic emotion The associate editor coordinating the review of this manuscript and approving it for publication was Jiankang Zhang . recognition for game users is mandatory to maintain his/her involvement without interrupting his/her gaming process [1] . Emotion recognition is mainly achieved in two ways, one is by obtaining the emotional behavior of the player, such as facial expression, facial micro-action, speech, body movements, etc. The other is to detect the physiological signals of the player, such as heart beat (HR), HR variability, electrocardiogram (ECG), and electroencephalogram (EEG). Among various emotion signals, the speech signals are the most easily available signals for emotion recognition. Shen et al. [2] used Support Vector Machine (SVM) as a classifier to classify happy, sad, neutral, fear and other states in the research of automatic speech emotion recognition. Yang and Lugger [3] proposed a speech emotion recognition method based on the psychoacoustic harmony perception known in music theory, and the performance was reliable. Ramakrishnan and Emary [4] employed acoustic features to recognize emotion and introduced 10 interesting applications of speech emotion recognition. But these methods usually do not work due to the background music of games interferes with the player's voice.
Affective body movements provide important visual cues to distinguish emotion [5] - [9] . Yang and Narayanan [10] considered a statistical framework for the kinetic modeling of body movements in binary interactions. The framework identified participants' emotional states from body language. A system for recognizing emotions through full-body movements was proposed by Camurri [11] , which can be used to recognize and express emotion for children with autism. Reference [12] proposed a method for automatic emotion detection based on a player's body movements in the sports game. This method, however, can't generalize to other scenarios as most games currently do not require a full-body movement from the player.
Facial expressions are the most widely employed modality for emotion recognition. A method called Facial Dynamics Map was able to aware of people's emotion correctly through a video sequence of microexpression in [13] . A probabilistic method based on 2D geometrical features for pose-invariant facial emotion recognition was proposed in [14] . Shojaeilangari et al. [15] employed a unified probabilistic framework based on the dynamic Bayesian network to simultaneously and coherently represent the facial evolvement in different levels to recognize emotion. In method [16] , a classifier with deep convolutional network features could track the player's facial expressions in real time with an optimal recognition rate of 94.4%. These methods based on facial expressions show great performance. However, individuals have more control and can manipulate their facial expressions which can make the truly felt affective state difficult to measure from their facial expressions. Recently, the focus has shifted to using physiological signals, which can provide continuous measurements and are out of an individual's control [17] , [18] . Therefore combining facial expressions and physiological signals is the best solution in an interactive gaming environment. Moreover, multimodal approaches have also been proved to improve the accuracy of affect detection [19] , [20] .
Previous researches showed that HR was a good indicator for discriminating between different affective states [21] . Valenza et al. [22] pointed out that different emotional states can trigger different HR frequencies. Moreover, we use a video-based method for measuring HR without interrupting the player's gaming process. Therefore HR is selected as the physiological signals in this study.
Although these methods have achieved notable performance, they are still necessary to be improved. 1) Continuous emotion recognition can achieve higher accuracy due to the importance of contextual information in sequence data [23] , [24] . However, most of the existing methods focused on dealing with discrete signals [25] .
2) Measuring heart rate is highly intrusive, which interferes with the game process of the users. Therefore, their real gaming feelings cannot be obtained. 3) The emotion's intensity is quite useful and can be used to adjust the gameplay or the game difficulty in real time. Most current methods only recognize emotional categories.
In our proposed method (as shown in FIGURE 1), the video sequences containing the player's face are collected by Kinect2.0 to make contactless emotion recognition to maintain players' involvement. Firstly, the joint approximation diagonalization of eigen-matrices (JADE) algorithm is used to perform independent component analysis (ICA) on four channels signals of red-green-blue (RGB) and infrared (IR). And Fast Fourier Transform (FFT) is performed on the obtained independent components to match the heart rate range to obtain the player's HR value. The HR value can well reflect the player's emotional intensity. Then Bi-LSTM is employed to extract the HR features as it can take context information into account and is ideal for modeling time series data. Secondly, considering that CNN network is widely used for image processing, the facial region of interest (ROI) is input to our CNN model for extracting facial expressions (FE) features after detecting, segmenting, graying the face image frame and subtracting its mean value. Finally, the Self-Organizing Map (SOM) network don not need pre-specified the category of the input data and can make the input data for cluster analysis, realizing the preliminary classification of FIGURE 2. An example of the relationship between HR and emotion states is remade according to [21] . the data. And back propagation (BP) neural network has the ability of nonlinear mapping to complete the final classification. Our SOM-BP network is employed to fuse HR features and FE features. The fused features can well recognize the player's emotion. Our model provides a non-contact way to make use of HR and FE for emotion recognition.
The main contributions of this paper are as follows:
1) The emotion recognition for 30 consecutive seconds in our study is consistent with the continuous perception of the human emotion, which reduces the camouflage. Moreover, our method can detect the emotional intensity.
2) We use video-based detection of HR as a channel for emotion recognition, which realizes a contactless measurement for HR.
3) Our model can meet the demands for real-time due to the use of SOM-BP network.
The rest of this paper is organized as follows: Section II introduces the extraction of HR features and FE features and how to fuse them based on SOM-BP network. In Section III, we present experimental results to evaluate the proposed method. Section IV makes a conclusion.
II. METHODS OF RECOGNITION EMOTIONS A. ACQUISITION OF HEART RATE VALUE AND FEATURES
People's emotions have a strong correlation with their HR. From a medical point of view, when people's emotions change, their HR will also change accordingly. McCraty [21] observed that certain emotional states are always related to different psychological and behavioral factors, and correspond to specific HR patterns. FIGURE 2 shows HR changes under a certain emotion. The HR value also is affected by emotions. Human's resting heart rate is the number of heart beats per minute (bpm) when he/she is at rest. For most of us, between 60 and 100 beats per minute is normal [26] .
As the heart beats, blood is pumped into the facial muscles, causing subtle changes in facial brightness values. These subtle changes can be analyzed to obtain the HR value. Kinect2.0 can detect periodic changes in facial brightness through builtin cameras. We use Kinect2.0 to collect facial brightness signals every 30 seconds. As shown in FIGURE 3, we process the captured facial brightness in two different ways. According to the above way (FIGURE 3), after making Independent Component Analysis (ICA) and Fast Fourier Transform (FFT) on the signals, we can calculate the heart rate value. While according to the following way (see FIGURE 3 ), we employ Bi-LSTM on the signals after noise reduction by Gaussian white noise. Then the emotional features represented by the HR signals can be obtained.
Here we introduce the way of calculating HR value. We apply ICA on the normalized signals. ICA is a signal analysis method based on high-order statistical features of signals. The observed random signals follow (1) .
where x is the observation signal matrix and there is a statistical correlation between each observation signal. After the transformation of the separation matrix w, the correlation between the individual signal components of the signal matrices decreases. The JADE algorithm [27] belongs to the batch algorithm in the ICA algorithm, which can calculate w. The calculation steps are as follows.
Step 1. Calculate the covarianceR x of the signals from four channels and compute a whitening matrixŴ .
Step 2. Calculate the fourth-order cumulantsQ z = n k,l=1 Cum(Z i , Z j ,Z k , Z l )m lk of the signals whitening processẑ(t) =Ŵ x(t); compute the n most significant eigenpair N e = λ r ,M r |1 ≤ r≤n . Step 3. Jointly diagonalize the setN e = λ rMr |1 ≤ r ≤ n by a unitary matrixÛ .
Step 4. An estimate of A isÂ =Ŵ * Û . After separation, the signals from four channels (RGB and IR) are shown in FIGURE 4. Then the signals are extracted using FFT to find the matching heart rate range [28] .
This method of calculating the HR value was later compared with the value provided by a smart wristband with strong reliabilities in measuring HR. In the experiment, we use a Kinect2.0 and a smart wristband to measure a player's HR in his random emotional states at the same time. Twenty comparison measurements are taken and results are recorded from each set, which may last 30 seconds. As shown in FIGURE 5, it can be seen that the measurement error is within 6 bpm. After gaining the HR values, we can make a preliminary judgment on the player's emotional state according to our emotional judgment rules.
Next, we extract the features represented by the HR signals. Due to the influence of angle or ambient lights, there is noise in the captured signals. The captured signals cannot be directly used for HR feature extraction. We add Gaussian white noise f N (0, 1) to the signals [29] . The formula for noise can be written as
where ξ i represents the x i (i = 1, 2, . . . ,n) signal containing Gaussian white noise, and s represents the degree of noise, which is a constant. f N (0, 1) refers to a number randomly extracted from the standard positive distribution. In order to calculate the membership of every ξ i signal, we make a full connection to this layer of signal with Gaussian white noise added according to the formula below. The formula can be written as (j = 1, 2, . . . , n; m = 1, 2, . . . , n)
The HR signals are time-series signals and are related in time. Bi-LSTM [30] - [33] can take context information into account and is ideal for modeling time series data. As shown in FIGURE 6, Bi-LSTM is used to process the HR signals. The forward LSTM ( LSTM f ) inputs ϕ 1 , ϕ 2 , . . . ,ϕ n in sequence, the encoded vectors are h f 1 , h f 2 , . . . ,h fn . And the backward LSTM ( LSTM b ) inputs ϕ n , . . . ,ϕ 2 , ϕ 1 in sequence, the encoded vectors are h b1 ,h b2 , . . . ,h bn . Considering that h fn and h bn contain all the information for forward and backward, we splice them together for emotion classification (As shown in FIGURE 6(b)). The model is trained by minimizing loss function with back propagation and stochastic gradient descent method. As a result, we can label the HR signals with emotional features. Each LSTM unit will selectively forget the information in the cell state and remember new information. This allows useful information to be passed and useless information to be discarded. The LSTM unit outputs the hidden layer status h t (t= 1, 2, . . . ,n) at each time step. How to forget, remember and output are controlled by the forgetting gate, the input gate and the output gate calculated by the hidden layer state at the last moment h t−1 and the current input ϕ t . The forgetting gate choose the information to forget according to the formula below, which determines how much of the cell state C t at the last moment is retained to the current moment. The formula can be written as
where f t denotes the output of the forgotten gate, W f is the weight matrix of the forgetting gate, [h t−1 , ϕ t ] is the concatenation of the two vectors, b f denotes the bias of the forgotten gate, σ is Sigmoid function. VOLUME 8, 2020 The input gate selects the current input ϕ t to remember according to the formula below, which determines how much of the current input ϕ t is saved to the cell state C t .
where i t denotes the output of the input gate, W i is the weight matrix of the input gate, [h t−1 , ϕ t ] is the concatenation of the two vectors, b i represents the bias of the forgotten gate, σ is Sigmoid function. The temporary cell stateC t is shown in (6) , which denotes the current memory.
where W c is the weight matrix of the tanh gate, [h t−1 , ϕ t ] is the concatenation of the two vectors, b c denotes the bias of the tanh gate, tanh represents limiting the cell state to a value between -1 and 1. The current cell state C t is as shown in (7), which can combine current memory with previous memory to form a new cell state.
where f t denotes the output of the forgotten gate, C t−1 denotes the cell state of the last moment, i t represents the output of the input gate,C t is the temporary cell state. The output gate controls how many the cell states are available as the current output of the LSTM according to the formula below. The formula can be written as
where o t denotes the output of the output gate, W o is the weight matrix of the forgetting gate, [h t−1 , ϕ t ] is the concatenation of the two vectors, b o denotes the bias of the forgotten gate, σ is Sigmoid function.
Then we process the cell state through tanh to get a value between -1 and 1. Multiply the obtained value by the output of the output gate to get a new hidden layer state h t . 
B. ACQUISITION OF FACIAL EXPRESSION FEATURES
HOG feature descriptor with a linear classifier is employed to complete the face detection. Then the Kinect Active Appearance Model (AAM) algorithm is used to segment our region of interest (ROI) in real time. As shown in FIGURE 7, the ROI includes five feature points (the left and the right eye, the nose, and the left and right mouth corners). Due to the influence of angle or background, there is noise in the ROI and cannot be directly used for FE feature extraction. These ROIs must be preprocessed. After filtering, denoising and gray-scale equalization, the original obtained images become grayscale images. After detecting, segmenting, graying the face image frame and subtracting its mean value, its dimension is reduced to 48px×48px. The 48px×48px face image becomes the input of our CNN model.
Considering that CNN has perfect performances in image feature extraction, the FE feature extraction task is implemented by our CNN model. As shown in Table 1 , the entire model is consisted of six convolutional layers, three pooling layers and finally one fully connected layer.
The first layer of our model is the convolution layer, which is the feature extraction layer. We perform the convolution operation on the convolution kernel and the upper layer with all the feature maps. The output of the convolution operation is activated by the activation function, thus forming a feature map of the current convolution layer. The operation is as follows
where net l j denotes the weighted input of layer 1. a l−1 i represents the feature map of the output of the l-1 layer. w l i,j is a convolution kernel matrix, it includes the connection weights between the l-1 layer of neurons and the l layer of neurons. w b represents the offset term of the j-th feature map. a l i,j denotes the j feature map of the convolution l layer. ReLU()(Rectified Linear Units) is the activation function. ReLUs are tended to be several times faster than their equivalents in training. The main advantage of using ReLUs is that it can alleviate the vanishing gradient problem which is very common in using other two activation functions (Sigmoid, Tanh). ReLU() is defined by
where x is the input to the neuron. The pooling layer of the CNN model can avoid a dimension of disaster brought by the increasing number of convolution layers. In our CNN model, the down-sampling is performed by max-pooling. After down-sampling, the number of feature maps is the same as before, but the number of parameters reduces as it removes unnecessary information from each feature map. The operation is as follows net l j = down(a l−1 j )
where a l−1 j is the j feature map of the pool l-1 layer. down() denotes the down-sampling function.
The fully connected (FC) layer acts as a classifier by learning all the weights to integrate the ''good'' features and reduce other features. After the FC layer, the output becomes a one-dimensional array. The calculation is as follows
where net l is the output of the FC l layer. w l represents the weight matrix between neurons. a l−1 denotes the input feature vector of the upper layer. w l b is the offset term of the fully connected 1 layer.
The detail specification of parameters is listed in Table 1 . Back propagation [34] and stochastic gradient descent method [35] are applied to train our CNN model by minimizing loss function. Dropout is performed on the FC layers to prevent overfitting [36] .
C. FEATURES FUSION BASED ON SOM-BP
The Self-Organizing Map (SOM) proposed by Dutch in 1981 [37] forms a one or two-dimensional presentation from multidimensional dimensional data. The presentation keeps the topology of the data. In this way, the data vectors which closely resemble one another can be located next to each other on the map. The SOM network is a competitive learning network, which is consisted of an input layer and a competition layer.
BP neural network is a multilayer feed-forward neural network for training network according to error back propagation algorithm. As one of the most widely used neural networks, its structure includes an input layer, hidden layers, and an output layer.
The emotion recognition in interactive gaming environments is expected to quickly adjust the difficulty of the game, so real-time is very important. SOM networks can meet the demand of real-time as it does not need large amounts of data for training. However, some neurons whose initial weights are too far away from the input vector will never win in the competition and become dead neurons. To overcome this drawback, combining the BP neural network that works well in fault diagnose with the SOM network is a perfect choice. SOM network has the ability of self-learning, which can make cluster analysis on unclassified samples and implement their preliminary classification. Then the position of the winning neuron in the SOM network is input into the BP network to avoid dead neurons. So we combine the character of the SOM and BP network to fuse HR features and FE features.
As shown in FIGURE 8, our SOM-BP model includes an input layer, and a competitive layer, and a hidden layer, and finally an output layer. That is, a SOM competitive layer is added to a traditional three-layer BP network. First, the SOM network implements the preliminary recognition of the features automatically by mapping the linearly inseparable features of the high-dimensional space to the linearly separable features of low-dimensional space. The operation makes the BP network less stress and less difficult to recognize the features.
Then the clustering features are transferred to the hidden layer from the competition layer. Finally, the BP network completes the nonlinear mapping from input to output with supervise learning mode and classifies the player's emotions.
SOM-BP network has an excellent performance in feature fusion. The HR features and the FE features are input to the neurons of the input layer. The adjacent features in the input space will be mapped to adjacent neurons in the competition layer, which is a two-dimensional plane capable of maintaining the topology of the input space. In this way, the two-dimensional features are classified, thus completing the preliminary classification of the input features. If the emotion categoryŶ = {ŷ 1 ,ŷ 2 ,ŷ 3 ,ŷ 4 } of the output layer does not match the expected emotion category Y = {y 1 , y 2 , y 3 , y 4 }, it enters the phase of back propagation of the error, thus finishing the nonlinear mapping from the input features to the player's emotion. The fusion process can be written as the steps shown in Table 2 .
The equations involved in Table 2 are described in detail here.
Equation (16) in Step 2:
where w ij denotes the weight between the input neuron i and the mapping neuron j. Equation (17) in Step 4:
where η(t) denotes the learning rate, 0< η(t)<1, h c,j (t) represents the domain function.
Equation (18) in
Step 5:
where d c,j represents the distance from the winning neuron c to any activated neuron j in the neighborhood, r is the radius of neighborhood, whose updated rules are as follows
where INT () rounds a number to the nearest integer, T denotes the total number of iterations. Equation (21) in Step 6:
where f() means a nonlinear function, 0<f(· )<1. Equation (22) in Step 10:
where error is the difference between the output of the SOM-BP networkŶ = {ŷ 1 ,ŷ 2 ,ŷ 3 ,ŷ 4 } and the expected output Y = {y 1 , y 2 , y 3 , y 4 }.
III. EXPERIMENT
In this section, we first introduce the procedure of collecting datasets to test our model, then analyze the results of our method on the datasets and compare it with the method in [2] , [11] , [13] , [19] . To compare which modality is more fit in an interactive gaming environment, methods in [2] , [11] , [13] , [19] are selected. Methods in [2] , [11] , [13] employ speech, body movements, microexpressions respectively. Method [19] uses electroencephalogram (EEG), pupillary response and gaze distance. Since methods in [2] , [11] , [13] only use a modality, we also can verify the significance of combining modalities from different sources of information.
A. PARTICIPANTS
Twelve volunteers (seven males and one female), ranging in age from 19 to 23 years old, were recruited for the experiments. They have no cardiovascular disease and are in good health. They were all university students. All volunteers were gamers with more than two years of gaming experience.
B. APPARATUS
As shown in Fig. 9 , the experimental equipment used in this study is Kinect2.0, which can record 32-bit color video frames at 1920×1080 resolution, IR camera can record 16-bit video at 521×424 resolution, whose working frequency is 50 frame per second (fps). When the test was started, the participants were asked to keep their bodies upright in front of the computer, and Kinect2.0 was placed approximately 0.6 meters in front of the volunteers. The experiment was performed in a separate room with constant lighting and temperature.
C. DESIGN
When 12 volunteers are playing games, we use Kinect2.0 to record their face videos, the difficulty of games. After the game is over, the volunteers' feedbacks are recorded as the ground truth. We deal with the face videos in three different ways to get the FE feature, HR feature and HR value. Firstly, to prove the effectiveness of the combination of FE and HR in an interactive gaming environment, the emotions recognized by the FE feature and HR feature respectively are compared to the emotions recognized by the fused features. Secondly, the HR value is compared to the game difficulty to verify that the emotional intensity is related to HR value. Thirdly, the degrees of excitement measured by the FE and HR were compared proving that HR is out of human control. Finally, our method is compared with the methods in [2] , [11] , [13] , [19] and different feature fusion methods are also compared.
D. PROCEDURE
Before the experiment, 12 volunteers were rested indoors for 5 minutes to calm their emotions. In the 5-minute resting status, volunteers were told to keep eyes closed and relax, during which HR signals were recorded as well [38] . Once their heart rate have stabilized, they were invited to seat in front of a computer and play games, meanwhile, their facial images were collected using the Kinect2.0 through RGB color and IR cameras for 30 seconds (s) at 50 fps, as shown in FIGURE 9 . From start to end, every 30s, we perform a 30-second long emotion recognition on the volunteers. We saved some intermediate results in our emotional recognition program as the basis for preliminary results. The preliminary results are shown below: the HR recognition saved the HR mean within 30 seconds. The facial expression recognition obtained the following recognition results: 1)marked as IsHappy when it detected that the face was smiling; 2)marked as IsNotHappy when it detected that the face was not smiling and had a frowning action; 3)marked as IsNeutral when it detected that the face had no obvious smile or frowning action. We chose the most appearing expression in 30 seconds as the facial expression recognition results. At this time, we could have a preliminary judgment on volunteers' emotions according to our emotional judgment rule shown in Table 3 . The preliminary results could detect whether the final emotion is misjudged in advance. When the game was over, we immediately confirmed whether the volunteers felt the corresponding emotion during their gameplay. If the corresponding emotion was genuinely felt, it was counted once in the statistical number. If the volunteers' response was ''cannot recall'' or ''does not feel these four emotions'', this record would be regarded as an invalid measurement and discard it. In addition, according to the volunteers' feedback, we found that the intensity of emotion has a strong correlation with the frequency of HR. So our proposed method could also reflect the volunteers' emotion intensity. Then we compared whether the effective emotional recognition results were consistent with the volunteers' feedbacks. If they matched, the recognition was accurate. After each round, the subject had to take a 5 minutes rest to regain his mindset, then start a new round.
E. RESULTS AND DISCUSSION
From the above experiences, 240 measurements were recorded, some were invalid and got discarded. We were then left with 153 measurements.
We recorded every volunteer's gameplay in four different game scenarios, respectively (1) Teammates match perfectly, (2) Fight alone and teammates don't provide support, (3) Improper operation makes the game fail, (4) Almost equal to the opponent's level. As shown in Table 4 , one of the volunteers has the corresponding recognized emotions. The last row is the feedback emotion of the player in four game scenarios, which are consistent with the recognized emotions by fusing FE and HR. The first row is the emotion only recognized by FE. It can be seen that ''sad'' is misjudged as ''angry'' as the facial expressions of ''sad'' and ''angry'' are a bit difficult to distinguish. The second row is the emotion only recognized by HR. We can see that it misjudged ''angry'' as ''excited'', as the frequency of ''angry'' is closed to the one of ''excited''. Therefore, it can be concluded that the recognized results are more accurate after fusing two channel signals to reduce the ambiguity brought by FE or HR. Moreover, our method not only recognizes these different types of emotions but also measures their intensity through the player's HR value. As shown in FIGURE 10, the change in the player's HR value is positively related to the game difficulty (game difficulty is quantified with a value of 0-1.). The reason for that is, as the game level increases, the player's emotions become stronger, thus increasing his HR value. FIGURE 11 shows the recorded gaming process of four of the players. As seen, the game difficulty was divided into six levels, with 0 being the easiest and 5 being the most difficult. We measured the degree of excitement only through HR or FE. We compared the degree of excitement measured by the two signals as the game difficulty changes. It can be seen that the degree of excitement detected by HR is more consistent with the difficulty of the game. Therefore, HR signals can reflect changes in the player's degree of excitement throughout the game more objectively.
As shown in Table 5 , our method performs perfectly not only in terms of reliability but also in terms of efficiency. This can be attributed to the fact that both features are extracted from the homologous videos with appropriate algorithms and fused by the SOM-BP network. Homology videos reduce the amount of processed data. This demonstrates that how to extract and fuse features is necessary and effective for realtime emotion recognition. Table 6 shows the confusion matrix of recognition results combining FE with HR. The average recognition accuracy is 87.3%. Our method has a good performance for recognizing ''calm'', and the accuracy of ''excited'' is also quite high. Since ''angry'' and ''sad'' can correspond to similar facial expressions, the probability of misjudgment is larger and their recognition accuracy is relatively low. While Table 7 shows the confusion matrix of recognition results without HR, it can be found that when combined with HR, the accuracy rate increased and more reliable judgment results are obtained. Therefore, HR makes up for the camouflage and deception brought by FE.
As shown in FIGURE 12 , we compared the recognition accuracy using our method with methods in [2] , [11] , [13] and [19] . The results show that our method performs better in recognizing excitement, anger, sadness and calmness. Shen et al. [2] extracted features of speech (energy, pitch, linear prediction cepstrum coefficients (LPCC), Mel Frequency cepstrum coefficients (MFCC), Linear Prediction coefficients and Mel cepstrum coefficients (LPCMCC)) from human's utterances to automatically classify five emotional states. Method [11] proposed a computational model for the automated emotions recognition according to full-body movements. The emotion identification is completed by a method called the Facial Dynamics Map which characterizes the movements of a microexpression in different granularity in method [13] . Method [19] presents a user-independent emotion recognition method with the goal to recover affective tags for videos using electroencephalogram (EEG), pupillary response and gaze distance.
The performance improvement can be attributed to fusing two signals (FE and HR) and processing them without interfering user's gameplay. The first three methods only use one signal channel to detect emotion, the speech signal is used in [2] , the full-body movement in [11] and the micro expressions in [13] . Compared to our method, the three methods mentioned above are less suitable for the game scenarios. The details can be described as follows. Players do not always make emotion-related sounds during their gameplay, and when they do, the sounds are very likely to be mixed with other sounds in the environment, making the method [2] slightly less performant. Moreover, the games played in our experiences do not require full-body movement, using method [11] will not work well in this scenario. Finally, in method [13] , microexpressions are fleeting, lasting only a few frames within a video sequence. So they are difficult to perceive and interpret correctly. While HR signals and facial image frames in our method were continuously collected within 30 seconds. It can assure the higher accuracy owing to people's emotions are perceived through continuous means. Method [19] performs better than the first three methods, but is worse than our method although it uses players' EEG signals, gaze distance and pupillary response. The reason is that the collection of EEG signals makes method [19] intrusive, which disrupts the player's game process.
In addition, we compare the average computational time based on two different fusion methods in [39] , [40] , namely the fuzzy integral and MFB. As can be seen from Table. 8, the average computational time of our method is minimal as the SOM network does not need large amounts of data for training. The accuracy and F1 based on SOM-BP are a little higher than other methods. The RMSE based on SOM-BP is smaller than other methods.
IV. CONCLUSION
In this paper, we propose a non-contact method for emotion recognition based on FE and HR signals. First, we used video-captured data as a means to detect emotion, making the measurement process contactless and does not interfere with the player's activity. Unlike other signals, HR can't be made up, therefore, we are sure to get genuine data. FEs are also captured by the camera. Second, our method detects the player's emotions during 30 seconds long in order to get more reliable results. Finally, the intensity of emotion can be measured using HR values, which can help game designers to design games that can maximize the users' experiences. However, our system is only trained to recognize four basic emotions and has high demands on the lighting and temperature, in future works, improvements will be made with the goal of recognizing more emotions and designing an incremental model suitable for common scenarios.
