Abstract-In block motion estimation, a search pattern with a different shape or size has a very important impact on search speed and distortion performance. A square-shaped search pattern is commonly adopted in many popular fast algorithms. Recently, a diamond-shaped search pattern was introduced in fast block motion estimation, which has exhibited faster search speed. Based on an in-depth examination of the influence of search pattern on speed performance, we propose a novel algorithm using a hexagon-based search pattern to achieve further improvement. The hexagon-based search pattern is investigated in comparison with diamond search pattern, which demonstrates significant speedup gain over the diamond-based search. Analysis shows that a speed improvement rate of the hexagon-based search (HEXBS) algorithm over the diamond search (DS) algorithm can be as high as over 80% for locating some motion vectors in certain scenarios. In short, the proposed HEXBS algorithm can find a same motion vector with fewer search points than the DS algorithm. Generally speaking, the larger the motion vector, the more search points the HEXBS algorithm can save, which is further justified by experimental results.
I. INTRODUCTION

B
LOCK-MATCHING motion estimation is vital to many motion-compensated video-coding techniques/standards, such as ISO MPEG-1/2/4 and ITU-T H.261/262/263 [1] - [4] , and is aimed at exploiting the strong temporal redundancy between successive frames. By partitioning a current frame into nonoverlapping rectangular blocks/macroblocks of equal size, a block-matching method attempts to find a block from a reference frame (past or future frame) that best matches a predefined block in the current frame. Matching is performed by minimizing a matching criterion, which in most cases is the mean absolute error/difference between this pair of blocks. The block in the reference frame moves inside a search window centered around the position of the block in the current frame. The bestmatched block producing the minimum distortion is searched within the search window in the reference frame. The displacement of the current block with respect to the best-matched reference block in the and directions composes the motion vector assigned to this current block. However, the motion estimation is quite computationally intensive and can consume up to 80% of the computational power of the encoder if the full search (FS) is used by exhaustively evaluating all possible candidate blocks within the search window. Therefore, fast algorithms are Manuscript received October 13, 2000; revised October 8, 2001 . This paper was recommended by Associate Editor D. Liu. C. Zhu and L.-P. Chau are with the Centre for Signal Processing, School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore (e-mail: eczhu@ntu.edu.sg; lpchau@ieee.org).
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highly desired to significantly speed up the process without sacrificing the distortion seriously. Many computationally efficient variants [5] - [11] were developed, among which are typically the three-step search (TSS), new three-step search (NTSS) [7] , four-step search (4SS) [8] , block-based gradient descent search (BBGDS) [9] , and diamond search (DS) [10] , [11] algorithms. In TSS, NTSS, 4SS, and BBGDS algorithms, square-shaped search patterns of different sizes are employed. On the other hand, the DS algorithm adopts a diamond-shaped search pattern, which has demonstrated faster processing with similar distortion in comparison with TSS, NTSS and 4SS. This inspires us to investigate why the DS pattern can yield speed improvement over some square-shaped search patterns and what the mechanism behind is. As a result, one may wonder whether there is any other pattern shape better than a diamond for faster block-motion estimation. Based on an extensive and intensive examination of search patterns, we propose a hexagon-based search algorithm that can achieve substantial speed improvement over the DS algorithm with similar distortion performance.
In the following section, the DS pattern shape will be examined to investigate its advantages and disadvantages. Section III first explains the new hexagon-based search pattern and algorithm, and then an analysis compared with DS follows. In Section IV, experimental results are presented of our proposed algorithm compared with the FS, NTSS, 4SS, and DS. Section V concludes the paper.
II. REMARKS ON DS PATTERN
It is known that search pattern has an important influence on speed and distortion performance in block motion estimation. Square-shaped search patterns of different sizes are commonly used in fast motion estimation algorithms. Recently, the diamond pattern is proven to be a more efficient alternative [10] , [11] , which is depicted in Fig. 1(a) . Just as mentioned in [10] , [11] , compared with BBGDS [9] , the DS pattern can find large motion blocks with fewer search points and also reduce its susceptibility to getting stuck in local optima due to its relatively large step size in horizontal and vertical directions. The compact shape of the DS pattern around the center also yields fewer search points than 4SS for finding stationary or small motion vectors. Regarding the large DS in Fig. 1(a) , however we can see that the eight checking points have different distances from the center point. The advancing speed for the DS is 2 pels/step horizontally and vertically, and diagonally. Fig. 1(b) and (c) show the search process along the corner point (vertex) and edge point (face) of the diamond, respectively. In Fig. 1(b) , the point labeled "5" wins with smallest block distortion in the current step and five new search points labeled form "9" to "13" will be evaluated in next step. In Fig. 1(c) , the point labeled "4" wins in the current step and three new candidate points "9," "10," and "11" will be checked in the following step. That means, in terms of number of search points used with same number of search steps, the DS is sensitive to motion vectors in different directions. In other words, these discrepancies in both speed and number of new candidate search points each step result in inconsistent number of search steps or number of search points in different direction search.
Here, we assume reasonably that the global minimum has a monotonic distortion and the nearer to the global minimum the smaller the distortion in all directions (horizontal, vertical or diagonal) within a small neighborhood around the global minimum. From Fig. 1(b) , we can see that the point "9" is nearest to point "4" with distance rather than the winning point "5" with distance 2. If the point "9" is the minimum or nearest to the minimum among the marked points shown in the figure, the distortion for point "4" should most likely be smaller than that for point "5" according to the assumption. Therefore, the point marked "9" in Fig. 1(b) is unlikely to be a winner in the next step. The same case applies to the point marked "13". Likewise, the points marked "9" and "11" in Fig. 1 (c) are also not good candidates for the next step search. Furthermore, the diamond pattern (large one) is so compact in terms of distance between neighboring points that there may exist some redundancy among the search points, especially in the beginning of lower resolution search. Consequently, such distribution of search points in DS pattern is inefficient in finding possible candidates in the next step.
In our view, the reason behind the disadvantages above-mentioned for DS is that the diamond shape is not approximate enough to a circle, which is just 90 rotation of a square. Ideally, a circle-shaped search pattern with a uniform distribution of a minimum number of search points is desirable to achieve the fastest search speed uniformly. Practically, a more circle-approximated search pattern in the motion field is attainable in which a minimum number of search points are distributed uniformly. Each search point can be equally utilized with maximum efficiency, where the redundancy among search points should be removed maximally. As a result, we devise such a more circle-approximated pattern in the following.
III. HEXAGON-BASED SEARCH ALGORITHM
A. Hexagon-Based Search Pattern
A hexagon-based search pattern is depicted in Fig. 2(a) , which consists of seven checking points (shaded dots) with the center surrounded by six endpoints of the hexagon with the two edge points (up and down) being excluded. Of the six endpoints in the hexagon, two horizontal points are away from the center with distance 2 and the remaining four points have a distance of from the center point, respectively. The distance between any neighboring pair of endpoints among the six endpoints is either 2 or
. From the figure, we can see the six endpoints are approximately uniformly distributed (2)), with values of (2 2k; 4 2k);k = 1; 2; 3 . . . : It is easy to see that to find these motion vectors, the number of search points for our HEXBS follows 7+3222k+4, whereas the number for DS is 9+3232k+22k+4; k = 1; 2; 3 . . . ;
respectively. The speed improvement rate is SIR = (2 + 5 2 k)=(7 + 6 2 k + 4) 2 100%, e.g., k = 1; SIR = 41:2%; k = 2; SIR = 52:2%; k = 3; SIR = 58:6%; k = 4; SIR = 62:9%; k = 8; SIR = 71:2%; k = 32; SIR = 79:8% and SIR approaches 83.3% when k is big enough.
around the center, which is highly desirable as discussed in the above section. Note that the hexagonal search pattern also contains two fewer checking points than the 9-point DS pattern. In the search process, the hexagon-based search pattern keeps advancing with the center moving to any of the six endpoints. Whichever endpoint the center of the search pattern moves to, there are always three new endpoints emerging, and the other three endpoints are being overlapped. Fig. 2(b) illustrates a smaller shrunk hexagonal pattern covering four checking points (left, right, up, and down dots around the center with distance 1) in the motion field, which is finally used in the focused inner search. Note that the shrunken hexagonal pattern includes the same checking points as the shrunk endiamond pattern.
B. Algorithm Development
With the designed hexagonal search-point configuration, we develop the search procedure as follows. In the first step, the large hexagonal pattern with seven checking points is used for search. If the optimum is found at the center, we switch to use the shrunken hexagonal pattern, including four checking points for the focused inner search. Otherwise, the search continues around the point with minimum block distortion (MBD) using the same large hexagonal pattern. Note that while the large hexagonal pattern moves along the direction of decreasing distortion, only three new nonoverlapped checking points will be evaluated as candidates each time. Fig. 3 shows an example of the search path strategy leading to the motion vector , where 20 search points are evaluated in five steps sequentially. The proposed HEXBS algorithm can be summarized in the following detailed steps.
Step 1) The large hexagon with seven checking points is centered at , the center of a predefined search window in the motion field. If the MBD point is found to be at the center of the hexagon, proceed to Step 3) (Ending); otherwise, proceed to Step 2) (Searching).
Step 2) With the MBD point in the previous search step as the center, a new large hexagon is formed. Three new candidate points are checked, and the MBD point is again identified. If the MBD point is still the center point of the newly formed hexagon, then go to Step 3) (Ending); otherwise, repeat this step continuously. The above process applies to each block in the current frame for block motion estimation. From the procedure, it can be easily derived that the total number of search points per block will be (1) where is the final motion vector found, and is the number of execution of Step 2).
C. Analysis of the Proposed HEXBS Algorithm
Here, we will examine the proposed HEXBS algorithm compared with the DS algorithm in terms of number of points eval-uated to find the same motion vectors. For block motion estimation, computational complexity can be measured by number of search points required for each motion vector estimation. The examination will be carried out for stationary motion vector , quasistationary motion vector within a region of pixel around , and medium to large motion vectors, respectively.
• For the stationary motion vector , the proposed HEXBS algorithm evaluates 11 search points, whereas the DS algorithm checks 13 points.
• For motion vectors and , the minimum possible number of search points in our proposed HEXBS algorithm is 11 if is chosen in the first step, otherwise, it needs 14 block matches if is chosen. However, the DS algorithm will need 13 search points if is chosen, and 18 points if is chosen, respectively; i.e., 2 or 4 block matches can be saved using our HEXBS algorithm.
• Recall the assumption that the global minimum has a monotonic distortion and the closer to the global minimum the smaller the distortion within its small neighborhood. For motion vector , it is therefore most likely that the nearest will win in the first step in the HEXBS algorithm. Then the number of search points is 14 . However, in the case that the next-nearest motion vector or wins in the first step, the HEXBS algorithm may only find instead of eventually. This problem can be overcome by checking two more points in an additional last step. That is, if is found to be minimum in the last step of the (original) HEXBS algorithm, two more motion vectors and will be evaluated in an appended last step. The cases are the same for motion vectors and . This additional step can apply to the cases where a checking point rather than the center point of the small hexagon wins in Step iii) of HEXBS. We call this one-more-step HEXBS (OMS-HEXBS) algorithm. The OMS-HEXBS algorithm will evaluate the same number of search points as the DS algorithm for motion vectors , where or but excluding . From our experiments in the following, one can see that the OMS-HEXBS algorithm only has negligible improvement on distortion performance over the HEXBS algorithm at the cost of visibly increasing number of search points. In this sense, it is not recommendable to use the OMS-HEXBS compared with the HEXBS algorithm.
• For medium to large motion vectors beyond the region, the HEXBS algorithm will use much fewer search points than the DS algorithm. Generally speaking, the larger the motion vector, the more search points the HEXBS algorithm can save. In contrast with the HEXBS algorithm by which the number of search points used is indicated in (1), the DS method requires the following number of search points per block: (2) where is either 5 or 3, depending on the search direction, and depends on the search distance. The in (2) is always greater than or equal to the in (1) for finding the same motion vector . Especially for locating motion vectors in the direction of , the speed improvement rate (in percent) of HEXBS over DS can be even up to 83%, where Fig. 3 delineates the search processes of HEXBS and DS for this case respectively. The speed improvement rate (SIR) of HEXBS over DS for locating a motion vector is obtained by % (3) In short, the new HEXBS scheme can find the same motion vector in the motion field with fewer search points than the DS algorithm. Fig. 4 (a) and (b) illustratea the minimum possible number of search points for HEXBS and for DS to locate motion vector , respectively. Subtracting the corresponding number of points for HEXBS from DS over the region, we obtain the number of search points saved by our HEXBS shown in Fig. 4(c) , from which we can see that as the motion vector becomes farther from , more search points can be spared. For example, 7 search points (block matches) can be saved by HEXBS for locating motion vectors and . Moreover, we calculate the statistical average gain of HEXBS over DS by assuming a uniform probability distribution over a region around the center, where , respectively. The average search point gain can be obtained by (4) , shown at the bottom of the page. Then , i.e., the average number of search points per block saved by HEXBS compared with DS, are 2, 2, 2.8, 3.27 and 3.95, for , respectively. Equivalently, the average speed improvement rates of HEXBS over DS are 18.2%, 16.2%, 20.9%, 22.1%, and 24.7%, respectively. Considering that the DS can achieve an average gain of 2.94 search points per block over the fast 4SS in the case of [11] , our HEXBS outperforms the fast 4SS more remarkably in terms of saving 6.21 search points per block. As increases, i.e., motion vectors span in a wider region, the gain is becoming larger and larger. From the following experiments, we can see that the proposed HEXBS algorithm can achieve near 40% speed improvement over the DS for some large-motion image sequences such as "Football" and "DanceWolf".
(4) 
IV. EXPERIMENTAL RESULTS FOR COMPARISON
The experimental setup is as follows. The distortion measurement of mean absolute difference (MAD) used, block size of 16 16, and search window size of . Five standard video sequences "Salesman" (352 288, 448 frames), "Coastguard" (352 240, 300 frames), "Tennis" (720 480, 39 frames), "Garden" (720 480, 98 frames), and "Football" (720 480, 59 frames) were used, which vary in motion content as well as frame size. We also produced a sequence "DanceWolf" (720 480, 299 frames) from a film "Dance With The Wolf" which contains large motion with horse racing, for testing purpose.
Average MAD values and average search point numbers are summarized in Tables I and II for different algorithms, including FS, NTSS, 4SS, DS, and our proposed HEXBS and OMS-HEXBS, respectively. Note that only the search region inside the image boundary is considered consistently for all the fast algorithms tested to make a fair comparison. We can see that the proposed HEXBS algorithm consumes the smallest number of search points with just a marginal increase in MAD compared with other fast algorithms. The number of search points used by the HEXBS method is substantially smaller than that by NTSS, 4SS, or DS, nearly half the number of NTSS. Compared with the HEXBS method, the OMS-HEXBS algorithm makes little sense with just a trivial reduction in MAD at the cost of visibly increasing the number of search points, which experimentally justifies the statement that there is no need to perform the last step in OMS-HEXBS.
Here, we mainly compare the DS with the proposed HEXBS algorithm in terms of number of search point as well as MAD. According to Tables I and II, Table III particularly tabulates the average SIR and average MAD increase in percentage of the proposed HEXBS over DS. For "Salesman" sequence with motion vectors limited within a small region around , our proposed HEXBS algorithm achieves 21.41% speed improvement over DS. For "Coastguard" sequence with medium motion, the average SIR of HEXBS over DS is 27.58%. For "Football" and "DanceWolf," which contain large motion, as predicted in theory, our HEXBS algorithm has obtained higher speed improvement over DS, here more than 36%. The larger the motion in a video sequence, the larger the speed improvement rate of HEXBS over DS or the other fast algorithms will be. On the other hand, the degradation in MAD of HEXBS compared with DS is trivial, less than 1.7% or smaller of MAD increase for all the video sequences in our experiment. Fig. 5(a) and (b) plot a frame-by-frame comparison of MAD and search point number per block respectively for the different algorithms applied to "Garden" sequence. Fig. 5(a) shows the similar MAD performance for all the methods tested, while Fig. 5(b) clearly manifests the substantial superiority of the proposed HEXBS algorithm to the other methods in terms of number of search points used. From Fig. 5(b) , we can also see that the curve of the proposed HEXBS fluctuates much less violently than that of DS with respect to the number of search points. For example, around frame 68, there may exist a transition from small to large motion and then back to small motion, which yields the number of search points to fluctuate much more sharply for NTSS and DS than for our HEXBS algorithm.
The search window size of was also used to compare DS and the proposed HEXBS and OMS-HEXBS because there is no restriction for window size in the three algorithms. Tables IV and V list the average MAD values and the search point numbers for the three algorithms. As expected, with the larger window size, the SIR of HEXBS over DS increases while the MAD significantly decreases for the large-motion video sequences. For "Football" and "DanceWolf", the speed improvement rates of HEXBS over DS are as high as 38.70% and 39.6%, respectively. Apparently, all the experimental results substantially justify the fastest performance of the proposed HEXBS algorithm as compared with the other popular fast algorithms.
V. CONCLUSION
We have developed a novel fast algorithm using a hexagonbased search pattern in block motion estimation, which demonstrates significant speedup gain over the diamond-based search and other fast search methods while maintaining similar distortion performance. The proposed HEXBS algorithm employs two different sizes of hexagonal search patterns. The proposed HEXBS consistently has a faster search performance than DS, regardless of no-, small-, medium-, or large-motion. Strikingly, for large motion image sequences, the new method may use much fewer search points than the DS algorithm. Theoretical analysis shows that a speed improvement of up to 83% over the DS algorithm can be obtained for locating some motion vectors in certain scenarios. In other words, the new hexagon-based search scheme may find any motion vector in motion field with fewer search points than the DS algorithm. Generally speaking, the larger the motion vector, the more significant the speedup gain for the new method will be. The experimental results have verified the statement, which have convincingly demonstrated the superiority of the proposed HEXBS to the other fast methods in terms of using the smallest number of search points with a very small penalty of marginal degradation in distortion. In terms of hardware implementation, the proposed HEXBS approach adopts a regular hexagonal search pattern, which possesses the regularity and simplicity of hardware-oriented features. Compared with the hardware implementation for DS, the realization of HEXBS algorithm may consume fewer MAD calculators due to its fewer search points each time, thus saving cost and hardware size.
