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P R E F A C E 
Alth.ough the. p-ionzeA thzoKzm oi WzddeAbuAn on CormutAtivltij 
0(5 ilwitz dlvl-d-ion Klnq^ wa4 z^itabZi^hzd -in thz zcuily t/eaA4 oi 
twQ.nti2.th czntuAy, it un^ (jAom mid-iiitiz^ that itAiking KZi>Uilt>i 
conczAning tho. invzitigati.on6 o^ the. cZa-i^e.-!) o^ ^ing^ which tuAn 
out to fae commutativz OK aimo^t cormutativz andzA cZAtain givzn 
conditXon-L, itoAtzd appzoAing in mathzmatxcal iitZAatuAZ. Bziidz^ 
mathzmatician^ Zikz AmitySuA, Faith, 3acob6on, KapZan^ky and HaCoy, 
thii 6tady ha-!> AzczntZy attAaatzd a u)idz ziAzZz 0($ aZgzbAaiit^ — 
to mzntion a {,zw: HzA^tzin, Tominaga, Vaqab, Ligh, Lah, KzzZan, 
BzZZ e t c . Thz -bamz typz of, i/OOAk voith moAZ gznzAaZizatxoni viz-a-
\}iz Ki.ng-i> uithout ani.ty and nzaA Aing-i> ha6 aZ-io bzzn caAAizd out 
in thz pAZ6Znt thz^i^. 
Thz ^.hziii, con-iiiti 0($ (J-tve chaptZAi and zach chaptzA ii 
6ab dividzd into \jaAioa6 6Zction^. VoubZz dzcimaZ nwnbzAing has 
bzzn iu>zd to 6pzci^y thz dz^initxom, ZKampZz-6 and fiz^uZtA in thz 
tzxt. Jndzzd, thz ^iA-it iiguAZ indicatzi thz chaptZA, thz izcond 
AZpAZ6Znt^ 6Zction and thz thixd dzmonitAatZ-i, thz numbZA o($ thz 
dziinition, thz zxampZz, thz Zzmma OA thz thzoAZm a-i tiiz ca^z may 
bz in a poAtizuZaA chapt&A. FoA zxampZz, ThzoAZm 5.3.4 Azf^zAi tc 
thz fiOoAth thzoAZm appzoAing in thz thiAd ^zctxon o^ thz {,i{ith 
zhapteA. 
In ChaptZA 1, thz pAzZiminoAy concept* havz bzzn itatzd and 
6omz impoAtant wzZZ-knoum thzoAZm-i AzZati.ng to thz iubj'zct mattzK 
oi thz thZ6i6 oAZ coZZzctzd, o^^ COUA4>Z without p^oofj. Thz aim o^ 
thii chaptZA i6 to makz thz thz^ii ai 6zZ^ containzd a-6 poi^ibZz. 
HowzvQA, thz iamiZiaAity with thz zZzmzntcuiy King thzoAztic notions 
ha^ bzzn pAz-tumzd. In ChaptZA 2, we havz pAovidzd thz aZtZAnatz 
Ui) 
and ihoAtOA p^oo^6 o{, 6om2. (Jomooi t/ieo/Lem-4 rftie to H.E. BzlZ. Thii 
chaptzK may, in iact, be tfie.ate.d a4> woAm-ap to dzal with zlzgant 
pKobtzmi, in tho. iubizquznt t&xt. 
ChapteA 3 bcgin-i uiith a gzneAalization o^ AZ6ait4 duz to AwtaA 
[IS] and QfxadAi [S3] doA Aingi with unity 1 with a toA^ion condition 
on the. cormatatoA6. In Szction 3.3, we zxtznd the, AZ-6ult6 of^ Khan 
zt al. [61]. ChaptZA 4 dzal6 with thz zormutativity o^ onz iidzd 
i,-anital Aing6. In Szction 4.2, wz Z6tabZiJ>h a gzneAaLLzatLon o($ a 
AZiult 0(5 Abuj'abal, A^hAa^ and Obaid [2] ^OA Aing-i, with unity 1 and 
zx.tznd it •iUAthzA to Aight 6-unitat Aing-i in thz nzxt -izztion. In 
Szction 4.4, -iomz AZ^ulti, o{, Zhongxuan [106] OAZ zxtzndzd to onz 
6idzd 6-unitat Aingi, whiiz in Szction 4.5, wz conjzctuAZ a gznZAa-
Zization 0|$ a AZ^iutt o^ AbujabaZ and PZAic [6] and by imposing a 
AZ-itAiction on intzgAaZ zxponznt^, wz. pAovz -iomz intZAZ-i>ting ca-itZi 
oi thz conjzctuAZ. 
RzczntZy, SzoAcoid and UacHaZz [96] pAovzd that a Aing becomes 
nzcZ'!>iaAiZy commatativz undZA gznoAaZizzd BooZzan idzntity namzZy 
2 2 
xy = [xy] which, in tuAn, impZiz6 thz condition^ xy = xy x and 
xy - yx y. Each o^ thzi>z conditions yizZd-i conmutativity 0(J Aing-b. 
In ChaptZA 5, we invz-itigatz thz gznzAaZizatiom of, thz-iz condition^, 
and z^itabZi-ih -6ome intZAZSting dzcompo6ition thzoAzm.i> f,oA Aingi, a4 
wzZZ a-i (JoA nzoA Aing-i. AZso, in thz pAoczss, wz pAovz that andzA 
6omz appAopiiatz additionaZ hypothzszi, thzj>z conditioni, tuAn ceA-
tain spzciaZ typz-i) of, nzoA Aing6 into cormutativz Aingi,. 
In zach chaptZA, suitabZz zxampZzs ewe pAovidzd to dzmon^tAatz 
that thz AZStAiction^ impo6zd on thz hypothz-izs of, voAiouA AZ-duZts 
OAZ not aZtogzthzA 6upZAf,Zuou-i>. 
{iii ) 
At tkz zwd an zxhaiutlvz bibZiogAaphy o^ thz Aziatud liteAa-
tuAZ ha6 bzs-n indiudzd. 
Somz poKtion^ oi thz thzJi,i6 ha\)Z attzady bzzn pabZi^kzd in 
itandoAd mathzmatLcai jouA.nal6. Spzci^icatly, two papzA6 ba-izd on 
thz matzAiai iJ^ om CkaptZA 4 havz appZOAZd in Riv. Mat. VoZ.1[1992] 
and Tamkany J. Math. Vol.24 1/993) whilz anothZA papZA ba6Zd on a 
portion oi CkaptZA 5, in Mig. Bali. Math. Vol.15 (7993). Bz^idzi 
a papZA, ir thz pAocz-ii o^ publication in thz Baiiztin o^ Calcutta 
Mathzmatical Socizty incZudz^ 6omz mateAial {^Aom ChaptzA 3. 
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CHAPTER - 1 
PRELIMINARIES 
1.1 INTRODUCTION. 
The present chapter is aimed to introduce some 
preliminary notions and basic results which are needed for 
the development of the subsequent chapters. The elementary 
knowledge of some concepts such as groups, rings, ideals, 
fields, modules and their homomorphisms has been presumed 
and no attempt has been made to discuss them here. For most 
of the material presented in this chapter, we refer to some, 
standard literature like Herstein ([46]/ [ 47]) , JacobsonS3] , 
Kurosh [70], Lambek [71] McCoy [78] and Rowen [95]. 
Throughout, unless otherwise indicated, R represents 
an associative ring (may be without unity 1). For any pair 
of elements a, b in R, the commutator ab-ba is denoted by 
[a, b] and the anticommutator ab+ba by aob. The symbols 
N(R), P(R), C(R) and Z(R) denote the set of nilpotent 
elements, the set of potent elements, the commutator 
ideal and the centre of R respectively. 
1„2 SOME RIVG THEORETIC COKCEPTS. 
This section gives a brief exposition of some 
important terminology in I'ing theory. 
DEr'n-vvxcii 1„2,1 (l^ i rill 01 erf; on 
of R is said to be nilpotent if there exists a positive 
integer n such that x =0. The least positive integer n with 
x'^ O^ is called the index of nilpotency of x. 
DEFINITION 1.2.2 (Centre of a ring). The centre 
Z(R) of a ring R is the set of all those elements of R which 
commute \?ith each element of R, i.e. Z (R) = {x6R j xr=rx, y reR} . 
DEFINITION 1.2.3 (Idempotent element). An element x 
2 
of a ring R is said to be idempotent if x =x. An idempotent 
is said to be a central idempotent if it is in the centre of 
R. 
REMARK 1.2.1. Trivially zero of a ring R is 
idempotent. If R contains unity 1, then 1 is also 
idempotent. Also it is easy to note that if e is a central 
idempotent of R, then so is 1-e. 
DEFINITION 1-2.4 (Boolean ring). A ring R is called 
a Boolean ring if every element of R is idempotent. 
DEFINITION 1.2.5 (Characteristic of a ring). The 
least positive integer n such that nx= 0 for every element x 
of R, is called the characteristic of R. If no such 
positive integer exists, then R is said to have the 
characteristic zero. 
REMARK 1.2.2, A Boolean ring is necessarily 
commutative with characteristic 2. 
DEFINITION 1.2.6 (Potent element). An element x of a 
ring R is said to be potent if x -x for some positive 
integer n(x)>1. 
DEFINITION 1.2.7 (J-ring). R is called a J-ring if 
there exists an integer n(x)>l such f±at x =x for every x in R. 
DEFINITION 1.2.8 (Direct siam and subdirect sum of 
rings). Let I be an index set and S., i ^  I be a family of 
rings. Let S be the set of all functions defined on I such 
that for i £ I , the value of the function at i is an element 
of S.. In S, define addition and multiplication as follows: 
(a+b) (i) = a(i) + b(i) 
(ab) (i) = a(i) b(i), for all a,b£S. 
Then S is a ring called as the complete direct sum of the 
rings S., i £ I. The set of all functions in S which take on 
the values zero at all but at most a finite number of i e. I 
is a subring of s which is called as the discrete direct sum 
of the rings S., i £_ I. However, if I is finite, then 
complete (discrete) direct sum of rings S., i€ I is called 
the direct sum of the rings S., iel. 
Let T be a subring of the direct sum S of S., and 
1 
for each iG I, suppose that 9. is the homomorphism of: S 
onto S^ defined as e.(a)=a(i), for a £ S . If e.(T)=S. for 
every i£ I, then T is called a subdirect sum of rings Sj^ , 
i£I. 
DEFINITION 1.2.9 (Commutator ideal). An ideal of a 
ring R generated by all the commutators [x,y] with x, y in R 
is called the commutator ideal of R. 
DEFINITION 1.2.10 (Nilpotent ideal). An ideal I of a 
ring R is said to be nilpotent if there exists a positive 
integer n such that I =(0). 
DEFINITION 1.2.11 (Nil ideal). An ideal I of a ring 
R is said to be nil in case each of its elements is 
nilpotent. 
REMARK 1.2.3. Every nilpotent ideal is nil but a nil 
ideal is not necessarily nilpotent. 
EXAMPLE 1.2.1 . Let p be a fixed prime and for each 
positive integer i, R. be the ideal in I/(p ) containing 
all the nilpotent elements of I/(p''' ). Now let T be the 
discrete direct sum of rings R- (i=l,2....). Then T is a nil 
ideal of T itself. However, for every positive integer n, 
there exist elements a of T such that a'^=0. Although every 
element of T is nilpotent, there is no fixed positive integer 
n such that a =0 for every a £ T. Accordingly T is not 
nilpotent. 
DEFINITION 1.2.12 (Prime ideal). A proper ideal I of 
R is called prime ideal if for any two ideals A and B of R, 
AB^I implies A C I or B ^ I . 
DEFINITION 1.2.13 (Semi prime ideal). An ideal P in 
a ring R is s^id to be semi prime if for every ideal I of 
R, I^^P implies IQP. 
DEFINITION 1.2.14 (Maximal ideal). An ideal M of a 
ring R is called a maximal ideal if M?^ R, and if for any 
ideal I of R such that M S J c R , we have I=M or I=R. 
REMARK 1.2.4. Every maximal ideal in a commutative 
ring is prime. 
DEFINITION 1.2.15 (Prime radical). The intersection 
of all the prime ideals of a ring R is called the prime 
radical of R. 
DEFINITION 1.2.16 (Jacobson radical). The 
intersection of all the maximal ideals of a ring R is called 
the Jacobson radical of R and is usually denoted by J(.R). 
DEFINITION 1.2.17 (Subdirectly irreducible ring). A 
ring R is said to be subdirectly irreducible if the 
intersection of all non-zero ideals of R is non-zero. 
DEFINITION 1.2.18 (Periodic ring). A ring R is 
called periodic if for any x in R, we can find distinct 
positive integers m and n such that x =x . 
DEFINITION 1.2.19 (Prime ring). A ring R is said to 
be prime if its zero ideal is a prime ideal in R. 
REMARK 1.2.5. Equivalently, a ring R is a prime ring 
if and only if any one of the following holds. 
(a) If A and B are ideals in R such that AB=(0), 
then either A==(0) or B=(0). 
(b) If a, be R such that aRb=(0), then either a=0 
or b=0. 
DEFINITION 1.2.20 (Semi prime ring). A ring R which 
has no non-zero nilpotent ideals is said to be a semi prime 
ring. 
DEFINITION 1.2.21 (Simple ring). A ring R is called 
2 
simple if R 7^ (0) and it has no ideals other than (0) and R. 
DEFINITION 1-2.22 (Semi simple ring). A ring R with 
zero Jacobson radical is said to be a semi simple ring. 
DEFINITION 1.2.23 (Polynomial identity). A 
polynomial f(X, , X„, , x ) in non-commuting 
1 z n ^ 
indeterminates X^, V.^, , x with integral 
coefficients is said to be a polynomial identity in R if 
f(^l' ^2' ' ^n^'^^' ^ ° ^ every x^, x^ ,r^£R. We also 
say that R satisfies f. 
DEFINITION 1.2.24 (Annihilator). If M is a subset of 
a commutative ring R, then the annihilator of M, denoted by 
Ann(M), is the set of all elements r of R such that rm=0, 
for all meiM. Thus Ann(M) = {r e R | rm=0 for all m e M } . 
DEFINITION 1.2.25 (Torsion free ring). A ring R is 
said to be n-torsion free, where n^ O^ is an integer, if 
whenever nx=0 with xe.R then x=0. 
1.3 NET^ RINGS. 
In this section we give some basic concepts and 
simple properties of near rings. 
DEFINITION 1.3.26 (Near ring). A left near ring R is 
a triple (R, +, *) with two binary operations + and * such 
that 
(i) (R, +) is a group (not necessarily abelian). 
(ii) (R, *) is a semi group, 
(iii) a * (b+c)=a*b + a*c for all a,b,c in R. 
If instead of (iii), we have 
(iii)' (a+b) * c = a*c + b*C, for all a,b,c in R, 
then R is said to be a right near ring. 
As in both the cases, the theory of near rings runs 
completely parallel, we may consider left near rings 
throughout and for simplicity call them as near rings. 
EXAMPLE 1.3.2. (i) The set of all identity 
preserving mappings of an additive group G (not necessarily 
abelian) into itself with pointwise addition and composition 
of mappings is the most natural example of a near ring. 
(ii) Let R = {0, a} with addition ' + ' and 
multiplication '.' defined as follows : 
+ 
0 
a 
0 
0 
a 
a 
a 
0 
• 
0 
a 
0 
0 
0 
a 
a 
a 
It is quite easy to check that (R, +, . ) is a left 
near ring. 
(iii) For more examples of near rings we refer to 
[ 33]. 
DEFINITION 1.3.27 (Distributive element). An element 
X of a near ring R is said to be distributive if (y+z)x=yx+zx 
for all y, z in R. 
DEFINITION 1.3.28 (Distributive near ring). A near 
ring R is said to be distributive in case all of its 
elements are distributive. 
REMARK 1.3.6. If R is any near ring, then 
(a) For all x€,R, xO=0, but not necessarily Ox=0. 
However, if R is distributive, then Ox=0. 
(b) x(-y)=-xy for all x,y in R, but not 
necessarily (-x)y=-xy. However, if R is 
distributive, then (-x)y=-xy. 
DEFINITION 1.3.29 (Additive centre). The additive 
centre of a near ring R is the set of all those elements of 
R which commute with every element of R under addition. 
Multiplicative centre of a near ring is defined 
in the same manner as we have defined centre in the case of 
rings, (cf. Definition 1.2.2). 
DEFINITION 1.3.30 (Distributively generated near 
ring). A near ring R is called a distributively generated 
near ring (d-g), if it contains a multiplicative 
subsemigroup of distributive elements which generates the 
additive group (R,+) of R. 
EXAMPLE 1.3.3. The near ring generated additively 
by all the endomorphisms of a group (G,+), (not necessarily 
abelian), is a distributively generated near ring. 
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DEFINITION 1.3.31 (Ideal). A normal subgroup I of the 
additive group (R, + ) of a near ring R is called an ideal of 
R if 
(i) RIQI 
(ii) (x+i)y-xye.I for all x,y^R and iel. 
Normal subgroups of (R,+) satisfying (i) above are 
called the left ideals and those satisfying (ii) are called 
the right ideals. 
In case of a d-g near ring, the condition (ii) 
above may be replaced by 
(ii)' IR^I. 
DEFINITION 1.3.32 (Near ring homomorphism). A 
r;apping f:R >R' of a near ring R into another near ring 
R' is called a near ring homomorphism if f (x+y) =f (x)+f (y) 
and f(xy)=f(x) f(y) for all x,y in R. 
REMARK 1.3.7. Ideals may also be defined as the 
kernels of near ring homomorphisms. 
DEFINITION 1.3.33 (Zero symmetric near ring). A 
near ring R is called zero symmetric if Ox=0 for all x in R 
(this is to point out that left distributivity of R yields xO=0). 
u 
EXAMPLE 1.3.4. Let R = {0, x, y, z} with addition 
and multiplication as defined below : 
+ 
0 
X 
y 
z 
0 
0 
X 
Y 
z 
X 
X 
y 
z 
0 
y 
y 
z 
0 
X 
z 
z 
0 
X 
y 
• 
0 
X 
y 
z 
0 
0 
0 
0 
0 
X 
0 
z 
0 
X 
y 
0 
y 
0 
y 
z 
0 
X 
0 
z 
It can be easily verified that R is a zero 
symmetric near ring. 
REMARK 1.3.8. A d-g near ring is necessarily zero 
symmetric. 
DEFINITION 1.3.34 (Zero commutative near ring). A 
near ring R is said to be zero commutative if xy=0 
implies yx=0 for all x, y in R. 
EXAMPLE 1.3.5. Let R = {0,a,b,c} with addition and 
multiplication tables defined as follows: 
12 
+ 
0 
a 
b 
c 
0 
0 
a 
b 
c 
a 
a 
0 
c 
b 
b 
b 
c 
0 
a 
c 
c 
b 
a 
0 
• 
0 
a 
b 
c 
0 
0 
0 
0 
0 
a 
0 
a 
0 
c 
b 
0 
0 
0 
0 
c 
0 
a 
0 
c 
Then (R,+,.) is a zero commutative near ring . 
1.4 SOME WELL KNOWN RESULTS. 
In this section we list some well known results 
that are needed for the development of subject in the 
subsequent chapters. 
THEOREM 1.4.1 (Wedderburn tlOl ])• A finite 
division ring is a field. 
THEOREM 1.4.2 (Jacobson [ 52 ])• Let R be a ring in 
which for every a £ R there exists an integer n(a)>l, 
depending on a , such that a = a, then R is commutative. 
THEOREM 1.4.3 (Herstein [ 40]). If R is a ring with centre 
Z(R) and if x'^ ^^ -^x £ Z(R) for all x in R, n(x) is an 
integer larger than 1, then R is commutative. 
13 
THEOREM 1.4.4 (Kaplansky [56]). Let R be a ring 
with centre Z(R) and a positive integer n = n(x)>l such that 
X ^ Z(R) for every x c R . If in addition, R is semi 
simple, then it is commutative. 
THEOREM 1.4.5 (Herstein [42])- If R is a ring 
in v/hich (xy-yx) '^ = xy-yx, for all •x,y in R, where 
n(x/y)>l is an integer, then R is commutative. 
THEOREM 1.4.6 (Frohlic [36])- A d-g near ring R 
2 
is distributive if and only if R is additively 
commutative. 
THEOREM 1.4.7 (Frohlic [36])- A d-g near ring R 
with unity 1 is a ring if (R, +) is abelian or if R is 
distributive. 
THEOREM 1.4.8 (Faith [35]). Let D be a division 
ring and A/^ D a subring of D. Suppose that for every x £ D , 
x (E A, where n(x)^ depends on x. Then D is commutative. 
THEOREM 1.4.9 (Herstein [43]). If R is a ring in 
which the mapping x >x for a fixed integer n>l is a 
homomorphism onto , then R is commutative. 
14 
THEOREM 1.4.10 (Bell [21]). Let R be a zero 
symmetric near ring having no non-zero nilpotent elements. 
Then, 
(i) every distributive idempotent is central; 
(ii) for every idempotent e and every element xeR, 
2 , ,2 
ex = (ex) ; 
(iii) if R has a multiplicative identity element, 
then all idempotents are central. 
THEOREM 1.4.11 (Bell [22 ])• If a near ring R is 
zero commutative, then the following hold : 
(a) ab=0 implies axb=0 for all xe R 
(b) The annihilator of any non empty subset of R 
is an ideal. 
(c) The set N of all nilpotent elements is an 
ideal if and only if it is a subgroup of 
the additive group (R,+) of R. 
THEOREM 1.4.12 (Herstein [48]). Let R be a ring in 
which given a,b C Rr there exist integers ra = ra (a,b)>l, 
n=n(a,b)>l such that a b =b a . Then the commutator ideal of 
R is nil. 
CHAPTER - 2 
ON SOME COMMUTATIVITY THEOREMS OF BELL 
2.1 INTRODUCTION. 
Till recently a very few techniques were in hand 
to obtain the ring theoretic analogues of even simple 
results in groups. For example, it is one of the simplest 
exercises of lower graduate level to prove that a group 
2 2 2 
satisfying the identity (xy) = x y must be commutative. 
But a similar result for rings could be established only in 
1968 by Johnsen, Outcalt and Yaqub [55]- However, in the 
last few decades many new techniques were developed which 
helped discuss a number of such results for rings and 
alternate proofs of many known results were provided by the 
authors like Herstein [44], Bell [20] etc. In this chapter, 
we too shall attempt to present the alternate proofs of 
some results due to H.E. Bell ([23], [26 ]). This chapter 
may, in fact, be treated as a warm - up for establishing 
certain new results in the subsequent text. 
2.2 
We begin with the following result due to Bell[23]. 
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THEOREM 2.2-1. Let R be a ring generated by n -th 
powers of its elements. If R satisfies the identity 
[X/ y ] = [x , y] for all x, y in R, where n>l is a fixed 
integer, then R is commutative. 
In 1961, Herstein [43 ] proved that a ring R 
satisfying the condition 
(2.1) (x+y)'^ = x^ +y"^ , V x,y ^ ^/ K ^ ^ Z, a 
fixed integer, 
must have a nil commutator ideal and the set of nilpotent 
elements of R forms an ideal. Later,. Bell [ 20 ] gave an 
alternate proof of the same result. One can easily observe 
that a ring satisfying the polynomial identity (2.1) also 
satisfies the identity 
(2.2) [x,y ] = [x ,y], where n>l is a fixed 
integer. 
In fact, if R satisfies (2.1), then 
(x + Y) (x + y ) ^ = (x + y)'^ (x + y), 
which implies, 
(x + y) (x" + y"") = (x" +y") (x + y). 
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This yields, 
n n n ^  n 
xy - y x = x y - y x , 
However, an arbitrary ring satisfying the 
condition (2.2) fails to satisfy (2.1). This motivated Bell 
to improve the mentioned result of Herstein to establish 
Theorem 2.2.1. 
In an attempt to provide a shorter proof of 
Theorem 2.2.1, we need the following lemmas proved in [53 ] 
and [58] respectively. 
LEMMA 2.2.1. If x, y e R and [x, [x,y]]=0, then 
[x'^ jy] = mx'^ "-'- [x,y] for all positive integers m. 
LEMMA 2.2.2. Let f be a polynomial in non 
commuting indeterminates x, , x„ ,v with relatively 
^ 1 2 ' .n 
prime integral coefficients-Then the following statements are 
equivalent: 
(a) Every ring satisfying the polynomial identity 
f=0 has nil commutator ideal. 
(b) Every semi prime ring satisfying f=0 is 
commutative. 
(c) For every prime p, the ring (GF(p))„ of 2x2 
matrices over GF(p) fails to satisfy f=0. 
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The proof of the following lemma can be found in 
[ 23] and [26] as well. But, for the sake of completeness, 
we shall reprove it here also. 
LEMMA 2.2.3. Let n>l be any positive integer. 
(i) If R is a ring generated by the n-th powers 
of its elements satisfying (2.2), then 
C{R) <^ Z(R). 
(ii) If R is an n-torsion free ring with unity 1, 
satisfying (2.2), then C(R)^Z(R). 
PROOF. Let R satisfy the condition (2.2), which is 
a polynomial identity with relatively prime integral 
coefficients. Now the choice of x = e,, and y = e„-, shows 
that for every prime p, the ring of 2x2 matrices over GF(p) 
fails to satisfy (2.2). Thus in view of our Lemma 2.2.2, 
C(R), in both the cases, is a nil ideal. We now show that 
N(R) o Z(R). If a £ N(R), then 
(2J) [a'^ , y] = [a, y*^ ] for all y in R. 
(i) We use the induction on the index of 
2 
nilpotency of a. If a =0, then a commutes with n-th powers 
and hence it must be central. Now suppose that the nilpotent 
elements of index less than k are central and assume that 
a =0. Then a , a , ,a are all central. Thus the 
argument just given above shows that a commutes with n-th 
powers and hence aeZ(R). 
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(ii) Also, in view of (2.2), we have 
(2.4) [1+a, y"^ ] = [ l+na+'^C2a^+ +a'^,y] 
Thus, if a^=0, then (2.3) and (2.4) show that 
[na,y]=0. Hence [a,y] =0, since R is n-torsion free. Now 
using the same techniques as in the above case, we get 
na£Z(R), which yields that a e Z(R). 
Thus in both the cases N(R) Q Z(R). But since 
C(R) Q N(R), hence C(R) c Z(R). 
We now turn to the proof of our Theorem 2.2.1. 
PROOF OF THEOREM 2.2.1. Replacing x by 2x in (2.2) 
we get 2[x,y ] = 2 [x ,y], which in view of (2.2) becomes 
2[x ,y] = 2 [x ,y], i.e. (2 -2) [x ,y] = 0. This, on using 
Lemma 2.2.1 and Lemma 2.2.3 (i) becomes (2'-2)n[x,y]x" "=0. 
Now if q = (2 -2)n, then q[x,y]x^ =0. Again by 
Lemma 2.2.1, this yields that [x^,y] = 0, that is 
(2.5) x^eZ(R) for all x in R, (q = (2^-2)n). 
With the application of Lemma 2.2.1 and 
Lemma 2.2.3 (i), (2.2) gives [x ,y] = ny [x,y], which on 
, . , n . ,_, r n n, n(n-l)r n, , • , 
replacing y by y yields [x ,y ] = ny [x,y ]. Again by 
using our Lemma 2.2.1 and Lemma 2.2.3 (i), the last identity 
reduces to [x'^ ,y ] = y [x,y ]. On combining this with 
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(2.2) we obtain [x", y"] = y " [x", y"]. But, in view of 
(2.5), this yields 
(2.6) . [x", y" - y^(^-l^'''"] = [x^y"]-y^("-l)^x^y^] = 0. 
Now let s = (2" - 2)(n - 1)^ + 1. Then (2.6) 
r n n ns, « ,, . • n ns , .,, n gives [x , Y - y ] = 0» that xs, y - y commutes with x , 
hence y'^  - y*^ ^ is central, since R is generated by n-th 
powers of its elements. Thus [y - y , x] = 0 and so 
[y"^ , x] = [y^^ I x], which, in view of (2.2), becomes 
[y - y^, x"] = 0, i.e. y - y^ e Z(R). Hence by Theorem 1.4.3, 
R turns out to be commutative. 
2.3 
Working further in the above direction, one may 
ask the following natural question : What hypothesis in 
addition to (2.2) may replace the condition that R is 
generated by the n-th powers of its elements in 
Theorem 2.2.1 so that R again turns out to be commutative. 
The following theorem due to Bell [ 26 ] is a step in this 
direction. 
THEOREM 2.3.2. Let R be a ring with unity 1 
satisfying (2.2). Further, if R is n- torsion free, then R 
is commutative. 
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Our aim, in this section, is to give an alternate 
and shorter proof of the above result. 
Let R be a ring with unity 1 and f:R >R be a 
function such that f(x+l) = f(x) holds for all x e R. If for 
some positive integer m^l, x f(x) = 0, for all x e R , then 
we have, (x + 1)"^ f(x) = (x + 1)"* f(x + 1) = 0, 
and also, 
f(x) = {(1 + X) - x}^"" "^  ^  f(x) 
= 0 , on expanding by binomial theorem and 
using the above conditions. 
Thus we have, 
LEMMA. 2.3.4. Let R be a ring with unity 1 and 
f:R >R be a function such that f(x+l) = f(x) holds for 
all X in R. If for some positive integer m, x f(x) = 0 for 
all x in R, then necessarily f(x) = 0. 
Of course, for any y in R, [x+l,y] = [x,y] and the 
function f:x >[x,y] possesses the property f{x+l) = f(x). 
Hence we can rewrite the above lemma, in a special setting, 
as follows : 
LEMMA 2.3.5. Let R be a ring with unity 1. If for 
some positive integer m, x [x, y] = 0 for all x, y in R, 
then necessarily [x,y] = 0. 
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PROOF OF THEOREM 2.3.2. In view of Lemma 2.2.3(ii), 
we observe that the identity (2.6) is still valid in the 
present case. Moreover, since R is n-torsion free, 
[x", w] = 0 = nx'^ " [x, w] for all x in R implies that 
x"~ [x, w] = 0, and by Lemma 2.3.5, we get [x, w] = 0 . 
From (2.6) it follows that [x,y"-y^ '^^ "-'-^  '^^] = 0. Now the 
application of (2.2) shows that [x ,y-y ]=0, 
(s=(2 -2)(n-l) + 1). Using the same arguments as in the 
proof of Theorem 2.2.1, we conclude that y - y € Z(R). 
Hence, by Theorem 1.4.3, R is commutative. 
2.4 
In [ 52], Jacobson proved that a ring R in which 
X = x for all X, is commutative. Generalizing this 
result Herstein [40] proved Theorem 1.4.3, and Bell [19] 
supplied an alternate proof of the mentioned theorem of 
Herstein. In 1973, Bell [ 23] improved these results by 
establishing the following: 
THEOREM 2.4.3. Let R be a ring satisfying the 
polynomial identity 
(2.7) [x,y] = [x , y"^]-^, where m>l, n:5.1 and j5»l 
are fixed integers. 
Then R is commutative. 
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In the present section, we prove the same theorem 
by using the techniques of the proofs of the previous 
theorems. 
PROOF OF THEOREM 2.4.3. Sicne x = e, and y = e^-^ 
do not satisfy (2.7), in view of Lemma 2.2.2, C(R) is a nil 
ideal. By using (2.7) repeatedly, we find that for any 
positive integer p, 
2 2 .2 P P -P 
(2.8) [x,y] = [x , y ]-^  = [x ,y ]•' =...= [x ,y ]•" . 
If aeN(R), then (2.8) yields [x, a] = 0, for sufficiently 
large p, thus N(R) <^ Z(R). But C(R) is nil, hence C(R)^Z(R). 
Now let j>l. By Lemma 2.2.1, 
P P -P P T P -I -P -P 
[x , y ]-' = (n^ m'^ x y )-^  [x, y]-' . 
P P -P n m i But since commutators are nilpotent, [x , y ]-" = 0, 
which, in view of (2.8) implies that [x,y] = 0. Hence R 
is commutative. Henceforth, we may consider the remaining 
possibility that j=l/ and so (2.7) becomes 
(2.9) [x,y] = [x^, y"']. 
For n=l, (2.9) becomes [x, y-y ] = 0 and hence R is 
commutative by Theorem 1.4.3. So we assume that n>l. On 
replacing x by 2x in (2.9) and using (2.9) we get 
(2 - 2) [x,y] = 0. If t = 2 - 2, then by Lemma 2.2.1, 
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[x , y] = t X [x, y] = 0, that is 
(2.10) x^ € Z(R), for all x in R. 
Again by Lemma 2.2.1, (2.9) reduces to 
[x, y] = my [x , y], which, on replacing y by y ,yields 
r nil m ( m — 1 ) r ^ n i i » T • T I I I / o n ^ 
[x, y ] = m y [ x , y ] . Now using Lemma 2.2.1, (2.9) 
and the fact that C(R) ^ Z ( R ) , we get 
2 
r,, , ifii m(m-l) r 1 (m-1) , rfi, m, • 
[x,y ] = my ' [x,y] = y' [x, y ]. This, on 
replacing x by x and using (2.9), gives 
2 
(2.11) [X, y] = y("^"l) [x,y]. 
Using (2.10), We::find that 
r t(m-l)^+l, r , t(m-l)^r i [x,y-y ]=[x,y]-y [x,y] 
(m-l)^r T t(m-l)^r 1 V, o^ ^ 1^ 
y [x,y] - y [x,y],by (2.11) 
Thus the repeated use of (2.11) shows that 
2 
[x, y-y ] = 0, which ensures the commutativity of R 
by Theorem 1.4.3. 
REMARK 2.4.1. In the hypotheses of the above 
theorem, if we take at least one of the integers m and n to 
be larger than 1, the result still holds. In that case the 
result can be established by interchanging the roles of m 
and n. 
CHAPTER - 3 
SOME POLYNOMIAL IDENTITIES BUYING 
COMMUTATIVITY FOR RINGS 
3.1 INTRODUCTION. 
We know that a ring R is commutative if and only 
if [x,y]=0 for all x,y e R« It is natural to question 
whether a ring in which the commutators [xy, yx] are 
identically zero, be necessarily commutative. In 1970, 
Gupta [ 38] proved that a division ring is commutative if 
and only if [xy, yx] = 0. Earlier, Israel N. Herstein [ 45] 
established that a division ring D in which xy-yx is 
central for every pair of elements x,y £ D, must be 
commutative. Motivated by these results, Awtar [ 18 ] and 
Quadri [ 33] proved that a semi prime ring V'/ith either of 
[xy, yx] or xy o yx central, must also be commutative. The 
fO b c\ fl 0 0\ 
, 1 = 0 1 0 1, a,b,c,d€GF(2) 
\0 0 li 
ring R = /al + D 
rules out the possibility of extending the mentioned 
results for arbitrary rings. However, in section 3.2, we 
extend the results for rings with unity 1 by imposing 
certain torsion conditions on the commutators. 
In [ 61] f M.A. Khan et. al. considered certain 
fairly general assumptions which rendered a semi prime ring 
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commutative. The theorem to v/hich we refer is, namely: A 
semi prime ring R in v;hich either of the conditions 
[x y - xy X, x] = 0 or [x y - yx y, x] = 0 holds for all 
x,Y £R, where m,n,s and t are positive integers, turns out 
to be commutative. In section 3.3, v;e carry out this type 
of investigation further and extend certain previously 
obtained results. 
3.2 
Long back, Gupta [38] proved that a division ring R 
is commutative if and only if [xy, yx ] = 0 for all x,y in 
R. Later, Awtar [18] and Quadri [83] generalized the 
mentioned result and finally settled that a semi prime ring 
2 2 2 2 
R v/ith either [xy, yx]=xy x-yx y or xy o yx=xy x+yx y 
central, is necessarily commutative {cf.[83] , Theorem 2.2). 
The example of the non-commutative ring of 3x3 strictly 
upper triangular matrices over the ring Z of integers rules 
out the possibility of extending the result for arbitrary 
rings. Though the mentioned ring does not contain unity, 
the following example shows that the above theorem is not 
valid for an arbitrary ring even if it contains unity. 
^^a ,b c 
a,b,c,d £ Z I . Then 
EXAiMPLE 3.2.1. Let R=<(| 0 a d 
0 0 a 
R is a non-commutative ring with unity v/hich satisfies 
[xy, yx] £ Z(R). Also, if we replace Z by GF(2) in above 
example, then R is a non-commutative ring with unity 
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2 2 
satisfying both the conditions xy x - yx y e: Z(R) and 
2 2 
xy X + yx y £ Z(R). 
However, by imposing an appropriate torsion 
restriction on additive group (R, +), we prove the 
following : 
THEOREM 3.2.1. Let R be a ring with unity 1 in 
which for all x, y e: R/ xy o yx €1 Z(R). Further, suppose 
that conunutators of R are 2-torsion free. Then R is 
commutative. 
PROOF. Since xy o yx e Z(R), [xy o yx, x] =0 for 
2 2 
all X, y e ^ i.e. [ x y x + y x y , x] = 0, and thus we have 
2 2 
(3.1) x[y , x]x + [yx y, x] = 0. 
On replacing x by (1 + x) in (3.1) we get, 
2 2 2 2 2 2 
[y ,x]+x[y ,x]+[y ,x]x+x[y ,x]x+[y ,x]+2[yxy,x]+[yx y,x]=0. 
This, on using (3.1), becomes 
2 2 2 
(3.2) x[y ,x]+[y ,x]x+2[y ,x]+2[yxy,x]=0. 
Again on replacing x by (1 + x) in (3.2) and using (3.2) 
2 
we obtain 4[y , x] = 0. Now^ m view of the torsion 
condition on the commutators, we obtain 
(3.3) ty^' ^] = °-
Next, replace y by (1 + y) in (3.3) and use (3.3) 
to get 2[y, x] = 0. Hence [y, x] = 0 and R is commutative. 
Though the following result is included in a 
theorem given in the subsequent section (cf.Theorem 3.3.5), 
we prefer to prove it here completely because of its direct 
relevance with the above discussion and more because of 
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simple computational techniques used. 
THEOREM 3.2.2. Let n>2 be a fixed positive 
integer and R be a ring with unity 1 in which for each x, y 
in R either xy x - yx y or xy x + yx y is central. If 
commutators in R are n!-torsion free, then R is 
commutative. 
PROOF. VJe prove the theorem for the rings 
satisfying xy x - yx y £ Z(R) and for the other case the 
proof will follow similarly. 
By hypothesis we get [xy x - yx y, x] = 0 for all 
X, y in R, and so we have 
(3.4) • xEy'^/XJx = [yx"y, x]. 
If we replace x by (1 + x) in (3.4), then we get 
[y , x] + x[y , x] + [y , x]x + X[Y^, x]x 
= [yd + "C^x + ^C^x^ + + '^C^x")y,x] , 
which, in view of (3.4), becomes 
(3.5) [y*^ , X] + x[y'^ , X] + [y", x]x 
= [y(l+^C^x + ""c^x^ + + ^C^_^x^"^)y,x] 
Again, on replacing x by (1 + x) in (3.5) and 
using (3.5) we find 
(3.6) 2[y^,x] = [y{n+^C2(l+^C^x)+'^C3(l+^C-^x+^C2X^) 
n 4 4 9 4 T 
+ C^(l+^Cj^x+ C2X + C^ x-^ ) + 
+"c^_^(H-^-lc^x+"-^C2x2 + . 
,n-l^ n-2., , 
n-2^ ^^^' ^^* 
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Repeating the same process third and fourth time, 
we get respectively, 
+ ^€3 (1 + C^-^ x + ^C^x^)) + + X-l^""'"^^! "" 
""^C2 (1 + ^C^x) + "~"^C3(1 + ^C^x + "^C2X^) + ^ 
n-1 /-, . n-2^ , n-2_, 2. ,n-2^ n-3vv, , C ^(1 + C,x + C„x + + C^ _x ))}y,x] 
n-2 i ^ n-i 
and 
0 = [y{'^ C3 ^C^ ^C^ + ''C4('^ C2 ^C^+^C3(^Cj^+^C2(l+^C^x))) + . 
+"""^ 0 ^(""^C,+""^C„(1 + ^C,x) + '^"2c-(l+^C,x+^C„x^) + ... 
n—z 1 ^ 1 o 1 z 
4-"-2c^_3(l+"-3c^x+^-3c2x2+ .... + ^-\_4x"-^))))y,x]. 
Hence it is clear that repeating n - times the 
same process of replacing x by (1 + x) and using the 
previously obtained identity each time, we finally obtain, 
0 = [y(X-i "'V2"'V3 S'V' ^^-
2 
This gives that n![y , x] = 0 and in view of the torsion 
2 
condition on the commutatorst we get [y , x] = 0, which is 
same as (3.3) and hence the commutativity of R follows as 
n>2. 
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The above result can also be easily established 
for n = 0 and n = 1 provided the commutators are 2-torsion 
free. 
3 
The existence of enough rings with R <^ Z(R) 
rules out the possibility of extending the above theorem 
for arbitrary rings. However, it may be extended to 
semi prime rings as follows: 
THEOREM 3.2.3. Let R be a semi prime ring. If 
there exists a fixed non negative integer n such that 
either [xy x - yx y, x] = 0 or [xy x + yx y, x] = 0 for 
all x, y in R, then R must be commutative. 
PROOF. Let R satisfy either of the conditions 
[xy X - yx y, x] = 0 or [xy x + yx y, x] = 0. In both 
cases , R satisfies a polynomial identity with relatively 
prime integral coefficients. Now the consideration of 
x=e, 1 and y=e-,-, + e, „ shows that, for every prime p, the 
ring of 2x2 matrices over GF(p) fails to satisfy the given 
identities. Thus in view of Lemma 2.2.2, of the previous 
chapter, R is commutative. 
3.3 
Recently Khan, Quadri and Ali [ si ] proved that a 
semi prime ring R satisfying any of the identities 
[x y - xy X, x] = 0 and [x y - yx y, x] = 0 for all 
X, y £ R, where m, n, s and t are positive integers, 
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turns out to be commutative. Later, Abujabal and Khan [ 4 ] 
proved a similar result for associative rings with unity 
by imposing a torsion condition on the commutators. 
Motivated by the above study, we consider the 
following ring properties : 
(P, ) There exist non negative itegers n > 0, k, 
m, p and r with n f k+p for m = r, such 
, , , r n m k r p , rv^ TT 
that [x y - X y x'^ , y] = 0 for all x, y m 
R. 
* 
(P,) There exist non negative integers k, m, n, p 
and r with k = 0 or p = 0 for r 7^  0, 
otherwise m 7^  0 such that [x y -x y x^,x]=0 
for all x, y in R. 
(P^) There exist non negative integers k, m, n 
and p with at least one of k, n and p non 
zero and n 7^  k+p for m = 2 such that 
[xy X - y x y^, x] = 0 for all x, y xn R. 
* 
(P„) There exist non negative integers k, m, n 
and p with at least one of k and p zero for 
m :^  2 such that [xy x - y x y", y] = 0 for 
all X, y in R. 
Q(m) For all x, y e R, m[x, y] = 0 implies that 
[x, y] = 0. 
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Obviously every ring R has the property Q(l) and 
every m - torsion free ring has the property Q(m). 
We first state the following lemma due to Tong[99]/ 
which is used as the main tool for proving our results in 
this section. 
LEMMA 3.3.1. Let R be a ring with unity 1. Let 
IQ(X) = x^. If k>l, let lj(x)=lj_^(l+x) - lj_^(x). Then 
I^_^(x) = 35(r-l)r!+r!x; I^(x) = r! and l^(x)=0 for j>r. 
THEOREM 3.3.4. Let R be a ring with unity 1. 
satisfying the property (P-, ) . Suppose further that R 
satisfies the property Q (s!), where s=max.(m,n,r,(k+p)). 
Then R is commutative. 
PROOF. We use the symbols of Lemma 3.3.1 to write the 
property (P-, ) as 
(3.7) [x , y] IQ (y) = [x IQ (y) x^, y] 
On replacing y by (1+y) in (3.7), we get 
[x"", y] 1^ (1+y) = [X^IQ (l+y)xP, y], which, on using 
Lemma 3.3.1 alongwith (3.7), becomes 
r n , _m , , r k ^r / > p , [x , y] I^ (y) = [x 1^ (y)x^, y]. 
Case ( i) . Let m>r. Then we repeat the process 
of replacing y by (1+y) in (3.7) m-times and use the above 
technique to get [x", y] l"^  (y) = [x^ ^ I^ (Y)X^, y], and so 
m rn 
by Lemma 3.3.1, we obtain m! [x , y] = 0. Since m! is a 
divisor of s! and R has the property Q (s!), it is 
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obvious that R also has the property Q(ml) and so 
[x", y] = 0. Again, in the symbols of Lemma 3.3.1, it can 
be written as 
(3.8) • tlS^^^' ^^  = °-
Next, we replace x by (1+x) in (3.8) and use 
Lemma 3.3.1 to find [IQ(X) + l"' (x) , y] = 0, which, on 
using (3.8), becomes 
(3.9) tl"(x), y] = 0. 
Now , on replacing x by (1+x) in (3.9) and 
iterating (n-2)- times, v/e get [I ix), y] = 0, which, in 
the light of Lemma 3.3.1, yields [^^(n-Dn! + nix, y] = 0, 
that is , n! [x, y] = 0. Thus, by using the torsion 
condition on commutators, we get [x, y] =0 forcing that R 
is commutative. 
Case (ii). Let m<r. If k = p = 0, then (3.7) 
becomes [x^, y] I^(y) = 0» which, on replacing y by (1+y) 
and iterating m-times yields m![x , y] = 0 in view of 
Lemma 3.3.1. Thus, by the torsion condition we get [x ,y]=0, 
that is, [I^(x), y] = 0, which is same as (3.8) and hence 
we obtain the commutativity of R. So, we can assume that 
either k>0 or p>0. Now the process of replacing y by (1+y) 
in (3.7) and iterating r-times, yields 
[x , y] I^ (y) = [x I^ (y) x^, y]. Since ra<r, we find 
0 = r! [x P, y], i.e. [x^ '*"^ , y] = 0, which, using the 
symbols of Lemma 3.3.1, can be written as [I^"^P(x), y] = 0. 
Thus we get an identity similar to (3.8) and so again the 
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commutativity of R can be established. 
Case (iii) Let m=r. Then on replacing y by (1+y) 
in (3.7) and iterating m-times and using Lemma 3.3.1, we 
obtain m! [x", y] - ml [x ^, y], and by Q(s!) we get 
[x"^ , y] = [x "^ ,^ y]. This, again using the symbols of 
Lemma 3.3.1, can be expressed as 
(3.10) [lQ(x),y] = [I^"^P(x),y]. 
If n<k+p, then on replacing x by (1+x) in (3.10), 
iterating (k+p-1)-times and using Lemma 3.3.1, we get 
(k+p)! [x,y] = 0, which implies that [x,y] = 0 and hence R 
is commutative. We replace x by (1+x) in (3.10) and 
iterate (n-l)-times, in case n>k+p, to get nl[x,y] = 0, 
which implies the commutativity of R. 
Now we prove the following result which, in fact, 
is a wide generalization of our Theorem 3.2.2. 
THEOREM 3.3.5. Let R be a ring with unity 1 
satisfying (P^). Further, if R satisfies the property 
Q(2(s!)), where s= max.(m,n,(k+p)), then R is commutative. 
PROOF. The property (P^), in the symbols of 
Lemma 3.3.1, can be put in the form 
(3.11) x[y", x]x = [y^ I^(x) yP, x]. 
If n=0, then k+p^ O^ and so (3.11) becomes [y^I^ (x)yP, x]=0, 
which, on replacing x by (1+x) and using Lemma 3.3.1, 
becomes 
(3.12) [y^ I^(x)yP,x] = 0. 
35 
Now, we replace x by (1+x) in (3.12), use Lemma 3.3.1 and 
iterate (m-l)-times to get m! [y ^, x] = 0, which, by the 
property Q(2(s!)), implies that [y """^ jx] = 0. This, using 
the symbols of Lemma 3.3.1, can be written as 
(3.13) [lo'^'^Cy), X] = 0. 
On replacing y by (1+y) in (3.13), using Lemma 3.3.1 and 
iterating (k+p-1)-times we get (k+p) I [y,x] = 0, that is, 
[y/ x] = 0 and hence R is commutative. 
So let n>0, then for k=p=0, (3.11) becomes 
(3.14) x[y", x]x = 0. 
On replacing x by (1+x) in (3.14) and iterating twice, we 
get 
(3.15) 2[y'', X] = 0. 
Thus, by property Q(2(s!)), (3.15) gives [y , x] = 0, which 
can be written as [l^iy), x] = 0. So we get an identity 
similar to (3.13) and the commutativity of R follows. 
Henceforth, we may assume that either k>0 or p>0, 
that is, k+p>0. Now, let m < 2. On replacing x by (1+x) in 
(3.11) and iterating twice , we get 2[y",x]=[y l2(x)y^,x], 
that is, 2[y'^ , x] = 0 , as m<2, which is same as (3.15) and 
hence R is commutative. 
Now, let us consider the case when m>2. We 
replace x by (1+x) in (3.11) and iterate m-times to get 
[y l'^(x)y^, x] = 0, that is, m! [y ^, x] = 0, which gives 
that [y^'^P, x] = 0 and hence [ IQ^ "^ ^ (y), x] = 0, which 
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reduces to (3.13) and so R is commutative. 
Finally, we take the case when m=2 and hence 
n7^k+p. On replacing x by (1+x) in (3.11) and iterating 
twice, we obtain 
(3.16) 2[y", X] = [y^l2(x)yP, x]. 
So, 2[Y^, X] = 2[y ^, x], which, using the property 
Q(2(s!)), becomes [y"^ , x] = [y ^^, x]. Again, in the 
symbols of Lemma 3.3.1, it can be written as 
(3.17) [I^ (y)/ X] = [I^^P (y), x]. 
Now if n<k+p, • then we replace y by (1+y) in (3.17) and 
iterate (k+p-1)-times to get (k+p) 1 [y, x] = 0, which by 
Q(2(s!)) becomes [y, x] = 0 and hence R is commutative. 
In case n>k+p/ we repeat the process of replacing y by (1+y) 
in (3.17) and iterating (n-1)-times to get n! [y,x] = 0. Hence, 
[y,x]=0 and R is commutative. Thus Theorem 3.3.5 is 
completely proved. 
Also we can apply the same techniques with 
necessary modifications according to requirements at places 
to establish the following : 
THEOREM 3.3.6. Let R be a ring with unity 1 
* 
satisfying the property (P,). Further, if R satisfies the 
property Q(s!), where s = max. (k, m, n, p, r), then R is 
commutative. 
THEOREM 3.3.7. Let R be a ring with unity 1 
* 
satisfying the property (P2^* Further, if R satisfies the 
property Q(2(sl)), where s = max. (k, m, n, p), then R is 
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commutative. 
REMARKS 3.3.1. (a) The restrictions on integral 
exponents namely, njt k+p for m=r in the hypothesis of 
Theorem 3.3.4 and k=0 or p=0 for r^Q in that of 
Theorem 3.3.6 may be justified by the ring R of 
Example 3.2.1, which is a non-commutative ring with unity 
* 
satisfying the identities of (P,) and (P,) for n=2, 
m = k = r = p = l and also the torsion conditions of 
Theorems 3.3.4 and 3.3.6. 
(b) The ring R of the same example also shows 
that the condition n?^  k + p for m = 2 in the hypothesis of 
Theorem 3.3.5 is not superfluous. At the same time it also 
rules out the possibility of taking k and p both to be non 
zero for m:^ 2 in Theorem 3.3.7. In fact, R satisfies the 
* 
identities of (P_) and (P^) for n = m = 2 and k = p = 1 and 
R is not commutative. 
(c) The following example asserts that the 
existence of unity 1 in R is essential in Theorems 3.3.4 
through 3.3.7. 
(h a b\^  '^  
EXAMPLE 3.3.2. Let R =<( j 0 0 c 
0 0 0 ^ 
a, b, C£ ZV 
Then R is a non-commutative ring satisfying the properties 
* 
(P, ) and (P-i ) for k = n = 3 and for all non negative 
integers m, r and p. It also satisfies the properties (P„) 
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and(P )forall positive integers n, k, m and p. 
(d) The torsion restriction on the additive group 
(R, +) in Theorems 3.3.4 through 3.3.7 may be justified by 
the follov/ing example. 
/7a b c 
EXAMPLE 3.3.3. Let R =<( 0 a d 
\0 0 
^ 
a,b,c,d£GF(2)>. 
Then R is a non-commutative ring satisfying the properties 
(P,) and (P,) for n = m = k = 
* 
satisfies (P„) and (P_) for n = k 
p = 4 and r = 0. R also 
= m = 4, p = 0. 
CHAPTER-4 
CERTAIN COMMUTATIVITY CONDITIONS FOR ONE SIDED 
S-UNITAL RINGS 
4.1 INTRODUCTION. 
Follov/ing [79], a ring R is said to be right 
s-unital (resp. left s-unital) if x £xR (resp. xeRx) for 
all X in R and R is called s-unital if x £xR ClRx for all x 
in R. It can be easily observed that a ring with unity 1 
is necessarily s-unital. However, there are s-unital rings 
which do not contain unity (cf. Example 4.5.1). 
Also, if R is s-unital (resp. left or right 
s-unital), then for any finite subset F of R there exists 
an element e in R such that ex = xe = x (resp. ex = x or 
xe = x) for all x in F. Such an element e is called 
Pseudo identity of F. 
Recently, streb [97] provided a classification 
for non-commutative rings, which has been used by several 
authors as a tool for establishing commutativity results 
(cf. [67], [68], [81 ] etc.). In the present chapter, we 
have used the same technique as the main tool to 
establish certain commutativity theorems. 
In section 4.2 we extend a result of Abujabal, 
Ashraf and Obaid [ 2 ] for rings with unity, which has been 
further extended to right s-unital rings in the subsequent 
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section. Some results of Zhongxuan [106] have also been 
extended to one sided s-unital rings in section 4.4. 
Finally, in section 4.5, we conjecture a generalization of 
a result of Abujabal and Peric [ 6 ] and some special 
cases of the conjecture have been proved for left 
s-unital rings by imposing a restriction on the integral 
exponents. In the end, we provide an example to show that 
some of our results proved for left s-unital rings can not 
be established for right s-unital rings. 
4.2 
In 1988, Quadri and Khan [92 ], generalizing a 
result of Bell [24], proved that a ring R with unity 1 is 
commutative if for each pair of elements x, y in R, 
[xy-y X ,x] = 0, where m>l and n^l are fixed positive 
integers. Recently, Abujabal, Ashraf and Obaid [ 2 ] 
further generalized the mentioned result and established 
that a ring R with unity 1 satisfying any one of the 
conditions [xVy"'^^^xP,x] = 0 = [xV^^^-y ^ "^ ^^ ^ ^  V , x ] 
2 
, r n p m(y) , ^ r n m(y) p (m(y)) -, , 
and [x y-x^y -', x ] = 0 = [ x y -^  - x^y -^  ' , x] for 
all x, y in R and integers m(y) > 1, n :^  0, p ij- 0, is 
necessarily commutative. 
In the present section, our aim is to further 
improve the mentioned result of Abujabal, Ashraf and Obaid. 
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In fact, we consider the following ring properties: 
2 (C,) For every x,y in R there exists f(X)€X Z[X] 
such that [yx - x f(y), x] = 0, where m,n 
are fixed non negative integers. 
* 2 
(C, ) For every x,y in R there exists f(X)eX Z[X] 
such that [yx - f(y)x , x] = 0, where rri/n 
are fixed non negative integers. 
(C„) For every x,y in R there exist non negative 
2 
integers m, n and f(X) e X Z[X] such that 
[yx - x f ( y ) , x ] = 0 . 
(C„) For every x,y in R there exist non negative 
2 
integers m,n and f(X) €1 X Z[X] such that 
[ y x - f ( y ) x , x ] = 0 . 
(CH) For every x,y in R there exist f(X), g(X) 
in X^Z[X] such that [x-f(x), y-g(y)] = 0. 
Now, we consider the following types of rings: 
'GF(p) GF(p)\ 
(a) 
0 
, p a prime. 
GF (P)/ 
(a) 
GF(p) GF(p)\ 
, p a prime. 
(a). 
0 
0 
GF(p) 
GF(p), 
, p a prime, 
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(b) M^(K) = <| 1 a,b€K>, where K is 
a finite field v/ith a non trivial 
automorphism cr . 
(C) A non-commutative division ring. 
(C) A non-commutative ring with no non zero 
divisors of zero. 
(d) S = <1> + T, T is a non-commutative 
radical subring of S. 
(e) S = <1> + T, T is a non-commutative 
subring of S such that T[T,T]=[T,T]T=0, 
Recently, Streb [ 97] provided a classification 
for non- commutative rings, which has been used 
effectively as a tool in establishing several 
commutativity theorems (cf. [671/ [68]/ [ 8l] etc.). 
From the proof of Corollary 1 of [97], it can be 
easily observed that if R is a non-commutative ring with 
unity 1, then there exists a factor subring of R which is 
of the type (a), (b) , (c), (d) or (e). This yields the 
following lemma which plays the key role in our subsequent 
study (cf. [81 , Lemma 1]). 
LEMMA 4.2.1. Let P be a ring property \\?hich is 
inherited by factor subrings. If no rings of type (a), 
(b), (c), (d) or (e) satisfy P, then every ring with 
unity 1 satisfying P is commutative. 
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We apply the above lemma to prove the following 
theorems : 
THEOREM 4.2.1. If R is a ring with unity 1 
* 
satisfying any one of the properties (C,) and (C, ), then R 
is commutative (and conversely). 
THEOREM 4.2.2. Let R be a ring with unity 1 
satisfying (CH). Suppose further that R satisfies any one 
* 
of the properties (C^) and (C„). Then " R-:-is commutative 
(and conversely). 
In the preparation for the proofs of our theorems, 
we start with the following lemmas which are essentially 
proved in [41] and [68] respectively. 
LEMMA 4.2.2. If for every x,y in R there exists 
f(X) e X^Z[X] such that [x-f(x),y] = 0, then R is 
commutative. 
LEMMA 4.2.3. Let R be a non-commutative ring 
with the property that for each x, y in R there exist 
f(X), g(X)eX^Z[X] such that [x - f(x), y - g(y)] = 0. 
Then there exists a factor subring of R, which is of type 
(a) or (b). 
PROOF OF THEOREM 4.2.1. Suppose that R satisfies 
the property (C-,). First,v;e consider the rings of type 
(a) and let x = ^2?' ^  ~ ^1?' ^ *^^ " 
'•^ 12 ^ 22 ~ ^22"^^^12^' ^22-' ~ ^12 ^ ^' ^^^ ^^ "^  " ° " 
2 
negative integers m, n and f(X)£X Z[X]. Thus no rings of 
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type (a) satisfy (C,). 
Let us now consider the rings of type (b) . Let 
/ 
x^yeM^ (K) be such that x = , a 7^  cr ( a) and 
0 cr(a) 
y = e,^. Then 
[yx - x f ( y ) , x ] = [ y x , x ] 
= [y/x] X 
m+1 m 
= yx - xyx 
= (a- (a) - a) (cr (a))"" y 
^ 0, for all non negative 
2 
integers m, n and f(X)£X Z[X]. 
Hence, R has no factor subrings of type (b). 
Next, let R be a ring of type (c), that is, R is 
a non-commutative division ring. If x is a unit of R, then 
2 for every y m R, we choose f(X)£X Z[X] such that 
[yx - x f(y), X ] = 0, that is, 
„ -1, -m -n J-/ X \ / -m -n ^, ,, -1 0 = x (yx - X f(y))-(yx - x f(y))x 
=(yx -X f(y))x-x(yx - x f(y)) 
^n, -m -n ^, ., m n , -m -n^, ,, m 
= X (yx -X f(y))xx - x x (yx -x f(y))x 
= (x y - f(y)x )x - x(x y - f(y)x ) 
= [x y - f(y)x , x]. 
Hence, we have 
(4.1) x"" [y,x] = [f(y), x] x"". 
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2 
Again, we choose p(X) C X Z[X] such that 
[f (y)x"^-x"p(f (y) ),x] = 0. Thus we get, 
(4.2) [f(y),x]x'^ = x'^  [p(f(y)),x]. 
The comparison of (4.1) and (4.2) yields 
x" [y,x] = x" [p(f(y)), X], that is, x" [y,x] = x'^[h(y),x], 
where h(X) = p (f (X) ) e X^Z[X]. Since x is a unit, 
[y,x] = [h(y),x]. Hence [y-h(y),x] = 0 and so by 
Lemma 4.2.2, R is commutative, which is a contradiction. 
Hence, no rings of type (c) satisfy (C-. ) . 
Suppose that R has a factor subring of type 
(d), that is , R has a factor subring S = <1> + T, where 
T is a non-commutative radical subring of S. Let s,teT. 
Therefore (1-s) is a unit and hence, as in the above case, 
v/e can find f(X)eX^Z[X] such that [t-f(t), 1-s] = 0. Thus 
[t-f(t), s] = 0 and by Lemma 4.2.2. T is commutative, a 
contradiction. 
Finally, consider S = <1> + T, where T is a non 
commutative subring of S such that T[T,T] = [T,T]T = 0. 
Suppose that R has a factor subring S. Let p us choose 
s,teT such that [s,t] 7^  0. Since [T,T]T = T[T,T] = 0, 
[s,t] = [s,t](l+s) . Also, by property (C, ), we can find 
f (X)e X^Z[X] such that [ (1+s ) , t ] (1+s )"^ = (l+s)"[ 1+s, f (t) ], 
that is, [s,t] (1+s)"^ = (1+s)" [s,f(t)] = [s,f(t)]. Thus 
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[ s , t ] = [ s , f ( t ) ] 
= OC^  [ s , t ^ ] +cC2[s , t - ^ ] + + a ^ ^ [ s , t P ] 
= a : , ( s t ^ - t ^ s ) +c3C_(st'^ - t ^ s ) + i-a: J s t P - t ^ s ) 
1 2 ^ p-1 
= a , ( s t ^ - t s t + t s t - t ^ s ) + C C 2 { s t " ^ - t ^ s t + t ^ s t - t ^ s ) 
+ +CC ( s t P - t P ' - ' - s t + tP"- '-st - t ^ s ) 
P-1 
= GC^  { ( s t - t s ) t + t ( s t - t s ) } + o C 2 { ( s t ^ - t ^ s ) t + t ^ ( s t - t s ) } 
+ +CC {(s tP"- ' - - tP" - ' - s ) t + t^"-"- ( s t - t s ) } 
= CC^ { [ s , t ] t + t [ s , t ] } +CC2 { [ s , t ^ ] t + t ^ [ s , t ] } 
+ +CC { [ s , t P " ^ ] t + t P " ^ [ s , t ] } 
ir—J. 
Hence [s,t] = 0, a contradiction. Thus, no rings of 
type (e) satisfy (C, ). 
Hence, we have seen that no rings of type 
(a), (b), (c), (d) or (e) satisfy (C,). Therefore, by 
Lemma 4.2.1, R is commutative. 
Conversely, if R is commutative, then obviously it 
satisfies (C^). 
In case R satisfies the property (C,), then the 
proof follows the same lines and so to avoid the 
repitition, we skip out the details. 
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PROOF OF THEOREM 4.2.2. Let R satisfy either of the 
* 
properties (C2) or (C-). Then, as in the proof of 
Theorem 4.2.1, it can be easily seen that no rings of type 
* 
(a) or (b) satisfy (C_) or ( C j . Also, since R satisfies 
(CH), the commutativity of R follov/s in view of 
Lemma 4.2.3. 
Converse of the result follows trivially. 
4.3 
Existence of enough non - commutative rings without 
unity which satisfy each of the properties (C,), (C-^,{C^) 
* 
and (C „) shows that we can not drop the restriction of 
unity in the ring of the hypotheses of our Theorems 4.2.1 
and 4.2.2 (To mention one such ring. Example 3.3.2 may be 
referred). Despite this observation one needs not give up 
the case when R does not contain unity. In this direction, 
we extend our results for a wider class of rings called as 
s-unital rings. Indeed, we prove the following: 
THEOREM 4.3.3. If R is a right s-unital ring 
satisfying any one of the properties (C,) and (C,), then R 
is commutative (and conversely). 
THEOREM 4.3.4. Let R be a right s-unital ring 
satisfying (CH). Suppose further that R satisfies any one 
of the properties (C_) and (02)' Then R is commutative 
(and conversely). 
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Before providing the proofs of the above theorems we 
pause to collect certain preliminaries which have recently 
been developed by Hirano, Kobayashi and Tominage [49], 
A ring property P is called an h-property if P is 
inherited by every subring and every homomorphic image of 
the ring R. More weakly, if P is inherited by every 
finitely generated subring and every natural homomorphic 
image modulo the annihilator of a central element, then P 
is called an H-property. Finally, a ring property P such 
that a ring has the property P if and only if all its 
finitely generated subrings have the property P, is called 
an F-property. 
* * 
Obviously, (C, ), ( C j , (C-) and (CJ are h-properties 
and the property "being commutative" is an F-property. 
We now state the following lemma, proved in [49 ], 
which enables us to reduce some problems of s-unital rings 
into those of rings with unity. 
LEMMA 4.3.4. Let P be an H-property and P' an 
F-property. if every ring with unity 1 having the property 
P has the property P", then every s-unital ring having P 
has P'. 
The following lemma is essentially proved in [65]' 
s 
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LEMMA 4.3.5. If R is a left (resp.right) s-unital 
ring and not right (resp. left) s-unital, then R has a 
factor subring of type (a), (resp. (a) ). 
PROOF OF THEOREM 4.3.3. We prove the theorem for 
rings satisfying (C, ) and the proof for rings satisfying 
* 
(C, ) will follow similarly. If R is a right s-unital ring 
atisfying the property (C,), then, as in the proof of 
Theorem 4.2.1, it can be easily observed that no rings of 
type (a) satisfy (C, ). Hence, by Lemma 4.3.5, R is 
s-unital and therefore, in view of Lemma 4.3.4, we may 
assume that R has the unity 1. Hence, by Theorem 4.2.1, R 
is commutative. 
In a similar way we can establish our Theorem 4.3.4. 
As a special case, by taking f(y) as a monomial in 
y, we get the following corollaries: 
COROLLARY 4.3.1. Let m^O, n^O be fixed integers. 
If R is a right s-unital ring in which for every x,y in R, 
there exists integer q=q(x,y) > 1 such that either 
[yx - X y^, x] = 0 or [yx - y^ x , x] = u, then R is 
commutative (and conversely) . 
COROLLARY 4.3.2. A right s-unital ring R is 
commutative if and only if for each x,y in R, there exist 
integers m=m(x,y) :j. 0, n = n(x,y) ^ 0, p = p(x,y) > 1 and 
g(X), h(X)e X^Z[X] such that [x-g(x), y-h(y)] = 0 and 
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either [yx - y^x , x] = 0 or [yx - x y^/x] = 0. 
4.4 
Recently, Wei Zhongxuan [106]established that a semi 
^ . ,•, •,, ,111x2 n , m \ 2 n prime ring R in which either (x y) - x y or (x y) -yx 
is central for all x,y in R, where m and n are fixed 
positive integers, is commutative. In this section, we 
generalize the mentioned result of Zhongxuan for one sided 
s-unital rings as follov/s: 
THEOREM 4.4.5. Let R be a left s-unital ring 
satisfying 
m Ic n s (4.3) [(x y ) - X y, x] = 0, for all x,y in R, 
Where m,k, n and s are non negative integers with k and n 
not simultaneously equal to 1. Then R is commutative. 
Again, from the proof of Corollary 1 of [97], it 
can be observed that if R is a non-commutative left (resp. 
right) s-unital ring, then there exists a factor subring 
of R which is of the type(a)-, (resp. (a) ), (b), (c') or 
(e). Thus, we have the follov^ing : 
LEMMA 4.4.6. Let P be a ring property which is 
inherited by factor subrings. If no rings of type (a) 
(resp.(a)^), (b), (c') or (e) satisfy P, then every left 
(resp. right) s-unital ring satisfying P is commutative. 
51 
PROOF OF THEOREM 4.4.5. Let R be a left s-unital 
ring satisfying (4.3). Let us consider the rings of 
type (a),. If we choose x = e,, + e,_ and y = ^i?' ^^^" 
for all non negative integers m, k and n with k and n not 
simultaneously equal to 1, 
r/inkxn s , r S , [(x y ) - X y, x] = - [x y, x] 
s , s+1 
= - X yx + X y 
= y 
i^ 0, for any s^O. 
Hence, R is not of type (a),. So, by Lemma. 4.3.5, 
R is also right s-unital and hence it is s-unital. Thus, 
in view of Lemma 4.3.4, the unity 1 in R may be assumed. 
Next, we consider the ring M (K). Let 
, a.f o" (a) and y = "^ lo- Then 
r , m k. n s , r s i [(x y ) - X y, x] = - [x y, xj 
= - X [y,x] 
= - a (o- (a) - a)y 
i^ 0. 
Thus, R is not of type (b) . 
As already seen above that x = e, -, + e, „ and 
y = 6^2 do not satisfy (4.3), Lemma 2.2.2 guarantees that 
the commutator ideal of R is nil. Thus, no rings of type 
(c') satisfy (4.3). 
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Finally, let S = <1> + T, where T is a non 
commutative subring of S such that T[T,T] = [T,T]T = 0. 
Choose a,beT such that [a,b] 7^  0. Now [b,a] = (l+a) [b,a]. 
So, by the hypothesis of the theorem, we get, 
[b,a] = (1+a)^ [b, 1+a] 
= [((l+a)"" b'^)", l+a] 
= [((l+a)"' b^)", a] 
= 0, for all non negative integers m,k and n with k^l 
for n=l, which is a contradiction. This shows that R is 
not of type (e) . 
Thus, no rings of type (a),, (b), (c') or (e) 
satisfy (4.3) and so by Lemma 4.4.6, R is commutative. 
THEOREM 4.4.6. Let R be a right s-unital ring 
satisfying 
(4.4) - [(x y ) - yx , x] = 0, for all x, y in R, 
where m, k,n and s are non negative integers with k and n 
not simultaneously equal to 1. Then R is commutative. 
PROOF. We observe that x = e,„ + e„„ and y = e,„ 
do not satisfy (4.4) and so rings of type (a) fail to 
satisfy (4.4). Hence, by Lemma 4.3.5, R is also left 
s-unital and thus it is s-unital. So, by Lemma 4.3.4, we 
may assume that R has the unity 1. 
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Now using the same arguments as in the proof 
of Theorem 4.4.5, we can find that no rings of type (b), 
(c") or (e) satisfy (4.4). Hence, by Lemma 4.4.6, R is 
commutative. 
THEOREM 4.4.7. Let R be a left s-unital ring. If 
for every x,y in R, there exist non negative integers 
m, k, n, s and f(X), g(X) £ X Z[X] with k and n not 
simultaneously equal to 1 such that [(xy ) - x y , x] = 0 
and [x-f(x), y-g(y)] = 0, then R is commutative. 
PROOF. As in the proof of Theorem 4.4.5, it can be 
easily seen that no rings of type (a), or (b) satisfy 
[(x y ) - x y, x] = 0. Since R satisfies the condition 
[x-f(x), y-g(y)] = 0, Lemma 4.2.3 yields that R is 
commutative. 
In a similar way, we get the following : 
THEOREM 4.4.8. Let R be a right s-unital ring. If 
for every x, y in R, there exist non negative integers m, 
k, n, s and f(X), g(X) £ X Z[X] with k and n not 
simultaneously equal to 1 such that [(x y ) - yx , x] = 0 
and [x-f(x), y-g(y)] = 0, then R is commutative. 
If we consider x = e,, + e, „ and y - e, , , then 
for all positive integers k, n and s and all non negative 
m Ic n ^ integers m, [(x y ) - yx , x] = [y/X] = yx-xy = e^^^ ^ 0. 
Also for s = 0 , either of k or n is zero and all non 
negative integers m, [(x y ) - yx , x] = [y,x] j^ 0. 
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Hence a left s-unital ring R satisfying the identity (4.4) 
is not of type (a),, and so by Lemma 4.3.5, R is s-unital. 
Thus by Theorem 4.4.6, R is commutative and we have 
THEOREM 4.4.9. Let R be a left s-unital ring 
satisfying the identity (4.4) for all x, y€R/ where m,k,n 
and s are non negative integers such that s>0 if both of k 
and n are positive, otherwise s=0. Then R is commutative. 
4.5 
Bell [ 26 ] generalized a result of Harmanci [39], 
by proving a ring R with unity 1 to be commutative if it 
satisfies both the identities [x ,y] = [x,y ] and 
[x ,y] = [x,y ] for all x, y in R where m and n are 
relatively prime integers more than 1. Later, Abujabal and 
Peric [6 ] generalized the Bell's result and established 
the following : 
If m and n are fixed relatively prime integers 
greater than 1 and m' > 1, n' > 1 , r, s and t are non 
negative i'^^egers, then an s-unital (resp. for r = 0, a left 
or right s-unital) ring satisfying both the identities 
t r m' , , r r m, s , t r n , , r . n, s 
x [x , y ] = + y [x,y]x and x [ x , y ] = + y [ x , y ] x , 
for all X, y e, R 
or 
tp m' , , s r m, r , t r n' , , Sr n, r 
x [ x , y ] = + x [x, y ] y and x [x , y]=+x [x,y ]y , 
for all X, y e R 
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is commutative. 
These conditions may be weakened like 
(4.5) x^ [x"', y] = y^ [x,f(y)] x^, for all xeR, 
where m>0, t, r and s are non negative integers with at 
2 
least one of s and t non zero and f(X)^X Z[X] depends on 
the choice of ye.R. 
Our conjecture is that a left s-unital ring 
satisfying (4.5) is commutative provided the commutators in 
R are m-torsion free. However, under different appropriate 
constraints on the integral exponent "m" in the underlying 
condition, we can establish some interesting cases of the 
conjecture. 
THEOREM 4.5.10. Let R be a left s-unital ring. 
2 
If for every y in R, there exists f(X)eX Z[X] such that 
(4.6) - X [x,y] = y"^  [x, f(y)]x^ for all x e R/ 
where t, r and s are fixed non negative integers, with at 
least one of s and t non zero, then R is commutative. 
PROOF. Let R be a left s-unital ring satisfying 
(4.6). Consider x = e, , + e., ^  and y = e,„, then for all 
2 
non negative integers t, r , s and f(X) e X Z[X], 
x^ [x,y] - y^ [X, f(y)] x^ = x^ [x,y] 
t+1 t 
= X y - x yx 
= xy - xyx 
= y 
/ 0. 
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Thus, R is not of type (a),. Therefore, by Lemma 4.3.5, R 
is also right s-unital and hence s-unital and so, by 
Lemma 4.3.4, we may assume that R has the unity 1. 
Next, we consider the rings of type (b). Choose 
a 0 \ 
X =1 , a 7^  o" (a) and y = e,^. Then 
0 o- (a)/ 
x"^  [x,y] - y^ [x, f(y)]x^ = x^ [x,y] = a^ (a - cr-(a))y 7^  0. 
Thus, no rings of type (b) satisfy (4.6). 
On replacing x by (1+x) in (4.6), we obtain 
t r s 
(1+x) [x, y] = y [x, f(y)] (1+x) , which, on multiplying 
s by x ,.yields 
(4.7) (1+x) [x, y]x^ = y'^  [x,f(y)] (1+x)^ x^. 
Now we multiply (4.6) by (1+x) to get, 
X [x,y] (1 + x) = y [x, f(y)] x (1 + x) , which, on 
using (4.7),gives 
(4.8) x^ [><'y] (1+x)^ = (1+x)^ [x,y] x^. 
Since x = e-|^2 + ^22 and y = e-^2 ^'=> "ot satisfy the 
polynomial identity (4.8) in (GF(p))2, Lemma 2.2.2 yields 
that the commutator ideal of R is nil. Thus, R has divisors 
of zero and so no rings of type (c') satisfy (4.6). 
Finally, let us consider S = <1> + T, where T is a 
non-commutative subring of S such that [T,T]T = T[T,T] =0. 
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Choose a,beT such that [a,b] 7^  0. Since [T,T]T = T[T,T]=0, 
(1 + a) [1 +a, b] = [a, b]. Thus, by the hypothesis of the 
2 
theorem,there exists f(X)G X Z[X] such that 
[a, b] = (1 + a ) ^ [1 + a, b] 
= b^ [1 + a, f(b)] (1 + a)^ 
= 0, a contradiction. 
This shows that R is not of type (e). 
Thus, no rings of type (a),, (b), (c') or (e) 
satisfy (4.6) and hence Lemma 4.4. 6 yields that R is commutative. 
In case (4.5) holds for m = k, k+1, for any non 
negative integer k, then we can prove the following : 
THEOREM 4.5.11. Let R be a left s-unital ring. If 
2 
for every y in R, there exists f(X)6: X Z[X] satisfying (4.5) 
for m - k, k+1, v^ere k, t, r and s are fixed non negative 
integers with at least one of s and t non zero, then R is 
commutative. 
PROOF. Let R be a left s-unital ring satisfying 
(4.5). As in the proof of Theorem 4.5.10, we note that no 
rings of type (a), satisfy (4.5). Now we consider the rings 
of type (b) and observe that N(M (K) ) = Ke, . Let 
ae.N(M (K)) and u be any arbitrary unit in R. Then, we 
have u [u"', a] = a''^  [u, f(a)]u^. But since a = 0, 
u [u , a] = 0. As u is a unit in R, [u'^,a]=0 (m=k,k+l) 
58 
implies that [u,a] = 0. Thus we find that [u, e,^] - 0' 
that is, 6-, „ is central, a contradiction. Hence R can not be 
of type (b). 
Again, as in the proof of Theorem 4.5.10, we can 
prove that R is not of type (c") or (e). Hence, by 
Lemma 4.4.6, R is commutative. 
THEOREM 4.5.12. Let R be a left s-unital ring in 
which for every x,y€:R, there exist non negative integers 
t, r and s with at least one of s and t non zero and 
f(X), g(X), h(X) € X^Z[X] such that x^[x,y ]=y^ [x,f (y) ]x^  
and [x-g(x), y-h(y)] = 0. Then R is commutative. 
PROOF. From the proof of Theorem 4.5.10, it can be 
easily noted that no rings of type (a), or (b) satisfy the 
t IT S 
identity x [x, y] = y [x, f(y)]x . Also, since R 
satisfies [x-g(x), y-h(y)] = 0, by Lemma 4.2.3, we conclude 
that R is commutative. 
Similarly we can prove the following: 
THEOREM 4.5.13. Let R be a left s-unital ring. If 
for every x, y in R, there exist non negative integers k, 
t, r and s with at least one of s and t non zero and 
f(X), g(X), h(X) £ X^Z[X] satisfying (4.5) for m = k, k+1 
and [x - g(x), y - h(y)] = 0, then R is commutative. 
The following example shows that Theorems 4.4.5, 
4.5.10 and 4.5.11 can not be established for right s-unital 
rings. 
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0 0 1 l\ 
EXAMPLE 4.5.1. Let R 
0 0 \ 
0 0 ' 0 0 ' 1 1 / 
be a subring of the ring of all 2x2 matrices over 
GF(2). Then R is a non-commutative right s-unital ring 
v/hich satisfies (4.3) for all positive integers m, k, n and 
s. R also satisfies (4.6) for all positive integers t, r, s 
2 
and f{X)€. X Z[X] and (4.5) for all positive integers m, t, 
r, s and f(X) £ X^Z[X]. 
CHAPTER - 5 
STRUCTURE OF CERTAIN PERIODIC RINGS AND NEAR RINGS 
5.1 INTRODUCTION 
Recently, Searcoid and MacHale [96] weakened the 
Boolean condition by establishing that a ring satisfying 
2 
the polynomial identity xy = (xy) is necessarily 
2 
commutative. The condition xy = (xy) implies the 
2 2 
conditions xy = xy x and xy = yx y, each of which turns a 
ring commutative. The present chapter concerns with probing 
into these conditions but in a general setting for rings as 
well as near rings. The conditions under consideration are 
(*) xy = xy X, v;here n = n(x,y)>l and (*)' xy = yx y, where 
n = n(x,y)>1. 
In section 5.2, we prove a structural result for 
rings satisfying either of the mentioned conditions and 
finally prove that such rings are necessarily commutative. 
Section 5.3 begins with the examples showing that the near 
rings satisfying either of the conditions (*) or (*)' may 
not necessarily be commutative. However, by imposing 
appropriate additional hypotheses, we prove that either of 
the conditions (*) or (*)' not only buys commutativity in 
some wider classes of near rings but also turns such near 
rings into rings. In the last section, we prove some 
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decomposition theorems for near rings satisfying any one of 
the properties (*) and (*)'. At places, suitable examples 
are also provided to show that we can not dispense with 
the restrictions imposed in some cases. 
5.2 
. . 2 
The well known Boolean condition i.e. x = x 
has recently been weakened by Searcoid and MacHale [96], 
who established that, like a Boolean ring, any ring R 
2 
satisfying xy = (xy) for all x,y ^R is necessarily 
commutative. It is to notice that a Boolean ring satisfies 
2 
the condition xy = (xy) but there exist non-Boolean rings 
with the above condition. For example, consider a ring R 
with trivial product, namely xy=0 for all x,y £ R. 
2 
Clearly, R satisfies the condition xy = (xy) but R is not 
2 
Boolean. Also, we notice that the condition xy = (xy) 
2 2 
implies the conditions xy = xy x and xy = yx y, each of 
which again renders a ring commutative. In this section, we 
probe these conditions but in a general setting. In fact, 
we consider the following conditions: 
(*) For X, y € R there exists an integer 
n=n(x,y)>l such that xy = xy x. 
(*)' For X, y €1 R there exists an integer 
n=n(x,y)>l such that xy = yx y. 
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Recall that a ring R is said to be periodic if 
for any x in R we can find distinct positive integers m and 
n such that x"^  = x". Notice that a ring satisfying either 
of the properties {*) or (*)' is necessarily periodic. In 
[25], it has been shown that if R is periodic then every 
element x of R can be written in the form x = a +u, where 
a G. P(R) and u e N(R) . In a very surprising structural 
result. Bell [29] remarked the following: 
LEMMA 5.2.1. Let R be a periodic ring in which 
every element x e R has a unique representation of the 
form X = a + u, a e P(R), u G N(R), then P(R) and N(R) both 
are ideals of R and R = P(R) © N(R) . 
Now we prove the following: 
LEMMA 5.2.2. If R is a ring satisfying any one of 
the conditions (*) and (*)', -then R N(R) = N(R) R = {0}. 
PROOF. Let R satisfy the condition (*). Notice 
that the ring satisfying (*) is zero commutative 
(Def. 1.3.34). Indeed if xy = 0, then there exists an 
integer n' = n(y , x) > 1 such that yx - yx y=yx (xy)=0. 
Now let u e N(R) and x e R, then there exists an integer 
n, = n{x,u)>l such that xu = xu x. Again, we can choose an 
n, n, n, n_ 
integer n^ = n(x,u ) > 1 such that xu = x(u ) x. Thus 
""l ''l''2 2 "l'^ 2 2 
xu X = xu X and so xu = xu x . Hence, it is clear 
that for arbitrary t, we have integers n, , n^, /n >1 
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'^ l'^ 2 "t t 
such that xu = xu x . Now for sufficiently 
n,n„ ....n 
large t, u = 0 , since u is nilpotent. This 
yields that xu =0 for all xeR, and by zero commutativity 
of R/ we get ux = 0. This implies that the nilpotent 
elements of R annihilate R on both sides, that is, 
R N(R) = N(R) R = {0}. 
Similarly we can get the result in case R 
satisfies (*)'. 
The following lemma is essentially proved in 
[25]. 
LEMMA 5.2.3. If R is a periodic ring with all 
nilpotent elements central, then R is commutative. 
We are now well equipped to prove the following 
structure of a ring with the mentioned conditions. 
THEOREM 5.2.1. Let R be a ring satisfying either 
of the properties (*) or (*)'. Then R = P(R) © N(R). 
PROOF. V7e shall prove the theorem for the case 
when R satisfies (*). The proof for the condition (*)' 
follows similarly-
In view of Lemma 5.2.1, it remains only to show 
that each element x of R has a unique representation of the 
form X = a + u; where a G P(R) and u e N(R) . Let a+u=bfv 
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for some a,b6;p(R) and u, V C N C R ) . Then we have 
(5.1) a - b = v - u 
Since a,b€:P(R), there exist integers p = p(a)>l and 
q = q(b) > 1 such that a^ = a and b*^  = b. Now choose the 
integer k = (p-l)q - (p-2) = (q-l)p - (q-2). Thus it is 
k k k-1 
clear that a = a and b = b. Notice that e, = a and 
k-1 
e„ = b are idempotents with e, a = a and e^b = b. 
Multiply (5.1) by a and b on both sides and use Lemma 5.2.2 
2 2 . . 2 2 
to get a = ab = ba, b = ab = ba. This gives that a = b 
and e-, - e„. Again, multiply (5.1) from left by e-, to get 
a =b. This completes the proof of our theorem. 
Further, in view of Lemma 5.2.2, we also conclude 
that the nilpotent elements of R annihilate R on both sides 
and hence central. Since R is periodic, in view of 
Lemma 5.2.3, we obtain the following: 
COROLLARY 5.2.1. Let R be a ring satisfying 
either of the conditions (*) or (*)'. Then R is 
commutative. 
5.3 
The following examples show that if we replace 
rings by near rings in our Corollary 5.2.1, none of the 
conditions (*) and (*)' buys commutativity. 
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EXAMPLE 5.3.1. Let R = {0, a, b, c} with addition 
and multiplication tables defined as follows: 
+ 
0 
a 
b 
c 
0 , 
0 
a 
b 
c 
. a 
a 
0 
c 
b 
b 
b 
c 
0 
a 
c 
c 
b 
a 
0 
• 
0 
a 
b 
c 
0 . 
0 
0 
0 
0 
a" 
0 
a 
0 
c 
b 
0 
0 
0 
0 
c 
0 
a 
0 
c 
Then(R, +, .) is a near ring satisfying the condition (*). 
However, R is not commutative. 
EXAMPLE 5.3.2. Let R = {0, a} with addition and 
multiplication defined as follows: 
+ 
0 
a 
0 
0 
a 
a 
a 
0 
• 
0 
a 
0 
0 
0 
a 
a 
a 
Then (R, +, .) is a non-commutative near ring satisfying 
(*) '. 
Despite above observations, Ali, Ashraf and Quadri 
[10] proved recently that a distributive near ring 
. . 2 2 
satisfying either of the conditions xy = xy x or xy=yx y 
isnecessarily commutative. In this direction we prove that 
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either of the conditions (*) or (*)' together with 
appropriate additional hypotheses implies coramutativity in 
some wider classes of near rings. 
Throughout the remaining part of the chapter, let 
R denote a left near ring. As usual, N(R) and P(R) are the 
sets of all nilpotent elements and all potent elements of 
the near ring R respectively. 
Following Ligh and Luh [74], a near ring R is 
called a D-near ring if every non zero homomorphic image 
T of R satisfies the following conditions : 
(i) T has a non zero right distributive element. 
(ii) Additive group (T, +) of T is abelian implies 
that T is a ring. 
We now prove the following result: 
THEOREM 5.3.2. Let R be a D-near ring satisfying 
(*). If the idempotents of R are central, then R is 
commutative. 
For the preparation of the proof of the above 
theorem, we begin with the follov/ing two well known lemmas 
essentially proved in [21]. 
LEMMA 5.3.4. Let R be a zero symmetric near ring 
in which for each x in R there exists an integer 
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n = n(x)>l such that x" = x. Suppose further that every 
non trivial homomorphic image of R contains a non zero 
central idempotent. Then (R, +) is abelian. 
LEMMA 5.3.5. If R is a zero symmetric near ring 
having no non zero nilpotent elements, then every 
distributive idempotent is central. 
The following lemmas are extracted from [22], [28] 
and [89] respectively. 
LEMMA 5.3.6. Let R be a zero commutative near 
ring. Then, 
(i) ab = 0 implies that arb = 0 for all r £ R. 
(ii) the annihilator of any non empty subset of R 
is an ideal. 
LEMMA 5.3.7. Let R be a periodic near ring with 
unity 1. If N(R)CZ(R), then (R, +) is abelian. 
LEMMA 5.3.8. If R is a zero symmetric D-near ring 
in which for every x in R there exists a positive integer 
n = n(x)>l such that x = x, then R is a commutative ring. 
PROOF OF THEOREM 5.3.2. Let R be a D-near ring 
satisfying the condition (*). Obviously R is zero 
commutative as v/ell as zero symmetric and so left and 
right annihilators of R coincide. Let us denote the 
annihilator of R by A, then, in view of Lemma 5.3.6, A is 
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2 
an ideal. Let a e R such that a = 0 , then for any xeR/ 
there exists an integer n = n(x,a)>l such that 
xa = xa X = 0. Thus a e A. Also there exists a positive 
I u 4-u ^ 2 n' n'+2 ., 
integer n' such that x = xx =xx x = x and so 
n' +1 
x(x - x) = 0. Now by zero commutativity of R, 
/ n'+l . -, n , , n'+l . n'+l n »i 
(x - x)x = 0 and hence (x - x)x = 0 . Nov; 
, n'+l ,2 - n'+l > , n'+l , (x - x) = (x - x) (x - x) 
, n'+l , n'+l , n'+l 
= (x - x)x - (x - x) x 
n'+l This shows that x - x eA. Since the homomorphic image 
R/A of R is a zero symmetric D-near ring, by 
Lemma 5.3.8, R/A is a commutative ring and hence 
x(xy-yx) = 0. Thus 
2 (5.2) X y = xyx, for all x, y £ R. 
Since, by the hypothesis, x = x , 
, n',2 n' n' n'+2 n'-2 2 n'-2 n' ^ ^ ( x ) = x x = x X = x x = x , and hence 
n' . . . * . 
X IS idempotent, which is central. Thus, 
2 n'+2 X y = X y n ' 
= X 
n ' 
= X 
n ' -
= X 
-- x " ' -
n ' 
= X y 
2 X y 
xyx , 
-1 2 
x y x 
-1 2 
xyx 
2, 
X 
2 n ' 
= yx X 
n ' 
= yx + 2 
,by (5.2) 
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Hence, we have, 
2 2 (5.3) X y = yx = xyx, for all x, y in R. 
Again by hypothesis, there exists an integer m = m(y,x)>l 
such that yx = yx y. Now , 
n n-1 
xy = xy x = xy yx 
n-1 m 
= xy yx y 
n m-1 
= xy x X y 
m-1 
= xy X y 
m-2 
= xyx X y 
2 m - 2 , / c -> N 
= yx X y, by (5.3) 
m 
= yx y 
= yx , for all x, y in R. 
Hence R is commutative. 
We now provide the following example which shov/s 
that the assumption of the idempotent elements being 
central in the above theorem is essential. 
EXAMPLE 5.3.3. Let R = {0, a, b, c, u, v) with 
addition and multiplication tables defined as follows : 
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+ 
0 
a 
b 
c 
u 
V 
0 
0 
a 
b 
c 
u 
V 
a 
a 
0 
u 
V 
b 
c 
b 
b 
V 
0 
u 
c 
a 
c 
c 
u 
V 
0 
a 
b 
u 
u 
c 
a 
b 
V 
0 
V 
V 
b 
c 
a 
0 
u 
• 
0 
a 
b 
c 
u 
V 
0 
0 
0 
0 
0 
0 
0 
a 
0 
a 
b 
c 
0 
0 
b 
0 
a 
b 
c 
0 
0 
c 
0 
a 
b 
c 
0 
0 
u 
0 
0 
0 
0 
0 
0 
V 
0 
0 
0 
0 
0 
0 
It can be easily observed that (R, +, .) is a near 
ring having only one non trivial normal subgroup, namely 
I = {0, u, v) for which RI = {0)QI. Also, we note that 
(x + i)y - xy e I for all x, y in R and iel; and hence I 
is the only proper ideal of R. Thus T = R/I is the only 
non trivial homomorphic image of R . Also, T ^ Z^ f the 
field of order 2. Hence R is a D-near ring which satisfies 
2 
the condition xy = xy x for all x, y £ R. However, R is 
non-comrautative in which the idempotents a, b, c are not 
central. 
We note that if R is a zero symmetric D-near ring 
satisfying the condition (*)', then R is necessarily zero 
commutative. Hence, using the similar arguments as in the 
proof of Theorem 5.3.2, with necessary variations, we get 
the following result: 
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THEOREM 5.3.3. Let R be a zero symmetric D-near 
ring satisfying (*)'. If the idempotents of R are central, 
then R is commutative. 
If a D-near ring contains unity 1, then the 
condition of idempotents to be central can be dropped from 
the hypotheses of Theorem 5.3.2. In fact, we prove the 
following: 
THEOREM 5.3.4. Let R be a D-near ring v/ith unity 1 
satisfying the property (*). Then R is a commutative 
ring. 
PROOF. Since a near ring satisfying {*) is 
necessarily zero commutative and hence zero symmetric, as 
in the proof of Lemma 5.2.2, ux = xu = 0, for all x e. R 
and u e N(R). This yields that the nilpotent elements of 
R annihilate R on both sides and hence central, that is, 
N(R) ^  Z(R). Also for x c R, we can choose an integer 
m = m(x)>l such that x = x , thus R is a periodic near 
ring with unity 1. Hence by Lemma 5.3.7, (R, +) is abelian 
and by the definition of D-near ring, R becomes a ring. 
Hence by Lemma 5.2.3, R is a commutative ring. 
Using the similar arguments, we can prove the 
following: 
THEOREM 5.3.5. Let R be a zero symmetric D-near 
ring with unity 1 satisfying the property (*)'. Then R is 
a commutative ring. 
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5.4 
In [75], Ligh and Luh established that if 
R is a ring in which for any pair of elements x and 
y there exists a positive integer n(x, y)>l such that 
(xy)'^ ^ = xy, for all x, y in R, then R is a direct 
sum of J- rings and zero rings. Their proof is based 
on the fact that such rings are commutative (cf. Searcoid 
and MacHale [96]). Later, Bell and Ligh [30] studied 
the direct sum decomposition of rings satisfying the 
2 ? 
properties xy = (xy) f(xy) and xy=(yx) f(yx), where 
f(X) £. Z[X], and remarked that the analogous hypotheses 
do not yield the direct sum decomposition in case of near 
rings. However, a weaker notion of orthogonal sum has 
been introduced as follov/s: 
DEFINITION 5.4.1 (Orthogonal sum). A near ring R 
is said to be an orthogonal sum of sub near rings A and B 
of R denoted by R = A + B if AB = BA = {0} and every 
element of R has a unique representation of the form a+b, 
a t A, b £ B. 
In [30], Bell and Ligh proved that if R is a near 
ring satisfying xy = (yx) ' ^ , then N(R) is a sub near 
ring with trivial multiplication, P(R) is a sub near ring 
v/ith additive group (P(R), +) abelian and R = N(R) + P(R). 
In the presen-t section, we prove decomposition theorems for 
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near rings satisfying either of the properties (*) or (*)'. 
In fact, we prove the following: 
THEOREM 5.4.6. Let R be a near ring satisfying the 
property (*). If idempotent elements of R are 
multiplicatively central, then N(R) is a sub near ring 
v;ith trivial multiplication, P(R) is a sub near ring v;ith 
(P(R), +) abelian and R = N(R) + P(R)« 
THEOREM 5.4.7. Let R be a zero symmetric near ring 
satisfying the property (*)'. If idempotent elements 
of R are multiplicatively central, then N(R) is a sub 
near ring with trivial multiplication, P(R) is a sub near 
ring with (P(R), +) abelian and R = N(R) + P(R). 
In order to develop the proofs of the above 
theorems we need the following lemmas essentially proved 
in [22] and [30] respectively. 
LEMMA 5.4.9. Let R be a zero commutative near 
ring. Then the set N(R) of nilpotent elements is an ideal 
if and only if N(R) is a subgroup of additive group (R,+). 
LEMMA 5.4.10. Let R be a near ring in which 
idempotents are multiplicatively central. If e and f are 
idempotents, then there exists an idempotent g such that 
ge = e and gf = f. 
First v/e prove the following lemmas. 
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LEMMA 5.4.11. If R is a near ring satisfying the 
property (*)/ then the set N(R) of nilpotent elements of R 
is an ideal. 
PROOF. Notice that a near ring satisfying (*) is 
zero commutative as well as zero symmetric. Hence, 
following the lines of the proof of our Lemma 5.2.2, we 
get 
(5.4) R N(R) = N(R) R = {0}. 
In particular (N(R))^ = {0} and N(R)CZ(R). If u^,U2£N(R), 
2 
then (u, - u^) = 0. Thus u, - u„eN(R) and hence N(R) is 
a subgroup of the additive group (R, +). This together 
with Lemma 5.4.9 yields the required result. 
LEMMA 5.4.12. Let R be a near ring satisfying the 
property (*). If idempotents of R are multiplicatively 
central, then the set P(R) of potent elements of R is a 
sub near ring with (P(R), +) abelian. 
PROOF. Let a, bGP(R). Then there exist integers 
n^ n^ 
n, = n(a)>l and n„ = n(b)>l such that a = a and b =b. 
Now let k = (n^ - D n ^ - (n^ - 2) = (n^ - l)n^ - (n^ - 2). 
Clearly a'^  = a and b^ = b. Also e^ = a^~-^ and e^ = h^~'^ 
are idempotents in R with e,a = a and e„b = b. Now in view 
of (*) we find that ab = e,aepb = e-,e ab = e,e„(ab)'^ ^^^•)' 
for some positive integer m = m(e-e„, ab) > 1. This gives 
that ab = e-j^ e2(ab)"^  ej^ e2 = (ab)"' and thus ab e P(R). Since 
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R/N(R) has the property x = x, we have an integer q > 1 
such that 
(5.5) (a-b)'^ = a-b+u, a, beP(R), ueN(R) 
Since e, and e_ are central idempotents of R, by 
Lemma 5.4.10, there exists an idempotent e e R such that 
ee, = e-j and ee^ = e_. Hence we have ea = a and eb = b. 
Since (5.4) is still valid in the present case, we 
multiply (5.5) by e to get (a-b)'^ = a-b, which shows that 
a - b eP(R). Also, eR is a periodic near ring with 
multiplicative identity and by (5.4), nilpotent elements 
are central. Hence by Lemma 5.3.7, (eR, +) is abelian. 
Therefore ea + eb - ea - eb = 0, that is, a + b - a - b=0, 
which yields that (P(R), +) is abelian. 
Now we prove our theorems : 
PROOF OF THEOREM 5.4.6. Let r £ R. Then there 
exists an integer m = m(r)>l such that r =rr=rr r=r , 
that is, r(r - r ) = 0 and by zero commutativity of R v/e 
, , m+1 > r, TV T t m+1. m+1 ^ ,^ 
get (r - r )r = 0. Also (r - r )r = 0 . Now, 
, m+1.2 , m+1. / m+1, , m+L , m+1. m+1 „ (r-r ) = (r-r ) (r-r ) = (r-r )r- (r-r )r =0. 
mu m + 1 _ A T / n \ TvT / i T i . 2 mm m-2 m+2 
Thus r - r C N(R) . A l so ( r ) = r r = r r 
m-2 2 m 
= r r = r . 
75 
, I^ ^^ l>Iu•^-l (m-i-1) (i.i-M) Nov/, (r ) - r 
.m(m+2) + 1 
= r 
, m+2,m 
= (r ) r 
/ 2 > m 
= (r ) r 
= (r ) r 
m 
= r r 
m-hl 
= r 
This yields that r €:P(R). Now v/e can write 
r = r - r''""'"-^  + r"^'^-"" e N(R) + P(K). Thus R = N(R) + P(R). 
Now in the light of Lemma 5.4.11 and Lemma 5.4.12 it 
remains to show that each element of R has a unique 
representation of the form u + a, u e N ( R ) , a e P ( R ) . Let 
u + a = V + b, where u, v e N(R) and a, b €1 P(R). Then 
-V + u = b -• a e:N{R)nP(R) = {0}. This shows that a = b 
and u = V. This completes the proof of our theorem. 
PROOF OF THEOREM 5.4.7. It can be easily observed 
that a zero symmetric near ring satisfying the proper', • 
(*)' is necessarily zero commutative. Hence, for a :ic.;f) 
symmetric ne^.r ring satisfying (*)', Lemma 5, I. ? 1 
Lemma 5..'1-, 12 can be proved in a similar v;ay. ,';•' 
proceeding on the same lines as in case of the prooi; o 
Theorem 5.4.6, V7e get the required result. 
Rxilil':;!^  S.'l "'. „ The near ring R of Example 5 3.]. 
sh'>' ; that tiv: asi.'Mipbion of idempotents bein ; c:.- .. T 
in the hypotheses of Theorem 5.4.6 is not Superfluous. In 
2 
fact, R satisfies the condition xy = xy x for all x, y in 
R. However, the set P(R) = {0, a, c} of potent elements is 
not a sub near ring of R. 
We now provide the following example to show that 
under the hypotheses of Theorem 5.4.6, the direct sum 
decomposition, even in case of distributive near rings, is 
not always possible. 
EXAMPLE 5.4.4. Let R = {0, a, b, c, u, v} v/ith 
addition and multiplication tables defined as follows : 
+ 
0 
a 
b 
c 
u 
v 
0 
0 
a 
b 
c 
u 
V 
a 
a 
0 
u 
V 
b 
c 
b 
b 
V 
0 
u 
c 
a 
c 
c 
u 
V 
0 
a 
b 
u 
u 
c 
a 
b 
V 
0 
V 
V 
b 
c 
a 
0 
u 
• 
0 
a 
b 
c 
u 
V 
0 
0 
0 
0 
0 
0 
0 
a 
0 
a 
a 
a 
0 
0 
b 
0 
a 
a 
a 
0 
0 
c 
0 
a 
a 
a 
0 
0 
u 
0 
0 
0 
0 
0 
0 
V 
0 
0 
0 
0 
0 
0 
Obviously (R, +, .) is a commutative (distributive) 
2 
near ring which satisfies the condition xy = xy x with 
central idempotents. However, the set P(R) = {0,a} of 
potent elements of R is not an ideal of R. 
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