The aim of this paper is to relativize the concept of M -purity and σ-purity defined and studied by Azumaya[2] with respect to an arbitrary hereditary torsion theory given by a left exact torsion redical σ and also relate this concepts with the notions of σ-purity as given by B. B.
Introduction
The notion of purity plays a fundamental role in the theory of abelian groups as well as in module categories. In the first section of this paper we examine the purities by torsion modules, finitely generated torsion modules and cyclic torsion modules. Work in this direction was initiated by Walker, Stenstrom, Azumaya [2] , B. B. Bhattacharya and D. P. Choudhury [3] . In this there is an attempt to relativize the usual Cohn purity with respect to a torsion theory We also develope the theory of (M, σ)-purity and (μ, σ)-purity relative to a torsion theory with radical σ which is weaker than the usual purity and given a sufficient condition for these two coicide (when M is a left R-module and μ is an i × j matrix determined by M). In the second section of this present paper we relativize the concept of weak (M, σ)-purities corresponding to direct products of matrices of left modules which are row finite or those of right modules are column finite.
(M, σ)-purity
In this paper σ will denote a given left exact torsion radical and a torsion module means a module M for which σ(M) = M. Suppose that M, B and C are left R-modules. Given a row finite I ×J matrix μ = (r ij ), by a system of linear equations given by μ in a left module Y , we mean a system (r ij x j ) = y i where y i ∈ Y for each i ∈ I and x j (j ∈ J) are unknowns. 
where the vector μ(a j ) is obtained by matrix product of the row finite matrix μ and column vector (a j ). We may rephrase the above condition of A being (μ, σ) -pure in B or that B is a (μ, σ) -pure extension of A as follows.
Proof. If A is μ -pure in A, and we have the relations 
Corollary 2.3. If a module M is given by a defining matrix μ, then a sequence
0 − −−→ A − −−→ B − −−→ B/A − −−→ 0 of left R -(i) A is (M, σ) -pure in B (ii) A is μ -pure in A (iii) A is (M, σ) -pure in B (iv) A is M -pure in A Proposition 2.5. If A ⊆ B ⊆ C,(i) If A is M -pure in B and B is (M, σ) -pure in C then A is (M, σ) -pure in C. (ii) If A is (M, σ) -pure in C then A is (M, σ) -pure in B. (iii) If A is M -pure in C and B/A is (M, σ) -pure in C/A, then B is (M, σ) -pure in C. (iv) If B is (M, σ) -pure in C then B/A is (M, σ) -pure in C/A.
Proof. (i) If
A ⊆ B ⊆ C, then we have the following commutative diagram with exact rows and columns, the maps being given by inclusions or quotient maps 
Proof. (ii) We consider the same diagram again and take any f : M −→ B/A
with Im(f ) torsion. 
Now as the right column is (M, σ) -pure, we have f : M −→ C/A such that (p 4 of ) = f . As the lower row is M -pure, therefore there exists g : M −→ C such that (p 3 og) = f . Therefore f = (p 4 of ) = (p 4 op 3 og) = (p 2 og) and hence the left sequence is (M, σ) =pure. 
Weak (M, σ)-purities
We now consider conditions weaker than (M, σ) and (μ, σ) -purities. s ij a j = a i . Note that we are restricting the vectors (x j ), (a i ) and (a j ) to the corresponding direct sums of copies of B, A and A taken over J, I and J respectively, whereas in case of (μ, σ) -purity they could belong to the corresponding direct products. In case of I and J are finite then of course. the two ntions coincide. Just as defining matrices of left modules are row finite, those of right modules are column finite. But in this case the defining matrix will be an I × J matrix if there is an exact sequence of right modules
where ν (e j ) = e i s ij and ν = (s ij ) and to keep the sum finite, there should be at most finitely many non -zero (s ij )'s for each j that is ν should be column finite. remains after tensoring with every finitely presented module N. But this implies that it remains exact after tensoring with every module N as tensor products commute with direct limits and every modules a direct limit of finitely presented modules.
