ABSTRACT Translating linear temporal logic (LTL) formulas into Büchi automata is one of the most important aspects of LTL model checking. Certain successful algorithms, such as LTL2BA and SPOT, first translate an LTL formula into a transition-based generalized Büchi automaton (TGBA) and then degeneralize it into a Büchi automaton. This paper focuses on achieving a better translation from LTL to TGBA and analyzing the performance of every step of the algorithm. We decompose the translation into three steps to give a step-wise description and improve all three steps. The first step is the basic translation without acceptance conditions and simplifications, which combines the advantages of both LTL2BA and SPOT. Second, we introduce a new definition of acceptance conditions. Our proofs and experiments have shown that our technique is more efficient and improves the degeneralization ability. Finally, we introduce the simplifications of our algorithm. We focus on not only producing better final Büchi automata but also minimizing intermediate automata, which can reduce the execution time.
I. INTRODUCTION
Linear-time Temporal Logic (LTL) model checking, which can be explicit or symbolic, is an important method of verifying hardware, protocol and software. Symbolic model checking was developed in the 1990s and uses BDDs to encode states and transitions of systems. One important advantage of symbolic model checking is that it can verify a larger state space than can explicit model checking. However, it cannot be applied to the generation of the state space, which we refer to as on-the-fly model checking. Explicit model checking constructs the state space of a model explicitly and searches for a trace falsifying a given LTL formula. This can be done on the fly. Several tools have been developed based on explicit model checking such as Verisoft [7] , Modex [8] and Spin [17] . They have been successfully applied in industry. This paper concentrates on explicit model checking.
Both explicit and symbolic model checking can be decomposed into four steps. The first step is computing the state graph of a model, the second step is translating an LTL formula into a Büchi automaton, the third step is constructing the synchronized product of the state graph and the Büchi automaton, and the fourth step is checking the emptiness of this product. Out of these steps, the second step is the key procedure of the algorithm. There are numerous translations from LTL to Büchi automata. Some of these translations, such as LTL2AUT [2] , EQLTL [5] and Wring [13] , translate an LTL formula into a Büchi automaton directly. Other translations, such as TGBA, first translate an LTL formula into an intermediate automaton and then degeneralize it to the Büchi automaton. Gastin [6] has shown that the latter presents greater advantages than the former. Researchers have also reported that LTL model checking can be applied directly to TGBA [10] , [11] , and thus, our research focuses on the procedure of translating LTL into TGBA.
There are some criteria on the performance of the translation from LTL to Büchi automata. For a long time, smaller Büchi automata and faster translations were the objectives. This goal has led to the development of several algorithms such as HyLTL [12] , Wring [13] and EQLTL [5] . There are also many heuristics and optimizations that have been used to achieve the above goals such as input formula reductions and optimizations of the produced Büchi automata.
However, the objectives of the algorithm have been evolving; in some cases, Büchi automata with fewer nondeterministic states are more important than those with fewer states. In this paper, we also discuss intermediate automata, such as TGBA, and alternating automata, which have a great effect on the execution time and the memory consumption of the translation process.
Considering the performance of translation from LTL to Büchi automata, LTL2BA [6] and SPOT [3] are two leading tools. Both algorithms use TGBA as intermediate automata.
LTL2BA first translates an LTL formula into a very weak alternating automaton (VWAA) with a co-Büchi acceptance condition. The alternating automaton is then translated into a TGBA. Finally, the TGBA is degeneralized into a Büchi automaton. Moreover, LTL2BA can perform simplifications on the fly or a posteriori during the construction of each automaton. LTL3BA is an improvement of LTL2BA [1] . It introduces several modifications of LTL2BA on both the algorithm and implementation levels. The main contribution of LTL3BA is that it improves the translation of alternating formulas.
SPOT is an object-oriented model checking library that can be combined and interfaced with third-party tools to build a model checker. Rozier and Vardi consider SPOT to be an industrial quality tool [9] . The translation from LTL to Büchi automata is a part of the SPOT library. In this paper, we refer to the procedure of translation from LTL to Büchi automata when we say SPOT. SPOT first translates an LTL formula into a TGBA using tableau methods; then, it transforms the TGBA into a Büchi automaton. It labels transitions using BDDs. SPOT uses BDDs to compute the successor states and transitions during translation, which can reduce redundant transitions, identify equivalent states, etc.
LTL2BA and SPOT have already been demonstrated to be effective algorithms. However, we pose some questions. First, since both algorithms have the same function, can we combine the advantages of both algorithms to create a better algorithm? Second, the definitions of the acceptance conditions of TGBA built by the two algorithms are not the most simplified definitions. What are the effects of the acceptance conditions on successive degeneralization? Third, the simplifications of the two algorithms are described in different forms; can we provide a uniform description? Are some simplifications redundant? This paper attempts to answer these questions.
Our Contribution: In this paper, we propose a better translation from LTL to TGBA. We also provide a uniform description of the whole algorithm. Our description abstracts from implementation details and is easy to understand. The degeneralization can be chosen to integrate with our algorithm.
We decompose the translation from LTL to TGBA into three steps so that we can present our idea step by step. The first step is the basic translation without acceptance conditions and simplifications. The second step is labeling the acceptance conditions on the TGBA constructed in step one. The third step is applying simplifications to the TGBA.
After analyzing the differences between the basic translations of LTL2BA and SPOT, we discuss their advantages and disadvantages and choose better translation rules from these two algorithms. Although the two algorithms may appear to be very different (one using alternating automata as an intermediate step and the other using BDDs), we prove that they are similar to the point that they can produce identical results after altering some subtle details.
As the definition of acceptance conditions is important to TGBA, we provide some theorems to refine it. Our definition of acceptance conditions has been added to the implementation of the algorithms, and experiments have shown that this definition can improve the degeneralization and produce smaller intermediate automata, resulting in a reduction in the execution time and memory consumption.
Since simplifications of LTL2BA and SPOT are presented in different forms, we will classify all simplifications of the two algorithms and introduce a uniform description of them. We also prove that some simplifications are simply a subset of other simplifications.
The remainder of this paper is organized as follows. In Section II, we present some necessary background of our work. In Section III, we illustrate the basic transition without acceptance conditions and simplifications. In Section IV, we give our definition of acceptance conditions. In Section V, we describe the simplifications. In Section VI, we implement our modifications and report the experimental results. Section VII concludes this paper.
II. PRELIMINARIES

Definition 1: The syntax of LTL is defined as follows
where stands for true, p ranges over a countable set AP of atomic propositions, X and U are temporal operators called next and until, respectively.
The LTL formulas is interpreted over infinite words over the alphabet = 2 AP . In this paper, we refer to ω as an infinite path over . Given a word u = u 0 u 1 . . . ∈ ω , we denote the ith suffix of u by u i , i.e. u i = u i u i+1 . . .. Definition 2: Let u = u 0 u 1 . . . be a word in ω and ϕ be an LTL formula. The relation u | ϕ is defined as follows:
Only basic operators have been defined above. We will also use the derived operators defined by:
− Fϕ called eventually and equivalent to Uϕ, − Gϕ called always and equivalent to ¬F¬ϕ, − ϕ 1 Rϕ 2 called release and equivalent to ¬(¬ϕ 1 U¬ϕ 2 ). Temporal Formula. An LTL formula that is neither a disjunction (∨) nor conjunction (∧) is called temporal formula.
Positive Normal Form. An LTL formula is in positive normal form if no operator occurs in the scope of any negation. Each LTL formula can be easily transformed to positive normal form using De Morgan's law for operators ∨ and ∧, equivalences for derived operators, and the following equivalences: 
. A run σ is accepting if any branch in σ has only a finite number of nodes labeled in F.
The structure VWAA has a direct correspondence to the semantic of LTL. LTL2BA uses it as intermediate automaton.
Given an LTL formula, we can build a VWAA, whose number of states of the VWAA is linear in the number of sub-formulas of the LTL formula [16] , [18] . Thus, we can translate an LTL formula into an equivalent VWAA efficiently.
Definition 4: A Transition-based Generalized Büchi Automaton (TGBA) is a tuple
G = (Q, , δ, I , F) where − Q is a finite set of states, − is a finite alphabet, − δ ⊆ Q × (2 \ {∅}) × 2 F × Q
is the transition relation, where each transition carries a nonempty set of letters of the alphabet and a set of acceptance conditions,
conditions. A transition of G is in the form of (q i , α, F i , q i+1 ), where q i is the start state and q i+1 is the end state. α is the condition, and state q i can move to q i+1 iff it reads a letter in α. F i is the set of acceptance conditions labeled on this transition. We can omit the acceptance conditions and simply write (e i , α, e i+1 ). We denote a set of transitions labeled by f i as AccSet(f i ).
A run σ of G over a word u = u 0 u 1 . . . ∈ ω is an infinite sequence q 0 , q 1 , . . . in Q ω of states such that q 0 ∈ I and ∀i ≥ 0, ∃α i ∈ such that u i ∈ α i and (α i , q i+1 ) ∈ δ(q i ). A run σ is accepting if for each 1 ≤ j ≤ n it uses infinitely many transitions from AccSet(f j ).
LTL2BA and SPOT use different definitions of TGBA, but they are equivalent. TGBA is the automata that we want to build; degeneralization will not be considered in this paper.
A. THE ALGORITHM OF LTL2BA
Gastin presented his algorithm in two steps [6] . The algorithm first translated an LTL formula into a VWAA and then built a TGBA from the VWAA.
Two new operators were introduced. ⊗ helps in treating conjunctions, and ψ gives roughly the Disjunctive Normal Form (DNF) of ψ.
Definition 5:
For an LTL formula ψ, we define ψ by
1) THE FIRST STEP IS THE TRANSLATION FROM LTL TO VWAA
Let ϕ be an LTL formula on the set AP. We define the VWAA A ϕ = (Q, , δ, I , F), where Q is the set of sub-formulas of ϕ, = 2 AP , I = ϕ, F is the set of all sub-formulas in the form of ψ 1 Uψ 2 , and δ is defined as follows:
2) THE SECOND STEP IS THE TRANSLATION FROM VWAA TO TGBA Let A ϕ = (Q, , δ, I , F) be a VWAA with a co-Büchi acceptance condition. We define G A = (Q , , δ , I , F) to be a TGBA, where
is the non-simplified transition function, − δ is the set of -minimal transitions of δ , where the relation is defined by t t if t = (e, α, e ), t = (e, α , e ), α ⊆ α , e ⊆ e , and ∀f ∈ F, t ∈ AccSet(f ) ⇒ t ∈ AccSet(f ),
∈ e or ∃(β, e ) ∈ δ(f ), α ⊆ β and f / ∈ e ⊆ e }. Note that the rule δ is a simplified transition function; if not provided, we can also build a TGBA with more states and transitions. Its definition of acceptance conditions is also very complex. The details of the comparison of acceptance conditions can be found in Section IV. VOLUME 5, 2017
B. THE ALGORITHM OF SPOT
The translation of SPOT from LTL to TGBA is based on tableau methods for LTL. Duret-Lutz [4] provided rewrite rules to translate LTL into TGBA. The rewrite rules are defined recursively as follows:
Variables prefixed with Var or Nxt cannot be rewritten further. They are variables for the use of BDDs; moreover, Var[p] is simply p. We illustrate how to use rewrite rules to construct a TGBA. For instance, ψ = q ∧ (qUp), and we apply the rewrite rules to ψ and obtain If a transition has P[g] constructing the acceptance conditions of SPOT, its acceptance conditions will not contain g. Let F = {f 1 , f 2 , . . . , f n } be the set of all acceptance conditions. The acceptance conditions labeled on the transition (q, α, q ) are defined as follows:
is not in the set of sub-formulas of α}.
C. ON-THE-FLY SIMPLIFICATION VS. A POSTERIORI SIMPLIFICATION
The simplifications of translations from LTL to TGBA can be performed on the fly or a posteriori. For example, state q has two transitions t 1 and t 2 . If t 2 is redundant, we can remove it immediately except when the whole automaton has been built. Certain simplifications, for example, the elimination of unreachable states and maximal strongly connected components that are terminal and non-accepting, cannot be performed on the fly. If we remove all on-the-fly simplifications and add them to the posteriori simplifications, we can obtain an equivalent result. The difference is that the on-the-fly simplifications can avoid the use of intermediary exponential automata. However, it is beneficial to detail the algorithm step by step if all simplifications are performed after the automaton has been constructed. In this paper, we describe the algorithm using posteriori simplification. 
III. THE BASIC TRANSLATION
The translation omitting the acceptance conditions, simplifications and implementation details is called basic translation. We will analyze the differences between the basic translations of LTL2BA and SPOT and explain the advantages and disadvantages of the two algorithms. To prove that the differences that we list are complete, we modify two basic translations. We prove that two modified algorithms can build equivalent automata without acceptance conditions.
In this paper, we assume that the input of the two algorithms is an LTL formula in positive normal form. First, we define a new type of automata called State-labeled TransitionBased Generalized Büchi Automata. It will be used for the successive proofs. Fig. 1 gives a STGBA; it accepts the words that satisfy the LTL formula ψ = X(pUq) ∧ (rUq). It has five states, where each state is labeled by a set of sub-formulas of ψ. The set of acceptance conditions is {pUq, rUq}. We use 1 and 2 to represent pUq and rUq, respectively. A transition consists of conditions and acceptance conditions. For example, the transition from state {pUq} to state { } is ({pUq}, q, {1, 2}, { }), where q is the condition and {1, 2} is the acceptance conditions.
For a given LTL formula ψ, both LTL2BA and SPOT build a STGBA. Every state of the TGBA is labeled by a set of sub-formulas of ψ, and thus, f is the set of all sub-formulas of ψ. In this paper, we use STGBA for the proofs. Let q be a state of a STGBA. If q is labeled by a sub-formula f , we denote it by f ∈ q. For a transition t = (q i , l i , F i , q i+1 ), each sub-formula f ∈ q i+1 is produced by some sub-formulas in q i . (f 1 , f 2 ) ∈ t denotes that f 1 ∈ q i , f 2 ∈ q i+1 and f 1 makes the transition to f 2 in t. A formal definition is that for a transition t = (q 1 , l, F, q 2 ), where q 1 = {f 1 , . . . , f n } and q 2 = {g 1 , . . . , g m }, there exists a function γ : q 1 → 2 q 2 such that if f i ∈ q 1 and g j ∈ γ (f i ), then (f i , g j ) ∈ t. Assume that α and β are two conditions, where α ⊆ β means that the letters that satisfy α are a subset of the letters that satisfy β. q i ⊆ q j means that the sub-formulas labeled on q i are a subset of the sub-formulas labeled on q j .
A. MODIFYING THE BASIC TRANSLATION OF LTL2BA
In this part, we modify the translation rule δ(Xϕ) to δ(Xϕ) = {( , ϕ)}. Compared with the original rule, the new rule constructs only one successor corresponding to ϕ. The new basic translation rules from LTL to VWAA are as follows: Fig. 2 shows the advantages of the new rule for the X operator. For a sub-formula Xf , the old rule will produce the DNF of f , i.e., f = f 1 ∨ f 2 . . . ∨ f n . For 1 ≤ i ≤ n, f i is a conjunction; then, we apply the rules to f i to produce successive states. The new rule does not construct the DNF; it simply applies rules to f , and thus, it has n − 1 fewer states than the old rule. (a) is the old rule in Fig. 2, and (b) is the new rule. Now, we consider the procedure from VWAA to STGBA. We ignore acceptance conditions and simplifications, and thus, F = ∅ and the rule δ will be ignored. The new rules are shown as follows:
state is a set of states of
Finally, we consider the initial state of STGBA. We replace I = ϕ with I = ϕ such that we have only one initial state. This is just like the new rule for X and will produce fewer states. As described above, given an LTL formula, a STGBA without acceptance conditions will be constructed.
B. MODIFYING THE BASIC TRANSLATION OF SPOT
Since we abstract from acceptance conditions in this section, promising P[g], which are for constructing acceptance conditions, will be omitted in the rewrite rule r(f Ug). SPOT uses BDDs as data structures, which are beneficial for simplifications [4] . We will only consider the algorithm aspect of SPOT in this section and ignore the BDDs. The acceptance conditions and simplifications will be introduced in Section IV and Section V.
Since we assume that every LTL formula is in positive normal form, so the rewrite rules r(¬(f ∨ g)), r(¬(f ∧ g)) and r(¬Xf ) will be removed. The equivalence ¬(ϕ 1 Uϕ 2 ) ≡ ¬ϕ 1 R¬ϕ 2 suggests that the rewrite rule r(¬(f Ug)) can be replaced by r(f Rg) = r(g) ∧ (r(f ) ∨ Nxt[f Rg]). The new rewrite rules are as follows:
Since we ignore the implementation details of SPOT, we use p to replace Var [p] and Xψ to replace Nxt [ψ] . For a given state q of STGBA labeled by {f 1 , f 2 , . . . , f n }, we first apply the rewrite rules to the conjunction of all subformulas of q,
and then translate it into DNF. Here, we limit ourselves in that only the distributivity rule φ ∧(ψ 1 ∨ψ 2 ) = (φ ∧ψ 1 )∨(φ ∧ψ 2 ) can be used to translate into DNF. Any conjunction of this DNF can be represented as 
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The second element is the condition, and the third element is the next state. We use Trans(r(f )) to represent all transitions of r(f ). If V and V are both empty, the above transition can be represented as ({f 1 , . . . , f n }, , {n | n ∈ N })
C. THE EQUIVALENCE OF THE TWO MODIFIED BASIC TRANSLATIONS
We now summarize the modifications of both algorithms. For LTL2BA, we replace δ(Xϕ) with δ(Xϕ) = {( , ϕ)} and I = ϕ with I = ϕ. For SPOT, we remove r(¬(f ∨ g)), r(¬(f ∧g)) and r(¬Xf ) and replace r(¬(f Ug)) with r(f Rg) = r(g) ∧ (r(f ) ∨ X(f Rg)). We use LTL2BA-m to denote the modification of LTL2BA and use SPOT-m to denote the modification of SPOT. Now, we give a proof to show that the modified basic translations of LTL2BA and SPOT can construct equivalent STGBA.
Theorem 1: The two modified basic translations always build equivalent STGBA without acceptance conditions. Proof: Let ψ be an LTL formula, and let q be a state of STGBA labeled by a set of sub-formulas of ψ. Assume that φ is the conjunction of sub-formulas in q. We will prove that the two modified algorithms build the same transitions by induction on the structure of φ. For a transition (q, α, q ), we write (α, q ) as a transition from q. Now, we have proved that the two modified algorithms can build equivalent STGBA by abstracting from acceptance conditions and simplifications.
IV. MORE REFINED ACCEPTANCE CONDITIONS A. THE BASIC DEFINITION OF ACCEPTANCE CONDITIONS
The construction of acceptance conditions is based on a formula in the form of ψ 1 Uψ 2 . The identity
suggests that there are two successors of ψ 1 Uψ 2 :
(i) one satisfies formula ψ 2 , (ii) the other satisfies ψ 1 , and the next state must satisfy ψ 1 Uψ 2 . This cannot be postponed indefinitely, and ψ 2 must eventually be satisfied. First, we give a basic definition of acceptance conditions. Let n be the number of sub-formulas of ψ in the form of ψ 1 Uψ 2 . It is intuitive that we can construct n acceptance conditions. For a STGBA, every transition labeled by an acceptance condition ψ 1 Uψ 2 forces the automaton to satisfy ψ 2 .
Definition 7: For a transition (e i , α, e i ), and an LTL formula f = ψ 1 Uψ 2 , (f , f ) ∈ (e i , α, e i ) if and only if (1) f ∈ e i and f ∈ e i , (2) f in e i makes a successor which satisfies ψ 1 and next state satisfies f , i.e. f in e i is generated by f in e i .
∈ (e i , α, e i ) if and only if (f , f ) ∈ (e i , α, e i ) is not true. Now, we give the definition of acceptance conditions. F = {f | f is the subformula of ψ in the form of ψ 1 Uψ 2 }, where AccSet(f ) = {(e i , α, e i )|(f , f ) / ∈ (e i , α, e i )}. This definition of acceptance conditions does not achieve any simplifications.
Given a state q of G S (q may not be an initial state) and a word u = u 0 u 1 . . ., if u is accepted starting from q, then there exists an accepting run σ = (e 0 , l 0 , F 0 , e 1 ) (e 1 , l 1 , F 1 , e 2 ) . . . on u, where e 0 = q. We first introduce Theorem 2, which will be used later and can explain some simplifications.
Theorem 2: Given two states q 1 and q 2 of G S and q 1 ⊆ q 2 , if a word is accepted starting from q 2 then it will be accepted starting from q 1 .
Proof: Let A[q] denote the STGBA G S in which the initial state has been changed to q. Let L(A) represent the set of words accepted by the automaton A. Let L(f ) represent the set of words accepted by any LTL formula f .
For any state q 1 , q 2 , ..., q n of A, we have
In other words, each state of A is labeled by the set of formulas that are recognized from this state. Theorem 2 will be used in the proof of Theorem 3. It can be also used to explain some simplifications such as the implied relation introduced in Section V.
B. REDUCING THE NUMBER OF ACCEPTANCE CONDITIONS
− Third, we eliminate redundant transitions according to Theorem 4. Somenzi and Bloem presented some benefits of refined acceptance conditions [13] :
− They may lead to a reduction in the strength of the resulting automaton; here, the strength of Büchi automata means the complexity of the procedure required to symbolically model check the corresponding property.
− Even if the strength of the automaton is not reduced, fewer and smaller fair sets usually lead to faster convergence of the language emptiness check.
− Simplifying the acceptance conditions may also enable further reductions in the number of states or transitions.
− The resulting automaton is often easier to understand. Theorem 3 will enable the reductions in the number of states or transitions even if the reduction is only slight. Theorem 4 reduces the number of transitions in each acceptance condition, but it is notable that it may enlarge the final Büchi automata.
V. THE SIMPLIFICATIONS OF TRANSLATION
According to the previous sections, we can build a STGBA with acceptance conditions. In this section, we will add simplifications to our algorithm. Both LTL2BA and SPOT have their own simplifications. We will first list them and then prove that some of the simplifications are redundant. Finally, these redundant simplifications will be removed to ensure that our simplifications are the most efficient.
A. THE SIMPLIFICATIONS OF SPOT
SPOT uses BDDs for the implementation. This is done not to reduce memory consumption but rather to simplify constructing STGBA. A summary of the simplifications is as follows:
For a state q of G S , (i) If ∃(α, q ) ∈ δ(q) and α ≡ ⊥, then the transition (q, α, q ) can be removed. (ii) We exploit the rewrite rules to the conjunction of all sub-formulas labeled on q and then transform it to DNF. If α ∧ β and α are two conjunctions of the DNF, then we remove α ∧ β. (iii) Let ψ be the conjunction of all sub-formulas labeled on state q 1 , and let φ be the conjunction of all sub-formulas labeled on state q 2 . If r(ψ) = r(φ), then q 1 and q 2 can be merged. Note that r(ψ) = r(φ) implies ψ = φ. The converse does not hold because two equivalent sub-formulas prefixed with X might be represented by different Nxt variables.
B. THE SIMPLIFICATIONS OF LTL2BA
LTL2BA suggests implied relation and equivalent relation simplifications.
(i) If a transition t 1 implies a transition t 2 , then t 2 can be removed. The set of acceptance conditions is
− in a VWAA, α 2 ⊆ α 1 and q 1 ⊆ q 2 , and
(ii) If two states q 1 and q 2 are equivalent, then they can be merged. q 1 and q 2 are equivalent if − in a VWAA, δ(q 1 ) = δ(q 2 ) and q 1 ∈ F ⇐⇒ q 2 ∈ F, and − in a STGBA, δ(q 1 )=δ(q 2 ) and ∀(α, q ) ∈ δ(q 1 ),
We will show that some of the above simplifications are redundant and are simply a subset of other simplifications.
Let G S = ((Q, , δ, I , F), ), where F = {f 1 , f 2 , . . . , f n } is the STGBA generated in Section III and Section IV.
Both algorithms can easily remove the transition (q, ⊥, q ). Now, we consider applying SPOT's rewrite rules to a state q and obtain α 1 ∨ α 2 ∨ . . . α m , where α i is a conjunction. We divide each α i into two parts: a transition label and the next state. The transition label is the product of atomic propositions, its negations and acceptance conditions. The next state is the product of Nxt variables, i.e.,
This also corresponds to the implied relation of LTL2BA.
SPOT uses BDDs to identify states. Given two LTL formulas ψ 1 and ψ 2 , r(ψ 1 ) = r(ψ 2 ) ⇒ ψ 1 = ψ 2 , but the converse does not hold. For example,
. Thus, SPOT does not give a complete rule. The equivalent relation defined by LTL2BA is based on the structure of the automata. Although we change the translation of the X operator, it can still recognize and identify states that SPOT cannot.
The result after removing redundant simplifications is as follows:
(i) If ∃(α, q ) ∈ δ(q) and α ≡ ⊥, then the transition can be removed. (ii) If transition t 1 implies t 2 , then t 2 can be removed. (iii) If two states are equivalent, then they can be merged.
VI. EXPERIMENTAL RESULTS
Our experiments focus on the acceptance conditions presented in Section IV. Different definitions of acceptance conditions greatly affect the degeneralization from TGBA to BA. We will compare the sizes of Büchi automata degeneralized with different acceptance conditions to show their performance. We will also consider the intermediate automata, which can explain the execution time of the algorithms.
First, we introduce the testbench lbtt [14] . lbtt is a tool for testing programs that translate LTL into Büchi automata. Testing consists of running LTL-to-Büchi translators on randomly generated (or user-specified) LTL formulas as input and then performing simple consistency checks on the resulting automata to test whether the translators seem to function correctly in practice.
The implementation is based on LTL2BA-1.1 and LTL3BA-1.01. Since SPOT-0.9.1 uses numerous simplifications beyond the scope of this paper, such as syntactic implications, we simply use it for comparison. The lbtt testbench will be used to test the modified translators. It is also used to randomly generate LTL formulas for our experiments. All experiments were conducted on a computer with an Intel Pentium processor, 2 GB of memory and a 32-bit version of Linux.
We first focus on the LTL2BA translator, modify its set of acceptance conditions and call it LTL2BA-a. The number of states and transitions of the final Büchi automata and the computation times are to be compared. In addition, we choose Büchi automata before simplifications as the intermediate structure; the structure's number of states and transitions will also be considered. Both LTL2BA and LTL2BA-a are modified to count the states and the transitions instead of printing the neverclaims of the Büchi automata. In both Table. 1 and  Table. 2, ''States'' and ''Trans'' are the number of states and transitions of the final Büchi automata built by the translators, respectively, and ''be.BA States'' and ''be.BA Trans'' are the number of states and transitions of the Büchi automata before the simplifications, respectively. First, we compare LTL2BA with LTL2BA-a. Both Table. 1 and Table. 2 show that LTL2BA-a produces fewer states and transitions. This translator also requires a shorter execution time, especially when the LTL formula is larger. Büchi automata before simplifications with fewer states and transitions can explain why LTL2BA-a requires less computation time compared with LTL2BA. To compare with SPOT, we use SPOT with the option -N to output automata in the form of neverclaims for SPIN and modify SPOT to count the states and transitions.
SPOT's direct simulation simplification is also disabled since it is beyond the scope of our discussion. In both tables, ''SPOT'' represents the result without weak deterministic Büchi automata (WDBA) minimization and ''SPOT-WDBA'' with WDBA minimization. Since we only add new acceptance conditions to LTL2BA, when compared with SPOT, LTL2BA-a produces more states and transitions, but it is much faster than SPOT.
We then add new acceptance conditions to LTL3BA, which includes an improved translation algorithm of LTL2BA, and call it LTL3BA-a. The result shows that LTL3BA-a can produce smaller intermediate automata and smaller final Büchi automata when compared with LTL3BA. It also computes faster than all other translators. SPOT without WDBAminimization builds larger Büchi automata than LTL3BA and LTL3BA-a, and it suffers from a much higher runtime. SPOT-WDBA can build smaller Büchi automata than LTL3BA-a, but it computes very slowly. Our paper aims to achieve a better translation from LTL formulas to TGBA, and thus, the procedure of degeneralizing TGBA to BA is the second part of the algorithm.
The experiments show that our definition of acceptance conditions can produce smaller final Büchi automata and smaller intermediate automata, which can reduce the execution time. This makes our translation from LTL to TGBA better than other algorithms.
VII. CONCLUSION
Our paper focuses on achieving a better translation from LTL to TGBA compared to all other algorithms. We introduce the algorithm in three steps:
First, we focus on basic translation rules without acceptance conditions and simplifications and give a proof that LTL2BA's and SPOT's basic translations can be unified.
Second, a new definition of acceptance conditions that is more refined is introduced; the definition can be applied to any LTL-to-TGBA translation. The experiments show that the new acceptance conditions can obtain smaller Büchi automata that have fewer states and transitions. The definition also minimizes the intermediate automata, which allows the algorithm to compute faster.
Third, we analyze the simplifications of LTL2BA and SPOT, and we show the relationship between the two algorithms. Although they present the simplifications in different ways, some rules are actually the same.
In future work, we will focus on the translation from TGBA to BA. Since SPOT has a better degeneralization ability from TGBA to BA, we can integrate this part into our algorithm to create a much faster LTL-to-Büchi automata translation.
