Differential linear matrix inequalities : numerical solution and applications by Gonçalves, Tiago Rocha, 1993-
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Ele´trica e de Computac¸a˜o
Tiago Rocha Gonc¸alves
Desigualdades Diferenciais Lineares:
Soluc¸a˜o Nume´rica e Aplicac¸o˜es
Campinas
2018
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Ele´trica e de Computac¸a˜o
Departamento de Engenharia de Computac¸a˜o e Au-
tomac¸a˜o Industrial
Tiago Rocha Gonc¸alves
Desigualdades Diferenciais Lineares:
Soluc¸a˜o Nume´rica e Aplicac¸o˜es
Dissertac¸a˜o apresentada a` Faculdade de En-
genharia Ele´trica e de Computac¸a˜o da Uni-
versidade Estadual de Campinas como parte
dos requisitos exigidos para a obtenc¸a˜o do
t´ıtulo de Mestre em Engenharia Ele´trica, na
A´rea de Automac¸a˜o.
Orientador: Prof. Dr. Jose´ Claudio Geromel
Coorientadora: Profa. Dra. Gabriela Werner Gabriel
Este exemplar corresponde a` versa˜o
final da tese defendida pelo aluno
Tiago Rocha Gonc¸alves, e orien-
tada pelo Prof. Dr. Jose´ Claudio
Geromel
Campinas
2018
Agência(s) de fomento e nº(s) de processo(s): FAPESP, 2016/08043-9
ORCID:  http://orcid.org/0000-0003-1735-7420
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Área de Engenharia e Arquitetura
Rose Meire da Silva - CRB 8/5974
    
  Gonçalves, Tiago Rocha, 1993-  
 G586d GonDesigualdades diferenciais lineares : solução numérica e aplicações /
Tiago Rocha Gonçalves. – Campinas, SP : [s.n.], 2018.
 
   
  GonOrientador: José Claudio Geromel.
  GonCoorientador: Gabriela Werner Gabriel.
  GonDissertação (mestrado) – Universidade Estadual de Campinas, Faculdade
de Engenharia Elétrica e de Computação.
 
    
  Gon1. Métodos numéricos. 2. Desigualdades matriciais lineares. 3. Sistemas
híbridos. 4. Sistemas estocásticos. I. Geromel, José Claudio, 1952-. II. Gabriel,
Gabriela Werner, 1979-. III. Universidade Estadual de Campinas. Faculdade de
Engenharia Elétrica e de Computação. IV. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: Differential linear matrix inequalities : numerical solution and
applications
Palavras-chave em inglês:
Numerical methods
Linear matrix inequalities
Hybrid systems
Stochastic systems
Área de concentração: Automação
Titulação: Mestre em Engenharia Elétrica
Banca examinadora:
José Claudio Geromel [Orientador]
Liu Hsu
Celso Pascoli Bottura
Data de defesa: 20-07-2018
Programa de Pós-Graduação: Engenharia Elétrica
Powered by TCPDF (www.tcpdf.org)
COMISSA˜O JULGADORA-DISSERTAC¸A˜O DE MESTRADO
Candidato: Tiago Rocha Gonc¸alves, RA: 190713.
Data da Defesa: 20 de Julho de 2018.
T´ıtulo da tese: ”Desigualdades diferenciais lineares: soluc¸a˜o nume´rica e aplicac¸o˜es”.
Prof. Dr. Jose´ Claudio Geromel (Presidente, FEEC/ UNICAMP)
Prof. Dr. Liu Hsu (UFRJ)
Prof. Dr. Celso Pascoli Bottura (FEEC/UNICAMP)
A ata de defesa, com as respectivas assinaturas dos membros da Comissa˜o Julgadora,
encontra-se no processo de vida acadeˆmica do aluno.
Dedico esta dissertac¸a˜o a` minha famı´lia:
Se´rgio, Edna, Tomaz e Ju´lia.
Agradecimentos
Em primeiro lugar, gostaria de agradecer a` minha ma˜e Edna, ao meu pai Se´rgio,
ao meu irma˜o Tomaz e a minha irma˜ Ju´lia. Todos formam o meu alicerce. Sou grato por
meus pais terem me proporcionado diversas oportunidades e condic¸o˜es que me permitiram
chegar ate´ aqui e por meus irma˜os ao me incentivarem a almejar objetivos maiores.
Agradec¸o ao meu orientador, o professor Geromel, pelos va´rios ensinamentos e
pelas conversas na sua sala. Tenho uma grande admirac¸a˜o pelo seu trabalho. Sou bastante
grato tambe´m pela minha coorientadora Gabriela por ter tornado isso tudo poss´ıvel. Foram
va´rias reunio˜es, correc¸o˜es e conversas compartilhadas.
Sou muito grato pelo suporte dia´rio dos meus amigos Rafael Soares e Tu´lio.
Agradec¸o a minha amiga Carolina por ter me apoiado no in´ıcio dos meus estudos. Eu
agradec¸o tambe´m meus amigos do laborato´rio: Rafael Cunha, Rafael Martins, Lucas,
Vanessa e Matheus por todos os momentos juntos.
Por fim, eu gostaria de agradecer a` FAPESP/CAPES, processo nu´mero
2016/08043-9, por proverem o suporte financeiro ao longo dos dois u´ltimos anos.
“May the horizon be your home.”
(Author unknown.)
Resumo
A ana´lise de sistemas dinaˆmicos de controle, lineares ou na˜o, em muitos casos, recai em
problemas de duas condic¸o˜es de contorno baseados em equac¸o˜es diferenciais, cuja soluc¸a˜o
anal´ıtica nem sempre pode ser calculada de forma expl´ıcita. Esta dissertac¸a˜o tem como
objetivo estudar e avaliar uma nova te´cnica para a soluc¸a˜o destes problemas, reescritos
atrave´s de desigualdades diferenciais lineares, de acordo com treˆs diferentes abordagens. A
primeira delas corresponde a` utilizac¸a˜o do me´todo de Euler para a soluc¸a˜o aproximada de
desigualdades diferenciais; a segunda, a adotar uma soluc¸a˜o linear por partes; e a terceira,
uma soluc¸a˜o na forma polinomial de uma certa ordem definida a priori. A partir destas
abordagens, as desigualdades resultantes podem ser resolvidas pelos softwares dedicados
a` resoluc¸a˜o de desigualdades matriciais lineares. Por fim, estes resultados sa˜o validados
aplicando-se a teoria desenvolvida no projeto de controle amostrado via realimentac¸a˜o de
estado de sistemas lineares com saltos markovianos.
Palavras-chaves: me´todos nume´ricos, desigualdades matriciais lineares, sistemas h´ıbri-
dos, sistemas estoca´sticos.
Abstract
The analysis of dynamic linear or nonlinear control systems, in many cases, leads to two
point boundary value problems based on differential equations, whose analytical solutions
most of time can not be calculated explicitly. In such a situation, the goal of this master
of science dissertation is to study and to analyze a new technique for the solution of
these problems, rewritten through differential linear matrix inequalities, according to three
different approaches. The first one corresponds to use the Euler’s method to approximately
solve differential inequalities; the second, to impose a piecewise linear solution; and the
third one, a polynomial solution of a given prespecified order. The main idea is to handle
the resulting inequalities through linear matrix inequality solvers. Finally, these outcomes
are validated by applying the developed theory to the design of state feedback sampled-
data control of Markov jump linear systems.
Keywords: numerical methods, linear matrix inequalities, hybrid systems, stochastic
systems.
Lista de ilustrac¸o˜es
Figura 1 – Exemplo de uma arquitetura de rede utilizando NCS. . . . . . . . . . . 15
Figura 2 – Autovalores do sistema em malha fechada – ℎ = 0.72 (me´todo de Euler). 35
Figura 3 – Autovalores do sistema em malha fechada – ℎ = 0.72 (soluc¸a˜o PWL). . 38
Figura 4 – Soluc¸a˜o linear por partes com diversos segmentos. . . . . . . . . . . . . 39
Figura 5 – Autovalores do sistema em malha fechada – ℎ = 0.72 (soluc¸a˜o polinomial). 42
Figura 6 – Sistema massa-mola-amortecedor. . . . . . . . . . . . . . . . . . . . . . 46
Figura 7 – Soluc¸a˜o temporal para soluc¸a˜o linear por partes para 𝑛ℎ = 16. . . . . . 48
Figura 8 – Soluc¸a˜o temporal para soluc¸a˜o polinomial para 𝑛𝜑 = 5. . . . . . . . . . 48
Lista de tabelas
Tabela 1 – Soluc¸a˜o linear por partes – ℎ = 0.1. . . . . . . . . . . . . . . . . . . . . 39
Tabela 2 – Soluc¸a˜o polinomial - ℎ = 0.1. . . . . . . . . . . . . . . . . . . . . . . . 42
Tabela 3 – Exemplo acadeˆmico - soluc¸a˜o PWL. . . . . . . . . . . . . . . . . . . . 44
Tabela 4 – Exemplo acadeˆmico - soluc¸a˜o polinomial. . . . . . . . . . . . . . . . . . 44
Tabela 5 – Sistema massa-mola-amortecedor - soluc¸a˜o PWL. . . . . . . . . . . . . 46
Tabela 6 – Sistema massa-mola-amortecedor - soluc¸a˜o polinomial. . . . . . . . . . 46
Tabela 7 – Peˆndulo de Furuta - soluc¸a˜o PWL. . . . . . . . . . . . . . . . . . . . . 50
Tabela 8 – Peˆndulo de Furuta - soluc¸a˜o polinomial. . . . . . . . . . . . . . . . . . 50
Lista de acroˆnimos e abreviac¸o˜es
DLMIs Differential Linear Matrix Inequalities
LMIs Linear Matrix Inequalities
LTI Linear Time Invariant
MJLS Markov Jump Linear Systems
NCS Network Control Systems
PWL Piecewise Linear
Suma´rio
1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Conceitos Ba´sicos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1 Notac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Sistemas Lineares com Saltos Markovianos . . . . . . . . . . . . . . . . . . 18
2.3 Normas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Norma ℋ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Norma ℋ∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Sistemas Amostrados e Sistemas Hı´bridos . . . . . . . . . . . . . . . . . . . 22
3 Sistemas H´ıbridos com Saltos Markovianos . . . . . . . . . . . . . . . . . . 24
3.1 Controle Amostrado ℋ∞ O´timo . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Controle Amostrado ℋ2 O´timo . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Controle Robusto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 Desigualdades Diferenciais Lineares . . . . . . . . . . . . . . . . . . . . . . . 33
4.1 Me´todo de Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Soluc¸a˜o Linear por Partes . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.1 Implementac¸a˜o Nume´rica . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Soluc¸a˜o Polinomial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5 Exemplos Ilustrativos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.1 Exemplo Acadeˆmico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.1.1 Controle ℋ2 O´timo . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.1.2 Controle ℋ∞ O´timo . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Sistema Massa-Mola-Amortecedor . . . . . . . . . . . . . . . . . . . . . . . 45
5.2.1 Controle ℋ2 O´timo . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2.2 Controle ℋ∞ O´timo . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Peˆndulo de Furuta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3.1 Controle ℋ2 O´timo . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3.2 Controle ℋ∞ O´timo . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Refereˆncias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
APEˆNDICE A Lema 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
15
1 Introduc¸a˜o
Sistemas controlados em redes, chamados de NCS, correspondem a um recente
campo interdisciplinar de grande importaˆncia na a´rea de teoria de controle. Nele, teorias
cla´ssica e moderna de controle sa˜o utilizadas em conjunto com a teoria de comunicac¸o˜es
com o objetivo de construir controladores capazes de atuar atrave´s de uma rede de comuni-
cac¸a˜o. Para tal, e´ necessa´rio modelar problemas inerentes a qualquer tipo de comunicac¸a˜o
como perda de pacotes, limitac¸a˜o de largura de banda e amostragem do sinal transmitido
com o intuito de obter uma lei de controle que opere em situac¸o˜es mais pro´ximas da
realidade. Atualmente existem algumas refereˆncias dispon´ıveis na literatura relacionadas
ao tema NCS, como Hespanha et al. (2007), Gupta e Chow (2010) e Zhang et al. (2013)
que resumem os principais resultados na a´rea obtidos ate´ a e´poca que foram publicados.
O ra´pido avanc¸o da internet vinculado a` necessidade de reduc¸a˜o de custos rela-
cionados a` instalac¸a˜o de novos sensores/atuadores e atrelado a` facilidade de adaptac¸a˜o
para mudanc¸as futuras na sua estrutura, promoveram o uso de NCS em diversas apli-
cac¸o˜es pra´ticas, como, por exemplo, medicina, ambientes perigosos, aviac¸a˜o e explorac¸a˜o
espacial (WANG; LIU, 2008). Em contrapartida, ha´ um grande aumento da dificuldade
em modelar fielmente todo esse processo que se inicia com a leitura dos sinais da planta
realizada por sensores. Posteriormente, a informac¸a˜o e´ utilizada por um controlador que
remotamente envia o sinal resultante aos atuadores, conforme Figura 1. O objetivo e´ impor
um desempenho adequado ao sistema em malha fechada considerando um modelo mais
realista da rede. Para isso, um controle do tipo amostrado modela a limitac¸a˜o na largura
de banda do canal de transmissa˜o e a cadeia de Markov permite levar em considerac¸a˜o
que o sinal transmitido esta´ sujeito a`s imperfeic¸o˜es e erros ja´ comentados.
PlantaAtuador Sensor
Controlador
Rede
Figura 1 – Exemplo de uma arquitetura de rede utilizando NCS.
Cap´ıtulo 1. Introduc¸a˜o 16
O avanc¸o computacional e o aprimoramento de me´todos nume´ricos, que surgiram
como alternativa a` busca de soluc¸o˜es anal´ıticas de problemas matematicamente comple-
xos, permitiram um grande avanc¸o em diversas a´reas. Dentre estas, pode-se citar a a´rea
de controle de sistemas dinaˆmicos que engloba a ana´lise e s´ıntese de controladores para
sistemas lineares a partir do uso de LMIs. Uma das principais vantagens desta ferramenta
matema´tica consiste na sua capacidade de enfrentar mu´ltiplos objetivos e lidar com incer-
tezas parame´tricas (BOYD et al., 1994). De fato, utilizando-se transformac¸o˜es biun´ıvocas
de varia´veis e´ poss´ıvel reescrever tais problemas atrave´s de formulac¸o˜es convexas linea-
res. Ale´m disso, o advento de algoritmos de pontos interiores foi imprescind´ıvel para a
programac¸a˜o e a soluc¸a˜o via otimizac¸a˜o convexa. Em alguns casos ainda as condic¸o˜es de
estabilidade e o ca´lculo de normas recaem na soluc¸a˜o de um sistema de DLMIs que tam-
be´m na˜o admite uma soluc¸a˜o em forma fechada e que, portanto, deve ser resolvido atrave´s
de me´todos nume´ricos. Este e´ o tema principal a ser desenvolvido nesta dissertac¸a˜o.
Os problemas de controle baseados em equac¸o˜es diferenciais matriciais lineares
podem ser convertidos em desigualdades diferenciais lineares, acompanhados por con-
dic¸o˜es de contorno. Um exemplo e´ dado em Amato et al. (2006), onde se obte´m um
controlador em tempo finito via realimentac¸a˜o de sa´ıda para sistemas lineares cont´ınuos
e variantes no tempo, a partir de condic¸o˜es expressas atrave´s de DLMIs. Ale´m disso,
em Briat (2013), diferentes aspectos envolvendo a estabilidade robusta em domı´nios po-
lito´picos, como dwell-time e amostragem na˜o uniforme, foram tratados tambe´m atrave´s
do uso de DLMIs. Esses problemas, apesar de serem complexos, podem ser resolvidos
atrave´s da aplicac¸a˜o de me´todos nume´ricos adequados. Extenso˜es do uso de DLMIs aos
trabalhos de Geromel e Souza (2015) e Gabriel (2016), que resolvem problemas de con-
torno baseados em equac¸o˜es diferencias matriciais lineares para a obtenc¸a˜o de uma lei
de controle amostrado o´timo para sistemas LTI e lineares com saltos markovianos, res-
pectivamente, tambe´m sa˜o poss´ıveis. Neste caso, a adoc¸a˜o de um me´todo de integrac¸a˜o
de primeira ordem, por exemplo, nos problemas de contorno encontrados em Geromel e
Souza (2015) e Gabriel (2016), simplifica bastante a determinac¸a˜o de uma soluc¸a˜o que,
devido a aproximac¸a˜o utilizada, geralmente viola as restric¸o˜es consideradas.
A contribuic¸a˜o feita em Shaked e Suplin (2001), onde uma DLMI foi resolvida a
partir da discretizac¸a˜o do tempo em intervalos iguais, permitiu a soluc¸a˜o de problemas
de controle por realimentac¸a˜o de estado em horizonte finito de sistemas cont´ınuos com
incertezas parame´tricas. Similarmente, em Gershon et al. (2001), foi proposto um me´todo
via DLMIs para soluc¸a˜o de sistemas lineares discretos variantes no tempo com horizonte
finito, o que permitiu resolver problemas de controle robusto por realimentac¸a˜o de sa´ıda.
Em ambos os casos, os autores adotaram o procedimento nume´rico de primeira ordem com
a finalidade de resolver desigualdades diferenciais lineares e, assim, reescrever as DLMIs
como LMIs aproximadas.
Sistemas lineares com saltos markovianos esta˜o sendo cada vez mais utilizados na
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literatura, pois sa˜o capazes de modelar variac¸o˜es parame´tricas aleato´rias e, assim, tornar
os modelos de sistemas de controle em rede mais pro´ximos da realidade. O processo de
Markov e´ probabil´ıstico e sua func¸a˜o distribuic¸a˜o de probabilidade condicional satisfaz a
propriedade de na˜o ter memo´ria (STEWART, 2009), ou seja, tanto a sequeˆncia de estados
passados quanto futuros sa˜o irrelevantes para definir o seu comportamento. Apenas o
estado atual conte´m todas as informac¸o˜es relevantes para descrever o processo, (LEON-
GARCIA, 2008). Por este motivo, a perda de pacotes e´ bem modelada por cadeias de
Markov como em Gabriel (2016).
Conforme dito, o tratamento dos sistemas lineares com saltos markovianos sujei-
tos a` amostragem do sinal e´ poss´ıvel e baseia-se em equac¸o˜es diferenciais matriciais, ver
Gabriel (2016). Nessa refereˆncia, a soluc¸a˜o proposta utiliza me´todos nume´ricos recaindo
em algoritmos iterativos, evitando assim o uso de DLMIs. No entanto, tais problemas
podem convenientemente ser reescritos atrave´s de desigualdades diferenciais lineares, cujo
tratamento ate´ enta˜o na˜o recebeu a devida atenc¸a˜o. Esta dissertac¸a˜o visa contribuir com
a proposic¸a˜o de me´todos alternativos para a soluc¸a˜o das DLMIs, bem como apontar li-
mitac¸o˜es dos me´todos atualmente adotados. Uma implicac¸a˜o importante do uso desta
ferramenta matema´tica e´ a possibilidade de resolver problemas mais abrangentes como e´
o caso dos sistemas sujeitos a incertezas parame´tricas abordados em Gabriel et al. (2018b).
Os cap´ıtulos seguintes esta˜o organizados como se segue:
∙ Cap´ıtulo 2: Conceitos Ba´sicos. Neste cap´ıtulo e´ apresentada a notac¸a˜o uti-
lizada ao longo do texto e introduz-se os modelos de sistemas lineares com saltos
markovianos, de sistemas com controle amostrado e de sistemas h´ıbridos, ale´m do
ca´lculo das normas ℋ2 e ℋ∞.
∙ Cap´ıtulo 3: Sistemas Hı´bridos com Saltos Markovianos. Sa˜o apresentadas
condic¸o˜es para a s´ıntese de controle amostrado expressas atrave´s de desigualdades
diferenciais lineares aplicadas a um sistema h´ıbrido qualquer. Elas colocam em evi-
deˆncia a necessidade do desenvolvimento de me´todos nume´ricos capazes de trata´-las.
Ale´m disso, uma poss´ıvel generalizac¸a˜o para tratar incertezas parame´tricas e´ abor-
dada.
∙ Cap´ıtulo 4: Desigualdades Diferenciais Lineares. Sa˜o apresentadas diferentes
abordagens para o tratamento nume´rico de entidades matema´ticas desta classe,
assim como discusso˜es sobre a implementac¸a˜o nume´rica das soluc¸o˜es propostas.
∙ Cap´ıtulo 5: Exemplos Ilustrativos. Neste cap´ıtulo alguns exemplos retirados da
literatura sa˜o utilizados como forma de comparar e validar as abordagens propostas.
∙ Cap´ıtulo 6: Conclusa˜o. Por u´ltimo, sa˜o apresentadas as concluso˜es e as perspec-
tivas para trabalhos futuros.
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2 Conceitos Ba´sicos
Neste cap´ıtulo pretende-se definir a notac¸a˜o adotada ao longo desta dissertac¸a˜o,
os sistemas dinaˆmicos a serem considerados, os ı´ndices de desempenho, as definic¸o˜es de
normas, bem como as definic¸o˜es de sistemas de controle amostrados e sistemas h´ıbridos.
Apesar de serem resultados ja´ presentes na literatura, o objetivo e´ facilitar a leitura
tornando o texto fluido. O livro Costa et al. (2013) e´ essencial no estudo de sistemas
lineares com saltos markovianos. As normas ℋ2 e ℋ∞ para sistemas lineares invariantes
no tempo sa˜o tratadas no livro Geromel e Korogui (2011) e ja´ discutidas na forma de
LMIs para sistemas markovianos no tempo discreto e cont´ınuo, em Costa et al. (1997) e
em Costa et al. (1999), respectivamente. Ja´ sistemas h´ıbridos sa˜o discutidos com a devida
profundidade na refereˆncia Goebel et al. (2009).
2.1 Notac¸a˜o
Os s´ımbolos R, R+, N e K correspondem, ao conjunto dos nu´meros reais, reais
na˜o negativos, nu´meros naturais e K = {1, 2, · · · , 𝑁}, respectivamente. Para matrizes
quadradas, tr(·) denota a func¸a˜o trac¸o. Para matrizes ou vetores reais, (′) refere-se a seus
transpostos. Para matrizes sime´tricas, (∙) denota o bloco sime´trico e 𝑋 > 0 (𝑋 ≥ 0) indica
que a matriz e´ (semi-)definida positiva. O operador esperanc¸a matema´tica e´ simbolizado
por ℰ{·} e a esperanc¸a condicional de {·} dado 𝜐(𝑡0) e´ ℰ𝜐(𝑡0){·}. O operador 𝒫(·) indica a
probabilidade de ocorrer o evento (·). Em tempo cont´ınuo, a norma de qualquer trajeto´ria
𝑤𝑐(𝑡) ∈ R𝑟𝑐 , ∀𝑡 ∈ R+, corresponde a ‖𝑤𝑐‖22 =
∫︀∞
0 ℰ(𝑤𝑐(𝑡)′𝑤𝑐(𝑡))𝑑𝑡 e ℒ2 indica o conjunto
de trajeto´rias com norma finita. Analogamente, em tempo discreto, a norma de qualquer
trajeto´ria 𝑤𝑑(𝑡𝑘) ∈ R𝑟𝑑 ,∀𝑘 ∈ N, corresponde a ‖𝑤𝑑‖22 =
∑︀∞
𝑘=0 ℰ(𝑤𝑑(𝑡𝑘)′𝑤𝑑(𝑡𝑘)) e ℓ2 indica
o conjunto de todas as trajeto´rias com norma finita. Sempre que poss´ıvel, a notac¸a˜o
espec´ıfica 𝑓 [𝑘] = 𝑓(𝑡𝑘) para 𝑘 ∈ N e´ usada no decorrer do texto.
2.2 Sistemas Lineares com Saltos Markovianos
Um sistema linear a tempo cont´ınuo com saltos markovianos possui a seguinte
realizac¸a˜o no espac¸o de estado
𝒮 :
⎧⎨⎩ ?˙?(𝑡) = 𝐴𝜃(𝑡)𝑥(𝑡) + 𝐸𝜃(𝑡)𝑤𝑐(𝑡)𝑧(𝑡) = 𝐶𝜃(𝑡)𝑥(𝑡) (2.1)
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evoluindo a partir da condic¸a˜o inicial 𝑥(0) = 𝑥0, onde 𝑥(·) : R+ → R𝑛, 𝑤𝑐(·) : R+ → R𝑟𝑐
e 𝑧(·) : R+ → R𝑠 correspondem, respectivamente, ao estado, a` entrada exo´gena e a`
sa´ıda controlada. Ale´m disso, 𝜃(𝑡) ∈ K = {1, 2, · · · , 𝑁} e´ uma varia´vel aleato´ria governada
por um processo markoviano a tempo cont´ınuo caracterizado por uma condic¸a˜o inicial
𝜃(0) = 𝜃0 ∈ K, tal que 𝒫(𝜃0 = 𝑖) = 𝜋𝑖0 ≥ 0, ∀𝑖 ∈ K, satisfazendo ∑︀𝑖∈K 𝜋𝑖0 = 1. A matriz
de taxa de transic¸a˜o {𝜆𝑖𝑗} = Λ ∈ R𝑁×𝑁 define as probabilidades de transic¸a˜o, dadas por
𝒫(𝜃(𝑡+ 𝜀) = 𝑗|𝜃(𝑡) = 𝑖) =
⎧⎨⎩1 + 𝜆𝑖𝑗𝜀+ 𝑜(𝜀) , 𝑖 = 𝑗𝜆𝑖𝑗𝜀+ 𝑜(𝜀) , 𝑖 ̸= 𝑗 (2.2)
para 𝜀 ≥ 0. Ale´m disso, lim𝜀→0+ 𝑜(𝜀)/𝜀 = 0. Os elementos de Λ sa˜o tais que 𝜆𝑖𝑗 ≥ 0,
∀𝑖 ̸= 𝑗, e ∑︀𝑗∈K 𝜆𝑖𝑗 = 0, o que implica que 𝜆𝑖𝑖 = −∑︀𝑗 ̸=𝑖∈K 𝜆𝑖𝑗 ≤ 0, ∀𝑖 ∈ K. Em algumas
situac¸o˜es, incluindo aquelas que envolvem o ca´lculo de normas, a condic¸a˜o inicial 𝑥0 ∈ R𝑛
deve ser nula.
Na verdade, quando a entrada exo´gena for impulsiva, a resposta do sistema cor-
responde a impor uma certa condic¸a˜o inicial. De fato, considere o sistema (2.1) com uma
entrada impulsiva do tipo 𝑤𝑐(𝑡) = 𝑒𝑞𝛿(𝑡) em que 𝛿(𝑡) e´ a func¸a˜o delta de Dirac e 𝑒𝑞 ∈ R𝑟𝑐 e´
o vetor correspondente a` 𝑞-e´sima coluna da matriz identidade. A soluc¸a˜o de (2.1), colocada
na forma
𝑥(𝑡) =
∫︁ 𝑡
0
(︁
𝐴𝜃(𝜏)𝑥(𝜏) + 𝐸𝜃(𝜏)𝑒𝑞𝛿(𝜏)
)︁
𝑑𝜏
=
∫︁ 𝑡
0
𝐴𝜃(𝜏)𝑥(𝜏)𝑑𝜏 + 𝐸𝜃(0)𝑒𝑞 (2.3)
permite afirmar que ela e´ ideˆntica a` soluc¸a˜o do sistema linear com saltos markovianos
𝒮 :
⎧⎨⎩ ?˙?(𝑡) = 𝐴𝜃(𝑡)𝑥(𝑡)𝑧(𝑡) = 𝐶𝜃(𝑡)𝑥(𝑡) (2.4)
com condic¸a˜o inicial 𝑥(0) = 𝐸𝜃(0)𝑒𝑞. Este resultado bastante simples sera´ utilizado fre-
quentemente no ca´lculo de normas ℋ2 desta classe de sistemas dinaˆmicos como discutido
a seguir.
2.3 Normas
Na a´rea de controle o´timo, busca-se otimizar determinado crite´rio de desempenho
de interesse. E´ nesse contexto que as classes das normas ℋ2 e ℋ∞ de func¸o˜es de trans-
fereˆncias racionais sa˜o abordadas, ja´ que sa˜o capazes de quantificar certas caracter´ısticas
do sistema em malha fechada como, por exemplo, a energia gasta na transic¸a˜o de uma
condic¸a˜o inicial qualquer ate´ a origem e a influeˆncia de uma determinada perturbac¸a˜o
exo´gena, respectivamente, (FARIAS, 1998).
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2.3.1 Norma ℋ2
Apresenta-se em seguida a definic¸a˜o deste tipo de norma bem como o procedi-
mento a ser adotado para o seu ca´lculo considerando sistemas lineares com saltos marko-
vianos. A prova do teorema que conte´m este resultado, pode ser encontrada na refereˆncia
Costa et al. (1999).
Definic¸a˜o 2.1 (Norma ℋ2 de sistemas lineares com saltos markovianos) (COSTA et al.,
1999) - O sistema (2.1), sendo esta´vel em me´dia quadra´tica, possui a seguinte norma ℋ2
‖𝒮‖2 =
⎯⎸⎸⎷ 𝑟𝑐∑︁
𝑞=1
‖𝑧𝑞‖22 (2.5)
em que 𝑧𝑞(𝑡) e´ a sua resposta a` entrada impulsiva 𝑤𝑐(𝑡) = 𝑒𝑞𝛿(𝑡), sendo 𝑒𝑞 ∈ R𝑟𝑐 o vetor
correspondente a` 𝑞-e´sima coluna da matriz identidade, para 𝑞 = 1, · · · , 𝑟𝑐.
Observe que, a partir desta definic¸a˜o, a norma ℋ2 de um sistema existe se e
somente se ele for estritamente pro´prio e esta´vel em me´dia quadra´tica, para maiores
detalhes veja Costa et al. (2013). Como e´ o caso que esta´ sendo tratado, a perturbac¸a˜o
externa 𝑤𝑐(𝑡) na˜o aparece explicitamente na equac¸a˜o que define a sa´ıda controlada 𝑧(𝑡).
O ca´lculo desta norma baseia-se no resultado a seguir.
Teorema 2.1 (COSTA et al., 1999) - A norma ℋ2 do sistema (2.1), considerado esta´-
vel em me´dia quadra´tica, pode ser calculada atrave´s do seguinte problema de otimizac¸a˜o
convexa
‖𝒮‖22 = min
𝑃𝑖>0
∑︁
𝑖∈K
𝜋𝑖0tr(𝐸 ′𝑖𝑃𝑖𝐸𝑖) (2.6)
sujeito a
𝐴′𝑖𝑃𝑖 + 𝑃𝑖𝐴𝑖 +
∑︁
𝑗∈K
𝜆𝑖𝑗𝑃𝑗 + 𝐶 ′𝑖𝐶𝑖 < 0, 𝑖 ∈ K (2.7)
onde 𝜋𝑖0 e´ a probabilidade inicial para cada modo de operac¸a˜o, ou seja, 𝒫(𝜃0 = 𝑖) = 𝜋𝑖0 ≥
0, para todo 𝑖 ∈ K.
Desde logo, deve-se observar que a restric¸a˜o (2.7) e´ uma desigualdade matricial
linear. Desta forma, o problema que permite calcular a norma ℋ2 e´ convexo pois tem
func¸a˜o objetivo linear e 𝑁 restric¸o˜es lineares acopladas. Este problema pode ser resolvido
de maneira bastante eficiente atrave´s da adoc¸a˜o de me´todos que manipulam LMIs.
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2.3.2 Norma ℋ∞
Ao contra´rio da norma ℋ2, que pode ser associada a uma grandeza f´ısica, a
norma ℋ∞ e´ normalmente usada para estabelecer condic¸o˜es de robustez do sistema em
estudo frente a perturbac¸o˜es exo´genas ou incertezas parame´tricas. Dessa forma, e´ poss´ıvel
quantificar como distu´rbios externos afetam, no pior caso, a dinaˆmica do sistema e como
as incertezas parame´tricas afetam sua estabilidade. Ao projetar um controlador baseado
na otimizac¸a˜o da norma ℋ∞, esta´-se forc¸ando o sistema a ser mais robusto. A prova do
pro´ximo teorema pode ser encontrada em Souza e Fragoso (1993).
Definic¸a˜o 2.2 (Norma ℋ∞ de sistemas lineares com saltos markovianos) (SOUZA;
FRAGOSO, 1993) - O sistema (2.1), sendo esta´vel em me´dia quadra´tica, possui a se-
guinte norma ℋ∞ igual ao menor valor de 𝛾 > 0, tal que,
‖𝑧‖2 < 𝛾‖𝑤𝑐‖2 (2.8)
para todo 𝑤𝑐(𝑡) com norma limitada, ou seja, 𝑤𝑐 ∈ ℒ2 e todo 𝜃0 ∈ K.
Como se nota, a determinac¸a˜o desta norma requer um trabalho considera´vel,
sobretudo se o paraˆmetro 𝛾 que a define for determinado atrave´s de um processo de busca
unidimensional. Felizmente, o pro´ximo teorema mostra que o ca´lculo desta norma tambe´m
pode ser feito atrave´s da soluc¸a˜o de um problema de otimizac¸a˜o convexa.
Teorema 2.2 (SOUZA; FRAGOSO, 1993) - A norma ℋ∞ do sistema (2.1), conside-
rado esta´vel em me´dia quadra´tica, pode ser calculada atrave´s do seguinte problema de
otimizac¸a˜o convexa
‖𝒮‖2∞ = min
𝛾,𝑃𝑖>0
𝛾2 (2.9)
sujeito a, ⎡⎢⎢⎢⎣
𝐴′𝑖𝑃𝑖 + 𝑃𝑖𝐴𝑖 +
∑︀
𝑗∈K 𝜆𝑖𝑗𝑃𝑗 𝐶 ′𝑖 𝑃𝑖𝐸𝑖
∙ −𝐼 0
∙ ∙ −𝛾2𝐼
⎤⎥⎥⎥⎦ < 0,∀𝑖 ∈ K (2.10)
Na verdade, as restric¸o˜es que definem o problema que permite calcular a norma
ℋ∞ sa˜o escritas como um conjunto de desigualdades alge´bricas de Riccati. Como se trata
de um conjunto de restric¸o˜es quadra´ticas convexas, estas foram convertidas nas desigual-
dades matriciais lineares (2.10). Embora, tenha uma varia´vel escalar adicional 𝛾, o fato
do problema (2.9) ser convexo e´ o seu aspecto mais relevante para que seja resolvido com
eficieˆncia.
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2.4 Sistemas Amostrados e Sistemas H´ıbridos
Nessa sec¸a˜o sa˜o abordados os principais conceitos relacionados aos sistemas de
controle amostrados e aos sistemas h´ıbridos. Um sistema de controle amostrado e´ carac-
terizado por possuir uma lei de controle, no caso, via realimentac¸a˜o de estado, do tipo
𝑢(𝑡) = 𝑢(𝑡𝑘) = 𝐿𝑥(𝑡𝑘), 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), ∀𝑘 ∈ N (2.11)
em que 𝑡𝑘 = 𝑘ℎ para todo 𝑘 ∈ N definem os instantes de amostragem igualmente espac¸ados
em que 𝑡𝑘+1 − 𝑡𝑘 = ℎ e´ denominado per´ıodo de amostragem. Note que, a sequeˆncia dos
instantes de amostragem {𝑡𝑘}𝑘∈N e´ tal que 𝑡0 = 0, 𝑡𝑘+1 > 𝑡𝑘, ∀𝑘 ∈ N, e lim𝑘→∞ 𝑡𝑘 = +∞.
Por outro lado, os sistemas h´ıbridos correspondem a sistemas que combinam
dinaˆmica cont´ınua e discreta em um mesmo modelo. A parte cont´ınua esta´ relacionada a`
dinaˆmica da planta, enquanto a parte discreta corresponde, neste caso, a` lei de controle
amostrado como definida em (2.11). Para maior clareza, considere um sistema linear
invariante no tempo expresso por
?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡) + 𝐸𝑤𝑐(𝑡) (2.12)
𝑧(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡) (2.13)
em que 𝑥(·) : R+ → R𝑛 e´ o estado, 𝑢(·) : R+ → R𝑚 e´ o controle, 𝑤𝑐(·) : R+ → R𝑟𝑐 e´ a
entrada exo´gena e 𝑧(·) : R+ → R𝑠 e´ a sa´ıda controlada. A condic¸a˜o inicial e´ 𝑥(0) = 𝑥0
e o sinal de controle e´ do tipo (2.11) que, e´ importante perceber, e´ constante por partes.
Dessa forma, (2.11) em conjunto com (2.12)-(2.13) podem ser perfeitamente modelados
atrave´s de um sistema h´ıbrido. Para tal, basta adotar a varia´vel de estado aumentada
𝜓(𝑡)′ = [𝜓1(𝑡)′ 𝜓2(𝑡)′] = [𝑥(𝑡)′ 𝑢(𝑡)′] e o sistema h´ıbrido equivalente dado na forma
?˙?(𝑡) =
⎡⎣ 𝐴 𝐵
0 0
⎤⎦𝜓(𝑡) +
⎡⎣ 𝐸
0
⎤⎦𝑤(𝑡) (2.14)
𝑧(𝑡) =
[︁
𝐶 𝐷
]︁
𝜓(𝑡) (2.15)
𝜓(𝑡𝑘) =
⎡⎣ 𝐼 0
𝐿 0
⎤⎦𝜓(𝑡−𝑘 ) (2.16)
sujeito a` condic¸a˜o inicial 𝜓(0−) = 𝜓0 = [𝑥′0 0]′ e va´lido para todo o intervalo de tempo
𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), ∀𝑘 ∈ N. Esta formulac¸a˜o foi usada em Ichicawa e Katayama (2001), Souza
(2015), Gabriel (2016) e outros autores como uma abordagem va´lida para tratar sistemas
de controle amostrados. De fato, a segunda componente de (2.14) implica que ?˙?2(𝑡) = 0,
logo 𝜓2(𝑡) e´ constante o que permite escrever 𝑢(𝑡) = 𝜓2(𝑡) = 𝜓2(𝑡𝑘), ∀𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1). A
partir deste resultado e da equac¸a˜o (2.16), tem-se que 𝑥(𝑡𝑘) = 𝜓1(𝑡𝑘) = 𝜓1(𝑡−𝑘 ) impo˜e
que 𝜓2(𝑡) = 𝐿𝜓1(𝑡𝑘) em todo o intervalo de tempo considerado, isto e´, 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1).
Por fim, a equac¸a˜o da sa´ıda (2.15) impo˜e que 𝑧(𝑡) = 𝐶𝜓1(𝑡) + 𝐷𝐿𝜓1(𝑡𝑘),∀𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1),
que corresponde a` sa´ıda controlada do sistema em malha fechada (2.13) com o controle
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amostrado por realimentac¸a˜o de estado da forma (2.11). Esta formulac¸a˜o para descrever
sistemas de controle amostrados atrave´s de sistemas h´ıbridos foi primeiramente sugerida
por Yamamoto (1990) e em seguida por Ichicawa e Katayama (2001).
Com base no exposto, pode-se afirmar que a representac¸a˜o de estado de um
sistema h´ıbrido equivalente a um sistema com controle amostrado, em sua formulac¸a˜o
gene´rica, expressa-se conforme
𝒮ℋ :
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
?˙?(𝑡) = 𝐹𝜓(𝑡) + 𝐽𝑐𝑤𝑐(𝑡)
𝑧(𝑡) = 𝐺𝜓(𝑡)
𝜓(𝑡𝑘) = 𝐻𝜓(𝑡−𝑘 ) + 𝐽𝑑𝑤𝑑[𝑘 − 1]
(2.17)
va´lida para todo 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), ∀𝑘 ∈ N, e sujeita a` condic¸a˜o inicial 𝜓(0−) = 𝜓0. Esse
modelo conte´m, como caso particular, o sistema h´ıbrido definido em (2.14)-(2.16). Observe
que a perturbac¸a˜o exo´gena a tempo discreto 𝑤𝑑 aparece com um atraso de uma unidade
de tempo, o que pode ser feito sem perda de generalidade. Neste contexto, e´ importante
ressaltar que a refereˆncia Goebel et al. (2009) conte´m todos estes casos.
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3 Sistemas H´ıbridos com Saltos Markovianos
Neste cap´ıtulo e´ apresentado o desenvolvimento de resultados recentes sobre o
estudo de controle amostrado aplicado a sistemas lineares com saltos markovianos, assim
como, uma poss´ıvel generalizac¸a˜o para o caso em que incertezas parame´tricas esta˜o pre-
sentes na planta ou na matriz de taxa de transic¸a˜o dos estados de Markov. Uma poss´ıvel
aplicac¸a˜o pra´tica para esses sistemas corresponde aos NCSs. Dessa forma, sa˜o expostas
condic¸o˜es para a s´ıntese de leis de controle amostrado expressas atrave´s de desigualda-
des diferenciais lineares aplicadas a um sistema h´ıbrido equivalente. Elas colocam em
evideˆncia a necessidade do desenvolvimento de me´todos nume´ricos capazes de trata´-las.
A partir desse momento, sera˜o adotados sistemas h´ıbridos como definido no Sec¸a˜o 2.4,
pore´m sujeitos a saltos markovianos como apresentado no Sec¸a˜o 2.2. O modelo a ser utili-
zado corresponde ao sistema linear com saltos markovianos com a seguinte realizac¸a˜o em
espac¸o de estado
?˙?(𝑡) = 𝐴𝜃(𝑡)𝑥(𝑡) +𝐵𝜃(𝑡)𝑢(𝑡) + 𝐸𝑐𝜃(𝑡)𝑤𝑐(𝑡) (3.1)
𝑧(𝑡) = 𝐶𝜃(𝑡)𝑥(𝑡) +𝐷𝜃(𝑡)𝑢(𝑡) (3.2)
evoluindo a partir da condic¸a˜o inicial 𝑥(0) = 𝑥0 e 𝜃(𝑡) = 𝜃0, onde 𝑥(·) : R+ → R𝑛,
𝑢(·) : R+ → R𝑚, 𝑤𝑐(·) : R+ → R𝑟𝑐 e 𝑧(·) : R+ → R𝑠 correspondem, respectivamente, ao
estado, ao controle, a` entrada exo´gena e a` sa´ıda controlada. Ale´m do mais, 𝜃(𝑡) e´ uma
varia´vel aleato´ria governada por um processo markoviano a tempo cont´ınuo, definida em
K com matriz de taxa de transic¸a˜o {𝜆𝑖𝑗} = Λ ∈ R𝑁×𝑁 . Este sistema, esta´ sujeito a uma
lei de controle amostrado por realimentac¸a˜o de estado do tipo
𝑢(𝑡) = 𝑢(𝑡𝑘) = 𝐿𝜃(𝑡𝑘)𝑥(𝑡𝑘) + 𝐸𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1] (3.3)
para todo 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), ∀𝑘 ∈ N. Nota-se que, a sequeˆncia dos instantes de amostragem
{𝑡𝑘}𝑘∈N e´ tal que 𝑡0 = 0, 𝑡𝑘+1 > 𝑡𝑘, ∀𝑘 ∈ N, e lim𝑘→∞ 𝑡𝑘 = +∞. Em (3.3), o termo
𝐸𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘−1] representa uma perturbac¸a˜o em tempo discreto limitada em norma 𝑤𝑑 ∈ ℓ2,
na varia´vel de controle. E´ importante salientar que o atraso de uma unidade de tempo
na perturbac¸a˜o exo´gena 𝑤𝑑(·) foi introduzido sem perda de generalidade para simplificar
as provas dos resultados que sera˜o introduzidos a seguir. E´ poss´ıvel enta˜o, reescrever
o sistema h´ıbrido composto pelo sistema definido em (3.1)-(3.2) governado pela lei de
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controle (3.3) na forma
?˙?(𝑡) = 𝐹𝜃(𝑡)𝜓(𝑡) + 𝐽𝑐𝜃(𝑡)𝑤𝑐(𝑡) (3.4)
𝑧(𝑡) = 𝐺𝜃(𝑡)𝜓(𝑡) (3.5)
𝜓(𝑡𝑘) = 𝐻𝜃(𝑡𝑘)𝜓(𝑡−𝑘 ) + 𝐽𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1] (3.6)
para todo 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), ∀𝑘 ∈ N. A evoluc¸a˜o temporal deste sistema h´ıbrido depende
da varia´vel aleato´ria 𝜃(𝑡) ∈ K = {1, 2, · · · , 𝑁} que e´ governada por um processo marko-
viano a tempo cont´ınuo com matriz de taxa de transic¸a˜o {𝜆𝑖𝑖} = Λ ∈ R𝑁×𝑁 definida
anteriormente. Ele esta´ sujeito a`s condic¸o˜es iniciais 𝜓(0−) = 𝜓0 e 𝜃(0) = 𝜃0 ∈ K tal que
𝒫(𝜃0 = 𝑖) = 𝜋𝑖0 ≥ 0, ∀𝑖 ∈ K, que satisfaz ∑︀𝑖∈K 𝜋𝑖0 = 1. As matrizes da representac¸a˜o de
estado (3.4)-(3.6) se relacionam com aquelas do sistema original (3.1)-(3.3) atrave´s de
𝐹𝑖 =
⎡⎣ 𝐴𝑖 𝐵𝑖
0 0
⎤⎦ , 𝐽𝑐𝑖 =
⎡⎣ 𝐸𝑐𝑖
0
⎤⎦ , 𝐺′𝑖 =
⎡⎣ 𝐶 ′𝑖
𝐷′𝑖
⎤⎦ , (3.7)
𝐻𝑖 =
⎡⎣ 𝐼 0
𝐿𝑖 0
⎤⎦ , 𝐽𝑑𝑖 =
⎡⎣ 0
𝐸𝑑𝑖
⎤⎦ (3.8)
para todo 𝑖 ∈ K. As matrizes e submatrizes indicadas teˆm dimenso˜es apropriadas.
Esta representac¸a˜o de estado corresponde a um sistema h´ıbrido linear sujeito
a saltos markovianos e a explicac¸a˜o e´ ana´loga a`quela dada na Sec¸a˜o 2.4, pore´m agora
envolvendo matrizes que dependem de cada modo da cadeia de Markov 𝑖 ∈ K. De fato,
considerando o vetor de estado aumentado 𝜓(𝑡)′ = [𝜓1(𝑡)′ 𝜓2(𝑡)′] = [𝑥(𝑡)′ 𝑢(𝑡)′], a segunda
componente de (3.4) implica que ?˙?2(𝑡) = 0, logo 𝜓2(𝑡) e´ constante e podemos escrever
𝑢(𝑡) = 𝜓2(𝑡) = 𝜓2(𝑡𝑘), ∀𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1). A partir deste resultado e da equac¸a˜o (3.6), temos
que 𝑥(𝑡𝑘) = 𝜓1(𝑡𝑘) = 𝜓1(𝑡−𝑘 ) impo˜e que 𝜓2(𝑡) = 𝐿𝜃(𝑡𝑘)𝜓1(𝑡𝑘) + 𝐸𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1] em todo
o intervalo de tempo rece´m mencionado, isto e´, 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1). Por u´ltimo, a equac¸a˜o da
sa´ıda (3.5) impo˜e que 𝑧(𝑡) = 𝐶𝜃(𝑡)𝜓1(𝑡) + 𝐷𝜃(𝑡)𝜓2(𝑡𝑘),∀𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), que corresponde
a sa´ıda controlada do sistema em malha fechada (3.2) com o controle amostrado por
realimentac¸a˜o de estado da forma (3.3). Vale ressaltar que o processo comec¸a em 𝑡0 = 0
a partir da condic¸a˜o inicial 𝜓(0) = 𝐻𝜃0𝜓0 + 𝐽𝑑𝜃0𝑤𝑑[−1] que depende de 𝜓0 = 𝜓(0−) e de
𝑤𝑑[−1]. Estes valores somadas a`s entradas exo´genas 𝑤𝑐 ∈ ℒ2 e 𝑤𝑑 ∈ ℓ2 sa˜o definidos de
acordo com o problema de interesse.
O objetivo desta dissertac¸a˜o e´ determinar uma lei de controle amostrado o´tima
para sistemas lineares com saltos markovianos, com ı´ndices de desempenho do tipo ℋ2
e ℋ∞, assim como em Costa et al. (2013) e Gabriel (2016). Para abordar esses dois
problemas atrave´s de uma forma unificada, dado o escalar 𝛾 ∈ R+ e a lei de controle
amostrado (3.3), deve-se determinar a func¸a˜o 𝜌𝛾(·) : R𝑛+𝑚 → R definida na forma
𝜌𝛾(𝜓(0)) = sup
𝑤𝑐∈ℒ2, 𝑤𝑑∈ℓ2
‖𝑧‖22 − 𝛾2
(︁
‖𝑤𝑐‖22 + ‖𝑤𝑑‖22
)︁
(3.9)
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De fato, nota-se que o problema de controle o´timo ℋ∞ corresponde a encontrar 𝛾 = 𝛾𝑜𝑝𝑡
que minimiza a func¸a˜o 𝜌𝛾(0) em relac¸a˜o ao controle 𝑢(𝑡) da forma (3.3). Adicionalmente,
tem-se que 𝜌𝛾 ≤ 0 para qualquer 𝛾 > 𝛾𝑜𝑝𝑡 > 0. Por outro lado, 𝜌∞(𝜓(0)) = ‖𝑧‖22 decorre
do fato que para 𝛾 = +∞, a equac¸a˜o (3.9) fornece 𝑤*𝑐 ≡ 0 e 𝑤*𝑑 ≡ 0. Adicionando as
parcelas devidas a`s condic¸o˜es iniciais correspondentes aos impulsos cont´ınuos no tempo
𝛿(0−) (delta de Dirac), em cada canal de entrada exo´gena 𝑤𝑐, e aos impulsos discretos
𝛿[𝑘− 1] (delta de Kronecker), em cada canal de entrada exo´gena 𝑤𝑑, enta˜o a minimizac¸a˜o
de
∑︀𝑟𝑐+𝑟𝑑
𝑞=1 𝜌∞(𝜓𝑞(0)) fornece o controle o´timo ℋ2. O pro´ximo teorema indica como calcular
o ı´ndice de desempenho (3.9). A prova segue conforme Gabriel et al. (2018b).
Teorema 3.1 Sejam dados os escalares ℎ > 0, 𝛾 > 0 , a condic¸a˜o inicial 𝜓(0) e as
matrizes de ganho 𝐿𝑖 ∈ R𝑚×𝑛, ∀𝑖 ∈ K. O sistema linear h´ıbrido com saltos markovianos
(3.4)-(3.6) e´ esta´vel em me´dia quadra´tica e o ı´ndice de desempenho (3.9) satisfaz
𝜌𝛾(𝜓(0)) ≤
∑︁
𝑖∈K
𝜋𝑖0𝜓(0)′𝑆𝑖𝜓(0) (3.10)
se e somente se existirem matrizes 𝑆𝑖 definidas positivas com dimenso˜es compat´ıveis tais
que 𝛾2𝐼 > 𝐽 ′𝑑𝑖𝑆𝑖𝐽𝑑𝑖, ∀𝑖 ∈ K, e que satisfazem o problema de duas condic¸o˜es de contorno
composto pelas inequac¸o˜es diferenciais acopladas
?˙?𝑖(𝑡) + 𝐹 ′𝑖𝑃𝑖(𝑡) + 𝑃𝑖(𝑡)𝐹𝑖 + 𝛾−2𝑃𝑖(𝑡)𝐽𝑐𝑖𝐽 ′𝑐𝑖𝑃𝑖(𝑡) +
∑︁
𝑗∈K
𝜆𝑖𝑗𝑃𝑗(𝑡) +𝐺′𝑖𝐺𝑖 ≤ 0 (3.11)
sujeitas a`s condic¸o˜es de contorno (uma delas estritamente satisfeita)
𝑆𝑖 ≥ 𝑃𝑖(0), 𝑃𝑖(ℎ) ≥ 𝐻 ′𝑖(𝑆−1𝑖 − 𝛾−2𝐽𝑑𝑖𝐽 ′𝑑𝑖)−1𝐻𝑖, (3.12)
para todo 𝑖 ∈ K.
Prova: Para suficieˆncia, considere uma func¸a˜o do tipo 𝒱𝜃(𝜓, 𝑡) para 𝜃 ∈ K, 𝜓 ∈ R𝑛+𝑚,
e 𝑡 ∈ [0, ℎ). Supondo que (3.11) admite uma soluc¸a˜o no intervalo 𝑡 ∈ [0, ℎ), enta˜o o
gerador infinitesimal (veja Costa et al. (1999) e Smears (2011)) aplicado em 𝒱𝜃(𝜓, 𝑡), leva
a` conclusa˜o de que as desigualdades de Hamilton-Jacobi-Bellman
sup
𝑤𝑐
{︂
𝜕𝒱 ′𝑖
𝜕𝜓
(𝐹𝑖𝜓+𝐽𝑐𝑖𝑤𝑐) + 𝜓′𝐺′𝑖𝐺𝑖𝜓 − 𝛾2𝑤′𝑐𝑤𝑐
}︂
+ 𝜕𝒱𝑖
𝜕𝑡
≤ −∑︁
𝑗∈K
𝜆𝑖𝑗𝒱𝑗 (3.13)
definidas no intervalo 𝑡 ∈ [0, ℎ), teˆm como soluc¸a˜o as func¸o˜es quadra´ticas 𝒱𝑖(𝜓, 𝑡) =
𝜓′𝑃𝑖(𝑡)𝜓 para todo 𝑖 ∈ K. Assim, qualquer soluc¸a˜o fact´ıvel de (3.13) pode ser escrita,
para (𝜓(𝑡𝑘), 𝜃(𝑡𝑘)) = (𝜓, 𝑖), 𝑖 ∈ K, como
𝒱𝑖(𝜓, 𝑡𝑘) ≥ sup
𝑤𝑐
ℰ (𝜓,𝑖)
{︂ ∫︁ 𝑡𝑘+1
𝑡𝑘
(𝑧′𝑧 − 𝛾2𝑤′𝑐𝑤𝑐)𝑑𝑡+ 𝒱𝜃(𝑡𝑘+1)(𝜓(𝑡−𝑘+1), 𝑡𝑘+1)
}︂
(3.14)
uma vez que a soluc¸a˜o de (3.11), sempre que existir, e´ cont´ınua no intervalo de tempo
𝑡 ∈ [0, ℎ), veja Costa et al. (2013). Ademais, o processo de saltos markovianos impo˜e que
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𝜃(𝑡−𝑘+1) = 𝜃(𝑡𝑘+1) com probabilidade um. De fato, devido a natureza invariante no tempo
da equac¸a˜o (3.13), a func¸a˜o 𝒱𝑖(𝜓, 𝑡) = 𝜓′𝑃𝑖(𝑡 − 𝑡𝑘)𝜓 e´ fact´ıvel em todos os intervalos
subsequentes para todo 𝑖 ∈ K, considerando que as mesmas condic¸o˜es iniciais e finais de
contorno sa˜o satisfeitas. Assim, e´ suficiente analisar apenas o primeiro intervalo de tempo
[0, ℎ), e aplicar a mesma soluc¸a˜o para os demais intervalos.
A condic¸a˜o de contorno inicial definida em (3.12) implica que 𝜓′𝑆𝑖𝜓 ≥ 𝜓′𝑃𝑖(0)𝜓 =
𝒱𝑖(𝜓(𝑡𝑘), 𝑡𝑘),∀𝑖 ∈ K e ∀𝑘 ∈ N. Por outro lado, usando a notac¸a˜o 𝑤𝑑[𝑘] = 𝑤𝑑, a partir
do Lema A.1 demonstrado no Apeˆndice A, a condic¸a˜o de contorno final de (3.12) implica
que
𝒱𝑗(𝜓(𝑡−𝑘+1), 𝑡𝑘+1) ≥ sup
𝑤𝑑
{𝜓(𝑡𝑘+1)′𝑆𝑗𝜓(𝑡𝑘+1)− 𝛾2𝑤′𝑑𝑤𝑑} (3.15)
e´ assegurada para 𝑗 = 𝜃(𝑡𝑘+1) ∈ K. Consequentemente, definindo-se a func¸a˜o quadra´tica
𝑣𝜃(𝜓) = 𝜓′𝑆𝜃𝜓, 𝜃 ∈ K, e combinando-se as desigualdades (3.14) e (3.15), pode-se verificar
que a func¸a˜o 𝑣𝜃(𝜓) satisfaz
𝑣𝑖(𝜓) ≥ sup
𝑤𝑐,𝑤𝑑
ℰ (𝜓,𝑖)
{︂ ∫︁ 𝑡𝑘+1
𝑡𝑘
(𝑧′𝑧 − 𝛾2𝑤′𝑐𝑤𝑐)𝑑𝑡− 𝛾2𝑤′𝑑𝑤𝑑 + 𝑣𝜃(𝑡𝑘+1)(𝜓(𝑡𝑘+1))
}︂
(3.16)
para todo 𝑘 ∈ N. Como consequeˆncia, duas afirmac¸o˜es podem ser feitas. Primeiramente,
desde que esta desigualdade seja va´lida, em particular, para entradas nulas 𝑤𝑐 ≡ 0 e 𝑤𝑑 ≡
0, se uma das restric¸o˜es em (3.12) e´ estritamente satisfeita, enta˜o (3.16) tambe´m se torna
estritamente satisfeita o que implica que existe um 𝜖 > 0 suficientemente pequeno tal que
ℰ (𝜓(𝑡𝑘),𝜃(𝑡𝑘)){𝑣𝜃(𝑡𝑘+1)(𝜓(𝑡𝑘+1))} ≤ (1 − 𝜀)𝑣𝜃(𝑡𝑘)(𝜓(𝑡𝑘)). Enta˜o, a sequeˆncia ℰ{𝑣𝜃(𝑡𝑘)(𝜓(𝑡𝑘))}
converge para zero a` medida que 𝑘 ∈ N vai para o infinito, implicando que o sistema em
malha fechada seja esta´vel em me´dia quadra´tica. Em segundo lugar, a partir de (3.16)
obte´m-se
𝜌𝛾(𝜓(0)) = sup
𝑤𝑐,𝑤𝑑
ℰ
{︂∑︁
𝑘∈N
ℰ (𝜓(𝑡𝑘),𝜃(𝑡𝑘))
∫︁ 𝑡𝑘+1
𝑡𝑘
(𝑧′𝑧 − 𝛾2𝑤′𝑐𝑤𝑐)𝑑𝑡− 𝛾2𝑤𝑑[𝑘]′𝑤𝑑[𝑘]
}︂
(3.17)
≤ ℰ
{︂∑︁
𝑘∈N
(︂
𝑣𝜃(𝑡𝑘)(𝜓(𝑡𝑘))− ℰ (𝜓(𝑡𝑘),𝜃(𝑡𝑘))𝑣𝜃(𝑡𝑘+1)(𝜓(𝑡𝑘+1))
)︂}︂
= ℰ
⎧⎨⎩∑︁
𝑘∈N
(︁
𝑣𝜃(𝑡𝑘)(𝜓(𝑡𝑘))− 𝑣𝜃(𝑡𝑘+1)(𝜓(𝑡𝑘+1))
)︁⎫⎬⎭
= ℰ{𝑣𝜃0(𝜓(0))} =
∑︁
𝑖∈K
𝜋𝑖0𝜓(0)′𝑆𝑖𝜓(0) (3.18)
que e´ exatamente a desigualdade (3.10), concluindo, enta˜o, a prova da suficieˆncia.
Para a necessidade, deve-se provar que a func¸a˜o 𝜌𝛾((𝜓0)) e´ exatamente calcu-
lada. Supondo que o sistema em ana´lise e´ esta´vel em me´dia quadra´tica e que a soluc¸a˜o do
problema (3.9) existe, a prova da suficieˆncia pode ser revertida substituindo-se as desigual-
dades por igualdades e adotando-se, sem perda de generalidade, uma func¸a˜o de custo qua-
dra´tica. A este respeito, existem dois pontos cruciais que dizem respeito a determinac¸a˜o da
perturbac¸a˜o de pior caso em tempo cont´ınuo 𝑤*𝑐 (𝑡) = 𝑤𝑐(𝜓(𝑡), 𝜃(𝑡)) = 𝛾−2𝐽 ′𝑐𝜃(𝑡)𝑃𝜃(𝑡)(𝑡)𝜓(𝑡),
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∀𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), que segue de (3.14), e em tempo discreto 𝑤*𝑑[𝑘−1] = 𝑤𝑑(𝜓(𝑡−𝑘 ), 𝜃(𝑡𝑘)),∀𝑘 ∈
N, dada por (A.3) e que segue de (3.15), respectivamente. O Lema A.1 apresentado no
Apeˆndice A e a teoria ℋ∞ desenvolvida em Costa et al. (2013) garantem a existeˆncia da
soluc¸a˜o das desigualdades diferenciais acopladas de Riccati (3.11) sujeitas a`s condic¸o˜es de
contorno (3.12).
Por fornecer uma condic¸a˜o necessa´ria e suficiente, o Teorema 3.1 e´ um resultado
geral que inclui o valor o´timo de 𝜌𝛾(𝜓(0)). Ele e´ obtido quando a desigualdade expressa
em (3.10) se torna uma igualdade, uma vez que a soluc¸a˜o limite para as desigualdades
matriciais (3.11)-(3.12), expressas por 𝑃𝑖(𝑡), 𝑡 ∈ [0, ℎ), e 𝑆𝑖 > 0, 𝑖 ∈ K, e´ fact´ıvel. Com
o objetivo de utilizar os softwares dedicados a` resoluc¸a˜o de LMIs para obter uma solu-
c¸a˜o nume´rica, as desigualdades (3.11)-(3.12) sera˜o, daqui em diante, consideradas como
desigualdades estritas. O pro´ximo teorema apresenta o problema da s´ıntese de controle
amostrado via realimentac¸a˜o de estado reescrito como um problema convexo equivalente.
A prova segue os passos de Gabriel et al. (2018b).
Teorema 3.2 Sejam dados os escalares ℎ > 0, 𝛾 > 0 e a condic¸a˜o inicial 𝜓(0). O sistema
linear h´ıbrido com saltos markovianos (3.4)-(3.6) e´ esta´vel em me´dia quadra´tica e o ı´ndice
de desempenho (3.9) satisfaz
𝜌𝛾(𝜓(0)) <
∑︁
𝑖∈K
𝜋𝑖0𝜓(0)′𝑋𝑖(0)−1𝜓(0) (3.19)
se e somente se existirem matrizes 𝑉𝑖, 𝑋𝑖, 𝑌𝑖 e 𝑊𝑖𝑗 de dimenso˜es compat´ıveis tais que o
problema de duas condic¸o˜es de contorno expresso atrave´s das DLMIs⎡⎢⎢⎢⎣
−?˙?𝑖 +𝑋𝑖𝐹 ′𝑖 + 𝐹𝑖𝑋𝑖 +
∑︀
𝑗 ̸=𝑖∈K 𝜆𝑖𝑗𝑊𝑖𝑗 𝑋𝑖𝐺′𝑖 𝐽𝑐𝑖
∙ −𝐼 0
∙ ∙ −𝛾2𝐼
⎤⎥⎥⎥⎦ < 0 (3.20)
⎡⎣ 𝑊𝑖𝑗 +𝑋𝑖 𝑋𝑖
∙ 𝑋𝑗
⎤⎦ > 0 (3.21)
∀𝑡 ∈ [0, ℎ) e ∀𝑗 ̸= 𝑖 ∈ K, sujeitas a`s condic¸o˜es de contorno inicial e final⎡⎢⎢⎢⎣
𝑉𝑖
[︁
𝑉𝑖 𝑌
′
𝑖
]︁
0
∙ 𝑋𝑖(0) 𝐽𝑑𝑖
∙ ∙ 𝛾2𝐼
⎤⎥⎥⎥⎦ > 0 (3.22)
⎡⎢⎢⎢⎣ 𝑋𝑖(ℎ) 𝑋𝑖(ℎ)
⎡⎣ 𝐼
0
⎤⎦
∙ 𝑉𝑖
⎤⎥⎥⎥⎦ > 0 (3.23)
admita uma soluc¸a˜o fact´ıvel. Neste caso, os ganhos de realimentac¸a˜o de estado sa˜o dados
por 𝐿𝑖 = 𝑌𝑖𝑉 −1𝑖 , para todo 𝑖 ∈ K.
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Prova: Por integrac¸a˜o no sentido inverso do tempo e´ poss´ıvel verificar que qualquer soluc¸a˜o
fact´ıvel de (3.11) e´ tal que 𝑃𝑖(𝑡) > 0, ∀𝑖 ∈ K, desde que 𝑃𝑖(ℎ) > 0, ∀𝑖 ∈ K, que e´ o
caso da condic¸a˜o de contorno final (3.12) estritamente considerada. Consequentemente,
a existeˆncia da inversa 𝑋𝑖(𝑡) = 𝑃𝑖(𝑡)−1 > 0 e´ garantida para todo 𝑡 ∈ [0, ℎ) e ∀𝑖 ∈ K.
Suponha que as desigualdades (3.20)-(3.21) sa˜o fact´ıveis. Desde que 𝜆𝑖𝑗 ≥ 0, ∀𝑗 ̸= 𝑖 ∈ K,
enta˜o ∑︁
𝑗 ̸=𝑖∈K
𝜆𝑖𝑗𝑊𝑖𝑗 >
∑︁
𝑗 ̸=𝑖∈K
𝜆𝑖𝑗(𝑋𝑖𝑋−1𝑗 𝑋𝑖 −𝑋𝑖)
=
∑︁
𝑗 ̸=𝑖∈K
𝜆𝑖𝑗𝑃
−1
𝑖 𝑃𝑗𝑃
−1
𝑖 + 𝜆𝑖𝑖𝑃−1𝑖
= 𝑃−1𝑖
⎛⎝∑︁
𝑗∈K
𝜆𝑖𝑗𝑃𝑗
⎞⎠𝑃−1𝑖 (3.24)
e, consequentemente, multiplicando a desigualdade (3.20) em ambos os lados por
𝑑𝑖𝑎𝑔(𝑋−1𝑖 , 𝐼, 𝐼) implica que as desigualdades (3.11) sa˜o satisfeitas. A partir do comple-
mento de Schur e´ poss´ıvel reescrever as condic¸o˜es de contorno inicial (3.22) e final (3.23)
da seguinte forma
𝑉 −1𝑖 >
⎡⎣ 𝐼
𝐿𝑖
⎤⎦′ (︁𝑃𝑖(0)−1 − 𝛾−2𝐽𝑑𝑖𝐽 ′𝑑𝑖)︁−1
⎡⎣ 𝐼
𝐿𝑖
⎤⎦ (3.25)
𝑃𝑖(ℎ) >
⎡⎣ 𝐼
0
⎤⎦𝑉 −1𝑖
⎡⎣ 𝐼
0
⎤⎦′ (3.26)
que corresponde a`s condic¸o˜es (3.12) sempre que a escolha 𝑆𝑖 = 𝑃𝑖(0) for adotada, para
todo 𝑖 ∈ K. A partir do Teorema 3.1 a desigualdade (3.19) e´ obtida, concluindo enta˜o a
prova da suficieˆncia. Para a necessidade, considere 𝑆𝑖 = 𝑃𝑖(0) > 0, para todo 𝑖 ∈ K, e
suponha que (3.11) e a condic¸a˜o de contorno final de (3.12) sa˜o estritamente satisfeitas
para certas matrizes de ganho 𝐿𝑖 para todo 𝑖 ∈ K. Multiplicando ambos os lados de
(3.11) por 𝑃𝑖(𝑡)−1 = 𝑋𝑖(𝑡) > 0 e ajustando a matriz 𝑊𝑖𝑗 arbitrariamente pro´xima de
𝑃−1𝑖 𝑃𝑗𝑃
−1
𝑖 − 𝑃−1𝑖 , ∀𝑗 ̸= 𝑖 ∈ K, enta˜o as desigualdades (3.20)-(3.21) sa˜o satisfeitas. Ale´m
disso, considerando o fato de 𝑃𝑖(0)−1 > 𝛾−2𝐽𝑑𝑖𝐽 ′𝑑𝑖 para todo 𝑖 ∈ K, o lado direito de
(3.25) e´ uma matriz definida positiva. Ajustando-se a matriz 𝑉 −1𝑖 , para cada 𝑖 ∈ K,
arbitrariamente pro´xima desta relac¸a˜o, enta˜o a condic¸a˜o de contorno final (3.12) pode
ser reescrita como (3.26). Consequentemente, com a relac¸a˜o 𝑌𝑖 = 𝐿𝑖𝑉𝑖, as desigualdades
(3.22) e (3.23) sa˜o satisfeitas para todo 𝑖 ∈ K. A prova e´ conclu´ıda a partir da observac¸a˜o
que (3.10) e (3.19) coincidem para 𝑆𝑖 = 𝑃𝑖(0) = 𝑋𝑖(0)−1, ∀𝑖 ∈ K.
Como pode ser observado, o resultado Teorema 3.2 depende da desigualdade
diferencial linear definida em (3.20). Esta dissertac¸a˜o visa sugerir e comparar algumas
abordagens para a sua soluc¸a˜o. A estrate´gia e´ definir uma func¸a˜o matricial do tempo e
impor que ela seja soluc¸a˜o fact´ıvel para a desigualdade diferencial que se deseja resolver.
Neste contexto, considera-se func¸o˜es lineares por partes e func¸o˜es polinomiais de uma
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certa ordem. Exemplos nume´ricos sera˜o resolvidos com o intuito de compara´-las sob o
ponto de vista de precisa˜o nume´rica e de custo computacional. Ale´m disso, a partir do
Teorema 3.2 e´ poss´ıvel calcular as normas ℋ2 e ℋ∞ como evidenciado a seguir. O pro´ximo
corola´rio trata inicialmente o problema de controle o´timo ℋ∞.
3.1 Controle Amostrado ℋ∞ O´timo
Nota-se novamente que a func¸a˜o 𝜌𝛾(·) e´ de grande importaˆncia na resoluc¸a˜o de
problemas de controle o´timo envolvendo os ı´ndices ℋ2 e ℋ∞. Em particular, esta func¸a˜o
adapta-se perfeitamente a` s´ıntese de controle amostrado o´timo. Como mencionado, as
normas citadas resultam da ana´lise de casos particulares da func¸a˜o 𝜌𝛾(·) introduzida em
(3.9).
Corola´rio 3.1 Seja ℎ > 0 dado. O problema de controle amostrado o´timo ℋ∞ por reali-
mentac¸a˜o de estado e´ equivalente ao seguinte problema convexo
𝒥∞ = inf
𝑊𝑖𝑗 ,𝑋𝑖,𝑌𝑖,𝑉𝑖,𝛾
{︁
𝛾2 : (3.20)− (3.23)
}︁
(3.27)
Os ganhos o´timos sa˜o expressos por 𝐿𝑖 = 𝑌𝑖𝑉 −1𝑖 , ∀𝑖 ∈ K.
Prova: A prova e´ uma consequeˆncia imediata do Teorema 3.2 em conjunto com o fato de
que o problema de controle ℋ∞ pode ser reformulado como a minimizac¸a˜o de 𝛾2 sujeita
a restric¸a˜o 𝜌𝛾(0) ≤ 0, a qual e´ equivalente a ‖𝑧‖22 − 𝛾2(‖𝑤𝑐‖22 + ‖𝑤𝑑‖22) ≤ 0, ∀𝑤𝑐 ∈ ℒ2 e
∀𝑤𝑑 ∈ ℓ2 . Assim, aplicando-se o Teorema 3.2 com 𝜓(0) = 0 o resultado esperado e´ obtido.
E´ importante lembrar que este resultado engloba o caso particular de sistemas
determin´ısticos lineares e invariantes no tempo. Para isto, basta que K = {1} e Λ = 0
para impor que o sistema tenha apenas um modo. Apo´s tal configurac¸a˜o, o termo de
acoplamento referente a` equac¸a˜o diferencial e´ automaticamente eliminado recaindo, enta˜o,
no caso determin´ıstico como abordado em Geromel e Souza (2015).
3.2 Controle Amostrado ℋ2 O´timo
Analogamente, e´ poss´ıvel calcular o controle amostrado o´timo ℋ2 sob a perspec-
tiva do mesmo ı´ndice de desempenho (3.9).
Corola´rio 3.2 Sejam 𝛾 = +∞ e ℎ > 0 fornecido. O problema de controle amostrado
o´timo ℋ2 por realimentac¸a˜o de estado e´ equivalente ao seguinte problema convexo
𝒥2 = inf
𝑊𝑖𝑗 ,𝑋𝑖,𝑌𝑖,𝑉𝑖
{︂∑︁
𝑖∈K
𝜋𝑖0
(︂
tr(𝐽 ′𝑐𝑖𝑋𝑖(ℎ)−1𝐽𝑐𝑖) + tr(𝐽 ′𝑑𝑖𝑋𝑖(0)−1𝐽𝑑𝑖)
)︂
: (3.20)− (3.23)
}︂
(3.28)
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Os ganhos o´timos sa˜o expressos por 𝐿𝑖 = 𝑌𝑖𝑉 −1𝑖 , ∀𝑖 ∈ K.
Prova: A prova decorre do fato de que o problema de controle ℋ2 pode ser reformulado
como a minimizac¸a˜o de
∑︀𝑟𝑐+𝑟𝑑
𝑞=1 𝜌∞(𝜓𝑞(0)) onde cada parcela da soma e´ avaliada com
𝛾 = +∞ e as condic¸o˜es iniciais 𝜓𝑞(0) iguais a`s 𝑟𝑐 colunas de 𝐻𝜃0𝐽𝑐𝜃0 correspondendo aos
impulsos cont´ınuos no tempo 𝛿(0−) (delta de Dirac) em cada canal de entrada exo´gena
𝑤𝑐 e iguais a`s 𝑟𝑑 colunas de 𝐽𝑑𝜃0 correspondendo aos impulsos discretos no tempo 𝛿[𝑘− 1]
(delta de Kronecker) em cada canal de entrada exo´gena 𝑤𝑑. Consequentemente, a equac¸a˜o
(3.19) fornece
𝑟𝑐+𝑟𝑑∑︁
𝑞=1
𝜌∞(𝜓𝑞(0)) <
∑︁
𝑖∈K
𝜋𝑖0
(︂
tr(𝐽 ′𝑐𝑖𝐻 ′𝑖𝑋𝑖(0)−1𝐻𝑖𝐽𝑐𝑖) + tr(𝐽 ′𝑑𝑖𝑋𝑖(0)−1𝐽𝑑𝑖)
)︂
(3.29)
a qual em conjunto com as condic¸o˜es de contorno inicial (3.22) e final (3.23), que impo˜em
𝑋𝑖(ℎ)−1 > 𝐻 ′𝑖𝑋𝑖(0)−1𝐻𝑖, ∀𝑖 ∈ K, reproduz a func¸a˜o objetivo (3.28), concluindo assim a
prova.
Neste contexto, vale a pena ressaltar que considerar 𝛾 = +∞ nas DLMIs (3.20) e
na LMI (3.22) e´ equivalente a eliminar as linhas e as colunas onde 𝛾2𝐼 aparece na diagonal
principal. De maneira ana´loga, para o caso de sistemas determin´ısticos lineares invariantes
no tempo deve-se considerar K = {1} e Λ = 0, como tambe´m ja´ foi tratado na refereˆncia
Geromel e Souza (2015).
3.3 Controle Robusto
Os resultados apresentados podem ser generalizados com o objetivo de incluir
incertezas parame´tricas nas matrizes do sistema em malha aberta. Em um sistema de
controle amostrado, as incertezas polito´picas podem ser representados nas matrizes do
sistema (3.4)–(3.6) e na matriz de taxa de transic¸a˜o, definida no in´ıcio deste cap´ıtulo,
conforme
?¯?𝑖𝛼 =
⎛⎝ 𝐴𝑖𝛼 𝐵𝑖𝛼 𝐸𝑐𝑖𝛼
𝐶𝑖𝛼 𝐷𝑖𝛼 𝐸𝑑𝑖𝛼
⎞⎠ ∈ℳ𝑖, Λ𝛼 ∈ Ω (3.30)
para cada 𝑖 ∈ K, onde 𝛼 = [𝛼1 𝛼2 · · · 𝛼𝑀 ]′ e´ um paraˆmetro desconhecido e os conjuntos
ℳ𝑖, 𝑖 ∈ K, e Ω sa˜o convexos e poliedrais, definidos por seus 𝑀 ve´rtices ?¯?𝑖𝛽 e Λ𝛽,
com 𝛽 ∈ {1, 2, · · · ,𝑀}, ∀𝑖 ∈ K. Assim, os modelos compostos podem ser descritos por
?¯?𝑖𝛼 =
∑︀𝑀
𝛽=1 𝛼𝛽?¯?𝑖𝛽 e Λ𝛼 =
∑︀𝑀
𝛽=1 𝛼𝛽Λ𝛽.
Pode-se verificar prontamente que as condic¸o˜es do Teorema 3.2 dependem linear-
mente das matrizes de paraˆmetros ?¯?𝑖𝛼, 𝑖 ∈ K, e Λ, uma vez que as varia´veis matriciais
sejam mantidas constantes em todo o conjunto de incertezas. Neste caso, se as DLMIs
dos Corola´rios 3.1 e 3.2 forem impostas em cada ve´rtice de ℳ𝑖, ∀𝑖 ∈ K, e de Ω enta˜o a
sua convexidade faz com que um custo mı´nimo em (3.19) seja determinado. Esta e´ uma
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estrate´gia bem conhecida para lidar com incertezas parame´tricas. Desta forma, teorica-
mente falando, e´ poss´ıvel procurar uma soluc¸a˜o da forma 𝑋𝑖(·, 𝑡) com 𝑋𝑖(·, 𝑡) para todos
𝑖 ∈ K sendo matrizes polinomiais.
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4 Desigualdades Diferenciais Lineares
A ana´lise de sistemas dinaˆmicos de controle, lineares ou na˜o, em muitos casos,
recai em problemas baseados em desigualdades diferenciais lineares com condic¸o˜es de
contorno bem definidas, cuja soluc¸a˜o anal´ıtica nem sempre pode ser calculada de forma
expl´ıcita. Este e´ exatamente o caso das condic¸o˜es obtidas no Cap´ıtulo 3 desta dissertac¸a˜o.
Desta forma, no sentido de contribuir para a soluc¸a˜o destes problemas, tanto no aˆmbito
teo´rico quanto nume´rico, este cap´ıtulo tem como objetivo estudar sistemas de desigual-
dades diferenciais do tipo
?˙?𝑖(𝑡) + ℒ𝑖(𝑃 (𝑡)) < 0, 𝑖 ∈ K (4.1)
para todo 𝑡 ∈ [0, ℎ), sujeitas a` condic¸a˜o de contorno (𝑃 (0), 𝑃 (ℎ)) ∈ Φ, em que ℒ𝑖(·), 𝑖 ∈ K,
sa˜o func¸o˜es matriciais lineares e 𝑃 = (𝑃1, · · · , 𝑃𝑁) e´ a varia´vel global de acoplamento. O
conjunto Φ e´ descrito atrave´s de LMIs e requer que 𝑃𝑖(ℎ) > 0, para todo 𝑖 ∈ K. A DLMI
(4.1) tem a propriedade de impor que qualquer soluc¸a˜o fact´ıvel seja positiva para todo
𝑡 ∈ [0, ℎ), isto e´, 𝑃𝑖(𝑡) > 0 para todo 𝑖 ∈ K e todo 𝑡 ∈ [0, ℎ), ver Gabriel et al. (2018a).
Deve-se ressaltar que todos os problemas abordados nos cap´ıtulos anteriores podem ser
escritos atrave´s de DLMIs que exibem esta propriedade. O objetivo e´ determinar, se
existir, uma soluc¸a˜o do seguinte problema de otimizac¸a˜o convexa
min
(𝑃0,𝑃ℎ)∈Φ
{𝑓(𝑃0, 𝑃ℎ) : 𝑃 (𝑡) ∈ P} (4.2)
em que 𝑓(·, ·) e´ uma func¸a˜o linear de seus argumentos e 𝑃 (𝑡) ∈ P indica que 𝑃 (𝑡) satisfaz
(4.1) com as condic¸o˜es de contorno 𝑃 (0) = 𝑃0 e 𝑃 (ℎ) = 𝑃ℎ. Para tanto, desenvolve-se a
seguir me´todos nume´ricos baseados em LMIs.
Neste contexto, sa˜o sugeridas novas abordagens para resolver o conjunto de de-
sigualdades diferenciais lineares (4.1). Ale´m disso, o me´todo de Euler, por ser o mais
adotado atualmente, e´ discutido tendo em vista colocar em evideˆncia as suas limitac¸o˜es.
Este trabalho propo˜e como alternativa a resoluc¸a˜o de DLMIs a partir dos me´todos descri-
tos em seguida com o objetivo de determinar, quando existir, uma soluc¸a˜o fact´ıvel para
(4.1).
4.1 Me´todo de Euler
O me´todo de Euler propo˜e uma soluc¸a˜o aproximada para o sistema de equac¸o˜es
diferenciais (4.1). Neste sentido, supo˜e-se que o nu´mero de partic¸o˜es 𝑛ℎ seja bastante
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elevado de tal forma que a aproximac¸a˜o da derivada possa ser feita com a precisa˜o de-
sejada. Assim, duas possibilidades podem ser adotadas conforme o sentido de integrac¸a˜o
escolhido pelo usua´rio. Considere o intervalo de tempo [0, ℎ) em 𝑛ℎ segmentos, de mesmo
comprimento 𝜂 = ℎ/𝑛ℎ, da forma [𝑡𝑝, 𝑡𝑝+1) em que 𝑡𝑝 = 𝑝𝜂 para 𝑝 = 0, · · · , 𝑛ℎ − 1. Neste
contexto, o problema (4.2) tem duas verso˜es poss´ıveis, descritas a seguir.
∙ Integrac¸a˜o no tempo no sentido direto
min
(𝑃0,𝑃ℎ)∈Φ
{︃
𝑓(𝑃0, 𝑃ℎ) :
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝
𝜂
+ ℒ𝑖(𝑋𝑝) < 0
}︃
(4.3)
∙ Integrac¸a˜o no tempo no sentido inverso
min
(𝑃0,𝑃ℎ)∈Φ
{︃
𝑓(𝑃0, 𝑃ℎ) :
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝
𝜂
+ ℒ𝑖(𝑋𝑝+1) < 0
}︃
(4.4)
Dessa forma, com a precisa˜o desejada (que norteia a escolha do nu´mero de par-
tic¸o˜es 𝑛ℎ), o conjunto de DLMIs (4.1) e´ convertido em 𝑛ℎ conjuntos de LMIs, que, em
princ´ıpio, podem ser resolvidas por me´todos nume´ricos dispon´ıveis na literatura. Natu-
ralmente, a soluc¸a˜o obtida 𝑃𝑖(𝑡𝑝) = 𝑋𝑖𝑝 para todo 𝑖 ∈ K e todo 𝑝 = 0, · · · , 𝑛ℎ − 1 e´
apenas uma aproximac¸a˜o, (LINDSAY, 2003), sendo tanto mais precisa quanto maior for o
nu´mero de intervalos 𝑛ℎ escolhido. Assim, e´ importante ressaltar que este me´todo garante
que o sistema de DLMIs e´ satisfeito desde que 𝜂 seja suficientemente pequeno, ou seja, 𝑛ℎ
suficientemente grande.
Um dos primeiros artigos a utilizar este me´todo de soluc¸a˜o de desigualdades
diferenciais lineares foi Shaked e Suplin (2001), em que busca-se minimizar o trac¸o da
varia´vel global de acoplamento, que corresponde ao seu ı´ndice de desempenho, em cada
intervalo de discretizac¸a˜o adotado.
Com o objetivo de demonstrar a limitac¸a˜o do me´todo de Euler no que diz res-
peito a encontrar uma soluc¸a˜o fact´ıvel, considere um sistema linear e invariante no tempo
descrito pelas equac¸o˜es de estado
?˙?(𝑡) = 𝐴𝛼𝑥(𝑡) +𝐵𝛼𝑢(𝑡) + 𝐸𝛼𝑤𝑐(𝑡) (4.5)
𝑧(𝑡) = 𝐶𝛼𝑥(𝑡) +𝐷𝛼𝑢(𝑡) (4.6)
onde 𝑥(·) : R+ → R𝑛, 𝑢(·) : R+ → R𝑚, 𝑤𝑐(·) : R+ → R𝑟𝑐 e 𝑧(·) : R+ → R𝑠 sa˜o o estado, o
controle, a entrada exo´gena e a sa´ıda controlada, respectivamente. Suponha que o sistema
(4.5)-(4.6) evolui a partir da condic¸a˜o inicial nula 𝑥(0) = 0 e esta´ sujeito a uma incerteza
polito´pica definida na forma ?¯?𝛼 =
∑︀𝑀
𝛽=1 𝛼𝛽?¯?𝛽 em que 𝛼 = [𝛼1 𝛼2 · · · 𝛼𝑀 ]′ ∈ Δ e´ um
vetor de paraˆmetros desconhecido pertencente ao simplex unita´rio e
?¯?𝛽 =
⎛⎝ 𝐴𝛽 𝐵𝛽 𝐸𝛽
𝐶𝛽 𝐷𝛽 0
⎞⎠ , 𝛽 = 1, 2, · · · 𝑀 (4.7)
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Figura 2 – Autovalores do sistema em malha fechada – ℎ = 0.72 (me´todo de Euler).
sa˜o os seus ve´rtices. O objetivo e´ determinar, se existir, um controle amostrado via reali-
mentac¸a˜o de estado de tal forma que o sistema em malha fechada seja assintoticamente
esta´vel e um determinado ı´ndice de desempenho garantido seja minimizado. Este tipo de
problema foi abordado por Fridman et al. (2004) e, posteriormente, por Naghshtabrizi et
al. (2008). Escolhendo crite´rios de desempenho do tipo ℋ∞ e ℋ2, bem como uma cadeia
de Markov com apenas um modo K = {1} e Λ = 0, o respectivo problema de custo
garantido mı´nimo e´ expresso como (3.27) e (3.28), respectivamente. A representac¸a˜o de
estado do sistema em malha aberta e´ definida pelas seguintes matrizes, nas quais o ı´ndice
referente ao modo (apenas um) foi eliminado.
𝐴 =
⎡⎣ 1 0.5
𝑎 −1
⎤⎦ , 𝐵 =
⎡⎣ 1 + 𝑏
−1
⎤⎦ ,
𝐶 =
[︁
0.1𝐼2 02×1
]︁′
, 𝐷 =
[︁
01×2 0.1
]︁′
, 𝐸 = 𝐼2,
com |𝑎| ≤ 0.1 e |𝑏| ≤ 0.3. Trata-se de um sistema com incertezas parame´tricas com 𝑀 = 4
ve´rtices.
Primeiramente, determina-se o controle amostrado via realimentac¸a˜o de estado
𝑢(𝑡) = 𝐿𝑥(𝑡𝑘), 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1) para todo 𝑘 ∈ N, associado ao menor custo ℋ2 garantido
que resulta da aplicac¸a˜o direta do Corola´rio 3.2. O me´todo de Euler foi adotado para
resolver as DLMIs com 𝑛ℎ = 32, para o qual determinou-se o ganho de realimentac¸a˜o de
estado 𝐿 = [−3.2761 − 0.8750] e o valor do custo garantido 𝒥2 = 0.1878 correspondente
a ℎ = 0.72 [s]. Este valor de per´ıodo de amostragem e´ maior que outros dispon´ıveis na
literatura, a saber, ℎ = 0.35 [s] obtido em Fridman et al. (2004) e ℎ = 0.4610 [s] fornecido
em Naghshtabrizi et al. (2008). Entretanto, a Figura 2 mostra, no plano complexo, os
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autovalores de mo´dulo ma´ximo da matriz do sistema amostrado em malha fechada
𝒜(𝛼) = 𝑒𝐴𝛼ℎ +
(︃∫︁ ℎ
0
𝑒𝐴𝛼𝜏𝐵𝛼𝑑𝜏
)︃
𝐿 (4.8)
para todo 𝛼 ∈ Δ. Nota-se que uma parte dos autovalores encontra-se fora do c´ırculo
unita´rio, o que mostra que o sistema em malha fechada na˜o e´ assintoticamente esta´vel para
todo 𝛼 ∈ Δ. Isto deve-se ao fato da propriedade de robustez na˜o ter sido corretamente
imposta, uma vez que a aproximac¸a˜o adotada pelo me´todo de Euler na˜o e´ capaz de
assegurar a factibilidade do ganho de realimentac¸a˜o de estado calculado. Por este motivo, a
seguir, sa˜o sugeridas duas abordagens para a soluc¸a˜o de desigualdades diferenciais lineares.
4.2 Soluc¸a˜o Linear por Partes
O principal objetivo e´ propor um me´todo que encontre, de forma independente-
mente da aproximac¸a˜o adotada, uma soluc¸a˜o fact´ıvel para o conjunto de DLMIs (4.1).
Para isso, seja novamente o intervalo de tempo [0, ℎ) em 𝑛ℎ segmentos, de mesmo com-
primento 𝜂 = ℎ/𝑛ℎ, da forma [𝑡𝑝, 𝑡𝑝+1) em que 𝑡𝑝 = 𝑝𝜂 para 𝑝 = 0, · · · , 𝑛ℎ− 1, e considere
uma soluc¸a˜o do tipo linear por partes descrita por
𝑃𝑖(𝑡) = 𝑋𝑖𝑝 + 𝑌𝑖𝑝(𝑡− 𝑡𝑝), 𝑡 ∈ [𝑡𝑝, 𝑡𝑝+1), 𝑖 ∈ K (4.9)
em que as matrizes 𝑋𝑖𝑝 e 𝑌𝑖𝑝, para todo 𝑖 ∈ K e 𝑝 = 0, · · · , 𝑛ℎ − 1, sa˜o as varia´veis a
determinar de tal forma que 𝑃𝑖(𝑡) satisfac¸a (4.1) para todo 𝑡 ∈ [0, ℎ). Para uso futuro,
define-se a varia´vel real 𝜇𝑝 atrave´s da relac¸a˜o
𝑡 ∈ [𝑡𝑝, 𝑡𝑝+1]↔ 𝜇𝑝 = (𝑡− 𝑡𝑝)/𝜂 ∈ [0, 1] (4.10)
a qual permite enunciar o principal resultado desta sec¸a˜o atrave´s do lema dado a seguir.
Lema 4.1 As seguintes afirmac¸o˜es sa˜o verdadeiras:
a) A func¸a˜o matricial definida em (4.9) para cada 𝑖 ∈ K e´ cont´ınua em todo 𝑡 ∈ [0, ℎ)
se e somente se 𝑋𝑖𝑝 + 𝑌𝑖𝑝𝜂 = 𝑋𝑖(𝑝+1) para todo 𝑝 = 0, · · · , 𝑛ℎ − 1.
b) A func¸a˜o matricial definida em (4.9) para cada 𝑖 ∈ K e´ uma soluc¸a˜o fact´ıvel de
(4.1) no intervalo 𝑡 ∈ [0, ℎ) se e somente se as desigualdades 𝑌𝑖𝑝 + ℒ𝑖(𝑋𝑝) < 0 e
𝑌𝑖𝑝 + ℒ𝑖(𝑋𝑝+1) < 0 sa˜o satisfeitas para todo 𝑝 = 0, · · · , 𝑛ℎ − 1.
Prova: A prova do item a) decorre da imposic¸a˜o de que a func¸a˜o (4.9) fornec¸a o mesmo
resultado para os segmentos 𝑝 e 𝑝+ 1, no instante 𝑡 = 𝑡𝑝+1, para todo 𝑝 = 0, · · · , 𝑛ℎ − 1,
ou seja,
𝑋𝑖𝑝 + 𝑌𝑖𝑝(𝑡− 𝑡𝑝)
⃒⃒⃒⃒
𝑡=𝑡𝑝+1
= 𝑋𝑖(𝑝+1) + 𝑌𝑖(𝑝+1)(𝑡− 𝑡𝑝+1)
⃒⃒⃒⃒
𝑡=𝑡𝑝+1
(4.11)
Cap´ıtulo 4. Desigualdades Diferenciais Lineares 37
que e´ exatamente o resultado desejado. Para a prova do item b), inicialmente reescreve-se
a func¸a˜o (4.9) como
𝑃𝑖(𝑡) = 𝑋𝑖𝑝 (1− 𝜇𝑝) + (𝑋𝑖𝑝 + 𝑌𝑖𝑝𝜂)𝜇𝑝 (4.12)
va´lida para todo 𝑡 ∈ [𝑡𝑝, 𝑡𝑝+1] e 𝜇𝑝 ∈ [0, 1]. Utilizando-se o fato de que (4.1) e´ uma
desigualdade diferencial linear, vem que
?˙?𝑖(𝑡) + ℒ𝑖(𝑃 (𝑡)) = 𝑌𝑖𝑝 + ℒ𝑖
(︂
𝑋𝑝(1− 𝜇𝑝) + (𝑋𝑝 + 𝑌𝑝𝜂)𝜇𝑝
)︂
= (𝑌𝑖𝑝 + ℒ𝑖(𝑋𝑝)) (1− 𝜇𝑝) + (𝑌𝑖𝑝 + ℒ𝑖(𝑋𝑝 + 𝑌𝑝𝜂))𝜇𝑝 (4.13)
implica que ela seja satisfeita em todo o intervalo de tempo se e somente se os extremos
da combinac¸a˜o convexa (4.13) forem soluc¸o˜es fact´ıveis de (4.1). Lembrando-se que pelo
item a) tem-se 𝑋𝑖𝑝 + 𝑌𝑖𝑝𝜂 = 𝑋𝑖(𝑝+1), a prova do item b) esta´ conclu´ıda. Isto prova o lema
proposto.
Este lema permite dizer que qualquer soluc¸a˜o linear por partes cont´ınua em todo
𝑡 ∈ [0, ℎ) tem a forma gene´rica
𝑃𝑖(𝑡) = 𝑋𝑖𝑝 +
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝
𝜂
(𝑡− 𝑡𝑝), ∀𝑡 ∈ [𝑡𝑝, 𝑡𝑝+1),∀𝑖 ∈ K
que, para cada 𝑖 ∈ K, depende apenas de 𝑛ℎ varia´veis matriciais, a saber, 𝑋𝑖𝑝 para todo
𝑝 = 0, · · · , 𝑛ℎ−1. Esta afirmac¸a˜o decorre da determinac¸a˜o das matrizes 𝑌𝑖𝑝 com aux´ılio do
item a). Ale´m disso, como consequeˆncia do item b), pode-se afirmar que qualquer soluc¸a˜o
cont´ınua linear por partes resolve as desigualdades matriciais lineares (4.1) se e somente
se as seguintes LMIs
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝
𝜂
+ ℒ𝑖(𝑋𝑝) < 0 (4.14)
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝
𝜂
+ ℒ𝑖(𝑋𝑝+1) < 0 (4.15)
para todo 𝑖 ∈ K e 𝑝 = 0, · · · , 𝑛ℎ − 1, forem fact´ıveis. Neste contexto, cada DLMI e´
convertida em duas LMIs. Nota-se que esta soluc¸a˜o na˜o inclui nenhuma aproximac¸a˜o,
o que elimina uma das maiores limitac¸o˜es do me´todo de Euler, conforme discutido e
ilustrado anteriormente.
Nota-se de imediato que as duas desigualdades (4.14) e (4.15) e os resultados do
Lema 4.1 reproduzem as desigualdades de (4.3) e (4.4), correspondentes a`s duas verso˜es
do me´todo de Euler. A diferenc¸a e´ que se ambas forem tratadas simultaneamente, a facti-
bilidade da soluc¸a˜o linear por partes sempre e´ garantida, independentemente do nu´mero
de segmentos 𝑛ℎ escolhido para representar o intervalo de tempo [0, ℎ). Ale´m disso, a
soma de (4.14) com (4.15) resulta em
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝 + 𝜂2
(︂
ℒ𝑖(𝑋𝑝) + ℒ𝑖(𝑋𝑝+1)
)︂
< 0 (4.16)
para todo 𝑖 ∈ K e 𝑝 = 0, · · · , 𝑛ℎ−1 que corresponde ao me´todo de integrac¸a˜o trapezoidal.
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Figura 3 – Autovalores do sistema em malha fechada – ℎ = 0.72 (soluc¸a˜o PWL).
Os artigos Amato et al. (2006), Amato et al. (2009) e Amato et al. (2010) adotam
uma func¸a˜o afim por partes para aproximar as DLMIs e escreveˆ-las em termos de LMIs
e assim permitir que sejam resolvidas atrave´s de rotinas nume´ricas que as manipulem.
Entretanto, como sa˜o apenas aproximac¸o˜es, na˜o e´ poss´ıvel assegurar a factibilidade da
soluc¸a˜o encontrada. Diferentemente das refereˆncias rece´m citadas, em Allerhand e Shaked
(2013) e Gabriel et al. (2017) a factibilidade e´, de fato, assegurada tendo em vista que
as desigualdades (4.14) e (4.15) sa˜o garantidas. Levando em conta a soluc¸a˜o linear por
partes proposta, o problema a ser resolvido assume a forma
∙ Soluc¸a˜o linear por partes
min
(𝑃0,𝑃ℎ)∈Φ
{𝑓(𝑃0, 𝑃ℎ) : (4.14)− (4.15)} (4.17)
Com o objetivo de averiguar a confiabilidade desta proposta, uma soluc¸a˜o linear
por partes foi utilizada para o mesmo exemplo tratado na sec¸a˜o anterior. Com 𝑛ℎ = 32 e
ℎ = 0.72, o problema (4.17) fornece o ganho de 𝐿 = [−2.4040 − 0.6003] e 𝒥2 = 0.8324.
A Figura 3 mostra, no plano complexo, os autovalores de ma´ximo modulo da matriz em
malha fechada 𝒜(𝛼), definida em (4.8), com 𝛼 ∈ Δ. Observa-se que, como esperado,
todos os autovalores se encontram dentro do c´ırculo unita´rio. A factibilidade da soluc¸a˜o
foi conseguida em detrimento de um custo mais elevado. Consequentemente, este me´todo
deve ser usado preferencialmente no lugar do me´todo de Euler.
A fim de analisar a convergeˆncia e o desempenho nume´rico do me´todo de otimi-
zac¸a˜o implementado, a Tabela 1 foi obtida considerando ℎ = 0.1 e 𝑛ℎ ∈ {1, 2, 4, 8, 16, 32}.
Verifica-se que para os dois ı´ndices de desempenho ℋ2 e ℋ∞, os respectivos valores mı´-
nimos do custo garantido decrescem conforme o nu´mero de segmentos 𝑛ℎ aumenta. Esta
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Tabela 1 – Soluc¸a˜o linear por partes – ℎ = 0.1.
𝑛ℎ 1 2 4 8 16 32
𝒥2 0.1792 0.1734 0.1724 0.1721 0.1719 0.1719
𝒥∞ 0.3931 0.2186 0.1698 0.1493 0.1391 0.1337
0 1 2 3 4 5 6
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Figura 4 – Soluc¸a˜o linear por partes com diversos segmentos.
propriedade ocorre desde que 𝑛ℎ aumente de maneira adequada a ser discutida posterior-
mente, neste cap´ıtulo. A Tabela 1 mostra que mesmo para 𝑛ℎ = 1, a soluc¸a˜o linear (e que,
neste caso, na˜o e´ mais linear por partes) e´ fact´ıvel. Todas as demais soluc¸o˜es mostradas na
mesma tabela sa˜o soluc¸o˜es igualmente fact´ıveis. Deve ser ressaltado que o menor valor de
𝑛ℎ a partir do qual o problema e´ fact´ıvel depende fortemente do per´ıodo de amostragem
ℎ escolhido. Uma proposta ainda mais abrangente e´ apresentada a seguir.
4.2.1 Implementac¸a˜o Nume´rica
Esta sec¸a˜o tem o objetivo de discutir determinadas medidas adotadas que per-
mitiram a implementac¸a˜o nume´rica da soluc¸a˜o linear por partes proposta. Em primeiro
lugar, como e´ imperativo comparar os custos obtidos segundo o aumento do nu´mero de
segmentos 𝑛ℎ, adotou-se 𝑛ℎ = 2𝜈 , com 𝜈 ∈ N. O motivo e´ que o custo obtido para uma
escolha qualquer de 𝜈 e´ maior ou igual ao mesmo custo obtido a partir da escolha de
𝜈+1. Dessa forma, cada pro´ximo teste de factibilidade inclui o anterior e assim permite a
comparac¸a˜o de ı´ndices de desempenho ℋ2 ou ℋ∞. A validade desta propriedade decorre
da ilustrac¸a˜o mostrada na Figura 4.
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Nela sa˜o apresentadas treˆs soluc¸o˜es lineares por partes denominadas 𝑓1(𝑡), 𝑓2(𝑡) e
𝑓3(𝑡) correspondentes a 𝑛ℎ = 1, 𝑛ℎ = 2 e 𝑛ℎ = 3, respectivamente, em que o intervalo [0, ℎ]
com ℎ = 6 foi dividido em partes iguais ℎ/𝑛ℎ. Deseja-se aproximar a func¸a˜o 𝑓(𝑡) = 𝑡3+27
para 𝑡 ∈ [0, 6]. Nota-se que ajustando-se o valor de 𝑓2(3), pode-se obter 𝑓1(𝑡) a partir de
dois segmentos colineares de 𝑓2(𝑡). Da mesma forma, ajustando-se os valores de 𝑓3(2) e
𝑓3(4), obte´m-se 𝑓1(𝑡) com treˆs segmentos colineares de 𝑓3(𝑡). De maneira gene´rica, 𝑓℘(𝑡)
reproduz 𝑓1(𝑡) para todo ℘ ≥ 1. A surpresa ocorre ao verificar-se que na˜o e´ poss´ıvel
ajustar 𝑓3(2) e 𝑓3(4) de tal forma que 𝑓2(𝑡) seja obtida a partir de 𝑓3(𝑡). A Figura 4
revela exatamente o que ocorre nesta situac¸a˜o, os dois segmentos lineares de 𝑓2(𝑡) no
intervalo 𝑡 ∈ [2, 4] na˜o podem ser gerados a partir de um u´nico segmento linear de 𝑓3(𝑡)
no mesmo intervalo. Com o mesmo racioc´ınio verifica-se que uma func¸a˜o linear por partes
𝑓℘(𝑡) pode ser gerada pelos segmentos de 𝑓𝜍(𝑡) desde que ℘ = 2𝑎 e 𝜍 = 2𝑏 com 0 ≤ 𝑎 ≤ 𝑏.
Estes argumentos permitem concluir que ao adotar-se 𝑛ℎ = 2𝜈 , com 𝜈 ∈ N, enta˜o duas
propriedades sa˜o asseguradas conforme 𝜈 aumenta. A func¸a˜o linear por partes aproxima
cada vez melhor a func¸a˜o dada 𝑓(𝑡) e qualquer custo que envolva esta func¸a˜o tem valores
decrescentes.
4.3 Soluc¸a˜o Polinomial
Uma poss´ıvel alternativa a` soluc¸a˜o linear por partes abordada anteriormente se
caracteriza por uma soluc¸a˜o do tipo
𝑃𝑖(𝑡) =
𝑛𝜑∑︁
ℓ=1
𝑋𝑖ℓ𝜑ℓ(𝑡) (4.18)
va´lida para todo 𝑖 ∈ K e todo 𝑡 ∈ [0, ℎ). As func¸o˜es escalares 𝜑ℓ(𝑡) : [0, ℎ)→ R para todo
ℓ = 1, · · · , 𝑛𝜑 sa˜o continuamente diferencia´veis e definidas a priori. A melhor escolha desta
colec¸a˜o de func¸o˜es e´ um problema que merecera´ mais atenc¸a˜o no futuro. A possibilidade
mais simples e´
∙ Func¸a˜o polinomial
𝜑ℓ(𝑡) =
1
(ℓ− 1)!
(︂
𝑡
ℎ
)︂(ℓ−1)
(4.19)
muito embora outras bases de func¸o˜es do tipo trigonome´tricas ou sinc(·) possam ser
utilizadas. Este conjunto de func¸o˜es e´ utilizado para determinar as matrizes sime´tricas
𝑋𝑖ℓ para todo ℓ = 1, · · · , 𝑛𝜑 e todo 𝑖 ∈ K de tal forma que 𝑃𝑖(𝑡) satisfac¸a o sistema
de desigualdades diferenciais lineares (4.1). Com o objetivo de resolver o problema (4.2),
considerando 𝑃𝑖(𝑡) dada por (4.18), define-se o problema auxiliar convexo
min
(𝑃0,𝑃ℎ)∈Φ
{︃
𝑓(𝑃0, 𝑃ℎ) :
𝑛𝜑∑︁
ℓ=1
𝑋𝑖ℓ𝑑ℓ𝜅 + ℒ𝑖
(︃ 𝑛𝜑∑︁
ℓ=1
𝑋ℓ𝑐ℓ𝜅
)︃
< 0
}︃
(4.20)
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em que
𝑑ℓ𝜅 = ?˙?ℓ(𝑡)
⃒⃒⃒⃒
𝑡=𝑡𝜅
, 𝑐ℓ𝜅 = 𝜑ℓ(𝑡)
⃒⃒⃒⃒
𝑡=𝑡𝜅
(4.21)
para 𝜅 = 1, · · · , 𝑛𝜅 onde 𝑛𝜅 corresponde ao nu´mero de instantes no intervalo 𝑡 ∈ [0, ℎ)
considerados. O pro´ximo lema fornece uma propriedade importante deste problema.
Lema 4.2 Supondo que o problema (4.2) admite uma soluc¸a˜o o´tima com custo mı´nimo
𝑓 * para 𝑃𝑖(𝑡), para todo 𝑖 ∈ K, da forma (4.18) e que (4.20) admita uma soluc¸a˜o o´tima
com custo mı´nimo 𝑓𝑛𝜅, a seguinte afirmac¸a˜o e´ verdadeira
𝑓𝑛𝜅 ≤ 𝑓𝑛𝜅+1 ≤ 𝑓 * (4.22)
Prova: Como cada restric¸a˜o e´ determinada com os valores das func¸o˜es 𝜑ℓ(𝑡) e suas deri-
vadas para os instantes de tempo 𝑡𝜅 ∈ [0, ℎ) onde 𝜅 = 1, · · · , 𝑛𝜅, a factibilidade de (4.20)
e´ uma consequeˆncia da factibilidade do conjunto de restric¸o˜es (4.2). Na verdade, o con-
junto definido pelas restric¸o˜es de (4.2) com 𝑃𝑖(𝑡) para todo 𝑖 ∈ K dada por (4.18) e´ um
subconjunto do conjunto definido pelas restric¸o˜es de (4.20). Isto demonstra que 𝑓𝑛𝜅 ≤ 𝑓 *
e 𝑓𝑛𝜅+1 ≤ 𝑓 *. Como o conjunto definido por 𝑛𝜅 restric¸o˜es conte´m o conjunto definido por
𝑛𝜅 + 1 restric¸o˜es obte´m-se a primeira desigualdade. A prova do lema esta´ completa.
Este lema tem grande importaˆncia pois permite elaborar um algoritmo capaz de
resolver o problema (4.2) com 𝑃𝑖(𝑡) dada por (4.18), adotando-se uma func¸a˜o polinomial
do tipo (4.19). A sua principal caracter´ıstica e´ que, em cada iterac¸a˜o um problema de
otimizac¸a˜o convexa expresso por LMIs e´ resolvido. Este algoritmo e´ descrito a seguir.
∙ Passo 1 : Fac¸a 𝑡1 = 0, 𝑡2 = ℎ e 𝑛𝜅 = 2.
∙ Passo 2 : Resolva o problema de otimizac¸a˜o convexa
min
(𝑃0,𝑃ℎ)∈Φ
{︃
𝑓(𝑃0, 𝑃ℎ) :
𝑛𝜑∑︁
ℓ=1
𝑋𝑖ℓ𝑑ℓ𝜅 + ℒ𝑖
(︃ 𝑛𝜑∑︁
ℓ=1
𝑋ℓ𝑐ℓ𝜅
)︃
< 0, 𝜅 = 1, · · · , 𝑛𝜅
}︃
e determine o valor o´timo da func¸a˜o objetivo 𝑓𝑛𝜅 .
∙ Passo 3 : Defina 𝑃𝑖(𝑡), ∀𝑖 ∈ K na forma de (4.18), a partir da soluc¸a˜o o´tima
calculada no passo anterior e determine, por busca unidimensional, o valor da func¸a˜o
𝜙(𝑡𝑛𝜅+1) = max
𝑡∈[0,ℎ]
max
𝑖∈K
𝜎𝑚𝑎𝑥
(︁
?˙?𝑖(𝑡) + ℒ𝑖(𝑃 (𝑡))
)︁
(4.23)
onde 𝜎𝑚𝑎𝑥(·) denota o ma´ximo autovalor da matriz sime´trica (·).
∙ Passo 4 : Se 𝜙(𝑡𝑛𝜅+1) < 0 a soluc¸a˜o o´tima foi encontrada. Caso contra´rio, fac¸a
𝑛𝜅 ← 𝑛𝜅 + 1 e volte ao Passo 2.
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Figura 5 – Autovalores do sistema em malha fechada – ℎ = 0.72 (soluc¸a˜o polinomial).
Tabela 2 – Soluc¸a˜o polinomial - ℎ = 0.1.
𝑛𝜑 2 3 4 5 6
𝒥2 0.1792 0.1724 0.1719 0.1719 0.1718
𝒥∞ 0.3930 0.1918 0.1545 0.1446 0.1386
O lema anterior permite afirmar que este algoritmo converge, sempre que existir
a soluc¸a˜o o´tima 𝑓 * do problema em considerac¸a˜o. Isto se deve ao fato de que a sequeˆncia
dos valores {𝑓𝑛𝜅} e´ na˜o decrescente e e´ limitada superiormente por 𝑓 *.
Com o objetivo de averiguar a confiabilidade desta proposta, uma soluc¸a˜o polino-
mial foi utilizada para resolver o mesmo exemplo tratado na sec¸a˜o anterior. Com 𝑛𝜑 = 6 e
ℎ = 0.72, o algoritmo anterior fornece o ganho de 𝐿 = [−2.4843− 0.6224] e 𝒥2 = 0.7113.
A Figura 5 mostra, no plano complexo, os autovalores de ma´ximo mo´dulo da matriz em
malha fechada 𝒜(𝛼), definida em (4.8), com 𝛼 ∈ Δ. Observa-se que todos os autovalores
se encontram dentro do c´ırculo unita´rio. Consequentemente, assim como a soluc¸a˜o linear
por partes, a soluc¸a˜o polinomial deve ser usada em detrimento do me´todo de Euler. De
fato, o me´todo de Euler na˜o pode ser empregado, pois como ja´ foi ilustrado neste exemplo
a soluc¸a˜o obtida pode, e geralmente e´, infact´ıvel. A fim de analisar a convergeˆncia e
o desempenho nume´rico do me´todo de otimizac¸a˜o implementado, a Tabela 2 foi obtida
considerando ℎ = 0.1 e 𝑛𝜑 ∈ {2, 3, 4, 5, 6}. Verifica-se que, para os dois ı´ndices de desem-
penho ℋ2 e ℋ∞, os respectivos valores mı´nimos do custo garantido decrescem conforme o
nu´mero de termos do polinoˆmio 𝑛𝜑 aumenta. A Tabela 2 mostra que, mesmo para 𝑛𝜑 = 2,
a soluc¸a˜o polinomial, que neste caso e´ linear, tambe´m e´ fact´ıvel. Todas as demais soluc¸o˜es
apresentadas sa˜o igualmente fact´ıveis. Ressalta-se que, o menor valor de 𝑛𝜑 a partir do
qual o problema e´ fact´ıvel depende fortemente do per´ıodo de amostragem ℎ escolhido.
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5 Exemplos Ilustrativos
O objetivo desse cap´ıtulo e´ aplicar os me´todos desenvolvidos nos cap´ıtulos anteri-
ores no tratamento de alguns exemplos dispon´ıveis na literatura. Deseja-se verificar como
os distintos me´todos mencionados se comportam em diferentes situac¸o˜es. Os seguintes
exemplos foram considerados:
∙ Exemplo acadeˆmico de um sistema com saltos markovianos de segunda ordem com
dois modos na sua cadeia de Markov exposto em Gabriel et al. (2014);
∙ Aplicac¸a˜o pra´tica em um sistema massa-mola-amortecedor descrito em Lutz (2014);
∙ Aplicac¸a˜o pra´tica em um peˆndulo de Furuta conforme modelo fornecido em Oliveira
(2015).
Para a soluc¸a˜o linear por partes, em todos os exemplos, o intervalo [0, ℎ) foi
divido em 𝑛ℎ segmentos de comprimento 𝜂 = ℎ/𝑛ℎ com 𝑛ℎ = 2𝜈 para diversos valores de
𝜈 ∈ N. Enquanto para a soluc¸a˜o polinomial, os exemplos foram resolvidos para diversos
nu´meros de polinoˆmios 𝑛𝜑, onde 𝑛𝜑 ∈ {2, 3, 4, 5}. Para as devidas comparac¸o˜es, foram
implementadas as duas abordagens sugeridas no Cap´ıtulo 4, que correspondem a` soluc¸a˜o
na forma linear por partes e a` soluc¸a˜o polinomial, respectivamente. Ale´m disso, em todos os
ensaios nume´ricos realizados, o sistema dinaˆmico correspondente tem sua representac¸a˜o de
estado dada na forma (3.1)-(3.3). Todos os exemplos foram resolvidos em um computador
pessoal com as seguintes especificac¸o˜es: MacBook Pro (Mid 2012), processador: 2.9 GHz
Intel Core i7 e memo´ria: 8GB 1600 MHz DDR3 utilizando a versa˜o Matlab R2016b.
5.1 Exemplo Acadeˆmico
Este exemplo corresponde a um sistema linear sujeito a saltos markovianos com
dois modos, uma entrada de perturbac¸a˜o externa 𝑤𝑐(𝑡) e uma sa´ıda controlada 𝑧(𝑡). Ele
foi primeiramente apresentado e resolvido em Gabriel et al. (2014). As matrizes da sua
representac¸a˜o de estado sa˜o dadas por
𝐴1=
⎡⎣ 0 1
−4 0
⎤⎦ , 𝐴2=
⎡⎣ 0 1
−1 0
⎤⎦ , 𝐵1=𝐵2=
⎡⎣0
1
⎤⎦ ,
𝐸𝑐1=𝐸𝑐2=
⎡⎣1
1
⎤⎦ , 𝐶1=𝐶2=
⎡⎣1 0
0 0
⎤⎦ , 𝐷1=𝐷2=
⎡⎣0
1
⎤⎦
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Tabela 3 – Exemplo acadeˆmico - soluc¸a˜o PWL.
𝑛ℎ 1 2 4 8 16
𝒥2 4.1720 3.3445 3.1284 3.0413 2.9995
𝒥∞ 15.1438 6.9632 5.3294 4.8072 4.6181
Tabela 4 – Exemplo acadeˆmico - soluc¸a˜o polinomial.
𝑛𝜑 2 3 4 5
𝒥2 4.1721 3.2009 3.0654 3.0304
𝒥∞ 15.1364 5.8538 4.9094 4.7095
e 𝐸𝑑1 = 𝐸𝑑2 = 0. A matriz de taxa de transic¸a˜o Λ ∈ R2×2 e´ dada por
Λ =
⎡⎣−0.5 0.5
0.2 −0.2
⎤⎦
onde 𝜋0 = [1 0]′ e´ o vetor de probabilidade inicial. O objetivo e´ projetar um controlador
usando uma lei de controle amostrado por realimentac¸a˜o de estado, como definida em
(3.3), com per´ıodo de amostragem dado por 𝑡𝑘+1 − 𝑡𝑘 = ℎ = 250 ms.
5.1.1 Controle ℋ2 O´timo
Atrave´s do Corola´rio 3.2 foi poss´ıvel calcular o controlador o´timo ℋ2 do problema
em questa˜o para diferentes valores de segmentos 𝑛ℎ = 2𝜈 com 𝜈 ∈ {0, 1, 2, 3, 4} e para
polinoˆmios com diferentes quantidades de termos 𝑛𝜑 como apresentados nas Tabelas 3 e
4, respectivamente. Os ganhos para o caso linear por partes obtidos para 𝑛ℎ = 16 foram⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ 0.2185 −0.5498
−0.2694 −0.8525
⎤⎦
enquanto os ganhos para a abordagem polinomial para 𝑛𝜑 = 5 foram⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ 0.2500 −0.5403
−0.2584 −0.8369
⎤⎦
O ı´ndice de desempenho obtido para a soluc¸a˜o polinomial com 𝑛𝜑 = 5 foi muito
pro´ximo (com precisa˜o de aproximadamente 1%) do resultado para a abordagem linear
por partes com 𝑛ℎ = 16. Vale a pena ressaltar que, para este caso, a soluc¸a˜o polinomial
possui apenas 5 varia´veis matriciais, ao passo que a soluc¸a˜o linear por partes para ser
constru´ıda necessita de 17 varia´veis matriciais. Dessa forma, a soluc¸a˜o polinomial permite
reduzir para cerca de um terc¸o o nu´mero de varia´veis, o que, em geral, representa um
ganho computacional importante.
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5.1.2 Controle ℋ∞ O´timo
A partir do Corola´rio 3.1 foi poss´ıvel calcular o ı´ndice de desempenho o´timo ℋ∞
e, assim, comparar o resultado para diferentes valores de segmentos 𝑛ℎ = 2𝜈 com 𝜈 ∈
{0, 1, 2, 3, 4}, para a soluc¸a˜o linear por partes, e para a soluc¸a˜o polinomial considerando
diferentes quantidades de termos 𝑛𝜑 como apresentado nas Tabelas 3 e 4, respectivamente.
Os ganhos obtidos para a soluc¸a˜o linear por partes com 𝑛ℎ = 16 foram⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ −1.3428 −3.2035
−1.9371 −3.2597
⎤⎦
e os ganhos para a abordagem polinomial com 𝑛𝜑 = 5 foram⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ −1.0133 −2.7443
−1.6852 −2.9342
⎤⎦
O ı´ndice de desempenho obtido para a soluc¸a˜o polinomial considerando 𝑛𝜑 = 5
foi muito pro´ximo (com precisa˜o de aproximadamente 2%) do resultado para a abordagem
linear por partes com 𝑛ℎ = 16. A refereˆncia Gabriel et al. (2017) apresenta resultados para
𝑛ℎ maiores que mante´m esta mesma proporc¸a˜o. Novamente, deve-se enfatizar o potencial
ganho computacional correspondente a` reduc¸a˜o para um terc¸o do nu´mero de varia´veis, da
soluc¸a˜o polinomial em relac¸a˜o a` soluc¸a˜o linear por partes.
5.2 Sistema Massa-Mola-Amortecedor
Nesta aplicac¸a˜o pra´tica, um sistema massa-mola-amortecedor e´ controlado a par-
tir do controle o´timo via realimentac¸a˜o de estado que minimiza os ı´ndices de desempenho
ℋ2 e ℋ∞, respectivamente. Este sistema, proposto por Lutz (2014), foi utilizado para
exemplificar o controle de um sistema f´ısico em rede. Com esse intuito, o processo de
transmissa˜o atrave´s da rede e´ modelado com aux´ılio de uma cadeia de Markov, que leva
em conta a possibilidade de haver perdas de pacotes, fato inerente aos sistemas de comu-
nicac¸o˜es. A cadeia de Markov e´ representada pelos modos de Markov K ∈ {1, 2}, onde
“1” indica a falha no envio de um pacote de dados e “2”, o sucesso desta mesma operac¸a˜o,
(GABRIEL, 2016).
Por outro lado, o sistema massa-mola-amortecedor corresponde a dois carros,
como apresentado na Figura 6, adaptada de Lutz (2014), sem atrito e com massas 𝑚1 =
0.5 [kg] e 𝑚2 = 1.0 [kg] conectadas por um amortecedor com coeficiente de viscosidade
𝑏 = 0.2 [Ns/m] e duas molas 𝑘1 = 12.0 [N/m] e 𝑘2 = 7.0 [N/m]. O sinal de controle 𝑢(𝑡)
corresponde a` forc¸a aplicada no segundo carro, enquanto que 𝑤𝑐(𝑡) consiste na perturbac¸a˜o
externa que atua no primeiro carro, o qual se encontra conectado a um ponto fixo atrave´s
de uma das molas. As matrizes da representac¸a˜o de estado deste sistema sa˜o dadas por
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𝑚1 𝑚2
𝑘1
𝑘2
𝑏
𝑥1
𝑤𝑐
𝑥2
𝑢
Figura 6 – Sistema massa-mola-amortecedor.
Tabela 5 – Sistema massa-mola-amortecedor - soluc¸a˜o PWL.
𝑛ℎ 1 2 4 8 16
𝒥2 0.9470 0.7552 0.4575 0.3358 0.2808
𝒥∞ 5.2696 3.1934 2.2926 1.9208 1.7941
Tabela 6 – Sistema massa-mola-amortecedor - soluc¸a˜o polinomial.
𝑛𝜑 2 3 4 5
𝒥2 0.9465 0.4564 0.3183 0.2752
𝒥∞ 5.2687 2.3519 1.8975 1.7926
𝐴1 = 𝐴2=
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
(−𝑘2 − 𝑘1)/𝑚1 𝑘2/𝑚1 −𝑏/𝑚1 𝑏/𝑚1
𝑘2/𝑚2 −𝑘2/𝑚2 𝑏/𝑚2 −𝑏/𝑚2
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐵1=
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐵2=
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
1/𝑚2
⎤⎥⎥⎥⎥⎥⎥⎦ ,
𝐸𝑐1=𝐸𝑐2=
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
1/𝑚1
0
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐸𝑑1 = 𝐸𝑑2 = [0]
A matriz de transic¸a˜o, seguindo Lutz (2014), e´ definida como
𝑄 =
⎡⎣ 0.85 0.15
0.1 0.9
⎤⎦ = 𝑒Λℎ𝑑
Ale´m disso, a distribuic¸a˜o inicial de probabilidade e´ 𝜋0 = [0.4 0.6]′ e per´ıodo de discre-
tizac¸a˜o, ℎ𝑑 = 0.02[𝑠]. O objetivo e´ projetar um controlador usando uma lei de controle
amostrado por realimentac¸a˜o de estado, como definida em (3.3), com per´ıodo de amos-
tragem dado por 𝑡𝑘+1 − 𝑡𝑘 = ℎ = 200 ms.
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5.2.1 Controle ℋ2 O´timo
A interpretac¸a˜o f´ısica do ı´ndice de desempenho ℋ2, neste exemplo, consiste na
energia total dissipada pelo sistema, a qual busca-se minimizar pela ac¸a˜o de um controle
via realimentac¸a˜o de estado da forma (3.3). Como indicado em Gabriel (2016), as matrizes
do espac¸o de estado que permitem sintetizar a sa´ıda controlada 𝑧(𝑡) a partir das varia´veis
de estado e da perturbac¸a˜o externa, sa˜o expressas, respectivamente, por
𝐶1=𝐶2=
[︁
0 0
√
𝑏 −√𝑏
]︁
, 𝐷1=𝐷2=
[︁
0
]︁
Utilizando-se o respectivo programa para a s´ıntese de controle ℋ2, obteve-se os seguintes
ganhos o´timos correspondentes a` soluc¸a˜o linear por partes com 𝑛ℎ = 16⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ −38.1794 17.9424 3.8071 −5.6541
−29.6579 13.9777 3.5287 −5.0378
⎤⎦
e os ganhos para a soluc¸a˜o polinomial com 𝑛𝜑 = 5 foram calculados como sendo⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ −36.8151 17.1798 4.6377 −6.4236
−27.9727 13.0738 4.4260 −5.9092
⎤⎦
E´ importante notar que os valores mı´nimos associados a` soluc¸a˜o linear por partes
com 𝑛ℎ = 16 e a` soluc¸a˜o polinomial com 𝑛𝜑 = 5, fornecidos nas Tabelas 5 e 6, respec-
tivamente, sa˜o bastante pro´ximos (dentro de uma margem de erro de aproximadamente
2%).
5.2.2 Controle ℋ∞ O´timo
Outro ı´ndice de desempenho e´ o ℋ∞, que fornece uma medida da robustez do
sistema em malha fechada frente a impreciso˜es parame´tricas ou de modelagem que influ-
enciam a sua estabilidade e desempenho. O objetivo do projeto de controle ℋ∞ o´timo
corresponde a minimizar o efeito da perturbac¸a˜o externa 𝑤𝑐(𝑡) no sistema, conforme des-
crito na Figura 6. Neste caso, a sa´ıda controlada 𝑧(𝑡) e´ sintetizada atrave´s das matrizes
𝐶1 = 𝐶2 =
⎡⎢⎢⎢⎣
0 10 0 0
0 0 0 1
0 0 0 0
⎤⎥⎥⎥⎦ , 𝐷1 = 𝐷2 =
⎡⎢⎢⎢⎣
0
0
1
⎤⎥⎥⎥⎦
Para fins comparativos a linha do ı´ndice 𝒥∞ das Tabelas 5 e 6 foi constru´ıda a
partir da aplicac¸a˜o do resultado do Corola´rio 3.1 do Cap´ıtulo 3, considerando diferentes
segmentos 𝑛ℎ para a soluc¸a˜o linear por partes e diferentes quantidades de termos 𝑛𝜑 para
a soluc¸a˜o polinomial, respectivamente. Os ganhos de realimentac¸a˜o de estado para o caso
linear por partes com 𝑛ℎ = 16 foram calculados como⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ 0.9245 −1.1824 −0.9665 −4.6812
0.8381 −1.3023 −0.9081 −4.4026
⎤⎦
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Figura 7 – Soluc¸a˜o temporal para soluc¸a˜o linear por partes para 𝑛ℎ = 16.
Figura 8 – Soluc¸a˜o temporal para soluc¸a˜o polinomial para 𝑛𝜑 = 5.
enquanto os ganhos de realimentac¸a˜o de estado para a soluc¸a˜o polinomial com 𝑛𝜑 = 5⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ 0.9235 −1.2830 −0.9789 −4.7498
0.8402 −1.2769 −0.9045 −4.3905
⎤⎦
Como se pode observar nos casos anteriores, os valores mı´nimos do crite´rio ℋ∞
decrescem conforme 𝑛ℎ aumenta para a soluc¸a˜o linear por partes e a` medida que 𝑛𝜑 au-
menta para a soluc¸a˜o polinomial. Analisando as Tabelas 6 e 5 e´ verificado que o ı´ndice
𝒥∞ para o soluc¸a˜o polinomial considerando 𝑛𝜑 = 5 e´ aproximadamente igual ao ı´ndice de
desempenho da soluc¸a˜o linear por partes com 𝑛ℎ = 16, respectivamente. Neste exemplo,
a soluc¸a˜o polinomial leva a um menor esforc¸o computacional uma vez que o mesmo ı´n-
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dice de desempenho e´ obtido para um nu´mero treˆs vezes menor de varia´veis que aquele
utilizado para a soluc¸a˜o linear por partes. Para confirmar este fato, foram realizadas simu-
lac¸o˜es temporais com o objetivo de permitir uma comparac¸a˜o entre esses dois casos, como
apresentadas nas Figuras 7 e 8. A simulac¸a˜o temporal consistiu em realizar 1500 eventos
seguindo o me´todo de Monte Carlo para o sistema em malha fechada com 𝑤𝑑(𝑡) = 0 para
todo 𝑡 ∈ [0, 10], 𝑤𝑐(𝑡) = sen(𝜋𝑡/2) para todo 𝑡 ∈ [0, 5) e 𝑤𝑐(𝑡) = 0 para todo 𝑡 ∈ [5, 10]. Os
ganhos de realimentac¸a˜o de estado utilizados para a simulac¸a˜o foram os mesmos ja´ citados
nesta sec¸a˜o. Como era de se esperar, os dois conjuntos de ganhos sa˜o muito parecidos, o
que implica em simulac¸o˜es similares.
Na parte superior de cada uma das Figuras 7 e 8, e´ apresentado o quadrado da
norma Euclidiana da sa´ıda controlada, para a func¸a˜o linear por partes e para a func¸a˜o
polinomial, respectivamente, considerando-se todas as trajeto´rias simuladas. A linha cheia
em azul e´ a trajeto´ria me´dia que se situa no interior de uma a´rea hachurada correspondente
a um desvio padra˜o. Ja´ na parte inferior das figuras, encontra-se o sinal de controle
amostrado correspondente ao u´ltimo evento simulado para cada um dos casos. Como
esperado, as trajeto´rias convergem para zero a partir do momento em que o sinal de
perturbac¸a˜o cessa em 𝑡 = 5[s]. A norma ℋ∞ associada a` simulac¸a˜o temporal para a
entrada senoidal em questa˜o foi calculada como 𝛾 = 1.0337 e 𝛾 = 1.0269 para a soluc¸a˜o
linear por partes e a soluc¸a˜o polinomial, respectivamente. Como deveria ocorrer, estes
valores esta˜o abaixo dos apresentados nas Tabelas 5 e 6, pois aqueles correspondem a`
situac¸a˜o de pior caso.
5.3 Peˆndulo de Furuta
A u´ltima aplicac¸a˜o pra´tica a ser apresentada e´ o peˆndulo de Furuta como descrito
com detalhes em Oliveira (2015). Ele difere do caso anterior por ser insta´vel em malha
aberta. O objetivo e´ encontrar uma lei de controle amostrado por realimentac¸a˜o de estado
com per´ıodo de amostragem ℎ = 20 [ms] capaz de estabilizar o peˆndulo no contexto
dos ı´ndices de desempenho ℋ2 e ℋ∞. Esta aplicac¸a˜o pra´tica consiste em um motor que
movimenta uma haste rotacional conectada a um peˆndulo. A lei de controle amostrado tem
a func¸a˜o de estabilizar o conjunto no seu ponto de equil´ıbrio. Assim como no exemplo
anterior, e´ adotado um controle do tipo amostrado modelando uma transmissa˜o com
largura de banda limitada. Ale´m disso, a rede e´ modelada atrave´s de uma cadeia de
Markov, a qual considera que o sinal transmitido esta´ sujeito a`s imperfeic¸o˜es ja´ discutidas
em Gabriel (2016). De acordo com Oliveira (2015), as matrizes da sua representac¸a˜o de
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Tabela 7 – Peˆndulo de Furuta - soluc¸a˜o PWL.
𝑛ℎ 1 2 4 8
𝒥2 18.1020 13.8666 11.9123 11.0407
𝒥∞ 7.6634 6.3046 5.7876 5.4604
Tabela 8 – Peˆndulo de Furuta - soluc¸a˜o polinomial.
𝑛𝜑 2 3 4 5
𝒥2 18.0953 13.0736 11.5971 11.0990
𝒥∞ 7.6609 5.8471 5.4924 5.3092
estado sa˜o dadas por
𝐴1 = 𝐴2 = 𝐴3 = 𝐴4=
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
0 34.16 −18.62 −0.035
0 76.74 −17.96 −0.079
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐵1 = 𝐵3=
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐵2 = 𝐵4=
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
18.31
17.65
⎤⎥⎥⎥⎥⎥⎥⎦ ,
𝐸𝑐1 = 𝐸𝑐2 = 𝐸𝑐3 = 𝐸𝑐4=
⎡⎢⎢⎢⎢⎢⎢⎣
0.0175
0.2618
0
0
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐶1 = 𝐶2 = 𝐶3 = 𝐶4=
⎡⎢⎢⎢⎣
5 0 0 0
0 1 0 0
0 0 0 0
⎤⎥⎥⎥⎦
com 𝐷′1 = 𝐷′2 = 𝐷′3 = 𝐷′4 = [0 0 1.2]′ e 𝐸𝑑1 = 𝐸𝑑2 = 𝐸𝑑3 = 𝐸𝑑4 = 0. Por fim, a matriz
de taxa de transic¸a˜o Λ ∈ R4×4 e a distribuic¸a˜o inicial de probabilidade sa˜o expressas,
respectivamente, na forma
Λ =
⎡⎢⎢⎢⎢⎢⎢⎣
0.0348 0.8352 0.0377 0.0923
0.0348 0.8352 0.0377 0.0923
0.01 0.24 0.2175 0.5325
0.01 0.24 0.2175 0.5325
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝜋0 =
⎡⎢⎢⎢⎢⎢⎢⎣
0.0263
0.6316
0.0992
0.2429
⎤⎥⎥⎥⎥⎥⎥⎦
Nota-se que este modelo e´ composto por um sistema dinaˆmico de ordem quatro com
quatro estados distintos na cadeia de Markov, nele as matrizes de entrada de controle 𝐵𝑖,
para 𝑖 = 1, 2, · · · , 4, dependem do processo markoviano.
A seguir sa˜o calculados os dois ı´ndices de desempenho com 𝑛ℎ ∈ {1, 2, 4, 8}, pois
para valores superiores o tempo de execuc¸a˜o dos programas tornou-se proibitivo (va´rias
horas). Isto se da´ pelo fato do sistema ser de quarta ordem e requerer um nu´mero bastante
expressivo de varia´veis para representar os problemas de otimizac¸a˜o a serem resolvidos.
5.3.1 Controle ℋ2 O´timo
A partir do Corola´rio 3.2, foi poss´ıvel calcular o controlador o´timo ℋ2 deste
problema do peˆndulo de Furuta. Na linha do ı´ndice 𝒥2 da Tabela 7 e´ apresentada a
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convergeˆncia para o referido ı´ndice de desempenho conforme o nu´mero de segmentos 𝑛ℎ
aumenta para a soluc¸a˜o linear por partes. Ja´ na Tabela 8 e´ apresentada a convergeˆn-
cia para o mesmo ı´ndice, pore´m para um nu´mero de termos do polinoˆmio 𝑛𝜑 crescente
para a soluc¸a˜o polinomial. Os ganhos o´timos de realimentac¸a˜o de estado para 𝑛ℎ = 8
considerando uma soluc¸a˜o do tipo linear por partes sa˜o⎡⎢⎢⎢⎢⎢⎢⎣
𝐿1
𝐿2
𝐿3
𝐿4
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
2.1809 −23.3085 2.4581 −3.3024
3.1847 −33.0726 3.4589 −4.6661
2.0088 −22.4148 2.3551 −3.1734
3.1380 −34.9109 3.6312 −4.9172
⎤⎥⎥⎥⎥⎥⎥⎦
Os ganhos de realimentac¸a˜o de estado o´timos para 𝑛𝜑 = 5, considerando uma soluc¸a˜o do
tipo polinomial, sa˜o⎡⎢⎢⎢⎢⎢⎢⎣
𝐿1
𝐿2
𝐿3
𝐿4
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
2.1441 −22.5658 2.3908 −3.2065
3.2305 −33.2700 3.4736 −4.6916
1.9077 −20.7950 2.2004 −2.9555
3.2174 −35.2358 3.6706 −4.9672
⎤⎥⎥⎥⎥⎥⎥⎦
Nota-se nas Tabelas 7 e 8 que os valores do crite´rio sa˜o decrescentes segundo 𝑛ℎ
e 𝑛𝜑 aumentam, respectivamente. O decre´scimo e´ mais significativo no in´ıcio da se´rie e
da func¸a˜o polinomial que corresponde a valores pequenos de 𝑛ℎ e de 𝑛𝜑, respectivamente.
Nota-se tambe´m que para 𝑛ℎ = 8 os valores mı´nimos dos crite´rios correspondentes a`
soluc¸a˜o linear por partes e a` soluc¸a˜o polinomial para 𝑛𝜑 = 5 sa˜o muito parecidos (com
precisa˜o de aproximadamente 1 %).
5.3.2 Controle ℋ∞ O´timo
A partir do Corola´rio 3.1, foi poss´ıvel calcular o ı´ndice de desempenho o´timo
ℋ∞ e assim comparar os resultados obtidos para diferentes valores de segmentos 𝑛ℎ e de
polinoˆmios com diferentes quantidades de termos 𝑛𝜑, como apresentados nas Tabelas 7 e
8, respectivamente. Os ganhos para a soluc¸a˜o linear por partes obtidos com 𝑛ℎ = 8 foram
⎡⎢⎢⎢⎢⎢⎢⎣
𝐿1
𝐿2
𝐿3
𝐿4
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
3.3451 −33.3456 3.5313 −4.7225
4.3010 −41.8736 4.4111 −5.9212
3.3685 −35.3311 3.7159 −4.9941
4.3654 −46.3734 4.8342 −6.5325
⎤⎥⎥⎥⎥⎥⎥⎦
e os ganhos para a abordagem polinomial com 𝑛𝜑 = 5 foram⎡⎢⎢⎢⎢⎢⎢⎣
𝐿1
𝐿2
𝐿3
𝐿4
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
3.2199 −31.5254 3.3527 −4.4814
4.3825 −42.0568 4.4377 −5.9548
3.1802 −32.5772 3.4388 −4.6174
4.5488 −47.3018 4.9396 −6.6697
⎤⎥⎥⎥⎥⎥⎥⎦
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As mesmas observac¸o˜es feitas para o casoℋ2 permanecem va´lidas para o casoℋ∞.
O crite´rio de desempenho decresce com o aumento de 𝑛ℎ e 𝑛𝜑 sendo que este decre´scimo
e´ mais sens´ıvel no in´ıcio da se´rie e da func¸a˜o polinomial, respectivamente.
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6 Conclusa˜o
Nesta dissertac¸a˜o, duas novas te´cnicas para resolver desigualdades diferenciais
lineares foram propostas. Elas na˜o incluem nenhum tipo de aproximac¸a˜o e sa˜o suficiente-
mente simples de serem programadas com o aux´ılio de rotinas que resolvem desigualdades
matriciais lineares. A primeira delas, busca uma soluc¸a˜o fact´ıvel expressa em termos de
func¸o˜es matriciais cont´ınuas lineares por partes. A segunda, mais geral do ponto de vista
teo´rico, impo˜e uma soluc¸a˜o do tipo polinomial cujo grau e´ definido a priori pelo usua´rio.
A importaˆncia de resolver problemas expressos por desigualdades diferenciais li-
neares reside no fato de que inu´meras aplicac¸o˜es pra´ticas podem ser abordadas com maior
precisa˜o e maior eficieˆncia nume´rica. Como por exemplo, problemas de s´ıntese de controle
robusto, via realimentac¸a˜o de estado, com custo garantido do tipoℋ2 ouℋ∞ para sistemas
lineares sujeitos a incertezas parame´tricas polito´picas.
Diversos problemas de controle amostrado de sistemas lineares com saltos mar-
kovianos via realimentac¸a˜o de estado, considerando os crite´rios de desempenho ℋ2 e ℋ∞,
tambe´m foram abordados utilizando os me´todos propostos. Os respectivos problemas de
s´ıntese de controle foram resolvidos de forma eficiente mesmo considerando a existeˆncia de
incertezas parame´tricas. A limitac¸a˜o devido a aproximac¸a˜o introduzida pelo me´todo cla´s-
sico de Euler foi completamente eliminada. Nos exemplos resolvidos, o me´todo baseado
em func¸o˜es polinomiais foi o mais eficiente do ponto de vista nume´rico. Ademais, a sua
convergeˆncia global foi devidamente provada. Os exemplos resolvidos tambe´m indicam
que os dois me´todos propostos, sa˜o alternativas via´veis a`queles dispon´ıveis atualmente na
literatura, em particular, o me´todo de Euler. Como ilustra um dos exemplos, os resultados
desta dissertac¸a˜o foram aplicados com sucesso no controle de sistemas dinaˆmicos atrave´s
de redes de comunicac¸a˜o.
Como temas para poss´ıvel continuidade do presente trabalho, deseja-se citar a
busca de soluc¸o˜es para desigualdades diferenciais lineares expressas em termos de bases
espec´ıficas de func¸o˜es escalares. Dentre as quais cita-se, por exemplo, as func¸o˜es trigono-
me´tricas e as func¸o˜es sinc(·) ortogonais. Acredita-se que os resultados aqui desenvolvidos
para sistemas lineares com saltos markovianos podem ser generalizados para a s´ıntese de
controle de sistemas lineares com comutac¸a˜o. Esta u´ltima proposta, emerge da observa-
c¸a˜o de que as condic¸o˜es de ana´lise e s´ıntese de controle via realimentac¸a˜o de estado sa˜o
bastante parecidas em ambos os casos.
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As seguintes publicac¸o˜es decorrem desta dissertac¸a˜o de mestrado:
∙ Gabriela W. Gabriel, Jose´ C. Geromel and Tiago R. Gonc¸alves, Optimal Sampled-
Data Control of Markov Jump Linear Systems through Differential LMIs,
56𝑡ℎ IEEE Conference on Decision and Control, pp. 6247-6252, 2017.
∙ Gabriela W. Gabriel, Tiago R. Gonc¸alves and Jose´ C. Geromel, Optimal and
Robust Sampled-Data Control of Markov Jump Linear Systems: a
Differential LMI Approach, IEEE Transactions on Automatic Control, DOI
10.1109/tac.2018.2797212, 2018.
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APEˆNDICE A – Lema 1
O lema apresentado a seguir e´ parte fundamental para a prova do Teorema 3.1.
Lema A.1 Sejam as matrizes 𝑃𝑖(ℎ), 𝑆𝑖, ∀𝑖 ∈ K, definidas positivas e (𝜓,𝑤𝑑) vetores
reais de dimenso˜es compat´ıveis. Para cada 𝑖 ∈ K, a desigualdade
𝜓′𝑃𝑖(ℎ)𝜓 ≥ sup
𝑤𝑑
{︁
(𝐻𝑖𝜓 + 𝐽𝑑𝑖𝑤𝑑)′𝑆𝑖(𝐻𝑖𝜓 + 𝐽𝑑𝑖𝑤𝑑)− 𝛾2𝑤′𝑑𝑤𝑑
}︁
(A.1)
e´ garantida para todo 𝜓 se e somente se as condic¸o˜es
𝛾2𝐼 > 𝐽 ′𝑑𝑖𝑆𝑖𝐽𝑑𝑖 , 𝑃𝑖(ℎ) ≥ 𝐻 ′𝑖
(︁
𝑆−1𝑖 − 𝛾−2𝐽𝑑𝑖𝐽 ′𝑑𝑖
)︁−1
𝐻𝑖 (A.2)
sa˜o satisfeitas.
Prova: A parte direita da desigualdade (A.1) admite uma soluc¸a˜o limitada se e somente
se a func¸a˜o objetivo e´ estritamente coˆncava o que e´ assegurado pela primeira condic¸a˜o em
(A.2). Assim sendo, derivando em relac¸a˜o a 𝑤𝑑 determina-se a soluc¸a˜o o´tima
𝑤*𝑑 = 𝑤𝑑(𝜓, 𝑖) =
(︁
𝛾2𝐼 − 𝐽 ′𝑑𝑖𝑆𝑖𝐽𝑑𝑖
)︁−1
𝐽 ′𝑑𝑖𝑆𝑖𝐻𝑖𝜓 (A.3)
a qual, em conjunto com o lema da matriz inversa, fornece o valor do supremo da parte
direita da desigualdade (A.1), que corresponde,
sup
𝑤𝑑
{·} = 𝜓′𝐻 ′𝑖
(︁
𝑆−1𝑖 − 𝛾−2𝐽𝑑𝑖𝐽 ′𝑑𝑖
)︁−1
𝐻𝑖𝜓 (A.4)
e, assim, a prova esta´ conclu´ıda.
A partir desta prova fica evidente que a perturbac¸a˜o de pior caso 𝑤*𝑑 e´ linear com
relac¸a˜o a 𝜓. Ale´m do mais, note que (A.1) e´ assegurada pela igualdade se e somente se o
mesmo for verdade para a segunda restric¸a˜o em (A.2). A desigualdade (3.15) segue como
uma consequeˆncia direta do Lema A.1. De fato, denotando 𝑤𝑑[𝑘] = 𝑤𝑑, de (3.6) tem-se
𝜓(𝑡𝑘+1) = 𝐻𝜃(𝑡𝑘+1)𝜓(𝑡−𝑘+1) + 𝐽𝑑𝜃(𝑡𝑘+1)𝑤𝑑[𝑘]
= 𝐻𝜃(𝑡𝑘+1)𝜓(𝑡−𝑘+1) + 𝐽𝑑𝜃(𝑡𝑘+1)𝑤𝑑 (A.5)
o qual adotando (A.1), resulta em
sup
𝑤𝑑
{𝜓(𝑡𝑘+1)′𝑆𝑗𝜓(𝑡𝑘+1)− 𝛾2𝑤′𝑑𝑤𝑑} ≤ 𝜓(𝑡−𝑘+1)′𝑃𝑗(ℎ)𝜓(𝑡−𝑘+1)
≤ 𝒱𝑗(𝜓(𝑡−𝑘+1), 𝑡𝑘+1) (A.6)
para 𝑗 = 𝜃(𝑡𝑘+1) ∈ K. Esta desigualdade e´ consequeˆncia da condic¸a˜o necessa´ria e suficiente
do Lema A.1. Portanto, nenhum tipo de conservadorismo foi inclu´ıdo.
