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MULTIFRACTAL ANALYSIS OF SOME
INHOMOGENEOUS MULTINOMIAL MEASURES
WITH DISTINCT ANALYTIC OLSEN’S b AND B
FUNCTIONS
SHUANG SHEN
Abstract. Inhomogeneous multinomial measures on the mixed
symbolic spaces and the real line are given. By counting the zeros
of the corresponding generalized Dirichlet polynomials, one obtains
a probability measure whose Olsen’s functions b and B are analytic
and their graphs differ except at two points where they are tangent.
Also, interpretations of the Legendre transform of b andB are given
in terms of dimensions.
Key words: Multifractal analysis, Hausdorff dimension, pack-
ing dimension, inhomogeneous multinomial measures, Olsen’s b
and B functions, Gray code.
1. Introduction
In this paper, we want to describe a probability measure whose
Olsen’s b and B functions are analytic and their graphs differ except at
two points where they are tangent. This is motivated by an example
in [3]. We work first in the symbolic space and we construct a class of
inhomogeneous multinomial measures, some of which have good prop-
erties such that we know exactly the numbers and orders of zeros of
the corresponding generalized Dirichlet polynomials. Then we compute
the Hausdorff and packing dimensions of the level sets of local Ho¨lder
exponents of the measure, which turn out to be the Legendre transform
of the Olsen functions. At last, we consider the image measure onto
the real line applying a Gray code, so to obtain a doubling measure.
During the completion of the paper, we just happen to know the work
by Barral [2] in which he proves that for two functions under certain
conditions, there exists a compactly supported Borel positive and finite
measure µ on Rd such that the free energy functions associated with µ
are just the two given functions. Also the constructed measure is exact
dimensional.
2. Notations and definitions
2.1. The Olsen measures.
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We deal with a metric space (X, d) possessing the Besicovitch prop-
erty:
There exists a constant CB ∈ N such that one can extract CB count-
able families {{Bj,k}k}1≤j≤CB from any collection B of balls in X so
that
–
⋃
j,k Bj,k contains the centers of the elements of B,
– for any j and k 6= k′, Bj,k ∩ Bj,k′ = ∅.
This is a theorem by Besicovitch that an Euclidean space fulfils this
condition. It is obvious that an ultrametric space also has this property.
Let µ be a Borel probability measure on X. If E is a nonempty
subset of X and if q, t ∈ R and δ > 0, we introduce the quantities:
H
q,t
µ,δ(E) = inf
{
∗∑
i
rtiµ(B(xi, ri))
q :
(B(xi, ri))i centered δ-covering of E
}
,
H
q,t
µ (E) = sup
δ>0
H
q,t
µ,δ(E),
H
q,t
µ (E) = sup
F⊂E
H
q,t
µ (F );
and
P
q,t
µ,δ(E) = sup
{
∗∑
i
rtiµ(B(xi, ri))
q : (B(xi, ri))i δ-packing of E
}
,
P
q,t
µ (E) = inf
δ>0
P
q,t
µ,δ(E),
P
q,t
µ (E) = inf
E⊂∪iEi
∑
i
P
q,t
µ (Ei).
The star means that we omit in the summation the terms which are
obviously infinite (i.e. zero raised to a negative power). However, we
will leave the star out for simplicity. B(xi, ri) stands for the open ball
centered at point xi ∈ X with radius ri, and we denote by Bi for short
in the context. When we say (B(xi, ri))i is a δ-covering of E, we mean
that
⋃
B(xi, ri) ⊇ E and for any i, ri < δ. When we say (B(xi, ri))i
is a centered δ-covering of E, we mean it is not only a δ-covering of
E, but also for any i, xi ∈ E. At last, when we say (B(xi, ri))i is a
δ-packing of E, we mean that for any i, xi ∈ E, ri < δ and for any
j 6= k, B(xj , rj) ∩ B(xk, rk) = ∅.
We can see that respectively, the functions H q,tµ , P
q,t
µ and P
q,t
µ
are multifractal extensions of the centered Hausdorff measure H t, the
packing measure P t, and the packing premeasure P
t
.
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2.2. The Olsen’s functions.
The functions H q,tµ , P
q,t
µ and P
q,t
µ induce dimensions to each subset
E of X. They are defined by
bµ,E(q) = sup
{
s : H q,sµ (E) =∞
}
= inf
{
s : H q,sµ (E) = 0
}
,
Bµ,E(q) = sup
{
s : Pq,sµ (E) =∞
}
= inf
{
s : Pq,sµ (E) = 0
}
,
τµ,E(q) = sup
{
s : P
q,s
µ (E) =∞
}
= inf
{
s : P
q,s
µ (E) = 0
}
.
They are multifractal extensions of the Hausdorff dimension dimE,
the packing dimension DimE, and the packing predimension ∆E.
Denote by Sµ the support of µ. For simplicity, we will write bµ =
bµ,Sµ , Bµ = Bµ,Sµ , τµ = τµ,Sµ . And if the measure µ is clear in the
context, we will omit µ and write b, B, τ respectively. They satisfy the
following properties (see [9]):
1◦ b(0) = dimSµ, B(0) = DimSµ, τ(0) = ∆Sµ.
2◦ b(1) = B(1) = τ(1) = 0.
3◦ b ≤ B ≤ τ .
4◦ b is decreasing and B and τ are convex and decreasing.
There is another way to describe τµ,E . Fix λ < 1 and define:
P˜
q,t
µ,δ(E) = sup
{∑
i
rtiµ(Bi)
q : (Bi)i packing of E with λδ < ri ≤ δ
}
,
P˜
q,t
µ (E) = lim sup
δ→0
P˜
q,t
µ,δ(E),
τ˜µ,E(q) = sup
{
s : P˜q,sµ (E) =∞
}
= inf
{
s : P˜q,sµ (E) = 0
}
.
Lemma 1. (see [4]) τ˜µ,E = τµ,E . So for any λ < 1, one has
τµ,E(q) = lim sup
δ→0
−1
log δ
log sup
{∑
i
µ(Bi)
q :
(Bi)i packing of E with λδ < ri ≤ δ
}
.
2.3. The multifractal formalism.
2.3.1. Level sets of local Ho¨lder exponents. Let µ be a measure on X.
For x ∈ X, we define the local dimensions or local Ho¨lder exponents of
the measure µ at point x by
αµ(x) = lim sup
r→0
log µ(B(x, r))
log r
and αµ(x) = lim inf
r→0
logµ(B(x, r))
log r
.
Then for α, β ∈ R, we introduce the sets:
Xµ(α) = {x ∈ Sµ : αµ(x) ≤ α} ,
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Xµ(α) =
{
x ∈ Sµ : αµ(x) ≥ α
}
,
Xµ(α, β) = Xµ(α) ∩Xµ(β),
Xµ(α) = Xµ(α, α).
As previously, we will omit µ if the measure is clear.
2.3.2. Some consequences. As is known, the multifractal formalism
aims at giving expressions of the dimension of the level sets of local
Ho¨lder exponents of measure µ in terms of the Legendre transform of
some free “energy” function (see [5], [7]).
Let f ∗(x) = infy(xy + f(y)) denote the Legendre transform of the
function f . Olsen proved the following general estimation, claiming
that the Legendre transform of the dimension functions b and B are
upper bounds of the dimensions of level sets.
Theorem 2. (see [9]) Let µ be a probability measure on X. Define
a = supq>0−
b(q)
q
and a = infq<0−
b(q)
q
. For all α ∈ (a, a), we have
dimX(α) ≤ b∗(α),
DimX(α) ≤ B∗(α).
Definition 1. If B′(q) exists and if dimX(−B′(q)) = DimX(−B′(q)) =
b∗(−B′(q)) = B∗(−B′(q)), we say that the measure µ obeys the multi-
fractal formalism at point q.
It always needs some extra conditions to obtain a minoration for the
dimensions of level sets.
Lemma 3. (see [4]) Let µ, ν be two probability measures on X. Fix
λ < 1. Set
ϕ(x) = lim sup
δ→0
−1
log δ
log sup
{∑
i
µ(Bi)
xν(Bi) :
(Bi)i packing of Sµ with λδ < ri ≤ δ
}
.
Assume that ϕ(0) = 0, ν(Sµ) > 0, and that ϕ
′(0) exists. Let E =
Xµ(−ϕ
′(0)), then one has
dimE ≥ ess sup
x∈E,ν
lim inf
r→0
log ν(B(x, r))
log r
,
DimE ≥ ess sup
x∈E,ν
lim sup
r→0
log ν(B(x, r))
log r
.
Ben Nasr, Bhouri and Heurteaux gave a sufficient condition and a
necessary condition for a valid multifractal formalism, showing that the
knowledge of the so-called Gibbs measure is quite unnecessary. That
is
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Theorem 4. (see [3]) Let µ be a probability measure on X and q ∈ R.
Suppose that B′(q) exists.
(i) If H
q,B(q)
µ (Sµ) > 0, then
dimX(−B′(q)) = DimX(−B′(q)) = b∗(−B′(q)) = B∗(−B′(q)).
(ii) Conversely, if dimX(−B′(q)) ≥ B∗(−B′(q)), then b(q) = B(q).
From the second part, when B′(q) exists, b(q) = B(q), known as
the Taylor regularity condition, is the necessary condition for a valid
multifractal formalism.
3. Some measures on symbolic spaces
3.1. The symbolic spaces.
Let c ≥ 2, A = {0, 1, · · · , c− 1}. We consider A ∗ =
⋃
n≥0 A
n, the
set of all finite words on the c-letter alphabet A .
If w = ε1 · · · εn and v = εn+1 · · · εn+p, denote by w · v (or simply by
wv if it is not ambiguous) the word ε1 · · · εn+p. With this operation,
A ∗ is a monoid whose identity element is the empty word ǫ. If a word
v is a prefix of the word w, we write v ≺ w. This defines an order on
A ∗ and endowed with this order, A ∗ becomes a tree whose root is ǫ.
At last, the length of a word w is denoted by |w|. If w and v are two
words, w ∧ v stands for their largest common prefix. It is well known
that the function d(w, v) = c−|w∧v| defines an ultrametric distance on
A ∗.
The completion of (A ∗, d) is a compact space which is the disjoint
union of A ∗ and ∂A ∗, whose elements can be viewed as infinite words.
Each finite word w ∈ A ∗ defines a cylinder [w] = {x ∈ ∂A ∗|w ≺ x},
which can also be viewed as a ball. For a Borel measure µ on ∂A ∗, we
simply write µ([w]) = µ(w). Thus we identify the Borel measure µ on
∂A ∗ with a mapping from A ∗ to [0,+∞] so that for any w ∈ A ∗,
µ(w) =
∑
j∈A
µ(wj).
Since the diameters of balls in ∂A ∗ are c−n, one can compute the
function τ in the following way according to Lemma 1. That is∑
w∈A n
µ(w)q = cnτn(q),
τ(q) = lim sup
n→∞
τn(q).
Also, we denote
τ(q) = lim inf
n→∞
τn(q).
Now we define the mixed symbolic spaces. Let c1, c2 ≥ 2, A1 =
{0, 1, · · · , c1 − 1}, A2 = {0, 1, · · · , c2 − 1} be two alphabets. Let (Tk)
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be a sequence of integers such that
T1 = 1, Tk < Tk+1 and lim
k→∞
Tk+1/Tk = +∞.
Consider the set of infinite words
∂A ∗1,2 = A
T2−T1
1 A
T3−T2
2 · · · =
∏
j
Xj ,
where
– if T2k−1 ≤ j < T2k for some k, Xj = A1,
– if T2k ≤ j < T2k+1 for some k, Xj = A2.
We call ∂A ∗1,2 the mixed symbolic space with respect to {A1,A2, (Tk)}.
Let Nn be the number of integers j ≤ n such that Xj = A1. We can
immediately get that
lim inf
n→∞
Nn
n
= 0,
and
lim sup
n→∞
Nn
n
= 1.
For any two different elements w, v ∈ ∂A ∗1,2 with |w ∧ v| = n, we
define that d(w, v) = c−Nn1 c
−(n−Nn)
2 . As previously, this defines an
ultrametric distance.
One sees that when c1 = c2 = c, the mixed symbolic space becomes
ordinary symbolic space.
3.2. Inhomogeneous multinomial measures.
In [3], the authors presented a measure which has an analytic func-
tion B and a linear function b, such that the graph of B is tangent to
the graph of b at point (1,0). Here, we wish to show that there exists
a measure µ, such that the Olsen functions B and b both are analytic
and their graphs differ except at two points where they are tangent;
what is more, B′(R) and b′(R) both are intervals of positive length.
We first work on the symbolic spaces and begin with the following
result, giving the so called inhomogeneous multinomial measures.
Theorem 5. Let A1 = {0, 1, · · · , c1 − 1}, A2 = {0, 1, · · · , c2 − 1} and
let (Tk) be a sequence of integers such that
T1 = 1, Tk < Tk+1 and lim
k→∞
Tk+1/Tk = +∞.
Let ai, bj ∈ (0, 1)(i = 1, · · · , c1, j = 1, · · · , c2) satisfying a1+ · · ·+ac1 =
b1 + · · ·+ bc2 = 1. There exists a probability measure µ on ∂A
∗
1,2 such
that for every q ∈ R,
B(q) = sup{logc1(a
q
1 + · · ·+ a
q
c1
), logc2(b
q
1 + · · ·+ b
q
c2
)},
b(q) = inf{logc1(a
q
1 + · · ·+ a
q
c1
), logc2(b
q
1 + · · ·+ b
q
c2
)}.
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To avoid tedious notations, we write the proof with c1 = c2 = 3.
The reader will realize that the general case can be handled with minor
modifications.
Now A1 = A2 = A = {0, 1, 2}. We define the measure µ on ∂A
∗
such that for every cylinder [ε1ε2 · · · εn], one has
µ(ε1 · · · εn) =
n∏
j=1
pj ,
where
– if T2k−1 ≤ j < T2k for some k, pj = aεj+1,
– if T2k ≤ j < T2k+1 for some k, pj = bεj+1.
To prove the theorem, we first compute the τ function with respect
to the measure µ.
If Nn is the number of integers j ≤ n such that pj ∈ {a1, a2, a3}, we
can easily deduce that
τn(q) =
Nn
n
log3(a
q
1 + a
q
2 + a
q
3) + (1−
Nn
n
) log3(b
q
1 + b
q
2 + b
q
3).
By using that lim infn→∞
Nn
n
= 0 and lim supn→∞
Nn
n
= 1, we can
conclude
τ(q) = sup{log3(a
q
1 + a
q
2 + a
q
3), log3(b
q
1 + b
q
2 + b
q
3)},
τ (q) = inf{log3(a
q
1 + a
q
2 + a
q
3), log3(b
q
1 + b
q
2 + b
q
3)}.
Lemma 6. Let A = {0, 1, 2}. We can construct a probability measure
ν on ∂A ∗ and a subsequence of integers (nk)k≥1, such that
ν(w) ≤ µ(w)q3−nτ(q), if w ∈ A n,
and for every ε > 0,
ν(w) ≤ µ(w)q3−nk(τ(q)−ε), if w ∈ A nk with k large.
Proof. Define a mapping νn from A
∗ to [0,+∞] such that for any
x ∈ A m,
νn(x) =
∑
w∈A n,x≺w
µ(w)q3−nτn(q), if m ≤ n,
νn(x) =
1
cm−n
∑
w∈A n,w≺x
µ(w)q3−nτn(q), if m > n.
Then it is easy to see that νn is a probability measure on ∂A
∗ and
for every w ∈ A n,
νn(w) = µ(w)
q3−nτn(q).
Let w ∈ A n and p > 0. We have
νn+p(w) =
∑
x∈A p
νn+p(wx) =
∑
x∈A p
µ(wx)q3−(n+p)τn+p(q).
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Meanwhile,∑
x∈A p µ(wx)
q
µ(w)q
=
∑
z∈A n+p µ(z)
q∑
w∈A n µ(w)
q
=
3(n+p)τn+p(q)
3nτn(q)
.
We can conclude that
νn+p(w) = µ(w)
q 3
(n+p)τn+p(q)
3nτn(q)
3−(n+p)τn+p(q) = µ(w)q3−nτn(q) = νn(w).
Let (nk)k≥1 be a subsequence such that τ(q) = limk→+∞ τnk(q) and
choose ν as a weak limit of a subsequence of νnk . Observing that
τ(q) ≤ τn(q), we obtain that
∀n ≥ 1, ∀w ∈ A n, ν(w) ≤ µ(w)q3−nτ(q).
If ε > 0 and if k is sufficiently large, we have τ(q) − ε ≤ τnk(q).
Thus for any w ∈ A nk , νnk(w) ≤ µ(w)
q3−nk(τ(q)−ε), and finally we get
ν(w) ≤ µ(w)q3−nk(τ(q)−ε).

Lemma 7. For any fixed q, one has
P
q,τ(q)−ε
µ (Sµ) > 0, for every ε > 0,
H
q,τ(q)+ε
µ (Sµ) < +∞, for every ε > 0,
and
H
q,τ(q)
µ (Sµ) > 0.
Proof. To prove the first inequality, one takes any family of {Ei} such
that Sµ = ∪Ei and for each i one computes P
q,τ(q)−ε
µ (Ei).
For any δ > 0, for any x ∈ Sµ, there exists an integer nx and a word
wx ∈ A
nx such that wx ≺ x, 3
−nx < δ and ν(wx) ≤ µ(wx)
q3−nx(τ(q)−ε).
When we identify a finite word with a cylinder as well as a ball, by
Besicovitch property, we can extract from {wx}x∈Ei CB countable fam-
ilies {wj,k}1≤j≤CB,k≥1 such that ∪j,kwj,k ⊇ Ei and for any j, {wj,k}k≥1
is a δ-packing of Ei.
Then one gets
ν∗(Ei) ≤
∑
j,k
ν∗(wj,k) ≤
∑
j,k
ν(wj,k) ≤
∑
j,k
µ(wj,k)
q3−|wj,k|(τ(q)−ε),
where ν∗ stands for the outer measure of ν.
So there exists j such that
∑
k µ(wj,k)
q3−|wj,k|(τ(q)−ε) ≥ 1
CB
ν∗(Ei).
Thus ∑
i
P
q,τ(q)−ε
µ (Ei) ≥
1
CB
∑
i
ν∗(Ei) ≥
1
CB
ν∗(Sµ),
which implies
P
q,τ(q)−ε
µ (Sµ) ≥
1
CB
ν∗(Sµ) > 0.
To prove the second inequality, one notices that for ε > 0, there exists
a subsequence {nk} such that τnk(q) < τ (q) + ε, for every k ≥ 1. Take
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any subset F ⊂ Sµ, and we choose the natural centered 3
−nk-covering
of F , which is a set of elements belonging in A nk . Now
H
q,τ(q)+ε
µ,3−nk (F ) ≤
∑
w∈A nk
µ(w)q3−nk(τ(q)+ε) ≤
∑
w∈A nk
µ(w)q3−nkτnk (q) = 1,
which means
H
q,τ(q)+ε
µ (F ) ≤ 1,
and
H
q,τ(q)+ε
µ (Sµ) ≤ 1.
To prove the last inequality, it is sufficient to show thatH
q,τ(q)
µ (Sµ) >
0. Let m ≥ 1, for any 3−m-covering Bm = {wi}i of Sµ, we have∑
wi∈Bm
µ(wi)
q3−|wi|τ(q) =
∑
n≥m
∑
wi∈A n, wi∈Bm
µ(wi)
q3−nτ(q)
≥
∑
n≥m
∑
wi∈A n, wi∈Bm
ν(w)
=
∑
wi∈Bm
ν(wi) ≥ ν
∗(Sµ).
This implies
H
q,τ(q)
µ,3−m(Sµ) ≥ ν
∗(Sµ),
which yields
H
q,τ(q)
µ (Sµ) > 0.
So the proof is finished.

Remark 1. In fact, here one easily checks that in the symbolic space,
H and H are the same. So in the proof of the second inequality, one
does not need to introduce the subset F .
Now we are back to compute the functions B and b. To obtain the
equalities B(q) = τ(q), b(q) = τ (q), it is now sufficient to prove that
τ(q) ≤ B(q), τ (q) ≤ b(q) and τ (q) ≥ b(q), which are just consequences
of Lemma 7.
So Theorem 5 has been done for c1 = c2 = 3. In general case, one
can compute
τn(q) =
Nn
n
log(aq1 + · · ·+ a
q
c1
)
Nn
n
log c1 + (1−
Nn
n
) log c2
+
(1− Nn
n
) log(bq1 + · · ·+ b
q
c2
)
Nn
n
log c1 + (1−
Nn
n
) log c2
,
which follows
τ(q) = sup{logc1(a
q
1 + · · ·+ a
q
c1
), logc2(b
q
1 + · · ·+ b
q
c2
)},
τ (q) = inf{logc1(a
q
1 + · · ·+ a
q
c1
), logc2(b
q
1 + · · ·+ b
q
c2
)}.
Using the very same method as above, and replacing the metric 3−n
by c−Nn1 c
−(n−Nn)
2 , one checks that Theorem 5 is valid.
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4. Measures with analytic Olsen’s functions
The purpose of this section is to find a measure whose Olsen’s func-
tions B and b both are analytic and their graphs are tangent to each
other at two special points, which means, the graphs of the two func-
tions have four intersections, counted with their orders. So we recall
some results about the number of zeros of generalized Dirichlet poly-
nomial by G.J.O. Jameson.
Definition 2. Let f : R → R be an analytic function. x0 is called a
zero of f of order k (k ≥ 0) if
f(x0) = f
′(x0) = · · · = f
(k−1)(x0) = 0, and f
(k)(x0) 6= 0.
Let f1, f2 : R → R be two analytic functions. (x0, y0) is called an
intersection of the graphs of f1 and f2, of order k (k ≥ 0), if x0 is the
zero of function f1 − f2 of order k, and y0 = f1(x0).
Definition 3. A (generalized) Dirichlet polynomial is a function of the
form
F (x) =
n∑
j=1
aje
pjx, x ∈ R,
where the pj can be any real numbers (listed in descending order).
The length of a Dirichlet polynomial is the number of non-zero terms
in its defining expression.
Among Dirichlet polynomials, a special case is when each aj is either
1 or -1, with equally many of each occurring. We call this type bipartite.
With the same notations as above, Jameson proved the next theorem:
Theorem 8. (see [8]) If (aj) is bipartite of length 2n, then the number
of zeros of F (counted with their orders) is not greater than n.
Corollary 9. The Olsen’s functions B and b of the measure µ in The-
orem 5, when c1 = c2 = 3, cannot be analytic.
Proof. Denote by
θ1(q) = log3(a
q
1 + a
q
2 + a
q
3),
θ2(q) = log3(b
q
1 + b
q
2 + b
q
3).
The number of intersections of the functions θ1 and θ2 is the same
as the number of zeros of the Dirichlet polynomial
F (q) = aq1 + a
q
2 + a
q
3 − (b
q
1 + b
q
2 + b
q
3).
But this is a bipartite of length 6, so it has at most 3 zeros, counted
with their orders. Since 0 and 1 are already two zeros of F , the graphs
of θ1 and θ2 cannot be tangent at both (0,1) and (1,0) (or F will have
at least four zeros!). So at least one point, say (1,0), is an intersection
of order 1 of the functions θ1 and θ2, and the graphs get crossed at (1,0)
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with different derivatives, which implies b and B cannot be analytic,
and their graphs cannot be tangent to each other.

However, when c1 = c2 = 4, for Olsen functions B and b of the
measure µ, the corresponding Dirichlet polynomial
F (q) = aq1 + a
q
2 + a
q
3 + a
q
4 − (b
q
1 + b
q
2 + b
q
3 + b
q
4)
will be a bipartite of length 8, which means, F has at most 4 zeros
according to Jameson. So it is not impossible that 0 and 1 are both
zeros of order 2. And this is exactly the condition we are looking
for. The object of next theorem is to find two such proper groups of
parameters (aj) and (bj).
Denote
θ(x1, x2, x3, x4; q) = log(x
q
1 + x
q
2 + x
q
3 + x
q
4),
then one easily computes
θ′(x1, x2, x3, x4; q) =
xq1 log x1 + x
q
2 log x2 + x
q
3 log x3 + x
q
4 log x4
xq1 + x
q
2 + x
q
3 + x
q
4
,
where θ′ stands for the derivative of the function θ with respect to q.
Theorem 10. There exist two different groups (aj) and (bj) (aj , bj ∈
(0, 1), j = 1, 2, 3, 4) such that
∑
aj =
∑
bj = 1 and
θ(a1, a2, a3, a4; 0) = θ(b1, b2, b3, b4; 0),
θ(a1, a2, a3, a4; 1) = θ(b1, b2, b3, b4; 1),
θ′(a1, a2, a3, a4; 0) = θ
′(b1, b2, b3, b4; 0),
θ′(a1, a2, a3, a4; 1) = θ
′(b1, b2, b3, b4; 1).
Proof. Only the last two equalities are to be proved. Take
(a1, a2, a3, a4) = (a+ t, b, c, d− t),
(b1, b2, b3, b4) = (a+ u, b+ v, c+ w, d− (u+ v + w)),
where a, b, c, d are positive constants to be fixed later on subject to the
condition a+ b+ c+ d = 1, and t, u, v, w are real numbers. Define
ϕ(t, u, v, w) = (a+ t) log(a+ t) + b log b+ c log c+ (d− t) log(d− t)−
(a + u) log(a+ u)− (b+ v) log(b+ v)− (c+ w) log(c+ w)−
(d− (u+ v + w)) log(d− (u+ v + w)),
ψ(t, u, v, w) = log(a+ t) + log b+ log c + log(d− t)− log(a+ u)−
log(b+ v)− log(c+ w)− log(d− (u+ v + w)).
Notice that they are just the differences of derivatives of function θ
(with respect to (aj) and (bj)) at points 1 and 0. We wish to find suit-
able small non-zero numbers t, u, v, w such that both of the functions
ϕ and ψ vanish.
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It is easy to get 
∂ϕ
∂t
= log a+t
d−t
∂ϕ
∂u
= log d−(u+v+w)
a+u
∂ϕ
∂v
= log d−(u+v+w)
b+v
∂ϕ
∂w
= log d−(u+v+w)
c+w
and 
∂ψ
∂t
= 1
a+t
− 1
d−t
∂ψ
∂u
= 1
d−(u+v+w)
− 1
a+u
∂ψ
∂v
= 1
d−(u+v+w)
− 1
b+v
∂ψ
∂w
= 1
d−(u+v+w)
− 1
c+w
The Jacobian matrix at point (0,0,0,0) is
∂(ϕ, ψ)
∂(t, u, v, w)
|(0,0,0,0) =
(
log a
d
log d
a
log d
b
log d
c
1
a
− 1
d
1
d
− 1
a
1
d
− 1
b
1
d
− 1
c
)
· · · · · · (∗)
Take out the two middle columns and one can expect the determinant
of this submatrix nonzero. In fact, just let
(a, b, c, d) =
(
1
10
,
2
10
,
3
10
,
4
10
)
,
then
∂(ϕ, ψ)
∂(u, v)
∣∣∣
(0,0)
=
(
log 4 log 2
−15
2
−5
2
)
,
which is a nondegenerate matrix.
At last, noticing that ϕ(0, 0, 0, 0) = ψ(0, 0, 0, 0) = 0 and recalling the
implicit function theorem, we obtain a map F satisfying that for any
small (t, w), we have (u, v) = F (t, w) such that
ϕ(t, u, v, w) = ψ(t, u, v, w) = 0.

Remark 2. One sees from the matrix (∗) that the first two columns
should not be taken out, since it is obviously a degenerate matrix.
This is because, when v and w are given, t and u can be never found
to vanish the functions ϕ and ψ.
For example, take v = 0, w 6= 0 but very small. Now the two groups
of parameters are (a+t, b, c, d−t) and (a+u, b, c+w, d−(u+w)). And
we cannot find suitable t and u: otherwise, it is equivalent to obtain a
bipartite of length 6 but with 4 zeros! This just causes a contradiction.
Besides, any other two columns in the matrix (∗) are available.
Remark 3. If we take
(a, b, c, d) =
(
1
9
,
2
9
,
2
9
,
4
9
)
,
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then we can still obtain a map F satisfying that for any small (t, w),
we have (u, v) = F (t, w) such that
ϕ(t, u, v, w) = ψ(t, u, v, w) = 0.
Let t = 0, w 6= 0 but very small. Then (a1, a2, a3, a4) =
(
1
9
, 2
9
, 2
9
, 4
9
)
.
Denote (e1, e2) =
(
1
3
, 2
3
)
, then we have
log4(a
q
1 + a
q
2 + a
q
3 + a
q
4) = log2(e
q
1 + e
q
2).
Proposition 11. Let A = {0, 1, 2, 3}. There exists a probability mea-
sure µ on ∂A ∗ such that its Olsen’s functions B and b are analytic and
their graphs differ except at two points where they are tangent, with
B(0) = b(0), B(1) = b(1), and B(q) > b(q) for all q 6= 0, 1. Moreover
B and b are convex and B′(R) and b′(R) both are intervals of positive
length.
At the same time, if we let A1 = {0, 1}, A2 = {0, 1, 2, 3} and (Tk) be
a suitable sequence of integers, then the statements above are true for
the mixed symbolic space ∂A ∗1,2.
Proof. Choose (aj) and (bj) in Theorem 10. By Theorem 5 (set c1 =
c2 = 4), there exists a probability measure µ on ∂A
∗ such that
B(q) = sup{log4(a
q
1 + a
q
2 + a
q
3 + a
q
4), log4(b
q
1 + b
q
2 + b
q
3 + b
q
4)},
b(q) = inf{log4(a
q
1 + a
q
2 + a
q
3 + a
q
4), log4(b
q
1 + b
q
2 + b
q
3 + b
q
4)}.
However, all intersections of θ(a1, a2, a3, a4; q) and θ(b1, b2, b3, b4; q)
are clear: (0,1) and (1,0) are all of the four intersections, both of order
2. So these two curves are tangent to each other and one curve is always
above the other (the order of the intersection is even). This follows the
first part of the conclusion.
For the second part, just by using Remark 3, we can find (aj), (bj)
and (ej) such that
log4(a
q
1 + a
q
2 + a
q
3 + a
q
4) = log2(e
q
1 + e
q
2).
So the same conclusion follows.

Remark 4. We know from Theorem 4 that the measures above cannot
satisfy the classsical multifractal formalism at any point q 6= 0, 1.
5. Interpretation of Legendre transforms of b and B
In this section, we are to compute the dimensions of the level sets of
local Ho¨lder exponents of the measure µ on ∂A ∗ with analytic dimen-
sion functions (see Proposition 11).
We can see from the construction of measure µ that 0 < a1 < a2 <
a3 < a4 < 1 and 0 < b1 < b2 < b3 < b4 < 1. Fix such two groups of
parameters and let us present an analytic result first.
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Lemma 12. For any α ∈ (− log4 a4,− log4 a1), there exist a˜1, a˜2, a˜3, a˜4 ∈
(0, 1) such that
∑4
i=1 a˜i = 1 and
−
4∑
i=1
a˜i log4 ai = α,
log a˜2
a˜1
log a2
a1
=
log a˜3
a˜1
log a3
a1
=
log a˜4
a˜1
log a4
a1
.
Proof. Assume that a˜1, a˜2, a˜3, a˜4 ∈ (0, 1) such that
∑4
i=1 a˜i = 1.
For a given q, to insure that
log a˜2
a˜1
log a2
a1
=
log a˜3
a˜1
log a3
a1
=
log a˜4
a˜1
log a4
a1
= q,
one has
a˜i = a˜1(
ai
a1
)q, i = 2, 3, 4.
So
4∑
i=1
a˜i = a˜1(1 +
4∑
i=2
(
ai
a1
)q) = 1,
which implies
a˜i =
aqi∑4
j=1 a
q
j
, i = 1, 2, 3, 4.
One sees that q can take any value in (−∞,+∞). Now, consider the
decreasing and convex function
θ(q) = log
4∑
j=1
aqj ,
then
−
4∑
i=1
a˜i log4 ai = −
4∑
i=1
aqi∑4
j=1 a
q
j
log4 ai = −
∑4
i=1 a
q
i log4 ai∑4
j=1 a
q
j
= −θ′(q),
which reaches any value in (− log4 a4,− log4 a1).

Without losing generality, we may assume that a1 < b1, then we have
B(q) = log4(a
q
1 + a
q
2 + a
q
3 + a
q
4),
b(q) = log4(b
q
1 + b
q
2 + b
q
3 + b
q
4).
Theorem 13. For any α ∈ (− log4 b4,− log4 b1), we have
dimX(α) = b∗(α),
DimX(α) = B∗(α).
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Proof. By Lemma 12, we can construct a new probability measure ν
on the tree just as µ, but replacing {ai, bi} with {a˜i, b˜i} such that
4∑
i=1
a˜i =
4∑
i=1
b˜i = 1,
−
4∑
i=1
a˜i log4 ai = −
4∑
i=1
b˜i log4 bi,
log a˜2
a˜1
log a2
a1
=
log a˜3
a˜1
log a3
a1
=
log a˜4
a˜1
log a4
a1
,
log b˜2
b˜1
log b2
b1
=
log b˜3
b˜1
log b3
b1
=
log b˜4
b˜1
log b4
b1
.
Fix λ < 1 and define
ϕν(x) = lim sup
δ→0
−1
log δ
log sup
{∑
i
µ(Bi)
xν(Bi) :
(Bi)i packing of Sµ with λδ < ri ≤ δ
}
Then it is easy to compute
ϕν(x) = log4max
{
4∑
i=1
axi a˜i,
4∑
i=1
bxi b˜i
}
.
The method of choosing {a˜i, b˜i} insures that ϕ
′
ν(0) exists, so we define
α = αν = −ϕ
′
ν(0) = −
4∑
i=1
a˜i log4 ai = −
4∑
i=1
b˜i log4 bi.
It is obvious that α ∈ (− log4 b4,− log4 b1). On the other hand, for
any β ∈ (− log4 b4,− log4 b1), there exist a˜i, b˜i such that αν = β, where
ν is the corresponding measure with respect to a˜i, b˜i. So α can take
any value in the interval (− log4 b4,− log4 b1).
Now we estimate the bounds of the dimensions of the level sets. The
strong law of large numbers shows that
lim inf
log4 ν(B(x, 4
−n))
−n
= min{h(a˜), h(b˜)},
lim sup
log4 ν(B(x, 4
−n))
−n
= max{h(a˜), h(b˜)},
for ν-almost every x, where
h(a˜) = −
4∑
i=1
a˜i log4 a˜i,
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h(b˜) = −
4∑
i=1
b˜i log4 b˜i.
So it deduces from Lemma 3 that
dimX(α) ≥ min{h(a˜), h(b˜)},
DimX(α) ≥ max{h(a˜), h(b˜)}.
To compute h(a˜) and h(b˜), set
qa =
log a˜2
a˜1
log a2
a1
=
log a˜3
a˜1
log a3
a1
=
log a˜4
a˜1
log a4
a1
,
then
B′(qa) =
aqa1 log4 a1 + a
qa
2 log4 a2 + a
qa
3 log a3 + a
qa
4 log a4
aqa1 + a
qa
2 + a
qa
3 + a
qa
4
=
log4 a1 +
a
qa
2
a
qa
1
log4 a2 +
a
qa
3
a
qa
1
log4 a3 +
a
qa
4
a
qa
1
log4 a4
1 +
a
qa
2
a
qa
1
+
a
qa
3
a
qa
1
+
a
qa
4
a
qa
1
=
log4 a1 +
a˜2
a˜1
log4 a2 +
a˜3
a˜1
log4 a3 +
a˜4
a˜1
log4 a4
1 + a˜2
a˜1
+ a˜3
a˜1
+ a˜4
a˜1
= a˜1 log4 a1 + a˜2 log4 a2 + a˜3 log4 a3 + a˜4 log4 a4
= ϕ′ν(0) = −α.
Moreover,
B(qa) + qaα = log4(a
qa
1 + a
qa
2 + a
qa
3 + a
qa
4 ) + qaα
= log4 a
qa
1 (1 +
aqa2
aqa1
+
aqa3
aqa1
+
aqa4
aqa1
) + qaα
= qa log4 a1 + log4(1 +
a˜2
a˜1
+
a˜3
a˜1
+
a˜4
a˜1
) + qaα
= qa log4 a1 − log4 a˜1 − qa(a˜1 log4 a1 + · · ·+ a˜4 log4 a4)
= − log4 a˜1 + a˜2 log4
aqa1
aqa2
+ a˜3 log4
aqa1
aqa3
+ a˜4 log4
aqa1
aqa4
= − log4 a˜1 + a˜2 log4
a˜1
a˜2
+ a˜3 log4
a˜1
a˜3
+ a˜4 log4
a˜1
a˜4
= −a˜1 log4 a˜1 − a˜2 log4 a˜2 − a˜3 log4 a˜3 − a˜4 log4 a˜4
= h(a˜).
And set
qb =
log b˜2
b˜1
log b2
b1
=
log b˜3
b˜1
log b3
b1
=
log b˜4
b˜1
log b4
b1
,
with the very same arguments, we have
b′(qb) = −α,
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b(qb) + qbα = h(b˜).
Thus
h(a˜) = B(qa) + qaα = B(qa)− qaB
′(qa) = B
∗(−B′(qa)),
h(b˜) = b(qb) + qbα = b(qb)− qbb
′(qb) = b
∗(−b′(qb)),
which gives the lower bounds of the dimensions of the level sets:
dimX(α) ≥ b∗(−b′(qb)) = b
∗(α),
DimX(α) ≥ B∗(−B′(qa)) = B
∗(α).
But we have the opposite inequalities according to Theorem 2, so
finally we get
dimX(α) = b∗(α),
DimX(α) = B∗(α).

6. Measures onto the real line
6.1. Generalized Gray codes.
Let A = {0, 1, · · · , c− 1}. There is a natural way to enumerate the
n-cylinders of ∂A ∗: for w = ε1ε2 · · · εn, we set
ι(w) =
n−1∑
j=0
εn−jc
j,
but we need other orderings of the cylinders.
We define a transformation g on A ∗, such that g(j) = j for all j ∈ A
and such that, for any w = ε1ε2 · · · εn ∈ A
∗,
g(ε1ε2 · · · εn) = g(ε1ε2 · · · εn−1) · k (n ≥ 2),
where k ∈ A and k ≡ (εn − εn−1) (mod c).
We can see from the definition that if w, v ∈ A n are two contiguous
words under natural enumeration, then g(w) and g(v) differ by one digit
exactly. This property extends the one of the classical Gray code [6],
which is the one we obtain when c = 2.
Also, it is obvious that v ≺ w implies g(v) ≺ g(w). So g induces a
transformation on ∂A ∗, still denoted by g: for any x = ε1ε2 · · · εn · · · ,
g(x) is the unique element of
⋂
n≥1[g(ε1ε2 · · · εn)]. It is easy to see that
g is an isometry.
Remark 5. When c ≥ 3, the way to define a Gray code is not unique.
In fact, let g˜(j) = j for j ∈ A , and, for w 6= ǫ and j ∈ A ,
g˜(w · j) = g˜(w) · k,
where k = c − 1 − j when ι(w) is odd, and k = j when ι(w) is even.
Then g˜ has the same properties as g.
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6.2. Measures on [0, 1].
In this section, we work on [0, 1] and try to get the same conclusion
as Proposition 11, i.e. to find a probability measure on [0, 1] such that
its Olsen’s functions B and b are analytic and their graphs differ except
at two points where they are tangent, with B(0) = b(0), B(1) = b(1),
and B(q) > b(q) for all q 6= 0, 1.
There is a natural map γ from ∂A ∗ onto [0, 1]:
for x = ε1ε2 · · · εn · · · ∈ ∂A
∗, γ(x) =
∑
n≥1
εnc
−n.
This map sends cylinders onto c-adic intervals; more precisely, if w ∈
A
n, the image of [w] under γ is the interval [ι(w)c−n, (ι(w) + 1)c−n].
Now if µ is a measure considered in Theorem 5, with the restriction
c1 = c2 = c, the measure ν image of µ under γ ◦ g
−1 (i.e., ν(E) =
µ(g ◦ γ−1(E)) for any Borel set E ⊂ [0, 1]) is doubling, because of the
properties of the Gray code g.
Since ν is doubling it is well known that to perform its multifractal
analysis one can use coverings and packings with c-adic intervals as
well as coverings and packings with genaral intervals.
So, since c-adic intervals correspond to cylinders, µ and ν share the
same multifractal analysis.
In particular, if we use the measure in Theorem 13, the b and B
functions for ν are analytic, their graphs have intersections of order 2
at points (1,0) and (0,1), and, for q /∈ {0, 1}, b(q) < B(q). Moreover the
Legendre transforms of these functions give the Hausdorff and packing
dimensions of the level sets of local Ho¨lder exponents of the measure
ν.
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