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Abstract
An affine hypersurfaceM is said to admit a pointwise symmetry, if
there exists a subgroup G of Aut(TpM) for all p ∈M , which preserves
(pointwise) the affine metric h, the difference tensor K and the affine
shape operator S. Here, we consider 3-dimensional indefinite affine
hyperspheres, i. e. S = HId (and thus S is trivially preserved). First
we solve an algebraic problem. We determine the non-trivial stabilizers
G of a traceless cubic form on a Lorentz-Minkowski space R3
1
under the
action of the isometry group SO(1, 2) and find a representative of each
SO(1, 2)/G-orbit. Since the affine cubic form is defined by h and K,
this gives us the possible symmetry groupsG and for eachG a canonical
form of K. Next, we classify hyperspheres admitting a pointwise G-
symmetry for all non-trivial stabilizers G (apart from Z2). Besides
well-known hyperspheres (for Z2 × Z2 resp. R the hyperspheres have
constant sectional curvature and Pick invariant J < 0 resp. J = 0) we
obtain rich classes of new examples e.g. warped product structures of
two-dimensional affine spheres (resp. quadrics) and curves. Moreover,
we find a way to construct indefinite affine hyperspheres out of 2-
dimensional quadrics or positive definite affine spheres.
Subject class: 53A15 (15A21, 53B30)
Keywords: 3-dimensional affine hyperspheres, indefinite affine metric, point-
wise symmetry, SO(1, 2)-action, stabilizers of a cubic form, affine differential
geometry, affine spheres, reduction theorems, Calabi product of hyperbolic
affine spheres
1 Introduction
Let Mn be a connected, oriented manifold. Consider an immersed hy-
persurface with relative normalization, i.e., an immersion ϕ : Mn → Rn+1
∗Partially supported by the DFG-Project ’Geometric Problems and Special PDEs’
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together with a transverse vector field ξ such that Dξ has its image in
ϕ∗TxM . Equi-affine geometry studies the properties of such immersions
under equi-affine transformations, i. e. volume-preserving linear transfor-
mations (SL(n+ 1,R)) and translations.
In the theory of nondegenerate equi-affine hypersurfaces there exists a
canonical choice of transverse vector field ξ (unique up to sign), called the
affine (Blaschke) normal, which induces a connection ∇, a nondegenerate
symmetric bilinear form h and a 1-1 tensor field S by
DXY = ∇XY + h(X,Y )ξ, (1)
DXξ = −SX, (2)
for all X,Y ∈ X (M). The connection ∇ is called the induced affine con-
nection, h is called the affine metric or Blaschke metric and S is called the
affine shape operator. In general ∇ is not the Levi Civita connection ∇ˆ of
h. The difference tensor K is defined as
K(X,Y ) = ∇XY − ∇ˆXY, (3)
for allX,Y ∈ X (M). Moreover the form h(K(X,Y ), Z) is a symmetric cubic
form with the property that for any fixed X ∈ X (M), traceKX vanishes.
This last property is called the apolarity condition. The difference tensor K,
together with the affine metric h and the affine shape operator S are the most
fundamental algebraic invariants for a nondegenerate affine hypersurface
(more details in Sec. 2). We say that Mn is indefinite, definite, etc. if the
affine metric h is indefinite, definite, etc. For details of the basic theory of
nondegenerate affine hypersurfaces we refer to [LSZ93] and [NS94].
Here we will restrict ourselves to the case of affine hyperspheres, i. e.
the shape operator will be a (constant) multiple of the identity (S = HId).
Geometrically this means that alle affine normals pass through a fixed point
or they are parallel. The abundance of affine hyperspheres dwarfs any at-
tempts at a complete classification. Even with the restriction to locally
strongly convex hyperspheres (i. e. h is positive definite) and low dimensions
the class is simply too large to classify. In order to obtain detailed informa-
tion one has therefore to revert to sub-classes such as the class of complete
affine hyperspheres (see [LSZ93] and the references contained therein or i. e.
[JL05] for a very recent result). Various authors have also imposed curva-
ture conditions. In the case of constant curvature the classification is nearly
finished (see [Vra00] and the references contained therein). In analogy to
Chen’s work, [Che93], a new curvature invariant for positive definite affine
hyperspheres was introduced in [SSVV97]. A lower bound was given and, for
n = 3, the classification of the extremal class was started. This classification
was completed in [SV96], [KSV01] and [KV99]. The special (simple) form
of the difference tensor K for this class is remarkable, actually it turns out
that the hyperspheres admit a certain pointwise group symmetry [Vra04].
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A hypersurface is said to admit a pointwise group symmetry if at every
point the affine metric, the affine shape operator and the difference tensor
are preserved under the group action. Necessarily the possible groups must
be subgroups of the isometry group. The study of submanifolds which ad-
mit a pointwise group symmetry was initiated by Bryant in [Bry01] where
he studied 3-dimensional Lagrangian submanifolds of C3, i. e. the isometry
group is SO(3). Because of the similar basic invariants, Vrancken trans-
ferred the problem to 3-dimensional positive definite affine hyperspheres. A
classification of 3-dimensional positive definite affine hyperspheres admitting
pointwise symmetries was obtained in [Vra04] and then extended to positive
definite hypersurfaces in [LS] (here the affine shape operator is non-trivial
and thus no longer trivially preserved by isometries). Now, for the first time,
we will consider the indefinite case, namely 3-dimensional indefinite affine
hyperspheres.
We can assume that the affine metric has index two, i. e. the correspond-
ing isometry group is the (special) Lorentz group SO(1, 2). Our question is
the following: What can we say about a three-dimensional indefinite affine
hypersphere, for which there exists a non-trivial subgroup G of SO(1, 2) such
that for every p ∈M and every L ∈ G:
K(LXp, LYp) = L(K(Xp, Yp)) ∀Xp, Yp ∈ TpM.
In Section 2 we will state the basic formulas of (equi-)affine hypersurface-
theory needed in the further classification. We won’t need hypersurface-
theory in Section 3 and 4, were we consider the group structure of SO(1, 2)
and its action on cubic forms. In Section 3 we show that there exist six
different normalforms of elements of SO(1, 2), depending on the eigenvalues
and eigenspaces. We can always find an oriented basis of R31 such that every
L ∈ SO(1, 2) has one (and only one) of the following matrix representations:(
1 0 0
0 cos t − sin t
0 sin t cos t
)
, t ∈ (0, 2pi) \ {pi},
(
1 0 0
0 −1 0
0 0 −1
)
, Id,
(−1 0 0
0 1 0
0 0 −1
)
,
all of these with respect to an ONB {t,v,w}, t timelike, v,w spacelike, or(
l 0 0
0 1 0
0 0 1
l
)
, l 6= ±1,
(
1 −1 − 1
2
0 1 1
0 0 1
)
,
with respect to a (LV)basis {e,v, f}, e, f lightlike, v spacelike (Theorem 1).
Since we are interested in pointwise group symmetry, in Sec. 4 we study
the nontrivial stabilizer of a traceless cubic form K˜ under the SO(1, 2)-action
ρ(L)(K˜) = K˜ ◦ L. (cp. [Bry01] for the classification of the SO(3)-action).
It turns out that the SO(1, 2)-stabilizer of a nontrivial traceless cubic form
is isomorphic to either SO(2), SO(1, 1), R, the group S3 of order 6, Z2×Z2,
Z3, Z2 or it is trivial (Theorem 2).
In the following we classify the indefinite affine hyperspheres which ad-
mit a pointwise Z2 × Z2-symmetry (Section 5), R-symmetry (Section 6),
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SO(2)- or Z3-symmetry (Section 7.1), S3-symmetry (Section 7.2) or SO(1, 1)-
symmetry (Section 8). In case of Z2×Z2 resp. R, we get the indefinite affine
hyperspheres of constant sectional curvature with negative resp. vanishing
Pick invariant J ; those with J > 0 are examples for Z2-symmetry. The other
classes are very rich, most of them are warped products of two-dimensional
affine spheres (Z3) resp. quadrics (SO(2), SO(1, 1)), with a curve. Thus
we get many new examples of 3-dimensional indefinite affine hyperspheres.
Furthermore, we show how one can construct indefinite affine hyperspheres
out of two-dimensional quadrics or positive definite affine spheres.
2 Basics of affine hypersphere theory
First we recall the definition of the affine normal ξ (cp. [NS94]). In equi-
affine hypersurface theory on the ambient space Rn+1 a fixed volume form
det is given. A transverse vector field ξ induces a volume form θ on M by
θ(X1, . . . ,Xn) = det(ϕ∗X1, . . . , ϕ∗Xn, ξ). Also the affine metric h defines a
volume form ωh on M , namely ωh = |det h|1/2. Now the affine normal ξ is
uniquely determined (up to sign) by the conditions that Dξ is everywhere
tangential (which is equivalent to ∇θ = 0) and that
θ = ωh. (4)
Since we only consider 3-dimensional indefinite hyperspheres, i. e.
S = HId, H = const. (5)
we can fix the orientation of the affine normal ξ such that the affine met-
ric has signature one. Then the sign of H in the definition of an affine
hypersphere is an invariant.
Next we state some of the fundamental equations, which a nondegenerate
hypersurface has to satisfy, see also [NS94] or [LSZ93]. These equations
relate S and K with amongst others the curvature tensor R of the induced
connection ∇ and the curvature tensor Rˆ of the Levi Civita connection ∇̂ of
the affine metric h. There are the Gauss equation for ∇, which states that:
R(X,Y )Z = h(Y,Z)SX − h(X,Z)SY,
and the Codazzi equation
(∇XS)Y = (∇Y S)X.
Also we have the total symmetry of the affine cubic form
C(X,Y,Z) = (∇Xh)(Y,Z) = −2h(K(X,Y ), Z). (6)
The fundamental existence and uniqueness theorem, see [Dil89] or [DNV90],
states that given h, ∇ and S such that the difference tensor is symmetric
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and traceless with respect to h, on a simply connected manifold M an affine
immersion of M exists if and only if the above Gauss equation and Codazzi
equation are satisfied.
From the Gauss equation and Codazzi equation above the Codazzi equa-
tion for K and the Gauss equation for ∇̂ follow:
(∇̂XK)(Y,Z)− (∇̂YK)(X,Z) =12(h(Y,Z)SX − h(X,Z)SY
− h(SY,Z)X + h(SX,Z)Y ),
and
Rˆ(X,Y )Z =12 (h(Y,Z)SX − h(X,Z)SY
+ h(SY,Z)X − h(SX,Z)Y )− [KX ,KY ]Z
If we define the Ricci tensor of the Levi-Civita connection ∇̂ by:
R̂ic(X,Y ) = trace{Z 7→ Rˆ(Z,X)Y }. (7)
and the Pick invariant by:
J =
1
n(n− 1)h(K,K), (8)
then from the Gauss equation we immediately get for the scalar curvature
κˆ = 1n(n−1)(
∑
i,j h
ijR̂icij):
κˆ = H + J. (9)
For an affine hypersphere the Gauss and Codazzi equations have the form:
R(X,Y )Z = H(h(Y,Z)X − h(X,Z)Y ), (10)
(∇XH)Y = (∇YH)X, i. e. H = const., (11)
(∇̂XK)(Y,Z) = (∇̂YK)(X,Z), (12)
Rˆ(X,Y )Z = H(h(Y,Z)X − h(X,Z)Y )− [KX ,KY ]Z. (13)
Since H is constant, we can rescale ϕ such that H ∈ {−1, 0, 1}.
3 Normalforms in SO(1, 2)
We denote1 by R31 the Pseudo-Euclidean vector space in which a non-degenerate
indefinite bilinear form of index two is given. The bilinear form is called the
inner product and denoted by 〈 , 〉. A basis {t,v,w} is called orthonormal
(ONB) if
〈t, t〉 = −1, 〈v,v〉 = 1 = 〈w,w〉 ,
0 = 〈t,v〉 = 〈t,w〉 = 〈v,w〉 . (14)
1for the notation cp. [Gre67]
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For a chosen ONB the inner product of two vectors is given by
〈x,y〉 = −xtyt + xvyv + xwyw, x,y ∈ R31. (15)
A basis {e,v, f} is called a light-vector basis (LVB) if
〈e, e〉 = 0 = 〈f , f〉 , 〈e, f〉 = 1,
〈e,v〉 = 0 = 〈f ,v〉 , 〈v,v〉 = 1. (16)
For a chosen LVB the inner product of two vectors is given by
〈x,y〉 = xeyf + xfye + xvyv, x,y ∈ R31. (17)
We want to consider the special Pseudo-Euclidean rotations SO(1, 2), i. e.
the linear transformations L of R31 which preserve the inner product and
have determinant equal to one:
〈Lx, Ly〉 = 〈x,y〉 , x,y ∈ R31, detL = 1.
Depending on the eigenvalues and eigenspaces we get the following normal-
forms of the elements of SO(1, 2).
Theorem 1. There exists a choice of an oriented basis of R31 such that every
L ∈ SO(1, 2) is of one (and only one) of the following types:
1. (a) At :=
(
1 0 0
0 cos t − sin t
0 sin t cos t
)
, t ∈ [0, 2pi), t 6= 0, pi,
for an ONB {t,v,w}, t timelike, v,w spacelike,
eigenvalues: λ1 = 1, eigenspaces E(1) = span{t} timelike.
(b) Api :=
(
1 0 0
0 −1 0
0 0 −1
)
, for an ONB {t,v,w}, as above,
eigenvalues: λ1 = 1, λ2,3 = −1,
eigenspaces E(1) = span{t} timelike, E(−1) = span{v,w}, space-
like.
2. (a) A0 := Id, for an ONB {t,v,w} as above or a LVB {e,v, f},
eigenvalues: λ1,2,3 = 1, eigenspaces E(1) = R
3
1.
(b) B :=
(−1 0 0
0 1 0
0 0 −1
)
, for an ONB {t,v,w}, as above, or a LVB
{e,v, f},
eigenvalues: λ1,3 = −1, λ2 = 1,
eigenspaces E(−1) = span{t,w} = span{e, f} timelike, E(1) =
span{v}, spacelike.
3. (a) Cl :=
(
l 0 0
0 1 0
0 0 1
l
)
, l 6= ±1, for a LVB {e,v, f},
eigenvalues: λ1 = l, λ2 = 1, λ3 =
1
l ,
eigenspaces E(l) = span{e} lightlike, E(1) = span{v}, spacelike,
E(1l ) = span{f} lightlike.
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(b) C1 :=
(
1 −1 − 1
2
0 1 1
0 0 1
)
, for a LVB {e,v, f},
eigenvalues: λ1,2,3 = 1, eigenspaces E(1) = span{e} lightlike.
For the proof we will use the following
Lemma 1. Let L ∈ SO(1, 2) with L(e) = le, l 6= 0, for a LVB {e,v, f}.
Since under L a LVB will be mapped to a LVB, the corresponding matrix
must have the following form :
Cl,m =
 l −lm −lm220 1 m
0 0 1l
 .
Proof. We will use the Notation: e′ = L(e), v′ = L(v), f ′ = L(f), and
compute (16), using (17):
0 =
〈
e′,v′
〉
= lv′f ⇒ v′f = 0,
1 =
〈
v′,v′
〉
= (v′v)
2 ⇒ v′v = ε, ε2 = 1,
1 =
〈
e′, f ′
〉
= lf ′f ⇒ f ′f =
1
l
,
1 = detL = lε
1
l
⇒ ε = 1,
0 =
〈
f ′,v′
〉
= v′e
1
l
+ f ′v ⇒ f ′v = −
v′e
l
,
0 =
〈
f ′, f ′
〉
= 2f ′e
1
l
+
(v′e)2
2
⇒ f ′e = −
1
l
(v′e)2
2
.
With v′e = −lm we obtain Cl,m.
Proof of Thm. 1. Every L ∈ SO(1, 2) must have a real eigenvalue since it
is an automorphism of a three dimensional vector space. A corresponding
eigenvector will be either timelike, spacelike or lightlike.
Let’s consider first the case that we have (at least) a timelike eigenvector.
We can choose an ONB {t,v,w}, such that t is the timelike eigenvector
with eigenvalue ε = ±1. Then v,w are spacelike and L restricted to t⊥ =
span{v,w} is an isometry of R2, i. e. an Euclidean rotation.
If ε = 1, then L restricted to t⊥ is in SO(2) (proper Euclidean rotation):
In general we get no more real eigenvalues (case 1.(a)). If the restriction
is a rotation by an angle of pi, then we get the second eigenvalue −1 of
multiplicity two. The eigenspace is t⊥ (and thus spacelike) (case 1.(b)).
Finally, if the restriction (and thus L) is the identity map Id, every vector
is an eigenvector and we also can choose a LVB (case 2.(a)).
If ε = −1, then L restricted to t⊥ is an improper Euclidean rotation
of R2, thus it has eigenvalues 1 and −1. We get the eigenvalue 1 with
eigenspace span{v} (spacelike) and the eigenvalue −1 of multiplicity two
7
with eigenspace span{t,w} (timelike). Since L restricted to span{t,w} is
equal to −Id, we also can choose a basis of two lightlike eigenvectors (case
2.(b)).
Next we will consider the case that we have (at least) a lightlike eigenvec-
tor. We can choose a LVB {e,v, f}, such that e is this lightlike eigenvector
with eigenvalue l ∈ R, l 6= 0. Since under L a LVB will be mapped to a
LVB, the corresponding matrix must have the following form (cp. Lem. 1):
Cl,m =
 l −lm −lm220 1 m
0 0 1l
 .
Cl,m has the eigenvalues λ1 = l, λ2 = 1 and λ3 =
1
l . If l 6= ±1, we get
three distinct real eigenvalues and the corresponding (1-dim.) eigenspaces
are either lightlike (Eig(l) and Eig(1l )) or spacelike (Eig(1)) (case 3.(a)).
(Since we take an eigenvector basis, the LVB is up to the length of the
lightlike eigenvectors uniquely determined.) If l = −1, λ1 = λ3 = −1,
thus we have an eigenvalue of multiplicity two with eigenspace span{e, f}
(case 2.(b)). The case l = 1 is left, i. e. only one eigenvalue of multiplicity
three: For m = 0 we obtain the identity map (case 2.(a)). For m 6= 0, the
eigenspace Eig(1) = span{e} only is one-dimensional. To get a normalform
of L we compute how C1,m changes if we choose another LVB {e′,v′, f ′}
(with the same orientation) where e′ is an eigenvector of L (e′ = ae). If
we express {e′,v′, f ′} in terms of {e,v, f} and compute (16), we obtain (cp.
Lem. 1):
e′ = ae,
v′ = v′ee+ v,
f ′ = −(v
′
e)
2
2a
e− v
′
e
a
v +
1
a
f .
The matrix representing L with respect to the new LVB, C ′1,m, has the form
C ′1,m =
1 −ma −m22 1a20 1 ma
0 0 1
. Thus C ′1,m = C1,ma , and we can choose a LVB
such that ma = 1 (case 3.(b)). From the above computations we see that
this LVB still isn’t completly determined, we can choose v′e arbitrary.
Finally the case is left that we have (at least) a spacelike eigenvector v.
The corresponding eigenvalue must be ε = ±1 and L restricted to v⊥ is an
isometry of R21, i. e. a Pseudo-Euclidean rotation (boost). Thus it always
has two real eigenvalues with one-dimensional eigenspaces. We can choose
an eigenvector basis, which will be either an ONB or a LVB, and we get one
of the following cases: 1.(b), 2.(a), 2.(b) or 3.(a) (cp. [Gre67], p. 273).
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Remark. The choice of basis for the above normalforms is unique up to:
1. (a) the ONB is unique up to t → εt,v,w up to a proper (ε = 1) or
improper (ε = −1) Euclidean rotation in R2.
(b) the ONB is unique up to t → εt,v,w up to a proper (ε = 1) or
improper (ε = −1) Euclidean rotation in R2.
2. (a) every ONB or LVB.
(b) the ONB is unique up to v → εv, t,w up to a proper (ε = 1) or
improper (ε = −1) Pseudo-Euclidean rotation in R21,
the LVB is unique up to

v→ v,
e→ ae,
f → 1a f ,
or

v→ −v,
e→ af ,
f → 1ae,
a ∈ R,
3. (a) the LVB is unique up to
{
e→ ae,
f → 1a f ,
a ∈ R. Under

v→ −v,
e→ af ,
f → 1ae,
,
Cλ goes to C 1
λ
.
(b) the LVB is unique up to

e→ e,
v→ be+ v,
f → − b22 e− bv + f ,
b ∈ R. Under

e→ ae,
v→ be+ v,
f → − b22ae− bav+ 1a f ,
, C1 goes to C1, 1
a
.
4 Non-trivial SO(1, 2)-stabilizers
Since we are interested in pointwise group symmetry, we study the nontrivial
stabilizer of a traceless cubic form K˜ under the SO(1, 2)-action ρ(L)(K˜) =
K˜ ◦ L resp.
ρ(L)(h(K( . , . ), . )) = h(K(L . , L . ), L .))
(cp. [Bry01] for the classification under the SO(3)-action). We will use the
following notation for the coefficients of the difference tensor K with respect
to an ONB {t,v,w}:
Kt =
−a1 −a2 −a3a2 a4 a5
a3 a5 a1 − a4
 , Kv =
−a2 −a4 −a5a4 a6 a7
a5 a7 a2 − a6
 ,
Kw =
 −a3 −a5 −(a1 − a4)a5 a7 a2 − a6
a1 − a4 a2 − a6 a3 − a7
 ,
(18)
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resp. with respect to a LVB {e,v, f}:
Ke =
b1 b4 b5b2 −2b1 b4
b3 b2 b1
 ,Kv =
 b4 −2b5 b6−2b1 −2b4 −2b5
b2 −2b1 b4
 ,Kf =
b5 b6 b7b4 −2b5 b6
b1 b4 b5
 .
(19)
We will prove the following theorem, stating not only the non-trivial stabi-
lizers, but also give a normal form of K for each stabilizer.
Theorem 2. Let p ∈M and assume that there exists a non-trivial element
of SO(1, 2) which preserves K. Then there exists an ONB resp. a LVB of
TpM such that either
1. K = 0, and this form is preserved by every isometry, or
2. a1 = 2a4, a4 > 0, and all other coefficients vanish, this form is pre-
served by the subgroup {At, t ∈ R}, isomorphic to SO(2), or
3. a6 > 0, and all other coefficients vanish, this form is preserved by the
subgroup with generators < A 2pi
3
, B >, isomorphic to S3, or
4. a1 = 2a4, a4 > 0, a6 > 0, and all other coefficients vanish, this form is
preserved by the subgroup with generator < A 2pi
3
>, isomorphic to Z3,
or
5. a2, a5 ∈ R, a6 ≥ 0, where (a2, a6) 6= 0, and all other coefficients
vanish, this form is preserved by the subgroup with generator < B >,
isomorphic to Z2, or
6. a5 > 0, and all other coefficients vanish, this form is preserved by the
subgroup with generators < Api, B >, isomorphic to Z2 × Z2, or
7. a1 > 0 or a4 > 0, a1 6= 2a4, and all other coefficients vanish, this form
is preserved by the subgroup with generator < Api >, isomorphic to Z2,
or
8. b4 > 0, and all other coefficients vanish, this form is preserved by the
subgroup {Cl, l ∈ R \ {0}}, isomorphic to SO(1, 1), or
9. b7 > 0, and all other coefficients vanish, this form is preserved by the
subgroup {
(
1 −m −m2
2
0 1 m
0 0 1
)
,m ∈ R}, isomorphic to R.
To get ready for the proof, first we will find out what it means for K to
be invariant under one element of SO(1, 2). Some of the computations were
done with the CAS Mathematica2 .
2http://www.math.tu-berlin.de/∼schar/IndefSym Stabilizers.html
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Lemma 2. Let p ∈ M and assume, that K is invariant under the trans-
formation At ∈ SO(1, 2), t ∈ (0, 2pi). Then we get for the coefficients of K
with respect to the corresponding ONB of TpM :
1. if t 6= 2pi3 , pi, 4pi3 , then a1 = 2a4, a4 ∈ R, and all other coefficients
vanish,
2. if t = 2pi3 or t =
4pi
3 , then a1 = 2a4, a4, a6, a7 ∈ R, and all other
coefficients vanish,
3. if t = pi, then a1, a4, a5 ∈ R, and all other coefficients vanish,
Proof. The proof is a straight forward computation, evaluating the equa-
tions h(K(X,Y ), Z) = h(K(AtX,AtY ), AtZ) for X,Y,Z ∈ {t,v,w}. The
computations were done with the CAS Mathematica. For all t ∈ (0, 2pi) we
obtain from eq2 (X,Y = t, Z = v) and eq3 (X,Y = t, Z = w) that a2 = 0
and a3 = 0. If t = pi, then eq7 (X,Y,Z = v) and eq8 (X,Y = v, Z = w)
give a6 = 0 and a7 = 0. If t 6= pi, then eq4 (X = t, Y,Z = v) and eq5
(X = t, Y = v, Z = w) lead to a5 = 0 and a1 = 2a4. Now, for t =
2pi
3 or
t = 4pi3 , all equations are true. Otherwise, only a6 = 0 and a7 = 0 solve eq7
and eq8.
Lemma 3. Let p ∈M and assume, that K is invariant under the transfor-
mation B ∈ SO(1, 2). Then we get for the coefficients of K with respect to
the corresponding ONB of TpM that a2, a5, a6 ∈ R, and all other coefficients
vanish.
Proof. The computations were done with the CAS Mathematica, too. We
obtain from eq1 (X,Y,Z = t), eq3 (X,Y = t, Z = w), eq4 (X = t,
Y,Z = v) and eq8 (X,Y = v, Z = w) that a1 = 0, a3 = 0, a4 = 0 and
a7 = 0.
Lemma 4. Let p ∈M and assume, that K is invariant under the transfor-
mation Cl ∈ SO(1, 2), l ∈ R \ {0, 1}. Then we get for the coefficients of K
with respect to the corresponding LVB of TpM :
1. if l 6= −1, then b4 ∈ R, and all other coefficients vanish,
2. if l = −1, then b2, b4, b6 ∈ R, and all other coefficients vanish.
Proof. The computations were done with the CAS Mathematica, too. We
obtain from eq1 (X,Y,Z = e), eq3 (X,Y = e, Z = f), eq6 (X = e, Y,Z = f)
and eq10 (X,Y,Z = f) that b1 = 0, b3 = 0, b5 = 0 and b7 = 0. If l 6= −1,
then eq2 (X,Y = e, Z = v) and eq9 (X = v, Y,Z = f) additionally give
that b2 = 0 and b6 = 0.
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Lemma 5. Let p ∈M and assume, that K is invariant under the transfor-
mation C1,m ∈ SO(1, 2), m ∈ R \ {0}. Then we get for the coefficients of
K with respect to the corresponding LVB of TpM that b7 ∈ R, and all other
coefficients vanish.
Proof. The computations were done with the CAS Mathematica, too. We
obtain successively from eq2 (X,Y = e, Z = v), eq3 (X,Y = e, Z = f),
eq5 (X = e, Y = v, Z = f), eq6 (X = e, Y,Z = f), eq9 (X = v, Y,Z = f)
and eq10 (X,Y,Z = f) that b3 = 0, b2 = 0, b1 = 0, b4 = 0, b5 = 0 and
b6 = 0.
In the following U denotes an arbitrary subgroup of SO(1, 2), which leaves K
invariant. We want to find out to which extend K determines the properties
of the elements of U .
Lemma 6. If there exists t ∈ (0, 2pi), t 6= pi, with At ∈ U , and K 6= 0, then
we get for the timelike eigenvector t of At:
1. for t 6= 2pi3 and t 6= 4pi3 : Mt = t for all M ∈ U ,
2. for t = 2pi3 or t =
4pi
3 : Mt = εt for all M ∈ U ,
Proof. Let M ∈ U . From Lem. 2 we know that
h(K(Mt,Mt),MY ) = h(K(t, t), Y ) =
{
−2a4, Y = t,
0, Y = v or Y = w.
Thus K(Mt,Mt) = −2a4Mt, furthermore h(Mt,Mt) = h(t, t) = −1.
Now assume that X = xt + yv + zw ∈ TpM has the same properties
(K(X,X) = −2a4X and h(X,X) = −1). This is equivalent to (cp. Lem. 2):
(−2x2 − y2 − z2)a4 = −2a4x, (20)
2xya4 + (y
2 − z2)a6 + 2yza7 = −2a4y, (21)
2xza4 − 2yza6 + (y2 − z2)a7 = −2a4z, (22)
−x2 + y2 + z2 = −1. (23)
If a4 6= 0, then (20) and (23) imply that 3x2 − 2x − 1 = 0 and x2 ≥ 1, this
means x = 1 and y = z = 0. Thus X = t and Mt = t.
If a4 = 0, then (21) and (22) imply that
(y2 − z2)a6 + 2yza7 = 0,
−2yza6 + (y2 − z2)a7 = 0.
The two equations, linear in a6 and a7, only have a non-trivial solution if
y = z = 0. With (23) we obtain that X = εt and thus Mt = εt.
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Lemma 7. If there exists l ∈ R, l 6= 0,±1, with Cl ∈ U , and K 6= 0, then
we get for the spacelike eigenvector v of Cl: Mv = v for all M ∈ U .
Proof. Let M ∈ U . From Lem. 4 we know that
h(K(Mv,Mv),MY ) = h(K(v,v), Y ) =
{
−2a4, Y = v,
0, Y = e or Y = f .
Thus K(Mv,Mv) = −2a4Mv, furthermore h(Mv,Mv) = h(v,v) = 1.
Now assume that X = xt + yv + zw ∈ TpM has the same properties
(K(X,X) = −2a4X and h(X,X) = 1). This is equivalent to (cp. Lem. 4):
2xyb4 = −2b4x, (24)
2(−y2 + xz)b4 = −2b4y, (25)
2yzb4 = −2b4z, (26)
2xz + y2 = 1. (27)
Since b4 6= 0, (24) is equivalent to x = 0 or y = −1, and (26) is equivalent to
z = 0 or y = −1. Now y = −1 in (25) gives xy = 2, which is a contradiction
to (27). Thus x = 0 and z = 0. With (25) we obtain that X = v and thus
Mv = v.
Lemma 8. If there exists m ∈ R, m 6= 0, with C1,m ∈ U , and K 6= 0, then
we get for the lightlike eigenvector e of C1,m: Me = e for all M ∈ U .
Proof. Let M ∈ U . From Lem. 5 we know that
K(X,X) = b7z
2e for all X = xt+ yv + zw ∈ TpM,
i. e. e is determined by K up to length: e = 1h(K(f ,f),f)K(f , f). From the
invariance of K under M it follows that Me = 1h(K(f ,f),f)K(M f ,M f) =
(h(M f , e))2e. Since 1 = h(M f ,Me), we get now: 1 = h(M f , h(M f , e)2e) =
h(M f , e)3, thus h(M f , e) = 1.
Now we are ready for the proof of Thm. 2.
Proof of Theorem 2. For the proof we will consider several cases which are
supposed to be exclusive. Let U be a maximal subgroup of SO(1, 2) which
leaves K invariant.
1. Case We assume that there exists t ∈ (0, 2pi), t 6= 2pi3 , pi, 4pi3 , with
At ∈ U . Thus there exists an ONB {t,v,w} such that K has the form
(Lem. 2): a1 = 2a4, a4 ∈ R and all other coefficients vanish. If a4 = 0,
then K = 0 and U = SO(1, 2). If a4 6= 0, then we know that Mt = t for
all M ∈ U (Lem. 6). We have seen in Sec. 3 that M ∈ U must be of type
1 (a), 1 (b) or 2 (a). Now let N ∈ SO(1, 2) be of type 1 (a), 1 (b) or 2 (a)
with eigenvector t. We can normalize simultaneously (i. e. find an ONB
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such that both At and N have normalform) and we see that N leaves K
invariant (Lem. 2). Thus U = {At, t ∈ R}. Finally, if a4 < 0, we can change
the ONB {t,v,w} and take instead{−t,w,v}.
2. Case We assume that A 2pi
3
∈ U or A 4pi
3
∈ U . Thus there exists an
ONB {t,v,w} such that K has the form (Lem. 2): a1 = 2a4, a4, a6, a7 ∈ R
and all other coefficients vanish. Without loss of generality a6 and a7 will not
vanish both. Furthermore we know that Mt = εt for all M ∈ U (Lem. 6).
We have seen in Sec. 3 thatM ∈ U must be of type 1 (a), 1 (b), 2 (a) or 2 (b).
Now let N ∈ SO(1, 2) be of type 1 (a), 1 (b), 2 (a) or 2 (b) with eigenvector
t. We can normalize simultaneously.
If N = A 2pi
3
, N = A 4pi
3
or N = Id (type 1 (a) or 2 (a)), then it leaves K
invariant (Lem. 2). If N = Api (type 1 (b)), then by Lem. 2 a6 = 0 = a7,
which gives a contradiction. If N = B (type 2 (b)), then by Lem. 3 a4 =
0 = a7 and a6 is the only non-vanishing coefficient of K.
We get two possibilities for K and the corresponding maximal subgroup
U . Either a6 ∈ R \ {0} and all other coefficients of K vanish, and U =<
A 2pi
3
, B >, if necessary by a change of basis ({−t,−v,w}) we can make
sure that a6 > 0. Or a1 = 2a4, a4, a6, a7 ∈ R and all other coefficients
vanish, and U =< A 2pi
3
>. As before we can choose t such that a4 ≥ 0. A
computation gives that under a change of ONB {t∗,v∗,w∗} = {t, cos sv +
sin sw,− sin sv + cos sw} we obtain for K (cp. (18)): a∗6 = a6 cos(3s) +
a7 sin(3s), a
∗
7 = a7 cos(3s)−a6 sin(3s), i. e. there exists s ∈ R such that a∗7 =
0. We can change the sign of a6 by switching from {t,v,w} to {t,−v,−w}.
Finally we see that a4 6= 0.
3. Case We assume that there exists l 6= 0,±1, with Cl ∈ U . There
exists a LVB {e,v, f} such that K has the form (Lem. 4): b4 ∈ R and all
other coefficients vanish. If b4 = 0, then K = 0 and U = SO(1, 2).
If b4 6= 0, then we know that Mv = v for all M ∈ U (Lem. 7). We have
seen in Thm. 1 that M ∈ U must be of type 2 (a), 2 (b) or 3 (a). Now let
N ∈ SO(1, 2) be of type 2 (a), 2 (b) or 3 (a) with eigenvector v. We can
normalize simultaneously and we see that N leaves K invariant (Lem. 4,
B = C−1). Thus U = {Cl, l ∈ R \ {0}}. Finally, if b4 < 0, we can change
the LVB {e,v, f} to {f ,−v, e} (cp. Rem. 3).
4. Case We assume that C1 ∈ U . There exists a LVB {e,v, f} such
that K has the form (Lem. 5): b7 ∈ R and all other coefficients vanish. If
b7 = 0, then K = 0 and U = SO(1, 2).
If b7 6= 0, then we know that Me = e for all M ∈ U (Lem. 8). We have
seen in Thm. 1 that M ∈ U must be of type 3 (b). Now let N ∈ SO(1, 2) be
of type 3 (b) with eigenvector e, i. e. N has the form C1,m, m ∈ R. We see
that N leaves K invariant (Lem. 5). Thus U = 〈C1〉 (C1,mC1,n = C1,m+n).
Finally, if b7 < 0, we can change the LVB {e,v, f} to {−e,v,−f} (cp.
Rem. 3).
5. Case We assume that Api ∈ U . There exists an ONB {t,v,w} such
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thatK has the form (Lem. 2): a1, a4, a5 ∈ R and all other coefficients vanish.
Every M ∈ U must be of type 1 (b) or 2 (b), otherwise we are in one of the
foregoing cases.
a) Let N ∈ SO(1, 2) be of type 1 (b). There exists a spacelike eigenvector
w such that Apiw = −w and Nw = −w, and we can choose an ONB
{t,v,w} such that Api has normalform and N =
(
cosh s − sinh s 0
sinh s − cosh s 0
0 0 −1
)
. If we
assume that K is invariant under N then we obtain for s 6= 0 that K = 0.
The computations were done with the CAS Mathematica, too. We obtain
from eq3 (X,Y = t, Z = w) and eq9 (X = v, Y,Z = w) that a5 = 0 and
a1 = a4, and from eq1 (X,Y,Z = t) that a4 = 0.
b) Let N ∈ SO(1, 2) be of type 2 (b). There exists a spacelike eigenvector
w such that Apiw = −w and Nw = −w, and we can choose an ONB
{t,v,w} such that Api has normalform and N =
(− cosh s − sinh s 0
sinh s cosh s 0
0 0 −1
)
. If we
assume that K is invariant under N then we obtain that a1 = 0 = a4. If
s 6= 0, also a5 = 0, i. e. K = 0. The computations were done with the CAS
Mathematica, too. If s 6= 0, we get from eq3 (X,Y = t, Z = w) and eq9
(X = v, Y,Z = w) that a5 = 0 and a1 = a4, and from eq1 (X,Y,Z = t)
that a4 = 0. If s = 0, we get from eq1 (X,Y,Z = t) and eq4 (X = t,
Y,Z = v) that a1 = 0 = a4.
Summarized we got two different forms ofK with corresponding maximal
subgroups U : a) Either there exists an ONB such that a1, a4, a5 ∈ R, where
a1 6= 2a4 or a5 6= 0, and all other coefficients vanish, this form is preserved
by U =< Api >. Since Kt is a symmetric operator on the positive definite
space t⊥, we can diagonalize, then a5 = 0. If necessary, we still can take
{−t,−v,w} to get a1 > 0 or a4 > 0. b) In the other case there exists an
ONB such that a5 ∈ R, a5 6= 0, and all other coefficients vanish, this form is
preserved by U =< Api, B >. If a5 < 0, we switch to the ONB {−t,w,v}.
6. Case We assume that B ∈ U . There exists an ONB {t,v,w} such
that K has the form (Lem. 3): a2, a5, a6 ∈ R and all other coefficients
vanish. Every M ∈ U must be of type 2 (b), otherwise we are in one of the
foregoing cases. Now let N ∈ SO(1, 2) be of type 2 (b). We can’t normalize
simultaneously. We only know that B and N both have two-dimensional
timelike eigenspaces, which intersect in a line. This line g can be space-,
time- or lightlike.
a) If g is spacelike, we can choose an ONB {t,v,w} such that B has
normalform and N =
(− cosh s − sinh s 0
sinh s cosh s 0
0 0 −1
)
(cp. case 5). If we assume that K
is invariant underN then we obtain for s 6= 0 thatK = 0. The computations
were done with the CAS Mathematica, too. If s 6= 0, we get from eq3
(X,Y = t, Z = w) and eq9 (X = v, Y,Z = w) that a5 = 0 and a2 = a6,
and from eq1 (X,Y,Z = t) that a6 = 0.
b) If g is timelike, we can choose an ONB {t,v,w} such that B has
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normalform and N =
(−1 0 0
0 cos s sin s
0 sin s − cos s
)
. If we assume that K is invariant
under N then we obtain for s 6= 0, 2pi3 , pi, 4pi3 that K = 0. For s = 2pi3 , pi, 4pi3
we are in one of the foregoing cases. The computations were done with the
CAS Mathematica, too. If s 6= 0, pi, we get from eq2 (X,Y = t, Z = v) and
eq4 (X = t, Y,Z = v) that a2 = 0 and a5 = 0. If also s 6= 2pi3 , 4pi3 , then we
get from eq10 (X,Y,Z = w) that a6 = 0.
c) If g is lightlike, we can choose a LVB {e,v, f} such that B has nor-
malform and N =
(
−1 −2m 2m2
0 1 −2m
0 0 −1
)
(use Lem. 1). If we assume that K is
invariant under N then we obtain for m 6= 0 that K = 0. The computations
were done with the CAS Mathematica, too. If m 6= 0, we get from eq5
(X = t, Y = v, Z = w) and eq2 (X,Y = t, Z = v) that b6 = 0 and b4 = 0,
and from eq1 (X,Y,Z = t) that b2 = 0.
Therefore we have that U = 〈B〉. If a6 < 0, we can switch to {−t,−v,w}.
Since Kv is a symmetric operator on an indefinite space we can’t always di-
agonalize. Thus we can’t simplify K in general.
Remark. In the proof we only have used multilinear algebra. Thus the
theorem stays true for an arbitrary (1, 2)−tensor K on R31 with 〈K(X,Y ), Z〉
totally symmetric and vanishing traceKX .
5 Pointwise Z2 × Z2-symmetry
Let M3 be a hypersphere admitting a pointwise Z2×Z2-symmetry. Accord-
ing to Thm. 2, there exists for every p ∈ M3 an ONB {t,v,w} of TpM3
such that
K(t, t) = 0, K(t,v) = a5w, K(t,w) = a5v, (28)
K(v,v) = 0, K(v,w) = −a5t, K(w,w) = 0. (29)
Substituting this in Eq. (13), we obtain
Rˆ(X,Y )Z = (H − a25)(h(Y,Z)X − h(X,Z)Y ). (30)
Schur’s Lemma implies that M3 has constant sectional curvature, by the
affine theorema egregium (9) we obtain that κˆ = H − a25 and J = −a25 < 0.
Affine hyperspheres with constant affine sectional curvature and nonzero
Pick invariant were classified by Magid and Ryan [MR92]. They show in
their main theorem that an affine hypersphere with Lorentz metric of con-
stant curvature and nonzero Pick invariant is equivalent to an open subset
of either (x21 + x
2
2)(x
2
3 + x
2
4) = 1 or (x
2
1 + x
2
2)(x
2
3 − x24) = 1. In both cases
κˆ = 0, i. e. H = −J . In the proof of the main theorem they explicitly show
that only (x21+x
2
2)(x
2
3+x
2
4) = 1 has negative Pick invariant and that K has
normalform. This proves:
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Theorem 3. An affine hypersphere admits a pointwise Z2 × Z2-symmetry
if and only if it is affine equivalent to an open subset of
(x21 + x
2
2)(x
2
3 + x
2
4) = 1.
For (x21 + x
2
2)(x
2
3 − x24) = 1 they compute that the only non-vanishing
coefficient of K is a2. Thus it follows (Thm. 2):
Remark. The affine hypersphere (x21 + x
2
2)(x
2
3 − x24) = 1 admits a pointwise
Z2-symmetry.
6 Pointwise R-symmetry
Let M3 be a hypersphere admitting a pointwise R-symmetry. According to
Thm. 2, there exists for every p ∈M3 a LVB {e,v, f} of TpM3 such that
K(e, e) = 0, K(e,v) = 0, K(e, f) = 0, (31)
K(v,v) = 0, K(v, f) = 0, K(f , f) = b7e. (32)
Substituting this in Eq. (13), we obtain
Rˆ(X,Y )Z = H(h(Y,Z)X − h(X,Z)Y ). (33)
Schur’s Lemma implies that M3 has constant sectional curvature, by the
affine theorema egregium (9) we obtain that κˆ = H and J = 0. Affine
hyperspheres with constant affine sectional curvature and zero Pick invariant
were classified in [DMV00] (see Thm. 6.2 (H = 0), Thm. 7.2 (H = 1) and
Thm. 8.2 (H = −1)). They are determined by a null curve in resp. R31, S31 ,
H31 , and a function along this curve (note that in the notion of [DMV00] (2)
holds).
Theorem 4. Let M3 be an affine hypersphere admitting a pointwise R-
symmetry. Then M3 has constant sectional curvature κˆ = H and zero Pick
invariant J = 0.
Remark. A study of [DMV00] shows that an affine hypersphere admits a
pointwise R-symmetry if and only if (2) holds (in their notations).
If (3) holds for an affine hypersphere with constant sectional curva-
ture and zero Pick invariant, then it admits a pointwise Z2-symmetry (cp.
Thm. 2).
7 Pointwise SO(2)-, S3- or Z3-symmetry
Let M3 be a hypersphere admitting a SO(2)-, S3- or Z3-symmetry. Accord-
ing to Thm. 2, there exists for every p ∈ M3 an ONB {t,v,w} of TpM3
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such that
K(t, t) = −2a4t, K(t,v) = a4v, K(t,w) = a4w,
K(v,v) = −a4t+ a6v, K(v,w) = −a6w, K(w,w) = −a4t− a6v,
where a4 > 0 and a6 = 0 in case of SO(2)-symmetry, a4 = 0 and a6 > 0 for
S3, and a4 > 0 and a6 > 0 for Z3.
We would like to extend the ONB locally. It is well known that R̂ic (cp.
(7)) is a symmetric operator and we compute (some of the computations in
this section are done with the CAS Mathematica3):
Lemma 9. Let p ∈M and {t,v,w} the basis constructed earlier. Then
R̂ic(t, t) = −2(H − 3a24), R̂ic(t,v) = 0,
R̂ic(t,w) = 0, R̂ic(v,v) = 2(H − a24 + a26),
R̂ic(v,w) = 0, R̂ic(w,w) = 2(H − a24 + a26).
Proof. The proof is a straight-forward computation using the Gauss equa-
tion (13). It follows e. g. that
Rˆ(t,v)t = Hv −Kt(a4v) +Kv(−2a4t) = Hv− a24v − 2a24v
= (H − 3a24)v,
Rˆ(t,w)t = Hw −Kt(a4w) +Kw(−2a4t) = Hw − a24w − 2a24w
= (H − 3a24)w,
Rˆ(t,v)w = −Kt(−a6w) +Kv(a4w) = 0.
From this it immediately follows that
R̂ic(t, t) = −2(H − 3a24)
and
R̂ic(t,w) = 0.
The other equations follow by similar computations.
We want to show that the basis, we have constructed at each point p,
can be extended differentiably to a neighborhood of the point p such that,
at every point, K with respect to the frame {T, V,W} has the previously
described form.
Lemma 10. LetM3 be an affine hypersphere in R4 which admits a pointwise
SO(2)-, S3- or Z3-symmetry. Let p ∈M . Then there exists an orthonormal
3http://www.math.tu-berlin.de/∼schar/IndefSym typ234.html
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frame {T, V,W} defined in a neighborhood of the point p such that K is
given by:
K(T, T ) = −2a4T, K(T, V ) = a4V, K(T,W ) = a4W,
K(V, V ) = −a4T + a6V, K(V,W ) = −a6W, K(W,W ) = −a4T − a6V,
where a4 > 0 and a6 = 0 in case of SO(2)-symmetry, a4 = 0 and a6 > 0 in
case of S3-symmetry, and a4 > 0 and a6 > 0 in case of Z3-symmetry.
Proof. First we want to show that at every point the vector t is uniquely
defined (up to sign) and differentiable. We introduce a symmetric operator
Aˆ by:
R̂ic(Y,Z) = h(AˆY, Z).
Clearly Aˆ is a differentiable operator on M . Since 2(H − 3a24) 6= 2(H −
a24 + a
2
6), the operator has two distinct eigenvalues. A standard result then
implies that the eigendistributions are differentiable. We take T a local
unit vectorfield spanning the 1-dimensional eigendistribution, and local or-
thonormal vectorfields V˜ and W˜ spanning the second eigendistribution. If
a6 = 0, we can take V = V˜ and W = W˜ .
As T is (up to sign) uniquely determined, for a6 6= 0 there exist differ-
entiable functions a4, c6 and c7, c
2
6 + c
2
7 6= 0, such that
K(T, T ) = −2a4T, K(V˜ , V˜ ) = −a4T + c6V˜ + c7W˜ ,
K(T, V˜ ) = a4V˜ , K(V˜ , W˜ ) = c7V˜ − c6W˜ ,
K(T, W˜ ) = a4W˜ , K(W˜ , W˜ ) = −a4T − c6V˜ − c7W˜ .
As we have shown in the proof of Thm. 2 (Case 2), we can always rotate V˜
and W˜ such that we obtain the desired frame.
Remark. It actually follows from the proof of the previous lemma that the
vector field T is (up to sign) invariantly defined on M , and therefore the
function a4, too. Since the Pick invariant (8) J =
1
3(−5a24+2a26), the function
a6 also is invariantly defined on the affine hypersphere M
3.
In this section we always will work with the local frame constructed in
the previous lemma. We denote the coefficients of the Levi-Civita connection
with respect to this frame by:
∇̂TT = a12V + a13W, ∇̂TV = a12T − b13W, ∇̂TW = a13T + b13V,
∇̂V T = a22V + a23W, ∇̂V V = a22T − b23W, ∇̂VW = a23T + b23V,
∇̂WT = a32V + a33W, ∇̂WV = a32T − b33W, ∇̂WW = a33T + b33V.
We will evaluate first the Codazzi and then the Gauss equations ((12) and
(13)) to obtain more informations.
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Lemma 11. LetM3 be an affine hypersphere in R4 which admits a pointwise
SO(2)-, S3- or Z3-symmetry and {T, V,W} the corresponding ONB. If the
symmetry group is
SO(2), then 0 = a12 = a13 = a23 = a32, a33 = a22 and
T (a4) = −4a22a4, 0 = V (a4) =W (a4),
S3, then 0 = a12 = a13, a23 = −3b13 = −a32, a33 = a22 and
T (a6) = −a22a6, V (a6) = 3b33a6, W (a6) = −3b23a6,
Z3 and a
2
6
6= 4a2
4
, then 0 = a12 = a13 = a23 = a32, a33 = a22, b13 = 0,
T (a4) = −4a22a4, 0 = V (a4) =W (a4), and
T (a6) = −a22a6, V (a6) = 3b33a6, W (a6) = −3b23a6,
Z3 and a6 = 2a4, then a12 = 2a22 = −2a33 = −b33,
a13 = −2a23 = −2a32 = b23, b13 = 0, and
T (a4) = 0, V (a4) = −4a22a4, W (a4) = 4a23a4,
Proof. An evaluation of the Codazzi equations (12) with the help of the
CAS Mathematica leads to the following equations (they relate to eq1–eq6
and eq8–eq9 in the Mathematica notebook):
V (a4) = −2a12a4, T (a4) = −4a22a4 + a12a6, 0 = 4a23a4 + a13a6, (34)
W (a4) = −2a13a4, 0 = 4a32a4 + a13a6, T (a4) = −4a33a4 − a12a6, (35)
T (a6)− V (a4) = 3a12a4 − a22a6, 0 = a13a4 + (a23 + 3b13)a6, (36)
W (a4) = (a23 + a32)a6, W (a6) = (−a23 + 3a32)a4 − b23a6,
V (a6) = (−a22 + a33)a4 + 3b33a6,
(37)
T (a6) = −a12a4 − a33a6, W (a4) = −3a13a4 + (−a32 + 3b13)a6, (38)
V (a4) = (−a22 + a33)a6, W (a6) = (3a23 − a32)a4 − 3b23a6, (39)
0 = (a23 − a32)a4, (40)
W (a4) = −a13a4 + (a32 − 3b13)a6. (41)
From the first equation of (35) (we will use the notation (35).1) and
(37).1 resp. (34).3 and (35).2 we get:
0 = 2a13a4 + (a23 + a32)a6 (42)
0 = 2(a23 + a32)a4 + a13a6. (43)
From (39).1) and (34).1 resp. (34).2 and (35).3 we get:
0 = −2a12a4 + 2(a22 − a33)a6 (44)
0 = 2(−a22 + a33)a4 + a12a6. (45)
We consider first the case, that a2
6
6= 4a2
4
. Then we obtain from the foregoing
equations that a13 = 0, a32 = −a23, a12 = 0 and a33 = a22. Furthermore it
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follows from (34).1 that V (a4) = 0, from (34).2 that T (a4) = −4a22a4 and
from (34).3 that a23a4 = 0. Equation (35).1 becomes W (a4) = 0, equation
(36).2 T (a6) = −a22a6 and (36).3 (a23+3b13)a6 = 0. Finally equation (37).2
resp. 3 gives W (a6) = −3b23a6 and V (a6) = 3b33a6.
In case of SO(2)-symmetry (a4 > 0 and a6 = 0) it follows that a23 = 0
and thus the statement of the theorem.
In case of S3-symmetry (a4 = 0 and a6 > 0) it follows that a23 = −3b13
and thus the statement of the theorem.
In case of Z3-symmetry (a4 > 0 and a6 > 0) it follows that a23 = 0 and
b13 = 0 and thus the statement of the theorem.
In case that a6 = ±2a4 (6= 0), we can choose V,W such that a6 = 2a4.
Now equations (40), (34).3 and (36).3 lead to a23 = a32, a13 = −2a23 and
b13 = 0. A combination of (34).2 and (35).3 gives a12 = (a22−a33), and then
by equations (36).2, (34).1 and (34).2 that a33 = −a22. Thus T (a4) = 0 by
(34).2, V (a4) = −4a22a4 by (34).1 and W (a4) = 4a22a4 by (35).1. Finally
(37).2 and (35).1 resp. (37).3 and (34).1 imply that b23 = −a23 resp. b33 =
−a22.
An evaluation of the Gauss equations (13) with the help of the CAS
Mathematica leads to the following :
Lemma 12. LetM3 be an affine hypersphere in R4 which admits a pointwise
SO(2)-, S3- or Z3-symmetry and {T, V,W} the corresponding ONB. Then
T (a22) = −a222 + a223 +H − 3a24, (46)
T (a23) = −2a22a23, (47)
W (a22) + V (a23) = 0, (48)
W (a23)− V (a22) = 0, (49)
V (b13)− T (b23) = a22b23 + (a23 + b13)b33, (50)
T (b33)−W (b13) = (a23 + b13)b23 − a22b33, (51)
V (b33)−W (b23) = −a222 − a223 + 2a23b13 + b223 + b233 +H + a24 + 2a26, (52)
If the symmetry group is Z3, then a
2
6 6= 4a24.
Proof. The equations relate to eq11–eq13 and eq16 in the Mathematica note-
book. If a26 = 4a
2
4(6= 0), then we obtain by equations eq11.1 and eq12.3 resp.
eq15.3 and eq12.3 that 2V (a22) = −4a222−H +3a24 resp. 2W (a23) = 4a223+
H − 3a24, thus V (a22)−W (a23) = −2a222− 2a223−H+3a24. This gives a con-
tradiction to eq13.3, namely V (a22)−W (a23) = −2a222−2a223−H−9a24.
7.1 Pointwise Z3- or SO(2)-symmetry
As the vector field T is globally defined, we can define the distributions
L1 = span{T} and L2 = span{V,W}. In the following we will investigate
these distributions. For the terminology we refer to [No¨l96].
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Lemma 13. The distribution L1 is autoparallel (totally geodesic) with re-
spect to ∇̂.
Proof. From ∇̂TT = a12V + a13W = 0 (cp. Lemma 12) the claim follows
immediately.
Lemma 14. The distribution L2 is spherical with mean curvature normal
U2 = a22T .
Proof. For U2 = a22T ∈ L1 = L⊥2 we have h(∇̂EaEb, T ) = h(Ea, Eb)h(U2, T )
for Ea, Eb ∈ {V,W}, and h(∇̂EaU2, T ) = h(Ea(a22)T+a22∇̂EaT, T ) = 0 (cp.
Lemma 11 and (48), (49).
Remark. a22 is independent of the choice of ONB {V,W}. It therefore is a
globally defined function on M .
We introduce a coordinate function t by ∂∂t := T . Using the previous
lemma, according to [PR93], we get:
Lemma 15. (M3, h) admits a warped product structure M3 = I ×ef N2
with f : I → R satisfying
∂f
∂t
= a22. (53)
Proof. Prop. 3 in [PR93] gives the warped product structure with warping
function λ2 : I → R. If we introduce f = lnλ2, following the proof we see
that a22T = U2 = − grad(lnλ2) = − grad f .
Lemma 16. The curvature of N2 is NK(N2) = e2f (H + 2a26 + a
2
4 − a222).
Proof. From Prop. 2 in [PR93] we get the following relation between the
curvature tensor Rˆ of the warped productM3 and the curvature tensor R˜ of
the usual product of pseudo-Riemannian manifolds (X,Y,Z ∈ X (M) resp.
their appropriate projections):
Rˆ(X,Y )Z = R˜(X,Y )Z
+ h(Y,Z)(∇̂XU2 − h(X,U2)U2)− h(∇̂XU2 − h(X,U2)U2, Z)Y
− h(X,Z)(∇̂Y U2 − h(Y,U2)U2) + h(∇̂Y U2 − h(Y,U2)U2, Z)X
+ h(U2, U2)(h(Y,Z)X − h(X,Z)Y )
Now R˜(X,Y )Z = N Rˆ(X,Y )Z for all X,Y,Z ∈ TN2 and otherwise zero (cp.
[O’N83], pg. 89, Corollary 58) andK(N2) = K(V,W ) = h(−Rˆ(V,W )V,W )h(V,V )h(W,W )−h(V,W )2
(cp. [O’N83], pg. 77, the curvature tensor has the opposite sign). Since
h(X,Y ) = e2fNh(X,Y ) for X,Y ∈ TN2, it follows that
NK(N2) = e2fh(−N Rˆ(V,W )V,W ).
Finally we obtain by the Gauss equation (13) the last ingredient for the
computation: Rˆ(V,W )V = −(H + 2a26 + a24)W (cp. the Mathematica note-
book).
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Summarized we have obtained the following structure equations (cp. (1),
(2) and (3)), where a6 = 0 in case of SO(2)-symmetry resp. b13 = 0 in case
of Z3-symmetry:
DTT = −2a4T − ξ, (54)
DTV = +a4V − b13W, (55)
DTW = +b13V + a4W, (56)
DV T = +(a22 + a4)V, (57)
DWT = + (a22 + a4)W, (58)
DV V = +a6V − b23W +(a22 − a4)T + ξ, (59)
DVW = +b23V − a6W, (60)
DWV = − (b33 + a6)W, (61)
DWW =+(b33 − a6)V +(a22 − a4)T + ξ, (62)
DXξ = −HX, (63)
The Codazzi and Gauss equations ((12) and (13)) have the form (cp. Lem. 11
and 12):
T (a4) = −4a22a4, 0 = V (a4) =W (a4) (64)
T (a6) = −a22a6, V (a6) = 3b33a6, W (a6) = −3b23a6, (65)
T (a22) = −a222 +H − 3a24, V (a22) = 0, W (a22) = 0, (66)
V (b13)− T (b23) = a22b23 + b13b33, (67)
T (b33)−W (b13) = b13b23 − a22b33, (68)
V (b33)−W (b23) = −a222 + b223 + b233 +H + a24 + 2a26, (69)
where a6 = 0 in case of SO(2)-symmetry resp. b13 = 0 in case of Z3-
symmetry.
Our first goal is to find out how N2 is immersed in R4, i. e. to find an
immersion independent of t. A look at the structure equations (54) - (63)
suggests to start with a linear combination of T and ξ.
We will solve the problem in two steps. First we look for a vector field
X with DTX = αX for some funtion α: We define X := AT + ξ for some
function A onM3. ThenDTX = αX iff α = −A and ∂∂tA = −A2+2a4A+H,
and A := a22 − a4 solves the latter differential equation. Next we want to
multiply X with some function β such that DT (βX) = 0: We define a
positive function β on R as the solution of the differential equation:
∂
∂tβ = (a22 − a4)β (70)
with initial condition β(t0) > 0. Then DT (βX) = 0 and by (57), (63) and
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(58) we get (since β, a22 and a4 only depend on t):
DT (β((a22 − a4)T + ξ)) = 0, (71)
DV (β((a22 − a4)T + ξ)) = β(a222 − a24 −H)V, (72)
DW (β((a22 − a4)T + ξ)) = β(a222 − a24 −H)W. (73)
To obtain an immersion we need that ν := a222 − a24 −H vanishes nowhere,
but we only get:
Lemma 17. The function ν = a222−a24−H is globally defined, ∂∂t(e2fν) = 0
and ν vanishes identically or nowhere on R.
Proof. Since 0 = ∂∂t
NK(N2) = ∂∂t(e
2f (2a26−ν)) (Lem. 16) and ∂∂t(e2f2a26) =
0 (cp. (65) and (53)), we get that ∂∂t(e
2fν) = 0. Thus ∂∂tν = −2( ∂∂tf)ν =
−2a22ν.
7.1.1 The first case: ν 6= 0 on M3
We may, by translating f , i.e. by replacing N2 with a homothetic copy of
itself, assume that e2fν = ε1, where ε1 = ±1.
Lemma 18. Φ := β((a22 − a4)T + ξ) : M3 → R4 induces a proper affine
sphere structure, say φ˜, mapping N2 into a 3-dimensional linear subspace
of R4. φ˜ is part of a quadric iff a6 = 0.
Proof. By (72) and (73) we have Φ∗(Ea) = βνEa for Ea ∈ {V,W}. A further
differentiation, using (59) (β and ν only depend on t), gives:
DV Φ∗(V ) = βνDV V
= βν((a22 − a4)T + a6V − b23W + ξ)
= a6Φ∗(V )− b23Φ∗(W ) + νΦ
= a6Φ∗(V )− b23Φ∗(W ) + ε1e−2fΦ.
Similarly, we obtain the other derivatives, using (60) - (62), thus:
DV Φ∗(V ) = a6Φ∗(V )− b23Φ∗(W ) +e−2fε1Φ, (74)
DV Φ∗(W ) = b23Φ∗(V )− a6Φ∗(W ), (75)
DWΦ∗(V ) = − (b33 + a6)Φ∗(W ), (76)
DWΦ∗(W ) =(b33 − a6)Φ∗(V ) +e−2fε1Φ, (77)
DEaΦ = βe
−2fε1Ea. (78)
The foliation at f = f0 gives an immersion of N
2 to M3, say pif0 . Therefore,
we can define an immersion of N2 to R4 by φ˜ := Φ ◦ pif0 , whose structure
equations are exactly the equations above when f = f0. Hence, we know
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that φ˜ maps N2 into span{Φ∗(V ), Φ∗(W ), Φ}, an affine hyperplane of R4 and
∂
∂tΦ = 0 implies Φ(t, v, w) = φ˜(v,w).
We can read off the coefficients of the difference tensor K φ˜ of φ˜ (cf.
(1) and (3)): K φ˜(V˜ , V˜ ) = a6V˜ , K
φ˜(V˜ , W˜ ) = −a6W˜ ,K φ˜(W˜ , W˜ ) = −a6V˜ ,
and see that trace(K φ˜)X vanishes. The affine metric introduced by this
immersion corresponds with the metric on N2. Thus ε1φ˜ is the affine normal
of φ˜ and φ˜ is a proper affine sphere with mean curvature ε1. Finally the
vanishing of the difference tensor characterizes quadrics.
Our next goal is to find another linear combination of T and ξ, this
time only depending on t. (Then we can express T in terms of φ and some
function of t.)
Lemma 19. Define δ := HT + (a22 + a4)ξ. Then there exist a constant
vector C ∈ R4 and a function a(t) such that
δ(t) = a(t)C.
Proof. Using (57) resp. (58) and (63) we obtain that DV δ = 0 = DW δ.
Hence δ depends only on the variable t. Moreover, we get by (54), (66),(64)
and (63) that
∂
∂t
δ = DT (HT + (a22 + a4)ξ)
= H(−2a4T − ξ) + (−a222 +H − 3a24 − 4a22a4)ξ − (a22 + a4)HT
= −(3a4 + a22)(HT + (a22 + a4)ξ)
= −(3a4 + a22)δ.
This implies that there exists a constant vector C in R4 and a function a(t)
such that δ(t) = a(t)C.
Notice that for an improper affine hypersphere (H = 0) ξ is constant
and parallel to C. Combining φ˜ and δ we obtain for T (cp. Lem. 18 and 19)
that
T (t, v, w) = −a
ν
C +
1
βν
(a22 + a4)φ˜(v,w). (79)
In the following we will use for the partial derivatives the abbreviation
ϕx :=
∂
∂xϕ, x = t, v, w.
Lemma 20.
ϕt = −a
ν
C +
∂
∂t
(
1
βν
)φ˜,
ϕv =
1
βν
φ˜v,
ϕw =
1
βν
φ˜w.
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Proof. As by (70) and Lem. 17 ∂∂t
1
βν =
1
βν (a22+a4), we obtain the equation
for ϕt = T by (79). The other equations follow from (72) and (73).
It follows by the uniqueness theorem of first order differential equations
and applying a translation that we can write
ϕ(t, v, w) = a˜(t)C +
1
βν
(t)φ˜(v,w)
for a suitable function a˜ depending only on the variable t. Since C is
transversal to the image of φ˜ (cp. Lem. 18 and 19, ν 6≡ 0), we obtain
that after applying an equiaffine transformation we can write: ϕ(t, v, w) =
(γ1(t), γ2(t)φ(v,w)), in which φ˜(v,w) = (0, φ(v,w)). Thus we have proven
the following:
Theorem 5. Let M3 be an indefinite affine hypersphere of R4 which admits
a pointwise Z3- or SO(2)-symmetry. Let a
2
22 − a24 6= H for some p ∈ M3.
Then M3 is affine equivalent to
ϕ : I ×N2 → R4 : (t, v, w) 7→ (γ1(t), γ2(t)φ(v,w)),
where φ : N2 → R3 is a (positive definite) elliptic or hyperbolic affine sphere
and γ : I → R2 is a curve.
Moreover, if M3 admits a pointwise SO(2)-symmetry then N2 is either an
ellipsoid or a two-sheeted hyperboloid.
We want to investigate the conditions imposed on the curve γ. For this
we compute the derivatives of ϕ:
ϕt = (γ
′
1, γ
′
2φ), ϕv = (0, γ2φv), ϕw = (0, γ2φw),
ϕtt = (γ
′′
1 , γ
′′
2φ), ϕtv = (0, γ
′
2φv), ϕtw = (0, γ
′
2φw), (80)
ϕvv = (0, γ2φvv), ϕvw = (0, γ2φvw), ϕww = (0, γ
′
2φww).
Furthermore we have to distinguish if M3 is proper (H = ±1) or improper
(H = 0).
First we consider the case that M3 is proper, i. e. ξ = −Hϕ. An
easy computation shows that the condition that ξ is a transversal vector
field, namely 0 6= det(ϕt, ϕv , ϕw, ξ) = −γ22(γ1γ′2 − γ′1γ2) det(φv, φw, φ), is
equivalent to γ2 6= 0 and γ1γ′2 − γ′1γ2 6= 0. To check the condition that ξ
is the Blaschke normal (cp. (4)), we need to compute the Blaschke metric
h, using (1)), (80), (74)–(77) and the notation r, s ∈ {v,w} and g for the
Blaschke metric of φ:
ϕtt = . . . ϕt +
γ′1γ
′′
2 − γ′′1γ′2
H(γ1γ′2 − γ′1γ2)
ξ,
ϕtr = tang.
ϕrs = tang. − γ
′
1γ2
H(γ1γ′2 − γ′1γ2)
ε1g(
∂
∂r
,
∂
∂s
)ξ.
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We obtain that deth = htt(hvvhww − h2vw) = γ
′
1
γ′′
2
−γ′′
1
γ′
2
H3(γ1γ′2−γ′1γ2)3 (γ
′
1)
2γ22 det g.
Thus (4) is equivalent to γ42(γ1γ
′
2−γ′1γ2)2 det(φv , φw, φ)2 = | γ
′
1
γ′′
2
−γ′′
1
γ′
2
(γ1γ′2−γ′1γ2)3 (γ
′
1)
2γ22 det g|.
Since φ is a definite proper affine sphere with normal −ε1φ, we can again
use (4) to obtain
ξ = −Hϕ⇐⇒ γ22 |γ1γ′2 − γ′1γ2|5 = |γ′1γ′′2 − γ′′1γ′2|(γ′1)2 6= 0.
From the computations above (g is positive definite) also it follows that ϕ is
indefinite iff either H sign(γ1γ
′
2 − γ′1γ2) = sign(γ′1γ′′2 − γ′′1γ′2) = sign(γ′1γ2ε1)
or −H sign(γ1γ′2 − γ′1γ2) = sign(γ′1γ′′2 − γ′′1γ′2) = sign(γ′1γ2ε1).
Next we consider the case that M3 is improper, i. e. ξ is constant. By
Lem. 19 ξ is parallel to C and thus transversal to φ. Hence we can apply
an affine transformation to obtain ξ = (1, 0, 0, 0). An easy computation
shows that the condition that ξ is a transversal vector field, namely 0 6=
det(ϕt, ϕv, ϕw, ξ) = −γ22γ′2 det(φv, φw, φ), is equivalent to γ2 6= 0 and γ′2 6= 0.
To check the condition that ξ is the Blaschke normal (cp. (4)) we need to
compute the Blaschke metric h, using (1)), (80), (74)–(77) and the notation
r, s ∈ {v,w} and g for the Blaschke metric of φ:
ϕtt = . . . ϕt − γ
′
1γ
′′
2 − γ′′1γ′2
γ′2
ξ,
ϕtr = tang.
ϕrs = tang. +
γ′1γ2
γ′2
ε1g(
∂
∂r
,
∂
∂s
)ξ.
We obtain that deth = htt(hvvhww −h2vw) = −γ
′
1
γ′′
2
−γ′′
1
γ′
2
(γ′
2
)3
(γ′1)
2γ22 det g. Thus
(4) is equivalent to γ42(γ
′
2)
2 det(φv , φw, φ)
2 = |γ′1γ′′2−γ′′1 γ′2
(γ′
2
)3
(γ′1)
2γ22 det g|. Since
φ is a definite proper affine sphere with normal −ε1φ, we can again use (4)
to obtain
ξ = (1, 0, 0, 0) ⇐⇒ γ22 |γ′2|5 = |γ′1γ′′2 − γ′′1γ′2|(γ′1)2 6= 0.
From the computations above also it follows that ϕ is indefinite iff either
− sign(γ′2) = sign(γ′1γ′′2 − γ′′1γ′2) = sign(γ′1γ2ε1) or sign(γ′2) = sign(γ′1γ′′2 −
γ′′1γ
′
2) = sign(γ
′
1γ2ε1).
Now we are ready for the converse.
Theorem 6. Let φ : N2 → R3 be a positive definite elliptic or hyperbolic
affine sphere (with mean curvature ε1 = ±1), and let γ : I → R2 be a
curve such that ϕ(t, v, w) = (γ1(t), γ2(t)φ(v,w)) defines a 3-dimensional
indefinite affine hypersphere. Then ϕ(N2 × I) admits a pointwise Z3- or
SO(2)-symmetry.
(i) If γ = (γ1, γ2) satisfies γ
2
2 |γ1γ′2−γ′1γ2|5 = sign(γ′1γ2ε1)(γ′1γ′′2−γ′′1γ′2)(γ′1)2 6=
0, then ϕ defines a 3-dimensional indefinite proper affine hypersphere.
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(ii) If γ = (γ1, γ2) satisfies γ
2
2 |γ′2|5 = sign(γ′1γ2ε1)(γ′1γ′′2−γ′′1γ′2)(γ′1)2 6= 0,
then ϕ defines a 3-dimensional indefinite improper affine hypersphere.
Proof. We already have shown that ϕ defines a 3-dimensional indefinite
proper resp. improper affine hypersphere. To prove the symmetry we need
to compute K. By assumption, φ is an affine sphere with Blaschke normal
ξφ = −ε1φ. For the structure equations (1) we use the notation φrs =
φΓursφu − grsε1φ, r, s, u ∈ {v,w}. Furthermore we introduce the notation
α = γ1γ
′
2 − γ′1γ2. Note that α′ = γ1γ′′2 − γ′′1γ2.
(i) Using (80), we get the structure equations (1) for ϕ:
ϕtt =
α′
α
ϕt +
γ′1γ
′′
2 − γ′′1γ′2
Hα
ξ,
ϕtr =
γ′2
γ2
ϕr,
ϕrs =
φΓursϕu − grsε1
γ1γ2
α
ϕt − grsε1 γ
′
1γ2
Hα
ξ.
We compute K using (6) and obtain:
(∇ϕth)(ϕr , ϕs) = ((
γ1γ2
α
)′
α
γ1γ2
− 2γ
′
2
γ2
)h(ϕr, ϕs),
(∇ϕrh)(ϕt, ϕt) = 0,
implying thatKϕt restricted to the space spanned by ϕv and ϕw is a multiple
of the identity. Taking T in direction of ϕt, we see that ϕv and ϕw are
orthogonal to T . Thus we can construct an ONB {T, V,W} with V,W
spanning span{ϕv , ϕw} such that a1 = 2a4, a2 = a3 = a5 = 0. By the
considerations in Sec. 4 we see that ϕ admits a pointwise Z3- or SO(2)-
symmetry.
(ii) The proof runs completely analog.
7.1.2 The second case: ν ≡ 0 and H 6= 0 on M3
Next, we consider the case that H = a222 − a24 and H 6= 0 on M3. It follows
that a22 6= ±a4 on M3.
We already have seen that M3 admits a warped product structure. The
map Φ we have constructed in Lemma 18 will not define an immersion (cp.
(72) and (73)). Anyhow, for a fixed point t0, we get from (59) - (62), (72)
and (73), using the notation ξ˜ = (a22 − a4)T + ξ:
DV V = a6V − b23W + ξ˜,
DVW = b23V − a6W,
DWV = −(b33 + a6)W,
DWW = (b33 − a6)V + ξ˜,
DEa ξ˜ = 0, Ea ∈ {V,W}.
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Thus, if v and w are local coordinates which span the second distribution
L2, then we can interprete ϕ(t0, v, w) as a positive definite improper affine
sphere in a 3-dimensional linear subspace.
Moreover, we see that this improper affine sphere is a paraboloid pro-
vided that a6(t0, v, w) vanishes identically. From the differential equations
(65) determining a6, we see that this is the case exactly when a6 vanishes
identically, i.e. when M3 admits a pointwise SO(2)-symmetry.
After applying a translation and a change of coordinates, we may assume
that
ϕ(t0, v, w) = (v,w, f(v,w), 0),
with affine normal ξ˜(t0, v, w) = (0, 0, 1, 0). To obtain T at t0, we consider
(57) and (58) and get that
DEa(T − (a22 + a4)ϕ) = 0, Ea, Eb ∈ {V,W}.
Evaluating at t = t0, this means that there exists a constant vector C,
transversal to span{V,W, ξ}, such that T (t0, v, w) = (a22+a4)(t0)ϕ(t0, v, w)+
C. Since a22 + a4 6= 0 everywhere, we can write:
T (t0, v, w) = α1(v,w, f(v,w), α2), (81)
where α1, α2 6= 0 and we applied an equiaffine transformation so that C =
(0, 0, 0, α1α2). To obtain information about DTT we have that DTT =
−2a4T − ξ (cp. (54)) and ξ = ξ˜ − (a22 − a4)T by the definition of ξ˜. Also
we know that ξ˜(t0, v, w) = (0, 0, 1, 0) and by (71) - (73) that DX(βξ˜) = 0,
X ∈ X (M). Taking suitable initial conditions for the function β (β(t0) = 1),
we get that βξ˜ = (0, 0, 1, 0) and finally the following vector valued differential
equation:
DTT = (a22 − 3a4)T − 1
β
(0, 0, 1, 0).
Solving this differential equation, taking into account the initial conditions
(81) at t = t0, we get that there exist functions δ1 and δ2 depending only
on t such that
T (t, u, v) = (δ1(t)v, δ1(t)w, δ1(t)(f(v,w) + δ2(t)), α2δ1(t)),
where δ1(t0) = α1, δ2(t0) = 0, δ
′
1(t) = (a22−3a4)δ1(t) and δ′2(t) = δ−11 (t)β−1(t).
As T (t, v, w) = ∂ϕ∂t (t, v, w) and ϕ(t0, v, w) = (v,w, f(v,w), 0) it follows by
integration that
ϕ(t, v, w) = (γ1(t)v, γ1(t)w, γ1(t)f(v,w) + γ2(t), α2(γ1(t)− 1)),
where γ′1(t) = δ1(t), γ1(t0) = 1, γ2(t0) = 0 and γ
′
2(t) = δ1(t)δ2(t). After
applying an affine transformation we have shown:
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Theorem 7. Let M3 be an indefinite proper affine hypersphere of R4 which
admits a pointwise Z3- or SO(2)-symmetry. Let H = a
2
22− a24(6= 0) on M3.
Then M3 is affine equivalent with
ϕ : I ×N2 → R4 : (t, v, w) 7→ (γ1(t)v, γ1(t)w, γ1(t)f(v,w) + γ2(t), γ1(t)),
where ψ : N2 → R3 : (v,w) 7→ (v,w, f(v,w)) is a positive definite improper
affine sphere with affine normal (0, 0, 1) and γ : I → R2 is a curve.
Moreover, if M3 admits a pointwise SO(2)-symmetry then N2 is an elliptic
paraboloid.
We want to investigate the conditions imposed on the curve γ. For this
we compute the derivatives of ϕ:
ϕt = (γ
′
1v, γ
′
1w, γ
′
1f(v,w) + γ
′
2, γ
′
1),
ϕv = (γ1, 0, γ1fv, 0), ϕw = (0, γ1, γ1fw, 0),
ϕtt = (γ
′′
1v, γ
′′
1w, γ
′′
1f(v,w) + γ
′′
2 , γ
′′
1 ), (82)
ϕtv =
γ′
1
γ1
ϕv, ϕtw =
γ′
1
γ1
ϕw,
ϕvv = (0, 0, fvvγ1, 0), ϕvw = (0, 0, γ1fvw, 0), ϕww = (0, 0, γ1fww, 0).
M3 is a proper hypersphere, i. e. ξ = −Hϕ. An easy computation
shows that the condition that ξ is a transversal vector field, namely 0 6=
det(ϕt, ϕv, ϕw, ξ) = −Hγ21(γ1γ′2 − γ′1γ2), is equivalent to γ1 6= 0 and γ1γ′2 −
γ′1γ2 6= 0. Since (0, 0, 1, 0) = γ1γ1γ′2−γ′1γ2ϕt−
γ′
1
γ1γ′2−γ′1γ2ϕ, we have the following
structure equations:
ϕtt = (
γ′′
1
γ′
1
+
γ′
1
γ′′
2
−γ′′
1
γ′
2
γ′
1
γ1
γ1γ′2−γ′1γ2 )ϕt +
γ′
1
γ′′
2
−γ′′
1
γ′
2
γ1γ′2−γ′1γ2
1
H ξ, (83)
ϕtr =
γ′
1
γ1
ϕr,
ϕrs =
γ2
1
γ1γ′2−γ′1γ2 frsϕt +
γ1γ′1
γ1γ′2−γ′1γ2 frs
1
H ξ.
We obtain that det h = htt(hvvhww−h2vw) = γ
′
1
γ′′
2
−γ′′
1
γ′
2
H3(γ1γ′2−γ′1γ2)3 γ
2
1(γ
′
1)
2(fvvfww−
f2vw). Since ψ is a positive definite improper affine sphere with affine normal
(0, 0, 1), we get by (4) that fvvfww − f2vw = 1. Now (4) (for ξ) is equivalent
to γ41(γ1γ
′
2 − γ′1γ2)2 = | γ
′
1
γ′′
2
−γ′′
1
γ′
2
(γ1γ′2−γ′1γ2)3 |γ
2
1(γ
′
1)
2. It follows that
ξ = −Hϕ⇐⇒ γ21 |γ1γ′2 − γ′1γ2|5 = |γ′1γ′′2 − γ′′1γ′2|(γ′1)2 6= 0.
From the computations above also it follows that ϕ is indefinite iff either
sign(γ′1γ
′′
2 − γ′′1γ′2) = sign(H(γ1γ′2 − γ′1γ2)) = − sign(γ1γ′1) or sign(γ′1γ′′2 −
γ′′1γ
′
2) = − sign(H(γ1γ′2 − γ′1γ2)) = − sign(γ1γ′1).
Now we can formulate the converse theorem:
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Theorem 8. Let ψ : N2 → R3 : (v,w) 7→ (v,w, f(v,w)) be a positive defi-
nite improper affine sphere with affine normal (0, 0, 1), and let γ : I → R2 be
a curve such that ϕ(t, v, w) = (γ1(t)v, γ1(t)w, γ1(t)f(v,w) + γ2(t), γ1(t)) de-
fines a 3-dimensional indefinite proper affine hypersphere. Then ϕ(N2 × I)
admits a pointwise Z3- or SO(2)-symmetry.
Moreover, if γ = (γ1, γ2) satisfies γ
2
1 |γ1γ′2 − γ′1γ2|5 = − sign(γ1γ′1)(γ′1γ′′2 −
γ′′1γ
′
2)(γ
′
1)
2 6= 0, then ϕ defines a 3-dimensional indefinite proper affine hy-
persphere.
Proof. We already have shown that ϕ defines a 3-dimensional indefinite
proper affine hypersphere with affine normal ξ = −Hϕ. To prove the sym-
metry we need to compute K. We get the induced connection and the affine
metric from the structure equations (83). We compute K using (6) and
obtain:
(∇ϕth)(ϕr, ϕs) = (
∂
∂t
ln(
γ1γ
′
1
γ1γ
′
2 − γ′1γ2
)− 2γ
′
1
γ1
)h(ϕr , ϕs),
(∇ϕrh)(ϕt, ϕt) = 0,
implying thatKϕt restricted to the space spanned by ϕv and ϕw is a multiple
of the identity. Taking T in direction of ϕt, we see that ϕv and ϕw are
orthogonal to T . Thus we can construct an ONB {T, V,W} with V,W
spanning span{ϕv , ϕw} such that a1 = 2a4, a2 = a3 = a5 = 0. By the
considerations in Sec. 4 we see that ϕ admits a pointwise Z3- or SO(2)-
symmetry.
7.1.3 The third case: ν ≡ 0 and H = 0 on M3
The final cases now are that ν ≡ 0 and H = 0 on the whole ofM3 and hence
a22 = ±a4.
First we consider the case that a22 = a4 =: a > 0. Again we use that
M3 admits a warped product structure and we fix a parameter t0. At the
point t0, we have by (59)–(63):
DV V = +a6V − b23W +ξ,
DVW = +b23V − a6W,
DWV = − (b33 + a6)W,
DWW =+(b33 − a6)V +ξ,
DXξ = 0.
Thus, if v and w are local coordinates which span the second distribution
L2, then we can interprete ϕ(t0, v, w) as a positive definite improper affine
sphere in a 3-dimensional linear subspace.
Moreover, we see that this improper affine sphere is a paraboloid pro-
vided that a6(t0, v, w) vanishes identically. From the differential equations
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(65) determining a6, we see that this is the case exactly when a6 vanishes
identically, i.e. when M3 admits a pointwise SO(2)-symmetry.
After applying an affine transformation and a change of coordinates, we
may assume that
ϕ(t0, v, w) = (v,w, f(v,w), 0), (84)
with affine normal ξ(t0, v, w) = (0, 0, 1, 0), actually
ξ(t, v, w) = (0, 0, 1, 0)
(ξ is constant on M3 by assumption). Furthermore we obtain by (57) and
(58), that DUT = 2aU for all U ∈ L2. We define δ := T − 2aϕ, which is
transversal to span{V,W, ξ}. Since a is independent of v and w (cp. (64)),
DUδ = 0, and we can assume that
T (t0, v, w) − 2a(t0)ϕ(t0, v, w) = (0, 0, 0, 1). (85)
We can integrate (64) (T (a) = −4a2) and we take a = 14t , t > 0. Thus (54)
becomes DTT = − 12tT − ξ and we obtain the following linear second order
ordinary differential equation:
∂2
∂t2
ϕ+
1
2t
∂
∂t
ϕ = −ξ. (86)
The general solution is ϕ(t, v, w) = − t23 ξ + 2
√
tA(v,w) + B(v,w). The
initial conditions (84) and (85) imply that A(v,w) = ( v
2
√
t0
, w
2
√
t0
, f(v,w)
2
√
t0
+
2
3t
3/2
0 ,
√
t0) and B(v,w) = (0, 0,−t20,−2t0). Obviously we can translate B
to zero. Furthermore we can translate the affine sphere and apply an affine
transformation to obtain A(v,w) = 1
2
√
t0
(v,w, f(v,w), 1). After a change of
coordinates we get:
ϕ(t, v, w) = (tv, tw, tf(v,w) − ct4, t), c, t > 0. (87)
Next we consider the case that −a22 = a4 =: a > 0. Again we use that M3
admits a warped product structure and we fix a parameter t0. A look at
(59)–(63) suggests to define ξ˜ = −2aT + ξ, then we get at the point t0:
DV V = +a6V − b23W +ξ˜,
DVW = +b23V − a6W,
DWV = − (b33 + a6)W,
DWW =+(b33 − a6)V +ξ˜,
DU ξ˜ = 0.
Thus, if v and w are local coordinates which span the second distribution
L2, then we can interprete ϕ(t0, v, w) as a positive definite improper affine
sphere in a 3-dimensional linear subspace.
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Moreover, we see that this improper affine sphere is a paraboloid pro-
vided that a6(t0, v, w) vanishes identically. From the differential equations
(65) determining a6, we see that this is the case exactly when a6 vanishes
identically, i.e. when M3 admits a pointwise SO(2)-symmetry.
After applying an affine transformation and a change of coordinates, we
may assume that
ϕ(t0, v, w) = (v,w, f(v,w), 0), (88)
with affine normal
ξ˜(t0, v, w) = (0, 0, 1, 0). (89)
We have considered ξ˜ before. We can solve (70) ( ∂∂tβ = −2aβ) explicity
by β = c 1√
a
(cp. (64)) and get by (71)–(73) that DX(
1√
a
ξ˜) = 0. Thus
1√
a
(−2aT + ξ) =: C for a constant vector C, i. e. T = − 12a(
√
aC − ξ).
Notice that by (63) ξ is a constant vector, too. We can choose a = 14|t| ,
t < 0 (cp. (64)), and we obtain the ordinary differential equation:
∂
∂t
ϕ = −
√
|t|C − 2tξ, t < 0. (90)
The solution (after a translation) with respect to the initial condition (88)
is ϕ(t, v, w) = 23 |t|
3
2C − t2ξ + (v,w, f(v,w), 0). Notice that C is a multiple
of ξ˜ and hence by (89) a constant multiple of (0, 0, 1, 0). Furthermore ξ is
transversal to the space spanned by ϕ(t0, v, w). So we get after an affine
transformation and a change of coordinates:
ϕ(t, v, w) = (v,w, f(v,w) + ct3, t4), c, t > 0. (91)
Combining both results (87) and (91) we have:
Theorem 9. Let M3 be an indefinite improper affine hypersphere of R4
which admits a pointwise Z3- or SO(2)-symmetry. Let a
2
22 = a
2
4 on M
3.
Then M3 is affine equivalent with either
ϕ : I ×N2 → R4 : (t, v, w) 7→ (tv, tw, tf(v,w) − ct4, t), (a22 = a4) or
ϕ : I ×N2 → R4 : (t, v, w) 7→ (v,w, f(v,w) + ct3, t4), (−a22 = a4)
where ψ : N2 → R3 : (v,w) 7→ (v,w, f(v,w)) is a positive definite improper
affine sphere with affine normal (0, 0, 1) and c, t ∈ R+.
Moreover, if M3 admits a pointwise SO(2)-symmetry then N2 is an elliptic
paraboloid.
The computations for the converse statement can be done completely
analogous to the previous cases, they even are simpler (the curve is given
parametrized).
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Theorem 10. Let ψ : N2 → R3 : (v,w) 7→ (v,w, f(v,w)) be a pos-
itive definite improper affine sphere with affine normal (0, 0, 1). Define
ϕ(t, v, w) = (tv, tw, tf(v,w) − ct4, t) or ϕ(t, v, w) = (v,w, f(v,w) + ct3, t4),
where c, t ∈ R+. Then ϕ defines a 3-dimensional indefinite improper affine
hypersphere, which admits a pointwise Z3- or SO(2)-symmetry.
7.2 Pointwise S3-symmetry
In the beginning of the section (cp. Lem. 10) we have shown that in the case
of S3-symmetry, there exists a locally defined orthonormal frame {T, V,W}
such that K is given by:
K(T, T ) = 0, K(T, V ) = 0, K(T,W ) = 0,
K(V, V ) = a6V, K(V,W ) = −a6W, K(W,W ) = −a6V,
(the vector field T (up to sign) and the function a6 are invariantly defined)
and the structure equations ((1), (2)) are:
DTT = − ξ, (92)
DTV = +
1
3a23W, (93)
DTW = −13a23V, (94)
DV T = +a22V + a23W, (95)
DWT = −a23V + a22W, (96)
DV V = +a6V − b23W +a22T + ξ, (97)
DVW = +b23V − a6W +a23T, (98)
DWV = − (b33 + a6)W−a23T, (99)
DWW =+(b33 − a6)V +a22T + ξ, (100)
DXξ = −HX, (101)
The Codazzi and Gauss equations ((12) and (13)) have the form (cp. Lem. 11
and 12):
T (ln a6) = −a22, V (ln a6) = 3b33, W (ln a6) = −3b23, (102)
T (a22) = −a222 + a223 +H,
V (a22) =W (a23), W (a22) = −V (a23), (103)
T (a23) = −2a22a23, V (a23) = −3(T (b23) + a22b23 + 23a23b33),
W (a23) = 3(−T (b33) + 23a23b23 − a22b33), (104)
V (b33)−W (b23) = −a222 − 53a223 + b223 + b233 +H + 2a26. (105)
An evaluation of the equation [V,W ]a6 = (∇̂VW − ∇̂WV )a6 gives us in
addition:
V (b23) +W (b33) =
2
3a22a23. (106)
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Notice that by (102) and (103) the functions |a22| and |a23| are invariantly
defined.
Positive definite affine hyperspheres admitting an S3-symmetry turn out
to satisfy Chen’s equality [Vra04]. They were studied in several articles
([SSVV97], [SV96] ,[KSV01] ,[KV99], [Vra04]) and now they are completely
classified. Our structure and integrability conditions are kind of similar
and luckily we can follow the approach in [KV99], solving the system of
equations directly. We do expect that the approach of [KSV01] (reduction
to a classification of 2-dimensional minimal surfaces in S53 whose ellipses are
circles, done for elliptic affine hyperspheres) also is generalizable to all cases.
From the structure equations (92) and (101) we get that DTDTϕ = Hϕ
if H = ±1, resp. DTDTϕ = const., if H = 0. This implies for the integral
curves γ of T that γ′′ = Hγ, thus (cp. [KSV01], Cor. 1):
Remark. ϕ is locally ruled by arcs of ellipses resp. hyperbolas if it is proper
and H = −1 resp. H = 1, and by straight lines if it is improper (H = 0).
As a consequence of the ruling we can integrate the integrability con-
ditions in T -direction explicitly. We introduce a coordinate function t by
∂
∂t := T .
Lemma 21. For any function t with T t = 1 there is a dense open subset
M˜ ⊂ M3 and there are functions h, k, l : M˜ → R with Th = Tk = T l = 0
such that on M˜ we have if
H = −1 then either a22 = 0, a23 = ±1, a6 = ek or
a22 =− sin(t+ l) cos(t+ l)
cos2(t+ l) + sinh2(h)
, a23 = − sinh(h) cosh(h)
cos2(t+ l) + sinh2(h)
,
a6 =
ek√
cos2(t+ l) + sinh2(h)
.
H = 1 then either a22 = ±1, a23 = 0, a6 = ek∓t or
a22 =
sinh(t+ l) cosh(t+ l)
cos2(h) + sinh2(t+ l)
, a23 = − sin(h) cos(h)
cos2(h) + sinh2(t+ l)
,
a6 =
ek√
cos2(h) + sinh2(t+ l)
.
H = 0 then either a22 = 0, a23 = 0, a6 = e
k or
a22 =
t+ l
(t+ l)2 + h2
, a23 = − h
(t+ l)2 + h2
,
a6 =
ek√
(t+ l)2 + h2
.
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Proof. Equations (103) and (104) can be combined to T (a22 + ia23) =
−(a22 + ia23)2 +H. Using the notation y = −(a22 + ia23), we have to solve
the first order differential equations ∂∂ty = y
2 + 1 (H = −1), ∂∂ty = y2 − 1
(H = 1) resp. ∂∂ty = y
2 (H = 0). For H = −1 we get the generic so-
lution y = tan(z + c) resp. the exceptional solution y = ±i, for H = 1
we get y = i tan(z + c) resp. y = ±1 and for H = 0 we get y = −1z
resp. y = 0. To obtain the real valued functions a22 and a23 along the
ruling, we have to split y(z(t)) = y(g(t) + ih(t)) into real and imaginary
part. In the first case (H = −1) we get (along the ruling) for example the
generic solution: y(t) = tan(g(t) + ih(t)) with g(t) = t + l and ∂∂th = 0.
Now y(t) = sin(g(t)+ih)cos(g(t)+ih) =
sin(g(t)) cos(g(t))+i sinh(h) cosh(h)
cos2(g(t))+sinh2(h)
. Next we integrate
(102) along the ruling to obtain a6. In the first case this gives generically:
− ln a6 = 12 ln(cos2(t+ l)+ sinh2(h)) + k˜. The other results are computed in
the same way.
In order to solve the rest of the integrability conditions we need to intro-
duce adapted coordinates. Since T is geometrically distinguished we would
like to find Gaussian vector fields T˜ , V˜ , W˜ such that T˜ = T . Analogous to
[KV99] we look for functions c1, c2, b1, b2 such that(
V˜
W˜
)
=
(
c1 c2
−c2 c1
)((
V
W
)
+
(
b1
b2
)
T
)
. (107)
Lemma 22. For T˜ , V˜ , W˜ to be (local) Gaussian vector fields it is necessary
and sufficient that the following system of equations is satisfied:
T (c1) = a22c1 − 23a23c2, T (c2) = 23a23c1 + a22c2,
(108)
−V (c1) +W (c2) = b33c1 + b23c2, V (c2) +W (c1) = b23c1 − b33c2,
(109)
T (b1) = −a22b1 − 23a23b2, T (b2) = 23a23b1 − a22b2,
(110)
V (b2)−W (b1) = −2a23 + b23b1 + b33b2. (111)
Proof. We have to show that our system of equations is equivalent to the
vanishing of all commutators. Using [αX, βY ] = αX(β)Y − βY (α)X +
αβ(∇̂XY − ∇̂YX) we get
[V,W ] = b23V + b33W + 2a23T, [T, V ] = −a22V − 23a23W,
[T,W ] = 23a23V − a22W.
(112)
Therefore
[T˜ , V˜ ] =[T, c1V + c2W + (c1b1 + c2b2)T ]
=(T (c1)− a22c1 + 23a23c2)V + (T (c2)− 23a23c1 − a22c2)W
+ (T (c1)b1 + c1T (b1) + T (c2)b2 + c2T (b2))T.
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Hence [T˜ , V˜ ] = 0 is equivalent to (108) and the equation
c1T (b1) + c2T (b2) = c1(−a22b1 − 23a23b2) + c2(23a23b1 − a22b2). (113)
Similarly we get
[T˜ , W˜ ] =[T,−c2V + c1W + (−c2b1 + c1b2)T ]
=(−T (c2) + a22c2 + 23a23c1)V + (T (c1) + 23a23c2 − a22c1)W
+ (−T (c2)b1 − c2T (b1) + T (c1)b2 + c1T (b2))T.
Hence [T˜ , W˜ ] = 0 is equivalent to (108) and the equation
−c2T (b1) + c1T (b2) = −c2(−a22b1 − 23a23b2) + c1(23a23b1 − a22b2). (114)
Since c21+c
2
2 6= 0, equations (113) and (114) are equivalent to (110). Finally,
a lengthy but straightforward calculation gives (we use the abbreviation
α = c1b1 + c2b2 and β = −c2b1 + c1b2)
[V˜ , W˜ ] =[c1V + c2W + αT,−c2V + c1W + βT ]
={c1(−V (c2)−W (c1)) + c2(V (c1)−W (c2)) + (c21 + c22)b23
− α(T (c2)− c2a22 − c1 23a23)− β(T (c1)− c1a22 + c2 23a23)}V
+ {−c2(−V (c2)−W (c1)) + c1(V (c1)−W (c2)) + (c21 + c22)b33
+ α(T (c1)− c1a22 + c2 23a23)− β(T (c2)− c2a22 − c1 23a23)}W
+ {c1(V (β)−Wα)) + c2(V (α) +W (β)) + (c21 + c22)2a23
+ αT (β)− βT (α)}T.
Using equation (108), the vanishing of the V- and W-component of [V˜ , W˜ ]
is equivalent to (109). Now [V˜ , W˜ ] vanishes in addition to [T˜ , V˜ ] and [T˜ , V˜ ]
if and only if its V -, W -components vanish and the equation
0 = (c21 + c
2
2)(2a23 − b1b23 − b2b33 + V (b2)−W (b1))
holds. However, c21+c
2
2 6= 0, thus the last equation is equivalent to (111).
To obtain adapted coordinates we need to solve the system of equations
(108)–(111). First we will treat the generic cases.
Lemma 23. Assume that we are in one of the generic cases (cp. Lem. 21)
and let f be any function with Tf = −1. Then the functions c1, c2, b1, b2,
defined by
(c1 + ic2)
3 =
1
a6((a22 + ia23)2 −H) , b1 = V (f), b2 =W (f), (115)
are a solution of the system of differential equations (108)–(111).
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Proof. Observe first that the system of equations splits into two independent
subsystems, namely the system (108), (109), and the system (110), (111).
Assume first that da22, da23 and da6 are everywhere linearly independent.
We start with the system (108), (109). We reformulate the system with
respect to the coordinate functions a22, a23, a = ln a6, using the integrability
conditions (102)–(104):
a22c1 − 23a23c2 =T (c1)
=((−a222 + a223 +H)
∂
∂a22
− 2a22a23 ∂
∂a23
− a22 ∂
∂a
)c1, (116)
2
3a23c1 + a22c2 =T (c2)
=(−a222 + a223 +H)
∂
∂a22
− 2a22a23 ∂
∂a23
− a22 ∂
∂a
)c2, (117)
b33c1 + b23c2 =− V (c1) +W (c2)
=V (a22)(− ∂
∂a22
c1 +
∂
∂a23
c2) +W (a22)(
∂
∂a22
c2 +
∂
∂a23
c1)
− 3b33 ∂
∂a
c1 − 3b23 ∂
∂a
c2, (118)
b23c1 − b33c2 =V (c2) +W (c1)
=V (a22)(
∂
∂a22
c2 +
∂
∂a23
c1) +W (a22)(
∂
∂a22
c1 − ∂
∂a23
c2)
+ 3b33
∂
∂a
c2 − 3b23 ∂
∂a
c1. (119)
The last two equations are satisfied if (c1, c2) satisfy the Cauchy-Riemann
equations with respect to the coordinates a22 and a23 for any fixed a, i. e.
∂
∂a22
c1 =
∂
∂a23
c2,
∂
∂a22
c2 = − ∂
∂a23
c1
and their a-dependence is given by
∂
∂a
c1 = −1
3
c1,
∂
∂a
c2 = −1
3
c2. (120)
Therefore we assume now that c1(z)+ ic2(z) is a holomorphic function with
respect to z = a22+ ia23 and that (120) holds. Since (z
2−H) ∂∂z (c1+ ic2) =
((a222−a223−H) ∂∂a22+2a22a23 ∂∂a23 )c1+i((+a222−a223−H) ∂∂a22 +2a22a23 ∂∂a23 )c2
and −23z(c1 + ic2) = −23(a22c1 − a23c2 + i(a22c2 + a23c1)), equations (116)
and (117) are equivalent to
(z2 −H) ∂
∂z
(c1 + ic2) = −23z(c1 + ic2).
We can integrate the last equation and obtain that (c1+ic2)
−3 = g(a)((a22+
ia23)
2 − H). Finally equation (120) implies g(a) = ea = a6. The second
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subsystem can be rewritten as the integrability conditions for a function f
with Tf = −1. In fact, if we set b1 = V (f), b2 = W (f) and b3 = T (f), we
get by (110) and (111):
[V, T ](f) = a22V (f) +
2
3a23W (f) = a22b1 +
2
3a23b2 = −T (b1),
[W,T ](f) = −23a23V (f) + a22W (f) = −23a23b1 + a22b2 = −T (b2),
[V,W ](f) = 2a23b3 + b23b1 + b33b2 = 2a23(b3 + 1) + V (b2)−W (b1).
Hence these integrability conditions are satisfied for b3 = −1 and arbitrary
functions b1 and b2.
Now we deal with the case that da22, da23 and da6 are linearly dependent
in some subset ofM3. We can still define functions c1, c2, b1, b2 by equations
(115). A direct computation shows that these functions satisfy the system
of equations (108)–(111).
We denote the coordinates provided by Lemma 23 by (t, v, w), i. e. ∂∂t =
T˜ = T , ∂∂v = V˜ and
∂
∂w = W˜ . We will now make a special choice for f in
order to simplify equations in Lemma 21, namely to make l = 0.
Lemma 24. There exist a function f with T (f) = −1 and a constant c such
that after replacing t by t+ c one has l = 0 in Lemma 21. The function f
is given by
H = −1: f = −12 arcsin
(
2a√
(−a2
22
+a2
23
−1)2+4a2
22
a2
23
)
,
H = 1: f = −12 arcsinh
(
2a√
(−a2
22
+a2
23
+1)2+4a2
22
a2
23
)
,
H = 0: f = − a√
(−a2
22
+a2
23
)2+4a2
22
a2
23
.
The variable t is given by t = −f + const.
Proof. A direct calculation shows that our choice of f satisfies T (f) = −1 .
Since V (f) = b1, W (f) = b2, we get from (107) that(
∂
∂v
∂
∂w
)
f =
(
c1 c2
−c2 c1
)((
V (f)
W (f)
)
+
(
b1
b2
)
T (f)
)
=
(
0
0
)
.
Using Lemma 21 we compute that f = −(t + l). The function l must be
a constant, since T l = 0 by Lemma 21 and we have just shown that also
∂
∂vf =
∂
∂wf = 0.
In the generic cases we have everything to prove the final results:
39
Theorem 11. LetM3 be an indefinite affine hypersphere of R4 with H = −1
which admits a pointwise S3-symmetry and assume, that the invariant func-
tions everywhere satisfy (a22, a23) 6= (0,±1). Then M3 admits coordinates
(t, v, w) and there are functions h, k : (v,w)→ R such that
a22 =− sin(t) cos(t)
cos2(t) + sinh2(h)
, a23 = − sinh(h) cosh(h)
cos2(t) + sinh2(h)
,
a6 =
ek√
cos2(t) + sinh2(h)
,
where h, k satisfy the system of differential equations
(
∂2
∂v2
+
∂2
∂w2
)h = e−
2
3k sinh(2h), (
∂2
∂v2
+
∂2
∂w2
)k = 3e−
2
3k(2e2k − cosh(2h)).
(121)
Theorem 12. Let M3 be an indefinite affine hypersphere of R4 with H = 1
which admits a pointwise S3-symmetry and assume, that the invariant func-
tions everywhere satisfy (a22, a23) 6= (±1, 0). Then M3 admits coordinates
(t, v, w) and there are functions h, k : (v,w)→ R such that
a22 =
sinh(t) cosh(t)
cos2(h) + sinh2(t)
, a23 = − sin(h) cos(h)
cos2(h) + sinh2(t)
,
a6 =
ek√
cos2(h) + sinh2(t)
,
where h, k satisfy the system of differential equations
(
∂2
∂v2
+
∂2
∂w2
)h = −e−23k sin(2h), ( ∂
2
∂v2
+
∂2
∂w2
)k = 3e−
2
3k(2e2k + cos(2h)).
(122)
Theorem 13. Let M3 be an indefinite improper affine hypersphere of R4
which admits a pointwise S3-symmetry and assume, that the invariant func-
tions everywhere satisfy (a22, a23) 6= (0, 0). Then M3 admits coordinates
(t, v, w) and there are functions h, k : (v,w)→ R such that
a22 =
t
t2 + h2
, a23 = − h
t2 + h2
, a6 =
ek√
t2 + h2
,
where h, k satisfy the system of differential equations
(
∂2
∂v2
+
∂2
∂w2
)h = 2e−
2
3kh, (
∂2
∂v2
+
∂2
∂w2
)k = 3e−
2
3k(2e2k − 1). (123)
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Proof of the theorems. Let M3 be an indefinite affine hypersphere of R4
which admits a pointwise S3-symmetry and assume, that the invariant func-
tions everywhere satisfy (a22, a23) 6= (0,±1) (H = −1), (a22, a23) 6= (±1, 0)
(H = 1) resp. (a22, a23) 6= (0, 0) (H = 0). By Lemma 21 we can assume
without loss of generality that the functions a22, a23 and a6 are given by the
equations above. We need to show that all integrability conditions ((102)–
(106)) are satisfied. To simplify the computations we will work in some
situations in C and use the identification
x+ iy ←→
(
x −y
y x
)
The equations (103) then are equivalent to
(V + iW )(a23) = i(V + iW )(a22) (124)
(and T (a22) = −a222+a223+H). To get V (a22), V (a23), W (a22) andW (a23),
first we use (107) and the notation c = c1 + ic2, b = b1+ ib2, ∂ =
∂
∂v + i
∂
∂w :
(V + iW ) =
1
c¯
∂ − bT. (125)
For the computation we would like to know ∂a22 and ∂a23 resp. X(a22)
and X(a23) for X ∈ { ∂∂v , ∂∂w}. In the proof of Lemma 21 we have used the
notation y = −(a22+ia23), and we have shown that y = tan(z+c) = tan(t+
ih) (H = −1), y = i tan(z+ c) = i tan(h+it) (H = 1) resp. y = −1z = − 1t+ih
(H = 0), where T (h) = 0. Now ∂y∂z
∂z
∂t = T (y) = −(T (a22) + iT (a23)),
i. e. ∂y∂z = −(T (a22) + iT (a23)) (H = −1, 0) resp. ∂y∂z = −T (a23) + iT (a22)
(H = 1), and furthermore −(X(a22) + iX(a23)) = X(y) = ∂y∂zX(z) with
X(z) = iX(h) (H = −1, 0) resp. X(z) = X(h) (H = 1). Thus we get with
εH =
{
1 if H = −1, 0,
−1 if H = 1, :
X(a22) = −εHT (a23)X(h), X(a23) = εHT (a22)X(h), (126)
Applying (125) and (126) to (124), we obtain that 1c¯εHT (a22)∂(h)−bT (a23) =
(V +iW )(a23) = i(V +iW )(a22) = −1c¯ iεHT (a23)∂(h)− ibT (a22). Thus equa-
tion (124) is equivalent to
b = εH
1
c¯
i∂(h). (127)
Now equations (102) are equivalent to:
3(b33 − ib23) = (V + iW )(ln a6) = 1
c¯
∂(ln a6)− b(−a22)
=
1
c¯
(∂(ln a6) + εH i∂(h)a22).
(128)
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In complex notion the integrability conditions (104) are
(V + iW )(a23) = −(3iT + 3ia22 + 2a23)(b33 − ib23). (129)
From the above we already know that
(V + iW )(a23) =
1
c¯
εH∂(h)(T (a22)− iT (a23)). (130)
For the right side of equation (129) we need to know T (c¯). Using (108)
we obtain that T (c¯) = − 13c¯(3a22 − i2a23). With the help of (126) and the
equations for T (a22) and T (a23) (cp. (103) and (104)) we get:
3T (b33 − ib23) = 1
3c¯
{∂(ln a6)(−3a22 + i2a23)
+ εH∂(h)(ia22(−3a22 + i2a23) + 3T (a23) + i3T (a22))}
=
1
3c¯
{∂(ln a6)(−3a22 + i2a23)
+ εH∂(h)(−4a22a23 + i(−6a222 + 3a223 + 3H))}.
(131)
From (130) and (131) (and (128)) it is easy to check that (129) is true and
thus (104). For the investigation of (105) and (106) we first compute the
left hand sides in complex notion. We use (125), the notion ∆ = ∂
2
∂2v
+ ∂
2
∂2w
,
and also that by (128) b33 + ib23 =
1
3c(∂(ln a6) − ia22εH∂(h)), and obtain
after a while:
(V + iW )(b33 + ib23) =
1
3i|c|2 {(a22εH∂(h) + i∂(ln a6))(−
1
c
)(∂c − εH i∂(h)T (c))
+ εHa22∆h+ i∆(ln a6)− iT (a22)|∂(h)|2}.
(132)
The complex function c was defined by c = (eln a6(z2 −H))− 13 (cp. (115)),
where z = a22+ia23. Thus ∂c = − c3(∂(ln a6)+ 2zεH∂(z)∂(h)z2−H ) = − c3(∂(ln a6)−
2εH i(a22 + ia23)∂(h)) (cp. (126)). By (108) we have that T (c) = (a22 +
i23a23)c. So we can simplify ∂c− εH i∂(h)T (c) = − c3(∂(ln a6) + εHa22i∂(h)),
and hence (132) becomes:
(V + iW )(b33 + ib23) =
1
3|c|2 {−ia22εH
1
32iℑ(∂(h)∂(ln a6)) + 13 |∂(ln a6)|2
+ |∂(h)|2(4
3
a222 − a223 −H) + ∆(ln a6)− iεHa22∆h}.
(133)
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Splitting into real and imaginary part we have:
V (b33)−W (b23) = 1
3|c|2 {2a22εH
1
3ℑ(∂(h)∂(ln a6)) + 13 |∂(ln a6)|2
+ |∂(h)|2(4
3
a222 − a223 −H) + ∆(ln a6)},
(134)
V (b23) +W (b33) =− 1
3|c|2 εHa22∆h. (135)
This means that (106) is equivalent to
∆h = −2εH |c|2b. (136)
Furthermore by (128) we get b233 + b
2
23 = |b33 + ib23|2 = 19|c|2 (|∂(ln a6)|2 +
a22|∂(h)|2 + 2εHa22ℑ(∂(h)∂(ln a6))) and therefore:
V (b33)−W (b23)−(b233+b223) =
1
3|c|2 (|∂(h)|
2(a222−a223−H)+∆(ln a6)). (137)
To simplify the right hand side we need to compute ∆(ln a6). A lengthy but
straightforward computation, using the definition of a6 in each case, leads
to:
V (b33)−W (b23)− (b233 + b223) =
1
3|c|2 (∆k + εHa23∆h). (138)
If we use (136), we get from (138) that (105) is equivalent to
∆k = 3|c|2(−a222 − a223 +H + 2a26). (139)
Finally, to prove the equivalence of (136) and (139) with the systems of
differential equations (cp. (121), (122), (123)), one needs to juggle with
trigonometric equalities. Explicitly we will give one more step:
H = −1 : |c|2 = e−23k(cos2(t) + sinh2(h)),
H = 1: |c|2 = e−23k(cos2(h) + sinh2(t)),
H = 0: |c|2 = e−23k(h2 + t2).
We are left with the exceptional cases (cp. Lemma 21). Using (112)
it is easy to show that the Gauss equations (104) and (106) are just the
integrability conditions for a function k with
T (k) = 0, V (k) = 3b33, W (k) = −3b23. (140)
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For a6 = exp(−a22t+k) (cp. Lemma 21) the latter equations are the Codazzi
equations (102). To solve the last non-trivial integrability condition (105)
we need to find adapted coordinates, i. e. by Lemma 22 we need to solve the
system of equations (108)–(111). Notice that for H = 0 or H = 1 we have
a23 = 0, hence by (112) the distribution T
⊥ = span{V,W} is integrable and
we do not need the functions b1, b2 in (107).
Lemma 25. Assume that we are in one of the exeptional cases (cp. Lem. 21)
and let f be any function with Tf = −1. Then the functions c1, c2, b1, b2,
defined by
(c1 + ic2)
3 =
1
a6
e2(a22+ia23)t, b1 = V (f), b2 =W (f), (141)
are a solution of the system of differential equations (108)–(111).
Proof. Observe first that the system of equations splits into two independent
subsystems, namely the system (108), (109), and the system (110), (111).
We rewrite the first systems, using again the complex notation c = c1 + ic2:
(108) is equivalent to T (c) = (a22 + i
2
3a23)c and (109) to
(V + iW )(c) = (−b33 + ib23)c = −13(V + iW )(k)c. (142)
Integrating these equations we get that c = exp(−13k + (a22 + i23a23)t).
Since a6 = exp(−a22t + k), we get the expression for c. The proof for the
second subsystem (only non-trivial for H = −1) is the same as before (cp.
Lemma 23).
As before we denote the coordinates, this time provided by Lemma 25,
by (t, v, w), i. e. ∂∂t = T˜ = T ,
∂
∂v = V˜ and
∂
∂w = W˜ . Now we are ready to
prove the final results for the exceptional cases:
Theorem 14. LetM3 be an indefinite affine hypersphere of R4 with H = −1
which admits a pointwise S3-symmetry and assume, that the invariant func-
tions everywhere satisfy (a22, a23) = (0,±1). Then M3 admits coordinates
(t, v, w) and there is a function k : (v,w) → R such that a6 = ek, where k
satisfies the elliptic pde
(
∂2
∂v2
+
∂2
∂w2
)k = 2e−
2
3k(3e2k − 4). (143)
Theorem 15. Let M3 be an indefinite affine hypersphere of R4 with H = 1
which admits a pointwise S3-symmetry and assume, that the invariant func-
tions everywhere satisfy (a22, a23) = (±1, 0). Then M3 admits coordinates
(t, v, w) and there is a function k : (v,w) → R such that a6 = ek∓t, where k
satisfies the elliptic pde
(
∂2
∂v2
+
∂2
∂w2
)k = 6e
4
3
k. (144)
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Theorem 16. Let M3 be an indefinite improper affine hypersphere of R4
which admits a pointwise S3-symmetry and assume, that the invariant func-
tions everywhere satisfy (a22, a23) = (0, 0). Then M
3 admits coordinates
(t, v, w) and there is a function k : (v,w) → R such that a6 = ek, where k
satisfies the elliptic pde
(
∂2
∂v2
+
∂2
∂w2
)k = 6e
4
3
k. (145)
Proof of the theorems. We already have seen that the integrability condi-
tions (102)–(104) and (106) are satisfied. Hence we need to show that
equation (105) is true. Using (106) and (140) we get in complex nota-
tion V (b33)−W (b23) = (V + iW )(b33 + ib23) = (V + iW )13 (V + iW )(k). We
have found coordinates such that V + iW = c|c|2∂ − bT (cp. (107)), here
∂ = ∂∂v + i
∂
∂w = V˜ + iW˜ and b = b1 + ib2. Thus (V + iW )
1
3(V + iW )(k) =
1
3(V + iW )(
c¯
|c|2∂(k)− b¯T (k)) = 13(V + iW )(1c∂(k)), since T (k) = 0 by (140).
We know (V + iW )(c) by equation (142), and because of T (∂(k)) = 0 we
finally obtain that
V (b33)−W (b23) = 1
9|c|2 (|∂(k)|
2 + 3∆k). (146)
Also from (142) follows that b222+ b
2
23 =
1
9 |(V + iW )(k)|2 = 19|c|2 |∂(k)|2, thus
(105) is equivalent to
1
3|c|2∆k = H − a
2
22 −
5
3
a223 + 2a
2
6.
To complete the proof we only need to replace H, a22, a23, a6 and c in each
case according to their definition.
8 Pointwise SO(1, 1)-symmetry
Let M3 be a hypersphere admitting a SO(1, 1)-symmetry. According to
Thm. 2, there exists for every p ∈M3 an LVB {e,v, f} of TpM3 such that
K(v,v) = −2b4v, K(v, e) = b4e, K(v, f) = b4f ,
K(e, e) = 0, K(e, f) = b4v, K(f , f) = 0,
where b4 > 0.
We would like to extend the LVB locally. It is well known that R̂ic (cp.
(7)) is a symmetric operator and we compute (some of the computations in
this section are done with the CAS Mathematica4):
4http://www.math.tu-berlin.de/∼schar/IndefSym typ8.html
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Lemma 26. Let p ∈M3 and {e,v, f} the basis constructed earlier. Then
R̂ic(v,v) = 2(H + 3b24), R̂ic(v, e) = 0,
R̂ic(v, f) = 0, R̂ic(e, e) = 0,
R̂ic(e, f) = 2(H + b24), R̂ic(w,w) = 0.
Proof. The proof is a straight-forward computation using the Gauss equa-
tion (13). It follows e. g. that
Rˆ(v, e)v = −He−Kv(b4e) +Ke(−2b4v) = −He− b24e− 2b24e
= −(H + 3b24)e,
Rˆ(v, f)v = −Hf −Kv(b4f) +Kf (−2b4v) = −Hf − b24f − 2b24f
= −(H + 3b24)f ,
Rˆ(f , e)v = −Kf (b4e) +Ke(b4f) = 0.
From this it immediately follows that
R̂ic(v,v) = 2(H + 3b24)
and
R̂ic(v, e) = 0.
The other equations follow by similar computations.
Remark. For the scalar curvature of M3 we obtain κˆ = H + 53b
2
4. Therefore
J = 53b
2
4 and b4 is a globally defined function on M
3.
We want to show that the basis, we have constructed at each point p,
can be extended differentiably to a neighborhood of the point p such that,
at every point, K with respect to the frame {E,V, F} has the previously
described form.
Lemma 27. Let M3 be an affine hypersphere in R4 which admits a point-
wise SO(1, 1)-symmetry. Let p ∈ M . Then there exists a lightvector-frame
{E,V, F} defined in a neighborhood of the point p and a postive function b4
such that K is given by:
K(V, V ) = −2b4V, K(V,E) = b4E, K(V, F ) = b4F,
K(E,E) = 0, K(E,F ) = b4V, K(F,F ) = 0.
Proof. First we want to show that at every point the vector v is uniquely
defined and differentiable. We introduce a symmetric operator Aˆ by:
R̂ic(Y,Z) = h(AˆY, Z).
Clearly Aˆ is a differentiable operator on M3 with Aˆ(e) = 2(H + b24)e,
Aˆ(v) = 2(H +3b24)v and Aˆ(f) = 2(H + b
2
4)f . Since 2(H +3b
2
4) 6= 2(H + b24),
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the operator has two distinct eigenvalues. A standard result then implies
that the eigendistributions are differentiable. We take V a local unit vec-
torfield spanning the 1-dimensional spacelike eigendistribution, and local
orthonormal vectorfields T˜ and W˜ spanning the second eigendistribution.
We define E = 1√
2
(−T˜ + W˜ ) and F = 1√
2
(T˜ + W˜ ).
Remark. It actually follows from the proof of the previous lemma that the
vector field V is globally defined on M3.
In this section we always will work with the local frame constructed in
the previous lemma. We denote the coefficients of the Levi-Civita connection
with respect to this frame by:
∇̂EE = a11E + b11V, ∇̂EV = a12E − b11F, ∇̂EF = −a12V − a11F,
∇̂VE = a21E + b21V, ∇̂V V = a22E − b21F, ∇̂V F = −a22V − a21F,
∇̂FE = a31E + b31V, ∇̂FV = a32E − b31F, ∇̂FF = −a32V − a31F.
We will evaluate first the Codazzi and then the Gauss equations ((12) and
(13)) to obtain more informations.
Lemma 28. LetM3 be an affine hypersphere in R4 which admits a pointwise
SO(1, 1)-symmetry and {E,V, F} the corresponding LVB. Then 0 = b11 =
b21 = a22 = a32, b31 = −a12 and V (b4) = −4a12b4, 0 = E(b4) = F (b4).
Proof. An evaluation of the Codazzi equations (12) leads to the following
equations (they relate to eq1–eq5 and eq7–eq8 in the Mathematica note-
book):
E(b4) = −2b21b4, 0 = b11b4, (147)
0 = (a12 + b31)b4, 0 = E(b4), (148)
V (b4) = −4a12b4, (149)
0 = a32b4, F (b4) = 2a22b4 V (b4) = 4b31b4, (150)
0 = F (b4), (151)
0 = a22b4, (152)
0 = b21b4, (153)
this proves the theorem.
An evaluation of the Gauss equations (13) leads to the following :
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Lemma 29. LetM3 be an affine hypersphere in R4 which admits a pointwise
SO(1, 1)-symmetry and {E,V, F} the corresponding LVB. Then
V (a12) = −a212 − 3b24 −H, (154)
F (a12) = 0, (155)
E(a12) = 0, (156)
E(a21)− V (a11) = a11(a12 − a21), (157)
E(a31)− F (a11) = a212 − 2a11a31 − b24 +H, (158)
V (a31)− F (a21) = −a31(a12 + a21). (159)
Proof. The equations relate to eq11–eq12 and eq14–eq16 in the Mathematica
notebook.
As the vector field V is globally defined, we can define the distributions
L1 = span{V } and L2 = span{E,F}. In the following we will investigate
these distributions.
Lemma 30. The distribution L1 is autoparallel (totally geodesic) with re-
spect to ∇̂.
Proof. From ∇̂V V = a22E − b21F = 0 (cp. Lemma 28) the claim follows
immediately.
Lemma 31. The distribution L2 is spherical with mean curvature normal
U2 = −a12V .
Proof. For U2 = −a12V ∈ L1 = L⊥2 we have h(∇̂EaEb, V ) = h(Ea, Eb)h(U2, V )
for Ea, Eb ∈ {E,F}, and h(∇̂EaU2, V ) = h(−Ea(a12)V + a12∇̂EaV, V ) = 0
(cp. Lemma 28 and (156), (157).
Remark. a12 depends of V but not of the choice of basis {E,F} of L2. It
therefore is a globally defined function on M3.
We introduce a coordinate function v by ∂∂v := V . Using the previous
lemma, according to [PR93], we get:
Lemma 32. (M3, h) admits a warped product structure M3 = I ×ef N2
with f : I → R satisfying
∂f
∂v
= a12. (160)
Proof. Prop. 3 in [PR93] gives the warped product structure with warping
function λ2 : I → R. If we introduce f = lnλ2, following the proof we see
that −a12V = U2 = − grad(ln λ2) = − grad f .
Lemma 33. The curvature of N2 is NK(N2) = e2f (−b24 + a212 +H).
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Proof. For the formulas cp. Lem. 16. Using the Gauss equation (13) (cp.
the Mathematica notebook) we get:
(H − b24)E =Rˆ(E,F )E = N Rˆ(E,F )E − (E(a12)V + a12(a12E)) + h(E(a12)V
+ a12(a12E), E)F − h(F (a12)V + a12(a12F ), E)E + a212E.
Thus NK(N2) =
Nh(−N Rˆ(E,F )E,F )
Nh(E,E)Nh(F,F )−Nh(E,F )2 = e
2fh(N Rˆ(E,F )E,F ) = e2f (−b24+
a212 +H).
Summarized we have obtained the following structure equations (cp. (1),
(2) and (3)):
DV V = −2b4V + ξ, (161)
DVE =+(a21 + b4)E, (162)
DV F = + (−a21 + b4)F, (163)
DEV =+(a12 + b4)E, (164)
DFV = + (a12 + b4)F, (165)
DEE = +a11E, (166)
DEF = − a11F +(−a12 + b4)V + ξ, (167)
DFE = +a31E +(−a12 + b4)V + ξ, (168)
DFF = − a31F, (169)
DXξ = −HX, (170)
The Codazzi and Gauss equations ((12) and (13)) have the form (cp. Lem. 28
and 29):
V (b4) = −4a12b4, 0 = E(b4) = F (b4), (171)
V (a12) = −a212 − 3b24 −H, F (a12) = 0, E(a12) = 0, (172)
E(a21)− V (a11) = a11(a12 − a21), (173)
V (a31)− F (a21) = −a31(a12 + a21), (174)
E(a31)− F (a11) = a212 − 2a11a31 − b24 +H. (175)
Our first goal is to find out how N2 is immersed in R4, i. e. to find an
immersion independent of v. A look at the structure equations (161) - (170)
suggests to start with a linear combination of V and ξ.
We will solve the problem in two steps. First we look for a vector field
X with DVX = αX for some funtion α: We define X := AV + ξ for some
function A on M3. Then DVX = αX iff α = A and
∂
∂vA = A
2+2b4A+H,
and A := −a12 + b4 solves the latter differential equation. Next we want
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to multiply X with some function β such that DV (βX) = 0: We define a
positive function β on R as the solution of the differential equation:
∂
∂vβ = (a12 − b4)β (176)
with initial condition β(v0) > 0. Then DV (βX) = 0 and by (164), (170)
and (165) we get (since β, a12 and b4 only depend on v):
DV (β((b4 − a12)V + ξ)) = 0, (177)
DE(β((b4 − a12)V + ξ)) = β(b24 − a212 −H)E, (178)
DF (β((b4 − a12)V + ξ)) = β(b24 − a212 −H)F. (179)
To obtain an immersion we need that ν := b24 − a212 −H vanishes nowhere,
but we only get:
Lemma 34. The function ν = b24−a212−H is globally defined, ∂∂v (e2fν) = 0
and ν vanishes identically or nowhere on R.
Proof. Since 0 = ∂∂v
NK(N2) = ∂∂v (e
2f (−ν)) (Lem. 33), we get by (160)
∂
∂vν = −2a12ν.
8.1 The first case: ν 6= 0 on M3
We may, by translating f , i.e. by replacing N2 with a homothetic copy of
itself, assume that e2fν = ε1, where ε1 = ±1.
Lemma 35. Φ := β((b4 − a12)V + ξ) : M3 → R4 induces the structure of
an indefinite proper affine quadric, say φ˜, mapping N2 into a 3-dimensional
linear subspace of R4.
Proof. By (178) and (179) we have Φ∗(Ea) = βνEa for Ea ∈ {E,F}. A
further differentiation, using (166) (β and ν only depend on v), gives:
DEΦ∗(E) = βνDEE = βνa11E = a11Φ∗(E).
Similarly, we obtain the other derivatives, using (167) - (169), thus:
DEΦ∗(E) = a11Φ∗(E) , (180)
DEΦ∗(F ) = − a11Φ∗(F )+e−2fε1Φ, (181)
DFΦ∗(E) = a31Φ∗(E) +e−2fε1Φ, (182)
DFΦ∗(F ) = − a31Φ∗(F ) (183)
DEaΦ =βe
−2fε1Ea. (184)
The foliation at f = f0 gives an immersion of N
2 to M3, say pif0 . Therefore,
we can define an immersion of N2 to R4 by φ˜ := Φ ◦ pif0 , whose structure
equations are exactly the equations above when f = f0. Hence, we know
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that φ˜ maps N2 into span{Φ∗(E), Φ∗(F ), Φ}, an affine hyperplane of R4
and ∂∂vΦ = 0 (cp. (177) implies Φ(v, x, y) = φ˜(x, y). We can read off the
coefficients of the difference tensor K φ˜ of φ˜ (cf. (1) and (3)) and see that it
vanishes. The affine metric introduced by this immersion corresponds with
the metric on N2. Thus ε1φ˜ is the affine normal of φ˜ and φ˜ is an indefinite
proper affine quadric with mean curvature ε1.
Our next goal is to find another linear combination of V and ξ, this
time only depending on v. (Then we can express V in terms of φ and some
function of v.)
Lemma 36. Define δ := HV + (b4 + a12)ξ. Then there exist a constant
vector C ∈ R4 and a function a(v) such that
δ(v) = a(v)C.
Proof. Using (164) resp. (165) and (170) we obtain that DEδ = 0 =
DF δ. Hence δ depends only on the variable v. Moreover, we get by (161),
(172),(171) and (170) that
∂
∂v
δ = DV (HV + (b4 + a12)ξ)
= H(−2b4V + ξ) + (−4a12b4 − a212 − 3b24 −H)ξ − (b4 + a12)HV
= (−3b4 − a12)(HV + (b4 + a12)ξ)
= −(3b4 + a12)δ.
This implies that there exists a constant vector C in R4 and a function a(v)
such that δ(v) = a(v)C.
Notice that for an improper affine hypersphere (H = 0) ξ is constant
and parallel to C. Combining φ˜ and δ we obtain for V (cp. Lem. 35 and
36) that
V (v, x, y) = −a
ν
C +
1
βν
(b4 + a12)φ˜(x, y). (185)
In the following we will use for the partial derivatives the abbreviation ϕu :=
∂
∂uϕ, u = v, x, y.
Lemma 37.
ϕv = −a
ν
C +
∂
∂v
(
1
βν
)φ˜,
ϕx =
1
βν
φ˜x,
ϕy =
1
βν
φ˜y.
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Proof. As by (176) and Lem. 34 ∂∂v
1
βν =
1
βν (b4+a12), we obtain the equation
for ϕv = V by (185). The other equations follow from (178) and (179).
It follows by the uniqueness theorem of first order differential equations
and applying a translation that we can write
ϕ(v, x, y) = a˜(v)C +
1
βν
(v)φ˜(x, y)
for a suitable function a˜ depending only on the variable v. Since C is
transversal to the image of φ˜ (cp. Lem. 35 and 36, ν 6≡ 0), we obtain
that after applying an equiaffine transformation we can write: ϕ(v, x, y) =
(γ1(v), γ2(v)φ(x, y)), where φ˜(x, y) = (0, φ(x, y)). Thus we have proven the
following:
Theorem 17. LetM3 be an indefinite affine hypersphere of R4 which admits
a pointwise SO(1, 1)-symmetry. Let b24 − a212 6= H for some p ∈ M3. Then
M3 is affine equivalent to
ϕ : I ×N2 → R4 : (v, x, y) 7→ (γ1(v), γ2(v)φ(x, y)),
where φ : N2 → R3 is a one-sheeted hyperboloid and γ : I → R2 is a curve.
Since the immersion ϕ has the same form as in the case of SO(2)-
symmetry, most of the computations for the converse theorem are the same
(cp. Theorem 5 and the computations thereafter). We just have to keep
track of the different coordinates and that now the affine metric g of φ is
indefinite. If H 6= 0 then ϕ is indefinite and V is spacelike iff H sign(γ1γ′2 −
γ′1γ2) = sign(γ
′
1γ
′′
2 − γ′′1γ′2). If H = 0, then ϕ is indefinite and V is spacelike
iff sign(γ′2) = sign(γ
′
1γ
′′
2 − γ′′1γ′2). Also the computation of K is completely
the same as before in the proof of Theorem 6, implying that Kϕv restricted
to the space spanned by ϕx and ϕy is a multiple of the identity. Taking V
in direction of ϕv, we can construct a LVB {E,V, F} with E,F spanning
span{ϕx, ϕy} such that b4 6= 0 and b1 = b2 = b5 = b6 = 0. By the consider-
ations in Sec. 4 we see that ϕ admits a pointwise SO(1, 1)-symmetry.
Theorem 18. Let φ : N2 → R3 be a one-sheeted hyperboloid and let
γ : I → R2 be a curve, such that ϕ(t, v, w) = (γ1(t), γ2(t)φ(v,w)) defines
a 3-dimensional indefinite affine hypersphere. Then ϕ(N2 × I) admits a
pointwise SO(1, 1)-symmetry.
(i) If γ = (γ1, γ2) satisfies γ
2
2 |γ1γ′2 − γ′1γ2|5 = |γ′1γ′′2 − γ′′1γ′2|(γ′1)2 6= 0,
then ϕ defines a 3-dimensional indefinite proper affine hypersphere.
(ii) If γ = (γ1, γ2) satisfies γ
2
2 |γ′2|5 = |γ′1γ′′2 − γ′′1γ′2|(γ′1)2 6= 0, then ϕ
defines a 3-dimensional indefinite improper affine hypersphere.
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8.1.1 The second case: ν ≡ 0 and H 6= 0 on M3
Next, we consider the case that H = b24 − a212 and H 6= 0 on M3. It follows
that b4 6= ±a12 on M3.
We already have seen thatM3 admits a warped product structure. For a
fixed point v0, we get from (166) - (169), (178) and (179), using the notation
ξ˜ = (b4 − a12)V + ξ:
DEE =+ a11E, (186)
DEF =− a11F + ξ˜, (187)
DFE =+ a31E + ξ˜, (188)
DFF =− a31F, (189)
DEa ξ˜ =0, Ea ∈ {E,F}. (190)
Thus, if x and y are local coordinates which span the second distribution
L2, then we can interprete ϕ(v0, x, y) as a indefinite improper affine quadric,
i. e. a hyperbolic paraboloid, in a 3-dimensional linear subspace.
After applying a translation and a change of coordinates, we may assume
that
ϕ(v0, x, y) = (x, y, f(x, y), 0), (191)
with affine normal ξ˜(v0, x, y) = (0, 0, 1, 0). Notice that by (177) - (179) we
have that DX(βξ˜) = 0, X ∈ X (M). Taking suitable initial conditions for
the function β (β(v0) = 1), we get that βξ˜ = (0, 0, 1, 0) and thus
ξ =
1
β
(0, 0, 1, 0) − (b4 − a12)V. (192)
Applied to (161) we get for fixed x, y the following second order linear ODE:
DV V = (a12 − 3b4)V + 1
β
(0, 0, 1, 0).
The solution has the form
V (v, x, y) = δ1(v)(δ2(v)(0, 0, 1, 0) + C(x, y)), (193)
where δ′1(v) = (a12 − 3b4)δ1(v) and δ′2(v) = 1βδ1 (v). To obtain V at v0, we
consider (164) and (165) and get that
DEa(V − (a12 + b4)ϕ) = 0, Ea ∈ {E,F}.
Evaluating at v = v0, this means that there exists a constant vector C˜ such
that
V (v0, x, y) = (a12 + b4)(v0)ϕ(v0, x, y) + C˜. (194)
Since C˜ must be transversal to span{E,F, ϕ} = span{E,F, ξ}, we can write:
V (v0, x, y) = α1(x, y, f(x, y), α2),
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where α1, α2 6= 0 and we applied an equiaffine transformation so that
C˜ = (0, 0, 0, α1α2). If we compare with (193), then we see that C(x, y) =
α1
δ1(v0)
(x, y, f(x, y), α2)− δ2(v0)(0, 0, 1, 0), and therefore:
V (v, x, y) = δ1(v)(x, y, f(x, y) + δ2(v), α2), (195)
where δ′1(v) = (a12 − 3b4)δ1(v), δ1(v0) = α1, and δ′2(v) = 1βδ1 (v), δ2(v0) = 0.
Respecting the initial condition (191), after integration we obtain that
ϕ(v, x, y) = (γ1(v)x, γ1(v)y, γ1(v)f(x, y) + γ2(v), α2(γ1(v)− 1)),
where γ′1(v) = δ1(v), γ1(v0) = 1, and γ
′
2(v) = δ1(v)δ2(v), γ2(v0) = 0. After
applying an affine transformation we have shown:
Theorem 19. LetM3 be an indefinite proper affine hypersphere of R4 which
admits a pointwise SO(1, 1)-symmetry. Let H = b24−a212(6= 0) on M3. Then
M3 is affine equivalent with
ϕ : I ×N2 → R4 : (v, x, y) 7→ (γ1(v)x, γ1(v)y, γ1(v)f(x, y) + γ2(v), γ1(v)),
where ψ : N2 → R3 : (x, y) 7→ (x, y, f(x, y)) is a hyperbolic paraboloid with
affine normal (0, 0, 1) and γ : I → R2 is a curve.
Since the immersion ϕ has the same form as in the case of SO(2)-
symmetry, most of the computations for the converse theorem are the same
(cp. Theorem 7 and the computations thereafter). We just have to keep
track of the different coordinates and that ψ is indefinite, i. e. fxxfyy−f2xy =
−1. Thus ϕ is indefinite and V is spacelike iff H sign(γ1γ′2 − γ′1γ2) =
sign(γ′1γ
′′
2 − γ′′1γ′2). Also the computation of K is completely the same as
before in the proof of Theorem 8, implying that Kϕv restricted to the space
spanned by ϕx and ϕy is a multiple of the identity. Taking V in direction
of ϕv, we can construct a LVB {E,V, F} with E,F spanning span{ϕx, ϕy}
such that b4 6= 0 and b1 = b2 = b5 = b6 = 0. By the considerations in Sec. 4
we see that ϕ admits a pointwise SO(1, 1)-symmetry.
Theorem 20. Let ψ : N2 → R3 be a hyperbolic paraboloid with affine
normal (0, 0, 1), and let γ : I → R2 be a curve, such that ϕ(v, x, y) =
(γ1(v)x, γ1(v)y, γ1(v)f(x, y)+γ2(v), γ1(v)) defines a 3-dimensional indefinite
proper affine hypersphere. Then ϕ(N2 × I) admits a pointwise SO(1, 1)-
symmetry.
Moreover, if γ = (γ1, γ2) satisfies γ
2
1 |γ1γ′2− γ′1γ2|5 = |γ′1γ′′2 − γ′′1γ′2|(γ′1)2 6= 0,
then ϕ defines a 3-dimensional indefinite proper affine hypersphere.
8.1.2 The third case: ν ≡ 0 and H = 0 on M3
The final cases now are that ν ≡ 0 and H = 0 on the whole ofM3 and hence
a12 = ±b4.
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First we consider the case that a12 = b4 =: b > 0. Again we use that M
3
admits a warped product structure and we fix a parameter v0. At the point
v0, we have by (166)–(170):
DEE =+a11E,
DEF = − a11F +ξ,
DFE = +a31E +ξ,
DFF = − a31F,
DXξ = 0.
Thus, if x and y are local coordinates which span the second distribu-
tion L2, then we can interprete ϕ(v0, x, y) as an indefinite improper affine
quadric, i. e. a hyperbolic paraboloid, in a 3-dimensional linear subspace.
Completely analogous to the case of SO(2)-symmetry we obtain by (171)
that we can take b = 14v , v > 0, and arrive at the following linear second
order ordinary differential equation (cp. (86)):
∂2
∂v2
ϕ+
1
2v
∂
∂v
ϕ = −ξ,
where ξ(v, x, y) = (0, 0, 1, 0). Thus we end up with (cp. (87)):
ϕ(v, x, y) = (vx, vy, vf(x, y) − cv4, v), c, v > 0. (196)
Next we consider the case that −a12 = b4 =: b > 0. Again we use that
M3 admits a warped product structure and we fix a parameter v0. As in
the second case we can interpret ϕ(v0, x, y) as an indefinite improper affine
quadric (cp. (186)–(189)) with constant affine normal ξ˜ = 2bV + ξ, i. e.
we get a hyperbolic paraboloid in a 3-dimensional linear subspace. Also,
in analogy to the case of SO(2)-symmetry (just notice the different sign in
the definition of ξ˜), we can take b = 14|v| , v < 0, and arrive at the following
ordinary differential equation:
∂
∂v
ϕ =
√
|v|C + 2vξ, v < 0.
As before we get that the hypersurface is affine equivalent to:
ϕ(v, x, y) = (x, y, f(x, y) + cv3, v4), c, v > 0. (197)
Combining both results (196) and (197) we have:
Theorem 21. Let M3 be an indefinite improper affine hypersphere of R4
which admits a pointwise SO(1, 1)-symmetry. Let a212 = b
2
4 on M
3. Then
M3 is affine equivalent with either
ϕ : I ×N2 → R4 : (v, x, y) 7→ (vx, vy, vf(x, y) − cv4, v), (a12 = b4) or
ϕ : I ×N2 → R4 : (v, x, y) 7→ (x, y, f(x, y) + cv3, v4), (−a12 = b4)
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where ψ : N2 → R3 : (v,w) 7→ (v,w, f(v,w)) is a hyperbolic paraboloid with
affine normal (0, 0, 1) and c, t ∈ R+.
The computations for the converse statement can be done completely
analogous to the previous cases, they even are simpler (the curve is given
parametrized).
Theorem 22. Let ψ : N2 → R3 : (v,w) 7→ (v,w, f(v,w)) be a hyperbolic
paraboloid with affine normal (0, 0, 1). Define ϕ(t, v, w) = (tv, tw, tf(v,w)−
ct4, t) or ϕ(t, v, w) = (v,w, f(v,w) + ct3, t4), where t ∈ R+, c 6= 0. Then ϕ
defines a 3-dimensional indefinite improper affine hypersphere, which admits
a pointwise SO(1, 1)-symmetry.
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