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HESSENBERG VARIETIES, SLODOWY SLICES,
AND INTEGRABLE SYSTEMS
HIRAKU ABE AND PETER CROOKS
Abstract. This work is intended to contextualize and enhance certain well-studied relationships
between Hessenberg varieties and the Toda lattice, thereby building on the results of Kostant,
Peterson, and others. One such relationship is the fact that every Lagrangian leaf in the Toda
lattice is compactified by a suitable choice of Hessenberg variety. It is then natural to imagine the
Toda lattice as extending to an appropriate union of Hessenberg varieties.
We fix a simply-connected complex semisimple linear algebraic group G and restrict our attention
to a particular family of Hessenberg varieties, a family that includes the Peterson variety and all
Toda leaf compactifications. The total space of this family, X(H0), is shown to be a Poisson variety
with a completely integrable system defined in terms of Mishchenko–Fomenko polynomials. This
leads to a natural embedding of completely integrable systems from the Toda lattice to X(H0). We
also show X(H0) to have an open dense symplectic leaf isomorphic to G/Z × Sreg, where Z is the
centre of G and Sreg is a regular Slodowy slice in the Lie algebra of G. This allows us to invoke
results about integrable systems on G×Sreg, as developed by Rayan and the second author. Lastly,
we witness some implications of our work for the geometry of regular Hessenberg varieties.
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1. Introduction
1.1. Motivation and context. First brought to prominence by Toda’s works [64] and [65], Toda
lattices form a broad class of completely integrable systems and have natural contexts in analysis
[30, 42, 50], geometry [8, 16, 27, 62], mathematical physics [29, 37, 54], and representation theory
[9, 44, 48, 49]. Kostant and others have popularized an algebro-geometric formulation of the Toda
lattice, defining one for each simply-connected complex semisimple linear algebraic group G endowed
with choices of a Borel subgroup B and certain Lie-theoretic data. Together with this description
of the Toda lattice, the works of Givental–Kim [32], Ciocan-Fontanine [21], Kostant [49], Peterson
[57], and Kim [43] imply the following remarkable fact: a certain Lagrangian leaf in the Toda
lattice sits inside of a slightly larger affine variety, one whose coordinate ring is isomorphic to the
quantum cohomology of the Langlands-dual flag variety G∨/B∨. One can compactify the leaf in
question to obtain the Peterson variety, which by results of Kostant [49], Peterson [57], Rietsch [60],
and Cheong [19] is stratified into affine varieties having coordinate rings isomorphic to quantum
cohomology rings of partial flag varieties. This is part of a much larger circle of ideas connecting
Toda lattices, the Peterson variety, and quantum cohomology.
To broaden parts of the discussion started above, one notes that the Peterson variety is an example
of a Hessenberg variety. Introduced by the works [25,26], Hessenberg varieties are closed subvarieties
of G/B with natural manifestations in topology [2, 6, 12,58,66,67], algebraic geometry [3, 4, 40,41],
combinatorics [11, 34, 38, 61], and representation theory [5, 7, 14, 18, 36]. It turns out that each
Lagrangian leaf in the Toda lattice is naturally compactified by an appropriate Hessenberg variety
(as we explain momentarily), generalizing the above-discussed relationship between the Peterson
variety and a specific leaf. The following question is then natural.
Motivating Question. Does the Toda lattice embed into a completely integrable system on (the
total space of) a family of Hessenberg varieties, such that the family includes all Toda leaf com-
pactifications?
Our approach stands to benefit from two relevant considerations, the first being a description of
Hessenberg varieties in families. A common method is to form the family of all Hessenberg varieties
associated to a given Hessenberg subspace H ⊆ g := Lie(G), a family that can be defined as a certain
surjective morphism G×B H → g. This family includes all Toda leaf compactifications if we set H
equal to H0, defined to be the sum of Lie(B) and the negative simple root spaces.
1 Accordingly,
G×B H0 → g is a natural candidate for the family sought in the motivating question.
The second relevant consideration has its origins in the following fact, proved by Kostant (see [48,
Theorem 2.4]): each Toda leaf is canonically an open dense subvariety in the G/Z-stabilizer of a
suitably chosen regular element in g, where Z is the (necessarily finite) centre of G and G/Z is
the adjoint group. This fact has an apparent counterpart in the work of Rayan and the second
author [23, 24] on the symplectic variety G × Sreg, where Sreg ⊆ g is the Slodowy slice determined
by a principal sl2-triple. A very slight adaptation of this work gives a canonical abstract integrable
system (cf. [28]) on the symplectic quotient G/Z × Sreg. This system is a certain kind of isotropic
1This standard fact can be seen as an immediate consequence of Corollary 5(i) and [48, Theorem 2.4]. We emphasize
that this fact is not invoked in any of our proofs.
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foliation ofG/Z×Sreg, and the counterpart of Kostant’s result is that each isotropic leaf is isomorphic
to an appropriate regular element’s G/Z-stabilizer. In particular, the leaves in G/Z × Sreg may be
viewed as slight enlargements of the Toda leaves. It is then reasonable to imagine integrable systems
on G/Z × Sreg as being relevant to extending the Toda lattice.
1.2. Overview of main results. This paper gives an affirmative answer to our motivating question
in the context outlined above, elucidating new connections between integrable systems, Hessenberg
varieties, and Slodowy slices in the process. In the interest of being more precise, let us fix the
following Lie-theoretic data:
• a connected, simply-connected complex semisimple linear algebraic group G having Lie
algebra g, centre Z ⊆ G, and rank r.
• a choice of r-many homogeneous, algebraically independent generators f1, . . . , fr of the
algebra C[g]G = Sym(g∗)G,
• a choice of positive (resp. negative) Borel subgroup B ⊆ G (resp. B− ⊆ G) having Lie
algebra b ⊆ g (resp. b− ⊆ g), together with the induced Cartan subalgebra t := b ∩ b−,
roots ∆ ⊆ t∗, positive roots ∆+ ⊆ ∆, negative roots ∆− ⊆ ∆, and simple roots Π ⊆ ∆+,
and
• for each α ∈ Π, a choice of root vector eα ∈ g
×
α := gα \ {0}.
One then has the locally closed subvariety of b− defined by
OToda := t+
∑
α∈Π
g×−α :=
{
v(0) +
∑
α∈Π
v−α : v(0) ∈ t, v−α ∈ g
×
−α for all α ∈ Π
}
,
where g×−α := g−α \ {0} for all α ∈ Π. The Killing form induces an isomorphism b−
∼= b∗, which
in turn restricts to an isomorphism between OToda and a coadjoint orbit of B. It follows that this
orbit’s Kirillov–Kostant–Souriau symplectic form determines a symplectic form on OToda. Now set
ζ := −
∑
α∈Π eα and define functions σ1, . . . , σr : OToda → C by
(1) σi(v) := fi(v + ζ), v ∈ OToda, i = 1, . . . , r.
These functions turn out to form a completely integrable system on OToda, called the Toda lattice.
Our first main result relates the Toda lattice to the integrable systems studied in [23] and [24],
the relevant parts of which we now sketch. Accordingly, note that each of our simple root vectors
eα ∈ g
×
α pairs with a unique e−α ∈ g
×
−α to give 1 under the Killing form. Set ξ :=
∑
α∈Π e−α and
let h ∈ t be determined by the conditions α(h) = −2 for all α ∈ Π. Also let η :=
∑
α∈Π cαeα, where
the cα are non-zero complex numbers for which (ξ, h, η) is an sl2-triple. This triple is necessarily
regular (a.k.a. principal), meaning that its associated Slodowy slice Sreg := ξ + ker(adη) ⊆ g is
r-dimensional. It turns out that the Killing form and a left trivialization of G’s cotangent bundle
realize G × Sreg as a symplectic subvariety in T
∗G (cf. [35, Statement (1.19)], [15, Theorem 1]),
and that G/Z × Sreg can be obtained as a symplectic quotient of G× Sreg. At the same time, our
generators f1, . . . , fr and element ζ determine a collection of Mishchenko–Fomenko polynomials,
f ζ1 , . . . , f
ζ
ℓ ∈ C[g], ℓ := dim(B). Let us pull these polynomial functions back to G/Z × Sreg along
the map µ : G/Z × Sreg → g, µ(gZ, p) = Adg(p), thereby obtaining
(2) τi := µ
∗(f ζi ) : G/Z × Sreg → C, i = 1, . . . , ℓ.
The functions τ1, . . . , τℓ are known to form a completely integrable system on the 2ℓ-dimensional
symplectic variety G/Z × Sreg (cf. [24, Theorem 17]). We connect this system to the Toda lattice
as follows.
Theorem 1. There is a natural embedding of completely integrable systems κ : OToda → G/Z×Sreg,
where OToda is equipped with the Toda lattice (1) and G/Z × Sreg is equipped with the system (2).
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By embedding of completely integrable systems, we mean that κ is a locally closed immersion of
symplectic varieties satisfying σi ∈ spanC{κ
∗(τ1), . . . , κ
∗(τℓ)} for all i = 1, . . . , r. Remark 9 offers
some context for this definition.
We next study the family of Hessenberg varieties mentioned in the aftermath of our motivating
question. More explicitly, we consider the Hessenberg subspace of H0 ⊆ g defined by
H0 := b⊕
⊕
α∈Π
g−α.
Note that H0 is a B-invariant subspace of g, and as such determines a G-equivariant vector bundle
on G/B. Let X(H0) := G×B H0 denote the total space of this bundle, and consider the morphism
µ0 : X(H0)→ g, µ0([(g, x)]) = Adg(x). Each fibre µ
−1
0 (x) =: X(x,H0) is a Hessenberg variety
2 and
µ0 is the family of all Hessenberg varieties associated to H0.
With the above-mentioned family in mind, consider the open, B-invariant subset of H0 defined
by
H×0 := b+
∑
α∈Π
g×−α.
This gives rise to the open subvariety X(H×0 ) := G ×B H
×
0 ⊆ X(H0), which we relate to the
geometry of X(H0) as follows.
Theorem 2. The variety X(H0) has a natural Poisson structure, and X(H
×
0 ) is the unique open
dense symplectic leaf.
We include descriptions of the symplectic leaves as symplectic varieties, along with an explanation
of how these leaves piece together and stratify X(H0) (see Subsection 6.2). However, X(H
×
0 ) is the
leaf of greatest importance to our work. In particular, it is by means of this leaf that we can relate
the geometries of G/Z × Sreg and X(H0).
Theorem 3. There is a natural open immersion ϕ : G/Z × Sreg → X(H0) for which the diagram
G/Z × Sreg
µ
$$❏
❏❏
❏❏
❏❏
❏❏
❏
ϕ
// X(H0)
µ0
||②②
②②
②②
②②
②
g
commutes. The image of ϕ is X(H×0 ), onto which ϕ is a symplectomorphism.
This result allows one to regard (2) as a completely integrable system on the open dense symplectic
leaf in X(H0). At the same time, the following slight variant of (2) gives functions defined on all of
X(H0):
(3) τ˜i := µ
∗
0(f
ζ
i ) : X(H0)→ C, i = 1, . . . , ℓ.
Motivated by these last two sentences, we have the following straightforward consequence of Theo-
rem 3.
Corollary 4. The functions τ˜1, . . . , τ˜ℓ form a completely integrable system on the Poisson variety
X(H0). This system extends the one defined on G/Z × Sreg in the sense that ϕ
∗(τ˜i) = τi for all
i = 1, . . . , ℓ.
2While this fibre-wise definition of Hessenberg varieties is slightly non-standard, it is equivalent to the more common
definition. For further details, we refer the reader to Remark 31.
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Theorems 1–3, and Corollary 4 then combine to answer our motivating question affirmatively, as
follows: the family X(H0) is canonically Poisson and carries the completely integrable system (3),
while ϕ ◦ κ : OToda → X(H0) embeds the Toda lattice into (3).
Our results have some additional consequences for the geometry of Hessenberg varieties. In more
detail, consider the open subsetX(x,H×0 ) := X(x,H0)∩X(H
×
0 ) of the Hessenberg variety X(x,H0),
x ∈ g. We show X(x,H×0 ) to have the following properties, some of which may be known to experts.
Corollary 5. For x ∈ g, the following statements hold:
(i) The variety X(x,H×0 ) is non-empty if and only if x is a regular element of g. We have
X(x,H×0 )
∼= ZG(x)/Z in this case, where ZG(x) is the G-stabilizer of x.
(ii) The symplectic leaf X(H×0 ) contains X(x,H
×
0 ) as an isotropic subvariety.
1.3. A possible connection to recent research. It is illuminating to consider parts of A.
Ba˘libanu’s recent paper [13]. The aforementioned paper studies the so-called universal central-
izer Z of G, constructing a certain fibre-wise compactification Z˜ thereof. The former variety is also
shown to be symplectic, while the latter is shown to be Poisson (in fact, log-symplectic) with Z as its
unique open dense symplectic leaf. It is thus natural to compare Ba˘libanu’s results with Theorems
2 and 3. It is also interesting to note that Z is realizable as a closed subvariety of G/Z × Sreg. A
deeper investigation of connections between our work and [13] would seem to be warranted.
1.4. Organization. This paper is organized into Sections 1–7, the present section being both
Section 1 and the introduction. There is a further partitioning into subsections, each indexed by
two things: the section to which it belongs and its order of appearance relative to other subsections.
For instance, Subsection 7.2 is the second subsection appearing in Section 7.
Section 2 is devoted to the conventions and preliminary concepts underlying our work, including
our algebro-geometric setting (2.1), the relevant parts of Poisson geometry (2.2 and 2.3), and some
recurring Lie theory (2.4 and 2.5). Section 3 then introduces and studies VToda, a finite-dimensional
complex B-module relevant to the Toda lattice. In particular, Subsection 3.2 describes the closure
order on the set of B-orbits in VToda (Proposition 16). It is in this context that we introduce OToda,
the unique maximal element in the closure order. Subsection 3.3 subsequently recalls Kostant’s
version of the Toda lattice.
Section 4 is concerned with Lie-theoretic and symplecto-geometric features of G/Z × Sreg. In
Subsection 4.1, we recall the relevant theory of sl2-triples and Slodowy slices. Subsection 4.2 then
endows G/Z × Sreg with a symplectic form and Hamiltonian action of G, for which the above-
discussed map µ : G/Z×Sreg → g is a moment map. This leads to Subsection 4.3, which uses µ and
Mishchenko–Fomenko polynomials to construct the completely integrable system (2) on G/Z×Sreg
(Theorem 19).
In Section 5, we focus our attention on Theorem 1 and issues associated with its proof. Sub-
section 5.1 consists of technical lemmas, which among other things show Z to be the B-stabilizer
of each point in Sreg. Subsection 5.2 is also preparatory, as it studies three morphisms relevant to
constructing and understanding the embedding in Theorem 1. The theorem itself is proved in 5.3.
Section 6 shifts the emphasis to Theorem 2 and related matters. In 6.1, we collect a few essential
definitions from the general theory of Hessenberg varieties. Subsection 6.2 then specializes to the
above-discussed family µ0 : X(H0)→ g, proving Theorem 2 via Theorem 37 and Corollary 38. We
also use the B-orbit stratification of VToda to compute X(H0)’s symplectic leaves (Theorem 37) and
their closure relations (Corollary 35), and we describe the symplectic form on each leaf (Theorem
37).
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Section 7 is devoted to Theorem 3 and its implications. This theorem is proved in 7.1, by means
of Proposition 39 and Theorem 40. The proofs of Corollaries 4 and 5 are given in Subsections 7.2
and 7.3, respectively.
Acknowledgements. We wish to recognize Ana Ba˘libanu, Megumi Harada, Takashi Otofuji, and
Steven Rayan for helpful conversations. The first author is grateful to Mikiya Masuda for his support
and encouragement. He is supported in part by a JSPS Research Fellowship for Young Scientists
(Postdoctoral Fellow): 16J04761 and a JSPS Grant-in-Aid for Early-Career Scientists: 18K13413.
The second author gratefully acknowledges support from the Natural Sciences and Engineering
Research Council of Canada [516638–2018].
2. Conventions and preliminaries
This section establishes the fundamental conventions observed in our paper. Also included are
brief discussions of a few standard topics in integrable systems and equivariant symplectic geometry.
These discussions are by no means intended to serve as review, nor are they sufficient for this
purpose. They are instead designed to fulfill two objectives, the first being to preempt awkward
digressions in later sections. The second is to clearly state some slight variations on standard ideas,
variations that are needed in other sections.
The objects and notation introduced in Subsections 2.4 and 2.5 will be adopted in all sections of
our paper that follow 2.5.
2.1. The algebraic setting. We will work exclusively over C, implicitly taking it to be the base
field underlying any notion that requires a field. This presents us with two natural categories in
which to do geometry – the algebro-geometric category with varieties, algebraic maps, the Zariski
topology, etc., and the holomorphic category with complex manifolds, holomorphic maps, the Eu-
clidean topology, etc. We shall always work within the first of these categories unless we clearly
indicate otherwise. With only trivial modifications, most of our results can be translated into
holomorphic terms.
2.2. Symplectic and Poisson varieties. Let X be a smooth algebraic variety. A symplectic form
on X is a closed, non-degenerate 2-form ω ∈ Ω2(X). We will refer to X as a symplectic variety if it
comes equipped with a choice of symplectic form ω. Now suppose that X also carries an algebraic
action of a connected linear algebraic group G having Lie algebra g, with “action” always meaning
“left action” in this paper. The action in question is called Hamiltonian if ω ∈ Ω2(X)G (i.e. the
G-action preserves ω) and there exists a variety morphism µ : X → g∗ satisfying the following two
properties:
• µ is G-equivariant with respect to the given action on X and the coadjoint action on g∗.
• d(µz) = ιz˜ω for all z ∈ g, where µ
z : X → C is defined by x 7→ (µ(x))(z) and z˜ is the
fundamental vector field on X associated to z.
One then calls µ a moment map.
We will benefit from briefly surveying two topics involving symplectic varieties and Hamiltonian
G-actions. Accordingly, let G be as above and let O ⊆ g∗ be a coadjoint orbit of G. It turns out
that O carries a canonical symplectic form ωO, called the Kirillov–Kostant–Souriau form. To define
it, fix a point φ ∈ O. Note that TφO consists of all vectors in g
∗ having the form ad∗x(φ), x ∈ g,
where ad∗ : g → gl(g∗) is the coadjoint representation of g. Evaluating ωO at φ then produces the
following bilinear form (ωO)φ on TφO:
(4) (ωO)φ(ad
∗
x(φ), ad
∗
y(φ)) = φ([x, y]), x, y ∈ g.
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The G-action on O is Hamiltonian with respect to ωO, with moment map given by the inclusion
O →֒ g∗.
For a second survey topic, let X be any smooth variety on which G acts algebraically. This
G-action has a distinguished lift to T ∗X, called the cotangent lift and defined as follows:
g · (x, γ) := (g · x, γ ◦ (dx(θg))
−1), g ∈ G, x ∈ X, γ ∈ T ∗xX,
where θg : X → X is the automorphism given by θg(y) = g · y and dx(θg) : TxX → Tg·xX is the
differential of θg at x. Note also that T
∗X carries a canonical symplectic form, with respect to
which the cotangent lift action is Hamiltonian. One can define a moment map µ : T ∗X → g∗ by
the property
(5) (µ(x, γ))(z) = γ(z˜(x)), x ∈ X, γ ∈ T ∗xX, z ∈ g.
Our discussion now turns to Poisson-geometric considerations, for which we let X be a smooth
algebraic variety with structure sheaf OX . One calls X a Poisson variety if OX has been enriched
to a sheaf of Poisson algebras, (OX , {·, ·}). Recall that every symplectic variety is canonically a
Poisson variety, a fact we will use implicitly.
We will make extensive use of the canonical Poisson variety structure on g∗, where G and g are as
above. One crucial fact about this Poisson structure is as follows: if X is a symplectic variety with
a Hamiltonian action of G and moment map µ : X → g∗, then the pullback µ∗ : C[g∗]→ OX(X) is
a morphism of Poisson algebras (see [20, Lemma 1.4.2(ii)]).
We conclude this subsection by discussing, in very general terms, a scenario that occurs later
in our paper. To this end, let X be a symplectic variety endowed with a Hamiltonian action of
G and corresponding moment map µ : X → g∗. Let us temporarily work in the holomorphic
category, viewing X as a holomorphic symplectic manifold and G as a complex Lie group. Assume
that the G-action is both free and proper, so that the set-theoretic quotient X/G is naturally a
complex manifold with a holomorphic Poisson structure (see [55, Theorem 10.1.1] for the result
we are implicitly invoking, and [51, Definition 1.15] for the definition of a holomorphic Poisson
structure). At the same time, we have a set-theoretic disjoint union
X/G =
⊔
O
(
µ−1(O)/G
)
taken over all coadjoint orbits O ⊆ g∗. Each set µ−1(O)/G is an immersed complex submanifold
of X/G, and it carries a holomorphic symplectic form ΩO determined by the following condition
(see [55, Theorem 6.3.1]):
(6) π∗O(ΩO) = j
∗
O(ωX)− µ
∗
O(ωO),
where πO : µ
−1(O) → µ−1(O)/G is the quotient map, jO : µ
−1(O) → X is the inclusion, µO :
µ−1(O)→ O is the restriction of µ to µ−1(O), ωX is the given symplectic form on X, and ωO is the
Kirillov–Kostant–Souriau form on O. If the fibres of µ are connected, then the symplectic manifolds
µ−1(O)/G are precisely the symplectic leaves of the Poisson structure on X/G (see [55, Theorem
10.1.1]).
2.3. Embeddings of integrable systems. Recall the following standard definition, stated here
in algebro-geometric terms.
Definition 6. Let X be an irreducible, 2n-dimensional symplectic variety with associated Poisson
bracket {·, ·} on OX . A completely integrable system onX consists of n global functions, f1, . . . , fn ∈
OX(X), satisfying the following conditions:
(i) The fi Poisson-commute in pairs, i.e. {fi, fj} = 0 for all i, j ∈ {1, . . . , n}.
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(ii) The fi are functionally independent, i.e. df1∧· · ·∧dfn is non-zero at all points in some open
dense subset of X.
Remark 7. This definition remains correct if we let X be any irreducible, 2n-dimensional Poisson
variety with an open dense symplectic leaf, an observation we exploit in Subsection 7.2. For the
definition of a completely integrable system on a more general Poisson variety, we refer the reader
to [10, Definition 4.13] or [51, Definition 12.9].
Definition 8. Let X and Y be irreducible symplectic varieties of respective dimensions 2m and 2n,
with respective symplectic forms ωX and ωY . Suppose that we have completely integrable systems
f1, . . . , fm on X and F1, . . . , Fn on Y . A morphism φ : X → Y shall be called an embedding of
completely integrable systems if
(i) φ is a locally closed immersion of algebraic varieties,
(ii) φ∗(ωY ) = ωX , and
(iii) for all i ∈ {1, . . . ,m}, fi is a C-linear combination of φ
∗(F1), . . . , φ
∗(Fn).
Remark 9. It might seem natural to replace (iii) with the requirement that φ∗(Fi) = fi for all
i ∈ {1, . . . ,m}, thereby obtaining a more restrictive definition. To explore this point, suppose
that Definition 8 has been satisfied. By replacing each Fi with a suitable C-linear combination of
F1, . . . , Fn, one can ensure that φ
∗(Fi) = fi for all i ∈ {1, . . . ,m}. We therefore do not sacrifice
anything substantial by using Definition 8 instead of the more rigid alternative. At the same time,
Definition 8 allows us to state Theorem 1 in more convenient terms.
2.4. Basic Lie theory. Let G be a connected, simply-connected semisimple linear algebraic group
having rank r, Lie algebra g, and exponential map exp : g→ G. Fix two Borel subgroupsB,B− ⊆ G,
assumed to be opposite in the sense that T := B ∩ B− is a maximal torus of G. Note that each
Borel subgroup has dimension
ℓ :=
1
2
(dim(G) + r) = dimB,(7)
a quantity that will be ubiquitous in our work.
Let U and U− denote the unipotent radicals of B and B−, respectively, so that one has the
internal semidirect product decompositions
B = U ⋊ T and B− = U− ⋊ T.
Now let b, b−, u, u−, t be the Lie algebras of B,B−, U, U−, T , respectively. One then has the decom-
positions
g = u− ⊕ t⊕ u, b = t⊕ u, and b− = t⊕ u−.
Let Ad : G → GL(g) and ad : g → gl(g) denote the adjoint representations of G and g, respec-
tively, noting that the latter is given by adx(y) = [x, y] for all x, y ∈ g. Recall that dim(ker(adx)) ≥ r
for all x ∈ g, and that x is called regular when equality holds. We shall set
greg := {x ∈ g : x is regular},
which one knows to be a G-invariant, open dense subvariety of g (e.g. [39, Chapter 1]).
Let ∆ denote the set of all roots of g, which canonically sits inside both t∗ and the weight lattice
of algebraic group morphisms T → C×. Given α ∈ ∆, let
gα := {x ∈ g : Adt(x) = α(t)x for all t ∈ T} = {x ∈ g : [t, x] = α(t)x for all t ∈ t}
denote the corresponding root space. Recall that
u =
⊕
α∈∆+
gα and u− =
⊕
α∈∆−
gα,
HESSENBERG VARIETIES, SLODOWY SLICES, AND INTEGRABLE SYSTEMS 9
where ∆+ ⊆ ∆ and ∆− ⊆ ∆ are the sets of positive and negative roots, respectively.
Let 〈·, ·〉 : g ⊗C g → C denote the Killing form, which is both non-degenerate and Ad-invariant.
It thereby induces an isomorphism
(8) g
∼=
−→ g∗, x 7→ 〈x, ·〉
between the adjoint and coadjoint representations of G. Among other things, we may use (8) to
transfer relevant structures from g∗ to g. One such structure is the Poisson structure on g∗, so that
g is canonically a Poisson variety. Another structure is a moment map for a Hamiltonian G-action,
which we will often take to be g-valued.
Let Π ⊆ ∆+ be the set of simple roots, which is known to form a basis of t
∗. For each α ∈ Π, let
us fix choices of eα ∈ gα and e−α ∈ g−α satisfying 〈eα, e−α〉 = 1. Let us then set hα := [eα, e−α] ∈ t
for all α ∈ Π. While the hα need not coincide with the simple coroots, they necessarily form a basis
of t.
Recall that each root β ∈ ∆ can be written as β =
∑
α∈Π n
β
αα for uniquely determined integers
nβα ∈ Z, and that the height of β is defined to be ht(β) :=
∑
α∈Π n
β
α ∈ Z. Consider the sum of all
root spaces for roots of a given height n ∈ Z \ {0}, i.e.
g(n) :=
⊕
β∈∆
ht(β)=n
gβ.
Let us declare g(0) := t, so that we have g =
⊕
n∈Z g(n) as vector spaces. Given x ∈ g, this
decomposition allows us to define elements x(n) ∈ g(n), n ∈ Z, by the property that x =
∑
n∈Z x(n).
2.5. Invariant polynomials and Mishchenko–Fomenko theory. We now review
Mishchenko and Fomenko’s approach to constructing large involutive sets in the Poisson algebra
C[g]. To this end, consider the subalgebra
C[g]G := {f ∈ C[g] : f ◦ Adg = f for all g ∈ G}
of Ad-invariant polynomials in C[g]. It is known that C[g]G is a polynomial algebra on r-many
homogeneous, algebraically independent generators. Let f1, . . . , fr ∈ C[g]
G be a choice of such
generators, fixed for the duration of this paper and having respective degrees d1, . . . , dr. Each a ∈ g
then determines a collection of polynomials faij ∈ C[g], i ∈ {1, . . . , r}, j ∈ {0, . . . , di − 1}, defined
by the following expansions:
(9) fi(x+ λa) = fi(a)λ
di +
di−1∑
j=0
faij(x)λ
j , x ∈ g, λ ∈ C
for each i ∈ {1, . . . , r}.
A few observations are in order, the first being that fai0 = fi for all i ∈ {1, . . . , r}. Our second
observation is that the faij constitute a list of
∑r
i=1 di polynomials, while it is known that
∑r
i=1 di =
ℓ = dim(B) (see [68, Equation (1)]). With these last two sentences in mind, we may list the faij as
fa1 , . . . , f
a
ℓ with f
a
i = fi for all i ∈ {1, . . . , r}.
Theorem 10. The polynomials fa1 , . . . , f
a
ℓ Poisson-commute in pairs for all a ∈ g, and they are
algebraically independent in C[g] whenever a ∈ greg.
Remark 11. Mishchenko and Fomenko’s work implies algebraic independence in the case of a
regular semisimple element a (see [53, Theorem 4.2]), while the more general algebraic independence
result can be deduced from [17, Theorem 1.3] or [56, Section 3].
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Remark 12. When a ∈ greg is a regular nilpotent element, we have fi(a) = 0 for all i ∈ {1, . . . , r}
(see [20, Proposition 3.2.5]). Note that (9) with λ = 1 then becomes
fi(x+ a) =
di−1∑
j=0
faij(x), i ∈ {1, . . . , r},
an observation we exploit in the proof of Theorem 30.
3. The module VToda
3.1. Definition of the module. The Killing form on g restricts to a non-degenerate pairing
b− ⊗C b→ C, thereby inducing a linear isomorphism
(10) b− → b
∗, x 7→ 〈x, ·〉|b ∈ b
∗, x ∈ b−.
The coadjoint representation of B on b∗ thereby corresponds to a representation of B on b−. We
shall let b ∗ x denote the resulting action of b ∈ B on x ∈ b−. To describe b ∗ x in concrete terms,
consider the decomposition g = b− ⊕ u and the resulting projections πb− : g → b− and πu : g → u
onto direct summands.
Lemma 13. The action of B on b− is given by
(11) b ∗ x = πb−(Adb(x)), b ∈ B, x ∈ b−.
Proof. Our task is to prove that (10) is B-equivariant with respect to (11) and the coadjoint action,
which amounts to deriving the following equation in b∗:
〈πb−(Adb(x)), ·〉 = Ad
∗
b (〈x, ·〉)
for all b ∈ B and x ∈ b−, where Ad
∗ : B → GL(b∗) denotes the coadjoint representation of B. Upon
evaluation of both sides at y ∈ b, this becomes the statement
(12) 〈πb−(Adb(x)), y〉 = 〈x,Adb−1(y)〉
for all b ∈ B, x ∈ b−, and y ∈ b. Accordingly, note that
〈x,Adb−1(y)〉 = 〈Adb(x), y〉 = 〈πb−(Adb(x)), y〉 + 〈πu(Adb(x)), y〉.
Since u is the annihilator of b with respect to the Killing form, 〈πu(Adb(x)), y〉 = 0 and we have
〈x,Adb−1(y)〉 = 〈πb−(Adb(x)), y〉.
This verifies (12), completing the proof. 
Now consider the linear subspace
(13) VToda := t⊕
⊕
α∈Π
g−α ⊆ b−.
Lemma 14. The subspace VToda is invariant under the action of B on b−.
Proof. Suppose that v ∈ VToda and write
v = v(0) +
∑
α∈Π
v−αe−α,(14)
where v(0) ∈ t and v−α ∈ C for all α ∈ Π. Given b ∈ B, we may write b = t exp(y) with y ∈ u and
t ∈ T . Note that y is given by
y =
(∑
α∈Π
yαeα
)
+ y(≥2),(15)
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where yα ∈ C for all α ∈ Π and
y(≥2) ∈ g(≥2) :=
⊕
α∈∆
ht(α)≥2
gα.
Our objective is to prove that b ∗ v ∈ VToda. Accordingly, note that
b ∗ v = πb−(Adb(v)) = πb−(Adt(Adexp(y)(v))) = πb−
(
Adt
(
v + [y, v] +
∞∑
j=2
1
j!
(ady)
j(v)
))
.
Note that (ady)
j(v) ∈ u for all j ≥ 2, implying that Adt((ady)
j(v)) ∈ u for all such j. Since πb−
annihilates u, our calculation reduces to
b ∗ v = πb−(Adt(v + [y, v])).
Now observe that (14) gives
Adt(v) = v(0) +
∑
α∈Π
α(t)−1v−αe−α,
while (14) and (15) imply that
Adt([y, v]) =
(∑
α∈Π
yαv−αhα
)
+ z
for some z ∈ u (where we recall that hα = [eα, e−α], α ∈ Π). It follows that
(16) b ∗ v =
(
v(0) +
∑
α∈Π
yαv−αhα
)
+
∑
α∈Π
α(t)−1v−αe−α.
In particular, b ∗ v ∈ VToda. 
3.2. The B-orbit stratification of VToda. We will benefit from an indexing of the B-orbits in
VToda. Accordingly, let I denote the set of all pairs (S, z) satisfying the following two conditions:
(17) S ⊆ Π and z ∈
⊕
α∈Π\S
Chα.
Given such a pair (S, z), let O(S,z) ⊆ VToda denote the B-orbit of the element
v(S,z) := z +
∑
α∈S
e−α ∈ VToda.
Proposition 15. The assignment (S, z) 7→ O(S,z) is a bijection from I to the set of B-orbits in
VToda.
Proof. Suppose that (S, z), (S′, z′) ∈ I are such that O(S,z) = O(S′,z′). It follows that v(S′,z′) =
b ∗ v(S,z) for some b ∈ B. Let us write b = t exp(y) with y ∈ u of the form (15) and t ∈ T , so that
(16) gives
(18) b ∗ v(S,z) =
(
z +
∑
α∈S
yαhα
)
+
∑
α∈S
α(t)−1e−α.
In particular, v(S′,z′) = b ∗ v(S,z) is then the statement that
z′ +
∑
α∈S′
e−α =
(
z +
∑
α∈S
yαhα
)
+
∑
α∈S
α(t)−1e−α.
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It follows immediately that S = S′ and α(t) = 1 for all α ∈ S, allowing us to write
z′ = z +
∑
α∈S
yαhα.
Since z and z′ are linear combinations of {hα : α ∈ Π \ S}, this equation implies that z = z
′. In
other words, (S, z) = (S′, z′) and our assignment is injective.
To establish surjectivity, let O ⊆ VToda be a B-orbit and choose a point v ∈ O. Let us write
v =
∑
α∈Π
vαhα +
∑
α∈Π
v−αe−α
with vα, v−α ∈ C for all α ∈ Π, and set
S := {α ∈ Π : v−α 6= 0}, z :=
∑
α∈Π\S
vαhα.
Now choose t ∈ T such that α(t)−1 = v−α for all α ∈ S and set
y :=
∑
α∈Π
vαeα ∈ u.
If b = t exp(y), then one can use (18) to see that b ∗ v(S,z) = v. It follows that the B-orbits of v(S,z)
and v coincide, i.e. O(S,z) = O. Our assignment is therefore surjective, completing the proof. 
Note that (18) allows us to give the following explicit description of O(S,z):
O(S,z) =
{(
z +
∑
α∈S
vαhα
)
+
∑
α∈S
v−αe−α : vα ∈ C, v−α ∈ C
× for all α ∈ S
}
.
Let us abuse notation slightly and write this as
(19) O(S,z) =
(
z +
⊕
α∈S
Chα
)
+
∑
α∈S
g×−α,
where g×−α is the set of non-zero elements in g−α. Note that O(S,z)
∼= C|S|×(C×)|S| and dimO(S,z) =
2|S|.
Proposition 16. If (S, z), (S′, z′) ∈ I, then we have
(20) O(S′,z′) ⊆ O(S,z) ⇐⇒ S
′ ⊆ S and z′ − z ∈
⊕
α∈S\S′
Chα.
Proof. It is a straightforward consequence of (19) that
O(S′,z′) ⊆ O(S,z) ⇐⇒ S
′ ⊆ S and z′ +
⊕
α∈S′
Chα ⊆ z +
⊕
α∈S
Chα
⇐⇒ S′ ⊆ S and z′ − z ∈
⊕
α∈S
Chα.(21)
Also, as (S, z), (S′, z′) ∈ I, one can use (17) to see that
z′ − z ∈
⊕
α∈Π\(S∩S′)
Chα.
The direct sum in (21) may therefore be taken over α ∈ S ∩ (Π \ (S ∩S′)) = S \S′. This completes
the proof. 
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Let us give some extra context for Proposition 16. Indeed, note that the left hand side of the
equivalence (20) may be stated as follows: O(S′,z′) ≤ O(S,z) in the closure order on the B-orbits in
VToda. We conclude that the right hand side defines a partial order on I for which (S, z) 7→ O(S,z)
is a poset isomorphism, namely
(22) (S′, z′) ≤ (S, z) ⇐⇒ S′ ⊆ S and z′ − z ∈
⊕
α∈S\S′
Chα.
Observe that (Π, 0) is the unique maximal element of I, meaning that
(23) O(Π,0) = t+
∑
α∈Π
g×−α
is the unique maximal B-orbit in VToda.
3.3. The Toda lattice. Let us set
OToda := O(Π,0) = t+
∑
α∈Π
g×−α.(24)
Since the isomorphism (10) is B-equivariant, it restricts to a variety isomorphism between OToda
and a coadjoint B-orbit. The latter orbit carries its canonical Kirillov–Kostant–Souriau symplectic
form, and we shall let ωToda denote the corresponding symplectic form on OToda. Note that (4)
then gives an expression for ωToda, provided that we replace the coadjoint representation of b on b
∗
with the corresponding b-module structure on b−. The tangent spaces of OToda are then given by
(25) TvOToda = πb−(adv(b)) ⊆ b−
for all v ∈ OToda, and our expression for ωToda is
(26) (ωToda)v(πb−(adv(x)), πb−(adv(x
′))) = 〈v, [x, x′]〉, x, x′ ∈ b.
One can study completely integrable systems on OToda with respect to the above-defined symplec-
tic form. Note that OToda is 2r-dimensional, so that any such system necessarily consists of exactly
r functions. To construct some of these functions, recall the notation and conventions adopted in
Subsection 2.5. Consider the regular nilpotent element
ζ := −
∑
α∈Π
eα
and the argument-shifted polynomial fi,ζ ∈ C[g] given by
fi,ζ(x) := fi(x+ ζ), x ∈ g,(27)
where i ∈ {1, . . . , r} and f1, . . . , fr are our chosen generators of C[g]
G. Furthermore, let
σi := fi,ζ
∣∣
OToda
: OToda → C
denote the restriction of each fi,ζ to OToda ⊆ g.
Theorem 17. (cf. [49, Theorem 29]) The functions σ1, . . . , σr form a completely integrable system
on OToda.
The integrable system in Theorem 17 is called the Toda lattice.
Remark 18. To deduce that Theorem 17 is equivalent to Kostant’s result [49, Theorem 29], one
interchanges the roles of the positive and negative roots throughout [49]. Kostant’s result then
becomes the statement that f1, . . . , fr restrict to form a completely integrable system on ζ+OToda ⊆
g, where the symplectic structure on ζ +OToda comes from [49, Proposition 4]. Furthermore, it is
straightforward to verify that translation by ζ defines a symplectic variety isomorphism OToda →
ζ +OToda. The equivalence of Theorem 17 and [49, Theorem 29] is then immediate.
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4. Symplectic geometry on G/Z × Sreg
We now briefly introduce G/Z × Sreg, an affine symplectic variety closely related to the one
featured in [23] and [24]. While we rely heavily on parts of the aforementioned two papers, our
discussion is by no means limited to review.
4.1. sl2-triples and Slodowy slices. Recall that (X,H, Y ) ∈ g
⊕3 is called an sl2-triple when the
identities
(28) [X,Y ] = H, [H,X] = 2X, [H,Y ] = −2Y
hold in g. These three elements then span a subalgebra of g isomorphic to sl2. One can verify that
X and Y then belong to the same adjoint orbit, implying that X ∈ greg if and only if Y ∈ greg. In
this case, we shall call (X,H, Y ) a regular sl2-triple.
Each sl2-triple (X,H, Y ) determines a Slodowy slice,
S(X,H, Y ) := X + ker(adY ) := {X + z : z ∈ ker(adY )} ⊆ g.
This affine-linear subspace of g is known to intersect adjoint orbits in a transverse fashion, i.e.
(29) g = TpO(p)⊕ TpS(X,H, Y )
for all p ∈ S(X,H, Y ) (cf. [46, Lemma 13]), where O(p) ⊆ g is the adjoint orbit of p.3 If (X,H, Y )
is regular, then S(X,H, Y ) ⊆ greg holds and each regular adjoint orbit has a unique point of
intersection with S(X,H, Y ) (see [46, Theorem 8]). In particular,
(30) S(X,H, Y )→ greg/G, p 7→ O(p)
defines a bijection.
We now choose a specific regular sl2-triple, to be fixed for the rest of this paper and denoted
(ξ, h, η). Accordingly, let h be the unique element of t satisfying α(h) = −2 for all α ∈ Π. Since the
vectors hα form a basis of t, we may write
h =
∑
α∈Π
cαhα
for uniquely determined coefficients cα ∈ C. Now let ξ, η ∈ g be the elements given by
(31) ξ :=
∑
α∈Π
e−α and η := −
∑
α∈Π
cαeα.
It is straightforward to verify that (ξ, h, η) is indeed a regular sl2-triple (cf. [22, Example 3.7,
Proposition 6.10]). Let us set
Sreg := S(ξ, h, η) = ξ + ker(adη).
4.2. The symplectic structure on G/Z × Sreg. Note that left and right multiplication give rise
to the following two commuting actions of G on itself:
h · g := hg, h, g ∈ G(32a)
h · g := gh−1, h, g ∈ G.(32b)
It follows that the cotangent lifts of (32a) and (32b) are commuting Hamiltonian actions of G on
T ∗G. We shall let µL : T
∗G → g and µR : T
∗G → g denote the moment maps for these respective
cotangent lifts (see (5)).
3Since TpO(p) = image(adp) and TpS(X,H, Y ) = ker(adY ), transversality at p = X is the familiar representation-
theoretic fact that g = image(adX)⊕ ker(adY ).
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The left trivialization of T ∗G results in a vector bundle isomorphism T ∗G ∼= G × g∗, which by
(8) amounts to a vector bundle isomorphism T ∗G ∼= G × g. The symplectic form, commuting
Hamiltonian G-actions, and moment maps on T ∗G thereby correspond to such things on G×g. Let
Ω denote the resulting symplectic form on G × g, noting that Ω restricts to the following bilinear
form on each tangent space T(g,x)(G× g) = TgG⊕ g (see [52, Section 5, Equation (14L)]):
(33) Ω(g,x)
((
deLg(y1), z1
)
,
(
deLg(y2), z2
))
= 〈y1, z2〉 − 〈y2, z1〉+ 〈x, [y1, y2]〉,
where y1, y2, z1, z2 ∈ g, Lg : G→ G is left multiplication by g, and deLg : g→ TgG is the differential
of Lg at the identity e ∈ G. The cotangent lifts of (32a) and (32b) can be shown to correspond,
respectively, to the following actions of G on G× g;
h · (g, x) := (hg, x), h ∈ G, (g, x) ∈ G× g,(34a)
h · (g, x) := (gh−1,Adh(x)), h ∈ G, (g, x) ∈ G× g.(34b)
In turn, these actions admit respective moment maps of
µL : G× g→ g, (g, x) 7→ Adg(x),(35a)
µR : G× g→ g, (g, x) 7→ −x.(35b)
Now recall the regular sl2-triple (ξ, h, η) fixed in Subsection 4.1, noting that (−ξ, h,−η) is also
a regular sl2-triple. Note that the resulting Slodowy slice S(−ξ, h,−η) ⊆ g is transverse to adjoint
orbits in the sense of (29). It then follows from [35, Statement (1.19)] that µ−1R (S(−ξ, h,−η)) is a
symplectic subvariety of G× g. We also have
S(−ξ, h,−η) = −S(ξ, h, η) = −Sreg,
which together with (35b) implies that our symplectic subvariety is precisely
µ−1R (S(−ξ, h,−η)) = G× Sreg.
Note that (34a) restricts to an action of G on G×Sreg, which is then necessarily Hamiltonian with
moment map µL|G×Sreg .
Let Z denote the centre of G, noting that the semisimplicity of the latter group forces Z to be
finite. Note also that (34a) can be restricted to a Hamiltonian action of Z on G×Sreg, and that this
restricted action commutes with the original G-action. One thereby obtains a Hamiltonian action
of G× Z on G× Sreg. It follows that (34a) descends to a Hamiltonian G-action on the symplectic
quotient of G × Sreg by Z. Since Z is finite, this quotient is precisely (G × Sreg)/Z = G/Z × Sreg.
The Hamiltonian G-action occurs by left multiplication on the first factor of G/Z × Sreg, and this
action’s moment map is the result of letting µL|G×Sreg descend to the quotient by Z, i.e.
(36) µ : G/Z × Sreg → g, (gZ, x) 7→ Adg(x).
Let Ωreg denote the symplectic form thatG/Z×Sreg inherits as a symplectic quotient ofG×Sreg. The
symplectic form on G×Sreg is obtained by pulling Ω back along the inclusion ι : G×Sreg → G× g,
so that we have
π∗Z(Ωreg) = ι
∗(Ω),
where πZ : G× Sreg → G/Z × Sreg is the quotient map.
Now given g ∈ G and p ∈ Sreg, note that the tangent spaces T(g,p)(G×Sreg) and T(gZ,p)(G/Z×Sreg)
both naturally identify with TgG⊕ TpSreg = TgG ⊕ ker(adη). Once these identifications have been
made, the differential of πZ at (g, p) becomes the identity on TgG ⊕ ker(adη). Note also that Ωreg
and ι∗(Ω) give bilinear forms on T(gZ,p)(G/Z × Sreg) and T(g,p)(G × Sreg), respectively, which shall
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be regarded as bilinear forms on TgG ⊕ ker(adη). Since π
∗
Z(Ωreg) = ι
∗(Ω), these last two sentences
imply that
(37) (Ωreg)(gZ,p) = ι
∗(Ω)(g,p) as bilinear forms on TgG⊕ ker(adη).
4.3. The integrable system on G/Z × Sreg. We now introduce a completely integrable system
on G/Z × Sreg, one whose construction will proceed along the lines of [24, Section 4.2]. To this
end, recall the notation and conventions adopted in Subsections 2.5 and 3.1. We may set a = ζ
in Theorem 10 to obtain the Poisson-commuting functions f ζ1 , . . . , f
ζ
ℓ ∈ C[g]. Let us pull these ℓ
functions back to G/Z × Sreg along the moment map µ from (36), thereby defining the following
functions in C[G/Z × Sreg]:
τi := µ
∗(f ζi ), i ∈ {1, . . . , ℓ}.(38)
Theorem 19. The functions τ1, . . . , τℓ form a completely integrable system on G/Z × Sreg.
Proof. Our argument is entirely analogous to that given in the proof of [24, Theorem 17]. One need
only take the latter argument and make the following replacements: G× Sreg with G/Z × Sreg, the
moment map G × Sreg → g, (g, p) 7→ −Adg−1(p) with our moment map µ, and the ℓ algebraically
independent polyomials in C[g] with f ζ1 , . . . , f
ζ
ℓ . 
5. The Toda lattice and G/Z × Sreg
Our discussion of OToda has been entirely divorced from G/Z × Sreg. At the same time, consider
the following context: OToda has the symplectic form ωToda and the Toda lattice from Theorem
17, while G/Z × Sreg carries the symplectic form Ωreg and the completely integrable system from
Theorem 19. This section relates OToda and G/Z × Sreg through an embedding of completely
integrable systems OToda →֒ G/Z × Sreg, in the sense of Definition 8.
5.1. The B-stabilizers of points in Sreg. We will need the following sequence of technical results,
which culminate in Proposition 22.
Lemma 20. We have the inclusions ker(adξ) ⊆ u− and ker(adη) ⊆ u.
Proof. We will only verify the second inclusion, as the first can be established analogously. Let us
restrict the adjoint representation to the subalgebra a := span{ξ, h, η} ⊆ g, so that g is an a ∼= sl2-
representation. By appealing to the representation theory of sl2, one can draw several immediate
conclusions. A first is that g must decompose into irreducible sl2-subrepresentations, each acted
upon by h semisimply, with integral eigenvalues, and with a minimal eigenvalue lying in Z≤0. A
second conclusion is that ker(adη) is a sum of the eigenspaces for these minimal eigenvalues, one
for each irreducible subrepresentation. It follows that
(39) ker(adη) =
⊕
k∈Z≤0
(ker(adη) ∩ gk)
where gk := {x ∈ g : [h, x] = kx}. To refine this decomposition, note that if x ∈ ker(adη) ∩ g0, then
[η, x] = 0 = [h, x]. Since α(h) = −2 for all α ∈ Π, h is regular and the identity [h, x] = 0 then
implies that x ∈ t. We may therefore write
0 = [x, η] = −
∑
α∈Π
cαα(x)eα.
Now note that each coefficient cα is non-zero, a consequence of η being regular (see [45, Theorem
5.3]). It follows that α(x) = 0 for all α ∈ Π, so that x = 0.
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The preceding argument establishes that ker(adη)∩g0 = {0}. Accordingly, it will suffice to prove
that gk ⊆ u for all k ∈ Z<0. Given such a k, let x ∈ gk and write
x = x(0) +
∑
α∈∆
xα
with x(0) ∈ t and xα ∈ gα for all α ∈ ∆. With this notation, the identity kx = [h, x] becomes
kx(0) +
∑
α∈∆
kxα =
∑
α∈∆
α(h)xα.
We conclude that x(0) = 0 and kxα = α(h)xα for all α ∈ ∆. It remains only to prove that xα = 0
for all α ∈ ∆−. For such α, however, one can write α =
∑
β∈Π nββ with all nβ ∈ Z≤0 and at least
one nβ non-zero. Remembering the definition of h, we see that
α(h) = −
∑
β∈Π
2nβ > 0.
Since k < 0, the identity kxα = α(h)xα forces xα = 0 for all α ∈ ∆−. This completes the proof. 
Lemma 21. We have U ∩ ZG(p) = {e} for all p ∈ Sreg.
Proof. In [47], Kostant proves that
(40) ϑ : U × Sreg → ξ + b, (u, p) 7→ Adu(p)
is an isomorphism of algebraic varieties (see [47, Theorem 1.2], cf. [31, Theorem 7.5]). Now fix
p ∈ Sreg and suppose that u ∈ U ∩ZG(p). It follows that ϑ(u, p) = p = ϑ(e, p), which together with
the injectivity of ϑ implies that u = e. 
Proposition 22. We have B ∩ ZG(p) = Z for all p ∈ Sreg, where Z is the centre of G.
Proof. Since Z is the kernel of Ad and belongs to B, the inclusion Z ⊆ B ∩ ZG(p) is immediate.
To establish the opposite inclusion, suppose that b ∈ B satisfies p = Adb(p). Writing b = ut with
u ∈ U and t ∈ T , it will suffice to prove that u = e and t ∈ Z.
Let us write u = exp(y) for some y ∈ u. Recalling that ξ =
∑
α∈Π e−α from (31), it follows that
p = Adb(p) = Adb(ξ + (p − ξ))
= Adexp(y)
(∑
α∈Π
α(t)−1e−α
)
+Adb(p − ξ)
=
(∑
α∈Π
α(t)−1e−α
)
+ (exp(ady)− Idg)
(∑
α∈Π
α(t)−1e−α
)
+Adb(p− ξ),
where Idg : g→ g is the identity map. More compactly,
p =
(∑
α∈Π
α(t)−1e−α
)
+ (exp(ady)− Idg)
(∑
α∈Π
α(t)−1e−α
)
+Adb(p− ξ).
Upon writing the left hand side as ξ + (p − ξ) and rearranging, one obtains
(41) ξ −
(∑
α∈Π
α(t)−1e−α
)
= (exp(ady)− Idg)
(∑
α∈Π
α(t)−1e−α
)
+Adb(p− ξ)− (p− ξ).
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In the interest of using (41), we now make a few observations. The first is that (ady)
k(e−α) ∈ b
for all α ∈ Π and k ≥ 1, a consequence of y belonging to u. One can use this to establish that
(exp(ady)− Idg)
(∑
α∈Π
α(t)−1e−α
)
∈ b.
One also has p − ξ ∈ ker(adη) ⊆ u ⊆ b (see Lemma 20), so that p − ξ ∈ b and Adb(p − ξ) ∈ b. It
now follows that the right hand side of (41) belongs to b, or equivalently
ξ −
(∑
α∈Π
α(t)−1e−α
)
∈ b.
Since we have ξ =
∑
α∈Π e−α, this shows that α(t) = 1 for all α ∈ Π, i.e. t ∈ Z. We thus have
p = Adb(p) = Adut(p) = Adu(p),
which by Lemma 21 implies that u = e. We conclude that b = ut ∈ Z, completing the proof. 
5.2. Three preliminary morphisms. Our construction of the embedding OToda →֒ G/Z × Sreg
makes essential use of three morphisms,
θ : OToda → T/Z, γ : ξ + t→ U, and ν : OToda → B/Z,
which we now study.
5.2.1. The morphism θ : OToda → T/Z. Given v ∈ OToda, (24) allows one to write
v = v(0) +
∑
α∈Π
v−αe−α
with v(0) ∈ t and v−α ∈ C
× for all α ∈ Π. We may then consider the morphism
θ1 : OToda → (C
×)Π, v 7→ (v−α)α∈Π.
At the same time, note that
θ2 : T/Z → (C
×)Π, tZ 7→ (α(t))α∈Π, t ∈ T
defines an isomorphism of algebraic groups. Let θ : OToda → T/Z denote the morphism obtained
by composing θ1 with the inverse of θ2, i.e.
θ :=
(
OToda
θ1−→ (C×)Π
(θ2)−1
−−−−→ T/Z
)
.
Namely, θ(v) is the unique element of T/Z satisfying
(42) α(θ(v)) = v−α
for all α ∈ Π.
Lemma 23. For v ∈ OToda, we have Adθ(v)(v) = ξ + v(0).
Proof. We have
Adθ(v)(v) = v(0) +
∑
α∈Π
v−αAdθ(v)(e−α) = v(0) +
∑
α∈Π
v−α(v−α)
−1e−α = ξ + v(0),
where the second equality follows from (42). 
Lemma 24. Suppose that b = tu ∈ B, where u ∈ U and t ∈ T . If v ∈ OToda, then we have
θ(b ∗ v) = t−1θ(v).
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Proof. Let us write u = exp(y), where y ∈ u is in the form (15). The formula (16) for b ∗ v then
gives
b ∗ v =
(
v(0) +
∑
α∈Π
yαv−αhα
)
+
∑
α∈Π
α(t)−1v−αe−α.
Together with (42), this formula implies that
α(θ(b ∗ v)) = α(t)−1v−α
for all α ∈ Π. On the other hand,
α(t−1θ(v)) = α(t−1)α(θ(v)) = α(t)−1v−α
for all α ∈ Π. It follows that α(θ(b ∗ v)) = α(t−1θ(v)) for all α ∈ Π, and this means that θ(b ∗ v) =
t−1θ(v) in T/Z. 
5.2.2. The morphism γ : ξ + t → U . In [46], Kostant shows that there is a unique morphism
γ : ξ + t → U satisfing Adγ(z)(z) ∈ Sreg for all z ∈ ξ + t (see [46, Proposition 19]). Noting that the
exponential map on g restricts to a variety isomorphism exp|u : u→ U , we may define γ˜ : ξ + t→ u
by
γ˜ := (exp |u)
−1 ◦ γ.
Now suppose that z ∈ t and write
(43) z =
∑
α∈Π
zαhα,
where zα ∈ C. Consider the vector in g defined by
(44) m(≥2)(z) := γ˜ (ξ + z) +
∑
α∈Π
zαeα.
We will be interested in certain properties of m(≥2)(z), one of which involves the subspace
g(≥2) :=
⊕
α∈∆
ht(α)≥2
gα.
Lemma 25. We have m(≥2)(z) ∈ g(≥2) for all z ∈ t. In particular, m(≥2) defines a variety morphism
m(≥2) : t→ g(≥2).
Proof. Note that
Adγ(ξ+z)(ξ + z) = Adexp(γ˜(ξ+z))(ξ + z)
= exp(adγ˜(ξ+z))(ξ + z)
= (ξ + z) + [γ˜(ξ + z), ξ + z] +
∑
k≥2
1
k!
(adγ˜(ξ+z))
k(ξ + z)
= ξ + (z + [γ˜(ξ + z), ξ]) +

[γ˜(ξ + z), z] +∑
k≥2
1
k!
(adγ˜(ξ+z))
k(ξ + z)

 .
Now recall that Adγ(ξ+z)(ξ+ z) ∈ Sreg = ξ+ker(adη), which by Lemma 20 means that this last line
belongs to ξ + u, i.e.
(z + [γ˜(ξ + z), ξ]) +

[γ˜(ξ + z), z] +∑
k≥2
1
k!
(adγ˜(ξ+z))
k(ξ + z)

 ∈ u.
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One can use the conditions z ∈ t and γ˜(ξ + z) ∈ u to see that both [γ˜(ξ + z), z] and the sum over k
belong to u, so that
z + [γ˜(ξ + z), ξ] ∈ u(45)
must hold.
Now note that m(≥2)(z) ∈ u by (44), so that we can write
m(≥2)(z) =
∑
α∈Π
dαeα + w
for some w ∈ g(≥2) and coefficients dα ∈ C. By (44) again, we have
γ˜(ξ + z) = −
∑
α∈Π
zαeα +m(≥2)(z) =
∑
α∈Π
(dα − zα)eα + w.
It follows that the vector in (45) can be written as
z + [γ˜(ξ + z), ξ] = z +
∑
α∈Π
(dα − zα)[eα, ξ] + [w, ξ]
= z +
∑
α∈Π
(dα − zα)hα + [w, ξ]
=
∑
α∈Π
dαhα + [w, ξ],
where the the third line is a consequence of (43). In particular, (45) now implies that∑
α∈Π
dαhα + [w, ξ] ∈ u.
We also know that w ∈ g(≥2) and ξ ∈ g(−1), so that [w, ξ] ∈ u. We conclude that dα = 0 for all
α ∈ Π, giving m(≥2)(z) = w ∈ g(≥2). 
5.2.3. The morphism ν : OToda → B/Z. Recall the morphisms θ : OToda → T/Z and γ : ξ+t→ U
considered in 5.2.1 and 5.2.2, respectively. One then has a morphism ν : OToda → B/Z, whose value
at v ∈ OToda we define to be the following product in B/Z:
(46) ν(v) := θ(v)−1γ(ξ + v(0))
−1 ∈ B/Z,
where v(0) ∈ t is the t-component of v under the conventions from Subsection 2.4. This morphism
will feature prominently in our work, partly because of the lemma below.
Lemma 26. We have Adν(v)−1(v) ∈ Sreg for all v ∈ OToda.
Proof. Note that
Adν(v)−1(v) = Adγ(ξ+v(0))
(
Adθ(v)(v)
)
= Adγ(ξ+v(0))(ξ + v(0)) ∈ Sreg
for all v ∈ OToda, where the second equality follows from Lemma 23. 
We devote the balance of this subsection to deriving a formula for dvν : TvOToda → Tν(v)(B/Z),
the differential of ν at v ∈ OToda. Recalling what is meant by g(n) and x(n) for x ∈ g and n ∈ Z
(see Subsection 2.4), and keeping the description (25) of TvOToda in mind, our formula for dvν is as
follows.
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Lemma 27. For each fixed v ∈ OToda, there exists a morphism m
′
(≥2) : g(1) → g(≥2) (depending on
v) such that
dvν(πb−([v, x])) = −deRν(v)
(
x(0) + x(1) +m
′
(≥2)(x(1))
)
, x ∈ b,
where Rν(v) : B/Z → B/Z denotes the right multiplication by ν(v) and deRν(v) : b→ Tν(v)(B/Z) is
its differential at e ∈ B/Z.
Proof. Given x ∈ b, we have
d
ds
∣∣∣∣
s=0
(exp(sx) ∗ v) =
d
ds
∣∣∣∣
s=0
(πb−(Adexp(sx)(v))) = −πb−([v, x]).
Now write x = x(0) + y, y ∈ u. Since both x(0) and y are in b, the above computation shows that
dvν(πb−([v, x])) = dvν(πb−([v, x(0)])) + dvν(πb−([v, y]))
= −
d
ds
∣∣∣∣
s=0
ν(exp(sx(0)) ∗ v)−
d
ds
∣∣∣∣
s=0
ν(exp(sy) ∗ v).
(47)
For the first summand, we have
ν(exp(sx(0)) ∗ v) = θ((exp sx(0)) ∗ v)
−1γ(ξ + ((exp sx(0)) ∗ v)(0))
−1
= θ((exp sx(0)) ∗ v)
−1γ(ξ + v(0))
−1 [by (16)]
= θ(v)−1 exp(sx(0))γ(ξ + v(0))
−1 [by Lemma 24]
= θ(v)−1 exp(sx(0))θ(v)ν(v) [by (46)]
= exp(sx(0))ν(v) [since T/Z is abelian].
(48)
For the second summand, we have
ν(exp(sy) ∗ v) = θ((exp sy) ∗ v)−1γ(ξ + ((exp sy) ∗ v)(0))
−1
= θ(v)−1γ(ξ + ((exp sy) ∗ v)(0))
−1 [by Lemma 24].
(49)
To deal with the term γ(ξ + ((exp sy) ∗ v)(0)), we consider the morphism ̺ : U → U defined by
(50) exp(y) 7→ γ(ξ + (exp(y) ∗ v)(0)), y ∈ u.
We have from (44) that
γ˜(ξ + (exp(y) ∗ v)(0)) = −
∑
α∈Π
((exp(y) ∗ v)(0))αeα +m(≥2)((exp(y) ∗ v)(0)).(51)
Now take a decomposition v = v(0) +
∑
α∈Π v−αe−α =
∑
α∈Π(v(0))αhα +
∑
α∈Π v−αe−α as usual,
and write y in the form (15). The formula (16) then gives
(exp(y) ∗ v)(0) = v(0) +
∑
α∈Π
yαv−αhα, and hence ((exp(y) ∗ v)(0))α = (v(0))α + yαv−α.
Note also that ̺(exp(y)) = γ(ξ+(exp(y)∗v)(0)) is obtained by exponentiating (51) (see the definition
of γ˜). Using these last two sentences, we conclude that ̺ : U → U is given by
exp(y) 7→ exp
(
−
∑
α∈Π
(v(0))αeα + f(y(1))
)
, y ∈ u,(52)
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where
f(y(1)) := −
∑
α∈Π
yαv−αeα +m(≥2)
(
v(0) +
∑
α∈Π
yαv−αhα
)
.(53)
By comparing the expressions (50) and (52) and setting y = 0, we obtain
γ(ξ + v(0)) = exp
(
−
∑
α∈Π
(v(0))αeα + f(0)
)
.
It follows that the right hand side of (52) can be written as
exp
(
−
∑
α∈Π
(v(0))αeα + f(y(1))
)
= γ(ξ + v(0))γ(ξ + v(0))
−1 exp
(
−
∑
α∈Π
(v(0))αeα + f(y(1))
)
= γ(ξ + v(0)) exp
(∑
α∈Π
(v(0))αeα − f(0)
)
exp
(
−
∑
α∈Π
(v(0))αeα + f(y(1))
)
.
(54)
The Baker–Campbell–Hausdorff formula (cf. [1, Section 1.7]) gives
exp
(∑
α∈Π
(v(0))αeα − f(0)
)
exp
(
−
∑
α∈Π
(v(0))αeα + f(y(1))
)
= exp
(
f(y(1))− f(0) + r(≥2)(y(1))
)
,
where the correction term r(≥2)(y(1)) is an (a priori) infinite linear combination of nested Lie brackets
in
∑
α∈Π(v(0))αeα − f(0) and −
∑
α∈Π(v(0))αeα + f(y(1)). Since these last two vectors are in u, one
can verify that r(≥2)(y(1)) is actually a finite sum belonging to g(≥2). If follows that r(≥2) defines a
morphism r(≥2) : g(1) → g(≥2) (depending on v).
Resuming our calculation (54), we have
exp
(
−
∑
α∈Π
(v(0))αeα + f(y(1))
)
= γ(ξ + v(0)) exp
(
f(y(1))− f(0) + r(≥2)(y(1))
)
= γ(ξ + v(0))θ(v)θ(v)
−1 exp
(
f(y(1))− f(0) + r(≥2)(y(1))
)
θ(v)θ(v)−1
= γ(ξ + v(0))θ(v) exp
(
Adθ(v)−1(f(y(1))− f(0) + r(≥2)(y(1)))
)
θ(v)−1.
(55)
At the same time, (42) implies that Adθ(v)−1(eα) = (v−α)
−1eα for all α ∈ Π. We can combine this
observation with (53) to obtain
Adθ(v)−1(f(y(1))− f(0)) = −
∑
α∈Π
yαeα + s(≥2)(y(1)) = −y(1) + s(≥2)(y(1))
for some morphism s(≥2) : g(1) → g(≥2). Now set
r′(≥2)(y(1)) := −s(≥2)(y(1))−Adθ(v)−1(r(≥2)(y(1))) ∈ g(≥2),
so that (55) reduces to the statement
exp
(
−
∑
α∈Π
(v(0))αeα + f(y(1))
)
= γ(ξ + v(0))θ(v) exp
(
−y(1) − r
′
(≥2)(y(1))
)
θ(v)−1.
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The left hand side is ̺(exp(y)) (see (52)), and therefore equal to γ(ξ + (exp(y) ∗ v)(0)) (see (50)).
Noting the definition (46) of ν(v), this observation gives rise to the following equation in B/Z:
γ(ξ + (exp(y) ∗ v)(0)) = ν(v)
−1 exp
(
−y(1) − r
′
(≥2)(y(1))
)
θ(v)−1.
So we can rewrite (49) as
ν(exp(sy) ∗ v) = exp
(
sy(1) + r
′
(≥2)(sy(1))
)
ν(v).
Combining this with (47) with (48), we obtain
dvν(πb−([v, x])) = −
d
ds
∣∣∣∣
s=0
exp(sx(0))ν(v) −
d
ds
∣∣∣∣
s=0
exp
(
sy(1) + r
′
(≥2)(sy(1))
)
ν(v).
Letting m′(≥2) : g(1) → g(≥2) be the differential of the map r
′
(≥2) : g(1) → g(≥2) at the origin, we have
dvν(πb−([v, x])) = −deRν(v)(x(0))− deRν(v)(y(1) +m
′
(≥2)(y(1)))
= −deRν(v)(x(0) + x(1) +m
′
(≥2)(x(1))),
where we have noted that x(1) = y(1). 
5.3. The embedding OToda →֒ G/Z × Sreg. Recall the morphism ν : OToda → B/Z constructed
in Subsection 5.2, and consider
κ : OToda → G/Z × Sreg, v 7→ (ν(v),Adν(v)−1(v)).
Proposition 28. The map κ is a locally closed immersion of algebraic varieties.
Proof. Using the definition of κ, we see that the inclusion
image(κ) ⊆ {(bZ, p) ∈ B/Z × Sreg : Adb(p) ∈ OToda}
holds. Conversely, suppose that (bZ, p) ∈ B/Z × Sreg satisfies Adb(p) ∈ OToda. Lemma 26 then
gives Adν(Adb(p))−1(Adb(p)) ∈ Sreg. This is an element of Sreg with the property of being conjugate
to p ∈ Sreg, and it follows from the bijection (30) that
(56) Adν(Adb(p))−1(Adb(p)) = p.
Now consider the following product in the group B/Z:
ν(Adb(p))
−1(bZ) ∈ B/Z.
Using (56) and Proposition 22, we see that this product must equal the identity in B/Z, i.e.
ν(Adb(p)) = bZ. Together with (56), this implies that
(57) κ(Adb(p)) = (ν(Adb(p)),Adν(Adb(p))−1(Adb(p))) = (bZ, p).
In particular, (bZ, p) lies in the image of κ and we have
image(κ) = {(bZ, p) ∈ B/Z × Sreg : Adb(p) ∈ OToda}.
We now show image(κ) to be locally closed in G/Z × Sreg. Accordingly, the above equation
implies that image(κ) is the preimage of OToda under the morphism
B/Z × Sreg → g, (bZ, p) 7→ Adb(p).
Since OToda is locally closed in g (by (24)), this preimage description means that image(κ) is locally
closed in B/Z × Sreg. Noting that B/Z × Sreg is closed in G/Z × Sreg, this forces image(κ) to be
locally closed in G/Z × Sreg.
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It remains only to exhibit an inverse of κ, viewed as a map to its image. However, it follows from
the calculation (57) that
ρ : image(κ)→ OToda, (bZ, p) 7→ Adb(p)
satisfies κ ◦ ρ = idimage(κ). At the same time, we have
(ρ ◦ κ)(v) = ρ(ν(v),Adν(v)−1(v)) = Adν(v)(Adν(v)−1(v)) = v
for all v ∈ OToda. We conclude that ρ is the desired inverse of κ, completing the proof. 
Let ωToda be the symplectic form on OToda described in Subsection 3.3, and Ωreg the symplectic
form on G/Z × Sreg from Subsection 4.2.
Proposition 29. We have κ∗Ωreg = ωToda.
Proof. To simplify the notation, let us write
κ(v) = (ν(v),Adν(v)−1(v)) = (ν(v), φ(v))
for all v ∈ OToda.
Now fix v ∈ OToda. Recall that TvOToda is given by (25), while
Tκ(v)(G/Z × Sreg) = Tν(v)(G/Z)⊕ Tφ(v)Sreg = Tν(v)(G/Z)⊕ ker(adη).
The differential dvκ : TvOToda → Tν(v)(G/Z) ⊕ ker(adη) is then given by
dvκ(πb−([v, x])) =
(
dvν(πb−([v, x])), dvφ(πb−([v, x]))
)
for all x ∈ b.
Given x, x′ ∈ b, let us set
u(x) := πb−([v, x]) ∈ TvOToda, u(x
′) := πb−([v, x
′]) ∈ TvOToda
w(x) := x(0) + x(1) +m
′
(≥2)(x(1)) ∈ b, w(x
′) := x′(0) + x
′
(1) +m
′
(≥2)(x
′
(1)) ∈ b,
where m′(≥2) : g(1) → g(≥2) is as given in the statement of Lemma 27. We have
κ∗(Ωreg)v(u(x), u(x
′))
= (Ωreg)(ν(v),φ(v))
((
dvν(u(x)), dvφ(u(x))
)
,
(
dvν(u(x
′)), dvφ(u(x
′))
))
= (Ωreg)(ν(v),φ(v))
((
− deRν(v)(w(x)), dvφ(u(x))
)
,
(
− deRν(v)
(
w(x′)
)
, dvφ(u(x
′))
))
= −〈Adν(v)−1(w(x)), dvφ(u(x
′))〉+ 〈Adν(v)−1(w(x
′)), dvφ(u(x))〉
+ 〈φ(v), [Adν(v)−1(w(x)),Adν(v)−1(w(x
′))]〉
= −〈Adν(v)−1(w(x)), dvφ(u(x
′))〉+ 〈Adν(v)−1(w(x
′)), dvφ(u(x))〉 + 〈v, [w(x), w(x
′)]〉,
where the second equality follows from Lemma 27, and the third equality follows from (33), (37),
and the fact that deRν(v) = deLν(v) ◦ Adν(v)−1 . Note that dvφ(u(x)) and dvφ(u(x
′)) belong to
Tφ(v)Sreg = ker(adη), which in turn is contained in u (by Lemma 20). It follows that dvφ(u(x)) and
dvφ(u(x
′)) are both orthogonal to b with respect to the Killing form. Note also that ν(v) ∈ B/Z,
so that Adν(v)−1(w(x)),Adν(v)−1(w(x
′)) ∈ b. Hence
〈Adν(v)−1(w(x)), dvφ(u(x
′))〉 = 0 = 〈Adν(v)−1(w(x
′)), dvφ(u(x))〉 = 0,
and our expression for κ∗(Ωreg)v(u(x), u(x
′)) becomes
(58) κ∗(Ωreg)v(u(x), u(x
′)) = 〈v, [w(x), w(x′)]〉.
HESSENBERG VARIETIES, SLODOWY SLICES, AND INTEGRABLE SYSTEMS 25
Now recall the description (24) of OToda as a subset of g, which in particular implies that v is
Killing-orthogonal to g(≥2). This fact has the following consequence: if z, z
′ ∈ u are such that
z(1) = z
′
(1), then 〈v, z〉 = 〈v, z
′〉. At the same time, [x, x′] and [w(x), w(x′)] both lie in u and satisfy
[x, x′](1) = [w(x), w(x
′)](1). We conclude that 〈v, [x, x
′]〉 = 〈v, [w(x), w(x′)]〉, which combines with
(58) to give
κ∗(Ωreg)v(u(x), u(x
′)) = 〈v, [x, x′]〉.
By (26), the right hand side of this new equation is exactly (ωToda)v(u(x), u(x
′)). We have therefore
established that κ∗(Ωreg) = ωToda, completing the proof. 
Theorem 30. The map κ is an embedding of completely integrable systems.
Proof. By virtue of Propositions 28 and 29, we need only verify (iii) from Definition 8.
Recall the notation used in Subsections 3.3 and 4.3 for the Toda lattice and the completely
integrable system on G/Z × Sreg, respectively. Remark 12 then gives
fi(x+ ζ) =
di−1∑
j=0
f ζij(x), i ∈ {1, . . . , r}, x ∈ g,
or equivalently
fi,ζ =
di−1∑
j=0
f ζij, i ∈ {1, . . . , r}.
Note that our enumeration of the f ζij as f
ζ
1 , . . . , f
ζ
ℓ allows us to write this as
fi,ζ =
ℓ∑
j=1
cijf
ζ
j , i ∈ {1, . . . , r},
where each coefficient cij is 0 or 1. Restricting both sides to OToda, we obtain
(59) σi =
ℓ∑
j=1
cijf
ζ
j |OToda , i ∈ {1, . . . , r}.
Now observe that µ ◦ κ is the inclusion OToda →֒ g, so that the corresponding pullback map
(µ ◦ κ)∗ : C[g] → C[OToda] sends each f ∈ C[g] to the restricted function f |OToda ∈ C[OToda]. We
may therefore write (59) as
σi =
ℓ∑
j=1
cij(µ ◦ κ)
∗(f ζj ) =
ℓ∑
j=1
cijκ
∗(τj), i ∈ {1, . . . , r}.
In particular, we have shown that (iii) from Definition 8 holds in our context. 
6. Poisson geometry on X(H0)
We now formally introduce and study X(H0), the (total space of the) family of Hessenberg
varieties mentioned in the introduction to our paper. Among other things, this section develops
some geometric features of X(H0) that are relevant to answering the motivating question from
Subsection 1.1.
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6.1. Hessenberg varieties in general. A Hessenberg subspace is a b-submoduleH ⊆ g containing
b. Note that H is then a B-submodule of g, thereby determining a G-equivariant vector bundle
πH : G ×B H → G/B. The total space of this bundle X(H) := G ×B H is the quotient of G ×H
by the following B-action:
b · (g, x) := (gb−1,Adb(x)), b ∈ B, (g, x) ∈ G×H.
We then have the well-defined, surjective morphism
µH : X(H)→ g, [(g, x)] 7→ Adg(x), [(g, x)] ∈ X(H).
The Hessenberg variety associated to H and a point x ∈ g shall be denoted X(x,H) and defined by
X(x,H) := µ−1H (x).
One therefore calls µH : X(H) → g the family of all Hessenberg varieties associated to H. Note
that G acts on the total space X(H) via
(60) h · [(g, x)] := [(hg, x)], h ∈ G, [(g, x)] ∈ X(H),
so that µH is a G-equivariant map.
Remark 31. Given x ∈ g, it is straightforward to check that πH : X(H) → G/B restricts to an
isomorphism between X(x,H) and the following closed subvariety of G/B:
(61) {gB ∈ G/B : Adg−1(x) ∈ H}.
The research literature often takes this closed subvariety as the definition of X(x,H), in contrast
to our convention (cf. [25, 58]).
In what follows, we restrict our attention to the Hessenberg subspace
H0 := b⊕
⊕
α∈Π
g−α(62)
and family µ0 := µH0 : X(H0)→ g.
6.2. A Poisson structure on X(H0). Note that (34b) restricts to a Hamiltonian action of B on
G × g, with moment map ρ : G × g → b∗ obtained by composing (the g∗-valued version of) µR
with the restriction map g∗ → b∗. At the same time, we have the identifications (8) of g∗ with g
and (10) of b∗ with b−. The restriction map g
∗ → b∗ then corresponds to the natural projection
πb− : g = b− ⊕ u→ b−, so that ρ becomes πb− ◦ µR : G× g→ b−, i.e.
ρ(g, x) = −πb−(x), (g, x) ∈ G× g.
Note that ρ is B-equivariant for the actions (34b) on G× g and (11) on b−. By virtue of these last
two sentences, the following is immediate.
Lemma 32. If A is any subset of b−, then
ρ−1(A) = G×
(
(−A) + u
)
.
If A is also B-invariant, then ρ−1(A) is a B-invariant subset of G × g with respect to the action
(34b).
This result affords us a moment map-theoretic description of X(H0). To obtain it, recall the
B-invariant subspace VToda ⊆ b− defined in (13) and observe that H0 = VToda ⊕ u. An application
of Lemma 32 then produces the B-invariant subvariety ρ−1(VToda) = G×H0. In particular,
(63) ρ−1(VToda)/B = X(H0).
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Now let A be any B-invariant subset of VToda. Lemma 32 implies that ρ
−1(A) is a B-invariant
subset of G× g, so that we may consider the quotient set
(64) ρ−1(A)/B = G×B
(
(−A) + u
)
=: Υ(A).
A comparison of (63) and (64) reveals that Υ(A) is naturally a subset of X(H0).
We will benefit from studying Υ(A) when A is a B-orbit in VToda. Accordingly, recall the set I
used to index the B-orbits in VToda (see Subsection 3.2). It follows that the sets ρ
−1(O(S,z)) are
B-invariant (by Lemma 32) and disjoint, and that their union is ρ−1(VToda) = G×H0. We conclude
that X(H0) is a disjoint union of the quotients ρ
−1(O(S,z))/B = Υ(O(S,z)), i.e.
X(H0) =
⊔
(S,z)∈I
Υ(O(S,z)).(65)
This turns out to be an instance of a richer fact — the Υ(O(S,z)) form an algebraic, G-equivariant
stratification of X(H0). Lemma 33, Lemma 34, Corollary 35, and Proposition 36 are intended to
make this precise.
Lemma 33. Each subset Υ(O(S,z)) is invariant under the G-action (60) on X(H0).
Proof. This is an immediate consequence of (64). 
Lemma 34. If (S, z) ∈ I, then Υ(O(S,z)) = Υ(O(S,z)).
Proof. Note that G × H0 is irreducible, X(H0) is smooth, and the quotient map π : G × H0 →
X(H0) is surjective with fibres the B-orbits in G×H0. These observations allow one to apply [63,
Proposition 25.3.5] and conclude that π is the geometric quotient of G×H0 by B (see [63, Definition
25.3.1]). It now follows from [63, Lemma 25.3.2] that π sends B-invariant closed subsets of G×H0
to closed subsets of X(H0). An example of the former subset is ρ
−1(O(S,z)), so that
π(ρ−1(O(S,z))) = Υ(O(S,z))
is necessarily a closed subset of X(H0). Since Υ(O(S,z)) ⊆ Υ(O(S,z)), this fact implies that
Υ(O(S,z)) ⊆ Υ(O(S,z)).
To obtain the remaining inclusion, note that π is continous and therefore satisfies
(66) π
(
ρ−1(O(S,z))
)
⊆ π(ρ−1(O(S,z))).
It is a straightforward consequence of Lemma 32 that ρ−1(O(S,z)) = ρ
−1(O(S,z)). This implies that
the left hand side of (66) is exactly Υ(O(S,z)). The right hand side is Υ(O(S,z)), so that we have
verified Υ(O(S,z)) ⊆ Υ(O(S,z)). This completes the proof. 
Once combined with Proposition 16, this lemma immediately implies the following result.
Corollary 35. We have
Υ(O(S,z)) =
⊔
(S′,z′)≤(S,z)
Υ(O(S′,z′))
for all (S, z) ∈ I, where ≤ is the partial order on I defined in (22).
Proposition 36. Each subset Υ(O(S,z)) is a smooth, locally closed subvariety of X(H0).
Proof. Since Υ(O(S,z)) is closed in X(H0) (by Lemma 34), the former inherits an algebraic variety
structure from the latter. Now consider the natural surjective morphism
σ : Υ(O(S,z)) = G×B
(
(−(O(S,z))) + u
)
→ G/B.
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This is a Zariski-locally trivial fibre bundle associated to the principal B-bundle G → G/B, and
each fibre is isomorphic to (−(O(S,z))) + u. Our description (19) of O(S,z) implies that these fibres
are smooth, and we conclude that the total space Υ(O(S,z)) must be smooth. At the same time,
another straightforward application of (19) allows us to conclude that G ×
(
(−(O(S,z))) + u
)
is
irreducible. These last two sentences allow us to invoke [63, Proposition 25.3.5] and deduce that
the quotient map
π′ : G×
(
(−(O(S,z))) + u
)
→ Υ(O(S,z))
is the geometric quotient of G×
(
(−(O(S,z))) + u
)
by B (cf. the first two sentences in the proof of
Lemma 34). It follows that π′ is open, meaning in particular that π′
(
G×
(
(−O(S,z))+u
))
= Υ(O(S,z))
is open in Υ(O(S,z)). Since Υ(O(S,z)) is closed in X(H0), this means that Υ(O(S,z)) is locally closed
in X(H0).
It remains only to prove that Υ(O(S,z)) is smooth. However, smoothness is a consequence of
Υ(O(S,z)) being open in the smooth variety Υ(O(S,z)). 
We now come to the main result of this subsection.
Theorem 37. The variety X(H0) carries a natural Poisson structure, and its symplectic leaves are
the subvarieties Υ(O(S,z)), (S, z) ∈ I. Furthermore, the symplectic form on each leaf is G-invariant.
Proof. Recall the Hamiltionian action of B on G× g discussed at the beginning of this subsection.
We would like to apply some of the results discussed in the last paragraph of Subsection 2.2, for
which the following conditions will be necessary: the B-action is free and proper, and all fibres
of ρ are connected. Note that freeness follows immediately from the definition of the B-action,
while Lemma 32 implies that the fibres of ρ are connected. To establish properness, recall that
our B-action is the restriction of the G-action (34b). Recall also that (34b) is the cotangent lift of
(32b), after one has used the left trivialization to identify T ∗G with G× g. If one instead uses the
right trivialization, then the cotangent lift of (32b) becomes
h · (g, x) := (gh−1, x), g ∈ G, (h, x) ∈ G× g.
It will therefore suffice to prove that this defines a proper action of B on G × g. However, this
follows easily from the fact that (32b) is a proper action of B on G.
We may now apply the results from 2.2 alluded to earlier. It follows that G×B g is a holomorphic
Poisson manifold whose symplectic leaves are the complex submanifolds ρ−1(O)/B, where O is an
orbit of the B-action (11) on b−. In particular, ρ
−1(O(S,z))/B = Υ(O(S,z)) is a symplectic leaf of
G ×B g for all (S, z) ∈ I. Note that (65) then exhibits X(H0) as a union of symplectic leaves in
G×B g, so that X(H0) must be a Poisson submanifold of G×B g (see [51, Proposition 2.12]). The
symplectic leaves of X(H0) are then necessarily the Υ(O(S,z)), (S, z) ∈ I.
Note that we have only shown X(H0) to be a holomorphic Poisson manifold, rather than the
stronger property of being a Poisson variety. However, this stronger result follows easily from the
following two things: the fact that G × g is itself a Poisson variety, and the way in which we used
the Poisson structure on G× g to induce one on X(H0). We omit the details.
It now remains only to establish that Ω(S,z), the symplectic form on Υ(O(S,z)), is G-invariant for
each (S, z) ∈ I. Accordingly, note that (10) identifies O(S,z) with a coadjoint orbit of B. Let ω(S,z)
denote the resulting symplectic form on O(S,z). The last paragraph of Subsection 2.2 implies that
(67) π∗(S,z)(Ω(S,z)) = j
∗
(S,z)(Ω)− ρ
∗
(S,z)(ω(S,z)),
where Ω is the symplectic form on G× g (see (33)), π(S,z) : ρ
−1(O(S,z))→ Υ(O(S,z)) is the quotient
map, j(S,z) : ρ
−1(O(S,z))→ G× g is the inclusion, and ρ(S,z) : ρ
−1(O(S,z))→ O(S,z) is the restriction
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of ρ to ρ−1(O(S,z)). Since the G-action (34a) preserves Ω, it must also preserve j
∗
(S,z)(Ω) on the
G-invariant subvariety ρ−1(O(S,z)) ⊆ G × g. Note also that ρ(S,z) is a G-invariant map, forcing
ρ∗(S,z)(ω(S,z)) to be preserved by the G-action as well. It now follows from (67) that π
∗
(S,z)(Ω(S,z))
is G-invariant. Since π(S,z) is a G-equivariant submersion, this shows Ω(S,z) to be preserved by the
G-action on Υ(O(S,z)). 
We now formulate an immediate corollary. Let us set
H×0 := b⊕
⊕
α∈Π
g×−α,
an open, B-invariant subvariety of H0. The open subvariety
X(H×0 ) := G×B H
×
0 ⊆ X(H0)
then plays the following Poisson-geometric role.
Corollary 38. The subvariety X(H×0 ) is the unique open dense symplectic leaf in X(H0).
Proof. Note that (Π, 0) is the unique maximal element of I, as observed in Subsection 3.2. Together
with Corollary 35 and Theorem 37, this implies that Υ(O(Π,0)) is the unique dense symplectic leaf in
X(H0). Since this leaf is locally closed (i.e. open in its closure) by Proposition 36), it is necessarily
also open in X(H0). At the same time, we have the following two observations: H
×
0 = −O(Π,0) + u
(by (23)) and Υ(O(Π,0)) = G×B
(
(−O(Π,0))+ u
)
(by (64)). It follows that Υ(O(Π,0)) = G×BH
×
0 =
X(H×0 ), which together with our earlier conclusions completes the proof. 
7. Connecting the geometries of G/Z × Sreg and X(H0)
In this final part of our paper, we relate the symplectic geometry of G/Z × Sreg to the Poisson
geometry of X(H0). We thereby answer the motivating question from our introduction, in addition
to obtaining supplementary results on the geometry of Hessenberg varieties.
7.1. An open immersion G/Z × Sreg →֒ X(H0). Recall the notation established in Subsection
4.1. Since ker(adη) ⊆ H0 (see Lemma 20) and ξ ∈ H0, we have the inclusion Sreg ⊆ H0. One can
then readily verify that
(68) ψ : G× Sreg → G×H0, (g, p) 7→ (g, p),
descends to a well-defined morphism
ϕ : G/Z × Sreg → G×B H0 = X(H0), (gZ, p) 7→ [(g, p)].
We therefore have the following commutative diagram:
G× Sreg
πZ

ψ
// G×H0
πB

G/Z × Sreg
ϕ
// G×B H0 = X(H0)
,(69)
where πZ and πB are the natural quotient maps.
Proposition 39. The map ϕ is an open immersion of algebraic varieties, and its image is X(H×0 ).
Proof. Assume that we know the following two statements to be true:
(i) ϕ is injective.
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(ii) For all (g, p) ∈ G× Sreg, the differential
d(gZ,p)ϕ : T(gZ,p)(G/Z × Sreg)→ T[(g,p)]X(H0)
is an isomorphism.
One consequence of (ii) is that the image ϕ(G/Z × Sreg) is open in the Euclidean topology of
X(H0). This image is also constructible, so that it must actually be open in the Zariski topology of
X(H0) (see [33, Expose´ XII, Corollaire 2.3]). In other words, ϕ(G/Z×Sreg) is an open subvariety of
X(H0). The statement (i) then amounts to ϕ defining a bijective morphism of varieties G/Z×Sreg →
ϕ(G/Z × Sreg). We also know G/Z × Sreg and ϕ(G/Z × Sreg) to be smooth varieties, where the
smoothness of ϕ(G/Z × Sreg) follows from its being (Zariski-) open in X(H0). This means that
G/Z × Sreg → ϕ(G/Z × Sreg) must be an isomorphism of varieties (see [63, Corollary 17.4.8]), i.e.
that ϕ is an open immersion. Accordingly, showing ϕ to be an open immersion reduces to checking
(i) and (ii).
To establish (i), suppose that (g1Z, p1), (g2Z, p2) ∈ G×Sreg satisfy [(g1, p1)] = [(g2, p2)] ∈ X(H0).
This amounts to the existence of b ∈ B for which
(70) g2 = g1b
−1 and p2 = Adb(p1).
It follows that p1 and p2 belong to the same adjoint orbit, which then meets Sreg at p1 and p2. By
appealing to the bijection (30), we see that p1 = p2. The second equation in (70) then implies that
b ∈ B ∩ ZG(p1), which by Proposition 22 means b ∈ Z. The first equation in (70) now implies that
g1Z = g2Z, completing the proof of injectivity.
We now prove (ii). Let G act on both the domain and codomain of ϕ, in each case by left
multiplication on the first factor. The map ϕ is then G-equivariant, so we need only show that the
differential in the claim (ii) is an isomorphism at points of the form (eZ, p), p ∈ Sreg. In the interest
of refining this, let us differentiate (69) to obtain
d(eZ,p)ϕ ◦ d(e,p)πZ = d(e,p)πB ◦ d(e,p)ψ
for all p ∈ Sreg. Observe that the differential d(e,p)πZ is an isomorphism, a consequence of Z
being a finite group. It now follows from this equality that d(eZ,p)ϕ is an isomorphism if and
only if d(e,p)πB ◦ d(e,p)ψ is an isomorphism. At the same time, d(e,p)πB ◦ d(e,p)ψ has a domain of
T(e,p)(G × Sreg) and a codomain of T[(g,p)]X(H0). These are tangent spaces to smooth varieties of
the same dimension (namely, dim(G) + r), so that d(e,p)πB ◦ d(e,p)ψ is an isomorphism if and only
if it is injective.
By virtue of the previous paragraph, we are reduced to proving that d(e,p)πB ◦ d(e,p)ψ is injective
for all p ∈ Sreg. To this end, we have the identifications T(e,p)(G×Sreg) = g⊕TpSreg = g⊕ ker(adη)
and T(e,p)(G ×H0) = g ⊕H0. It follows from the definition (68) of ψ that d(e,p)ψ is the inclusion
map from g⊕ ker(adη) to g⊕H0.
Now suppose that (x, y) ∈ g⊕ ker(adη) belongs to the kernel of d(e,p)πB ◦ d(e,p)ψ. Since d(e,p)ψ is
the inclusion, (x, y) must lie in the kernel of d(e,p)πB . This kernel is the subspace of g⊕H0 spanned
by the fundamental vector fields of the B-action (34b), i.e.
ker(d(e,p)πB) =
{
d
dt
∣∣∣∣
t=0
(
exp(tǫ)−1,Adexp(tǫ)(p)
)
: ǫ ∈ b
}
= {(−ǫ, [ǫ, p]) : ǫ ∈ b} ⊆ g⊕H0.
In particular, there exists ǫ ∈ b for which x = −ǫ and y = [ǫ, p]. Note that y and [ǫ, p] belong to
TpSreg and TpO(p), respectively, where O(p) is the adjoint G-orbit of p. These two subspaces of g
have a trivial intersection, as discussed in Subsection 4.1). Hence y = [ǫ, p] = 0, and we conclude
that ǫ belongs to the g-centralizer of p. Proposition 22 implies that this centralizer has a trivial
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intersection with b, giving ǫ = 0. We conclude that (x, y) = (0, 0), completing the proof of (ii). In
particular, ϕ is an open immersion.
It remains only to verify that X(H×0 ) is the image of ϕ. To this end, we define
K ·A := {Adk(a) : k ∈ K, a ∈ A} ⊆ g
for any subset A ⊆ g and closed subgroup K ⊆ G. It is straightforward to check that G×B (B ·Sreg)
is the image of ϕ, and we are therefore reduced to showing that B · Sreg = H
×
0 . Accordingly, recall
that ker(adη) ⊆ u (by Lemma 20) and that ξ =
∑
α∈Π e−α. It follows that
Sreg = ξ + ker(adη) ⊆ H
×
0 .
Since H×0 is B-invariant, the inclusion B ·Sreg ⊆ H
×
0 follows. To obtain the opposite inclusion, take
w ∈ H×0 and write
w =
(∑
α∈Π
w−αe−α
)
+ x
with x ∈ b and w−α ∈ C
× for all α ∈ Π. Choose t ∈ T such that α(t) = (w−α)
−1 for all α ∈ Π and
note that
(71) w = Adt(ξ +Adt−1(x)).
At the same time, Kostant’s isomorphism (40) implies that U · Sreg = ξ + b. We thus have
(72) B · Sreg = T · (U · Sreg) = T · (ξ + b).
The equation (71) implies that w ∈ T · (ξ+ b), which by (72) means that w ∈ B ·Sreg. We conclude
that H×0 ⊆ B · Sreg, completing the proof. 
Now recall that X(H×0 ) = Υ(O(Π,0)) (see the proof of Corollary 38), and that the latter variety
carries a symplectic form denoted by Ω(Π,0) (see the proof of Theorem 37). At the same time,
G/Z × Sreg carries the symplectic form Ωreg (see Subsection 4.2). In this context, we have the
following result.
Theorem 40. Viewed as a map to its image, ϕ is a symplectomorphism G/Z × Sreg → X(H
×
0 ).
Proof. We will henceforth regard ϕ as a map G/Z × Sreg → X(H
×
0 ). Our task is then to prove
that ϕ∗(Ω(Π,0)) = Ωreg. To refine this objective, consider the G-actions on G/Z × Sreg and X(H
×
0 )
discussed in Subsection 4.2 and Lemma 33, respectively. Recall that Ωreg and Ω(Π,0) are G-invariant
forms, with the invariance of Ω(Π,0) a consequence of Theorem 37. The map ϕ is easily seen to
be G-equivariant, which together with the previous sentence implies that both Ωreg and ϕ
∗(Ω(Π,0))
must be preserved by the G-action on G/Z × Sreg. Since each point in G/Z × Sreg is G-conjugate
to one of the form (eZ, p), p ∈ Sreg, we conclude that Ωreg = ϕ
∗(Ω(Π,0)) if and only if
(73) (Ωreg)(eZ,p) = (ϕ
∗(Ω(Π,0)))(eZ,p)
for all p ∈ Sreg. Our proof will consist of verifying (73).
Recall the maps appearing in the commutative diagram (69), as well as the equation
(74) d(eZ,p)ϕ ◦ d(e,p)πZ = d(e,p)πB ◦ d(e,p)ψ.
Let us identify both T(e,p)(G × Sreg) and T(eZ,p)(G/Z × Sreg) with g ⊕ ker(adη) (as in Subsection
4.2), and T(e,p)(G × H0) with g ⊕ H0. We may thereby regard (74) as an equality of linear maps
g⊕ ker(adη)→ T[(e,p)]X(H0). Now recall that d(e,p)ψ : g⊕ ker(adη) → g⊕H0 is the inclusion (see
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the proof of Proposition 39) as well as the fact that d(e,p)πZ is the identity map on g⊕ker(adη) (see
Subsection 4.2). With these points in mind, (74) implies that
(75) d(eZ,p)ϕ(y, z) = d(e,p)πB(y, z)
for all (y, z) ∈ g⊕ ker(adη).
Now consider the quotient maps π(S,z) : ρ
−1(O(S,z))→ ρ
−1(O(S,z))/B = Υ(O(S,z)), (S, z) ∈ I, as
discussed in the proof of Theorem 37. Setting (S, z) = (Π, 0) and referring to Lemma 32 and the
proof of Corollary 38, one sees that π(Π,0) is precisely the quotient map
π(Π,0) : G×H
×
0 → X(H
×
0 ).
In other words, π(Π,0) is simply the result of restricting the domain and codomain of πB to G×H
×
0
and X(H×0 ), respectively. It follows that d(e,p)πB = d(e,p)π(Π,0), so that (75) becomes
(76) d(eZ,p)ϕ(y, z) = d(e,p)π(Π,0)(y, z)
for all (y, z) ∈ g⊕ ker(adη).
We now evaluate (ϕ∗(Ω(Π,0)))(eZ,p) on a pair of tangent vectors (y1, z1), (y2, z2) ∈ g ⊕ ker(adη).
Indeed, we have
(ϕ∗(Ω(Π,0)))(eZ,p)
((
y1, z1
)
,
(
y2, z2
))
= ((π(Π,0))
∗(Ω(Π,0)))(e,p)
((
y1, z1
)
,
(
y2, z2
))
[by (76)]
= Ω(e,p)
((
y1, z1
)
,
(
y2, z2
))
− (ρ∗(Π,0)(ω(Π,0)))(e,p)
((
y1, z1
)
,
(
y2, z2
))
[by (67)]
= (Ωreg)(eZ,p)
((
y1, z1
)
,
(
y2, z2
))
− (ρ∗(Π,0)(ω(Π,0)))(e,p)
((
y1, z1
)
,
(
y2, z2
))
[by (37)].
(77)
At the same time, it is a straightforward consequence of ρ’s definition (see Subsection 6.2) that
d(e,p)ρ(y1, z1) = −πb−(z1) and d(e,p)ρ(y2, z2) = −πb−(z2).
Since z1, z2 ∈ u (by Lemma 20), it follows that
d(e,p)ρ(y1, z1) = 0 = d(e,p)ρ(y2, z2).
We conclude that
(ρ∗(Π,0)(ω(Π,0)))(e,p)
((
y1, z1
)
,
(
y2, z2
))
= 0,
which by (77) means that (73) holds. This completes the proof. 
7.2. The integrable system on X(H0). Taken together, Theorems 19 and 40 give rise to a
completely integrable system on the open dense symplectic leaf X(H×0 ) ⊆ X(H0). We now establish
that this system extends to one on all of X(H0), where our notion of a completely integrable system
on (the Poisson variety) X(H0) comes from Remark 7. In the interest of being more precise, recall
the morphisms µ : G/Z × Sreg → g and µ0 : X(H0)→ g from Subsections 4.2 and 6.1, respectively.
by
µ0([(g, x)]) = Adg(x), [(g, x)] ∈ X(H0).
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We then have the commutative diagram
G/Z × Sreg
µ
$$❏
❏❏
❏❏
❏❏
❏❏
❏
ϕ
// X(H0)
µ0
||②②
②②
②②
②②
②
g
(78)
Now recall the Mishchenko-Fomenko polynomials f ζ1 , . . . , f
ζ
ℓ ∈ C[g] from Subsection 4.3, and
consider the following functions on X(H0):
τ˜i := (µ0)
∗(f ζi ), i ∈ {1, . . . , ℓ}.
Corollary 41. The functions τ˜1, . . . , τ˜ℓ form a completely integrable system on X(H0). This system
extends the one defined on G/Z × Sreg, in the sense that ϕ
∗(τ˜i) = τi for all i ∈ {1, . . . , ℓ}.
Proof. Note that
ϕ∗(τ˜i) = (µ0 ◦ ϕ)
∗(f ζi ) = µ
∗(f ζi ) = τi
for all i ∈ {1, . . . , ℓ}, where the second instance of equality follows from the commutative diagram
above. If we instead regard ϕ as a map to its image X(H×0 ), then this statement becomes
(79) ϕ∗(τ˜i|X(H×0 )
) = τi, i ∈ {1, . . . , ℓ}.
Together with Theorem 40 and the fact that τ1, . . . , τℓ form a completely integrable system on
G/Z × Sreg, (79) implies that τ˜1|X(H×0 )
, . . . , τ˜ℓ|X(H×0 )
form a completely integrable system on the
symplectic leaf X(H×0 ). Since X(H
×
0 ) is open in X(H0) (and non-empty), it follows that τ˜1, . . . , τ˜ℓ
form a completely integrable system on X(H0). 
7.3. An application to regular Hessenberg varieties. We now consider some implications of
our work for the geometry of Hessenberg varieties X(x,H0), x ∈ g. Our first step is to study
X(x,H×0 ) := X(x,H0) ∩X(H
×
0 ),
an open subvariety of X(x,H0).
Remark 42. As discussed in Remark 31, there is an explicit isomorphism between X(x,H0) and
a variety of the form (61). One can verify that this isomorphism identifies X(x,H×0 ) ⊆ X(x,H0)
with
(80) {g ∈ G/B : Adg−1(x) ∈ H
×
0 }.
Lemma 43. For x ∈ g, we have X(x,H×0 ) 6= ∅ if and only if x ∈ greg.
Proof. In light of the remark made above, our task is to verify that (80) is non-empty if and only
if x ∈ greg. The former condition is satisfied if and only if Adg−1(x) ∈ H
×
0 for some g ∈ G, so that
we are reduced to proving the following fact: x ∈ greg if and only if x is G-conjugate to an element
of H×0 . Note that the forward implication follows from the inclusion Sreg ⊆ H
×
0 , together with the
fact that each regular element is G-conjugate to a point in Sreg. To obtain the opposite implication,
one simply notes that H×0 is contained in greg (see [46, Lemma 10]). 
Corollary 44. If x ∈ greg, then X(x,H
×
0 ) is an isotropic subvariety of X(H
×
0 ) isomorphic to
ZG(x)/Z. In particular, X(x,H
×
0 ) is a non-singular affine variety.
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Proof. By arguments virtually identical to those given in the proofs of [24, Proposition 10] and [24,
Proposition 11], µ−1(x) is an isotropic subvariety of G/Z × Sreg isomorphic to ZG(x)/Z. Theorem
40 then implies that ϕ(µ−1(x)) is an isotropic subvariety of X(H×0 ) isomorphic to ZG(x)/Z. At the
same time, we can use (78) and the fact that X(H×0 ) is the image of ϕ to obtain
ϕ(µ−1(x)) = (µ0)
−1(x) ∩X(H×0 ) = X(x,H0) ∩X(H
×
0 ) = X(x,H
×
0 ).
This verifies the first sentence of our corollary. The second sentence follows immediately from the
first. 
Remark 45. One knows that the G/Z-stabilizer (i.e. adjoint group-stabilizer) of each x ∈ greg is
irreducible, by [46, Proposition 14]. This stabilizer is precisely ZG(x)/Z, so that Corollary 44 implies
the irreducibility of X(x,H×0 ). An alternative is to note that X(x,H0) is itself irreducible (see [59,
Corollary 14]), so that the irreducibility of X(x,H×0 ) follows from its being open in X(x,H0).
Remark 46. The fact that ZG(x)/Z identifies with an open subvariety of X(x,H0), x ∈ greg,
appears to be known to experts. Nevertheless, Corollary 44 describes the image of ZG(x)/Z →֒
X(x,H0) in concrete terms.
Remark 47. Given x ∈ greg, let us use Remark 42 to regard both X(x,H0) and X(x,H
×
0 ) as
subvarieties of G/B. Corollary 44 implies that the singular locus of X(x,H0) lies in the complement
of X(x,H×0 ), which means the following:
Sing(X(x,H0)) ⊆ {gB ∈ X(x,H0) : (Adg−1(x))−α = 0 for some α ∈ Π},
where (Adg−1(x))−α denotes the g−α component of Adg−1(x) under the decomposition (62) of H0.
It would be interesting to determine the singular locus of X(x,H0) (cf. [41]).
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