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W-ALGEBRAS AS COSET VERTEX ALGEBRAS
TOMOYUKI ARAKAWA, THOMAS CREUTZIG, AND ANDREW R. LINSHAW
Abstract. We prove the long-standing conjecture on the coset construction
of the minimal series principal W -algebras of ADE types in full generality.
We do this by first establishing Feigin’s conjecture on the coset realization
of the universal principal W -algebras, which are not necessarily simple. As
consequences, the unitarity of the “discrete series” of principal W -algebras is
established, a second coset realization of rational and unitary W -algebras of
type A and D are given and the rationality of Kazama-Suzuki coset vertex
superalgebras is derived.
1. Introduction
Let g be a simple Lie algebra. For each nilpotent element f ∈ g and k ∈ C, one as-
sociates the W -algebra Wk(g, f) at level k via quantum Drinfeld-Sokolov reduction
[FF90a, KRW03]. In the instance that f is a principal nilpotent element Wk(g, f)
is called the universal principal W -algebra of g at level k and denoted by Wk(g).
These W -algebras have appeared prominently in various problems of mathematics
and physics as the conformal field theory to higher spin gravity duality [GG11],
the AGT correspondence [AGT10, SV13, BFN16], the (quantum) geometric Lang-
lands program [Fre07, Gai16, AFO18, CG17, Gai18, FG18] and integrable systems
[B89, D03, DSKV13, BM13].
Let Wk(g) be the unique simple graded quotient of W
k(g). It has been conjec-
tured in [FKW92] and was proved by the first named author [Ara15a, Ara15b] that
Wk(g) is rational and lisse for some special values of k. TheseW -algebras are called
the minimal series principal W -algebras since in the case that g = sl2 they are ex-
actly the minimal series Virasoro vertex algebras [BPZ84, BFM, Wan93]. As in the
case of the Virasoro algebra, a minimal series principalW -algebra is not necessarily
unitary. However, in the case that g is simply laced, there exists a sub-series called
the discrete series which are conjectured to be unitary.
It has been believed in physics since 1988 that the discrete series principal W -
algebras can be realized by the coset construction [GKO86] from integrable rep-
resentations of the affine Kac-Moody algebra ĝ [BBSS88, FL88]. Note that the
validity of this belief immediately proves the unitarity of the discrete series of
W -algebras. The conjectural character formula of Frenkel, Kac and Wakimoto
[FKW92] of minimal series representations ofW -algebras that was proved in [Ara07]
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together with the character formula of Kac-Wakimoto [KW90] of branching rules
proves the matching of characters, which gives strong evidence to this belief. In fact
these character formulas give an even stronger conjecture that all minimal series
principal W -algebras of ADE types should be realized by the coset construction if
we consider more general representations of ĝ, namely, admissible representations
[KW89].
One of the aims of the present paper is to prove this conjectural realization of
the minimal series principal W -algebras in full generality.
1.1. Main Theorems. Let us formulate our result more precisely. Let Vk(g) be
the universal affine vertex algebra associated to g at level k, and denote by Lk(g) the
unique simple graded quotient of Vk(g). Suppose that k is an admissible level for ĝ,
that is, Lk(g) is an admissible representation. Consider the tensor product vertex
algebra Lk(g)⊗L1(g). The invariant subspace (Lk(g)⊗L1(g))g[t] with respect to the
diagonal action of g[t] is naturally a vertex subalgebra of Lk(g)⊗L1(g), consisting
of elements whose Fourier modes commute with the diagonal action of ĝ. This is
an example of coset vertex algebras.
Main Theorem 1. Let g be simply laced, and let k be an admissible level for ĝ.
Define the rational number ℓ by the formula
ℓ+ h∨ =
k + h∨
k + h∨ + 1
,(1)
which is a non-degenerate admissible level for ĝ so that Wℓ(g) is a minimal series
W -algebra. We have the vertex algebra isomorphism
Wℓ(g) ∼= (Lk(g)⊗L1(g))g[t],
and Lk+1(g) and Wℓ(g) form a dual pair in Lk(g)⊗L1(g).
For g = sl2 and k a non-negative integer, Theorem 1 recovers a celebrated result
of Goddard, Kent and Olive [GKO86], which is known as the coset construction
(or the GKO construction) of the discrete unitary series of the Virasoro algebra.
Theorem 1 was extended to the case of an arbitrary admissible level k for g = sl2 by
Kac and Wakimoto [KW90]. For a higher rank g, Theorem 1 has been proved only
in some special cases: g = sln and k = 1 by Arakawa, Lam and Yamada [ALY19];
for g = sl3 and k ∈ Z>0 by Arakawa and Jiang [AJ17].
Theorem 1 realizes an arbitrary minimal series W -algebra of ADE types as the
coset (Lk(g)⊗L1(g))g[t] for some admissible level k. The discrete series W -algebras
corresponds to the cases that k is a non-negative integer. As we have already
mentioned above, with Main Theorem 1 we are able to prove the unitarity of the
discrete series of W -algebras, see Theorem 12.6.
We also note that Theorem 1 is the key starting assumption of the conformal
field theory to higher spin gravity correspondence of [GG11].
Since Kac and Wakimoto [KW90] have already confirmed the matching of char-
acters, the essential step in proving Main Theorem 1 is to define the action ofWℓ(g)
on (Lk(g)⊗L1(g))g[t], which is highly non-trivial since there is no closed presenta-
tion of Wℓ(g) by generators and relations (OPEs) for a general g. We overcome
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this difficulty by establishing the following assertion that has been conjectured by
B. Feigin (cf. [FJMM16]).
Main Theorem 2 (Theorem 8.7). Let g be simply laced, k+h∨ 6∈ Q60, and define
ℓ ∈ C by the formula (1). We have the vertex algebra isomorphism
W
ℓ(g) ∼= (Vk(g)⊗L1(g))g[t].
Moreover, Wℓ(g) and Vk+1(g) form a dual pair in Vk(g)⊗L1(g) if k is generic.
The advantage of replacing Wℓ(g) by the universal W -algebra W
ℓ(g) lies in the
fact that one can use the description of Wℓ(g) in terms of screening operators, at
least for a generic ℓ. Using such a description, we are able to establish the statement
of Main Theorem 2 for deformable families [CL19] of Wℓ(g) and (Vk(g)⊗L1(g))g[t],
see Section 8 for the details. The main tool here is a property of the semi-regular
bimodule obtained in [Ara14], see Proposition 3.4.
The second part of our main result is the branching rules, i.e. the decomposition
of modules of Vk(g)⊗L1(g) and Lk(g)⊗L1(g) into modules of the tensor product of
the two commuting subalgebras. For this we need to introduce some notation that
is also explained in full detail in the main body of the work.
Let P+ be the set of dominant weights of g, Q its root lattice and ρ
∨ half the
sum of positive coroots. For λ ∈ P+ define Vk(λ) := U(ĝ) ⊗U(g[t]⊕CK) Eλ, where
Eλ is the irreducible finite-dimensional g-module with highest weight λ regarded
as a g[t]-module on which g[t]t acts trivially and K acts by multiplication with the
level k ∈ C. Let Lk(λ) be the simple quotient of Vk(λ) and for m ∈ N, let Pm+
be the set of highest-weights such that {Lm(λ) | λ ∈ Pm+ } gives the complete set
of isomorphism classes of irreducible integrable representation of ĝ of level m. We
denote by χλ the central character associated to the weight λ, see (27) for details.
Let Mk(χλ) be the Verma module of W
k(g) with highest weight χλ (see Section 6)
and denote by Lk(χλ) be the unique irreducible (graded) quotient of Mk(χλ).
Main Theorem 3. Define ℓ ∈ C by (1), then the following branching rules hold:
(1) Let µ ∈ P p−h∨+ , ν ∈ P 1+, We have
Lk(µ)⊗ L1(ν) ∼=
⊕
λ∈P
p+q−h∨
+
λ−µ−ν∈Q
Lk+1(λ) ⊗ Lℓ(χµ−(ℓ+h∨)λ)
as Lk+1(g)⊗Wℓ(g)-modules.
(2) Suppose that k 6∈ Q. For λ, µ ∈ P+ and ν ∈ P 1+, we have
Vk(µ)⊗L1(ν) =
⊕
λ∈P+
λ−µ−ν∈Q
Vk+1(λ)⊗Lℓ(χµ−(ℓ+h∨)λ)
as Vk+1⊗Wℓ(g)-modules.
The generic decomposition is Theorem 11.1 and the one at admissible level is
Theorem 12.3.
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We note that the Wκ(g)-modules Lℓ(χµ−(ℓ+h∨)λ) that appear in Theorem 11.1
play a crucial role in the quantum geometric Langlands program and gauge theory
[CG17, Gai18, FG18].
1.2. Corollaries. Since the minimal seriesW -algebras are rational and lisse [Ara15a,
Ara15b], Theorem 1 establishes the rationality of a large class of coset vertex alge-
bras. We are able to derive further rationality statements as Corollaries from Main
Theorem 1. It is worth mentioning that the rationality problem is wide open for a
general coset vertex algebra.
The first one is Corollary 12.5, saying that
Corollary 1.1. Let g be simply laced, k an admissible number, n a positive in-
teger. Then the coset vertex algebra (Lk(g)⊗L1(g)⊗n)g[t] is rational and lisse.
Here L1(g)
⊗n denotes the tensor product of n copies of L1(g), and g[t] acts on
Lk(g)⊗L1(g)⊗n diagonally. In particular, (Lm(g)⊗L1(g)⊗n)g[t] is rational and lisse
for any positive integers m,n.
Second, we establish level-rank dualities of types A and D. For this let Lk(gln) =
Lk(sln)⊗H be the simple affine vertex algebra associated to gln at level k, where H
is the rank 1 Heisenberg vertex algebra. The natural embedding gln →֒ gln+1 gives
rise to the vertex algebra embedding Lk(gln) →֒ Lk(gln+1). The invariant subspace
Lk(gln+1)
gln[t] is the coset vertex subalgebra of Lk(gln+1), consisting of elements
whose Fourier modes commute with the action of Lk(gln). Theorem 13.1 implies:
Corollary 1.2. (Level-rank duality of type A) For positive integers k, n one has
Lk(gln+1)
gln[t] ∼= Wℓ(glk),
where ℓ is the non-degenerate admissible number defined by the formula
ℓ+ k =
k + n
k + n+ 1
.
In particular, Lk(sln+1)
gln[t] ∼= Wℓ(slk), and is simple, rational and lisse.
In other words, the simple affine vertex algebra Lk(gln) contains a simple vertex
subalgebra isomorphic to
Wℓ1(glk)⊗Wℓ2(glk)⊗ · · · ⊗Wℓn(glk)
with ℓi + k = (k+ n− i)/(k+ n− i+ 1), which may be regarded as an affine, non-
commutative analogue of the Gelfand-Tsetlin subalgebra of U(gln). Note that iter-
ating this coset construction tells us that Lk(sln)
glm[t] for positive integers m < n is
simple, rational and lisse (Corollary 13.2). Note also that for n = 1, Lk(sln+1)
gln[t]
is the sl2-parafermion vertex algebra and Theorem 1.2 has been proved in [ALY19].
There is a similar statement for type D. It is Theorem 13.3 and it implies:
Corollary 1.3. (Level-rank duality of type D) Let k, n be positive integers and k
even. Let G = Z/2Z for n odd and G = Z/2Z× Z/2Z for n even and let ω1 be the
first fundamental weight of son+1. Then(
(Lk(son+1)⊕ Ln(nω1))son[t]
)G ∼= Wℓ(sok),
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where ℓ is the non-degenerate admissible number defined by the formula
ℓ+ k − 2 = k + n− 2
k + n− 1 .
In particular, Lk(son+1)
son[t] is simple, rational and lisse.
Iterating this coset construction tells us that Lk(son)
som[t] for positive integers
m,n, k such that 2 6 m < n and k even is simple, rational and lisse (Corollary
13.4).
Main Theorem 1 has as another Corollary rationality of certain coset vertex
superalgebras. The type A case is called Kazama-Suzuki coset in physics and
it is our Corollary 14.1. We also have a type D case which is Corollary 14.2.
These are important since the corresponding superconformal field theories for the
Kazama-Suzuki cosets can be used as building blocks for sigma models in string
theory a` la Gepner [Gep88], and also its rationality is the starting assumption
of the superconformal field theory to higher spin supergravity correspondences of
[CHR12, CHR13].
1.3. Gauge Theory and the quantum geometric Langlands program. Re-
cently there has been considerable interest in connecting four-dimensional super-
symmetric gauge theories, the quantum geometric Langlands program and vertex
algebras. On the vertex algebra side, one is interested in certain master chiral
algebras that serve as a kernel for the quantum geometric Langlands correspon-
dence [Gai18] and at the same time as a corner vertex algebra for the junction of
topological Dirichlet boundary conditions in gauge theory [CG17, FG18]. Roughly
speaking, physics predicts the existence of vertex algebra extensions of tensor prod-
ucts of vertex algebras associated to g, the Langlands dual Lg of g, and the coupling
Ψ. Different such extensions are expected to be related via coset constructions and
quantum Drinfeld-Sokolov reductions. These vertex algebra extensions are then
expected to imply equivalences of involved vertex tensor categories and also spaces
of conformal blocks (twisted D-modules). We refer to [FG18, Gai18] for recent
progress in this direction.
We will now explain that our Main Theorem 3 (b) proves two physics conjectures.
The gauge theory is specified by a coupling Ψ, a generic complex number, and a
compact Lie group G, the gauge group. Let g be the Lie algebra of G and assume
g is simply-laced. Let n be a positive integer and define k = Ψ − h∨, then the
conjectural junction vertex algebra for the Dirichlet boundary conditions BDn,1 and
BD0,1 is
A(n)[G,Ψ] ∼=
⊕
λ∈P+
λ∈Q
Vk(λ) ⊗ Vℓ(λ), 1
k + h∨
+
1
ℓ+ h∨
= n;
as a module for Vk(g)⊗Vℓ(g). The existence of this simple vertex algebra is presently
only established for g = sl2 and n = 1, 2 [CG17, CGL18]. Our main Theorem 3 fits
very nicely into this context and confirms two physics predictions of [CG17, Section
2 and 3]: First, one takes the case n = 1 and then notices that Vk−1(g) ⊗ L1(g) is
isomorphic to the Vk(g) ⊗Wℓ(g)-module obtained by replacing the Weyl modules
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Vℓ(λ) of Vℓ(g) in A
(1)[G,Ψ] by the corresponding modules of Wℓ(g) obtained via
quantum Drinfeld-Sokolov reduction. Second, the junction vertex algebra between
Neumann and Dirichlet boundary conditions is the affine vertex algebra VΨ−h∨(g)
and the one between Neumann and Neumann boundary conditions is the regular
W -algebra of g. Concatenating two such junction vertex algebras gives an extension
of these two vertex algebras that is precisely of the form of Main Theorem 3 (b)
and so isomorphic to VΨ−1−h∨(g)⊗ L1(g), confirming another physics prediction.
We note that the relations between vertex algebras, physics, and quantum geo-
metric Langlands is rich and we will continue to prove further vertex algebra state-
ments in this context as e.g. [CGL18]. The methods of our work should be quite
helpful for that.
Notation. For a vertex algebra V and a vertex subalgebraW ⊂ V , the commutant
of W in V , or the coset of V by W , is the vertex subalgebra of V defined by
Com(W,V ) = {v ∈ V | [w(m), v(n)] = 0 for all m,n ∈ Z, w ∈ W}
= {v ∈ V | w(n)v = 0 for all n ∈ Z>0, w ∈ W}.
Vertex subalgebras W1 and W2 of a vertex algebra V are said to form a dual pair
if they are mutually commutant, that is,
W2 = Com(W1, V ) and W1 = Com(W2, V ).
Acknowledgement. This work started when we visited Perimeter Institute for
Theoretical Physics, Canada, for the conference “Exact operator algebras in su-
perconformal field theories” in December 2016. We thank the organizers of the
conference and the institute. The first named author would like to thank MIT for
its hospitality during his visit from February 2016 to January 2018.
2. The universal commutant vertex algebra
Let g be a simple Lie algebra, g = n−⊕ h⊕ n a triangular decomposition, ∆
the set of roots of g, ∆+ the set of positive roots of g, W the Weyl group of g,
Q the root lattice of g, Q∨ the coroot lattice of g, P the weight lattice of g, P∨
the coweight lattice of g, P+ ⊂ P the set of dominant weights of g, P∨+ ⊂ P∨
the set of dominant coweights of g. For λ ∈ P+, denote by Eλ the irreducible
finite-dimensional representation of g with highest weight λ.
Let ĝ = g ⊗ C[t, t−1]⊕CK, the affine Kac-Moody algebra associated to g, ĥ =
h⊕CK the Cartan subalgebra of ĝ, ĥ∗ = h∗⊕CΛ0 the dual of ĥ. Set n̂ = n+ g[t]t,
n̂− = n− + g[t
−1]t, b̂ = ĥ⊕ n̂, so that ĝ = n̂−⊕ ĥ⊕ n̂ = n̂−⊕ b̂.
Let h˜ = ĥ⊕CD be the extended Cartan subalgebra ([Kac90]) of ĝ. Then h˜∗ =
h∗⊕CΛ0⊕Cδ, where Λ0(K) = δ(D) = 1, Λ0(h⊕CD) = δ(h⊕K) = 0. Let ∆̂ ⊂ h˜∗
be the set of roots of ĝ, ∆̂re, the set of real roots, ∆̂+, the set of positive roots,
∆̂re+ = ∆̂+ ∩ ∆̂re. Let Ŵ = W ⋉Q∨, the affine Weyl group of ĝ. For µ ∈ Q∨, the
corresponding element in Ŵ is denote by tµ. The dot action of Ŵ acts on ĥ
∗ is
given by w ◦Λ = w(Λ+ ρˆ)− ρˆ, where ρˆ = ρ+h∨Λ0 and ρ is the half sum of positive
roots of g.
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Let T be an integral C[K]-domain with the structure map τ : C[K] −→ T .
Define
VT (g) = U(ĝ)⊗U(g[t]⊕CK) T,
where T is regarded as a g[t]-module on which g[t] acts trivially and K acts as
the multiplication by τ(K). There is a unique vertex algebra structure on VT (g)
such that 1 = 1⊗1 is the vacuum vector, Y (T1, z) = 1⊗T , Y (xt−11, z) = x(z) :=∑
n∈Z((xt
n)⊗1)z−n−1, x ∈ g. VT (g) is called the universal affine vertex algebra
associated to g over T , cf. [DSK06, CL19].
If T = C and τ(K) = k ∈ C, VT (g) is the universal affine vertex algebra associ-
ated to g at level k and, is denoted also by Vk(g). The simple graded quotient of
Vk(g) is denoted by Lk(g).
A VT (g)-module is the same as a smooth U(ĝ)⊗T -module on which K acts as
the multiplication by τ(K). Here a U(ĝ)⊗T -module M is called smooth if x(z),
x ∈ g, is a field on M , that is, x(z)m ∈M((z)) for all m ∈M .
In the rest of this section we assume that τ(K) + h∨ is invertible in T , so that
the vertex algebra VT (g) is conformal by the Sugawara construction. The field
corresponding to the conformal vector ω ∈ VT (g) is given by
L(z) =
∑
n∈Z
Lnz
−n−2 :=
1
2(τ(K) + h∨)
∑
i
: xi(z)x
i(z) : .
The central charge of VT (g) equals to τ(K) dim g/(τ(K) + h
∨) ∈ T .
Set hT = h⊗T , h∗T = HomT (hT , T ). We regard h∗ as a subset of h∗T by the natural
embedding h∗ →֒ h∗T , λ 7→ (h⊗a 7→ aλ(h)). For a VT (g)-module M , λ ∈ h∗T , and
∆ ∈ T , put
Mλ = {m ∈M | hm = λ(h)m, ∀h ∈ h},
M[∆] = {m ∈M | (L0 −∆)rm = 0, r≫ 0}, M∆ = {m ∈M | L0m = ∆m},
Mλ[∆] =M
λ ∩M[∆].
M is called as a weight module if M =
⊕
λ∈h∗
T
, ∆∈T
Mλ[∆].
The Kazhdan-Lusztig category KLT over T is the category of all VT (g)-modules
M such that (1) M is a weight module and Mλ = 0 unless λ ∈ P , (2) U(g[t])⊗T.m
is finitely generated as a T -module for all m ∈ M , (3) M is direct sum of finite-
dimensional g-modules.
For λ ∈ P+, define
VT (λ) := U(ĝ)⊗U(g[t]⊕CK) (Eλ⊗T ) ∈ KLT ,
where Eλ is the irreducible finite-dimensional g-module with highest weight λ re-
garded as a g[t]-module on which g[t]t acts trivially. We have
VT (λ) =
⊕
d∈Z>0
VT (λ)hλ+d, VT (λ)hλ = Eλ⊗T,
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and each VT (λ)hλ+d is a free T -module of finite rank, where
hλ :=
(λ+ 2ρ|λ)
2(τ(K) + h∨)
=
1
2(τ(K) + h∨)
(|λ|2 +
∑
α∈∆+
(λ|α)) ∈ T.(2)
Note that VT (g) ∼= VT (0) as an object of KLT .
If T = C and τ(K) = k ∈ C, we write KLk for KLT and Vk(λ) for VT (λ).
Lemma 2.1. Suppose that k + h∨ ∈ C\Q60. Then Homĝ(Vk(g),M) ∼= M[0] for
any M ∈ KLk. In particular Vk(g) is projective in KLk.
Proof. Although this statement is well-known, we include a proof for completeness.
The assumption and the second formula of (2) imply that hλ 6∈ R<0 for λ ∈ P+,
and that hλ = 0 if and only λ = 0. It follows that M[−n] = 0 for all n ∈ Z>0,
and thus, L0 acts as Ω/2(k+ h
∨) on M[0], where Ω is the Casimir element of U(g).
As Ω acts semisimply on an object of KLk, it follows that M[0] = M0. Moreover,
M[0] is a direct sum of trivial representations of g. Therefore, we conclude that
M[0] = M
g[t]
0 := M0 ∩ Mg[t]. Hence Homĝ(Vk(g),M) ∼= Mg[t]0 = M[0], by the
Frobenius reciprocity. The last statement follows from the fact that M 7→ M[0] is
an exact functor from KLk to the category of g-modules. 
We now assume that τ(K) + h∨ + 1 is invertible in T as well as τ(K) + h∨. For
a ∈ C, let T + a denote the C[K]-algebra T with the structure map K 7→ τ(K)+ a.
Consider the tensor product VT (g)⊗L1(g). As VT (g) is free over U(g[t−1]t−1),
so is VT (g)⊗L1(g). It follows that we have the vertex algebra embedding
VT+1(g) →֒ VT (g)⊗L1(g), u1 7→ ∆(u)(1⊗1) (u ∈ U(ĝ)),
where ∆(u) denotes the coproduct of U(ĝ).
The following assertion is clear.
Lemma 2.2. VT (g)⊗L1(g) is an object of KLT+1 as a VT+1(g)-module. Moreover,
each weight space (VT (g)⊗L1(g))λ∆ is a free T -module.
Define the vertex algebra CT (g) by
CT (g) := Com(VT+1(g), VT (g)⊗L1(g)).(3)
Note that
CT (g) ∼= HomKLT+1(VT+1(g), VT (g)⊗L1(g)) ∼= (VT (g)⊗L1(g)))g[t]
by the Frobenius resprocity, where (VT (g)⊗L1(g)))g[t] denotes the g[t]-invariant
subspace of VT (g)⊗L1(g) with respect to the diagonal action. As VT (g), L1(g), and
VT+1(g) are conformal, CT (g) is conformal with central charge
τ(K) dim g
τ(K) + h∨
+
dim g
h∨ + 1
− (τ(K) + 1) dim g
τ(K) + h∨ + 1
=
τ(K)(τ(K) + 2h∨ + 1) dim g
(h∨ + 1)(τ(K) + h∨)(τ(K) + h∨ + 1)
,
which equals to
τ(K)(τ(K) + 2h∨ + 1) rank g
(τ(K) + h∨)(τ(K) + h∨ + 1)
,(4)
in the case that g is simply laced.
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If T = C and τ(K) = k ∈ C, we write Ck(g) for CT (g). As Vk(g)⊗L1(g) belongs
to KLk+1, Lemma 2.1 gives the following assertion.
Lemma 2.3. Suppose that k + h∨ + 1 6∈ Q60. Then
Ck(g) ∼→ (Vk(g)⊗L1(g))[0].
Throughout this paper we will use the following notation.
Definition 2.4. Let R be the ring of rational functions in k with poles lying in
{Q60 − h∨} ∪ {∞}, regarded as a C[K]-algebra by the structure map τ(K) = k.
Let F denote the quotient field of R, which is just field of rational functions C(k).
Proposition 2.5. We have CR(g) ∼= (VR(g)⊗L1(g))[0]. Therefore CR(g) is a free
R-module.
Proof. Although the statement is essentially proved in [CL19], we include the proof
for completeness. By the Frobenius reciprocity we have CR(g) ∼= (VR(g)⊗L1(g))g[t]0 .
Hence it is sufficient to show that (VR(g)⊗L1(g))[0] = (VR(g)⊗L1(g))g[t]0 . The
inclusion ⊃ is clear. Let v ∈ (VR(g)⊗L1(g))[0]. Then (L0v)⊗1 = L0(v⊗1) = 0 in
(VR(g)⊗L1(g))⊗RCk = Vk(g)⊗L1(g) for all k 6∈ Q60 − h∨ by Lemma 2.1, where
Ck = R/(k− k). Thus L0v = 0. Similarly, g[t]v = 0. 
Observe that KLF is semisimple (see e.g. [Fie06]). Therefore,
CF (g) ∼= (VF (g)⊗L1(g))[0] = (VF (g)⊗L1(g))0 = (VF (g)⊗L1(g))g[t]0 .
It follows from Proposition 2.5 that
CF (g) = CR(g)⊗RF.(5)
Proposition 2.6. Suppose that k + h∨ 6∈ Q60. We have
Ck(g) = CR(g)⊗RCk.
In particular, the character of Ck(g) is independent of k and coincides with that of
CF (g).
Proof. We have (Vk(g)⊗L1(g))[0] = (VR(g)⊗L1(g))[0]⊗RCk. Therefore the asser-
tion follows from Lemma 2.3, Proposition 2.5, and (5). 
3. Wakimoto modules and Screening operators
We continue to assume that T is an integral C[K]-domain with the structure
map τ : C[K] −→ T such that τ(K) + h∨ is invertible.
For λ ∈ h∗T , the Verma module with highest weight λ over T is defined as
MT (λ) = U(ĝ)⊗U(b̂) Tλ,
where Tλ denotes the b̂-module T on which n̂ acts trivially, h acts by the character
λ, and K acts as the multiplication by τ(K). This is an object of the deformed
category OT , which is the category of all VT (g)-modules such that (1) M is a
weight module, (2) U(b̂)⊗CT.m is finitely generated as a T -module for all m ∈M .
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We have MT (λ) =
⊕
∆MT (λ)∆. Let MT (λ)
∗ ∈ OT be the contragredient dual⊕
µ,∆HomT (MT (λ)
µ
∆, T ) of MT (λ).
If T = C and τ(K) = k ∈ C\{−h∨}, we write Mk(λ) for MT (λ) and Ok for OT .
Let Lk(λ) ∈ Ok be the unique simple quotient of Mk(λ). Note that Lk(g) ∼= Lk(0).
We now introduce the Wakimoto modules following [FF90b, Fre05]. Let Mg be
the βγ-system generated by aα(z), a
∗
α(z), α ∈ ∆, satisfying the OPEs
aα(z)a
∗
β(w) ∼
δαβ
z − w , aα(z)aβ(w) ∼ a
∗
α(z)a
∗
β(w) ∼ 0.
Let πT be the Heisenberg vertex algebra over T , which is generated by fields
bi(z) =
∑
n∈Z
(bi)(n)z
−n−1, i = 1, . . . , rank g,
with OPEs
bi(z)bj(w) ∼ τ(K)(αi|αj)
(z − w)2 .(6)
Define the vertex algebra
WT (0) :=Mg⊗CπT+h∨ .
By [Fre05, Theorem 5.1], we have the vertex algebra embedding
VT (g) →֒WT (0).(7)
Here, since we work over T we need to replace κ in [Fre05, Theorem 5.1] by
(τ(k) + h∨)κ0.
More generally, for any λ ∈ h∗T , let πT,λ = U(H)⊗H>0Tλ, whereH = h[t, t−1]⊗CK ⊂
ĝ, H>0 = h[t]⊕CK ⊂ H, Tλ = T on which h[t]t acts trivially, h ∈ h acts by multi-
plication by λ(h), and K acts by multiplication by τ(K). Then πT,λ is naturally a
πT -module, and thus,
WT (λ) :=Mg⊗CπT+h∨,λ
is aMg⊗CπT+h∨ -module, and hence, a VT (g)-module, which belongs to OT . WT (λ)
is called the Wakimoto module with highest weight λ over T . If T = C and τ(K) =
k ∈ C, WT (λ) is the usual Wakimoto module with highest weight λ at level k and
is denoted also by Wk(λ). If this is the case πT+h∨,λ is denoted by πk+h∨,λ.
Let
Ln := n[t, t−1] ⊂ ĝ,
and let H
∞
2 +i(Ln,M) be the semi-infinite Ln-cohomology with coefficients in a
smooth Ln-module M ([Fei84]). Fix a basis {xα | α ∈ ∆+} of n, and let cγα,β be
the corresponding structure constant of n. Denote by
∧∞
2 +•(n) the fermionic ghost
system generated by odd fields ψα(z), ψ
∗
α(z), α ∈ ∆+, with OPEs
ψα(z)ψ
∗
β(w) ∼
δαβ
z − w, ψα(z)ψβ(w) ∼ ψ
∗
α(z)ψ
∗
β(w) ∼ 0.
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By definition,H
∞
2 +•(Ln,M) is the cohomology of the complex (M⊗∧∞2 +•(n), Qst(0)),
where
Qst(z) =
∑
n∈Z
Qst(n)z
−n−1 =
∑
α∈∆+
xα(z)ψ
∗
α(z)−
1
2
∑
α,β,γ∈∆+
cγα,βψ
∗
α(z)ψ
∗
β(z)ψγ(z).
If M is a πT -module, then H
∞
2 +•(Ln,M) naturally a πT+h∨-module by the corre-
spondence
bi(z) 7→ bi(z) +
∑
α∈∆+
(α|αi) : ψα(z)ψ∗α(z) : .(8)
By construction, Ln only acts on the first factorMg ofWT (λ) =Mg⊗CπT+h∨,λ.
Hence
H
∞
2 +i(Ln,WT (λ)) ∼= H∞2 +i(Ln,Mg)⊗πT+h∨,λ ∼=
{
πT+h∨,λ for i = 0
0 otherwise,
(9)
by [Vor93, Theorem 2.1] since Mg is free as U(n[t
−1]t−1) and cofree as U(n[t])-
module. In the case that λ = 0, (9) gives the isomorphism H
∞
2 +0(Ln,WT (0)) ∼=
πT+h∨ of vertex algebras, and (9) is an isomorphism as πT+h∨ -modules.
Lemma 3.1 ([FF92]). The above described vertex algebra isomorphism
πT+h∨ −→ H ∞2 +0(Ln,WT (0)), bi(z) 7→ bi(z)
coincides with the vertex algebra homomorphism πT+h∨ −→ H∞2 +i(Ln,WT (0))
induced by the action of πT ⊂ VT (g) on WT (0) by (8).
Proof. The difference of the two actions of bi(z) on H
∞
2 +0(Ln,WT (0)) is given by
Ai(z) = −
∑
α∈∆+
(α|α∨i ) : aα(z)a∗α(z) : +
∑
α∈∆+
(α|α∨i ) : ψα(z)ψ∗α(z) :,
see [Fre05, Theorem 4.7]. As Ai(z) commutes with bj(z) for any j, the corre-
sponding state Ai = lim
z−→0
Ai(z)1 belongs to the center π
h[t]
T+h∨ of the vertex algebra
πT+h∨ = H
∞
2 +0(Ln,WT (0)). On the other hand it is straightforward to see that
π
h[t]
T+h∨ is trivial, that is, π
h[t]
T+h∨ = T . Hence, Ai = 0 in H
∞
2 +0(Ln,WT (0)) as Ai
has the conformal weight 1. 
Though the following theorem was stated in [FF90b] and proved in [Ara14] for
T = C, the same proof applies.
Theorem 3.2. Assume that T is a field. The Wakimoto moduleWT (λ) is a unique
object in OT satisfying (9).
For λ ∈ h∗T , set
λˆ = λ+ τ(K)Λ0 ∈ ĥ∗T .(10)
Let
∆(λˆ) = {α ∈ ∆̂ | 〈λˆ+ ρˆ, α∨〉 ∈ Z},
the set of integral roots with respect to λˆ.
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Proposition 3.3. Suppose that T is a field, λ ∈ h∗T , and suppose that ∆̂(λˆ)∩{−α+
nδ | α ∈ ∆+, n ∈ Z>1} = ∅. Then
WT (λ) ∼=MT (λ)∗.
Proof. By [Ara04, Theorem 3.1], the assumption implies that MT (λ) is free over
U(n̂ ∩ tµ(n̂−)) for any µ ∈ P+, where tµ denotes a Tits lifting of tµ. Since
n−[t]t = lim−→
µ∈P+
n̂+∩tµ(n̂−), this shows thatMT (λ) is cofree over U(n−[t]t), and hence,
MT (λ)
∗ is cofree over U(n[t−1]t−1). As MT (λ)
∗ is obviously free over U(n[t−1]t−1),
H
∞
2 +i(Ln,MT (λ)
∗) = 0 for i 6= 0. It follows from the Euler-Poincare´ principle that
the character of H
∞
2 +0(Ln,MT (λ)
∗) equals to that of πT+h∨,λ. On the other hand,
there is an obvious non-zero homomorphism πT+h∨,λ −→ H ∞2 +0(Ln,MT (λ)∗).
Since πT+h∨,λ is simple, we conclude that H
∞
2 +0(Ln,MT (λ)
∗) ∼= δi,0πT+h∨,λ, and
we are done by Theorem 3.2. 
Let V (n) be the universal affine vertex algebra associated with n, which can be
identified with the vertex subalgebra of VT (g) generated by xα(z), α ∈ ∆+. The
Ln-action on Mg induces the vertex algebra embedding V (n) →֒Mg.
There is also a right action x 7→ xR of Ln on Mg that commutes with the
left action of Ln ([Fre05]). In fact, as a U(Ln)-bimodule Mg is isomorphic to the
semi-regular bimodule [Vor93, Vor99] of Ln, see [Ara14].
Proposition 3.4. (1) ([Ara14, Proposition 2.1]). Let M be a n((t))-module
that is integrable over n[[t]]. There is a T -linear isomorphism
Φ :WT (λ)⊗CM ∼−→WT (λ)⊗CM
such that
Φ ◦∆(x) = (x⊗1) ◦ Φ, Φ ◦ (xR⊗1) = (xR⊗1− 1⊗x) ◦ Φ for x ∈ Ln.
Here ∆ denotes the coproduct: ∆(x) = x⊗1 + 1⊗x.
(2) Let V be a vertex algebra equipped with a vertex algebra homomorphism
V (n) −→ V , and the induced action of n[[t]] on V is integrable. Then the
map Φ in (1) for M = V is a vertex algebra isomorphism.
Proof. (2) The commutative vertex subalgebra of Mg generated by a
∗
α(z), α ∈ ∆+,
is naturally identified with functions C[J∞N ] on the arc space J∞N of the unipotent
group N whose Lie algebra is n. In this identification, the subalgebra C[N ] of
C[J∞N ] is identified with C[(a
∗
α)(−1)] = C[(a
∗
α)(−1)]1. The arc space J∞N is a
prounipotent group whose Lie algebra is J∞n = n[[t]]. The vertex subalgebra
C[J∞N ] ⊂Mg is a n[[t]]-bi-submodule ofMg, and the n[[t]]-bi-submodule structure
of C[J∞N ] is identical to the one obtained by differentiating the natural J∞N -
bimodule structure of C[J∞N ]. We have the isomorphism
V (n)⊗CC[J∞N ] ∼−→Mg, u1⊗f 7→ uf,
(u ∈ U(t−1n[t−1])) as left t−1n[t−1]-modules and right n[[t]]-modules. We have
xα(z)a
∗
β(w) ∼
1
z − w (xαa
∗
β)(w)(11)
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for α, β ∈ ∆+, where on the right-hand side xα ∈ n acts on a∗β = (a∗β)(−1)1 ∈ C[N ]
as a left-invariant vector field.
By the assumption the action of n[[t]] on V integrates to the action of J∞N .
Let φ : V −→ C[J∞N ]⊗V be the corresponding comodule map. Thus, φ(vi) =∑
j fij⊗vj if {vi} is a basis of V and gvi =
∑
j fij(g)vj with fij ∈ C[J∞N ] for all
g ∈ J∞N . We have φ ◦ g = (g⊗1) ◦ φ for g ∈ J∞N . We shall show that φ is a
vertex algebra homomorphism, that is,
φ((vi)(n)vk) = φ(vi)(n)φ(vk) =
∑
j,l
r>0
((fij)(−r−1)fkl)⊗((vk)(n+r)vl)
for all i, k, n. By the definition of φ this is equivalent to that
g.(vi)(n)vk =
∑
i,j
r>0
(fij)(−r−1)(g)fkl(g)(vk)(n+r)vl =
∑
r>0
(fij)(−r−1)(g)(vk)(n+r)(g.vk),
for g ∈ J∞N , or equivalently,
Ad(g)(vi)(n) =
∑
j
r>0
(fij)(−r−1)(g)(vj)(n+r)
for g ∈ J∞N . By differentiating both sides, it is enough to show that
[x(m), (vi)(n)] =
∑
j
r>0
(x(m)(fij)(−r−1))(1)(vj)(n+r)(12)
for x ∈ n, m > 0, n ∈ Z, where (x(m)(fij)(−r−1))(1) is the value of x(m)(fij)(−r−1) ∈
C[J∞N ] at the identity. By the commutation formula we have [x(m), (vi)(n)] =∑
s>0
(
m
s
)
(x(s)vi)(m+n−s) =
∑
s>0
j
(
m
s
)
((x(s)fij)(1)vj)(m+n−s). Hence (12) follows
from the fact that
(x(m)(fij)(−r−1))(1) =
m
r
(x(m−1)(fij)(−r))(1) = · · · =
(
m
r
)
(x(m−r)(fij)(−1))(1)
for m, r > 0.
Next set
φ˜ : C[J∞N ]⊗V −→ C[J∞N ]⊗V, f⊗v 7→ (f⊗1)φ(v).
Then φ˜ is a linear isomorphism that satisfies
φ˜ ◦ (g⊗g) = (g⊗1) ◦ φ˜,(13)
φ˜ ◦ (gR⊗1) = (gR⊗g−1) ◦ φ˜,(14)
for g ∈ J∞N , where gR denotes the right action (gRf)(a) = f(ga). Moreover, φ˜ is
a vertex algebra homomorphism since φ is so and C[J∞N ] is commutative.
Define the linear isomorphism
Ψ :Mg⊗V = V (n)⊗C[J∞N ]⊗V ∼→Mg⊗V, u⊗w 7→ ∆(u)(φ˜−1(u)),
(u ∈ V (n), w ∈ C[J∞N ]⊗V ), where ∆ is the coproduct of U(t−1n[t−1]) (that is
identified with V (n)) and C[J∞N ]⊗V is naturally considered as a vertex subalgebra
of Mg⊗V . We claim that Ψ is a vertex algebra homomorphism. To see this, first
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note that the restrictions of Ψ to vertex subalgebras V (n), C[J∞N ]⊗V are clearly
vertex algebra homomorphism. Therefore it is sufficient to check that Ψ preserves
the OPE’s between generators of V (n) and C[J∞N ]⊗V . By (13), Ψ(V ) = φ˜−1(V )
is contained in the commutant (Mg⊗V )n[t] of vertex subalgebra ∆(V (n)) inMg⊗V .
Also, since the restriction of Ψ to C[J∞N ] is the identify map, we find that (11) is
preserved by Ψ. We have shown that Ψ is a vertex algebra isomorphism, and thus.
Φ˜ := Ψ−1 is also a vertex algebra isomorphism.
Since Φ˜ ◦ ∆(x) = (x⊗1) ◦ Φ˜ for x ∈ n ⊂ V (n) by definition and Φ˜ is a vertex
algebra homomorphism, we get that Φ˜ ◦∆(x) = (x⊗1) ◦ Φ˜ for all x ∈ n((t)). Next
we show that Φ˜◦(xR⊗1) = (xR⊗1−1⊗x)◦ Φ˜ for x ∈ n((t)). By the same reasoning
as above, it is sufficient to show that the element a = Φ˜(xRα⊗1) − xRα⊗1 + 1⊗xα
is zero for all α ∈ ∆+. By (14), we have a(n)v = 0 for all n > 0, v ∈ Mg⊗V ,
that is, a belongs to the center of Mg⊗V . Since Mg is simple, this implies that
a belongs to the center of V ⊂ Mg⊗V . On the other hand, we have xRα = xα +∑
β>α(Pα,β)(−1)xβ for some polynomial Pα,β in C[N ] of weight α − β, see [Fre05,
Remark 4.4], where we count the weight of a∗α as −α. Also we have Φ˜(xβ⊗1) =
xβ⊗1 − Φ˜(1⊗xβ) = xβ⊗1 − φ(xβ) = xβ⊗1 − 1⊗xβ −
∑
γ>β Rβ,γ⊗xγ , where Rβ,γ
is some polynomial in C[N ] of weight β − γ. It follows that a ∈ C[N ]∗V (n)⊗V ,
where C[N ]∗ is the argumentation ideal of C[N ]. Therefore, we get that a = 0.
The assertion is proved by extending Φ˜ to the vertex algebra isomorphism Φ :
WT (λ)⊗CV ∼−→ WT (λ)⊗CV whose restriction to the vertex subalgebra πT+h∨ is
the identity map.
(1) Although the assertion was proved in [Ara14], we give a yet another based
on the statement (2) we have just proved. As in (2), we obtain a linear isomor-
phism Φ : WT (λ)⊗CM ∼−→ WT (λ)⊗CM . Note that WT (λ)⊗CM is naturally
a module over the vertex algebra WT (λ)⊗CV (n), and we have the isomorphism
Φ : WT (λ)⊗CV (n) ∼→WT (λ)⊗CV (n) of vertex algebras obtained in (2). By con-
struction we have Φ(u(n))Φ(v) = Φ(u(n)v) for u ∈WT (λ)⊗CV (n), and therefore, Φ
satisfies the required properties. 
For each i = 1, . . . , rank g, define an operator Si(z) : WT (µ) −→ WT (µ − αi),
µ ∈ h∗T , by
Si(z) =: e
R
i (z) : e
∫
− 1
τ(K)+h∨
bi(z)dz ::,
where
: e
∫
− 1
τ(K)+h∨
bi(z)dz :
(15)
= T−αiz
−
(bi)(0)
τ(K)+h∨ exp(− 1
τ(K) + h∨
∑
n<0
(bi)(n)
n
z−n) exp(− 1
τ(K) + h∨
∑
n>0
(bi)(n)
n
z−n).
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Here z
−
(bi)(0)
τ(K)+h∨ = exp(− (bi)(0)τ(K)+h∨ log z) and T−αi is the translation operator πT,µ −→
πT,µ−αi sending the highest weight vector to the highest weight vector and com-
muting with all (bj)(n), n 6= 0. The residue
Si :=
∫
Si(z)dz(16)
is an intertwining operator between the ĝ-modules WT (0) and WT (−αi) ([Fre05]).
Proposition 3.5 ([FF92]). Let T = F (see Definition 2.4), or T = C with τ(K) =
k 6∈ Q. Then there exists a resolution of the ĝ-module VT (g) of the form
0 −→ VT (g) −→ C0 d0−→ C1 −→ . . . −→ Cℓ(w0) −→ 0,
Ci =
⊕
w∈W
ℓ(w)=i
WT (w ◦ 0),
where ℓ(w) is the length of w ∈ W , w0 is the longest element of W , and d0 =
⊕rankgi=1 ciSi for some ci ∈ C∗.
Proof. By Fiebig’s equivalence [Fie06], there exists a resolution
0 −→ Lk(0) −→ C0 d0−→ C1 −→ . . . −→ Cn −→ 0(17)
such that Ci =
⊕
w∈W
ℓ(w)=i
MT (w ◦ 0)∗, which corresponds to the dual of BGG resolution
of the trivial representation of g. By Proposition 3.3, MT (w ◦ 0)∗ ∼= WT (w ◦ 0).
The equality d0 = ⊕rankgi=1 ciSi follows from the facts that Si is non-trivial and that
dimT HomOT (MT (0)
∗,MT (−αi)∗) = 1. 
4. More on screening operators
In this section we let T = C with τ(K) = k ∈ C\{−h∨}.
By the formula just before Proposition 7.1 of [Fre05], the construction (16) of
the intertwining operator is generalized as follows (see [TK86] for the details): Let
µ ∈ h∗ such that
(µ|αi) +m(k + h∨) = (αi|αi)
2
(n− 1).(18)
for some n ∈ Z>0 and m ∈ Z. Note that (18) is equivalent to
〈µˆ+ ρˆ, (αi +mδ)∨〉 = n,
where µˆ = µ+ kΛ0 as before, see (10). We have
Si(z1)Si(z2) . . . Si(zn)|Wk(µ)
=
n∏
i=1
z
−
(µ|αi)
k+h∨
i
∏
16i<j6n
(zi − zj)
(αi|αi)
k+h∨ : Si(z1)Si(z2) . . . Si(zn) : .
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By setting z1 = z, zi = zyi−1, i > 2, we have
n∏
i=1
z
−
(µ|αi)
k+h∨
i
∏
16i<j6n
(zi − zj)
(αi|αi)
k+h∨
(19)
= z−
n((µ|αi)−
(αi|αi)
2
(n−1))
k+h∨
n−1∏
i=1
y
m−
(n−1)(αi |αi)
2(k+h∨)
i (1− yi)
(αi|αi)
k+h∨
∏
16i<j6n−1
(yi − yj)
(αi|αi)
k+h∨
= znm
n−1∏
i=1
y
m−
(n−1)(αi|αi)
2(k+h∨)
i (1− yi)
(αi|αi)
k+h∨
∏
16i<j6n−1
(yi − yj)
(αi|αi)
k+h∨ .
Let L∗n(µ, k) be the the local system with coefficients in C associated to the mon-
odromy group of the multi-valued function (19) on the manifold Yn = {(z1, . . . , zn) ∈
(C∗)n | zi 6= zj}, and denote by Ln(µ, k) the dual local system of L∗n(µ, k) ([AK11]).
Then, for an element Γ ∈ Hn(Yn,Ln(µ, k)),
Si(n,Γ) :=
∫
Γ
Si(z1)Si(z2) . . . Si(zn)dz1 . . . dzn :Wk(µ) −→Wk(µ− nαi)(20)
defines a ĝ-module homomorphism.
The following statement was proved by Tsuchiya and Kanie in the case of affine
sl2 (see [TK86, Theorem 0.6]), but the same proof applies.
Theorem 4.1. Suppose that
2d(d+ 1)
(k + h∨)(αi|αi) 6∈ Z,
2d(d− n)
(k + h∨)(αi|αi) 6∈ Z,
for all 1 6 d 6 n − 1. Then there exits a cycle Γ ∈ Hn(Yn,Ln(µ, k)) such that
Si(n,Γ) is non-trivial.
Proposition 4.2 ([Fre92]). Let k be generic, λ ∈ P+, µ ∈ P∨+ . There exists a
resolution of the ĝ-module Lk(λ− (k + h∨)µ) of the form
0 −→ Lk(λ− (k + h∨)µ) −→ C0 d0−→ C1 −→ . . . −→ Cn −→ 0,
Ci =
⊕
w∈W
ℓ(w)=i
Wk(w ◦ λ− (k + h∨)µ).
The map d0 is given by
d0 =
rank g∑
i=1
ciSi(ni,Γi)
for some ci ∈ C, with ni = 〈λ+ ρ, α∨i 〉 and Γi is the cycle as in Theorem 4.1.
Proof. We prove in the same manner as Proposition 3.5. Set Λ = λ− (k + h∨)µ+
kΛ0 ∈ ĥ∗. Then ∆ˆ(Λ) = t−µ(∆) ∼= ∆. Hence Fiebig’s equivalence [Fie06] implies
that there exists a resolution
0 −→ Lk(λ− (k + h∨)µ) −→ C0 d0−→ C1 −→ . . . −→ Cn −→ 0(21)
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such that
Ci =
⊕
w∈W
ℓ(w)=i
Mk(w ◦ λ− (k + h∨)µ)∗.
On the other hand, Proposition 3.3 gives that
Mk(w ◦ λ− (k + h∨)µ)∗ ∼=Wk(w ◦ λ− (k + h∨)µ).
The second assertion follows from the non-triviality of the map Si(ni,Γi) and the
fact that Homĝ(Mk(λ−(k+h∨)µ)∗,Mk(si◦λ−(k+h∨)µ)∗) is one-dimensional. 
Corollary 4.3 ([FF92]). Let k be generic, λ ∈ P+, µ ∈ P∨+ . Then
H
∞
2 +i(Ln,Lk(λ− (k + h∨)µ)) ∼=
⊕
w∈W
ℓ(w)=i
πk+h
∨
w◦λ−(k+h∨)µ
as modules over the Heisenberg vertex algebra πk+h
∨
.
Proof. As Wakimoto modules are acyclic with respect to the cohomology functor
H
∞
2 +i(Ln, ?), H
∞
2 +i(Ln,Lk(λ − (k + h∨)µ)) is the cohomology of the complex
obtained by applying the functor H
∞
2 +i(Ln, ?) to the resolution in Proposition 4.2,
whence the statement. 
5. Principal W -algebras and the Miura map
Let T be an integral C[K]-domain with the structure map τ : C[K] −→ T .
Let f ∈ n− be a principal nilpotent element, {e, f, h} an sl2-triple. Let H•DS(?)
be the Drinfeld-Sokolov reduction cohomology functor associated to f ([FF90a,
FBZ04]). By definition,
H•DS(M) = H
∞
2 +•(Ln,M⊗CΨ),
where Ln acts on M⊗CΨ diagonally and CΨ is the one-dimensional representation
of Ln defined by the character Ψ : Ln ∋ xtn 7→ δn,−1(f |x). The space
W
T (g) := H0DS(VT (g))
is naturally a vertex algebra, and is called the principal W -algebra associated to g
over T . We have
HiDS(VT (g)) = 0 ∀i 6= 0.(22)
This was proved in [FBZ04] for T = C, but the same proof applies for the general
case. We write Wk(g) for WT (g) if T = C and τ(K) = k.
We have
grWT (g) ∼= C[J∞Sf ]⊗T(23)
as Poisson vertex algebras, where grV denotes the graded Poisson vertex algebra
associated to the canonical filtration [Li05] of V , Sf = f + ge ⊂ g = g∗ is the
Kostant slice, J∞X is the infinite jet scheme of X . This was proved in [Ara15a] for
T = C, but the same proof applies. In particular, WT (g) is free as a T -module.
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From the proof of (22), or the fact (23), it follows that for a given C[K]-algebra
homomorphism T1 −→ T2 we have
W
T2(g) = WT1(g)⊗T1T2.
Suppose that τ(K)+h∨ is invertible. Then the vertex algebraWT (g) is conformal
and its central charge is given by
− ((h+ 1)(τ(K) + h
∨)− h∨)(r∨Lh∨(τ(K) + h∨)− (h+ 1)) rankg
τ(K) + h∨
,(24)
where h is the Coxeter number of g, Lh∨ is the dual Coxeter number of the Lang-
lands dual Lg of g, and r∨ is the maximal number of the edges in the Dynkin diagram
of g. We have WT (g) =
⊕
∆∈Z>0
W
T (g)∆, W
T (g)0 = T , and each W
T (g)∆ is a free
T -module of finite rank. Here WT (g)∆ is the T -submodule of W
T (g) spanned by
the vectors of conformal weight ∆.
As explained in [Ara17], there is a vertex algebra embedding
Υ : WT (g) →֒ πT+h∨
called the Miura map ([FF90a, Ara17]). The induced map grΥ : grWT (g) =
C[J∞Sf ]⊗T −→ πT+h∨ = C[J∞h∗]⊗T between associated graded Poisson vertex
algebras is an injective homomorphism, and we have
gr(Υ(WT (g))) = (grΥ)(grWT (g)) = C[J∞(h
∗/W )]⊗T.(25)
Lemma 5.1. Let T2 be a C[K]-subalgebra of T1. Then
Υ(WT2(g)) = Υ(WT1(g)) ∩ πT2+h∨ .
Proof. Clearly, Υ(WT1 (g)) ⊂ Υ(WT (g))∩πT1+h∨ . Thus, it is sufficient to show that
gr(Υ(WT1 (g))) = gr(Υ(WT (g)) ∩ πT1+h∨). But this follows from (25). 
The Miura map Υ may be described as follows. By applying the functor H0DS(?)
to the embedding (7), we obtain the vertex algebra homomorphism
W
T (g) = H0DS(VT (g)) −→ H0DS(WT (0)) ∼= πT+h∨ .(26)
Here the last isomorphism follows from the following lemma.
Lemma 5.2 ([FF92]). We have HiDS(WT (0)) = 0 for i 6= 0 and H0DS(WT (0)) ∼=
πT+h∨ as vertex algebras. More generally, H
i
DS(WT (λ))
∼= δi,0πT+h∨,λ as πT+h∨-
modules for any λ ∈ h∗T .
Proof. By applying Proposition 3.4 for M = CΨ, we obtain the isomorphism
HiDS(WT (λ))
[Φ]
∼−→ H ∞2 +i(Ln,WT (λ)) ∼= δi,0πT+h∨,λ,
where [Φ] denotes the map induced by the isomorphism Φ : WT (λ)⊗CΨ ∼−→
WT (λ)⊗CΨ in Proposition 3.4. 
Proposition 5.3 ([Fre92], see also [Gen17, Lemma 5.1]). The map (26) coincides
with the Miura map Υ via the isomorphism H0DS(WT (0))
∼= πT+h∨ in Lemma 5.2.
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Since it is a Ln-module homomorphism, the map Si(z) :WT (µ) −→WT (µ−αi)
induces the linear map
SWi (z) : πT+h∨,µ = H
0
DS(WT (µ)) −→ πT+h∨,µ−αi = H0DS(WT (µ− αi))
for µ ∈ h∗T .
Lemma 5.4. For each i = 1, . . . , rank g, we have
SWi (z) =: e
∫
− 1
τ(K)+h∨
bi(z)dz :,
where the right-hand-side is defined in (15).
Proof. We have used the isomorphism Φ in Proposition 3.4 in the proof of Lemma
5.2, and we have
Φ ◦ Si(z) = (Si(z)+ : e
∫
− 1
τ(K)+h∨
bi(z)dz :) ◦ Φ.
This means that under the isomorphismsH0DS(WT (µ))
∼= H ∞2 +i(Ln,WT (µ)), SWi (z)
is realized as the operator
Si(z)+ : e
∫
− 1
τ(K)+h∨
bi(z)dz :
But the weight consideration shows that the first factor Si(z) is the zero map. 
We now reprove the following well-known fact.
Proposition 5.5 ([FF90a, FBZ04]). Let T = F , or T = C with τ(K) = k 6∈ Q.
Then
Υ(WT (g)) =
rank g⋂
i=1
(Ker
∫
SWi (z)dz : πT+h∨ −→ πT+h∨,−αi).
Proof. Consider the exact sequence 0 −→ VT (g) −→ WT (0) ⊕iSi−→
⊕
iWT (−αi)
described in Proposition 3.5. By applying the functor H0DS(?), we get the exact
sequence
W
T (g)
Υ−→ πT+h∨ −→
⊕
i
πT+h∨,−αi .
Hence by Lemma 5.4, Υ(WT (g)) equals to the intersection of the kernel of the maps∫
SWi (z)dz : πT+h∨ −→ πT+h∨,−αi . 
Let gL denote the Langlands dual Lie algebra of g. The Feigin-Frenkel duality
states that
W
k(g) ∼= WLk(Lg)
for a generic k, where Lk is defined by the formula r∨(k + h∨)(Lk + Lh∨) = 1
([FF91]).
Theorem 5.6 ([FF91, FF96]). The Feigin-Frenkel duality Wk(g) ∼= WLk(Lg) re-
mains valid for all non-critical k.
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Proof. Although the statement follows from [FF96], see [AFO18, Theorem 6.1], we
include a proof for completeness.
For T = R,F (see Definition 2.4), let LT denote the C[K]-algebra T with struc-
ture map
K 7→ 1
r∨(τ(K) + h∨)
− h∨.
We have the isomorphism
πT+h∨
∼→ LπLT+h∨ , bi(z) 7→ −r∨(τ(K) + h∨)
(αi|αi)
2
Lbi(z),
where LπLT+h∨ is the Heisenberg vertex algebra corresponding to
Lg. This isomor-
phism restricts to the the isomorphism
W
F (g) ∼= WLF (Lg),
see chapter 15 of [FBZ04]. By Lemma 5.1, this further restricts to the isomor-
phism WR(g) ∼= WLR(Lg). Therefore, we get that Wk(g) = WR(g)⊗RCk ∼=
W
LR(Lg)⊗RCk = WLR(Lg)⊗LRCLk = W
Lk(gL).

6. Miura map and representation theory of W -algebras
Let Zhu(V ) be the Zhu’s algebra of a vertex operator algebra V . We have the
isomorphism
Zhu(WT (g))
∼−→ Z(g)⊗T,
where Z(g) is the center of U(g). This was proved in [Ara07] for T = C, but the
proof given in [Ara15b, Ara17] applies to the general case without any changes.
Below we describe the above isomorphism in terms of the Miura map Υ.
Consider the homomorphism of Zhu’s algebras
ΥZ : Zhu(W
T (g)) −→ Zhu(πT+h∨ ) ∼= S(hT ) := S(h)⊗T
induced by the Miura map Υ. This further induces the homomorphism
grΥZ : gr Zhu(W
T (g)) −→ gr Zhu(πT+h∨) = S(hT ),
where the associated graded are taken with respect to the filtration defined by Zhu
[Zhu96].
Lemma 6.1. (1) The map grΥZ is an injective homomorphism onto the sub-
algebra S(hT )
W = S(h)W⊗T ,
(2) The map ΥZ is injective.
Proof. (1) Since both WT (g) and πT+h∨ admits a PBW basis, grΥZ can be iden-
tified with the map RWT (g) −→ RπT+h∨ induced by Υ by [Ara17, Theorem 4.8],
where RV denotes the Zhu’s C2-algebra of a vertex algebra V . By (25), this is an
embedding on to S(h)W⊗T ⊂ S(h)⊗T = RπT+h∨ . (2) follows from (1). 
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For λ ∈ h∗T , set
χλ = (evaluation at λ) ◦ ΥZ : Zhu(WT (g)) −→ T.(27)
Also, define
χ = Tρ−(τ(K)+h∨)ρ∨ ◦ ΥZ : Zhu(WT (g)) −→ S(hT ),(28)
where for µ ∈ h∗T , Tµ : S(hT ) ∼−→ S(hT ) is the translation defined by (Tµp)(λ) =
p(λ− µ), λ ∈ h∗T .
The following assertion can be regarded as a version of the Harish-Chandra
isomorphism.
Proposition 6.2. We have χ(Zhu(WT (g))) ⊂ S(h)W⊗T , and
χ : Zhu(WT (g)) −→ S(h)W⊗T
is an algebra isomorphism.
Proof. For λ ∈ h∗T , let M(λ) −→ WT (λ) be the homomorphism that sends the
highest weight vector vλ ∈ M(λ) to the highest weight vector |λ〉 of WT (λ). The
induced map H0DS(M(λ)) −→ H0DS(WT (λ)) = πT+h∨,λ sends [vλ] to [|λ〉], where
[vλ] and [|λ〉] denote the images of vλ and |λ〉 in H0DS(M(λ)) and πT+h∨ , re-
spectively. As z ∈ Zhu(WT (g)) acts on |λ〉 as the multiplication by χλ(z), it
follows from [Ara07, Proposition 9.2.3] that χλ(z) = χ˜λ−(τ(K)+h∨)ρ∨(λ), where
χ˜λ = (evaluation at λ) ◦ p and p : Z(g)⊗T −→ S(hT ) is the Harish-Chandra
projection with respect to the triangular decomposition g = n−⊕ h⊕ n. Hence
χλ = χµ if λ + ρ − (τ(K) + h∨)ρ∨ ∈ W (µ + ρ − (τ(K) + h∨)ρ∨), and therefore,
χ(Zhu(WT (g))) ⊂ S(h)W⊗T . Since χ is injective and gr Zhu(WT (g)) ∼= S(h)W⊗T
by Lemma 6.1, χ : Zhu(WT (g)) −→ S(hT )W must be an isomorphism. 
By Proposition 6.2,
χλ = χµ ⇐⇒ λ+ ρ− (τ(K) + h∨)ρ∨ ∈W (µ+ ρ− (τ(K) + h∨)ρ∨)(29)
for λ, µ ∈ h∗T .
For λ ∈ h∗T , let MT (χλ) be the Verma module of WT (g) with highest weight χλ
(see [Ara07, 5.1]). By definition we have
MT (χλ) ∼= MT (χµ) ⇐⇒ χλ = χµ
⇐⇒ λ+ ρ− (τ(K) + h∨)ρ∨ ∈ W (µ+ ρ− (τ(K) + h∨)ρ∨).
If τ(K) + h∨ is invertible then we have
chMT (χλ) =
qhλ∏∞
j=1(1 − qj)rank g
,
where
hλ =
|λ+ ρ|2 − |ρ|2
2(τ(K) + h∨)
− 〈λ|ρ∨〉.(30)
Here, chM = trM q
L0 .
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If T = C and τ(K) = k we write Mk(χλ) for MT (χλ), and denote by Lk(χ) be
the unique irreducible (graded) quotient of Mk(χ)
1.
Let H•−(M) be the BRST cohomology of the “−”-Drinfeld-Sokolov reduction
[FKW92] with coefficient in a Vk(g)-module M .
Theorem 6.3 ([Ara07]).
(1) Hi−(M) = 0 for all i 6= 0 and M ∈ Ok.
(2) H0−(Mk(λ))
∼= Mk(χλ+(k+h∨)ρ∨).
(3) H0−(Lk(λ))
∼=
{
Lk(χλ+(k+h∨)ρ∨) if 〈λ+ ρ, α∨〉 6∈ N for anyα ∈ ∆+
0 else
Theorem 6.4 ([Ara07, Theorem 9.1.4]). Suppose that 〈λˆ + ρˆ, α∨〉 6∈ Z for all
α ∈ {−β + nδ | β ∈ ∆+, 1 6 n 6 ht(β)}. Then H0DS(Lk(λ)) ∼= Lk(χλ).
7. More on screening operators for W -algebras
In this section we let T = C with τ(K) = k ∈ C\{−h∨}. As in Section 4, let
µ ∈ h∗ such that
(µ|αi) +m(k + h∨) = (αi|αi)
2
(n− 1).(31)
for some n ∈ Z>0 and m ∈ Z. For an element Γ ∈ Hn(Yn,Ln(µ, k)), set
SWi (n,Γ) :=
∫
Γ
SWi (z1)S
W
i (z2) . . . S
W
i (zn)dz1 . . . dzn : πk,µ −→ πk,µ−nαi .(32)
The following result was proved in [TK86] for the case that g = sl2.
Theorem 7.1. The map SWi (n,Γ) is the homomorphism of W
k(g)-modules ob-
tained from the ĝ-homomorphism Si(n,Γ) : Wk(µ) −→ Wk(µ − nαi) by applying
the functor H0DS(?). Moreover, suppose that
2d(d+ 1)
(k + h∨)(αi|αi) 6∈ Z,
2d(d− n)
(k + h∨)(αi|αi) 6∈ Z,
for all 1 6 d 6 n − 1. Then there exits a cycle Γ ∈ Hn(Yn,Ln(µ, k)) such that
SWi (n,Γ) is non-trivial.
Proof. The first assertion following from Lemma 5.4. The proof of the non-triviality
is the same as that of Theorem 4.1 (and hence as [TK86]). 
Proposition 7.2. Let k be generic, λ ∈ P+, µ ∈ P∨+ . Then
Lk(χλ−(k+h∨)µ) ∼=
r⋂
i=1
KerSWi (ni,Γi) : π
k+h∨
λ−(k+h∨)µ −→ πk+h
∨
λ−(k+h∨)µ−niαi
where ni = 〈λ+ρ, α∨i 〉 and Γi ∈ Hn(Yn,Ln(λ− (k+h∨)µ, k)) is as in Theorem 7.1.
1We have changed slightly the notation for the parametrization of simple Wk(g)-modules from
[Ara07]. Namely we have χλ = γλ−(k+h∨)ρ∨ , where γλ is the central character used in [Ara07].
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Proof. By Theorem 6.4, we have Lk(χλ−(k+h∨)µ) ∼= H0DS(Lk(λ − (k + h∨)µ)). As
Wakimoto modules are acyclic with respect to the cohomology functor H•DS(?),
H•DS(Lk(λ − (k + h∨)µ)) is the cohomology of the complex obtained by applying
the functor H•DS(?) to the resolution in Proposition 4.2. Therefore the assertion
follows from Theorem 7.1. 
8. Coset construction of universal principal W -algebras
We assume that g is simply laced for the rest of the paper. The goal of this
section is to provide a proof of Main Theorem 2.
For m ∈ N, let Pm+ = {λ ∈ P+ | λ(θ) 6 m}. Then, {Lk(λ) | λ ∈ Pm+ } gives the
complete set of isomorphism classes of irreducible integrable representation of ĝ of
level m.
Recall that, for ν ∈ P 1+, the Frenkel-Kac construction [FK81] gives the isomor-
phism of ĝ-modules
L1(ν) ∼=
⊕
β∈Q
π1,ν+β ,(33)
where the action of ĝ on the right-hand-side is given by
hi(z) 7→ αi(z), ei(z) =: e
∫
αi(z)dz :, fi(z) =: e
−
∫
αi(z)dz : .
Here we denoted by αi(z) the generator of the Heisenberg vertex algebra π1 satis-
fying the OPE
αi(z)αj(w) ∼ (αi, αj)
(z − w)2 .(34)
Let T be an integral C[K]-domain with the structure map τ : C[K] −→ T such
that τ(K) + h∨ and τ(K) + h∨ + 1 are invertible. Consider the vertex algebra
H
∞
2 +•(Ln,WT (0)⊗L1(g)), where Ln acts on WT (0)⊗L1(g) diagonally. For λ ∈ h∗T
and ν ∈ P 1+, H
∞
2 +i(Ln,WT (λ)⊗L1(ν)) is naturally a H∞2 +•(Ln,WT (0)⊗L1(g))-
module.
Lemma 8.1. There is an embedding
πT+h∨⊗π1 →֒ H ∞2 +0(Ln,WT (0)⊗L1(g))
of vertex algebras, and we have
H
∞
2 +i(Ln,WT (λ)⊗L1(ν)) ∼= δi,0
⊕
β
πT+h∨,λ⊗π1,ν+β
as πT+h∨⊗π1-modules for λ ∈ h∗T , ν ∈ P 1+.
Proof. By Proposition 3.4, we have the isomorphism
H
∞
2 +0(Ln,WT (0)⊗L1(g))
[Φ]
∼−→ H ∞2 +0(Ln,WT (0))⊗L1(g) ∼= πT+h∨⊗L1(g)
∼=
⊕
β∈Q
πT+h∨⊗π1,β ,
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of vertex algebras, where [Φ] denotes the map induced by the isomorphism Φ :
WT (0)⊗L1(g) ∼−→ WT (0)⊗L1(g) for M = L1(g) in Proposition 3.4. Similarly, we
have
H
∞
2 +0(Ln,WT (λ)⊗L1(ν))
[Φ]
∼−→ H∞2 +0(Ln,WT (λ))⊗L1(ν) ∼= πT+h∨,λ⊗L1(ν)
∼=
⊕
β∈Q
πT+h∨,λ⊗π1,ν+β
as πT+h∨⊗π1-modules. 
The proof of the following assertion is the same as Lemma 3.1.
Lemma 8.2. The embedding π1 →֒ H∞2 +0(Ln,WT (0)⊗L1(g)) in Lemma 8.1 coin-
cides with the vertex algebra homomorphism
π1 −→ H ∞2 +0(Ln,WT (0)⊗L1(g)),
αi(z) 7→ αi(z)−
∑
α∈∆+
α(α∨i ) : aα(z)a
∗
α(z) : +
∑
α∈∆+
α(α∨i ) : ψα(z)ψ
∗
α(z) : .
Here we have omitted the tensor product sign.
Let T ′ denote the C[K]-algebra T with the structure map
K 7→ τ ′(K) := τ(K) + h
∨
τ(K) + h∨ + 1
− h∨.(35)
We have the vertex algebra isomorohism
πT+h∨+1⊗πT ′ ∼→ πT+h∨⊗π1,
bi(z)⊗1 7→ bi(z)⊗1 + 1⊗αi(z),
1⊗bi(z) 7→ 1τ(K)+h∨+1bi(z)⊗1− τ(K)+h
∨
τ(K)+h∨+11⊗αi(z).
(36)
Note that, by Lemma 8.2, the map
πT+h∨+1 →֒ πT+h∨+1⊗πT ′ ∼→ πT+h∨⊗π1 →֒ H ∞2 +0(Ln,WT (0)⊗L1(g)),
where the first map is the embedding to the first component, coincides with the ver-
tex algebra homomorphism induced by the diagonal embedding πT+1 →֒WT (0)⊗L1(g).
The following assertion follows immediately from Lemma 8.1.
Proposition 8.3. We have the isomorphism
H
∞
2 +i(Ln,WT (µ)⊗L1(ν)) ∼= δi,0
⊕
λ∈h∗
λ−µ−ν∈Q
πT+h∨+1,λ ⊗ πT ′+h∨,µ−(τ ′(K)+h∨)λ
as πT+h∨+1⊗πT ′+h∨-modules for λ ∈ h∗T and ν ∈ P 1+. In particular, πT+h∨+1 and
πT ′+h∨ form a dual pair in H
∞
2 +0(Ln,WT (0)⊗L1(g)).
Now recall the commutant vertex algebra CT (g) = Com(VT+1(g), VT (g)⊗L1(g)).
We define the vertex algebra homomorphism
ψT : CT (g) −→ πT ′+h∨
as follows. First, define the vertex algebra homomorphism
ψ1,T : CT (g) = (VT (g)⊗L1(g))g[t] −→ H∞2 +0(Ln, VT (g)⊗L1(g)), v 7→ [v⊗1].
(37)
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The diagonal embedding πT+1 →֒ VT (g)⊗L1(g), gives rise to a vertex algebra em-
bedding πT+h∨+1 →֒ H ∞2 +0(Ln, VT (g)⊗L1(g)). By definition, the image of ψ1,T is
contained in
Com(πT+h∨+1, H
∞
2 +0(Ln, VT (g)⊗L1(g))) ⊂ H ∞2 +0(Ln, VT (g)⊗L1(g)).
Next let
ψ2,T : Com(πT+h∨+1, H
∞
2 +0(Ln, VT (g)⊗L1(g)))
−→Com(πT+h∨+1, H ∞2 +0(Ln,WT (0)⊗L1(g))) ∼= πT ′+h∨
(38)
be the vertex algebra homomorphism induced by the embedding VT (g) →֒WT (0).
We set
ψT = ψ2,T ◦ψ1,T .(39)
If T = C and τ(K) = k we write ψk for ψT and ψi,k for ψi,T , i = 1, 2, and we
define the complex number ℓ by the formula (1)
Proposition 8.4. Suppose that k+ h∨ 6∈ Q60. The vertex algebra homomorphism
ψk : Ck(g) −→ πℓ+h∨
is injective.
Proof. We show both ψ1,k and ψ2,k are injective.
The vertex algebraH
∞
2 +0(Ln, Vk+1(g)) is naturally conformal. For aH
∞
2 +0(Ln, Vk+1(g))-
module M and ∆ ∈ C, set M[∆] = {m ∈M | (L0 −∆)rm = 0, r ≫ 0}.
Let N be the cokernel of the injection
Vk+1(g)⊗Ck(g) →֒ Vk(g)⊗L1(g), u1⊗v 7→ ∆(u)v, u ∈ U(ĝ).
The long exact sequence of the BRST cohomology gives the exact sequence
H
∞
2 −1(Ln, N) −→ H ∞2 +0(Ln, Vk+1(g)⊗Ck(g)) −→ H ∞2 +0(Ln, Vk(g)⊗L1(g)).
(40)
Since N[∆] = 0 for ∆ ∈ Z60 by Lemma 2.3, we have H∞2 −1(Ln, N)[0] = 0. Hence
(40) restricts to the embedding
H
∞
2 +0(Ln, Vk+1(g)⊗Ck(g))[0] →֒ H
∞
2 +0(Ln, Vk(g)⊗L1(g))[0].(41)
On the other hand, H
∞
2 +0(Ln, Vk+1(g)⊗Ck(g))[0] = H ∞2 +0(Ln, Vk+1(g))[0]⊗Ck(g) =
C⊗Ck(g). It follows that (41) coincides with ψ1,k. In particular, ψ1,k is injective.
Next, let U be the cokernel of the embedding Vk(g) →֒Wk(0). This gives rise to
the exact sequence
H
∞
2 −1(Ln, U⊗L1(g)) −→ H ∞2 +0(Ln, Vk(g)⊗L1(g)) −→ H ∞2 +0(Ln,Wk(0)⊗L1(g)).
In the same way as above we have H
∞
2 −1(Ln, U⊗L1(g))[0] = 0, and so the above
map restricts to the embedding
H
∞
2 +0(Ln, Vk(g)⊗L1(g))[0] →֒ H
∞
2 +0(Ln,Wk(0)⊗L1(g))[0].(42)
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Because Com(πT+h∨+1, H
∞
2 +0(Ln, VT (g)⊗L1(g))) ⊂ H ∞2 +0(Ln, Vk(g)⊗L1(g))[0],
Com(πT+h∨+1, H
∞
2 +0(Ln,WT (0)⊗L1(g))) ⊂ H∞2 +0(Ln,Wk(0)⊗L1(g))[0] and ψ2,k
is the restriction of (42), it follows that ψ2,k is injective as well. 
Recall the C[K]-algebras R and F defined in Section 2 (see Definition 2.4), and
the Miura map Υ in Section 6. Also, recall that R′ and F ′ denote the C[K]-algebras
obtained by modifying the structure map on R and F using (35).
Theorem 8.5. The map ψF : CF (g) −→ πF ′+h∨ is an injective vertex algebra
homomorphism onto Υ(WF
′
(g)). Therefore, CF (g) ∼= WF ′(g) as vertex algebras.
The proof of Theorem 8.5 will be given in Section 10.
Theorem 8.5 together with Proposition 2.6 immediately gives the following.
Corollary 8.6. Assume that k + h∨ 6∈ Q60. Then chCk(g) = chWℓ(g).
Theorem 8.7. (1) The map ψR : CR(g) −→ πR′+h∨ is an injective vertex
algebra homomorphism onto Υ(WR
′
(g)). Therefore, CR(g) ∼= WR′(g) as
vertex algebras.
(2) Assume that k + h∨ 6∈ Q60. The map ψk : Ck(g) −→ πℓ+h∨ is an injective
vertex algebra homomorphism onto Υ(Wℓ(g)). Therefore, Ck(g) ∼= Wℓ(g)
as vertex algebras.
Proof. Consider the vertex algebra homomorphism ψR : CR(g) −→ πR′ . By Propo-
sition 2.5 and (5), CR(g) ⊂ CF (g), and so ψR is the restriction of ψF to CR(g).
Hence,
ψR(CR(g)) ⊂ ψF (CF (g)) ∩ πR′ = Υ(WF ′ (g)) ∩ πR′ = Υ(WR′ (g))
by Lemma 5.1. Since Ck(g) = CR(g)⊗RCk by Proposition 2.6, this implies that
ψk(Ck(g)) = Im(ψR(CR(g))⊗RCk −→ πR′+h∨⊗RCk = πℓ+h∨)
⊂ Υ(WR′ (g))⊗R′Cℓ = Υ(Wℓ(g)).
Since ψk(Ck(g)) and Υ(Wℓ(g)) have the same character by Corollary 8.6, we con-
clude that the natural map ψR(CR(g))⊗RCk −→ πR′+h∨⊗RCk is injective and
that ψk(Ck(g)) = Υ(Wℓ(g)). As ψR(CR(g))⊗RCk = Υ(WR′ (g))⊗R′Cℓ for all
k ∈ SpecmR, we get that ψR(CR(g)) = Υ(WR′ (g)). 
Remark 8.8. By the Feigin-Frenkel duality, Theorem 8.7 implies that
(Vk(g)⊗L1(g))g[t] ∼= (V−k−2h∨−1(g)⊗L1(g))g[t]
for a generic k.
9. Key Observation
In this section we establish the key fact needed for the proof of Theorem 8.5.
Let T be an integral C[K]-domain with the structure map τ : C[K] −→ T such
that τ(K) + h∨ is invertible.
Recall the operator Si(z) : WT (µ) −→ WT (µ − αi) defined in Section 3. As
Si(z) is an ĥ⊕Ln-module homomorphism, Si(z)⊗ idL1(ν) defines an ĥ⊕Ln-module
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homomorphism WT (µ)⊗L1(ν) −→ WT (µ − αi)⊗L1(ν). Therefore, it induces the
T -linear map
[Si(z)⊗ idL1(ν)] : H
∞
2 +•(Ln,WT (µ)⊗L1(ν)) −→ H∞2 +•(Ln,WT (µ− αi)⊗L1(ν)).
Proposition 9.1. Let ν ∈ P 1+. Under the isomorphism in Proposition 8.3, we have
[Si(z)⊗ idL1(ν)] = −1⊗SWi (z) :
⊕
λ∈h∗
T
λ−µ−ν∈Q
πT+h∨+1,λ ⊗ πT ′+h∨,µ−(τ ′(K)+h∨)λ
−→
⊕
λ∈h∗
T
λ−µ−ν∈Q
πT+h∨+1,λ ⊗ πT ′+h∨,µ−αi−(τ ′(K)+h∨)λ.
Proof. We have used the map Φ in Proposition 3.4 to achieve the isomorphism in
Proposition 8.3, and so the factor ei(z)
R of Si(z) becomes e
R
i (z) minus the action
of ei(z) on L1(ν). Namely,
Φ ◦ Si(z)⊗ idL1(ν) = (eRi (z)⊗1− 1⊗ei(z)) : e
∫
− 1
τ(k)+h∨
bi(z)dz : ◦Φ
= Si(z)⊗1 ◦ Φ− : e
∫
−
(
1
τ(K)+h∨
bi(z)−αi(z)
)
dz : ◦Φ.
Here, as before, bi(z) and αi(z) are generating fields of πT+h∨ ⊂ WT (0) and
π1 ⊂ L1(g) described in (6) and (34), respectively, and we have omitted the tensor
product sign. The first factor Si(z)⊗1 is the zero map by weight consideration.
The second factor equals to −1⊗SWi (z) since
1
τ(K) + h∨
bi(z)− αi(z)
=
1
τ ′(K) + h∨
(
1
τ(K) + h∨ + 1
bi(z)− τ(K) + h
∨
τ(K) + h∨ + 1
αi(z)
)
,
see (36) and Lemma 5.4. This completes the proof. 
10. Proof of Theorem 8.5
Let T be the field F , or C with the structure map τ(K) = k 6= Q, so that KLk
is semisimple. We will prove that ψT gives the isomorphism
ψT : CT (g) ∼−→ Υ(WT ′ (g)) ⊂ πT ′+h∨ .(43)
Here ψT = ψT,2 ◦ψT,1, where ψT,1 and ψT,2 are given by (37) and (38).
First, let us describe the map
ψ1,T : CT (g) −→ Com(πT+h∨+1, H ∞2 +0(Ln, VT (g)⊗L1(g))).
As KLT is semisimple, we have
VT (g)⊗L1(g) ∼=
⊕
λ∈P+
VT+1(λ)⊗Bλ, Bλ = Homĝ(VT+1(λ), VT (g)⊗L1(g)).
It follows that
H
∞
2 +0(Ln, VT (g)⊗L1(g)) ∼=
⊕
λ∈P+
H
∞
2 +0(Ln,VT+1(λ))⊗Bλ =
⊕
λ∈P+
πT+h∨+1,λ⊗Bλ.
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Hence, Com(πT+h∨+1, H
∞
2 +0(Ln, VT (g)⊗L1(g))) = B0. Therefore,
ψ1,T : CT (g) ∼→ B0.
Next, by applying the exact functor ?⊗L1(g) to the resolution of VT (g) described
in Proposition 3.5, we obtain the resolution
0 −→ VT (g)⊗L1(g) −→ C′0 d0⊗1−→ C′1 −→ . . . −→ C′n −→ 0,(44)
C′i =
⊕
w∈W
ℓ(w)=i
WT (w ◦ 0)⊗L1(g)
of Vk(g)⊗L1(g). As eachWT (w ◦ 0)⊗L1(g) is acyclic with respect to H∞2 +i(Ln, ?),
we can compute the cohomologyH
∞
2 +•(Ln, VT (g)⊗L1(g)) using the resolution (45).
That is, H
∞
2 +•(Ln, VT (g)⊗L1(g)) is the cohomology of the induced complex
0 −→ H ∞2 +0(Ln, C′0) −→ H
∞
2 +0(Ln, C′1) −→ . . . −→ H
∞
2 +0(Ln, C′n) −→ 0,
of H
∞
2 +0(Ln,WT (0)⊗L1(g))-modules. It follows that we have the exact sequence
0 −→ H∞2 +0(Ln, VT (g)⊗L1(g)) ψ2,T−→ H ∞2 +0(Ln,WT (0)⊗L1(ν))
[d0⊗1]−→
⊕
i
H
∞
2 +0(Ln,WT (−αi)⊗L1(ν)),
where [d0⊗1] denotes the map induced by d0⊗1. Hence, ψT (CT (g)) is the kernel of
the map [d0⊗1]. It follows from Proposition 9.1 that
ψT (CT (g)) =
⋂
i
Ker(
∫
SWi (z)dz : πT ′+h∨ −→ πT ′+h∨,−αi) = Υ(WT
′
(g))
as required. .
11. Generic decomposition
Having established Theorem 8.7, we set T = C with the structure map τ(K) = k
for the rest of the paper. In this section we assume further that k 6∈ Q, so that KLk
is semisimple and Vk(λ) = Lk(λ) for all µ ∈ P+. Also, Wℓ(g) = Wℓ(g) by Theorem
6.4, where ℓ is as in (1).
For µ ∈ P+ and ν ∈ P 1+, we have
Vk(µ)⊗L1(ν) =
⊕
λ∈P+
Vk+1(λ)⊗Bµ,νλ , Bµ,νλ = Homĝ(Vk+1(λ),Vk(µ)⊗L1(ν)).
According to Theorem 8.7, each Bµ,νλ is a Wℓ(g)-module.
Theorem 11.1. Suppose that k 6∈ Q. For λ, µ ∈ P+ and ν ∈ P 1+, we have
Bµ,νλ ∼=
{
Lℓ(χµ−(ℓ+h∨)λ) if λ− µ− ν ∈ Q,
0 otherwise,
as Wℓ(g)-modules.
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Proof. The proof is similar to that of Theorem 8.5. By Corollary 4.3, we have
H
∞
2 +i(Ln,Vk(µ)⊗L1(ν)) =
⊕
λ∈P+
H
∞
2 +i(Ln,Vk+1(λ))⊗Bµ,νλ
∼=
⊕
λ∈P+
 ⊕
w∈W
ℓ(w)=i
πk+h∨+1,w◦λ
⊗Bµ,νλ .
Thus,
Bµ,νλ ∼= Homπk+h∨+1(πk+h∨+1,λ, H
∞
2 +0(Ln,Vk(µ)⊗L1(ν)))
as modules over Wℓ(g) = Ck(g). On the other hand, by applying the exact functor
?⊗L1(g) to the resolution of Vk(µ) = Lk(µ) described in Proposition 4.2, we obtain
the resolution
0 −→ Vk(µ)⊗L1(ν) −→ C′0 d0⊗1−→ C′1 −→ . . . −→ C′n −→ 0,(45)
C′i =
⊕
w∈W
ℓ(w)=i
Wk(w ◦ µ)⊗L1(ν)
of Vk(µ)⊗L1(ν). So we can compute H∞2 +•(Ln,Vk(µ)⊗L1(ν)) using the resolution
(45), that is, H
∞
2 +•(Ln,Vk(µ)⊗L1(ν)) is the cohomology of the induced complex
0 −→ H∞2 +0(Ln, C′0) −→ H
∞
2 +0(Ln, C′1) −→ . . . −→ H
∞
2 +0(Ln, C′n) −→ 0
of H
∞
2 +0(Ln,Wk(0)⊗L1(g))-modules. In particular, H ∞2 +0(Ln,Vk(µ)⊗L1(ν)) is
isomorphic to the kernel of the map
H
∞
2 +0(Ln,Wk(µ)⊗L1(ν)) −→
rank g⊕
i=1
H
∞
2 +0(Ln,Wk(µ− niαi)⊗L1(ν))(46)
induced by d0⊗1, where ni = 〈µ+ ρ, α∨i 〉. Therefore from Propositions 8.3 and 9.1
one finds that for λ ∈ P+
Bµ,νλ =
rank g⋂
i=1
Ker(SW (ni,Γi) : π
ℓ+h∨
µ−(ℓ+h∨)λ−→πℓ+h
∨
µ−(ℓ+h∨)λ−niαi
)
if λ− µ− ν ∈ Q, and Bµ,νλ = 0 otherwise. We are done by Proposition 7.2. 
Corollary 11.2. Suppose that k 6∈ Q. Then Vk+1(g) and Wℓ(g) form a dual pair
in Vk(g)⊗L1(g).
12. Coset construction of minimal series W -algebras
Recall that the level k is called an admissible number for ĝ if Lk(g) is an admis-
sible representation [KW89]. Since we have assumed that g is simply laced, this
condition is equivalent to that
k + h∨ =
p
q
, p, q ∈ Z>1, (p, q) = 1, p > h∨.(47)
An admissible number k is called non-degenerate ([FKW92], see also [Ara15a]) if
the associated variety ([Ara12]) of Lk(g) is exactly the nilpotent cone of g, which
is equivariant to the condition q > h∨ for a simply laced g. The main result
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of [Ara15b] states that Wk(g) is is rational (and lisse [Ara15a]) if k is an non-
degenerate admissible number. The rationalW -algebra Wp/q−h∨(g) for p, q ∈ Z>1,
(p, q) = 1, p, q > h∨ is called the (p, q)-minimal series principal W -algebra and
denoted also byWp,q(g). Note thatWp,q(g) ∼= Wq,p(g) by the Feigin-Frenkel duality
Theorem 5.6.
If k is an admissible number, then the level ℓ, defined by (1), is given by the
formula
ℓ+ h∨ =
p
p+ q
,(48)
so that ℓ is a non-degenerate admissible number and Wℓ(g) is the (p+q, q)-minimal
series principal W -algebra Wp,p+q(g).
Let k be an admissible level,
Prk = {λ ∈ h∗ | λˆ := λ+ kΛ0 is a principal admissible weight of ĝ}.
Here a weight λˆ of ĝ is called principal admissible if ∆ˆ(λˆ) ∼= ∆ˆre as root systems
([KW89]). By [Ara16], any Lk(g)-module that belongs toOk is completely reducible
and {Lk(λ) | λ ∈ Prk} is exactly the set of isomorphism classes of simple Lk(g)-
modules that belong to in Ok.
For k an admissible level, µ ∈ Prk, ν ∈ P+1 . By [KW90], we have
Lk(µ)⊗ L1(ν) ∼=
⊕
λ∈Prk+1
λ−µ−ν∈Q
Lk+1(λ) ⊗Kλµ,ν ,(49)
where
Kλµ,ν := Homĝ(Lk+1(λ),Lk(µ)⊗ L1(ν)) = Homĝ(Vk+1(λ),Lk(µ)⊗ L1(ν)).
Note that K00,0 = Com(Lk+1(g), Lk(g)⊗L1(g)) = (Lk(g)⊗L1(g))g[t]. The character
of each Kλµ,ν has been computed in [KW90].
Theorem 12.1. For an admissible level k, we have
Com(Lk+1(g), Lk(g)⊗L1(g)) ∼= Wℓ(g)
as vertex algebras. In particular, Com(Lk+1(g), Lk(g)⊗L1(g)) is simple, rational
and lisse.
Proof. By [CL19], Com(Lk+1(g), Lk(g)⊗L1(g)) is a quotient vertex algebra of Ck(g).
Indeed, since Vk+1(g) is projective in KLk+1 by Lemma 2.1, the surjection
Vk(g)⊗L1(g) −→ Lk(g)⊗L1(g)
induces the surjection
Ck(g) =Hom(Vk+1(g), Vk(g)⊗L1(g)) −→ Hom(Vk+1(g), Lk(g)⊗L1(g)).
On the other hand, (49) implies that
Hom(Vk+1(g), Lk(g)⊗L1(g)) = Hom(Lk+1(g), Lk(g)⊗L1(g))
= Com(Lk+1(g), Lk(g)⊗L1(g)).
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Thus Com(Lk+1(g), Lk(g)⊗L1(g)) is a quotient of Wℓ(g) by Theorem 8.7. We are
done since it has been already shown in [KW90] that the character of the coset
Com(Lk+1(g), Lk(g)⊗L1(g)) coincides with that of Wℓ(g). 
Remark 12.2. By Theorem 5.6, Theorem 12.1 realizes all the minimal series prin-
cipal W -algebras for ADE types.
We continue to assume that k and ℓ are admissible levels defined by (47) and
(48). Recall that
{Lℓ(χµ−(ℓ+h∨)(λ+ρ∨)) | λ ∈ P p+q−h
∨
+ , µ ∈ P p−h
∨
+ }
gives the complete set of isomorphism classes of simple Wℓ(g)-modules ([FKW92,
Ara15b]). Observe that
P p−h
∨
+ = Prk ∩ P, P p+q−h
∨
+ = Prk+1 ∩ P.
Note that Prk ∩ P = Prk = P k+ if k ∈ Z>1.
Theorem 12.3. Let µ ∈ P p−h∨+ ⊂ Prk, ν ∈ P 1+. We have
Lk(µ)⊗ L1(ν) ∼=
⊕
λ∈P
p+q−h∨
+
λ−µ−ν∈Q
Lk+1(λ) ⊗ Lℓ(χµ−(ℓ+h∨)λ)
as Lk+1(g)⊗Wℓ(g)-modules.
Note that since the coset P/Q can be represented by nonzero elements of P 1+,
any simple Wℓ(g)-module appears in the decomposition of Lk(µ)⊗ L1(ν) for some
µ ∈ P p−h∨+ and ν ∈ P 1+.
Proof of Theorem 12.3. By Theorem 6.13 of [Ara14], we have
H
∞
2 +i(Ln,Lk+1(λ)) =
⊕
w∈Ŵ (λ)
ℓ
∞
2 (w)=i
πk+h∨+1,w◦k+1λ.
for λ ∈ Prk+1 ∩ P , where ℓ∞2 (w) is the semi-infinite length of w ∈ Ŵ (µˆ) and
w ◦k λ = w ◦ λ (w ∈W ), tµ ◦k λ = λ+ (k + h∨)µ (µ ∈ Q∨).
By (49), it follows that
H
∞
2 +i(Ln,Lk(µ)⊗L1(ν)) ∼=
⊕
λ∈Pp+q−h
∨
+
⊕
w∈Ŵ (λ)
ℓ
∞
2 (w)=i
πk+h∨+1,w◦k+1λ⊗Kλµ,ν .(50)
Thus,
Kλµ,ν ∼= Homπk+h∨+1(πk+h∨+1,λ, H
∞
2 +0(Ln,Lk(µ)⊗L1(ν)))(51)
as Wℓ(g)-modules.
On the other hand, by [Ara14], there exists a complex
C• : . . . −→ C−1 −→ C0 d0−→ C1 −→ . . . −→ Cn −→ . . .
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in Ok such that
Ci =
⊕
w∈Ŵ (µˆ)
ℓ
∞
2 (w)=i
Wk(w ◦k µ), and Hi(C•) ∼= δi,0Lk(µ).
Thus, C• is a two-sided resolution of Lk(µ). So C
•⊗L1(ν) is a two-sided resolution
of Lk(µ)⊗L1(ν).
Let C•W denote the complexH
∞
2 +0(Ln, C•⊗L1(ν)). Since eachWk(w◦µ)⊗L1(ν)
is acyclic with respect to H
∞
2 +0(Ln, ?), we have
H
∞
2 +i(Ln,Lk(ν)⊗L1(ν)) ∼= Hi(C•W ).(52)
Note that C•W is a complex of H
∞
2 +i(Ln,Wk(0)⊗L1(g))-modules, and hence is a
complex of Wℓ(g)-modules, where Wℓ(g) acts via the embedding Wℓ(g) = Ck(g) →֒
πℓ+h∨ = Com(πk+h∨+1, H
∞
2 +i(Ln,Wk(0)⊗L1(g))). Therefore, (52) is an isomor-
phism of Wℓ(g)-modules.
We have
CiW =
⊕
w∈Ŵ (µˆ)
ℓ
∞
2 (w)=i
⊕
λ∈h∗
λ−w◦kµ−ν∈Q
πk+h∨+1,λ⊗πℓ+h∨,w◦kµ−(ℓ+h∨)λ(53)
by Proposition 8.3. Therefore, by (51), we find that Kλµ,ν is a subquotient of
πℓ+h∨,µ−(ℓ+h∨)λ as a W
ℓ(g)-module, as µˆ is regular dominant. On the other
hand, Kλµ,ν is a module over the rational quotient Wℓ(g) and Lℓ(χµ−(ℓ+h∨)λ) is
the unique simple Wℓ(g)-module that appears in the local composition factor of
πℓ+h∨,µ−(ℓ+h∨)λ ([Ara07]). Since the character of Kλµ,ν coincides with that of
Lℓ(χµ−(ℓ+h∨)λ) [KW90], we conclude that Kλµ,ν ∼= Lℓ(χµ−(ℓ+h∨)ρ∨). 
Corollary 12.4. For an admissible level k, Then Lk+1(g) and Wℓ(g) form a dual
pair in Lk(g)⊗L1(g).
Let g be simply laced as before, and let k be an admissible level for ĝ and let
n ∈ Z>0. For i = 0, 1, . . . , n− 1 define the rational numbers ℓi by the formula
ℓi + h
∨ =
k + i+ h∨
k + i+ h∨ + 1
,(54)
which are non-degenerate admissible levels for ĝ so that each Wℓi(g) is a minimal
seriesW -algebra. Then the invariant subspace (Lk(g)⊗L1(g)⊗n)g[t] with respect to
the diagonal action of g[t] is naturally a vertex subalgebra of Lk(g)⊗L1(g)⊗n and
by Theorem 12.1 it is a vertex algebra extension ofWℓ0(g)⊗Wℓ1(g)⊗ . . .⊗Wℓn−1(g)
and as such rational and lisse as well by [HKL15, Theorem 3.5]. It is also simple
by [ACKL17, Lemma 2.1].
Corollary 12.5. Let g be simply laced, k an admissible number, n a positive in-
teger. Then the coset vertex algebra (Lk(g)⊗L1(g)⊗n)g[t] is simple, rational and
lisse.
A vertex operator algebra V is called strongly unitary if V is unitary and any
positive energy representation of V is unitary in the sense of [DL14].
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Theorem 12.6 (Classification of unitary minimal seriesW -algebras of type ADE).
The (p, q)-minimal series principal W -algebra Wp,q(g) is strongly unitary if and
only if |p− q| = 1.
Proof. Suppose that |p − q| = 1. Since Wp,q(g) is rational, it is sufficient to show
any simple Wp,q(g)-module M is unitary. By Theorem 5.6, we may assume that
p = q − 1. Then by Theorem 12.3,
M ∼= Homĝ(Lk+1(λ),Lk(µ)⊗L1(ν))
for some λ ∈ P k−h∨+1+ , µ ∈ P k+, ν ∈ P 1+, where k = p − h∨ ∈ Z>0. Since both
Lk+1(λ) and Lk(µ)⊗L1(ν) are unitary, M is unitary is as well (cf. Corollary 2.8 of
[DL14]). Conversely, suppose that Wp,q(g) is strongly unitary. Since any Wp,q(g)-
module is a direct sum of unitary modules of the Virasoro algebra, the lowest L0-
eigenvalue of any simple Wp,q(g)-module is non-negative. Therefore, the effective
central charge [DM04] ofWp,q(g) coincides with the central charge ofWp,q(g), which
equals to
−r((h
∨ + 1)p− h∨q)(h∨p− (h∨ + 1)q)
pq
,(55)
where r is the rank of g. On the other hand, Corollary 3.3 of [DM04] implies that
the effective central charge coincides the growth ([Kac90, Exercise 13.39]) of the
normalized character of Wp,q(g), which is given by
r − h
∨
pq
dim g(56)
in Theorem 2.16 of [KW08]. Using the formula dim g = r(h∨ + 1) (note that g is
simply laced), we find that (55) coincides with (56) if and only if |p− q| = 1. 
Note that for g = sl2, the above series is exactly the discrete series [GKO86] of
the Virasoro algebra.
13. Level-rank Duality
We derive another coset realization of the rational W -algebras of types A and
D. These are called level-rank duality in the physics of conformal field theories,
but they have first appeared in work by Igor Frenkel [Fre82] on vertex algebras of
type A. There, the decomposition of L1(glmn) into modules of Ln(slm)⊗Lm(gln)
was studied. This level-rank duality has then be investigated further in the context
of conformal field theory [Wal89, ABI90, NT92]. We can rephrase it as follows. By
H we denote the rank one Heisenberg vertex algebra.
Theorem 13.1. For positive integers n,m, ℓ > 2, one has
Com (Lm+ℓ(sln), Lm(sln)⊗ Lℓ(sln)) ∼= Com(Ln(slm)⊗ Ln(slℓ)⊗H, Ln(slm+ℓ)) .
Especially it follows that
Com(Ln(slm)⊗H, Ln(slm+1)) ∼= Wk(sln)
at level k satisfying k + n = (m+ n)/(m+ n+ 1).
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Proof. Let n,m, ℓ be three fixed positive integers. Let Gm, Gℓ, Gm+ℓ be the vertex
algebras of nm, nℓ, n(m+ ℓ) fermionic ghosts-systems, so that Gm+ℓ ∼= Gm ⊗ Gℓ.
Then Gm is strongly generated by the fields ψi,j and ψ
∗
j,i for integers i, j in 1 6 i 6
n, 1 6 j 6 m and operator products
ψi,j(z)ψ
∗
k,r(w) ∼ δj,kδi,r(z − w)−1.
Gm has various interesting vertex subalgebras. Its even subalgebra is isomorphic
to L1(glnm) and the n
2, respectively m2, fields of the form
m∑
j=1
: ψi,j(z)ψ
∗
j,k(z) : respectively
n∑
i=1
: ψi,j(z)ψ
∗
r,i(z) :
generate vertex operators algebras isomorphic to Lm(gln) respectively Ln(glm).
Furthermore Lm(sln) and Ln(glm) form a mutually commuting pair in Gm [OS14,
Thm. 4.1] (which used [Wal89]). Similarly, one easily realizes Lm+ℓ(gln), Ln(glm),
Ln(glℓ) and Ln(glm+ℓ) as vertex subalgebras of Gm+ℓ. We then have the following
list of mutually commuting pairs:
(1) Gm and Gℓ in Gm+ℓ
(2) Lm(sln) and Ln(glm) in Gm
(3) Lℓ(sln) and Ln(glℓ) in Gℓ
(4) Lm+ℓ(sln) and Ln(glm+ℓ) in Gm+ℓ
We thus have the following level-rank duality of coset vertex algebras
Com (Lm+ℓ(sln), Lm(sln) ⊗Lℓ(sln)) ∼=
∼= Com(Lm+ℓ(sln),Com (Ln(glm)⊗ Ln(glℓ), Gm+ℓ))
∼= Com(Lm+ℓ(sln)⊗ Ln(glm)⊗ Ln(glℓ), Gm+ℓ)
∼= Com(Ln(glm)⊗ Ln(glℓ),Com (Lm+ℓ(sln), Gm+ℓ))
∼= Com
(
Ln(glm)⊗ Ln(glℓ), Ln(glm+ℓ)
)
∼= Com(Ln(slm)⊗ Ln(slℓ)⊗H, Ln(slm+ℓ))
where here H denotes the rank one Heisenberg vertex algebra in Ln(slm+ℓ) com-
muting with Ln(slm)⊗Ln(slℓ). The case of ℓ = 1 together with Theorem 12.1 then
implies the second statement. 
This Theorem has a nice rationality corollary. Define ki by ki + n = (m + n −
i)/(m+n+1− i) and let H(ℓ) be the Heisenberg vertex operator algebra of rank ℓ.
Then the coset Com (Ln(slm−ℓ)⊗H(ℓ), Ln(slm)) is a vertex algebra extension of
Wk1(sln)⊗Wk2(sln)⊗ . . .⊗Wkℓ−1(sln)⊗Wkℓ(sln)
and as such rational and lisse as well by [HKL15, Theorem 3.5]. It is also simple
by [ACKL17, Lemma 2.1]. Ln(slm) contains the rank m − 1 Heisenberg vertex
algebra. The latter extends to the lattice VOA of the lattice
√
nAm−1 and the
H(ℓ) subVOA of Ln(slm) extends to the lattice VOA VΛℓ with Λℓ the orthogonal
complement of
√
nAm−ℓ−1 in
√
nAm−1. The coset Com(Ln(slm−ℓ), Ln(slm)) is
thus a vertex algebra extension of Com(Ln(slm−ℓ)⊗H(ℓ), Ln(slm))⊗VΛℓ and as
such rational, lisse and simple as well. Summarizing:
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Corollary 13.2. Let n,m, ℓ be positive integers, such that 2 6 m − ℓ. Then the
cosets Com (Ln(slm−ℓ)⊗H(ℓ), Ln(slm)) and Com (Ln(slm−ℓ), Ln(slm)) are ratio-
nal, simple and lisse.
The case of type D is a little bit more complicated. We need two statements.
Recall that by a simple current one means an invertible object in the tensor category
and by a simple current extension of a vertex algebra, one means a vertex algebra
extension by a (abelian) group of simple currents. For lisse vertex algebras, this
group must be finite. Let n,m, ℓ be positive integers and n in addition even.
Firstly, [KFPX12, Theorem 7.4] says especially that a simple current exten-
sion of Ln(som) ⊗ Lm(son) embeds conformally in L1(sonm). This means that
Com(Ln(som), L1(sonm)) is a simple current extension of Lm(son) and the exten-
sion can be read off from [KFPX12, Table 3], see also [JL, Lemmas 4.11 and 4.13].
Com(Ln(som), L1(sonm)) ∼=
{
Lm(son) m odd
Lm(son)⊕ Lm(mω1) m even,
Com(Ln(som), L1(sonm))
Am,n ∼= Lm(son), Am,n :=
{
{1} m odd
Z/2Z m even,
Com(Lm(son), L1(sonm)) ∼= Ln(som)⊕ Ln(nω1).
(57)
with ω0, ω1, . . . , ωm/2 the fundamental weights of som in the m even case. Here
Am,n is the group of simple currents of this extension. The second statement we
need is that L1
(
son(m+ℓ)
)
is a simple current extension of L1 (sonm)⊗L1 (sonℓ) for
n,m, ℓ ∈ Z>0 and n even [AKFPP16, Sec. 6.1]. This means that
(58) L1 (sonm)⊗ L1 (sonℓ) ∼= L1
(
son(m+ℓ)
)Z/2Z
.
Level-rank duality for type D is then
Theorem 13.3. For positive integers n,m, ℓ and n even, let G = Am,n × Aℓ,n ×
Z/2Z with Am,n = Z/2Z for even m and Am,n trivial otherwise. Then
Com(Lm+ℓ(son), Lm(son)⊗Lℓ(son)) ∼= Com(Ln(som)⊗Ln(soℓ), Ln(som+ℓ)⊕Ln(nω1))G .
Especially it follows that
Com(Ln(som), Ln(som+1)⊕ Ln(nω1))Am,n×Z/2Z ∼= Wk(son)
at level k satisfying k + n− 2 = (m+ n− 2)/(m+ n− 1).
Proof. Let C := Com(Lm+ℓ(son), Lm(son)⊗ Lℓ(son)). Using (57) twice, we get
C = Com(Lm+ℓ(son), Lm(son)⊗ Lℓ(son))
∼= Com
(
Lm+ℓ(son),Com(Ln(som), L1(sonm))
Am,n ⊗ Com(Ln(soℓ), L1(sonℓ))Aℓ,n
)
∼= Com(Lm+ℓ(son),Com (Ln(som), L1(sonm)) ⊗ Com(Ln(soℓ), L1(sonℓ)))Am,n×Aℓ,n
∼= Com(Lm+ℓ(son)⊗ Ln(som)⊗ Ln(soℓ), L1(sonm)⊗ L1(sonℓ))Am,n×Aℓ,n .
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In the third line we used that the actions of Am,n and Ln(som) commute on
L1(sonm). Using (58) it follows that
C ∼= Com (Lm+ℓ(son)⊗ Ln(som)⊗ Ln(soℓ), L1(son(m+ℓ)))Am,n×Aℓ,n×Z/2Z .
The claim follows, since Com
(
Lm+ℓ(son), L1(son(m+ℓ))
) ∼= Ln(som+ℓ) ⊕ Ln(nω1)
by (57). 
We have shown that for even n, the coset Com(Ln(som), Ln(som+1)⊕ Ln(nω1))
has the regular vertex algebra Wk(son) as orbifold vertex subalgebra. This in turn
means that Com(Ln(som), Ln(som+1)⊕ Ln(nω1)) is a vertex algebra extension of
Wk(son). It is regular, since a vertex algebra extension of a regular vertex algebra
is regular [HKL15, Theorem 3.5].
The module Ln(nω1) is a simple current for Ln(som+1) so that Ln(som+1) ⊕
Ln(nω1) is a simple current extension of Ln(som+1). Conversely, Ln(som+1) is a
Z/2Z-orbifold of Ln(som+1)⊕Ln(nω1). Here Z/2Z leaves Ln(som+1) invariant and
acts as −1 on Ln(nω1), hence it especially commutes with the action of Ln(som)
on Ln(som+1)⊕ Ln(nω1) and thus
Com(Ln(som), Ln(som+1)) = Com
(
Ln(som), (Ln(som+1)⊕ Ln(nω1))Z/2Z
)
= Com(Ln(som), Ln(som+1)⊕ Ln(nω1))Z/2Z .
By [CM, Theorem 5.24] the orbifold of a regular vertex operator algebra by a
finite cyclic group is regular. Hence Com (Ln(som), Ln(som+1)) is rational and
lisse. It is simple by [ACKL17, Lemma 2.1]. We can even do better by iterating
this coset construction. Let 2 6 ℓ < m, then Cℓ,m := Com(Ln(soℓ), Ln(som)) is a
vertex algebra extension of Cℓ,ℓ+1⊗Cℓ+1,ℓ+2⊗ . . .⊗Cm−2,m−1⊗Cm−1,m and as such
rational, lisse and simple as well.
Corollary 13.4. Let n,m, ℓ be integers, such that n is even and 2 6 ℓ < m. Then
Com(Ln(soℓ), Ln(som)) is simple, rational and lisse.
14. Kazama-Suzuki coset vertex superalgebras
Let n,m be positive integers. In the physics of sigma models for string theories
the Kazama-Suzuki [KS89] coset
KS(n,m) := Com
(
Ln+1(slm)⊗V√m(m+1)(m+n+1)Z, Ln(slm+1)⊗Gm
)
is used as a building block for superconformal field theories on Calabi-Yau mani-
folds. Here Gm is the vertex algebra of m copies of the fermionic ghost-system, and
by VL we mean the rational lattice vertex algebra of the positive definite lattice
L. From Theorems 12.1 and 13.1 we know that Ln(slm+1)⊗Gm is a vertex super-
algebra extension of Wℓ(slm) ⊗Wk(sln) ⊗ Ln+1(slm) ⊗ H(2) with ℓ + m = (n +
m)/(n+m+1) = k+n, whereH(2) is a rank two Heisenberg vertex algebra. A short
computation reveals that the latter extends to V√
m(m+1)(m+n+1)Z
⊗V√
mn(m+n+1)Z
so that we can conclude that KS(n,m) is a vertex superalgebra extension of
Wℓ(slm)⊗Wk(sln)⊗ V√mn(m+n+1)Z and hence rational by [HKL15, CKM].
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Corollary 14.1. Let n,m be positive integers. Then the coset KS(n,m) is a
simple, rational, and lisse vertex superalgebra.
Level-rank duality of type D also gives rise to an interesting coset vertex super-
algebra. It is well known that for m > 3, L1(som) is the even subalgebra of the
vertex superalgebra F (m) ofm free fermions. It follows that the coset vertex super-
algebra Com (Ln+1(som), Ln(som+1)⊗F (m)) is an extension of its even subalgebra
Com(Ln+1(som), Ln(som+1)⊗L1(som)). But by 12.1 and 13.3 the latter is a vertex
algebra extension ofWk(som)
Z/2Z⊗Wℓ(son) if both n andm are even. By [CM], if V
is a rational and lisse vertex algebra and G is an abelian group of automorphisms of
V , the orbifold VG is also rational and lisse. It follows that Wk(som)Z/2Z⊗Wℓ(son)
is rational and lisse. Finally, since Com (Ln+1(som), Ln(som+1)⊗F (m)) is a vertex
superalgebra extension of Wk(som)
Z/2Z⊗Wℓ(son), it is rational and lisse as well by
[HKL15, CKM].
Corollary 14.2. Let n,m be positive even integers. Then the coset
Com(Ln+1(som), Ln(som+1)⊗F (m))
is a simple, rational, and lisse vertex superalgebra.
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