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Shifted Landau levels in curved graphene sheets
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We study the Landau levels in curved graphene sheets by measuring the discrete energy spectrum
in the presence of a magnetic field. We observe that in rippled graphene sheets, the Landau energy
levels satisfy the same square root dependence on the energy quantum number as in flat sheets,
En ∼ √n. Though, we find that the Landau levels in curved sheets are shifted towards lower
energies by an amount proportional to the average spatial deformation of the sheet. Our findings
are relevant for the quantum Hall effect in curved graphene sheets, which is directly related to
Landau quantization. For the purpose of this study, we develop a new numerical method, based on
the quantum lattice Boltzmann method, to solve the Dirac equation on curved manifolds, describing
the low-energetic states in strained graphene sheets.
PACS numbers: 04.62.+v, 71.70.Di, 72.80.Vp
I. INTRODUCTION
Graphene is one of the most widely studied materials of
the last decades due to its extraordinarymechanical, elec-
tronic and optical properties1–3. Consisting of a single
layer of carbon atoms arranged in a honeycomb crystal
structure, graphene is the first two-dimensional material
discovered. The electronic band structure of graphene
is well-described by the tight-binding Hamiltonian, ap-
proximating the electronic system by a superposition of
local wave functions for isolated atoms3. Interestingly,
it has been shown that for the low-energetic electronic
states, the tight-binding Hamiltonian converges into the
Dirac Hamiltonian in the continuum limit2,3. The latter
is given by
HD = −ivF
∫
Ψ†γ0γi∂iΨ d2x, (1)
where Ψ denotes the Dirac spinor, vF the Fermi velocity
and γµ the Dirac matrices (Here and in the following, we
work in natural units by setting the Fermi speed vF , the
Planck constant ~, the electron charge e and the elec-
tron mass me to 1). Accordingly, the charge carriers in
graphene behave as massless relativistic particles (Dirac
fermions), leading to exceptional electronic properties.
An important consequence is the unusual energy spec-
trum of graphene in the presence of a magnetic field, as
observed in Refs.4–6. While magnetic fields usually in-
duce equally spaced Landau levels in normal materials,
the Landau levels in graphene possess a square-root de-
pendence on the level index n and on the magnetic field
B:
En = sgn(n)
√
2B|n|, n ∈ Z.
The appearance of a zero-energy Landau level n = 0 is
particularly interesting as it gives rise to unusual effects
due to the electron-hole degeneracy5. Besides experi-
mental measurements, the Landau levels in graphene can
be derived analytically by solving the Dirac equation in
the presence of a magnetic field7,8. In general, though,
analytical solutions to the Dirac equation are rare and
are typically restricted to flat graphene sheets. In ex-
periments, however, real graphene sheets can appear in
arbitrarily curved shapes due to intrinsic strain, lattice
impurities or external influences, such as mechanical or
electromagnetic forces9. Experiments have shown that
graphene sheets can form ripples10, leading to an intrin-
sic curvature of the sheet. These ripples are naturally
taken into account by the Dirac Hamiltonian in curved
space, being a generalization of the Hamiltonian in Eq.
(1) to curved manifolds11. However, for graphene under
nonuniform strain, the Dirac Hamiltonian for manifolds
receives a correction due to the strain-induced shift of
the Dirac points12. We show that this correction can be
absorbed into an effective metric tensor.
Since analytical solutions to the Dirac equation for
curved graphene sheets are hard to find, we use numer-
ical simulations to study electron transport in curved
graphene sheets. The solver is based on the quantum
lattice Boltzmann method (QLB), first introduced by S.
Succi and R. Benzi in 199313 and further developed by D.
Lapitski, P. Dellar, S. Palpacelli and S. Succi14,15. The
QLB method benefits from numerous advantages, since it
is easily implemented, versatile in its application, compu-
tationally efficient and straightforwardly parallelizable16.
In particular, in flat space, the QLB algorithm conserves
the norm of the spinor exactly due to the unitarity of the
collision step15. Because of these properties, the standard
QLB method provides an ideal basis for an extension to
curved manifolds, as presented in this paper. We apply
our solver to both charged relativistic quantum parti-
cles in curved spaces and electronic transport in curved
graphene sheets. As a validation, we consider various
analytically solvable benchmark problems, such as free
quantum particles, the quantum harmonic oscillator and
plane wave solutions in curved space, finding agreement
between simulation and theory. We then apply our solver
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Figure 1. Graphene lattice. The graphene atoms form
a honeycomb lattice structure, consisting of two triangular
Bravais sublattices A and B, which are encoded by a “pseudo-
spin” quantum number in the Dirac spinor.
to rippled graphene sheets, for which we correctly recover
the space-dependent Fermi velocity and the inhomoge-
neous carrier density predicted in Refs.12,17,18.
After the validation of our numerical method, we pro-
ceed with the study of the Landau levels for rippled
graphene sheets in a magnetic field. Interestingly, we
observe that in curved graphene sheets, the Landau lev-
els are shifted as compared to flat graphene sheets due to
the curvature. We find that this curvature-induced shift
is proportional to the average spatial deformation of the
curved graphene sheet.
II. DIRAC THEORY FOR STRAINED
GRAPHENE
The low-energetic electronic states in graphene are
governed by the Dirac Hamiltonian, depicted in Eq.
1, which originally describes the spacetime evolution of
charged relativistic quantum particles. Including the cur-
vature of a graphene sheet, a natural extension of the
standard Dirac equation is the Dirac equation for curved
spacetimes, which in (2 + 1) dimensions is given by19
iγµDµΨ−mΨ = 0, (2)
where Ψ denotes the Dirac spinor, γµ the general-
ized, space-dependent Dirac matrices, Dµ the covari-
ant spinor derivative, m the mass, and Greek indices
run from 0 (time component) to 1, 2 (space compo-
nents). In the context of graphene, the Dirac spinor
Ψ = (Ψ+A,Ψ
+
B,Ψ
−
A,Ψ
−
B) collectively describes electrons
(positive-energy solutions, +) and holes (negative-energy
solutions, −) on the two sublattices A and B (see Fig.
1), which are interpreted as a “pseudo-spin”, σ = (A,B).
Furthermore, in graphene, the charge carriers behave as
massless relativistic particles, m = 0, leading to a linear
energy-dispersion relation, the “Dirac cone”.
The generalized Dirac matrices satisfy the anticommu-
tation relation {γµ, γν} = 2gµν1, where gµν denotes the
(inverse) spacetime metric. They are constructed from
the standard flat-space Dirac matrices γα by using the
tetrad formalism20: γµ = γαe µα
21. Here, the tetrad is
defined by
e µα gµν e
ν
β = ηαβ , or, equivalently, g
µν = e µα η
αβe νβ ,
where ηαβ = diag(+,−,−) denotes the Minkowski met-
ric. In two dimensions, the tetrad can be computed di-
rectly from the metric tensor:
eai =
gai + δai
√
g√
Tr(g) + 2
√
g
, (3)
where Tr(g) =
∑
i gii denotes the trace, and
√
g the
square root of the determinant of the metric tensor.
The covariant spinor derivative Dµ appearing in the
Dirac equation (2) acts on the spinor as
DµΨ = ∂µΨ+ ΓµΨ,
where Γµ denotes the spin connection matrices given by
Γµ = − i
4
ωαβµ σαβ , (4)
where σαβ =
i
2 [γα, γβ ], ω
αβ
µ = e
α
ν∇µeνβ and ∇ denotes
the usual covariant derivative acting on spacetime vec-
tors.
For graphene, we consider a static spacetime metric of
the shape
gµν =
(
1 0
0 −gij
)
,
where Latin indices run only over the spatial directions
1, 222. Accordingly, the Dirac equation (2) simplifies to
∂tΨ+ σ
ae ia (∂i + Γi)Ψ = −iγ0mΨ, (5)
where σa = γ0γa and Γi = − i4ωabi σab.
External vector potentials Ai(x), such as magnetic
fields, can be added to the Dirac equation by minimal
coupling, replacing ∂i → (∂i − iAi). On the other hand,
scalar potentials V (x), representing for example electric
fields, can be introduced in the Dirac equation (5) in
three different ways as discussed in Ref.23: Firstly, as the
zeroth component of a four-vector potential Aµ, secondly,
as a scalar term ∼ V (x)Ψ, or, thirdly, as a pseudoscalar
term ∼ γ0γaV (x). In this work, we will use the second
approach, which is best suited for our applications (e.g.
relativistic quantum harmonic oscillator). Summarizing,
the Dirac equation with external potentials Ai(x) and
V (x) becomes
∂tΨ+ σ
ae ia (∂i + Γi − iAi)Ψ = −iγ0(m− V )Ψ. (6)
In order to apply the Dirac formalism for curved space-
times to strained graphene sheets, the curvature-induced
shift of the Dirac points has to be taken into account.
As has been derived in Ref.12 from a tight binding ap-
proach, this effect leads to an effective Dirac Hamiltonian
for graphene, given by
H∗D = −i
∫
Ψ†σa
(
v∗ ia ∂i + Γ
∗
a − iA∗a
)
Ψ d2x, (7)
3where v∗ ia = (δai + uai − βǫai) denotes the space-
dependent Fermi-velocity, Γ∗a =
1
2∂jv
∗ j
a a complex vec-
tor field, and A∗a a strain-induced pseudovector potential
given by A∗a = (A
∗
1, A
∗
2) =
β
2a (ǫxx − ǫyy,−2ǫxy). Here, β
is a material-dependent parameter, a the lattice spacing,
and ǫij = uij +
1
2∂ih ∂jh denotes the generalized strain
tensor, where uij and h correspond to in-plane and out-
of-plane displacements, respectively.
On the other hand, the Hamiltonian corresponding to
the standard Dirac equation in curved spacetimes (6)
reads
HD = −i
∫
Ψ†σae ia (∂i + Γi − iAi)Ψ
√
g d2x, (8)
where e ia denotes the tetrad, Γ
i the spin connection and
Ai an external vector potential. As can be seen, this
Hamiltonian is different from the effective Hamiltonian
for strained graphene (7), meaning that the standard
Dirac formalism for curved spacetimes cannot be applied
straightforwardly to the study of graphene. Still, we find
that it is indeed possible to match both Hamiltonians,
H∗D and HD, if the following relations are fulfilled:
v∗ ia =
√
g e ia , Γ
∗
a =
√
g e ia Γi, A
∗
a =
√
g e ia Ai. (9)
From the first equation, the effective metric tensor g can
be derived by using the explicit expression of the tetrad,
given by Eq. (3). Because the Dirac Hamiltonian HD is
Hermitian, the second equation for the spin connection
Γi holds automatically once the first equation is satisfied.
Thus, by using an effective metric tensor, we are able
to simulate strained graphene by means of the standard
Dirac equation for curved spacetimes (5).
III. QUANTUM LATTICE BOLTZMANN
MODEL
A recently developed method to numerically solve the
Dirac equation (in flat space) is the quantum lattice
Boltzmann (QLB) method, which exploits the strong
conceptual similarities between the Dirac equation and
the Boltzmann equation13–15. Here, we review the QLB
algorithm proposed in Ref.15 and generalize the method
to arbitrarily curved surfaces, characterized by a static
Riemann metric gij . The algorithm is based on the Dirac
equation in curved space (5), which can be rewritten as
follows:
∂tΨ+ σ
a∂aΨ = CΨ+ FΨ, (10)
where the left-hand side of the Dirac equation (10) can be
interpreted as “free streaming” along complex, matrix-
valued ‘velocities’ σi, while the right-hand side contains
a “collision term”
C = −(imγ0 + σae ia Γi)
as well as a forcing term
F = −σa(e ia − δ ia ) ∂i. (11)
The latter originates from the generalized Dirac matrices
γi = e ia γ
a and covers the curvature effects. To avoid in-
terpolation during the streaming step, the partial deriva-
tive is distributed among an on-grid streaming part (left-
hand side of the Dirac equation (10)) and the forcing term
(11). In this way, we obtain a lattice-compatible stream-
ing operator of the form (∂t + v
a∂a) with integer-valued
velocities va. The partial derivative in the forcing term
(11), on the other hand, can be approximated by a simple
finite-difference scheme on the lattice.
In order to obtain a diagonal streaming operator, the
complex σ-matrices have to be diagonalized first, which
yields a diagonal velocity matrix with eigenvalues va =
±115:
X†1 σ
1X1 = X
†
2 σ
2X2 =
(
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
)
= γ0.
The corresponding unitary transformation matrices of
the diagonalization are given by
X1 =
1√
2
(
1 0 −1 0
0 1 0 −1
0 1 0 1
1 0 1 0
)
, X2 =
1√
2
( 0 i 0 1
−i 0 i 0
−1 0 −1 0
0 −1 0 −i
)
.
Since it is not possible to diagonalize all three σ-
matrices simultaneously, the streaming and collision op-
erations are performed in successive steps, using operator
splitting2414:
Ψ(t+ ∆t2 ) = exp
(−∆tσ1∂1 + ∆t2 (C + F))Ψ(t),
Ψ(t+∆t) = exp
(−∆tσ2∂2 + ∆t2 (C + F))Ψ(t+ ∆t2 ).
(12)
Each streaming step can now be diagonalized by multi-
plying X†1 (or X
†
2 , respectively) from the left:
X†1Ψ(t+
∆t
2 ) = exp
(
−∆tγ0∂1 +∆t(C˜1 + F˜1)
)
Ψ˜1(t)
(13)
X†2Ψ(t+∆t) = exp
(
−∆tγ0∂2 +∆t(C˜2 + F˜2)
)
Ψ˜2(t+
∆t
2 )
(14)
where we defined
Ψ˜a := X
†
aΨ, F˜a := 12X†aFXa, C˜a := 12X†aCXa
for a = 1, 2. (Note that here and in the following, a is
not summed over, although it might appear repeatedly.)
The exponentials in Eq. (14) can be approximated by
exp
(
−∆tγ0∂a +∆t(C˜a + F˜a)
)
≈
(
1−∆tγ0∂a +∆tF˜a + (1− ∆t2 C˜a)−1(1+ ∆t2 C˜a)
)
.
(15)
4Here, the collision operator e∆t C˜a is expanded in a uni-
tary way to conserve the norm of the spinor exactly dur-
ing each collision step15. Ideally, the streaming operator
e−∆tγ
0∂a as well as the forcing operator e∆t F˜a should
also be expanded unitarily, however, since these terms
consist of derivative operators, an expansion analogous
to the collision operator does not seem to be possible,
thus limiting the numerical accuracy to order ∆t2.
Now, we have all ingredients at hand to assemble the
curved space QLB algorithm, transporting the spinor
Ψ = (Ψ+1 ,Ψ
+
2 ,Ψ
−
1 ,Ψ
−
2 ) from time t to t + ∆t on the
manifold. The manifold itself is described by a chart h,
defined on a linear space, which is discretized on a regular
rectangular lattice. According to the operator splitting
in Eq. (12), the following steps are performed consecu-
tively for each lattice direction n1 = (1, 0), n2 = (0, 1),
labeled by a = 1, 2. (As before, a is not summed over,
although it might occur repeatedly.)
1. Rotation: At first, the spinor is rotated by Xa in
order to obtain a diagonal streaming operator:
Ψ˜a(x, t) = X
†
aΨ(x, t).
2. Collisions and curvature effects: Second, col-
lisions and forces are applied on the rotated
spinor,
Ψ˜∗a(x, t) =
(
∆tF˜a + (1− ∆t2 C˜a)−1(1+ ∆t2 C˜a)
)
Ψ˜a(x, t),
where Ψ˜∗a denotes an auxiliary field. The collision
operator and the forcing term are given by
C˜a = 12X†aCXa = − i2m(X†aγ0Xa)− γ0e ia Γi, (16)
and
F˜aΨ˜a(x, t) =(e 1a − δ 1a )
(
Ψ˜a(x∓ n1∆t, t)− Ψ˜a(x, t)
)
+(e 2a − δ 2a )
(
Ψ˜a(x∓ n2∆t, t)− Ψ˜a(x, t)
)
,
(17)
respectively. Here and in the following, the upper
sign of the plus-minus operator applies to the spin-
up components (Ψ+1 ,Ψ
+
2 ), and the lower sign to the
spin-down components (Ψ−1 ,Ψ
−
2 ).
3. Streaming: Third, the spinor components stream to
the neighboring grid points along the lattice direc-
tions ±na:
Ψ˜a(x, t+
∆t
2 ) = Ψ˜
∗
a(x∓ na∆t, t).
4. Inverse Rotation: Fourth, the spinor is rotated
back by Xa:
Ψ(x, t+ ∆t2 ) = XaΨ˜a(x, t+
∆t
2 ).
5: Repeat steps 2-4 for the next spatial direction (a = 2).
Figure 2. Rippled graphene sheet. The height of the
curved surface is described by h = a0 cos
(
2pik0x
l
)
. The colors
denote the deformation function f = 1
2
(∂xh)
2, where blue and
red regions correspond to low and high values, respectively.
External potentials, such as a scalar potential V (x) or
a vector potential Ai(x), can be introduced straightfor-
wardly into the algorithm by adding the potentials to the
collision operator in Eq. (16) in the following way:
C˜a = − i2 (m− V )(X†aγ0Xa)− γ0e ia (Γi − iAi).
Note that for the simulations of strained graphene,
Eqs. (16-17) are slightly modified to take the additional
factor of
√
g, originating from the volume element in the
Hamiltonian (8), into account:
C˜a → √g C˜a, e ia →
√
g e ia .
IV. METHOD VALIDATION
A. Dirac waves in curved space
To validate our Dirac solver, we consider a two-
dimensional rippled surface of length l, equipped with
periodic out-of-plane displacements, as illustrated in Fig.
2. The surface is parametrized by ~r = (x, y, h(x, y)) with
h(x, y) = a0 cos
(
2πk0x
l
)
, (18)
where a0 denotes the amplitude and k0 the wave vector
of the surface ripples. The corresponding metric reads
g =
(
1 + h2x 0
0 1
)
, where hx := ∂xh(x, y).
For this metric tensor, the Dirac equation becomes:(
iγ0∂t + i
γ1∂x√
1 + h2x
+ iγ2∂y
)
Ψ = mΨ.
We focus on the plane wave solutions, which in curved
space are defined by the eigenfunctions of the Laplacian
operator, i.e. ∆gΨ = k
2Ψ, where the eigenvalues k cor-
respond to the particle’s momentum. In our case, this
eigenvalue equation becomes
k2Ψ = ∆gΨ =
1√
g∂i
(√
ggij∂jΨ
)
= 1√
1+h2x
∂x
(
1√
1+h2x
∂xΨ
)
+ ∂2yΨ,
5Figure 3. Dirac plane wave in curved space. Snapshots
of the positive-energy spin-up component of a wave function
with mass m = 0.1 and momentum quantum number nx = 1,
evolving on a curved surface (a0 = 10, k0 = 2) according to
the Dirac equation in curved space. The simulated solution
coincides with the analytical expression. Upper Inset: Total
probability P = ∫ Ψ†ΨdV as function of time for different
grid resolutions.
which is solved by Ψ ∼ ei(kxℓ(x)+kyy), where ℓ(x) =∫ x√
1 + h2x(x
′) dx′ denotes the generalized phase of the
plane wave in curved space. The full solution of the Dirac
equation is given by25
Ψ(kx,ky) = N

1
0
0
kx+iky
E+m
 ei(kxℓ(x)+kyy−Et), (19)
with normalization constant N = (V (1 +
k2x+k
2
y
(E+m)2 ))
−1/2,
surface area V =
∫ √
g dx dy and energy E =√
k2x + k
2
y +m
2.
In the simulations, we consider a quadratic sheet with
side length l = 200, curved by a periodic displacement
with amplitude a0 = 10 and wave vector k = 2. We
neglect the trivial propagation of the plane wave in y-
direction by setting ky = 0, which allows us to model
the sheet by Lx × Ly = 256 × 1 grid points with dis-
cretization step ∆t = l/Lx, using periodic boundary
conditions in x- and y-direction. Because of the peri-
odicity, the x-momentum of the plane wave is quantized
into discrete values kx = 2πnx/ℓ(l), where nx ∈ Z rep-
resents the momentum quantum number. Fig. 3 depicts
snapshots of a wave function with mass m = 0.1 and
momentum quantum number nx = 1, propagating in x-
direction and following the analytical expression given
by Eq. (19). The inset shows the conserved probability
P = ∫ Ψ†Ψ dV as function of time, decreasing slightly
due to numerical errors originating from non-unitary ex-
pansion of the forcing term in Eq. (15). However, for in-
creasing grid resolutions, the loss of probability improves
considerably to about 0.1% per 100 time units for a grid
of size Lx × Ly = 512× 1.
To prove that our simulations recover the correct
energy-momentum relation, we measure the energy E =
i
∫
Ψ†∂tΨ dV as function of the total momentum ‖p‖g =
Figure 4. Energy-momentum relation of a plane wave
in curved space. Shown is the energy E as function of
the absolute momentum ‖p‖g =
√
pigijpj , measured from
the energy-momentum tensor of the wave function. All data
points are in excellent agreement with the theoretical relation
E =
√‖p‖2g +m2, denoted by the solid lines. For m = 0, the
slope of the Dirac cone yields the correct value for the speed
of light, c = 1 in Planck units, recovered at machine precision.
√
pigijpj , where p
i = i
∫
Ψ†γ0γae ia ∂tΨ dV , for differ-
ent momentum quantum numbers nx ∈ [−10..10] and
particle masses m ∈ {0, 0.1, 0.2}, as depicted in Fig.
4. As can be seen, all simulations agree very well
with the theoretical energy-momentum relation, given
by E =
√
‖p‖2g +m2 and denoted by the solid lines. We
have checked that the result does not depend on the time
step at which the measurement was performed, since en-
ergy and momentum are conserved in our simulations.
B. Dirac waves in strained graphene
To show that our method produces the correct re-
sults for strained graphene, we consider the same rippled
graphene sheet as used in the previous section (see Fig.
2). Without external magnetic fields, the Dirac equation
corresponding to the Hamiltonian for strained graphene,
Eq. (8), becomes
i∂tΨ = −iσae ia (∂i + Γi)Ψ
√
g
= −i
(
σ1
(
∂1 − f
′(x)
2
)
+ σ2∂2
)
Ψ,
where the tetrad e ia , the spin connection Γi and the de-
formation function f are given by Eqs. (23-24). The
analytical solution to the Dirac equation has been found
in Ref.12 and is given by
Ψ(kx,ky) =
N√
1− f(x)

1
0
0
kx+iky
E
 ei(kxℓ(x)+kyy−Et),
(20)
6Figure 5. Position-dependent energy-momentum re-
lation in rippled graphene. The curves depict the en-
ergy density ε as function of the momentum density ‖pilab‖ =√
pialabpi
a
lab, measured at position x = 37 for three graphene
sheets, differing by the amplitude a0 and mode k0 of the
ripples. The slope of the Dirac cones corresponds to the
curvature- and position-dependent Fermi velocity vF , and all
data points agree excellently with the theoretical prediction
ε = vF (x)‖pilab‖, denoted by the solid lines.
where N is a normalization constant, ℓ(x) =
∫ x dx′
1−f(x′)
the generalized phase and E =
√
k2x + k
2
y the energy.
As noted in Ref.12, this solution does not only give rise
to a position-dependent Fermi-velocity, but also to an
inhomogeneous carrier probability density, given by
vF = 1− f(x) and ‖Ψ‖2 = N
1− f(x) . (21)
In order to measure the position-dependent Fermi ve-
locity, we consider the local energy-momentum relation
by measuring the energy density ε = iΨ†∂tΨ and momen-
tum density πi = iΨ†σae iaΨ. To compare the results in
curved space with the solution obtained in Ref.12, the
curved-space momentum density has to be transformed
into the laboratory frame: πalab =
1√
g e
a
iπ
i, where the ad-
ditional factor 1/
√
g originates from the volume element
contained in the Hamiltonian density in Eq. (8). Fig.
5 depicts the local energy-momentum relation for differ-
ently curved, periodic graphene sheets with side length
l = 200, discretized into Lx × Ly = 256× 1 grid points.
The data points correspond to a wide range of momenta,
kx = 2πnx/ℓ(l), nx ∈ [−10..10], and we only consider
propagation in x-direction by setting ky = 0. As can
be seen, all data points fall perfectly in line with the
analytically predicted Dirac cones, and we have checked
that the shape of the Dirac cone does not depend on the
time at which measurement has been taken. The corre-
sponding space-dependent Fermi velocities vF (x) can be
measured from the slope of the local Dirac cones, given
by ε = vF ‖πlab‖. The results are shown in the upper
plot of Fig. 6, in excellent agreement with the theory,
vF = 1−f(x). Finally, we also measure the carrier prob-
ability density, ρ = Ψ†Ψ, as depicted in the lower plot of
Figure 6. Position-dependent Fermi velocity and car-
rier density. The upper plot depicts the Fermi velocity vF
and the lower plot the probability density ‖Ψ2‖ as function
of the position x for three graphene sheets, differing by the
amplitude a0 and the mode k0 of the ripples. All curves
perfectly match the theoretical predictions, denoted by the
dashed black lines.
Fig. 6, observing the predicted position-dependent inho-
mogeneity, ‖Ψ‖2 = N/(1− f(x)).
V. LANDAU LEVELS IN STRAINED
GRAPHENE
We consider a rippled graphene sheet of size lx × ly,
parametrized by the coordinate transformation map
(
x
y
)
−→
x1x2
x3
 =
 xy
h(x, y)
 ,
where {x, y} denote curved space coordinates,
{x1, x2, x3} denote Cartesian coordinates, and the
out-of-plane deformation is given by
h(x, y) = a0 cos
(
2πk0x
l
)
(22)
(see Fig. 2). Here, a0 and k0 denote the amplitude
and wave vector of the surface ripples, and l denotes the
length of the sheet. To generate the Landau levels, we
apply on the sheet a uniform magnetic field of strength
B in z-direction. The corresponding vector potential in
curved coordinates is given by A = (Ax, Ay) = (0, Bx)
in Landau gauge. To show that this choice of the vec-
tor potential corresponds to a uniform magnetic field in
z-direction, we transform A back into Cartesian coordi-
7nates:
A1 = Ax
∂x1
∂x
+Ay
∂x1
∂y
= 0
A2 = Ax
∂x2
∂x
+Ay
∂x2
∂y
= Bx
A3 = Ax
∂x3
∂x
+Ay
∂x3
∂y
= 0.
The corresponding magnetic field in Cartesian coordi-
nates is given by
∇×A =
 00
B
 ,
which indeed represents a uniform magnetic field in z-
direction, as commonly used in experimental setups.
The effective Dirac Hamiltonian in Eq. (7), the gener-
alized strain tensor ǫ, the Fermi velocity v∗, the complex
vector field Γ∗ as well as the pseudovector potential A∗
are given by
ǫij =
(
f(x) 0
0 0
)
, v∗ ia =
(
1− f(x) 0
0 1
)
,
Γ∗a = (− f
′(x)
2 , 0), A
∗
a = (0, Bx),
where
f(x) =
1
2
(∂xh(x))
2 =
2π2
l2
a20k
2
0 sin
2
(
2πk0x
l
)
(23)
is a measure for the spatial deformation of the graphene
sheet. The corresponding effective metric tensor gij , the
tetrad eia, the spin connection Γ
i and the external vector
potential Ai are computed from Eqs. (9), which yields:
gij =
(
1 0
0 (1− f(x))2
)
, eia =
(
1 0
0 11−f(x)
)
,
Γi = (− f
′(x)
2(1−f(x)) , 0), Ai = (0, Bx). (24)
At time t = 0, we initialize the numerical wave function
Ψ with a Gaussian wave packet, given by
Ψ(t = 0) =
β√
4π

1
0
0
i
 e− β22 x2 . (25)
Although the initial wave function is not a pure eigen-
function of the Dirac Hamiltonian, it can still be decom-
posed in an infinite sum of energy eigenfunctions Ψn with
energy eigenvalues En. Since the time evolution of the
eigenfunctions is given by Ψn(t) = Ψn(0) exp(−iEnt),
the time evolution of the full Dirac spinor yields
Ψ(t) =
∑
n∈Z
anΨn(t) =
∑
n∈Z
anΨn(0) e
−iEnt,
where an denote the individual intensities of the energy
eigenfunctions, which are determined by the amount of
overlap with the initial wave function (25). Thus, we can
measure the Landau levels En by a Fourier transforma-
tion of the time evolution of the spinor:
F [Ψ](E) =
∫
Ψ(t) eiEt dt
=
∑
n∈Z
anΨn(0) ·
∫
ei(E−En)t dt
=
∑
n∈Z
anΨn(0) · 2π δ(E − En).
In flat space, the Dirac equation can be solved analyti-
cally, which for the magnetic potential introduced above
yields8
Ψn,ky =
Cn√
ly

sgn(n) i|n|−1φ|n|−1(x)
0
0
i|n|φ|n|(x)
 ei(kyy−Ent),
(26)
where n ∈ Z labels the Landau levels, ky the momentum
in y-direction, and Cn a normalization constant:
Cn =
{
1 n = 0,
1√
2
n 6= 0, .
The functions φn(x) coincide with the energy eigenfunc-
tions of the quantum harmonic oscillator, given by
φn(x) =
1√√
π 2n n! ℓ2
Hn
(
x− x0
ℓ
)
exp
(
− (x− x0)
2
2ℓ2
)
,
where ℓ = 1/
√
|B| denotes the magnetic length and x0 =
kyℓ
2 the shift of the center of the wave function. The
corresponding energy eigenvalues in flat space read
En = sgn(n)
√
2B|n|, (27)
which can be used to validate our numerical method in
flat space. In our simulations, we do not consider the
trivial plane wave propagation in y-direction by setting
ky = 0, since it does not contribute to the Landau quan-
tization.
At first, we consider a periodic, flat graphene sheet
with side length lx = 200, discretized into Lx × Ly =
512×1 grid points, and apply a magnetic field of strength
B = 0.01. The wave function is initialized by a Gaussian
function of width β = 0.5, as depicted in Eq. (25). Fig.
7 shows the energy spectrum of the numerical solution,
obtained by a fast Fourier transformation based on a time
span of 1000 units of time. As can be seen, the energy
spectrum consists of discrete energy peaks, corresponding
to the Landau levels n = 1, 3, 5, . . . . Since the initial wave
function is symmetric, only half of the energy eigenstates
8Figure 7. Landau levels in a magnetic field. Main plot: The curves depict the energy spectrum, obtained by a fast Fourier
transformation of the time evolution of the spinor component Ψ+1 , for a flat graphene sheet and a rippled sheet of amplitude
a0 = 5 and ripple mode k0 = 5. As can be seen, the spectrum consists of discrete energy peaks, corresponding to the Landau
levels, which are labeled by the energy quantum number n. For the rippled graphene sheet, the Landau levels are shifted
towards lower energies. Left inset: Landau energies En vs. energy quantum number n for a flat graphene sheet and different
grid resolutions. For increasing resolution, the curves converge fast towards the analytical solution depicted by the solid black
line. Right inset: Landau energies En as function of
√
2Bn for a flat graphene sheet and a sheet with ripples (amplitude a0 = 5,
mode k0 = 5). The solid lines denote linear fits with slope ξ, showing very good agreement with the data points. For the flat
sheet, we find ξ = (0.98± 0.01) ≈ 1, as expected from the analytical expression En = sgn(n)
√
2B|n|.
are excited, as there is no overlap with the antisymmetric
eigenfunctions.
As can be seen from Fig. 7, the peaks of the curved
sheet differ in amplitude and width from the peaks of
the flat sheet. This is caused by the fact, that the energy
eigenfunctions Ψn of the Dirac Hamiltonian are different
for flat and curved sheets. Since we initialize both sys-
tems with the same initial wave function (given by Eq.
(25)), the eigenstates of the Hamiltonian are excited dif-
ferently for flat and curved sheets, yielding quantitative
differences in the amplitudes of the energy spectrum. In
the following, we only analyze the positions of the peaks,
such that deviations in the intensity or width of the peaks
are negligible to us (as long as the peaks are well resolved,
which is the case here).
Plotting the positions of the energy peaks as function
of the energy quantum number n, as depicted in the left
inset of Fig. 7, we observe that the energy eigenvalues
En scale with
√
n. Indeed, for n . 20, the simulation
results agree very well with the theoretical prediction for
the Landau levels in flat space, En =
√
2Bn, while for
higher n, a finer grid resolution is needed to resolve the
high frequent oscillations corresponding to larger energy
eigenvalues.
To study the influence of spatial curvature on the Lan-
dau levels, we introduce periodic ripples, parameterized
by Eq. (22), into the graphene sheet. The corresponding
(effective) metric tensor and spin connection are given by
Eq. (24). In analogy to flat graphene sheets, we measure
the positions of the discrete energy peaks in the Fourier
spectrum of the wave function and determine the depen-
dence of the Landau levels En on the quantum number n.
The right inset of Fig. 7 depicts the resulting curves for
two differently curved sheets, where the energy levels are
plotted as function of
√
2Bn. We find that also on curved
graphene sheets, the energy levels follow the same func-
tional dependence as in flat space, En ∼
√
2Bn, however,
the slopes of the curves vary with the ripple parameters.
Thus, we claim that – within the range of parameters
studied – the Landau levels in curved space are given by
En = ξ(a0, k0)
√
2Bn, for n ∈ N,
where ξ(a0, k0) depends on the deformation of the sheet.
In order to characterize ξ(a0, k0), we have performed var-
ious simulations for a range of ripple amplitudes a0 ∈
[0..10] and modes k0 ∈ [0..6]. For each simulation, we
determine ξ by measuring the slope of En as function of√
2Bn. The results are depicted in Fig. 8 (a)-(b), reveal-
ing a quadratic dependence of ξ on a0 and k0. The solid
lines denote parabolic fits to the simulation data, and
the corresponding fitting coefficients are listed in Table
I. Interestingly, we observe, that all data points collapse
onto a single line when plotting ξ as function of average
deformation, defined by
〈f〉 = 1
l
∫ l
0
f(x) dx,
as depicted in Fig. 8 (c), where the slope of the curve is
given by ξ0 = −(0.57±0.04). As a conclusion, we propose
that the Landau energies on rippled graphene sheets are
given by
En = (1 + ξ0 〈f〉)
√
2Bn. (28)
9Figure 8. ξ vs. deformation parameters of the graphene sheet. (a)-(b): ξ as function of the amplitude a0 and mode
k0, respectively, showing a quadratic behavior in both cases. The solid lines denote quadratic fits (for the fitting coefficients
see Table I). For a0 = 0 and k0 = 0, the difference of the curves from the theoretical value ξ = 1 is a measure for the numerical
error, being less than 1%. (c): Data collapse when plotting ξ as function of the average spatial deformation 〈f〉. The slope of
the linear fit is given by ξ0 = −(0.57± 0.04).
ξ(a0) = (0.995± 0.001) − (4.9± 0.2) × 10−4 a20
ξ(k0) = (0.998 ± 0.006) − (3.5± 0.3) × 10−3 k20
ξ(〈f〉) = (0.998 ± 0.003) − (0.57 ± 0.04) 〈f〉
Table I. Fitting functions for ξ. Here, a0 and k0 denote
the amplitude and mode of the ripples, respectively, and 〈f〉
denotes the average spatial deformation.
In particular, for flat graphene sheets, the energy spec-
trum agrees with the expected analytical expression for
the Landau levels, Eq. (27).
A possible explanation for the energy shift for curved
sheets is that the electrons in the curved sheet feel only
an effective magnetic field, given by the locally perpen-
dicular component of the uniform magnetic field in z-
direction. To compute the effective magnetic field, we
derive the total magnetic flux through the sheet, given
by
Φ =
∫
~B · d~S =
∫
~B · ~n√g dxdy
=
∫ 00
B
 ·
−∂xh/(1 + (∂xh)2)0
1/(1 + (∂xh)
2)
 (1 + (∂xh)2) dxdy
= B lxly.
As can be seen, the total magnetic flux is independent
of the out-of-plane curvature of the sheet, since only the
surface components perpendicular to the magnetic field
contribute to the flux.
We now define an effective magnetic field for curved
sheets as follows:
Φ = BA0 = BeffA,
where A0 = lxly denotes the area of the flat sheet, and
A =
∫ √
g dxdy the area of the curved sheet. Accordingly,
the effective magnetic field in curved sheets is given by
Beff = = B lxly
(∫ √
g dxdy
)−1
= B lxly
(∫ √
1 + (∂xh)2 dxdy
)−1
= B lxly
(
1 + 〈f〉+O(a40)
)−1
= B (1 − 〈f〉) +O(a40).
Plugging this effective magnetic field into the energy law
in Eq. (27), and restricting ourselves to positive quantum
numbers n, we observe:
En =
√
EBeffn ≈
√
(1− 〈f〉)EBn ≈ (1− 0.5〈f〉)
√
EBn
which, for small deformation amplitudes a0 (neglecting
higher orders in a0), agrees with the energy law derived
from our simulations (Eq. (28)) for ξ0 = −0.5. In partic-
ular, the energy shift is expected to increase significantly
for increasing deformation.
For very large deformations, we expect higher order
terms in a0 to cause deviations from the proposed en-
ergy expression, which, following Fig. 8, holds at least
for spatial deformations smaller than 〈f〉 . 0.22. The
singular points observed in Eqs. (21) and (24) are far
beyond the validity of our model.
VI. SUMMARY AND OUTLOOK
Summarizing, we studied the Landau levels in curved
graphene sheets, arising in the presence of a uniform mag-
netic field. We found that also in curved graphene sheets,
the Landau energy spectrum satisfies a square root de-
pendence on the energy quantum number, En ∼
√
n.
However, due to the curvature of the sheet, the Landau
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levels are shifted towards lower energies by an amount
proportional to the average spatial deformation of the
sheet. We proposed a generalized relation for the Lan-
dau energies En in curved graphene sheets:
En = (1 + ξ0 〈f〉)
√
2Bn ,
where ξ0 ≈ −0.57 denotes a constant, 〈f〉 the average
spatial deformation, B the strength of the magnetic field,
and n ∈ N labels the Landau levels. In principle, it
should be possible to experimentally confirm this effect
by measuring the quantum Hall effect in rippled graphene
sheets, since the discrete plateaus of the Hall resistivity
(see e.g. Ref.26, Fig. 2) are directly related to the Landau
energy levels.
For the purpose of this study, we developed a numerical
method to solve the Dirac equation for curved spacetimes
by extending the quantum lattice Boltzmann method
(QLB)13–15 to curved manifolds, characterized by a gen-
eral metric tensor. The QLB method can be easily imple-
mented and is highly flexible with regard to numerical op-
timization (e.g. parallelization) and coupling to external
fields and general metric tensors. We validated our solver
by simulating analytically solvable problems, such as the
free relativistic quantum particle, the quantum harmonic
oscillator, Dirac plane waves on curved surfaces, as well
as rippled graphene sheets. In the latter case, we used
an effective metric tensor to correct for the curvature-
induced shift of the Dirac points in graphene, as dis-
cussed in Ref.12. With the effective metric, we were able
to correctly recover the space-dependent Fermi velocity
as well as the inhomogeneous carrier density predicted in
Refs.12,17,18. In general, the QLB method on manifolds
offers a wide spectrum of interesting new applications,
ranging from relativistic quantum particles in curved ge-
ometries to solid state physics on curved surfaces. Re-
garding the former application, the method might be par-
ticularly useful for the study of quantum field theories in
curved spaces, which is a very active area of research,
aiming to find the “theory of everything” by combining
quantum field theory with general relativity27,28. In this
regard, our numerical solver may provide insights into
theories which are inaccessible to analytical tools, such
as strongly coupled field theories29. On the other hand, it
would be intriguing to explore the curvature-dependent
properties of graphene to a greater extent, since curva-
ture effects appear indispensable for the full understand-
ing of electron transport in curved graphene sheets9.
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VIII. APPENDIX: FURTHER VALIDATION
EXAMPLES
A. Free quantum particle
As a first validation example, we show that in flat
space, our method reduces to the conventional QLB
method, presented in Ref.15. To this end, we consider
the free-particle solution of the Schro¨dinger equation in
two-dimensional flat space,
i∂tφ =
1
2m
∆φ.
A free particle is represented by a Gaussian wave packet,
φ(t) =
1√
2π∆(t)2
exp
(
−x
2 + y2
4∆(t)2
)
,
where the time-dependent spread is given by
∆(t) =
√
∆20 +
t2
4m2∆20
. (29)
In flat space, the metric tensor, tetrad and spin connec-
tion simplify to
gij = δij , e
i
a = δ
i
a, Γi = 0.
Since the Dirac equation converges into the Schro¨dinger
equation in the non-relativistiv limit, we initialize the
positive-energy, spin-up component of the Dirac spinor
with the solution of the Schro¨dinger equation,
Ψ(0) = (Ψ+1 ,Ψ
+
2 ,Ψ
−
1 ,Ψ
−
2 ) = (φ(0), 0, 0, 0),
and measure the spread ∆(t) at time t by
∆(t) =
√∫
x2 + y2
2
|Ψ+1 | dV
/√∫
|Ψ+1 | dV , (30)
Figure 9. Probability density of a free quantum par-
ticle. Snapshots of the probability density ρ = Ψ†Ψ of a
Gaussian wave packet at different times. Blue and red colors
denote low and high probabilities, respectively.
Figure 10. Spread and total probability of a free quan-
tum particle. The time evolution of the simulated spread
∆(t) agrees very well with the analytical solution, improv-
ing with increasing system size. Inset: Total probability
P = ∫ Ψ†ΨdV , showing perfect conservation of probability.
as proposed in Ref.14.
Fig. 9 depicts snapshots of the probability density
for a simulation of a particle with mass m = 0.35 and
initial spread ∆0 = 14 at different time steps. The
particle is placed in the center of a quadratic box of
side length l = 100, which is discretized on a lattice
of Lx × Ly = 128 × 128, 256 × 256 or 512 × 512 grid
points with discretization step ∆t = l/Lx, using periodic
boundaries. As can be seen, the Gaussian wave packet
spreads in time, which can be quantified by the spread
∆(t), depicted in Fig. 10. As can be seen, the numerical
results agree very well with the theoretical curve, given
by Eq. (29), and the numerical error decreases consider-
ably with the grid resolution. The oscillations around the
analytical solution (“Zitterbewegung”) are physical and
originate from relativistic effects covered by the Dirac
equation. In order to show that our simulations indeed
conserve the probability norm of the wave function, we
also measure the total probability P = ∫ Ψ†Ψ dV as func-
tion of time, as depicted in the inset of Fig. 10. Indeed,
the total probability is perfectly conserved at the level
of machine precision, thanks to the unitary expansion of
the collision operator, Eq. (15).
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B. Quantum harmonic oscillator
As a second example, we consider the harmonic os-
cillator solution of the Schro¨dinger equation in two-
dimensional flat space by introducing a harmonic poten-
tial, V = − 12mω2(x2 + y2), where ω denotes the oscilla-
tion frequency. As discussed in Ref.23, scalar potentials
can be introduces in the Dirac equation in three differ-
ent ways: Firstly, as the zeroth component of a four-
vector potential Aµ, secondly, as a scalar term ∼ V (x)Ψ,
or, thirdly, as a pseudoscalar term ∼ γ0γaγ0V (x). In
Refs.14,15, the four-vector implementation of the har-
monic potential is used, which, however, leads to diverg-
ing and unbound solutions. The authors of Ref.14 explain
this problem by a “sensitive dependence of the solution
on spatial resolution”, though, it appears more likely
that the instability of the solutions originates from an
unsuited choice of the scalar potential, which mathemat-
ically fails to create bound states, as discussed in Ref.23.
For this reason, we implement the harmonic potential as
a scalar term, which is proven to generate an infinite set
of bound states with discrete and equally spaced energy
eigenvalues Enx,ny = ω(nx + ny + 1). The full solution
of the Schro¨dinger equation is given by
φnx,ny (t) =
βHnx(βx)Hny (βy)√
π 2nx 2ny nx!ny!
e−
β2
2
(x2+y2), (31)
where nx and ny label the energy quantum numbers,
Hn(x) denotes the n-th Hermite polynomial and β =√
mω. In the ground state, nx = ny = 0, the solution
is given by a Gaussian wave packet, as in the previous
subsection. In contrast to the free particle solution, the
spread of the Gaussian is constant in time, since the par-
ticle is confined within the harmonic potential:
φ0,0(t) =
1√
2π∆0
exp
(
−x
2 + y2
4∆20
)
,
where ∆0 =
1√
2mω
. As before, we initialize the Dirac
spinor by Ψ(0) = (φ(0), 0, 0, 0) for a particle with mass
m = 0.1 and initial spread ∆0 = 14, confined in a po-
tential with frequency ω = 1
2m∆2
0
= 0.0255. The particle
is placed in the center of a quadratic box of side length
l = 100, simulated by Lx×Ly = 128×128, 256×256 and
512× 512 grid points with discretization step ∆t = l/Lx,
using periodic boundaries.
Fig. 11 depicts snapshots of the probability density
at different times and energy levels (nx, ny), showing
that the initial wave function remains indeed confined
within the harmonic potential. The deviations from the
initial state correspond to oscillations around the sta-
tionary Schro¨dinger solution and originate from the rela-
tivistic effects inherent to the Dirac equation. Fig. 12 de-
picts the spread ∆(t), measured using Eq. (30), showing
high-frequency quantum oscillations (“Zitterbewegung”)
around the constant initial value ∆0 = 14. We have also
measured the total probability P = ∫ Ψ†Ψ dV , which is
Figure 11. Probability density of a quantum harmonic
oscillator. Snapshots of the probability density ρ = Ψ†Ψ
of a quantum harmonic oscillator at different times and en-
ergy levels, labeled by the energy quantum numbers nx and
ny . Blue and red colors denote low and high probabilities,
respectively. The solutions fluctuate slightly in time due to
relativistic effects (“Zitterbewegung”).
Figure 12. Spread and total probability of a particle
confined in a harmonic potential. The simulated spread
∆(t) oscillates around the non-relativistic, stationary solu-
tion. Inset: Total probability P = ∫ Ψ†ΨdV , showing perfect
conservation of probability.
perfectly conserved in our simulations, as shown in the
inset of Fig. 12. Because of the confining effect of the
harmonic potential, the wave function stays bounded and
stable during the full time span of the simulation and os-
cillates periodically around the initial value of the spread.
As can be seen in Fig. 12, the solution is not sensitive to
the grid resolution.
