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Re´sume´
On s’inte´resse a` des syste`mes syme´triques hyperboliques multidimen-
sionnels en pre´sence d’une semiline´arite´. Il est bien connu que ces syste`mes
admettent des solutions discontinues, re´gulie`res de part et d’autre d’une
hypersurface lisse caracte´ristique de multiplicite´ constante. On montre
qu’une telle solution u0 est limite quand ε → 0 de solutions (uε)ε∈]0,1]
du syste`me perturbe´ par une viscosite´ de taille ε. La preuve utilise un
proble`me mixte parabolique et des de´veloppements de couches limites.
On s’inte´resse aussi a` des singularite´s plus faibles comme des sauts de
de´rive´es.
Abstract
We are interested in some multidimensional semilinear symmetric hy-
perbolic systems. It is well known that these systems have some dis-
continuous solutions which are regular outside of a smooth hypersurface
characteristic of constant multiplicity. We show that such a solution u0 is
the limit, when ε→ 0, of solutions (uε)ε∈]0,1] of the system perturbated
by a viscosity εE . The key tools of the proof are a parabolic bound-
ary problem and boundary layers expansions. We also consider weaker
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1 Introduction
On conside`re un ope´rateur
H := A0(t, x)∂t +
∑
16j6n
Aj(t, x)∂j +B(t, x)(1)
2
syme´trique hyperbolique. Les matrices Aj et B sont de taille N ×N , C∞ de
leurs arguments, constantes hors d’un compact de Rn+1. On conside`re aussi
des fonctions f(t, x) et F (t, x, u) qui joueront respectivement le roˆle de terme
source et de nonline´arite´. Les fonctions f et F sont a` valeurs dans RN . La
fonction F de´pend de fac¸on C∞ de ses arguments . On suppose que pour tout
(t, x) dans R1+n, on a F (t, x, 0) = 0. On note ΩT := (−1, T )×Rn. On introduit
le proble`me
P 0(T ) : Hu0 = F (t, x, u0) + f(t, x) quand (t, x) ∈ ΩT
On cherche des solutions particulie`res singulie`res sur une hypersurface Γ de
Rn+1 et re´gulie`res en dehors de Γ. Les singularite´s envisage´es sont des sauts de
u ou de ses de´rive´es, l’hypersurface Γ e´tant suppose´e lisse et caracte´ristique.
Comme on s’interesse a` des re´sultats locaux, quitte a` effectuer un redresse-
ment, on peut supposer que Γ = {xn = 0}. On note x = (y, xn), et, pour
T > 0,
ΓT := {(t, y, 0) ∈ R1+n/− 1 < t < T}.
On utilisera les espaces de Sobolev (Hs)s∈R+ construits sur L2. Une fonction
sera dite H∞ sur un domaine si toutes ses de´rive´es sont de carre´s inte´grables
sur ce domaine. On note p − H∞(ΩT ) l’espace des fonctions H∞ de part et
d’autre de ΓT et on suppose que f est dans p − H∞(ΩT ). Le fait que Γ soit
une surface caracte´ristique se traduit par kerAn 6= {0}. On supposera dans ce
travail :
Hypothe`se 1.1 Le champ d’espace vectoriel sur R kerAn est de dimension
constante sur Γ.
C’est en particulier le cas lorsque l’ope´rateur est strictement hyperbolique. On
notera d0 la dimension de kerAn sur Γ.
L’existence et la propagation d’une solution u0 dans p−H∞(ΩT0) au proble`me
P 0(T0) ou` T0 > 0, pour des ope´rateurs strictements hyperboliques, sont connues
depuis les travaux de G.Me´tivier dans [7], [8]. On donne en annexe une de´mons-
tration adapte´e au cas pre´sent, utilisant un cas particulier d’un the´ore`me de
[1] rede´montre´ et assorti d’un principe d’explosion dans [11].
On montre que l’on peut obtenir ces solutions comme limites de solutions
du syste`me perturbe´ par une petite viscosite´. Par souci de simplicite´, on choi-
sira le Laplacien mais les re´sultats sont les meˆmes pour toute viscosite´ line´aire
uniforme´ment elliptique. On conside`re le proble`me
P ε(T ) : Lεuε = 0 quand (t, x) ∈ ΩT
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ou`
Lεu := Hu− (F (t, x, u) + f(t, x) + ε∆u)
et ε est un coefficient strictement positif destine´ a` tendre vers 0. On donne
un premier e´nonce´ simplifie´. Des re´sultats plus pre´cis sont donne´s a` la section
suivante.
The´ore`me 1.1 Il existe un temps T1 dans ]0, T0], un re´el ε0 dans ]0, 1] et une
famille (uε)0<ε6ε0 de solutions respectives des proble`mes (P
ε(T1))0<ε6ε0 telles
que u0 est limite de uε dans L2(ΩT1), quand ε tend vers 0, et
||u0 − uε||L2(ΩT1 ) = O(ε
1
4 ).
La premie`re assertion du the´ore`me nous renseigne sur l’effet de la semiline´arite´.
Notons que si l’existence, pour un ε ∈]0, 1] fixe´, d’une solution re´gulie`re uε au
proble`me P ε(Tε), ou` Tε > 0, sont connues, le the´ore`me 1.1 affirme, lui, l’exis-
tence des uε, pour ε > 0 assez petit, sur un intervalle de temps non trivial
commun. Bien suˆr, dans le cas line´aire, on peut prendre T1 = T0. La conver-
gence des (uε)ε vers u
0 est, a` notre connaissance, un re´sultat nouveau meˆme
dans le cas line´aire. La me´thode employe´e ici donne e´galement des estimations
dans les espaces de Sobolev Hs ainsi que dans L∞. Ces dernie`res jouent un
roˆle crucial dans le cas semiline´aire.
Il se peut que la singularite´ soit plus faible qu’un saut de la fonction u0 elle-
meˆme et ne concerne que le saut d’une de´rive´e (et ce ne peut eˆtre alors qu’une
de´rive´e normale). On peut alors prendre T1 = T0 et la qualite´ de l’approxi-
mation est alors d’autant meilleure que le saut concerne une de´rive´e d’ordre
e´leve´e.
Dans cet article, on montre en fait que l’on peut de´crire uε a` l’aide d’un
















pour tout entier naturel k, ou` le profil U j se de´compose en trois termes :





) := U ja(t, x) + U jb (t, x,
xn√
ε




Les fonctions U jb (t, x, θ) et U jc (t, x, z) sont des termes rendant compte de la
pre´sence respectivement de couches limites caracte´ristiques (CLC) et non ca-
racte´ristiques (CLNC) de part et d’autre de Γ. Ces fonctions sont singulie`res
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a` travers Γ et tendent vers 0 lorsque θ ou z tendent vers ±∞. Leur roˆle est
d’assurer le raccord de uε et de ∂nu
ε sur Γ. On a u0 := U0a . Le comporte-
ment de U0b est non line´aire. La CLNC n’apparaˆıt que pour j = 2 c’est a`
dire avec une amplitude ε. Cela provient de ce que la taˆche des CLNC ne
concerne que le raccordement de de´rive´es d’ordre plus grand que 1 de u0.
Si les r premie`res de´rive´es de f0 sont continues au passage de Γ, les profils
(U jb )06j6r et (U jc )06j6r+2 sont nuls. Le terme rε joue le roˆle de reste.
L’analyse consiste a` se ramener a` un proble`me dans le demi-espace puis a`
suivre la strate´gie de [11]. Il est bien connu que des conditions de transmission
(conditions de Rankine-Hugoniot [10]) sont ne´cessaires sur l’hypersurface. Ces
conditions sont mises sous la forme de conditions aux limites. Le proble`me
hyperbolique est reformule´ en un proble`me mixte avec des conditions aux
limites maximales dissipatives, en fait meˆme conservatives. Pour les pertur-
bations paraboliques, on se rame`ne a` des proble`mes mixtes paraboliques avec
des conditions aux limites de type mixte Dirichlet-Neumann.
Rappelons les deux grandes e´tapes de la me´thode de [11]. La premie`re consiste
a` chercher une famille de solutions approche´es sous la forme d’un de´veloppement
BKW. On re´soud pour cela une succession de proble`mes pour les profils du
de´veloppement. Signalons ici que si l’on utilise des profils similaires a` ceux
de [11] et que les e´quations de profils sont de meˆme type, les conditions aux
limites diffe`rent. L’ordre de re´solution des proble`mes pour les profils change
en conse´quence.
La seconde prouve l’existence d’une famille de solutions exactes des proble`mes
mixtes paraboliques ayant pour partie principale la famille de solutions ap-
proche´es de la premie`re e´tape. La diffe´rence est une famille de restes que l’on
obtient comme solutions de proble`mes mixtes paraboliques semiline´aires et
pour lesquels on e´tablit des estimations uniformes en ε.
On utilise, au cours des deux e´tapes, des lemmes bore´liens pour prouver l’exis-
tence de donne´es initiales compatibles.
Il est inte´ressant de noter que [11] montre que la limite de proble`mes mixtes
syme´triques paraboliques avec conditions de Dirichlet est un proble`me syme´tri-
que hyperbolique strictement dissipatif. On voit donc que l’on atteint avec des
conditions aux limites de type mixte Dirichlet-Neumann un proble`me que l’on
atteint pas avec des conditions de Dirichlet. Ce fait, de porte´e ge´ne´rale, est
de´taille´e dans [12]. Il est intimement lie´ a` l’absence de CLNC de grande am-
plitude.
Insistons sur le fait que la singularite´ est ici porte´e par une hypersurface ca-
racte´ristique, contrairement au cas des ondes de chocs. Dans ce dernier cas,
la variable rapide ade´quate est xnε , ce qui correspond a` des CLNC de part et
d’autre de l’hypersurface.
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On a choisi de travailler dans un cadre H∞. Il est tout a` fait possible de
travailler avec une re´gularite´ tre`s grande mais finie, au prix d’une analyse plus
laborieuse.
Il serait inte´ressant d’essayer d’appliquer la de´marche pre´ce´dente a` d’autres
singularite´s le long de fronts caracte´ristiques dans le cas quasiline´aire comme
les ondes soniques mises en e´vidence dans [6] ou dans des cas favorables de
discontinuite´s de contact.
2 Les principaux re´sultats
On note ∂0 := ∂t et pour 0 6 i 6 n − 1, Zi := ∂i et Zn := h(xn)∂n
ou` h est une fonction C∞, a` valeurs strictement positives sur R∗+, borne´e sur
R+ telle que h(xn) = xn quand 0 6 xn 6 1. Z := (Zi)06i6n est une famille
ge´ne´ratrice de l’alge`bre des champs de vecteurs C∞ tangents a` Γ. Lorqu’il n’y
pas de risque de confusion, on utilise simplement la lettre Z pour de´signer
une de´rivation quelconque de Z, et, pour j entier naturel, Zj un produit de j





qui diffe´rentient re´gularite´s normale et conormale.
Soit P0 le projecteur orthogonal sur ker A˚n, ou` A˚n est la trace de An sur Γ, et
P⊥0 := Id− P0.
De´signons par Rn+ := R
n−1×R+ le demi-espace, pour T > 0, les parties gauche
et droite de l’espace-temps :
Ω+T := {(t, x) ∈ R1+n/− 1 < t < T, xn > 0},
Ω−T := {(t, x) ∈ R1+n/− 1 < t < T, xn < 0}.
Pour r entier naturel, une fonction u de p−H∞(ΩT ) est de classe Cr sur ΩT
si et seulement si pour 0 6 j 6 r, les traces T±j de ∂
j




Introduisons l’espace de profils
P(ΩT ) := {U(t, x, z, θ) = Ua(t, x) + Ub(t, x, θ) + Uc(t, x, z) ou`
Ua ∈ p−H∞(ΩT ), Ub ∈ p−H∞(ΩT ,S(Rθ)) Uc ∈ p−H∞(ΩT ,S(Rz)).}
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S de´signe l’espace de Schwartz des fonctions C∞ a` de´croissance rapide. Ub ∈
p − H∞(ΩT ,S(Rθ)) signifie que la fonction ΩT → S(Rθ), (t, x) 7→ Ub(t, x, .)





















)(|∂knuε|+m−k,T + |∂knuε|−m−k,T ).
Remarquons que si U est dans P(ΩT ) alors la famille (aε)ε∈]0,1] de´finie par






est, pour toutm ∈ N, dans Gm(T ). Insistons notamment sur le fait qu’un profil
de CLNC est un O(
√
ε) dans L2 alors qu’un profil de CLC est un O(ε
1
4 ).
Le the´ore`me suivant est le re´sultat central de l’article.
The´ore`me 2.1 1. Il existe T1 ∈]0, T0] tel que pour tout k entier naturel, il
existe ε0 dans ]0, 1] tel que pour tout ε ∈]0, ε0], il existe une solution uε de




















profils U0c et U1c sont identiquement nuls.
2. Si u0 est continue sur ΩT0, on peut prendre T1 = T0.
3. Soit r un entier naturel, si u0 est de classe Cr sur ΩT0 , on peut choisir les
profils U j de telle sorte que l’on ait les proprie´te´s suivantes :




U jb = 0 pour 0 6 j 6 r,
U jc = 0 pour 0 6 j 6 r + 2,




Le point 3 du the´ore`me peut se reformuler ainsi : si u0 est Cr, alors la
















On peut qualifier la premie`re somme de re´gulie`re. En effet, c’est un de´ve-
loppement de ce type que l’on obtient lorsqu’on regarde les approximations
visqueuses de solutions u0 re´gulie`res dans tout l’espace (H∞ sur ΩT ). Les





. A partir de cette amplitude (ie pour des puissances de
√
ε plus
grande que r+1) , on peut avoir des profils Ua (resp Uc) avec une amplitude a`
une puissance impaire de
√
ε. Cela provient d’un jeu subtil d’interactions sur
Γ des diffe´rents types de profils Ua, Ub et Uc. La re´solution du de´veloppement
-c’est a` dire l’e´chelle de l’amplitude- des profils Ua et Uc passe ainsi de ε a`
√
ε.
Il est possible de montrer un re´sultat analogue en terme de propagation. On
peut e´galement caracte´riser les donne´es initiales susceptibles de donner de tels
de´veloppements. Une telle e´tude, dans un contexte un peu diffe´rent, est mene´e
dans [11].
Le the´ore`me 1.1 donne´ en introduction est une conse´quence du the´ore`me 2.1.
En fait, on peut meˆme de´duire du the´ore`me 2.1 des estimations beaucoup plus
pre´cises, et optimales, de uε − u0. Les lignes qui suivent pre´sentent ces esti-
mations.
Bien suˆr, si u0 admet une discontinuite´ le long de Γ, on ne peut pas espe´rer







2 ) ou L∞ d’une famille (uε)ε∈]0,1]













Sur P⊥0 , on a l’estimation :
||P⊥0 (uε − u0)||L∞(ΩT1 ) = O(
√
ε),
et pour tout m entier naturel,




2 ) ∀s ∈ [0, 3
2
],(3)








La diffe´rence d’un facteur
√
ε entre les estimations (3) et (4) traduit le fait
intuitif que la couche limite a plus a` faire sur ker A˚n selon lequel le saut est
polarise´. En effet, la condition de Rankine-Hugoniot ([10]) exprime que la
singularite´ est “polarise´e” selon ker A˚n :
Proposition 2.1 La fonction P⊥0 u
0 est continue. Si f et u0 sont de classe
Cr sur ΩT0 alors P
⊥
0 u
0 est de classe Cr+1 sur ΩT0.
Rappelons que la re´gularite´ de u se propage au sens suivant : si u|t=0 est de
classe Cr sur Rn et f est Cr sur ΩT0 alors u est C
r sur ΩT0. On donne en
annexe une preuve de ces re´sultats sur les singularite´s hyperboliques.
Tournons maintenant notre attention vers des singularite´s plus faibles comme
des sauts de de´rive´es normales. La proposition 2.1 montre que ces singularite´s
sont elles-aussi polarise´es selon ker A˚n. Il est ainsi naturel que les estimations
soient meilleures sur certaines coordonne´es. Plus pre´cisemment, on peut e´crire,
pour r entier naturel, si u0 est de classe Cr sur ΩT0, les estimations suivantes :
||P⊥0 (uε − u0)||L∞(ΩT0 ) = O(ε),
||P0(uε − u0)||L∞(ΩT0 ) = O(ε+ ε
r
2 ),
et, pour tout entier naturelm, en notant P− (resp P+) le projecteur orthogonal
sur la somme des sous-espaces propres de A˚n associe´s aux valeurs propres
strictement ne´gatives (resp positives), et
aε := ||P0(uε − u0)||Hm,s(ΩT0 ),
bε := ||P−(uε − u0)||Hm,s(Ω+T0 ) + ||P+(u
ε − u0)||Hm,s(Ω−T0 ),
cε := ||P+(uε − u0)||Hm,s(Ω+T0 ) + ||P−(u
ε − u0)||Hm,s(Ω−T0 ),
on a :



















































Ces estimations mettent en e´vidence la compe´tition de trois cate´gories de
termes : les termes en cε sont de´ja` pre´sents lorsqu’on regarde l’approximation
visqueuse de solutions re´gulie`res sur ΩT0 ([4],[3]) tandis que les autres termes
correspondent a` des couches limites. On a notamment que le premier profil Ub
de couche limite non nul ve´rifie P⊥0 Ub = 0, donc en particulier P⊥0 U0b = 0. En
ce qui concerne la CLNC, on verra que la polarisation est diffe´rente selon que
l’on se trouve d’un coˆte´ ou de l’autre de Γ (cf proposition 6.7).
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3 Re´duction du proble`me P 0(T )
On se rame`ne a` un proble`me dans le demi-espace doublant le nombre d’in-
connues. Les conditions de transmission impose´es par l’e´quation (les conditions
de Rankine-Hugoniot de la proposition 2.1) se traduisent par des conditions
aux limites maximales dissipatives (en fait meˆme conservatives). Ceci nous
permettra de retrouver des re´sultats d’existence de u0 et sera utile dans la
construction des profils.
A u de´fini sur ΩT , on associe u+ sa restriction a` Ω
+
T , u− de´fini par u−(t, x) :=






On a alors que u ve´rifie P 0(T ) si et seulement si u ve´rifie le proble`me
Hu = F(t, x,u) + f(t, x) quand (t, x) ∈ Ω+T(5)











H− := A−0 (t, x)∂t +
∑
16j6n−1
A−j (t, x)∂j −A−n (t, x)∂n +B−(t, x),
F(t, x,u) :=
[
F (t, x, u+)














On a le lemme suivant :
Lemme 3.1 La condition aux limites est maximale dissipative ie la forme
quadratique < A˚n·, · > est ne´gative sur le sous-espace kerM et kerM est
maximale pour cette proprie´te´.





∈ kerM . On a donc P⊥0 u+ = P⊥0 u−. Or,
< A˚nu,u >=< A˚nu+, u+ > − < A˚nu−, u− > .
Utilisant l’identite´ A˚nP0 = 0 et la syme´trie de A˚n, on obtient




0 u+ > − < A˚nP⊥0 u−, P⊥0 u− >= 0.
Ainsi la forme quadratique < A˚n·, · > est ne´gative sur le sous-espace kerM .
De plus, A˚n posse`de N+d0 valeurs propres ne´gatives ou nulles et la somme des
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sous-espaces spectraux associe´s constitue un sous-espace maximal sur lequel
la forme quadratique < A˚n·, · > est ne´gative. Comme tous les sous-espaces
maximaux pour cette proprie´te´ ont la meˆme dimension N + d0 = dim kerM ,
le lemme est prouve´. 
Notons que la preuve du lemme 3.1 montre que la condition aux limites est
conservative c’est a` dire que
< A˚nu,u >= 0 ∀u ∈ kerM.
Afin d’e´noncer des re´sultats utiles pour la construction des parties hyper-
boliques des profils (les U ja), on conside`re le cas de condition aux limites non
homoge`ne : {
Hu = F(t, x,u) + f(t, x) quand (t, x) ∈ Ω+T
Mu = g(t, y) quand (t, x) ∈ ΓT(7)
M est une matrice constante de taille L × 2N , avec L = 2(N − d0), de rang
L. La fonction g est suppose´e H∞ sur ΓT et a` valeurs dans RL. Notons que,
quitte a` multiplier a` gauche par une matrice ade´quate, la condition aux limites
(6) peut se re´e´crire sous la forme Mu = 0.
Le the´ore`me suivant concerne le prolongement des solutions de (7) :
The´ore`me 3.1 Si T est strictement positif et u ∈ H∞(ΩT ) est solution de
(7) alors il existe T0 > T et un unique prolongement de u (en une fonction
encore note´ u) dans H∞(ΩT0) solution de{
Hu = F(t, x,u) + f(t, x) quand (t, x) ∈ Ω+T0,
Mu = g(t, y) quand (t, x) ∈ ΓT0.
(8)
De plus, si T ∗ := sup{T0 > T/ il existe un prolongement de u en une fonction
encore note´e u solution de (8)} est fini, alors limt→T ∗ ||u||L∞(Ω+t ) = +∞. Dans
le cas line´aire , T ∗ =∞.




Hu = F(t, x,u) + f(t, x) quand (t, x) ∈ Ω+T
M(t, y)u = g(t, y) quand (t, x) ∈ ΓT
u = a quand t = 0
(9)
Il est ne´cessaire pour cela d’imposer certaines conditions de compatibilite´
entre donne´es initiales et donne´es au bord. En effet, si u est une solution re´-
gulie`re de (9), avec T > 0, on de´duit de l’e´quation l’existence de fonctions
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(Hk)k∈N de classe C∞ telles que
(∂kt u)|t=0 = Hk(x, (∂αx a)|α|6k).(10)
ou` α de´signe un n-uplet α := (α1, ..., αn) ∈ N , |α| la longueur |α| := α1+...+αn





Comme par ailleurs, il existe des fonctions (Gk)k∈N de classe C∞ telles que
∂kt (Mu) = Gk(t, y, (∂
j
t u)j6k),
on a sur {t = xn = 0} les relations :
(Rk) : Gk(0, y, (Hj(y, 0, (∂
α
x a|xn=0)|α|6j))06j6k) = ∂kt g(0, y).
Le re´sultat suivant montre que, re´ciproquement, ces conditions sont suffisantes
a` l’existence d’une solution re´gulie`re locale en temps.
The´ore`me 3.2 Soit a ∈ H∞(Rn−1×R+) . Alors les assertions suivantes sont
e´quivalentes :
(1) La fonction a ve´rifie les relations (Rk)k∈N,
(2) Il existe T > 0 et u solution re´gulie`re de (9).
Le the´ore`me pre´ce´dent est non vide :
Proposition 3.1 Il existe a ∈ H∞(Rn−1×R+) qui ve´rifie les relations (Rk)k∈N




n ou` α = (α
′, αn). Il existe
des fonctions (H˜k)k∈N∗ et (G˜k)k∈N∗ de classe C∞ telles que, pour tout k ∈ N∗,
Hk(x, (∂
α
x a)j6k) = (−1)k(An)k∂kna+ H˜k(x, (∂αx a)α∈Ik)
Gk(t, y, (∂
j
t u)16j6k) = M∂
k
t u+ G˜k(t, y, (∂
j
t u)j6k−1),
ou` Ik := {α ∈ Nn/ |α| 6 k, αn 6= k}. Ainsi les relations (Rk)k∈N∗ se
re´e´crivent :
(−1)kM(An)k∂kna|xn=0 = (∂kt g)|t=0 −MH˜k(y, 0, (∂αx a|xn=0)α∈Ik)
− G˜k(0, y, (Hj(y, 0, (∂αx a|xn=0)|α|6j))j6k−1).
On a le lemme alge´brique suivant :
Lemme 3.2 Pour tout entier naturel k, on a ImM(An)
k = RL.
Preuve. Pour tout k ∈ N∗, ker(An)k = kerAn ⊂ kerM , et donc ImM(An)k =
ImM = RL. En effet, comme (An)
k est syme´trique, tout vecteur x de RL se
de´compose en x = x0+ x1 ou` x0 ∈ kerAkn ⊂ kerM et x1 ⊂ ImAkn. Un vecteur
quelconque y de RL s’e´crit donc y =Mx =Mx1, avec x1 ⊂ ImAkn. 
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De la surjectivite´ des M(An)
k, on de´duit, par re´currence, l’existence d’une
suite (ak)k∈N de fonctions de H∞(Rn−1) telle que Ma0 = g|t=0 et, pour tout
k ∈ N∗,
M(An)
kak = −(−1)kMH˜k(y, 0, (∂α′y aαn |xn=0)α∈Ik)
−G˜k(0, y, (Hj(y, 0, (∂α′y aαn |xn=0)α∈Ij ))j6k−1)
On conclut par une variante du the´ore`me de Borel ([11]).
Lemme 3.3 Il existe une application
B : (H∞(Rn−1))N → H∞(Rn+)
(ak)k∈N 7→ a
telle que
• Pour tout k ∈ N, ∂kna|xn=0 = ak,
• Il existe un re´el C > 0 tel que pour tout m ∈ N, il existe Cm > 0 tel que







Le deuxie`me point du lemme pre´ce´dent n’est pas utile ici mais servira dans le
paragraphe 5.1. 
La de´monstration prouve le re´sultat suivant, qui pre´cise les degre´s de liberte´
dont on dispose sur les traces au bord des de´rive´es normales de la donne´e
initiale.
Proposition 3.2 Il existe des fonctions (Ak)k∈N de classe C∞ telle que, pour
a ∈ H∞(Rn+), les assertions suivantes soient e´quivalentes :
(1). La fonction a ve´rifie les relations (Rk)k∈N,
(2). Pour tout k ∈ N, pour tout y ∈ Rn−1, on a
(∂kna)(y, 0) ∈ Ak(y, (∂αx a)(y, 0))α∈Ik ) + kerM,
ou` Ik := {α ∈ Nn/ |α| 6 k, αn 6= k}.
Remarque 3.1 Dans le cas line´aire, on peut fournir une preuve un peu diffe´rente
se ramenant au cas ou` u est nul dans le passe´. En particulier, on verra que
les profils (U ja)j∈N∗ ve´rifient des proble`mes line´aires.
Une preuve du the´ore`me 3.1 et de la proposition 2.1 est donne´e en annexe.
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4 Preuve du the´ore`me 2.1
On utilise encore une fois une re´duction a` un proble`me dans le demi-espace.
On applique ensuite la strate´gie de [11] : on commence par prouver l’exis-
tence de solutions approche´es sous la forme de de´veloppements BKW, puis on
conclut par un the´ore`me d’approximation.
4.1 Re´duction a` un proble`me dans le demi-espace
On a que uε est solution de P ε(T ) si et seulement si uε est solution de







= 0 quand (t, x) ∈ ΓT(13)
ou`








Id −Id 0 0
0 0 Id Id
]
ou` la matrice Id est de taille N × N . La condition (13) est une condition de
raccord sur Γ. Puisque l’ope´rateur est d’ordre 2, cette condition concerne la
continuite´ de la fonction et de sa de´rive´e normale.
On notera
Nθ(T ) := H∞(Ω+T ,S(R+θ ,R2N )), Nz(T ) := H∞(Ω+T ,S(R+z ,R2N )).
On introduit l’espace
P(Ω+T ) := {U(t, x, θ, z) = Ua(t, x) + Ub(t, x, θ) + Uc(t, x, z) ou`
Ua ∈ H∞(Ω+T ,R2N ), U b ∈ Nθ(T ), U c ∈ Nz(T )}




, ou`, pour tout (t, x, θ, z) ∈
Ω+T × R+ × R+,
U+(t, x, θ, z) := U(t, x, θ, z), U−(t, x, θ, z) := U(t, y,−xn,−θ,−z),
est dans P(Ω+T ).
Une re´ciproque est donne´ par la proposition suivante
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. Il existe U ∈ P(ΩT ) tel que,
pour tout (t, x, θ, z) ∈ Ω+T × R+ × R+,
U(t, x, θ, z) = U+(t, x, θ, z), U(t, y,−xn,−θ,−z) = U−(t, x, θ, z).
Preuve. On commence par e´noncer la variante suivante du lemme 6.3 :
Lemme 4.1 Soient (ak)k∈N une suite de fonctions de H∞(Rn+). Il existe une
fonction a ∈ H∞(Rn+,S(R+)), (x, θ) ∈ Rn+ × R+ 7→ a(x, θ) ∈ RN , telle que,
pour tout entier naturel k, ∂kθ a|θ=0 = ak.
La de´monstration du lemme 4.1 suit directement celle du lemme 6.3. On ne la
de´taille pas ici. Le lemme 4.1 assure l’existence de U±,b dans H∞(Ω±T ,S(R−))
et de U±,c dans H∞(Ω±T ,S(R−)) tels que pour tout k ∈ N, pour tout (t, x) ∈
Ω±T ,
∂kθU±,b|θ=0± = ∂kθU±,b|θ=0± ,
∂kθU±,c|z=0± = ∂kθU±,c|z=0± .
On de´finit alors U := Ua + Ub + Uc avec
Ua :=
{ U+a quand (t, x) ∈ Ω+T
U−a quand (t, x) ∈ Ω−T
,
Ub :=
{ U±,b quand (t, x, θ) ∈ Ω±T × R+θ
U±,b quand (t, x, θ) ∈ Ω±T × R−θ
,
Uc :=
{ U±,c quand (t, x, z) ∈ Ω±T × R+z
U±,c quand (t, x, z) ∈ Ω±T × R−z

Attirons l’attention du lecteur sur le fait que dans les the´ore`mes e´nonce´s dans
cet article, on e´value les profils en







c’est a` dire avec xn, θ et z de meˆme signe. La proposition 4.1 montre que l’on
peut de´plier un profil U ∈ P(Ω+T ) en un profil U ∈ P(ΩT ) en ne faisant porter
une singularite´ que sur la seule ligne de (de´)pliage {xn = 0}.
On introduit l’ensemble












On a bien suˆr que (aε)ε ∈ Gm(T )⇔ (aε)ε ∈ Gm(T ).



























Une proprie´te´ remarquable de Hm(T ) est la suivante : soit Vb dans Nθ(T ) et
Vc dans Nz(T ) alors la famille (bε)ε∈]0,1] de´finie par











est pour tout m ∈ N dans Hm(T ).
Nous allons maintenant e´noncer deux the´ore`mes synthe´tisant les re´sultats des
deux grandes e´tapes de la de´monstration du the´ore`me 2.1. Les preuves suivent
dans les paragraphes suivants.
4.2 Solutions approche´es
Le the´ore`me suivant assure l’existence de solutions approche´es sous forme
de de´veloppements de la forme (14) de tout ordre. Par commodite´, il est utile
d’introduire un profil de CLNC supple´mentaire. On introduit aussi, pour tout
T > 0 et pour tout s ∈ N, les espaces :
Bs(T ) := {(vε)ε ∈ (Hs(ΓT ))]0,1]/ sup
0<ε61
||vε||Hs(ΓT ) <∞}.
The´ore`me 4.1 Il existe T1 dans ]0, T0] tel que pour tout entier naturel k, il
existe (U j)06j6k famille de profils de P(Ω
+
T1
), Uk+1c dans Nz(T ) tel que la











































quand (t, x) ∈ ΓT1(18)






sont dans Bm(T ). Les profils U0c et U1c sont identiquement nuls. De plus, les
profils (U j)06j6k ve´rifient les points 2 et 3 du the´ore`me 2.1.
La preuve du the´ore`me 4.1 constitue le paragraphe 6.
4.3 The´ore`me d’approximation
Le the´ore`me suivant prouve l’existence d’une famille de solutions exactes de
la famille de proble`mes (12)−(13) admettant un de´veloppement asymptotique
dont la partie principale est une famille de solutions approche´es des e´quations
(12) et (13). On note












Am(T ) est une famille
de solutions approche´es de (12) − (13) au sens ou`











Hm(T ) alors il existe un re´el ε0 ∈]0, 1] et une famille








Ce the´ore`me est une variante du the´ore`me d’approximation prouve´ dans [11].
Seules les conditions aux limites sont diffe´rentes. Le point cle´ est que le line´arise´
de (19)-(20) est bien pose´ dans L2 ([5]). Les estimations sont ensuite de´rive´es
comme dans [11].
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On note alors que pour k > 2 la solution approche´e donne´e par le the´ore`me
4.1 ve´rifie presque les hypothe`ses du the´ore`me pre´ce´dent. Seule la condition




, on peut -quitte a`
faire un rele`vement et a` le retrancher de la solution du the´ore`me 4.1- supposer
que les hypothe`ses du the´ore`me 4.2 sont satisfaites. 
Signalons qu’il suffisait de montrer le point 1 du the´ore`me 2.1 pour k grand, la
forme du de´veloppement elle-meˆme permettant ensuite de conclure pour un k
quelconque. Comme l’explique [11], l’argument pre´ce`dent pre´sente cependant
des de´fauts qui sont ici occulte´s par le cadre simplifie´ de l’article. En effet, si
l’on conside`re ici, par commodite´, des profils de re´gularite´ infinie en dehors du
front d’onde, on se convainc aise´ment que la construction successive des profils
consomme de la re´gularite´. Par ailleurs, si l’on conside`re des donne´es initiales
(ou dans le passe´) plus ge´ne´rales, il est inte´ressant de savoir combien de pro-
fils il est ne´cessaire de prescrire. Dans cette optique, la de´marche propose´e
ici semble assez robuste puisque l’on utilise le the´ore`me 4.1 avec seulement
k = 2. C’est la raison qui nous a` conduit a` minimiser l’hypothe`se sur M dans
le the´ore`me 4.2. La limitation M > 14 provient de la manie`re dont est traite´e
la non line´arite´. Celle-ci est controˆle´e par une norme L∞ qui est obtenue a`
l’aide d’un plongement Sobolev (proposition 5.6). On renvoie le lecteur a` [11]
pour plus de de´tails a` ce sujet.
5 Preuve du the´ore`me 4.2
5.1 Donne´es initiales
On s’inte´ressera, pour une famille de donne´es initiales (uε0)ε∈]0,1] donne´e,
aux solutions re´gulie`res (uε)ε∈]0,1 de (12), (13) ve´rifiant :
uε = uε0 quand t = 0.
Pour qu’il soit possible d’obtenir une solution re´gulie`re, des relations de
compatibilite´ entre donne´es initiales et donne´es au bord doivent eˆtre ve´rifie´es.









De plus, notant A(t, x, ∂x) :=
∑
16j6nAj(t, x)∂j , (12) peut se re´e´crire
A0∂tu
ε = −(A− ε∆)uε + F(t, x,uε) + f(t, x)
∂tu
ε, et par conse´quent aussi les de´rive´es temporelles d’ordres supe´rieurs,
peuvent ainsi se re´exprimer en fonction des de´rive´es spatiales. Ainsi si a` la
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donne´e initiale uε0 correspond une solution re´gulie`re u
ε de (12), les ∂jtu
ε|t=0
sont de´termine´s univoquement en fonction de uε0 et des donne´es du syste`me.
On peut donc introduire a` priori sans ambiguite´ les valeurs uεj attendues pour
∂jtu
















ou` Z ′ de´signe une de´rivation prise parmi (Zi)16i6n, et les espaces :








2 ||∂knuε0||Hs−kco (Rn+)) <∞}.
Proposition 5.1 Sous les hypothe`se du the´ore`me 4.2, il existe une famille de
restes initiaux (rε)ε∈]0,1] dans
⋂
m∈N
Gminit tel que pour tout ε ∈]0, 1], la donne´e
initiale uε0 de´finie, pour x dans R
n
+, par
uε0(x) := aε(0, x) + ε
M rε(x)(21)
ve´rifie les relations de compatibilite´ (Rεk)k∈N.
Preuve. On suit la me´thode de la preuve de la proposition 3.3 de [11]. On
de´duit de (19) l’existence de fonctions (Hj)j∈N∗ , de classe C∞, telles que
(∂jt a




+ Hj(ε, x, (∂αaε(0, x))α∈Ij )− εM (∂jt gε)(0, x)
ou` Ij := {α ∈ Nn : |α| 6 2j;αn 6= 2j}.
On cherche rε telle que les fonctions (uεj )j∈N de´finies par
uε0(x) := aε(0, x) + ε
M rε(x)







ε)(0, x) +Hj(ε, x, (∂αuε(0, x))α∈Ij )
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H♭,α(ε, x, εM (∂αrε(0, x))α∈Ij , (∂αaε(0, x))α∈Ij ).∂αrε(0, x)
− (∂jt gε)(0, x).
On note N0 :=
[
Id −Id] et N1 := [Id Id] ou` Id est la matrice identite´





, ou` 0 est une matrice de N lignes
et 2N colonnes remplie de 0.
On montre, par re´currence que l’on peut construire une famille de fonctions
(rεj)j∈N de H
∞(Rn−1) telles que
• εjA−j0 (0, y, 0).rε2j (y) +
∑
α∈Ij






− (∂jt gε)(0, y, 0) ∈ kerN0
et






























− (∂jt ∂ngε)(0, y, 0) ∈ kerN1
ou`
◮ α = (α′, αn), α˜ = (α˜′, α˜n) ,
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◮ gα(ε, y, r, a) := H♭,α(ε, y, 0, εM r, a).r,
◮ g˜α(ε, y, r, a) := ∂nH♭,α(ε, y, 0, εM r, a).r,
◮ Drg (respectivement Dag) de´signe la de´rive´e par rapport a` r de g (res-
pectivement par rapport a` a de gα(ε, y, r, a)).
• ∀m ∈ N supε∈]0,1]N(ε,m) <∞ ou`






On ne de´taille pas l’obtention de (24) qui utilise des ine´galite´s de type Moser/
Gargliardo-Nirenberg.
Pour chaque ε ∈]0, 1], le lemme de Borel 6.3 assure l’existence de rε dans
H∞(Ω+T ) tel que pour tout j ∈ N, ∂jnrε|xn=0 = rεj . L’identite´ (23) est ainsi
ve´rifie´e pour tout j ∈ N. Ainsi la famille (uε0)ε∈]0,1] de´finie par (21) ve´rifie les
relations de compatibilite´ (Rεk)k∈N. De plus, l’estimation (11) combine´e a` (24)




La de´monstration assure le re´sultat suivant :
Proposition 5.2 Ils existent des fonctions Cj, de classe C∞, telles que pour
tout ε ∈]0, 1], pour toute donne´e initiale uε0 ∈ H∞(Rn+), on a l’e´quivalence
suivante :
1. La fonction uε0 ve´rifie les relations de compatibilite´ (R
ε
k)k∈N.
2. La fonction uε0 ve´rifie, pour tout j ∈ N,
(∂2jn u
ε)|xn=0 ∈ C2j(ε, y, ((∂αaε)|xn=0)α∈Ij , (∂αuε|xn=0)α∈Ij ) + kerN0,
(∂2j+1n u
ε)|xn=0 ∈ C2j+1(ε, y, ((∂αaε)|xn=0)α∈I♯j , (∂
αuε)|xn=0)α∈I♯j ) + kerN1.
ou` Ij et I
♯
j de´signent respectivement les ensembles
Ij := {α ∈ Nn : |α| 6 2j;αn 6= 2j} et
I♯j := {α ∈ Nn : |α| 6 2j + 1, αi 6 2j pour 1 6 i 6 n}.
5.2 Approximation
L’existence d’une famille de donne´es initiales ade´quates e´tant atteste´e par
la proposition 5.1, on travaille dans la suite dans le cas de donne´es nulles dans
le passe´. En effet, si l’on dispose d’une famille de donne´es initiales uε0(x) :=
aε(0, x) + ε
M rε(x) donne´e par la proposition 5.1, le lemme de Borel assure,
pour tout ε, l’existence de w♮ε telle que, pour tout j ∈ N, ∂jtw♮ε|t=0 = rεj , ou`
rεj est de´finie comme dans la preuve de la proposition 5.1. On travaille alors
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avec w˜ε = wε − w♮ε. L’appartenance de rε a`
⋂
m∈N
Gminit assure que w˜ε ve´rifie








et conside`rons le proble`me






= 0 quand (t, x) ∈ ΓT(26)
wε = 0 quand (t, x) ∈ Ω+0(27)
ou` G est telle que F(t, x,u+ v)− F(t, x,u) = G(t, x,u,v).v.
Conside`rons m > n2 .
Notons que si le proble`me est non line´aire, les non line´arite´s sont multiplie´es
par des ε, ce qui assure l’existence de solutions en temps long. On commence
par e´tablir des estimations conormales pour le proble`me line´aire :






= 0 quand (t, x) ∈ ΓT
wε = 0 quand (t, x) ∈ Ω+0
On de´finit, pour λ > 1 et m entier naturel, les normes a` poids :




On omettra dans les lignes qui suivent l’indice ε de wε. Cela ne doit pas
entraˆıner de confusion.
Proposition 5.3 Soit m un entier naturel. Il existe λm > 1 tel que pour
λ > λm et pout tout ε ∈]0, 1] :
ε|∇xw||2m,λ,T + λ|w||2m,λ,T 6 λ−1λm|f ||2m,λ,T(28)
Preuve : On commence par montrer le cas m = 0. Pour cela, on multiplie
l’e´quation a` gauche par tw et on inte´gre par parties en e´crivant































, la condition aux limites (26) se traduit par
w+|xn=0 = w−|xn=0, ∂nw+|xn=0 = −∂nw−|xn=0.
Ainsi
(twA˚nw)|xn=0 = (tw+A˚nw+)|xn=0 − (tw−A˚nw−)|xn=0 = 0,
(tw∂nw)|xn=0 = (tw+∂nw+)|xn=0 + (tw−∂nw−)|xn=0 = 0.
On obtient ainsi
ε|∇xw||20,λ,T + λ|w||20,λ,T 6 λ−1λ0| < f ,w >0,λ,T |.(29)
et donc (28) dans le cas m = 0. On proce`de ensuite par re´currence sur m,
suivant [2], [11]. Supposons l’estimation (28) e´tablie avec 0, 1, ...,m− 1 en lieu
et place de m. Pour α := (α0, ..., αn) ∈ Nn+1, on note, au cours de cette
de´monstration, Zα := Zα00 ...Z
αn
n et |α| := α0+ ...+αn. Remarquons que pour
tout k ∈ N, l’ope´rateur ∂n(xn∂n)k est de la forme




Pour tout α ∈ Nn+1, l’ope´rateur de de´rivation Zα commutent donc exactement
avec les conditions aux limites sur ΓT . Ainsi, pour tout α ∈ Nn+1, |α| 6 m,
Zαw est solution de







= 0 quand (t, x) ∈ ΓT
Zαw = 0 quand (t, x) ∈ Ω+0
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ou` le second membre f˜ vaut f˜ := Zαf + [H, Zα]w + [−ε∆, Zα]w. Appliquant
l’estimation (29), et multipliant par λ2(m−|α|) , on a :
ε(λm−|α||∇xZαw||0,λ,T )2 + λ(λm−|α||Zαw||0,λ,T )2 6
λ−1λ0λ2(m−|α|)| < f˜ , Zαw >0,λ,T |.
Pour controˆler le membre de gauche, il nous faut majorer les termes
λ2(m−|α|)| < Zαf , Zαw >0,λ,T |,(30)
λ2(m−|α|)| < [H, Zα]w, Zαw >0,λ,T |,(31)
λ2(m−|α|)| < [−ε∆, Zα]w, Zαw >0,λ,T |.(32)
Le terme (30) se majore par
(λm−|α||Zαf ||20,λ,T ).(λm−|α||Zαw||20,λ,T )
puis par
λ−1cδλm−|α||Zαf ||20,λ,T + λδλm−|α||Zαw||20,λ,T ,
pour un δ assez petit de fac¸on a` ce que le terme en v soit absorbe´ dans le
membre de gauche.
Conside`rons maintenant le terme (32). Pour le majorer, il suffit de majorer
une somme de termes dont les “plus mauvais” contiennent deux de´rive´es nor-
males ∂n et sont de la forme :
λ2(m−|α|)| < [−ε∂2n, Zα]w, Zαw >0,λ,T |.
On effectue une inte´gration par parties. Remarquant que pour 0 6 xn 6 1,
le commutateur [∂2n, Z
k






n , et tirant parti de la
condition aux limites, on a que le terme tout inte´gre´ est nul. On est ainsi
ramene´ a` controˆler
ελ2(m−||α||)|∂nZβw||20,λ|∂nZαw||20,λ,
que l’on majore par
δε|∂nw||2m,λ + cδε|∂nw||2m−1,λ,
ou` δ est choisi suffisamment petit pour absorber le terme δε|∂nw||2m,λ dans le
membre de gauche. Le terme ε|∂nw||2m−1,λ est majore´ par le membre de droite
de l’estimation (28) d’apre`s l’hypothe`se de re´currence.
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Il reste a` controˆler le terme (32). Pour cela, on doit controˆler des termes de la
forme
λ2(m−|α|)| < [AiZi, Zα]w, Zαw >L2λ | pour 0 6 i 6 n− 1,(33)
λ2(m−|α|)| < [A♭nZn, Zα]w, Zαw >L2λ |,(34)
λ2(m−|α|)| < [A˚n∂n, Zα]w, Zαw >L2λ |.(35)
Les termes (33) et (34) se majorent par cte|w||2m,λ et sont absorbe´s dans le
membre de gauche de (28). Pour le terme (35), on remarque que l’on a, par
l’e´quation,
A˚n∂nw = −H♭w + ε∆w + f ,
ce qui nous rame`ne a` des cas pre´ce´dents. 
On utilise le she´ma ite´ratif (wν)ν>0 de´fini par w
0 := 0 et







= 0 quand (t, x) ∈ ΓT
wν+1 = 0 quand (t, x) ∈ Ω+0
On notera dans la suite ||.||∞ au lieu de ||.||L∞(ΩT ).
Proposition 5.4 Soit µ > 0 fixe´. Il existe λ1 > 0 tel que si ε
M ||wν ||∞ 6 µ
alors
ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(|gε||2m,λ,T
+(|wν+1||m,λ,T + εM ||wν+1||∞|wν ||m,λ,T )2).(36)
Preuve : Il s’agit d’estimer en norme |.||20,λ,T des termes de la forme
λm−|α|Zα(G(t, x,a, εMwν)wν+1).(37)
Lorsqu’on de´veloppe (37), on obtient deux types de termes :
• ceux ou` wν n’est pas de´rive´. Ils sont controˆle´s par cte|wν+1||2m,λ,T et pour λ
assez grand sont absorbe´s dans le membre de gauche de (36).
• ceux ou` wν est de´rive´. Ils sont de la forme
λm−|α|Φε(t, x)Zβ1a...ZβiaZγ1(εMwν)...Zγj (εMwν)Zδwν+1
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ou` Φε(t, x) est uniforme´ment borne´ dans L∞ et
|β1|+ ...+ |βi|+ |γ1|+ ...+ |γj|+ |δ| 6 |α|.
On doit donc majorer en |.||20,λ,T des termes de la forme
λm−|α|Zγ1(εMwν)...Zγj (εMwν)Zδwν+1.(38)
On utilise les ine´galite´s de Moser suivantes [2] :
Lemme 5.1 Soient m un entier naturel, a1, ...,al des fonctions de H
m(ΩT )
et α := (α1, ...αl) dans N
l avec |α| := |α1| + ... + |αl| 6 m. Alors, pour tout
λ > 1, on a :
λm−|α||Zα1 a1...Zαl al||0,λ,T 6 c
∑
j
(Πi6=j ||ai||∞)|aj ||m,λ,T .
La constante c e´tant inde´pendante des ai.
Le terme (38) se majore alors par
cte(|wν+1||m,λ,T + εM ||wν+1||∞|wν ||m,λ,T )2
ce qui ache`ve la preuve. 
La proposition pre´ce´dente utilise une norme L∞ pour controˆler la nonline´arite´
dans les estimations conormales. Nous allons maintenant voir comment majo-
rer a` son tour cette norme L∞ par plongement de Sobolev. L’ide´e est d’eˆtre
e´conome en ε et en de´rive´es normales. On se tourne donc, a` l’instar de [11], vers
des plongements de Sobolev anisotropes. La proposition qui suit est de´montre´e
dans [2].
Proposition 5.5 Il existe ρ > 0 tel que pour tout w dans Hm(ΩT )
||w||∞ 6 ρTeλT (|w||m,λ,T + |∂nw||m,λ,T ).
On en de´duit par un simple changement de variable
Proposition 5.6 Il existe ρ > 0 tel que pour tout w ∈ Hm(ΩT ), pour tout
ε ∈ [0, 1]
ε
1




Fixons un re´el µ > 0 arbitraire, un re´el λ1 donne´ par la proposition 5.4,




4hρTeλT 6 min(µ, 1).(39)
Proposition 5.7 La suite (wν)ν satisfait, pour tout entier naturel ν,
εM ||wν ||∞ 6 µ, ||wν ||m,λ,T 6 h.
Preuve : on raisonne par re´currence sur ν. La proposition est vraie pour ν = 0.
Supposons la vraie pour ν quelconque. Alors par la proposition 5.4, on a
ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(h2 + (|wν+1||m,λ,T +
εMh||wν+1||∞)2).
On utilise la proposition 5.6 pour controˆler ||wν+1||∞. Ainsi












ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(h2




ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(h2 + 8|wν+1||2m,λ,T )
ainsi |wν+1||m,λ,T 6 h2 et
√
ε|∇xwν+1||m,λ,T 6 h2 d’ou`
εM ||wν+1||∞ 6 εM− 14ρTeλTh 6 µ 
On obtient alors classiquement une solution re´gulie`re de (25) − (26) − (27)
qui ve´rifie par passage a` la limite εM ||wν ||∞ = O(1) et |wν ||m,λ,T = O(1). Les
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de´rive´es normales ite´re´es sont estime´es ensuite par re´currence par l’e´quation.
On a ainsi obtenu un re´el ε0 et une famille (wε)ε∈]0,ε0] solution de (25)-(26)-
(27) ve´rifiant supε∈]0,ε0]||uε|εm,T <∞. Notons que le choix de ε0 de´pend de m
car dans (39), la quantite´ h de´pend de m. Cependant, la the´orie classique des
syste`mes paraboliques, et en particulier le crite`re d’explosion, assure que les
(wε)ε∈]0,ε0] sont dans H
∞(Ω+T ). 
6 Preuve du the´ore`me 4.1
6.1 Composition non line´aire des profils
On commence par donner une de´finition qui donne un sens rigoureux aux
de´veloppements que nous allons utiliser.














pour une suite donne´e de profils U j de P(Ω+T ) si pour tout k entier naturel,



















L’espace P(Ω+T ) a la proprie´te´ de pre´servation par composition non line´aire
suivante :























T ) et F(t, x,u)
une fonction C∞(Ω+T × R2N ,R2N ) telle que F(t, x, 0) = 0. Alors,
1. Pour tout ε > 0, la fonction (t, x) 7→ F(t, x,uε(t,x)) est dans H∞(Ω+T ,R2N ).
De plus, il existe des profils (Vj)j>0 dans P(Ω
+
T ) tels que



















V0a := F(t, x,U
0
a),











c)− F(t, x,U0a + U˚
0
b).
Lorsque u est dans Nθ(T ), u˚ de´signe la trace de u en θ = 0.




c), C∞ de leurs argu-




























b)− F′u(t, x,U0a).U ja















De plus Q1a = Q
1
b = 0.
L’esprit de la proposition est le suivant : notre analyse fait intervenir des
de´veloppements avec des profils et un reste. Aussi, la proprie´te´ d’alge`bre n’est
pas essentielle si l’erreur commise peut eˆtre incluse dans le reste. La strate´gie
de la de´monstration se re´sume ainsi : on introduit la plus petite alge`bre conte-






C’est un de´veloppement avec de tels profils que l’on obtient a` priori par com-
position non line´aire. On rede´veloppe les profils couple´s en un de´veloppement
de CLNC en controˆlant l’erreur a` tout ordre.
Preuve. Conside´rons
P˜(Ω+T ) := H
∞(Ω+T ,R
2N )⊕Nθ(T )⊕H∞(Ω+T ,S(R+θ ×R+z ,R2N ))
et e´tendons la de´finition 6.1 a` de tels profils. P˜(Ω+T ) est l’espace conside´re´ par
O.Gue`s dans [2]. C’est la plus petite alge`bre contenant P(Ω+T ).























(t, x, (Uk)k6j) avec, pour tout
(t, x, (uk)06k6j) ∈ Ω+T × (R2N )j+1,
V˜
j








0)(uk1 , ..., ukn),
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la somme portant sur des ki 6= 0 pour i compris entre 1 et n.
Les V˜
j



























(t, x, (Uk)k6j)− V˜j(t, x, (Uka + Ukb )k6j).
Nous allons maintenant rede´velopper les termes V˜
j
c en de´veloppements de
CLNC. Avant cela, on re´alise une manipulation pre´liminaire qui sera impor-
tante pour asurer la de´croissance rapide des profils du de´veloppement ob-
tenu. Elle consiste essentiellement a` factoriser par des termes de CLNC. Effec-
tuant un de´veloppement de Taylor en θ, on a l’existence de matrices de taille
2N×2N re´gulie`res (V˜j,k,♭)06k6j telles que pour tout (t, x) dans Ω+T , pour tout









(t, x, u, v).vk.
Ainsi, notant Ud := (U
k








(t, x,Ua + Ub,Uc).U
k
c .






b . Le profil V˜
j










(t, x,Ua + U˚b,Uc).U
k
c














Dans l’expression pre´ce´dente, la somme porte sur l’ensemble des indices n :=










































:= ziWj,i dans Nz(T ).
















a que Vj ∈ P(Ω+T ), qu’il existe Qjc tel que
Vjc := Q
j














U j ∼∑j>0√εj Vj 
La proposition suivante comple`te la proposition 6.1. C’est un corollaire de
la de´monstration de cette dernie`re ou` sont explicite´es les fonctions Qj. Ces
proprie´te´s seront utiles dans la de´monstration du point 3 du the´ore`me 2.1.
Proposition 6.2 Si les (U2j+1a )06j6[ r
2





sont aussi. Si les (U jb)06j6r (resp les (U
j
c)06j6r) alors les (V
j
b)06j6r (resp les
(Vjc)06j6r) le sont aussi.
La preuve de la proposition 6.1 est reporte´e a` la fin de l’article.
6.2 L’ansatz de re´solution
Un de´veloppement de Taylor au premier ordre assure l’existence de ma-
trices A♭n(t, x) de taille 2N × 2N avec une re´gularite´ C∞ en (t, x) tel que
An = A˚n + xnA
♭












a` la place de uε dans (12) donne, par la proposition pre´ce´dente un de´veloppe-












ou` les profils F j sont dans P(Ω+T ) et se de´composent de la manie`re suivante :
F−2a = F
−2




c − ∂zzU0c ,








c − ∂zzU1c ,
F0a = HU
0









b − ∂θθU0b − F(t, x,U0a + U0b) + F(t, x,U0a),
F0c = A˚n∂zU
2
c − ∂zzU2c + q0c ,
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et pour j > 1
F ja = HU
j











b − ∂θθU jb
− F′u(t, x,U0a + U0b)(U ja + U jb) +F′u(t, x,U0a)U ja + qjb ,
F jc = A˚n∂zU
j+2
c − ∂zzU j+2c + qjc ,
ou` l’on a regroupe´ un certain nombre de termes de la fac¸on suivante :






a := 0, q
1
b := 0,
q1c := −Q1c(t, x, z, (U ja + U jc)j61), ( ˚∂iθU jb)i+j61),
et, pour k > 2,
qka := −∆Uk−2a −Qka(t, x, (U ja)j6k−1),
qkb := −∆bUk−1b −∆Uk−2a −Qkb (t, x, (U ja,U jb)j6k−1),
qkc := (H −∆c)Ukc −∆Uk−2c
− Qkc (t, x, z, (U ja,U jc)j6k, ( ˚∂iθU jb)i+j6k),
ou`∆b et∆c de´signent les ope´rateurs ∆b := 2
∑n
i=1 ∂θ∂i et∆c := 2
∑n
i=1 ∂z∂i.
6.3 L’ansatz de re´solution des conditions aux limites
Rappelons que l’on note N0 :=
[
Id −Id] et N1 := [Id Id] ou` Id est la





, ou` 0 est une
matrice de N lignes et 2N colonnes remplie de 0. La condition aux limites (13)
se re´e´crit donc :
N0u
ε = N1∂nu
ε = 0 quand (t, x) ∈ ΓT .






U j(t, x, xnε ,
xn√
ε
) a` uε dans (13)




















c |xn=z=0, F−1cl1 := N1(∂zU1c |xn=z=0 + ∂θU0b |xn=θ=0)
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c |xn=z=0 + ∂θU jb|xn=θ=0 + ∂nU j−1|xn=θ=z=0).










et P⊥0 := Id−P0.
De´finissons le proble`me (S−1cl (T )) :
N1∂zU
0
c |z=0 = 0 quand (t, x) ∈ Ω+T(42)
(S0cl(T )) :
MU0|θ=z=0 = 0 quand (t, x) ∈ ΓT(43)
N0P0U





b)|θ=z=0 = 0 quand (t, x) ∈ Ω+T(45)
et pour j > 1, (Sjcl(T )) :
MU j |θ=z=0 = 0 quand (t, x) ∈ ΓT(46)
N0P0U






j−1)|θ=z=0 = 0 quand (t, x) ∈ Ω+T(48)
On notera que N0 = N0P0+M . On a choisi comme dans [11] de garder une
de´pendance en xn au niveau de la couche limite et de faire baver les conditions
aux limites (42), (44), (45), (47), (48).
Remarquons que si le proble`me (S−1cl ) est ve´rifie´ alors F
−2
cl1 est nul. Pour j > 0,




cl0 sont nuls. La re´solution des (S
j
cl(T ))j>−1




On donne ici un re´sultat pour une e´quation de type hyperbolique-paraboli-
que (cf [2]). Conside`rons T0 > 0, les matrices de taille 2N×2N :K := P0A♭nP0
et l’ope´rateur IH := P0HP0 +Kθ∂θ qui est un ope´rateur syme´trique hyperbo-
lique sur l’espace des fonctions W telles que P⊥0 W = 0.
On conside`re le proble`me mixte :
P⊥0 W = 0, quand (t, x, θ) ∈ Ω+T × R+θ(49)






|θ=0 = Nb quand (t, x) ∈ Ω+T(51)
W = a quand (t, x, θ) ∈ {0} × Rn+ × R+θ(52)
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ou` f(t, x, p,W ) est une fonction de classe C∞ , a` valeurs dans RN et ve´rifie
f |t60 = 0 et f(t, x, 0, 0) = 0, la fonction p(t, x, θ) joue le roˆle de parame`tre et
appartient a` Nθ(T0). On suppose que b est dans H∞(Ω+T ), ve´rifie P⊥0 b = 0 et
b|t60 = 0. La donne´e initiale a est dans l’espace H∞(Rn+ ×R+θ ).
Examinons la compatibilite´ des donne´es : si W est solution re´gulie`re de (49),
(50) et (52), avec T > 0, alors il existe des fonctions (Ik)k∈N de classe C∞
telles que les fonctions
Wk(x, θ) := (∂
k
t W )(0, x, θ)
ve´rifient







Si, de plus, W est solution de (51), on a ne´cessairement sur le coin {t =







ou` bk := (∂
k
t b)|t=0. La re´ciproque est contenue dans le the´ore`me suivant
The´ore`me 6.1 Soit a ∈ H∞(Rn+,S(R+)) . Alors les assertions suivantes sont
e´quivalentes :
(1) La fonction a ve´rifie les relations (R′k),
(2) Il existe T ∈]0, T0] et W ∈ Nθ(T ) solution re´gulie`re de (49), (50), (51) et
(52).







W f)l6k−1 et (∂
l
tb)l6k.
De meˆme que pour le proble`me mixte hyperbolique , on a le re´sultat d’exis-
tence de donne´es compatibles a` tout ordre suivant :
Proposition 6.3 Il existe a ∈ H∞(Rn+,S(R+)) ve´rifiant les relations (R′k)k∈N.
Preuve. On commence par remarquer qu’ils existent des fonctions (I˜k)k∈N




































|θ=0 = (∂kt b)|t=0 ∀k > 1.
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On conclut avec le lemme 4.1. 
Notons que l’on a un re´sultat similaire a` la proposition 3.2 :
Proposition 6.4 Il existe des fonctions (A′k)k∈N de classe C∞ telle que, pour
a ∈ H∞(Rn+), les assertions suivantes soient e´quivalentes :
(1). La fonction a ve´rifie les relations (R′k)k∈N,
(2). Pour tout k ∈ N, pour tout y ∈ Rn−1, on a
(∂2kθ a)(x, 0) ∈ A′2k(x, (∂ix∂jθa)(x, 0))i+ j
2
6k,j<2k) + kerN0,





On peut caracte´riser le temps d’existence maximal des solutions re´gulie`res
du the´ore`me 6.1.
The´ore`me 6.2 Lorsque l’assertion 2 du the´ore`me 6.1 est ve´rifie´e, si T est
pris maximal et si T > T0 alors ||W ||L∞(Ωt×R+θ ) → +∞ quand t→ T
−. Dans
le cas ou` l’e´quation (50) est line´aire, on peut prendre T = T0.
Le proble`me mixte (49), (50), (51) et (52) est tre`s proche du proble`me
e´tudie´ et re´solu dans [2]. Le changement essentiel concerne les conditions aux
limites. Nous allons ici seulement montrer comment la me´thode de [2] s’adapte
au cas qui nous inte´resse ici. La proposition 6.3 assurant l’existence de donne´es
initiales compatibles a` tout ordre, on se contente de traiter le cas ou` W est
nulle dans Ω+0 .
6.4.1 Re´duction a` une condition aux limites homoge`ne





et on conside`re q ∈ Nθ(T0) tel que q|θ=0 = b0 et
∂θq|θ=0 = b1. Un tel q existe : prendre par exemple
q(t, x, θ) := (2b0 + b1)e
−θ − (b0 + b1)e−2θ.
Notant Φ :=W − q, on a alors que W ve´rifie (49) si et seulement si P⊥0 Φ = 0,





= 0 et que W ve´rifie (50) si et
seulement si
(−∂2θ + IH)Φ = P0f(t, x, p,Φ+ q)− (−∂2θ + IH)q quand (t, x, θ) ∈ Ω+T × R+θ
Le second membre, dans l’e´galite´ pre´ce´dente, peut se mettre sous la forme
P0f˜(t, x, p˜,Φ) ou` f˜ , p˜ ve´rifient les meˆmes hypothe`ses que f et p. On peut
ainsi se ramener au cas ou` b est nul.
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6.4.2 Re´duction matricielle
Introduisons une base orthonorme´e (pour le produit scalaire usuel) de RN ,
(e1(t, x), ..., eN (t, x)) ou` les ei(t, x) sont des fonctions C
∞ telles que (ei)16i6d0
est une base de ker A˚n. Soit U la matrice N ×N orthogonale dont les colonnes
sont les (ei)16i6N . On a ainsi que U est dans C
∞(R1+n, O(RN )), ou` O(RN )
de´signe le groupe des matrices N ×N orthogonales. Conside`rons les matrices,









Idd0 0 0 0
0 0 Idd0 0
0 IdN−d0 0 0
0 0 0 IdN−d0

 .
Conside`rons la nouvelle inconnue W˜ (t, x) := TU−1(t, x)W (t, x). On note
W˜I := (W˜1, ..., W˜2d0) ∈ R2d0 et W˜II := (W˜2d0+1, ..., W˜2N ) ∈ R2(N−d0).
Lemme 6.1 La condition de polarisation (49) s’e´crit
W˜II = 0 quand (t, x, θ) ∈ Ω+T ×R+θ










Id −Id 0 0
0 0 Id Id
]
ou` les matrices Id et 0 sont de taille d0 × d0.
Preuve. En effet, e´crivant
Wˇ± := U−1W± =:t (Wˇ±,1, ..., Wˇ±,N ),
Wˇ±,I = (Wˇ±,1, ..., Wˇ±,d0) ∈ Rd0,
Wˇ±,II = (Wˇ±,d0+1, ..., Wˇ±,N ) ∈ RN−d0,
la condition de polarisation (49) s’e´crit :
Wˇ+II = Wˇ
−
II = 0 quand (t, x, θ) ∈ Ω+T × R+θ
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= 0 quand (t, x, θ) ∈ Ω+T × {0}.












Multipliant (50) a` gauche par t(UT ), on obtient alors un syste`me e´quivalent
2d0 × 2d0 de la forme
(−∂2θ + IH[I])W˜I = q(t, x, p, W˜I).




Cj(t, x)∂j + Cn+1(t, x)θ∂θ.
Les matrices Cj(t, x) sont syme´triques de taille 2d0× 2d0 extraites respective-
ment des matrices t(UT )P0AjP0(UT )(t, x) (si j 6 n),
t(UT )K(UT )(t, x) (si
j = n+1). La matrice C0 est de´finie positive. Omettant les tildes et indices I
(sauf pour l’ope´rateur IH[I]), on est donc ramene´ au proble`me






|θ=0 = 0 quand (t, x) ∈ Ω+T
W = 0 quand (t, x, θ) ∈ Ω+0 ×R+θ
ou` W est a` valeurs dans R2d0 .
6.4.3 Estimation L2 pour le proble`me line´aire











l’on note < ., . >L2
λ
(Ω+T×R+θ ) le produit scalaire dans L
2(Ω+T × R+θ ) muni de la
mesure e−2λtdtdxdθ. On conside`re le proble`me line´aire :






|θ=0 = 0 quand (t, x) ∈ Ω+T(56)
W = 0 quand (t, x, θ) ∈ Ω+0 × R+θ(57)
ou` le second membre h ve´rifie h|t60 = 0.
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Proposition 6.5 Il existe un unique W dans L2(Ω+T × R+θ ) tel que ∂θW est
dans L2(Ω+T × R+θ ) solution de (55) − (56) − (57). De plus, il existe c > 0 tel








6 c| < h,W >L2
λ
(Ω+T×R+θ ) |.(58)
Preuve : on se contente ici de montrer l’ine´galite´ d’e´nergie (58). L’existence
et l’unicite´ d’une solution au proble`me (55)− (56)− (57) s’en de´duisent par les
arguments de [2]. On multiplie (55) a` gauche par tW et on inte´gre par parties
en remarquant que :
• −∂2θ + IH[I] est tangent a` {xn = 0} (P0A˚nP0 = 0),
• IH[I] est tangent a` {θ = 0},






, (56) se traduit par
W+ =W−, ∂θW+ = −∂θW− quand θ = 0.
Ainsi (tW.∂θW )|θ=0 =t W+.∂θW+ +t W−.∂θW− = 0. 
6.4.4 Estimation des de´rive´s pour le proble`me line´aire










λm−|α|||∂α00 ...∂αnn ∂αn+1θ W ||L2
λ
(ΩT×R+θ )
ou` α := (α0, ..., αn+1) est dans N
n+2.
Proposition 6.6 Il existe λm > 1 tel que, pour tout λ > λm,
|W |m,λ,T + ||W ||m,λ,T 6 λm
λ
(|h|m,λ,T + ||h||m,λ,T ).
Preuve : on commence par estimer les de´rive´es conormales au bord {θ = 0}.
Le point important est que les conditions aux limites (56) aient de bonnes
proprie´te´s de commutation avec les de´rive´es conormales : en effet, pour tout
entier naturel n, ∂θ(θ∂θ)
n est de la forme ∂θ + θ.Ope´rateur en ∂θ, θ∂θ. On
a donc que
∂θ(θ∂θ)
nW+ = −∂θ(θ∂θ)nW− quand θ = 0.
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n+1 , on a, pour tout α ∈ Nn+2, |α| 6 m, que ZαW est solution de







|θ=0 = 0 quand (t, x) ∈ Ω+T(60)
ZαW = 0 quand (t, x, θ) ∈ Ω+0 × R+θ(61)
ou` h˜ := Zαh+ [IH[1], Zα]W + [−∂2θ , Zα]W .
Notons que l’un des inte´reˆts de la re´duction matricielle pre´ce´dente e´tait d’e´-
liminer les proble`mes de commutation des ope´rateurs de de´rivation avec la
condition de polarisation (49).
Le deuxie`me terme du membre de droite de (59) se majore par
cteλ−1(||h||m,λ,T + ||W ||m,λ,T )||W ||m,λ,T .
Pour le troisie`me terme, puisque [∂2θ , ∂i] = 0 si i ∈ {0, ..., n} et [∂2θ , θ∂θ] =
2∂2θ , le commutateur [∂
2
θ , Z
α] s’e´crit comme une somme de termes de la forme
∂2θZ
βW ou` |β| 6 |α| − 1. En inte´grant par parties en θ, on a
< ∂2θZ
βW,ZαW >L2λ
= − < ∂θZβW,∂θZαW >L2λ −
t(∂θZ
βW ).(ZαW )|θ=0.
Tirant parti de (60), on obtient t(∂θZ
βW ).(ZαW )|θ=0 = 0. Le troisie`me terme
du membre de droite de (59) se majore donc par
cteλ−1||∂θW ||m−1,λ,T ||∂θW ||m,λ,T 6 cteλ−2||∂θW ||2m,λ,T .
En sommant ces ine´galite´s, on obtient donc pour λ assez grand
||∂θW ||2m,λ,T + λ||W ||2m,λ,T 6
cm
λ
(||h||m,λ,T + ||W ||m,λ,T )||W ||m,λ,T
et, quitte a` augmenter cm, pour λ > cm,√
λ||∂θW ||m,λ,T + λ||W ||m,λ,T 6 cm||h||m,λ,T .
On estime ensuite les de´rive´es normales, remarquant que l’on peut re´e´crire
l’e´quation : ∂2θW = −h+ IH[I]W 
6.4.5 Conclusion
On proce`de ensuite comme dans [2], utilisant un sche´ma ite´ratif et des
ine´galite´s de type Gagliardo-Nirenberg, pour re´soudre le proble`me non line´aire.
On montre e´galement a` l’aide d’estimations sur le line´arise´ et du sche´ma
ite´ratif, la de´croissance rapide de la solution. La condition d’explosion pro-
vient de ce que la non line´arite´ est controˆle´e, dans le she´ma ite´ratif, a` l’aide
de la norme L∞.
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6.5 CLNC
L’e´tude des CLNC fait intervenir des e´quations de la forme
(−∂2z + A˚n∂z)U = Φ quand (t, x, z) ∈ Ω+T × R+z ,(62)
ou` Φ ∈ Nz(T ) et des conditions aux limites de la forme :
N1∂zU = K quand (t, x, z) ∈ Ω+T × {0}(63)
ou` K est dans H∞(Ω+T ). Il s’agit d’une EDO line´aire en z parame´tre´e par







On note Pol⊥c := Id− Polc.
Proposition 6.7 1. Les matrices Polc commutent avec (−∂2z + A˚n∂z).
2. Si Φ = 0 et U ∈ Nz(T ) solution de (62) alors Pol⊥c U = 0.
3. Si PolcΦ = 0 alors (62) admet une et une seule solution U ∈ Nz(T ) telle
que PolcU = 0.
4. Si Pol⊥c Φ = 0 et si Pol⊥c K = 0 alors (62) − (63) admet une et une seule
solution U ∈ Nz(T ) telle que Pol⊥c U = 0.
Remarquons que dans le cas du point 2, on peut dire que le profil U est
polarise´ selon Polc. Revenant au proble`me dans tout l’espace, cela signifie que
U est polarise´e selon P− (resp P+) pour xn > 0 (resp xn > 0) ie (Id−P−)U = 0
(resp (Id− P+)U = 0). L’esprit des points 3 et 4 est que pour la partie pola-
rise´e ie PolcU , il est possible de prescrire une condition en z = 0, ce qui n’est
pas possible pour Pol⊥c U = 0.
Preuve. Notons (ei)16i6N une base de R
N de vecteurs propres de A˚n de va-
leurs propres associe´es (λi)16i6N . On notera respectivement I+, I− et I0 les
ensembles des indices i pour lesquels la valeur propre correspondante λi ve´rifie
λi > 0, λi < 0 et λi = 0. Pour x ∈ RN quelconque, on e´crit x =
∑N
i=1 xiei.
On a donc P+x =
∑
i∈I+ xiei, A˚nx =
∑N
i=1 λixiei et A˚nP+x =
∑
i∈I+ λixiei =
P+A˚nx. Ainsi, les matrices A˚n et P+ commutent. On proce`de de meˆme avec
P− et P0. Par suite, la matrice Polc commute avec l’ope´rateur (−∂2z + A˚n∂z).
Pour le point 2, si Φ = 0 et la fonction U est solution de (62) alors U peut


















ou` les fonctions (αi)16i6N sont scalaires. Une telle fonction U est dans Nz(T )




i = 0 ∀i /∈ I−
+
c’est-a`-dire si et seulement si Pol⊥c U = 0. La condition de de´croissance a` l’in-
fini permet de conclure.
Pour le point 3, on commence par re´soudre le proble`me :

trouver U [1] ∈ Nz(T ) tel que
(−∂z + A˚n)U [1] = Φ quand (t, x, z) ∈ Ω+T × R+z ,
PolcU
[1] = 0 quand (t, x, z) ∈ Ω+T × R+z ,
(65)






Φ±(t, x, z) =
∑
i/∈I±
Φ±i (t, x, z)ei(t, x)
ou` les fonctions (Φ±i )i sont scalaires, re´gulie`res en (t, x, z), a` de´croissance ra-
pide en z.
La me´thode de variation de la constante consiste a` chercher une solution U [1]






avec U [1]± = α±i (t, x, z)e±λi(t,x)zei(t, x)(66)
ou` les fonctions scalaires α±i ve´rifient les EDO en z, parame´tre´es par (t, x),
−e±λi(t,x)z∂zα±i (t, x, z) = Φ±i (t, x, z). On utilise alors une version a` parame`tres
du lemme suivant dans lequel on a choisi, par souci de simplicite´, de ne faire
figurer que la variable z :
Lemme 6.2 Soit Φ une fonction scalaire dans S(R+) et λ un re´el positif. La





dz′ est aussi dans S(R+).
Preuve : on e´carte d’emble´e le cas λ = 0, qui est trivial. De´finissons, pour
tout entier naturel l, l’assertion de re´currence :
Π(l) : ∀k ∈ N, zkΦ˜(l)(z) ∈ L2(R+z ).







































′2k|Φ˜(z′)|2dzdz′ = ∫z′>0 z′2k+1|Φ˜(z′)|2dz′ < ∞ car Φ ∈
S(R+), le principe de Fubini assure que zkΦ˜(z) est dans L2(R+). Ainsi l’as-
sertion Π(0) est ve´rifie´e.
Supposons l’assertion Π(l) ve´rifie´e, alors on remarque que Φ˜′ = λΦ˜ − Φ.
De´rivant l fois , on a Φ˜(l+1) = λΦ˜(l)−Φ(l). Par conse´quent, la fonction zkΦ˜(l)(z)
est dans L2(R+), pour tout entier naturel k. Le principe de re´currence assure
que l’assertion Π(l) est vraie pour tout entier naturel l, ce qui ache`ve de
de´montrer le lemme. 
Ainsi le proble`me (65) admet une et une seule solution U [1] de la forme (66)
avec
α±i (t, x, z) =
∫ ∞
z

















β±i (t, x, z)ei(t, x) ou` la fonction scalaire β
±
i est la
primitive (en z) de α±i e
±λiz qui s’annule en z =∞.
Pour le point 4, la strate´gie est similaire au point pre´ce´dent : on commence
par chercher un profil U [1] ∈ Nz(T ) solution du proble`me :

(−∂z + A˚n)U [1] = Φ quand (t, x, z) ∈ Ω+T × R+z ,
N1U
[1] = K quand (t, x, z) ∈ Ω+T × {0}
Pol⊥c U
[1] = 0 quand (t, x, z) ∈ Ω+T × R+z





















K±i (t, x)ei(t, x).
Les fonctions (Φ±i )i et (K
±
i )i sont scalaires re´gulie`res en (t, x, z) et les (Φ
±
i )i















α±(t, x, z)e±λi(t,x)zei(t, x)
avec
−e±λi(t,x)z∂zα±i (t, x, z) = Φ±i (t, x, z) quand (t, x, z) ∈ Ω+T × R+z
α±i = K
±
i quand (t, x, z) ∈ Ω+T × {0}
On utilise le lemme suivant :
Lemme 6.3 Soit Φ une fonction scalaire dans S(Rz+) et λ un re´el strictement
n’egatif. La fonction Φ˜ de´finie par Φ˜(z) := eλz
∫ z
0 Φ(z
′)e−λz′dz′ est aussi dans
S(R+).
Preuve. De´finissons, pour tout entier naturel l, l’assertion de re´currence :
Π(l) : ∀k ∈ N, zkΦ˜(l)(z) ∈ L2(R+).
Par l’ine´galite´ de Cauchy-Schwarz, |Φ˜(l)(z)|2 6 Ce2λz ainsi Π(0) est ve´rifie´e.
Supposons Π(l) et remarquons que Φ˜′ = λΦ˜ + Φ′. On de´duit Π(l + 1) comme
dans le lemme pre´ce´dent 










β±i (t, x, z)ei(t, x) ou` β
±
i est la primitive (en z) de
α±i e
±λiz qui s’annule en z = +∞ avec









′)dz′ +K±i (t, x). 
Notons que l’on peut pre´ciser la de´croissance des profils de CLNC mises en
jeu dans cet article. Pour une telle e´tude, dans un contexte voisin, on renvoie
a` [11].
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6.6 Le tableau de la cascade
On conside`re alors, pour j > −1, les proble`mes
(Sj(T )) :
{







quand (t, x, θ, z) ∈ Ω+T × R+θ × R+z
,
et on illustre notre state´gie de re´solution en cascade par le tableau suivant :
(S−1) (S0) (S1) ...
F−2 F−2c



















Chaque terme de la premie`re colonne est la somme de la ligne correspon-
dante. Lors de la re´solution du proble`me (Sj), les profils inconnus sont U ja, U
j
b
et U j+1c . Notons que ce tableau pre´sente une diffe´rence essentielle avec celui
de [11] : les profils Fc sont ici de´cale´s d’une colonne vers la gauche.
Lorsque les proble`mes (Sj(T ))06j6N sont ve´rifie´s, les premiers termes non













2Rε, avec Rε ∈ Hm(T1), pour tout
entier naturel m.
Voyons comment re´soudre les proble`mes (Sj(T ))-(Sjcl(T )) pour j > −1. Les
cas j = −1 et j = 0, particuliers, sont de´taille´s. Rappelons, pour le confort du
lecteur, que le proble`me (S−1cl (T )) est constitue´ de l’e´quation (42), le proble`me
(S0cl(T )) est constitue´ des equations (43), (44) et (45). Enfin, pour j > 1, le
proble`me (Sjcl(T )) est constitue´ des equations (46), (47) et (48).
6.6.1 (S−1(T )) et (S−1cl (T ))





c = 0 quand (t, x, z) ∈ Ω+T ×R+z ,
∂zU
0
c |z=0 = 0 quand (t, x) ∈ Ω+T
dont l’unique solution est U0c = 0.
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6.6.2 (S0(T )) et (S0cl(T ))
De´finissons les proble`mes{
HU0a = F(t, x,U
0
a) + f(t, x) quand (t, x) ∈ Ω+T







(−∂2θ + IH)U0b = Υ
}













quand (t, x) ∈ Ω+T
,(68)




b)− F(t, x,U0a)) et{
(−∂2z + A˚n∂z)U1c = 0 quand (t, x, z) ∈ Ω+T × R+z
N1∂zU
1
c |z=0 = 0 quand (t, x) ∈ Ω+T
(69)
Re´soudre (S0(T )) et (S0cl(T )) revient a` re´soudre le proble`me limite (67)




En effet, compte-tenu des conditions de polarisation P⊥0 U
0





0 (cf proposition 6.7 2.), la condition aux limites
N1(∂θU
0




b |θ=0 = N1∂zU1c |z=0 = 0.
On constate que (67) n’est autre que le proble`me hyperbolique constitue´ des
e´quations (5) et (6). On prend U0a := u
0. L’unique solution du proble`me (69)
est U1c = 0.
Aux ordres supe´rieurs, les diffe´rents types de termes composant les profils sont
couple´s par les conditions aux limites. La re´solution des proble`mes (Sj(T ))-
(Sjcl(T )), pour j > 1, s’en trouve complique´e.
6.6.3 (Sj(T ))-(Sjcl(T )) ; j > 1
Pour chaque j > 1, lors de la re´solution (Sj(T )), on est confronte´ au
proble`me suivant :
HU ja = Φ
j







b,1 quand (t, x, θ) ∈ Ω+T × R+θ(70)
(−∂2θ + IH)P0U jb = Φjb,2 quand (t, x, θ) ∈ Ω+T × R+θ
(−∂2z + A˚n∂z)U j+1c = Φj+1c quand (t, x, z) ∈ Ω+T × R+z
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ou` les membres de gauche valent :
Φja := −qja + F′u(t, x,u0)U ja, Φj+1c := −qj−1c ,
Φjb,1 := −P⊥0 (HU j−1b + A˚nθ∂θU j−1b − ∂2θU j−1b + qj−1b ),
Φjb,2 := P0(−HP⊥0 U jb + F′u(t, x,u0 + U0b).(U ja + U jb)− F′u(t, x,u0).U ja − qjb).




b,2 dans Nθ(T0) et
Φj+1c dans Nz(T0). Les termes Φj contiennent donc des termes d’ordre 0 en
les profils des membres de gauche et des termes sources.
De´finissons, pour (t, x, z) ∈ ΩT ×R+z ,
Pol⊥c (−∂2z + A˚n∂z)U j+1c = Pol⊥c Φj+1c .(71)
Les e´quations (70) et (71) jouent un roˆle important dans la re´solution des
proble`mes (Sj(T )) et (Sjcl(T )). En effet, on a dit que la difficulte´ provenait du
couplage induit par les conditions aux limites. Or les e´quations (70) et (71)






c . Cela provient d’une part de
ce que l’ope´rateur de de´rivation ∂θ re´alise un automorphisme de Nθ(T ) et





c |z=0 sont donc impose´es par l’e´quation et ne peuvent pas eˆtre
prescrites. Ces traces vont eˆtre compense´es (dans la condition (46)) par la
partie re´gulie`re du profil. Les relations (47) et (48) sont, quant a` elles, as-
sure´es par les profils de couche limite.
Pour chaque j > 1, lors de la re´solution (Sjcl(T )), on est confronte´ au proble`me
suivant :
MU j = 0 quand (t, x) ∈ ΓT
N0P0U
j
b|θ=0 = −N0P0(U ja + U jc|z=0)
N1P0∂θU
j





c |z=0 = −N1P⊥0 (∂nU j−1 + ∂θU jb|z=0)

 quand (t, x) ∈ Ω+T
Pour chaque j > 1, de´finissons les proble`mes{
HU ja = Φ
j
a quand (t, x) ∈ Ω+T




















j−1 + ∂zU j+1c |z=0
]





Polc(−∂2z + A˚n∂z)U j+1c = PolcΦj+1c





c |z=0 = −N1P⊥0 (∂nU j−1 + ∂θU jb|θ=0)
quand (t, x) ∈ Ω+T .
(74)
































c |z=0 = −N1P⊥0 (∂nU j−1 + ∂θU jb|θ=0)




c |z=0 = P ♮−(∂nU j−1 + ∂θU jb|θ=0)
P ♮+∂zU
j+1
c |z=0 = P ♮+(∂nU j−1 + ∂θU jb|θ=0)
}
quand (t, x) ∈ Ω+T ,




. Notons que l’on a Pol⊥c K = 0.








Remarquons notamment que la re´solution de (72) n’exige la connaissance que
d’une partie de U jb, a` savoir MU
j
b|θ=0 et cette quantite´ est de´termine´e par
(70). Les proble`mes (73) et (74) sont bien de´couple´s puisque le proble`me (73)
ne de´pend de U j+1c que par l’interme´diaire de P0U
j+1
c qui est de´termine´ par





est de´termine´ par (70). Dans notre analyse, le couplage entre CLC et CLNC
se fait donc par l’interme´diaire de la partie re´gulie`re du profil.
6.7 Conclusion
Les the´ore`mes 3.1 et 6.1, les propositions 3.1, 6.3 et 6.7 assurent l’existence
d’un temps T1 et de solutions aux proble`mes (S
j(T1))-(S
j
cl(T1)) pour j > 0.
Le temps T1 ne de´pend que de U
0 car seuls U0a et U
0
b ve´rifient des proble`mes
non line´aires. L’erreur commise est controˆle´e par la proposition 6.1 
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7 Preuve du point 3 du the´ore`me 2.1




U2j+1a = 0 pour 0 6 j 6 [n2 ],
U jb = 0 pour 0 6 j 6 n,
U jc = 0 pour 0 6 j 6 n+ 2,
U2ja est Cr−2j pour 0 6 j 6 [n2 ].
Montrons l’assertion Π(0) : le fait que U0c = U1c = 0 est acquis. Tenant compte





(−∂2θ + IH)U0b = Υ
}








|θ=0 = 0 quand (t, x) ∈ Ω+T




b)−F(t, x,U0a)). Ainsi, on peut prendre
U0b = 0. On a alors Φ1b,1 = 0. Ainsi, par (70), on obtient P⊥0 U1b = 0 et le




0).U1a quand (t, x) ∈ Ω+T
MU1a = 0 quand (t, x) ∈ ΓT
On peut ainsi prendre U1a = 0. Comme par la proposition 2.1, la fonction
P⊥0 u
0 est de classe Cr+1 et que Φ2c = −q0c = 0 car U0c = 0, le proble`me (74)
pour j = 1 se re´e´crit :{
(−∂2z + A˚n∂z)U2c = 0 quand (t, x, z) ∈ Ω+T × R+z
N1∂zU
2
c |z=0 = 0 quand (t, x) ∈ Ω+T
L’unique solution de ce proble`me est U2c = 0. L’assertion Π(0) est montre´e. Si
r = 0, c’est fini. Supposons maintenant que r 6= 0 et proce`dons par re´currence
finie. Supposons ve´rifie´es les assertions Π(k) pour 0 6 k 6 j ou` j 6 r − 1 et
montrons Π(j + 1). Par la proposition 6.2, on a Φj+1b,1 = 0 d’ou` par (70), que
P⊥0 U
j+1
b = 0. Distinguons deux cas :
• si j est pair, on a, par hypothe`se, d’une part que U j+1a = 0 et d’autre
part que U ja est C
r−j. Comme r − j > 1, cela implique que
N1∂nU
j
a = 0 quand (t, x) ∈ ΓT
avec l’hypothe`se de re´currence et la proposition 6.2, on a U j+2c = 0 et q
j+1
b = 0.
Ainsi le proble`me (73) avec j + 1 en lieu et place de j se re´e´crit :











|θ=0 = 0 quand (t, x) ∈ Ω+T
48
On peut ainsi prendre U j+1b = 0. Par la proposition 6.2, il vient Φ
j+2
b,1 = 0, et
donc, par (70), P⊥0 U
j+2
b = 0. Comme par la proposition 6.2, on a Φ
j+3
c = 0,
(74) avec j + 2 en lieu et place de j se re´e´crit :{
(−∂2z + A˚n∂z)U j+3c = 0 quand (t, x, z) ∈ Ω+T × R+z
N1∂zU
j+3
c |z=0 = 0 quand (t, x) ∈ Ω+T
d’ou` U j+3c = 0. L’assertion Π(j + 1) est dans ce cas de´montre´e.
• si j est impair, on a, par hypothe`se, U ja = 0 et U j−1a est Cr−(j−1). Il s’en
suit que qj+1a est Cr−(j−1)−2. Le proble`me (72) avec j + 1 en lieu et place de
j s’e´crivant :{
HU j+1a = F
′
u(t, x,u
0).U j+1a + q
j+1
a quand (t, x) ∈ Ω+T
MU j+1a = 0 quand (t, x) ∈ ΓT
on a, par la proposition 2.1, que U j+1a est C
r−(j−1)−2. Comme r− (j−1)−2 =
r − j − 1 > 0, on a
N0U
j+1
a = 0 quand (t, x) ∈ ΓT
avec l’hypothe`se de re´currence et la proposition 6.2, on a qj+1b = 0 et U
j+2
c = 0.
Ainsi (73) avec j+1 en lieu et place de j prend la meˆme forme que dans le cas
ou` j est pair. On en de´duit, de meˆme, que l’on peut prendre U j+1b = 0, puis
que P⊥0 U
j+2
b = 0 et U
j+3
c = 0. Par la proposition 6.2, on obtient q
j+2
a = 0, et
donc (72) avec j + 2 en lieu et place de j s’e´crit :{
HU j+2a = F
′
u(t, x,u
0).U j+2a quand (t, x) ∈ Ω+T
MU j+2a = 0 quand (t, x) ∈ ΓT
On prend U j+2a = 0 et l’he´re´dite´ de l’assertion Π(j) est prouve´e. 
A Preuve du the´ore`me 3.1 et de la proposition 2.1
On introduit des espaces de re´gularite´ Sobolev anisotrope pour lesquels
une de´rive´e normale vaut deux de´rive´es conormales.
De´finition A.1 Soit
H0,m(Ω+T ) := {u ∈ L2(Ω+T )/ ∀l 6 k/ Z lu ∈ L2(Ω+T )}.
Em,T := {u ∈ H0,m(Ω+T )/∂knu ∈ H0,m−2k(Ω+T ) ∀0 6 2k 6 m} muni de la





ou` λ est un re´el plus grand que 1.
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On a le re´sultat suivant qui prouve en particulier le the´ore`me 3.1
The´ore`me A.1 Si f est dans Em,∞ alors il existe T0 strictement positif et
une et une seule u ∈ Em,T0 solution de

Hu = F(t, x,u) + f(t, x) quand (t, x) ∈ Ω+T0
M(t, y)u = 0 quand (t, x) ∈ ΓT0
u = 0 quand t = 0
Si T est pris maximal et si T est fini, alors limt→T ∗ ||u||L∞(Ωt) = +∞. Dans
le cas line´aire , on peut prendre T =∞.
La preuve repose de manie`re essentielle sur une estimation pour le proble`me
line´aire :
Hu = f quand (t, x) ∈ ΩT0(75)
Mu = 0 quand (t, x) ∈ ΓT0(76)
u = 0 quand (t, x) ∈ Ω0(77)
Compte-tenu de l’hypothe`se 1.1, on a l’existence de O(t, y) matrices N×N
inversibles C∞ de leurs arguments telles que tOA˚nO = D ou` D est la matrice
diagonale par blocs D := diag(Idd+ ,−Idd− , 0d0). De´finissons les matrices dia-
gonales par blocs O := diag(O,O) et D := diag(D,−D). Introduisons la




Idd+ 0 0 0 0 0
0 Idd− 0 0 0 0
0 0 0 0 Idd0 0
0 0 Idd+ 0 0 0
0 0 0 Idd− 0 0






ou` C est la matrice diagonale C := diag(Idd+ ,−Idd− ,−Idd+ ,−Idd− , 02d0).
Effectuant le changement de variables consistant a` remplacer u par (OQ)−1u
et multipliant a` gauche par t(OQ), on se rame`ne au cas ou`





La preuve du the´ore`me 3.1 ne ne´cessite nullement de prendre en conside´ration
la syme´trie du proble`me. Aussi, nous ne ferons que la distinction entre les






ou` v (resp w) est un vecteur colonne de R2(N−d0) (resp R2d0).
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The´ore`me A.2 On a les estimations




Preuve : il s’agit d’estimer pour 2k + |l| 6 m le terme
λm−2k−l|∂knZ lu|E0,λ,T0 .
Estimation L2
C’est un cas particulier de [9].
k = 0
Z lu ve´rifie (75)- (76)- (77) avec f¯ := Z lf + [H, Z l]u en lieu et place de f .







On estime se´pare´ment les de´rive´es de v et celles de w. On e´crit




Aj(t, x)Zj +B(t, x)





ou` D[4] est de















[3]v +B[4]w = f [2]
ce que l’on abre´ge en
A[1]Zv+A[2]Zw +B[1]v+B[2]w + C[1]∂nv = f
[1](78)
A[3]Zv +A[4]Zw +B[3]v +B[4]w = f [2](79)
ou` C[1] = diag(Idd+ ,−Idd− ,−Idd+ , Idd−).
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v : On a |∂nv|Em−2,λ,T0 6 1λ |∂nv|Em−1,λ,T0 . De plus, |∂nv|Em−1,λ,T0 peut eˆtre
estime´ graˆce a` (78).
w : Notons X := A[4]Z +B[4]. X est un ope´rateur syme´trique hyperbolique
line´aire agissant sur des fonctions a` valeurs dans Rd0. Le bord {xn = 0} est
totalement caracte´ristique pour l’ope´rateur X . Alors (79) se re´e´crit
Xw = f [2] −A[3]Zv −B[3]v.
Ainsi,
|∂nXw|Em−2,λ,T0 6 C(|u|Em,λ,T0 + |f |Em,λ,T0).(80)
Ensuite, on a queX∂knZ
lw ve´rifieX∂knZ
lw = f¯ ou` f¯ := ∂knZ
lXw+[X , ∂knZ
l]w.
Ecrivant k = k′ + 1, on a
f¯ := (∂n)




Le premier terme est controˆle´ par (80) (2k′ + l 6 m− 2). Pour le second, on
e´crit
[X , ∂knZ
l]w = [A[4]Z, ∂knZ
l]w + [B[4], ∂knZ
l]w.
Voyons comment controˆler le premier terme qui est le “pire” (il contient une
de´rive´e supple´mentaire). [A[4]Z, ∂knZ




avec k1 + k2 = k, l1 + l2 = l et 0 < 2k1 + |l1| < m. L’estimation L2 applique´e
a` X donne alors l’existence de λm > 1 tel que
∀λ > λm |(∂n)kZ lw|2 6 C
λ
(|u|Em,λ,T0 + |f |Em,λ,T0). 
Pour montrer la proposition 2.1, on prend en compte la syme´trie. On ren-
voie a` [10] pour la preuve de la continuite´ de u. Suivant les effets de la permuta-
tion Q, on remarque que les (A[i])16i64, les (B
[i])16i64 et C
[1] sont diagonaux





















. Les e´quations (78) et
(79) se de´couplent ainsi en quatre e´quations :
A[1]Zv± +A[2]Zw± +B[1]v± +B[2]w± ± C[1]∂nv± = f [1]±(81)












. Dans le cas semiline´aire, il convient de remplacer,
pour i = 1 ou 2, f
[i]
± (t, x) par f
[i]
± (t, x) + F
[i]
± (t, x,u). On soustrait alors les
deux e´galite´s donne´es par (81), ainsi que celles donne´es par (82), ce qui donne
respectivement
A[1]Z[v] +A[2]Z[w] +B[1][v] +B[2][w] + C[1](∂nv+ + ∂nv−) = [f [1]] + [F [1]]
et X [v] = [f [2]] + [F [2]]−A[3]Z[v]−B[3][v],





, [u] de´signe [u] = u+−u−. La propagation de la re´gularite´
de u et la seconde assertion de la proposition 2.1 se montre alors par re´currence
en notant que C[1] est inversible. 
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