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Abstrak : Data mining merupakan salah cabang ilmu komputer yang sangat cepat perkembangannya. Dengan semakin berkembang pesatnya database spasial, terutama data geografis dan medik, maka peran data mining menjadi lebih penting dan menyebabkan timbulnya cabang baru dalam data mining yaitu spatial data mining. Pada makalah ini dibahas tentang metodologi dan implementasi pencarian association rule pada data spasial dengan pendekatan algoritma FP-Tree/FP-Growth. Prapemrosesan data dilakukan terhadap data spatial beserta atribut-atribut non-spatial dan menghasilkan data berdasarkan relasi spasial yang telah ditentukan. Selain itu, dalam proses ini juga dilakukan kategorisasi data untuk atribut-atribut non-spasial. Hasil prapemrosesan ini berupa tabel yang kemudian akan dijadikan sebagai data sumber untuk pencarian spatial association rule. Algoritma pencarian spatial association rule konvensional yang diimplementasikan adalah algoritma FP-Tree (FP-Growth), dengan penambahan proses untuk menangani data yang memuat predikat spasial. 









Data mining merupakan salah satu kajian penelitian baru yang sangat pesat perkembangannya, seiring dengan semakin cepatnya pertumbuhan data dari penggunaan bermacama-macam sistem informasi. Data mining adalah proses untuk menemukan pengetahuan baru, valid dan pola data yang berguna dalam suatu database yang besar, Kumar [1].  Bidang ini mengkombinasikan metode dan tool dalam bidang statistik, database, teori informasi, visualisasi data dan pembelajaran mesin dan telah diaplikasikan pada banyak bidang mulai dari bisnis (marketing, pola customer, permalan tren dan pola pergerakan saham, dan klasifikasi calon debitur) sampai pada aplikasi di bidang science (astronomi, biologi molekular, kedokteran, dan geologi). Task-task utama dalam data mining adalah summarization, sequence, klasifikasi, asosiasi, trend dan clustering. Untuk melakukan task-task ini, banyak metode yang bisa digunakan antara lain dengan pendekatan statistik (Bayesian network, metode peramalan, correlation analysis dan cluster analysis), pendekatan machine learning/artificial intelligence (decision tree, neural network, genetic algorithm, fuzzy logic dan lainnya). Pendekatan ini tentunya harus didukung oleh akses database yang efisien. 

Seiring dengan semakin berkembang pesatnya database spasial, terutama data geografis dan medik, maka peran data mining menjadi lebih penting. Sumber data yang digunakan menjadi dua macam yaitu data spasial dan non-spasial, sehingga data mining berkembang dan mempunyai ‘cabang’ baru yaitu spatial data mining. Mengikuti definisi data mining, Koperski mendefinisikan spatial data mining sebagai penemuan pengetahuan dari sejumlah besar data spatial, Koperski [2].  

Martin Ester et. al. [3] mendefinisikan spatial data mining dengan pendekatan dua sisi yaitu knowledge discovery in database (KDD) dan spatial database. KDD adalah proses penemuan pola yang baru, benar, dan mempunyai potensi untuk berguna dari data. Sistem database spasial adalah sistem database untuk memanage data spatial. Spatial data mining menjadi sangat penting untuk terus dikembangkan dikarenakan beberapa hal, antara lain adalah pertumbuhan data spatial sangat cepat karena semakin meluasnya aplikasi GIS (antara lain untuk geo-marketing, studi dan pengelolaan lingkungan hidup, penyebaran penduduk, penyebaran penyakit dan lain-lain) dan penggunaan citra medik yang makin banyak (diagnosis penyakit berdasarkan citra hasil MRI dan CT Scan, pengenalan sel darah  dan lain-lain) [2], Miller [4],Knowledge [5]. 

Perbedaan utama antara data mining pada database relasional dengan geographic data mining adalah bahwa atribut-atribut dari tetangga (neighbor) suatu obyek spasial bisa berpengaruh pada obyek tersebut sehingga hal ini perlu dipertimbangkan. Lokasi riil dan perluasan dari suatu obyek spasial mendefinisikan secara implisit suatu relasi ketetanggaan secara spasial (misalnya relasi topologi, jarak dan arah) yang digunakan oleh algoritma-algoritma spatial data mining, Hsu [6]. Bermacam-macam algoritma data mining telah dikembangkan para peneliti untuk menemukan pola baru dan menarik dari data sumber. Algoritma-algoritma ini dapat dikelompokkan kedalam beberapa task antara lain generalisasi, klasifikasi, asosiasiasi, clustering, dan analisis trend [4].  Sebagian besar algoritma-algoritma ini bekerja pada data yang bersifat non-spasial (tekstual) dan berformat khusus. Untuk data yang lain, diperlukan penyesuaian menjadi format yang telah ditentukan melalui proses prapemrosesan data. 

II. SPATIAL ASSOCIATION RULE
2.1   Association Rule
Ide dasar tentang algoritma association rule diperkenalkan oleh Agrawal pada tahun 1993 [1]. Ide ini berawal dari analisis data ‘market basket’ yang secara informal dideskripsikan sebagai penemuan pola intra-transactional dalam database transaksi customer yang sangat besar. Misalkan I = {a1, … , an} adalah himpunan item dan A adalah subset dari I dan disebut dengan k-itemset jika |A| = k. Misalkan D adalah database yang berisi transaksi T yang mana setiap transaksi T adalah subset dari I. Suatu transaksi T mensupport itemset A jika itemset merupakan subset dari T. Support dari suatu itemset didefinisikan sebagai jumlah transaksi yang memuat itemset tersebut atau secara matematik dinyatakan dengan 
  ……. (1)

Sebuah association rule, dinyatakan dengan A→B, memenuhi dua syarat yaitu A dan B adalah itemset dan A∩B=Ø. Suatu itemset A disebut frequent jika mempunyai support lebih besar atau sama dengan support minimum (threshold support) yang ditentukan. Support dari rule A→B didefinisikan sebagai support dari itemset AB. Nilai Confidence dari rule A→B didefinisikan sebagai support(A→B) dibagi dengan support(A). Dengan kata lain, confidence dapat didefinisikan dengan probabilitas P(B|A).
 …….(2)
 ...(3)
Permasalahan dalam mining association rule adalah pencarian semua association rule yang mempunyai support dan confidence yang lebih besar daripada minimum support dan minimum confidence yang ditentukan (threshold). 
Algoritma untuk mendapatkan association rule diawali dengan algoritma Apriori, Agrawal [7] yang menggunakan minimum support untuk memotong kandidat frequent itemset pada proses generate frequent itemset  dan minimum confidence untuk memotong kandidat yang tidak memenuhi minimum support pada proses generate rule. Pada setiap proses generate kandidat itemset dari k-1 itemset ke k-itemset akan dilakukan proses join antar k-1 itemset yang ada. Scan database dilakukan untuk memperoleh kandidat itemset yang memenuhi minsupport. 

Beberapa algoritma telah diusulkan untuk memperbaiki kekurangan algoritma diatas antara lain dengan algoritma berbasis hash, algoritma partitioning, dan pendekatan sampling. Pendekatan berbeda untuk menemukan association rule dilakukan oleh Jiawei Han [8] yang meniadakan proses generate kandidat itemset, karena menurutnya proses ini memerlukan waktu komputasi yang relatif lama. Pada algoritma ini, digunakan struktur data kompak yang disebut dengan Frequent Pattern Tree (FP-Tree), yang akan dijelaskan kemudian. 

2.2. Spatial Association Rule 
Perkembangan berikutnya, konsep association rule dikembangkan pada obyek-obyek yang lain, yang salah satunya adalah pada data spasial. Secara spasial, asosiasi berarti keterkaitan antara satu objek spasial dengan obyek spasial yang lain, misalnya  keterkaitan antara lokasi banjir dengan lokasi penggundulan hutan, keterkaitan antara daerah rawan penyakit dengan daerah kemiskinan dan lain-lain. 
Koperski mendefinisikan spatial assosiation rule dengan rule yang berbentuk 
P1 P2 P3 ... Pn → Q1 Q2 Q3 ... Qn   (s%, c%)

dengan paling sedikit satu dari predikat P1, P2, P3, ... , Pn , Q1, Q2, Q3, ... , Qn adalah predikat spasial, s% adalah support dari rule dan c% adalah confidence dari rule. [2].   

Contoh : Sebuah rule
    X  DB  Y DB: is-a(X,town)  → close-to(X,Y) Λ is-a(Y, Water) (c 80%)
menyatakan bahwa 80% kota dekat dengan air (sungai/laut).  

Algoritma spatial association rule pada awalnya dikembangkan  yang menggunakan multi-level assosiation rule (hierarchical) untuk mengorgani-sasikan data spasial dan non-spasial. Sebagai contoh, obyek kota dapat dibagi menjadi kota besar, sedang dan kecil. Pendekatan yang digunakan pada algoritma ini adalah pendekatan top down dengan teknik pencarian ‘progressive deepening’ [2]. 
Ansaf Salleb dan Vrain memperluas algortima yang dikembangkan oleh Koperski dan menggunakannya untuk mencari rule asosiasi dari beberapa layer pada data geografis  mendukung penyelesaian masalah dalam GIS untuk eksplorasi mineral. Perluasan yang dilakukan adalah dengan menambahkan predikat non-spasial dan mencari rule asosiasi antar level dari taksonomi. Seperti pada algoritma Apriori, proses untuk menggenerate k-predicate set didapatkan dari kombinasi dari (k-1)-predicate set, Salleb [9].    

Malerba [10], mengembangkan algoritma dalam pembelajaran mesin yaitu inductive logic programming (ILP) untuk mencari asosiasi antar obyek spasial dan diaplikasikan untuk pencarian asosiasi pada data sensus (demografi). Ide dasar dari pendekatan ini adalah bahwa database spasial dapat diperkecil menjadi suatu database deductive (DDB) dengan cara mentransformasinya menjadi fakta-fakta dasar dari suatu bahasa logika untuk database relasional. 

Selain itu, ditambahkan pula pengetahuan background seperti hirarki spasial, konstrain spasial dan aturan untuk penalaran kualitatif. Dengan dasar ini kemudian dilakukan generate frequent pattern dan generate rule.       

Ickjai Lee [11] mengajukan pendekatan yang berbeda untuk mencari rule asosiasi multivariate dalam lingkungan GIS. Pada pendekatan ini, proses utama yang ditambahkan adalah dilakukannya preprocessing data yaitu konversi dan kategorisasi. Proses konversi melakukan transformasi semua layer spasial menjadi suatu nilai numerik yang disebut dengan ‘areal aggregate’ dan selanjutnya kategorisasi akan mengelompokannya menjadi beberapa kelompok. Setelah itu, baru dilakukan pencarian rule asosiasi pada data yang sudah di-preproses.

Lizhen Wang et al. [12] mengajukan algoritma spatial association rule multi level dengan pendekatan algoritma partisi. Ide dasar pendekatan ini adalah penyimpanan secara terpisah predikat-predikat spasial yang diperoleh dari eksekusi query spasial dan kemudian algoritma berbasis partisi digunakan untuk menemukan rule asosiasi multilevel. Mengaplikasikan algoritma spatial association rule untuk mencari pola asosiasi antara kematian yang diakibatkan kanker dengan karakteristik sosioekonomi suatu masyarakat [5]. 

III.  ALGORITMA SPATIAL ASSOCIATION  RULE MINING BERBASIS FP-TREE
Berdasarkan pada proses utama pencarian asosiasi yang telah dijelaskan pada [1], strategi umum yang digunakan dalam pencarian association pada data spasial adalah mendekomposisi permasalahan kedalam tiga subtask, yaitu:
1.	Representasi item dan definisi transaksi: Penentuan dan pendefinisian ‘item’ dan ’transaksi’ dari dataset spasial
2.	Generate frequent item: Dapatkan semua itemset yang memenuhi threshold support minimum
3.	Generate rule: Dapatkan rule dari frequent itemset yang memenuhi threshold confidence minimum.

Keterbatasan utama algoritma pencarian spatial association rule adalah bahwa algoritma ini tergantung pada konsep dari transaksi eksplisit dalam database. Selain itu terdapat kesulitan untuk memperluas algoritma association rule mining untuk menemukan association rule pada spatial data (database). Hal ini disebabkan oleh kenyataan bahwa dalam spatial database, association rule harus memenuhi syarat spasial yaitu relasi spatial proximity. 

Pada pencarian association rule, metode pendekatan dengan FP-Tree merupakan salah satu pendekatan yang sangat efektif untuk me-mining frequent pattern dan lebih unggul untuk pendekatan candidate-maintenance-test, khu-susnya untuk dense database dan/atau pada threshold support rendah [6]. 

Metode ini mempunyai efisiensi yang lebih tinggi dibandingkan dengan metode lain karena adanya proses ‘reduksi’ ukuran data menjadi struktur yang lebih kecil dengan memanfaatkan struktur tree, adanya penghindaran generate kandidat, dan penggunaan metode divide and conquer untuk mendekomposisi proses mining yang akan mereduksi ruang status secara dramatis, Verma [13].

FP-Tree merupakan perluasan dari prefix-tree yang berguna untuk menyimpan informasi tentang frequent pattern. Hanya frequent dengan panjang 1 (1-itemset) yang disimpan dalam node-node FP-Tree. Pembentukan FP-Tree ini dilakukan setelah proses scan database yang pertama yang menghasilkan urutan kemunculan semua 1-itemset. 

Kemudian, berdasarkan hasil ini, FP-Tree dibangun dan dilakukan scan database sekali lagi. Langkah ketiga adalah menerapkan teknik pencarian berbasis partitional dan divide and conquer untuk mendapatkan kombinasi frequent itemset. 

Secara umum, langkah-langkah dalam algoritma untuk menemukan spatial association rule adalah sebagai berikut:

Algoritma FPTree-based Spatial Association Rule Mining  
Input: Spatial Database D
	 Minimum support, minsup
	 Minimum confidence, minconf
	 	
Output: Set of spatial association rule
Steps:
1.	Lakukan preprocessing data pada D untuk mendapatkan tabel P yang siap di-mining
2.	Scan tabel transaksi P untuk mendapatkan 1-frequent item F yang memuat aspek spasial. Urutkan secara terurut mengecil
3.	Konstruksi Spatial-FP-Tree dengan melakukan scan tabel yang memuat predikat spasial.
4.	Call FP-Growth untuk mendapatkan spatial frequent pattern 

Prapemprosesan data spasial dilakukan untuk mendapatkan tabel yang berisi kumpulan itemset yang memuat satu/lebih relasi spasial. Proses ini menjadi mahal secara komputasi karena melibatkan banyak operasi untuk mendapatkan relasi spasial. 

Secara umum, permasalahan prapemro-sesan data spasial dapat dirumuskan dipilih, parameter spasial dan non-spasial, dapatkan relasi spasial berdasarkan parameter yang ditentukan. Proses utama terdiri dari: Seleksi fitur spasial dan non spasial berdasarkan parameter spasial, operasi reduksi dimensi dan seleksi atribut-atribut non-spasial, kategorisasi data (berdasarkan parameter yang digunakan) untuk data non-spasial, operasi-operasi join untuk obyek-obyek spasial yang ada berdasarkan parameter spasial, dan tranformasi kedalam bentuk output yang diinginkan.

Hasil dari proses ini berupa relasi spasial dan non-spasial yang siap di-mining dengan algoritma pencarian  association rule. Relasi spasial yang dihasilkan dapat berupa relasi jarak, topologi, dan arah. Pada makalah ini, relasi yang digunakan adalah relasi jarak yang ditentukan pada input. 

Semua proses diatas akan menghasilkan output berupa tabel yang berisi hasil preprocessing data secara keseluruhan. Field-field dalam tabel ini berisi hasil-hasil kategorisasi data non-spasial dan relasi spasial (jauh atau dekat) untuk obyek-obyek spasial, yang ditunjukkan pada Tabel1. SR_1 ... SR_m menyatakan relasi spasial yang dihasilkan, sedangkan AttCat_1, ..., AttCat_n menyatakan field hasil kategorisasi data atribut non-spasial.

Tabel 1.







Setelah didapatkan tabel hasil preprocessing, maka proses pencarian association rule siap dilakukan. Pada paper ini, algoritma yang digunakan adalah algoritma berbasis FP-Tree [2]. Penambahan fitur penting pada FP-Tree yang dilakukan pada penelitian ini adalah bahwa karena dalam association rule yang ditemukan harus memuat predikat spasial, maka pada saat membentuk tree dan mencari pola asosiasi harus memperhatikan keberadaan predikat spasial.

IV. HASIL EKSPERIMEN DAN EVALUASI  
Berdasarkan uraian diatas, telah dibuat perangkat lunak untuk melakukan pencarian spatial association rule. Studi kasus yang digunakan dalam makalah ini adalah pencarian spatial association rules pada permasalahan penyebaran penderita penyakit demam berdarah dan kaitannya dengan kepadatan, tingkat kesejahteraan, fasilitas kesehatan, dan kedekatannya dengan sumber-sumber air. Sebagai contoh, input perangkat lunak ini terdiri dari data spasial dan non spasial. 

Data spasial terdiri dari beberapa layer yaitu layer kelurahan, fasilitas kesehatan, dan rawa (beserta atribut-atribut terkait), sedangkan data non-spasial terdiri dari data jumlah penduduk, kepadatan, dan jumlah kasus DBD untuk setiap kelurahan di Surabaya. Setiap data diatas akan dilakukan proses kategorisasi menjadi tiga kategori yaitu tinggi, sedang dan rendah.





Tabel hasil data preprocessing

Beberapa pattern menarik yang didapatkan dari proses mining diantaranya adalah:
IF  	    Fasilitas_Kesehatan_Jauh 
AND    Kepadatan_Rendah 
THEN  DBD_Rendah (0.47) (0.8)

IF  	   Fasilitas_Kesehatan_Jauh 
AND    Kepadatan_Rendah 
AND    Rawa_Dekat
THEN  DBD_Rendah (0.86) (0.86)

Gambar 2. 
Waktu eksekusi pencarian spatial association rule berbasis FP-Tree

Dari hasil pengujian, dapat ditunjukkan bahwa waktu eksekusi proses mining dipengaruhi oleh tingkat support yang didefinisikan. Semakin tinggi support maka semakin lama proses pencarian asosiasinya (Gambar 2). 

Selain itu, hasil uji coba juga menunjukkan bahwa waktu prapemrosesan data memerlukan waktu yang lebih lama daripada proses mining. Hal ini disebabkan karena eksekusi proses join obyek-obyek spasial yang umumnya memerlukan waktu yang lama.

V.  KESIMPULAN 

Pada paper ini telah diuraikan tentang penggunaan algoritma berbasis FP-Tree dan FP-Growth untuk mencari association rule pada data spasial. Beberapa kesimpulan penting yang telah dihasilkan antara lain adalah bahwa: 
1.	Proses pencarian spatial association rule dengan pendekatan algoritma FP-Tree/FP-Growth dapat dilakukan melalui tiga tahap utama yaitu prapemrosesan data untuk mendapatkan itemset yang memuat satu/lebih relasi spasial, pembentukan FP-Tree dan pencarian frequent item dan rule dengan algoritma FP-Growth.
2.	Diantara ketiga tahap tersebut, prapemrosesan data memerlukan waktu komputasi yang paling lama. Hal ini disebabkan oleh adanya proses-proses join untuk mendapatkan itemset yang memuat relasi spasial
3.	Waktu eksekusi algoritma FP-Growth dipengaruhi oleh besar kecilnya nilai support. Semakin kecil nilai support, maka semakin lama waktu eksekusinya

Karena waktu prapemrosesan data memerlukan waktu yang paling lama, maka perlu dilakukan optimasi untuk mempersingkat waktu eksekusinya. 
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