The control structure of a metabolic system can in principle be determined without the need for purification of the component enzymes and study of their kinetic properties, provided that their activities can be perturbed by amounts sufficient to produce measurable changes in the steady-state variables, i.e. the fluxes through the system and the concentrations of the intermediates. Each perturbation is characterized in terms of the co-response coefficients of all pairs of variables, i.e. the slopes of the lines produced when the logarithm of one variable is plotted against the logarithm of another, both varying in response to the same perturbation. If all the co-response coefficients are assembled into a matrix, the inverse of this matrix can be transformed into a matrix containing all the component elasticities, which can be inverted to provide the complete matrix of control coefficients. In a simple three-enzyme pathway studied, the analysis proves not to require unrealistically high accuracy in the original co-response measurements: even with errors with standard deviation + 5.77°i n the angles to the horizontal of the lines in the co-response plots (equivalent at best to errors of + 20 % in the corresponding coresponse coefficients), the final control coefficient matrix may be adequate for assessing the control structure of the system. Examination of literature data from studies of mitochondrial respiration and of gluconeogenesis indicates that considerably higher precision than this is achievable.
INTRODUCTION
Metabolic control analysis (Kacser and Bums, 1973; Heinrich and Rapoport, 1974) allows the control structure of a metabolic system to be expressed quantitatively [see Fell (1992) or CornishBowden (1994) for current reviews]. Various methods have been used for determining the control coefficients ofmetabolic systems, all of them (apart from the double-modulation method, discussed in the next paragraph) requiring some knowledge of the kinetic properties ofthe component enzymes. Although genetic methods, such as those used in the studies of arginine synthesis in Neurospora crassa (Flint et al., 1981) and of tryptophan synthesis in Saccharomyces cerevisiae (Niederberger et al., 1992) , depend primarily on measurements on the intact system, they still require knowledge of the magnitudes of the changes in enzyme activity; inhibitor methods, such as those developed by Groen et al. (1982a,b) to study gluconeogenesis and oxidative phosphorylation, and also used by Salter et al. (1986) to study aromatic amino acid metabolism, require even more kinetic information.
We recently showed that, at least in principle, the control structure of a system can be measured without the need for the component enzymes to be purified or for the changes in their activities to be known, though it remains necessary to establish that each perturbation acts on a unique identified enzyme (Hofmeyr et al., 1993) . It is sufficient to perturb each enzyme in turn (by an unknown amount) and to measure the simultaneous effects of the perturbation on the system variables. Our approach has some similarities to the double-modulation method suggested by Kacser and Burns (1979) , which allows certain elasticities to be measured by comparing the responses of two variables to two independent perturbations, of either enzyme activities or concentrations of pool metabolites.
As our proposal arose incidentally during an analysis done for a different purpose, the development of a quantitative theory of regulation , we did not discuss it thoroughly or determine how much precision in the measurements would be needed for it to be of practical use. We now describe the calculations in detail for a simple example, and show that the necessary precision is by no means unattainable and has, in fact, been attained in published experiments. The calculation can be done in nn different ways, for a pathway of n enzymes, because only a selection of the measured responses are actually used in each. The differences in results obtained by making different choices from the nn possibilities prove to be real but slight.
TERMINOLOGY
The control coefficient of an enzyme Et for any steady-state variable y is defined (Burns et al., 1985) as the ratio of the scaled partial derivatives of the variable and of the rate vi of the isolated enzyme with respect to any parameter p that affects the activity of Ei:
The kinetic properties of the individual enzymes are expressed in terms of their elasticities with respect to all metabolites that interact with them, so that, for example, the elasticity evi of Et with respect to the concentration s1 of a metabolitej S, is defined as follows: = lnv, i a ln s1 (2) These are the fundamental quantities used in control analysis. For the present paper we require a third coefficient, the coresponse coefficient EiQOv (Hofmeyr et al., 1993) , which measures the tendency of two variables y1 and y2 (two fluxes, a flux and a concentration, or two concentrations) to vary concomitantly when an enzyme Ei is perturbed:
The essential experimental feature of the co-response coefficient is that it can be measured in an intact system without knowing the magnitude of the perturbation in the activity of Et. Although the individual control coefficients that appear in its definition are defined with reference to known changes in this activity, these changes cancel from eqn. (3) provided that the perturbations in Y1 and Y2 are measured under the same conditions, i.e. in response to the same perturbation. The broken lines represent potential feedback or feedforward interactions that were absent from the model as simulated (and are marked with crosses to indicate this) but which were not assumed to be absent when the co-response coefficients were transformed arithmetically into elasticities and control coefficients. The reaction arrows indicate the forward direction of the flux through the pathway; they do not imply that any reaction is irreversible. The rate equations were as follows: v1 = e(1Oxo-3s~)/(2+xo+2s2), v2= e2(7s -s2)/(3+2s1 +s2), V3 = 1 l e s2/(1 + 2s2); and the concentrations of X0 and X3 were fixed at xu = 2.5, X3 = 0.
For enzyme concentrations of e1 = e2= e3 = 1, these values generate a steady state in which
= 2 (exactly), and s, = 2.286, s2 = 0.2857. Table 1 Protocol for complete analysis of the model of Figure 1 1. Perturb the activity of El either up or down (preferably both) by means of specific inhibitors or activators or by genetic manipulation, and measure the effects of the perturbation on the flux J and the intermediate concentrations sr and s2. 2. a. Plot log s against log J and measure the slope at the point corresponding to the initial steady state to obtain El0Q ; b. Plot log s2 against log J and measure the slope at the point corresponding to the initial steady state to obtain E10).
3. Repeat steps 1 and 2 for a similar perturbation of E2, to get E20) and E20). 4. Repeat steps 1 and 2 for a similar perturbation of E3, to get E30) and E30. s2) responds to a perturbation in the activity of one enzyme, as marked with the arrows. Two pairs of curves are superimposed; thus only seven distinct curves are visible in the Figure. As each curve represents a two-dimensional projection of a curve in three dimensions, the panels are laid out in the style of a 'rug-plot' [ (Tufte, 1983) or see Cornish-Bowden and Endrenyi (1986) for a different biochemical example] to facilitate finding corresponding points in the three panels: the doffed line indicates this correspondence in the case of the operating point, i.e. the initial steady state at which all the slopes are to be estimated.
COMPUTATION
The behaviour of the three-enzyme pathway illustrated in Figure  1 was simulated on an IBM-PC compatible computer with the program MetaModel (Cornish-Bowden and Hofmeyr, 1991) . To simulate experimental error, normally distributed values with specified standard deviations were generated by applying the transformation of Box and Muller (1958) to uniformly distributed pseudo-random numbers generated with a mixture of three linear congruential generators as described by Press et al. (1986) .
MEASUREMENT OF CO-RESPONSE COEFFICIENTS
We illustrate the measurement of co-response coefficients by reference to the model of Figure 1 , following the protocol set out in Table 1 . Each enzyme activity must be perturbed by addition of specific inhibitors or activators, or by genetic manipulation, etc., in turn by amounts sufficient to produce measurable changes in the flux J through the pathway and in the concentrations s1 and s2 of the two metabolites.
For each of the three series of perturbations, a double logarithmic plot of each variable against each other variable yields a co-response profile, from which the slope of the tangent at the point corresponding to the original steady state yields the appropriate co-response coefficient. A complete set of coresponse profiles is illustrated in Figure 2 . These are idealized in point makes an angle of E20) = -48.5°with the log J axis, and its slope is the value of E204 = -1.13 that appears in Table 2 . Table 2 Co-response coefficients tor the model of Figure 1 The the sense that each enzyme activity has been perturbed in both directions from the operating steady state: in practice this will often not be possible, and activities will be either decreased or increased, but not both; such asymmetry in the experimental design may be a source of bias in the estimates of co-response coefficients, but is probably unavoidable. Although the lines are curved, illustrating that co-response coefficients are not constant but depend on the particular steady state considered, the curvature is relatively slight: this means that one can hope to obtain reasonably accurate values ofthe coefficients from measurements in which the steady-state variables change by conveniently measurable factors. Note also that some of the co-response profiles are superimposable: this is a potentially useful diagnostic feature that we discuss below. Figure 3 illustrates the calculation of the co-response coefficient for one of the curves from Figure 2 . For simplicity, we assume here that the slope can be estimated directly from the graph. If computation is used, it is important to realize that conventional linear and non-linear regression methods treat one variable as dependent and the other(s) as independent, i.e. they treat the variables unsymmetrically, with the result that 6"2 will not be Yli the same as 1 /OY1 if OQ2 is calculated treating y2 as dependent variable and Qv, is calcuiated treating y1 as dependent variable.
This type of asymmetry is not at all desirable, and can lead to bias in the final result. Methods of calculation that correctly treat both y1 and Y2 as dependent variables are discussed in the Appendix.
For the remainder of this paper we shall not consider explicitly how the co-response coefficients are estimated but will discuss how they can be used once they are available. Table 2 lists the complete set of co-response coefficients for the steady state of the model of Figure 1 for which xo = 2.5 and x3 = 0.
CONVERSION OF CO-RESPONSE COEFFICIENTS TO ELASTICITIES
The fundamental relationships of control analysis may be expressed as a matrix equation. The general formulation given by various authors (e.g. Westerhoff and Kell, 1987) 
Although all of the entries in the first column of the co-response coefficient matrix are identical to 1, they are written here as algebraic symbols to make the relationship to eqn. (4) more transparent. With the numerical values given in Table 2 , eqn. and if these are all that are required the calculation is finished. However, it is easy to obtain the concentration control coefficients as well. To do this, the matrix given in eqn. (7) must first be converted into the elasticity matrix by dividing each element by the value at the top of its column: (10) . There are likewise no major anomalies in the elasticity matrix, though it is possibly worth mentioning a spurious suggestion of weak feedforward activation of E3 by S1.
As will be shown below, this sort of result is typical: even a coresponse coefficient matrix containing quite large errors will usually lead to useful information in the final control coefficient matrix.
CHOICE OF ENTRIES IN THE DIAGONAL MATRIX D0
In the examples we used a diagonal matrix Dy containing flux control coefficients [CJ,C3,C'] for transforming eqn. (4) into eqn. (5). This is only one out of 27 possible choices of diagonal matrix (in general there are nn possible choices for a pathway of n enzymes), as each of the three superscripts can be any of the three variables J, s1 or s2. Our earlier discussion (Hofmeyr et al., 1993) Table 4 .) The row labelled 'mean' shows standard deviations over the 5000 simulations of the means of the 27 values of each flux control coefficient estimated in each of the 27 possible ways; the row labelled 'mean (e)' shows standard deviations of flux control coefficients calculated by inverting the matrices of elasticities [ The 27 sets of flux control coefficients with different Dy matrices produced from the same data are plotted in triangular co-ordinates as in Figure 4 . The eight points (of which one pair is not resolved) lying on or close to the line labelled 'not O-derive from the choices that did not include s1 as superscript, and similarly for the eight points lying on or close to the line labelled 'not Ox'. The point labelled 'mean' was calculated from the means of the flux control coefficients; the point labelled 'median' was calculated from the medians of the flux control coefficients adjusted to satisfy the summation relationship by dividing by the sum of the three medians.
large (at least 1000), such rare events do not significantly distort the variations among the 27 combinations. Figure 4 gives an indication of the scatter of results obtained at the lower error level. Qualitatively, even the worst result out of 100 simulations gives a correct impression of the distribution of flux control, as all of the points without exception indicate that E2 has the greatest share of flux control, that E1 has a much smaller share, and that E3 has almost none. The particular results shown were obtained using [C81, CJ, C31] to construct Dy, but we have examined other possibilities, and the qualitative appearance of the figure changes very little on passing from the best to the worst Dy, i.e. from [C81, C2J, C81] to [C82, C82, C3].
The reason why different choices of Dy lead to somewhat different control matrices is that they use different sets of coresponse coefficients. Although there are nine distinct coresponse coefficients for a system of three enzymes (not counting values that are 1 by definition or reciprocals of ones already counted), each choice of Dy uses only six of them. One might hope therefore that the best approach would be to make equivalent use of all nine values. One way to do this would be to calculate all 27 (or nn in the general case of n enzymes) matrices of control coefficients and take the mean or median of each coefficient as the best value. If the median is used, the resulting control coefficients need to be adjusted to satisfy the summation relationships (see Fell, 1992) , because the median is not a linear function of the individual elements, and taking separate medians of n sets of values does not guarantee to preserve any linear relationships that may exist in the original values.
If such averaging is done, one also needs to consider whether to do the averaging when the elasticities are calculated and to calculate the control matrix from averaged elasticities, or to use each elasticity matrix as it is and average the resulting control coefficients. The former approach may have two advantages, of which the second is probably trivial in practice: first, it requires a much smaller number of matrix inversions (1 + nn instead of 2nn); second, the number of elasticities to be averaged is smaller than the number of control coefficients (n2 -n instead of n2).
Some results with averaged coefficients are included in Table 3 , from which it would appear that means give generally better results than medians (despite the sensitivity of the mean to rare events), and that averaging elasticities is better than averaging control coefficients. The improvement due to averaging is much less than the factor of about 5 that one might naively expect, because the 27 values used in each average are by no means independent, and points derived from different Dy matrices show obvious relationships with one another ( Figure 5 ). As nn increases extremely steeply with n (1,4,27,256,3125, 46656,823543 . .. for n = 1, 2, 3, 4, 5, 6, 7 ...) , it is obvious that any sort of averaging of all possible matrices becomes prohibitive for systems of appreciable size. Nonetheless, it is a realistic option for smaller systems of the kind currently studied in most experimental applications of control analysis. Even with n = 6 the cost in computer time would almost certainly be trivial compared with the cost of the experiment itself.
EFFECTS OF SYSTEMATIC ERROR
All of the preceding discussion of effects of experimental error has implicitly assumed that such error is statistical in character. However, one can readily imagine that measurements of the free concentrations of metabolites in a whole system might be reasonably reproducible but subject to large systematic errors, for example one might have measurements reproducible within 10 % but systematically in error by a factor of two or more. It is pertinent to ask, therefore, how much effect large systematic errors might have on the type of analysis that we propose. The answer is simple and satisfying: such errors have no effect whatever on the analysis. Although the co-response profiles may be displaced in an unknown direction by an unknown amount from their true positions, their shapes, and hence their slopes at the point of interest, are not affected by systematic multiplicative errors of any magnitude.
SUPERIMPOSABILITY OF CO-RESPONSE PROFILES
It is evident in Figure 2 that two pairs of co-response profiles (the co-responses of s1 and J to perturbations in E2 and E3, and of s2 and J to perturbations in E1 and E2) not only give the same slopes at the operating point but are actually superimposable. As this behaviour ought to be easy to observe even in systems where it is not possible to do the complete set of perturbations needed for calculating the control matrix, we shall examine what characteristics of the pathway give rise to it and thus how it can be used to diagnose them.
Solving eqn. (4) to produce explicit expressions for the control coefficients in terms of the elasticities yields the following expressions for E20J and E30J CJ eVleVS _C6V3,CVl Inspection of these shows that the condition for them to be identical (with a value of e81) is that ev, = 0, i.e. that S2 should have no feedback effect on the activity of E1. By a similar argument, the condition for EQOJ = E20J is that s= 0, i.e. that there is no feedforward effect of Si on E3. One should expect, therefore, that addition of feedback inhibition of E1 by S2 in the model of Figure 1 would separate the J-s, co-response profiles of E2 anAE3, but would leave the J-s2 co-response profiles of E1 and E2 superimposable; this is indeed what happens (Figure 6 ). This interpretation can be generalized into a rule, by analogy with the analysis of eqn. (42) of Hofmeyr and Cornish-Bowden (1991) . If a metabolite S, divides a system into two blocks, so that the enzymes in one block communicate with those in the other only via S,, then all co-response coefficients°J for the enzymes of block 1 will be equal. However, if some other metabolite S, in block 1 has a feedback or feedforward effect on an enzyme in block 2, then all block 1 enzymes on one side of S, will have the same value of OJi, and all the block 1 enzymes on the other side of SJ will have the same value of J', but the two sets of values will be different. This means that a type of crossover effect will not only reveal the existence of a feedback or feedforward effect, but will also localize the metabolite responsible.
MORE COMPLEX PATHWAYS
For simplicity we have only considered a three-step linear pathway in this study. One may expect that problems of error propagation may increase as the number of enzymes increases, so care is needed before generalizing the encouraging results of our analysis to more complex cases. This is especially true for branched pathways, which will certainly require study in the future, in view of the many branches that exist in metabolism. However, it will probably be better to await additional experimental information on The context in which the work was done is described in Wanders et al. (1984) .
for a full description of a system, of course, but, if one is concerned with the performance of a whole system, the essential is not the presence or absence of particular mechanisms but the capacity to respond to changes in the environment. Nevertheless, until now, all applications of control analysis have required study of each enzyme in isolation, to know, as a minimum, how big the perturbation in its activity is. The 'top-down' approach of Brand and co-workers Brown et al., 1990) is to some degree an exception, but it only avoids studying individual enzymes by grouping enzymes into blocks and then treating each block as a catalytic unit; thus if 'enzyme' in the previous sentence were taken to mean 'catalytic unit' it would not be an exception. Recently, however, we suggested a method that would allow all the control information to be deduced from measurement of the effects of perturbations on fluxes and intermediate concentrations (Hofmeyr et al., 1993) .
Detailed examination of this method now reveals two surprising aspects. First, it proves to be remarkably insensitive to making the best choice of control coefficients for constructing the diagonal matrix DY: although the choices are not all equally good, the differences between them are small. For many purposes, therefore, it will be sufficient to choose the particular control coefficients that one wishes to know. The second point is that the precision with which the coresponse coefficients need to be known is much less than one might guess (though it may still, of course, be greater than what is achievable in practice). Even the lower level of data error investigated is very large by the standards of most biochemical measurements. Although an angular error of 2.87°corresponds to + 10 % if the true value is unity, it corresponds to much larger errors for values that differ appreciably from unity (Table 4) . Most of the co-response coefficients in Table 2 have absolute values in the range 0.4 to 2.5, but three of them are very far outside this range and were thus subject to infinite errors in some of the calculations. The method, however, proved remarkably robust to the presence of such errors, and one may hope, therefore, that even if it proves very difficult to obtain experimental values of co-response coefficients with errors less than a factor of two they may still be adequate for the analysis.
A complication arises if the system under study contains moiety-conserved cycles, because then the rows of elasticity matrix that arise from connectivity relationships do not necessarily contain single elasticities; instead they may contain functions of elasticities and ratios of concentrations of moietyconserved metabolites (Fell and Sauro, 1985; Hofmeyr et al., 1986) . As a result the matrix analogous to that in eqn. (9) that results from dividing the lower rows of the inverted co-response coefficient matrix by the top row does not give all the elasticities. Inversion of this matrix does, however, give all the control coefficients, as in eqn. (10).
The need to be able to measure all variables and perturb all enzymes will probably limit the use of our approach to fairly simple systems (though in this respect it is not fundamentally different from other approaches). There are two moderating points, however. First, even if only two variables can be measured and only two enzymes can be perturbed, determination of whether the two resulting co-response profiles are superimposable will reveal some information about the interactions in the system. Systems containing too many enzymes to be easily manageable can be analysed by grouping the enzymes into blocks and treating each block as if it were an enzyme, as in the 'top-down' approach Brown et al., 1990) . In our method, provided that each block contains at least one enzyme that can be perturbed, with measurable effects on the part of the -I.u I ni system outside the block, then block elasticities and control coefficients can be obtained without difficulty.
A sceptical reader may question whether even the modest levels of precision that appear necessary can really be achieved in practice and whether all of the variables that need to be measured can in fact be measured. Although co-response coefficients as such do not appear to have been estimated in the past, there are seven examples in Figure 3 of Groen et al. (1983) of plots that would, with a change of coordinate system, become co-response profiles; these show that it is quite feasible to measure the simultaneous responses of eight variables (flux, and the concentrations of glucose 6-phosphate, fructose 1,6-bisphosphate, glycerone phosphate, 3-phosphoglycerate, phosphoenolpyruvate, oxaloacetate and pyruvate) to a perturbation. Actual co-response profiles from this work, albeit without calculation of co-response coefficients, may be found in Figure 4 of Groen and Westerhoff (1990) . As a specific example, Figure 7 shows data from the same laboratory [ Figure 8 of Wanders (1985) Study of control in intact systems ought to be obvious which is the right solution, unless the scatter is so great that y1 and y2 are virtually uncorrelated, in which case they will be useless for estimating the co-response coefficient.
If the co-response profile is curved over the whole range (which is likely to prove the usual case) the co-response coefficient should not strictly be estimated as the slope of a straight line at Received 5 July 1993 /7 September 1993 accepted 13 September 1993 all. Various kinds of complication arise if one tries to fit a curve by minimizing the sum of squares of perpendicular deviations (for example, the shortest distance from a point to the line may not be unique) but if the curvature is slight one can in principle use iterative methods similar to those used in non-linear regression.
