Abstract. In this paper, we obtain optimal L 2 extension of holomorphic sections of a holomorphic vector bundle from subvarieties in weakly pseudoconvex Kähler manifolds. Moreover, in the case of line bundle the Hermitian metric is allowed to be singular .
Introduction and main results
The L 2 extension problem is an important topic in several complex variables and complex geometry. Many generalizations and applications have been obtained since the original work of Ohsawa and Takegoshi ( [25] ). A recent progress is about the optimal L 2 extension and its applications. Most recently, several general L 2 extension theorems with optimal estimates were proved in [14] for holomorphic sections defined on subvarieties in Stein or projective manifolds. In [11] , several L 2 extension theorems were obtained for holomorphic sections defined on subvarieties in weakly pseudoconvex Kähler manifolds.
In this paper, we prove an optimal L 2 extension theorem, which generalizes the main theorems in [14] to weakly pseudoconvex Kähler manifolds and optimizes a main theorem in [11] (cf. Theorem 2.8 and Remark 2.9 in [11] ).
Let us recall some definitions in [11] . Definition 1.1. A function ψ : X −→ [−∞, +∞) on a complex manifold X is said to be quasi-plurisubharmonic if ψ is locally the sum of a plurisubharmonic function and a smooth function. In addition, we say that ψ has neat analytic singularities if every point x ∈ X possesses an open neighborhood U on which ψ can be written as ψ = c log 1≤j≤j0
where U is an open coordinate neighborhood of x, and dλ is the Lebesgue measure in the corresponding open chart of C n . We say that the singularities of ψ are log canonical along the zero variety Y = V (I(ψ)) if I((1 − ε)ψ) Y = O X Y for every ε > 0.
If ω is a Kähler metric on X, we let dV X,ω := ω n n! be the corresponding Kähler volume element, where n = dim X. In case ψ has log canonical singularities along Y = V (I(ψ)), one can associate in a natural way a measure dV X,ω [ψ] on the set Y 0 = Y reg of regular points of Y as follows. ge −ψ dV X,ω .
Remark 1.1. By Hironaka's desingularization theorem 2.7, it is not hard to see that the limit in the above definition does not depend on the extension g and then dV X,ω [ψ] is well defined on Y 0 (see Proposition 4.5 in [11] for a proof).
Remark 1.2. The definition of dV X,ω [ψ] here has a slight difference with the one in [14] . In fact, if we denote the measure in [14] by d V X,ω [ψ], the integral Y 0 g dV X,ω [ψ] here is equal to
where Y n−j is the (n − j)-dimensional component of Y reg .
We will define a class of functions before the statement of our main theorem. Theorem 1.1 (The main theorem). Let R ∈ R α0,α1 . Let (X, ω) be a weakly pseudoconvex complex n-dimensional manifold possessing a Kähler metric ω, and ψ be a quasi-plurisubharmonic function on X with neat analytic singularities. Let Y be the analytic subvariety of X defined by Y = V (I(ψ)) and assume that ψ has log canonical singularities along Y . Let L (resp. E) be a holomorphic line bundle (resp. a holomorphic vector bundle) over X equipped with a singular Hermitian metric h = h L (resp. a smooth Hermitian metric h = h E ), which is written locally as e −φL for some quasi-plurisubharmonic function φ L with respect to a local holomorphic frame of L. Assume that (i) √ −1Θ h + √ −1∂∂ψ is semi-positive on X \ {ψ = −∞} in the sense of currents (resp. in the sense of Nakano), and that there is a continuous function α < α 0 on X such that the following two assumptions hold:
(ii)
−1∂∂ψ is semi-positive on X \ {ψ = −∞} in the sense of currents (resp. in the sense of Nakano), (iii) ψ ≤ α, where χ(t) is the function .
Then for every section
there exists a section F ∈ H 0 (X, K X ⊗ L) (resp. F ∈ H 0 (X, K X ⊗ E)) such that F = f on Y 0 and
Remark 1.4. The case of Theorem 1.1 when X is Stein or projective was proved in [14] (see also Proposition 4.1 in [31] for a simplified version). Hence Theorem 1.1 can be regarded as a generalization of the main theorems in [14] to weakly pseudoconvex Kähler manifolds. Then it is easy to see from Remark 1.2 and the main theorems in [14] that the constant Remark 1.5. In [31] , Theorem 1.1 was proved for L in the special case when ψ = m log |s| 2 , α 0 = α 1 = 0 and R is decreasing on (−∞, 0], where s is a global holomorphic section of some holomorphic vector bundle of rank m over X equipped with a smooth Hermitian metric, and s is transverse to the zero section. Similarly as in [31] , a global plurisubharmonic negligible weight can be added to Theorem 1.1 by adding another regularization process to Step 2 in Section 4. Remark 1.6. In order to deal with the singular metric h L on the weakly pseudoconvex Kähler manifold X, not only the regularization theorem 2.2 and the error term method of solving∂ equations (Lemma 2.1) are needed, but also a limit problem about L 2 integrals with singular weights needs to be solved. We solve the limit problem in Proposition 3.2. Then by using Proposition 3.1, Proposition 3.2 and the strong openness property of multiplier ideal sheaves (Theorem 2.6) as the key tools, we construct a family of smooth extensions of f satisfying some uniform estimates, and overcome the difficulty in dealing with the singular metric (see also [31] for the special case).
The rest sections of this paper are organized as follows. First, we give some results used in the proof of Theorem 1.1 in Section 2. Then, we prove two key propositions in Section 3 which will be used to deal with the singular metric h L . Finally, we prove Theorem 1.1 in Section 4 by using the results in Section 2 and Section 3.
2. Some results used in the proof of Theorem 1.1
In this section, we give some results which will be used in the proof of Theorem 1.1. [11] ). Let (X, ω) be a complete Kähler manifold equipped with a (non necessarily complete) Kähler metric ω, and let (Q, h) be a holomorphic vector bundle over X equipped with a smooth Hermitian metric h. Assume that τ and A are smooth and bounded positive functions on X and let
Assume that δ ≥ 0 is a nonnegative number such that B+δI is semi-positive definite everywhere on ∧ n,q T *
Theorem 2.2 (Theorem 6.1 in [8] ). Let (X, ω) be a complex manifold equipped with a Hermitian metric ω, and Ω ⊂⊂ X be an open subset. Assume that
π ∂∂ϕ is a closed (1, 1)-current on X, where T is a smooth real (1, 1)-form and ϕ is a quasi-plurisubharmonic function. Let γ be a continuous real (1, 1)-form such that T ≥ γ. Suppose that the Chern curvature tensor of T X satisfies
for some continuous nonnegative (1, 1)-form ̟ on X. Then there is a family of closed (1, 1)-currents T ς,ρ = T + √ −1 π ∂∂ϕ ς,ρ defined on a neighborhood of Ω (ς ∈ (0, +∞) and ρ ∈ (0, ρ 1 ) for some positive number ρ 1 ) independent of γ, such that (i) ϕ ς,ρ is quasi-plurisubharmonic on a neighborhood of Ω, smooth on Ω\E ς (T ), increasing with respect to ς and ρ on Ω, and converges to ϕ on Ω as ρ → 0, (ii) T ς,ρ ≥ γ − ς̟ − δ ρ ω on Ω, where E ς (T ) := {x ∈ X : ν(T, x) ≥ ς} (ς > 0) is the ς-upperlevel set of Lelong numbers, and {δ ρ } is an increasing family of positive numbers such that lim ρ→0 δ ρ = 0.
Remark 2.1. Although Lemma 2.2 is stated in [8] in the case X is compact, almost the same proof as in [8] shows that Lemma 2.2 holds in the noncompact case while uniform estimates are obtained only on the relatively compact subset Ω. Lemma 2.3 (Theorem 1.5 in [7] ). Let X be a Kähler manifold, and Z be an analytic subset of X. Assume that Ω is a relatively compact open subset of X possessing a complete Kähler metric. Then Ω \ Z carries a complete Kähler metric.
Lemma 2.4 (Theorem 4.4.2 in [19] ). Let Ω be a pseudoconvex open set in C n , and ϕ be a plurisubharmonic function on Ω. For every w ∈ L 2 (p,q+1) (Ω, e −ϕ ) with
where dλ is the 2n-dimensional Lebesgue measure on C n .
Lemma 2.5 (Lemma 6.9 in [7] ). Let Ω be an open subset of C n and Z be a complex analytic subset of Ω. Assume that u is a (p, q − 1)-form with L 2 loc coefficients and g is a (p, q)-form with L 1 loc coefficients such that∂u = g on Ω \ Z (in the sense of currents). Then∂u = g on Ω.
Theorem 2.6 (Strong openness property of multiplier ideal sheaves, [15] ). Let ϕ be a negative plurisubharmonic function on the unit polydisk ∆ n ⊂ C n . Assume that F is a holomorphic function on ∆ n satisfying
Then there exists r ∈ (0, 1) and β ∈ (0, +∞) such that
Theorem 2.7 (Hironaka's desingularization theorem, [18] , [4] ). Let X be a complex manifold, and M be an analytic subvariety in X. Then there is a local finite sequence of blow-ups µ j : X j+1 −→ X j (X 1 := X, j = 1, 2, · · · ) with smooth centers S j such that: In order to deal with the singular metric h L , we will prove two key propositions in this section, which are generalizations of the key propositions in [31] . Let Ω ⊂ C n be a bounded pseudoconvex domain, φ be a plurisubharmonic function on Ω, and Υ be a quasiplurisubharmonic function defined on a neighborhood on Ω. Assume that Υ has neat analytic singularities and the singularities of Υ are log canonical along the zero variety Y = V (I(Υ)). Set
Furthermore, assume that
on Ω for some nonnegative number γ, where z := (z 1 , · · · , z n ) is the coordinate vector in C n . Then for every β 1 ∈ (0, 1) and every holomorphic n-form f on U satisfying
there exists a holomorphic n-form F on Ω satisfying F = f on Y ,
,
Proof. This proposition is a modification of a theorem in [12] .
Since Ω is a pseudoconvex domain, there is a sequence of pseudoconvex sub- Fix k and j. Set f = θ(e Υ )f . Then the construction of f implies that f is smooth on Ω and
Let Ω k \ Σ be endowed with the Euclidean metric and let Q be the trivial line bundle on Ω k \ Σ equipped with the metric
Then we want to solve a∂ equation on Ω k \ Σ by applying Lemma 2.1 to the case τ = 1, A = 0 and δ = 0 (in fact, the case τ = 1 and A = 0 is the non twisted version of Lemma 2.1). The key step in applying Lemma 2.1 is to estimate the term
where B :
on Ω k \Σ, where Tν denotes the operatorν ∧• and T * ν is its Hilbert adjoint operator. Then we get B −1 g, g h Ω k \U = 0 and
Hence it follows from Lemma 2.1 that there exists
Thus
It follows from (3.3) that
we get
for any inner product space H, •, • , where κ 1 , κ 2 ∈ H, we get
Hence it follows from the two inequalities above and (3.3) that
2 ≤ 1 on Ω, the desired holomorphic n-form F on Ω and the L 2 estimates (3.1) and (3.2) can be obtained from (3.4) and (3.6) by applying Montel's theorem and extracting weak limits of {F k,j } k,j , first as j → +∞ and then as k → +∞. Let C, β, c 1 and c 2 be positive numbers, and let β 1 be a small enough positive number. Assume that f is a holomorphic function on Ω ∩ Y satisfying
and that f t ∈ O(Ω) t ∈ (−∞, 0) are a family of holomorphic functions such that for all t ∈ (−∞, 0),
and
Remark 3.1. One of the key points in the proof of Proposition 3.2 is to verify that the upper limit in (3.10) produces the zero measure on the singular set of Y , i.e., we have (3.16). Then the key uniform estimates in Step 2 of the proof are obtained.
In order to prove Proposition 3.2, we prove the following lemma at first.
Lemma 3.3. Let r 1 , r 2 and γ be positive numbers such that r 1 < r 2 < γ. Let ϕ be a bounded negative subharmonic function on ∆ γ , where ∆ γ := {w ∈ C : |w| < γ}. Assume that {v t } t∈(−∞,0) are nonnegative continuous functions defined on ∆ γ such that
where α ∈ [1, +∞) and v 0 ∈ [0, +∞). Let
Proof. Put
Since ϕ(w) is a negative upper semicontinuous function on ∆ γ and ϕ(0) > −∞, we have that for every ε ∈ (0, 1), there exists t ε ∈ (−∞, 0) such that
Since ϕ(e t 2α z) is subharmonic on ∆ γ with respect to z for any t ∈ (−∞, t ε ), it follows from the mean value inequality that, for all t ∈ (−∞, t ε ),
Then ϕ(0) < 0 implies that
Since ϕ is bounded, we have −ϕ ≤ C 1 for some positive number C 1 .
(3.11) implies that
for some positive number C 2 independent of t when t is small enough. Then by the change of variables w = e t 2α z, we have
we obtain from (3.11), (3.13) that
Since δ is an arbitrary positive number, we get (3.12).
Now we begin to prove Proposition 3.2.
Without loss of generality, we may suppose that φ is negative on Ω.
We will use Hironaka's desingularization theorem (Lemma 2.7) to deal with the measure dλ [ψ] . This idea comes from the work [11] .
At first we use Lemma 2.7 on X to resolve the singularities of Y and we denote the corresponding proper modification by µ 1 . Next, we make a blow-up µ 2 along |Y ′ |. Then we use Lemma 2.7 again to resolve the singularities of Σ and we denote the corresponding proper holomorphic modification by µ 3 , where Σ denote the strict transform of {ψ = −∞} by µ 1 • µ 2 . Finally, we make a blow-up µ 4 along |Σ ′ |. Thus we can get a proper holomorphic map µ : X −→ X, which is locally a finite composition of blow-ups with smooth centers and is equal to
Moreover, Y and the divisor µ −1 ({ψ = −∞}) \ Y simultaneously have only normal crossings in X, where Y denotes the strict transform of µ
Step 1: we will represent the measure |f
For any x ∈ µ −1 (U ) ∩ µ −1 ({ψ = −∞}), there exists a relatively compact coordinate ball (W ; w 1 , · · · , w n ) contained in µ −1 (V ) centered at x such that w b = 0 is the zero divisor of the Jacobian J µ , and ψ • µ can be written on W as
where c is a positive number, w : Let D p := {w p = 0}. Then as proved in [11] , the multiplier ideal sheaf I(ψ) is given by the direct image formula
where ⌊ca p − b p ⌋ + denotes the minimal nonnegative integer bigger than ca p − b p − 1. Since ψ has log canonical singularities, by the construction of µ and Lemma 2.7, one of the following cases is true on W :
(A) Y is given on W precisely by D p0 (if W is small enough) for some p 0 satisfying ca p0 − b p0 = 1, and
where dλ(w) := the Lebesgue measure with respect to the coordinate vector w, f is a holomorphic extension of f to Ω, g and g are defined as in Definition 1.3, and ξ is the smooth positive function |Jµ| 2 |w b | 2 (as stated in [11] , one would still have to take into account a partition of unity on the various coordinate charts covering the fibers of µ, but we will avoid this technicality for the simplicity of notation).
In Case (A), let us denote w = (w
Since the domain of integration can be written as Since it is implied from (3.7) and (3.15) that f • µ Dp∩Dp 0 = 0, we obtain that
Similarly, we can get that (3.16) holds for all p ∈ κ in Case (B). Then (3.14) is the zero measure in Case (B).
Therefore, we represent the measure |f | 2 dλ[ψ] on Y 0 ∩ U explicitly as in (3.15).
Step 2: we will obtain some uniform estimates for f t • µ. By Cauchy's inequality for holomorphic functions, it follows from (3.8) that (3.17) sup
for any t ∈ (−∞, 0) and any multi-index γ satisfying |γ| ≤ n, where U 1 ⊂⊂ V is a neighborhood of U , and C 1 is a positive number independent of t and γ.
In Case (A), by applying the mean value theorem to f t • µ successively along the directions in κ, we get from (3.17) and (3.16) that for any w = (w ′ , w p0 ) ∈ W t ,
|w p | when t is small enough, where C 2 , C 3 and C 4 are positive numbers independent of t.
In Case (B), if κ = ∅, take p 1 ∈ κ and denote w = (w ′′ , w p1 ). Since f t •µ(w ′′ , 0) = f • µ(w ′′ , 0) = 0, by the similar method we have that
for any w = (w ′′ , w p1 ) ∈ W t when t is small enough, where C 5 is a positive number independent of t. If κ = ∅, (3.8) implies that
for any w ∈ W t .
Step 3: the proof of (3.10). Let j be a positive integer. Then (3.9) implies that
for any t ∈ (−∞, 0). Therefore, for every ǫ ∈ (0, 1), there exists a positive integer j ǫ such that
for any t ∈ (−∞, 0). Set φ ǫ = max{φ, −j ǫ }. We want to prove
.
Then by Step 1, it suffices to prove that (3.24)
in Case (A) and I 0 = 0 in Case (B), where ξ is the smooth positive function
In Case (A), let
where
for every fixed t and w
Since −c 1 < ψ • µ − t < c 2 holds on W t,w ′ , we obtain from (3.18) and (3.19) that
where C 7 and C 8 are positive numbers independent of t.
Since it is easy to prove that the right-hand side of the above inequality is dominated by a function of w ′ which is independent of t and belongs to
it follows from (3.25) and Fatou's lemma that
Since (3.18) implies that
follows from Lemma 3.3 that
Hence (3.24) follows from (3.26) . Similarly, we can obtain from (3.20) and (3.21) that I 0 = 0 in Case (B) when
Thus we get (3.23).
It is easy to see that (3.10) follows from (3.22) and (3.23). Thus we finish the proof of Proposition 3.2.
4.
Since X is weakly pseudoconvex, there exists a smooth plurisubharmonic exhaustion function P on X. Let X k := {P < k} (k = 1, 2, · · · , we choose P such that X 1 = ∅).
Our proof consists of several steps. We will discuss for fixed k until the end of Step 5.
We will give the proof for the line bundle L in the first five steps, and we will give the proof for the vector bundle E in Step 6.
Step 1: construction of a family of special smooth extensionsf t of f to a neighborhood of X k ∩ Y in X.
In order to deal with singular metrics of holomorphic line bundles on weakly pseudoconvex Kähler manifolds, we construct in this step a family of smooth extensionsf t of f satisfying some special estimates by using the results in Section 3.
Let ǫ ∈ (0, 1 2 ). For the sake of clearness, we divide this step into four parts. Part I: construction of local coordinate patches
and a partition of unity {ξ i } N +1
i=1 . For any point x ∈ Y , we can find a local coordinate ball Ω ′ x in X centered at x such that there exists a local holomorphic frame of L on Ω ′ x and such that φ can be written as a sum of a smooth function and a plurisubharmonic function on Ω ′ x . Moreover, we assume that ψ can be written on Ω
where c x is a positive number,
For simplicity, we will denote Ω ′ xi , Ω xi , U xi , V xi and u xi by Ω ′ i , Ω i , U i , V i and u i respectively. We will write the local expression (4.1) on Ω
i=1 be a partition of unity subordinate to the cover
Part II: construction of local holomorphic extensions f i,t (1 ≤ i ≤ N ) of f to Ω i ∩ {ψ < t + c 2 }, where c 2 will be defined in this part.
By Remark 1.4, f has local L 2 extensions to local coordinate balls around every point in Y . Hence f is indeed a holomorphic section well defined on Y (not only on Y 0 ). By Step 1 (see (3.15) ) in the proof of Proposition 3.2, (1.2) is equivalent to
Hence by Theorem 2.6, there exists a positive number β ∈ (0, 1) such that
Let α 0 < α 0 be a fixed number such that R is decreasing on (−∞, α 0 ]. Then set R 0 (t) = R( α 0 )e −β2(t− α0) , t ∈ (−∞, α 0 ], where β 2 is a positive number which will be determined later in Step 4. Let
Then R 1 is decreasing and thereby satisfies all the requirements for the functions in R 0,α1 except that R 1 is only continuous.
Let 2) and to the function R 1 (R 1 is only needed to be continuous by the remark after Theorem 2.1 in [14] ), and then we obtain L 2 extensions of f from Ω i ∩ Y 0 to
where we equip the line bundle L with the singular metric h 0 e −(1+β)φ . More precisely, there exists a uniform positive number C 1 (independent of t) and holomorphic
where C 2 is a positive number independent of t. Furthermore, we get that f is in fact holomorphic on Ω i ∩ Y and
For each fixed t, applying Proposition 3.1 to the local extensions f i,t (1 ≤ i ≤ N ) with the weight (1 + β)φ and to the case Υ = Υ i − t − c 2 + m i , Ω = Ω i and some small positive number β 1 which will be determined later in Step 4, we obtain from (4.3) holomorphic sectionsf i,t (1
and (4.5)
for some positive number C 3 independent of t.
Since sup t≤0 e t R 1 (t) < +∞, it follows from (4.4) that (4.6)
for any t, where C 4 is a positive number independent of t. Since Υ i is bounded above on Ω i , it follows from (4.5) that
for any t, where C 5 is a positive number independent of t.
Since |f i,t | 2 is subharmonic on Ω i , by mean value inequality, we get from (4.7) that (4.8) sup
for any t, where C 6 is a positive number independent of t. Since (4.6) and (4.8) imply that the assumptions in Proposition 3.2 hold forf i,t , we apply Proposition 3.2 tof i,t (1 ≤ i ≤ N ) and get
which will be used in Step 4. Part IV: construction of a family of smooth extensionsf t of f to a neighborhood of X k ∩ Y in X.
Let µ and W be as in the beginning of the proof of Proposition 3.2 (here W is centered at a point x ∈ µ −1 (U i ∩ U j ) ∩ {ψ = −∞}). For similar reasons as in (3.18) , (3.20) and (3.21), we get from (4.8) that
when κ = ∅ and t is small enough, and that (4.12)
when κ = ∅ and t is small enough, where
and C 7 is a positive number independent of t.
Step 2: singularity attenuation process for the current √ −1∂∂φ. Since the singularities of √ −1∂∂ψ obstruct the application of Lemma 2.2, we will work on X first and then go back to X. Some ideas in this step come from [29] .
Let µ : X → X be as in the beginning of the proof of Proposition 3.2. Let
is a smooth real (1, 1)-form for some positive numbers q j , where (D j ) are the irreducible components of Σ 0 . It is not hard to prove the following lemma and we won't give its proof.
Lemma 4.1. There exists a positive number n k such that
is a Kähler metric on X k+1 .
Since µ : X \ Σ 0 → X \Σ 0 is biholomorphic and 
Since γ 2 and γ 3 are continuous on X, and φ • µ is quasi-plurisubharmonic on X, we get that 
holds on X k+1 , by Theorem 2.2, we obtain from (4.13) and (4.14) a family of functions { φ ς,ρ } ς>0,ρ∈(0,ρ1) on a neighborhood of the closure of X k such that (i) φ ς,ρ is quasi-plurisubharmonic on a neighborhood of the closure of X k , smooth on X k \ E ς (φ • µ), increasing with respect to ς and ρ on X k , and converges to φ • µ on X k as ρ → 0, (ii)
is the ς-upperlevel set of Lelong numbers of φ • µ, and {δ ρ } is an increasing family of positive numbers such that lim
Since ω k+1 is a Kähler metric on X k+1 by Lemma 4.1 and X k is relatively compact in X k+1 , there exists a positive number n k > 1 such that n k ω k+1 ≥ ̟ k+1 holds on X k . Take ς = δ ρ and denote φ δρ,ρ simply by φ ρ . Then φ ρ is quasiplurisubharmonic on a neighborhood of the closure of X k , smooth on X k \E δρ (φ•µ), increasing with respect to ρ on X k , and converges to φ • µ on X k as ρ → 0. Furthermore,
hold on X k \ Σ 0 . Then, replacing γ 2 , γ 3 and ω k+1 with their definitions, we obtain that
is an analytic set in X, Remmert's proper mapping theorem implies that
It follows from the properties of φ ρ that φ ρ • µ −1 is smooth on X k \ (Σ 0 ∪ Σ ρ ), increasing with respect to ρ on X k \ Σ 0 , uniformly bounded above on X k \ Σ 0 with respect to ρ, and converges to φ on X k \ Σ 0 as ρ → 0.
In Step 3, we will use φ ρ •µ −1 to construct a smooth metric of L on X k \(Σ 0 ∪Σ ρ ).
Step 3: construction of additional weights and twist factors. Let ζ, χ and η be the solution to the following system of ODEs defined on (−∞, α 0 ):
where we assume that ζ, χ and η are all smooth on (−∞, α 0 ), and that inf χ(t) = α 1 by χ > 0. By the similar calculation as in [14] or [31] , we can solve the system of ODEs and the solution is
where χ(t) is defined by (1.1). Let ǫ ∈ (0, 1 2 ) be as in Step 1 and put σ t = log(e ψ + e t ) − ǫ. Then there exists a negative number t ǫ such that σ t ≤ α − ǫ 2 on X k for any t ∈ (−∞, t ǫ ). Let h ρ,t be the new metric on the line bundle L over
Let τ t := χ(σ t ) and
Set ν t = ∂σ t . We want to prove
It follows from (4.17) and (4.19) that
Since χ is decreasing and χ = χ, it follows from (4.15) and (4.16) that
Hence we get (4.20) as desired. Let β be as in Step 1. Let β 0 and β 3 be two positive numbers which will be determined later in Step 4. We choose an increasing family of positive numbers {ρ t } t∈(−∞,tǫ) such that lim t→−∞ ρ t = 0 and for any t,
Since σ t ≥ t − 1 on X k and χ is decreasing, we have χ(σ t ) ≤ χ(t − 1) on X k . Then it follows from (4.20) and (4.21) that
as an operator on (n, 1)-forms, where Tν t denotes the operator ν t ∧ • and T * νt is its Hilbert adjoint operator.
Step 4: construction of suitably truncated forms and solving∂ globally with L 2 estimates. In this step and Step 5, we will denote B ρt,t and h ρt,t simply by B t and h t respectively.
Let ǫ ∈ (0, .
Then ζ > 0 implies that
(e ψ + e t ) 2 e 2πn k δρ t ψ dV X,ω .
Since φ ρt • µ −1 ≥ φ on X k \ Σ 0 , it follows from (4.23) that
by the Cauchy-Schwarz inequality, we have
Then it follows from (4.9) that
when t is small enough. Since ζ(σ t ) > 0 and φ ρt • µ −1 ≥ φ on X k \ Σ 0 , by (4.22), we have
Then it follows from (4.10) and the Cauchy-Schwarz inequality that I 2,t is bounded by the sum of the terms
Ui∩Uj ∩{ψ<t+c2}
where C 8 is some positive number independent of t.
By the definition of R 1 (see Part II in Step 1), (4.4) implies that for i = 1, · · · , N , (4.27)
for some positive number C 9 independent of t when t is small enough. Then by the Hölder inequality, we get Ui∩Uj ∩{ψ<t+c2}
when t is small enough, where C 10 is a positive number independent of t.
We will estimate the last integral above by estimating its pull-back under µ. We cover µ −1 (U i ∩ U j ) ∩ {ψ • µ < t + c 2 } by a finite number of coordinate balls such as W in Step 1 in the proof of Proposition 3.2. It follows from (4.11) and (4.12) that for each W ,
and C 11 is a positive number independent of t. Let β 1 be a positive number such that (4.28)
Take
1+β . Then β 4 = 3β 1 and max 1≤p≤n β 5,p < 1.
Let β 0 be a positive number such that
for every W . Then we have (4.29)
where C 13 is a positive number independent of t. Therefore, it follows from (4.25), (4.26) and (4.29) that
Then by Lemma 2.1, there exists
Since { φ ρt • µ −1 } are uniformly bounded above on X k \ Σ 0 with respect to t as obtained in Step 2, we have
on X k \ Σ 0 for any t, where C 14 is a positive number independent of t. Since t − ǫ ≤ σ t ≤ α − ǫ 2 on X k and ψ is upper semicontinuous on X, we have that ψ, ζ(σ t ) and τ t + A t are all bounded above on X k for each fixed t. Then it follows from (4.31) that u k,ǫ,t ∈ L 2 and v k,ǫ,t ∈ L 2 . Hence it follows from (4.30) and Lemma 2.5 that
holds on X k . Furthermore, (4.31) and (4.18) imply that
, it follows from (3.5) and (4.34) that
when t is small enough, where
Now we want to prove As in (4.27), we can obtain from (4.4) that for i = 1, · · · , N ,
for some positive number C 15 independent of t when t is small enough. Then by the Hölder inequality, we have that
Ui∩{ψ<t+c2}
when t is small enough.
We cover µ −1 (U i )∩{ψ • µ < t+ c 2 } by a finite number of coordinate balls such as W in Step 1 in the proof of Proposition 3.2. Then, in order to prove lim 
Then by (3.18), (3.19) , (3.20) and (3.21) , it suffices to prove Similarly, it is easy to see that (4.28) implies that (4.38). Therefore, we obtain (4.36).
Hence it follows from (4.32) and (4.35) that (4.39)
for some positive number C 17 independent of t when t is small enough.
Since the positive continuous function R is decreasing near −∞, it is easy to see that max{R(ψ − ǫ), R(σ t )} is equal to R(ψ − ǫ) near {ψ = −∞} and converges uniformly to R(ψ − ǫ) on X k as t → −∞.
Since φ ρt • µ −1 is increasing with respect to t and converges to φ on X k \ Σ 0 as t → −∞, by extracting weak limits of {F k,ǫ,t } as t → −∞, we get from (4.39) and (4.35) a sequence {t j } +∞ j=1 and F k,ǫ ∈ L 2 such that lim
weakly in L 2 as j → +∞ and (4.40)
Since σ t ≤ α − 
C(t).
Hence √ 2e β0tj v k,ǫ,tj → 0 in L 2 as j → +∞. Since D ′′ F k,ǫ,t = √ 2e β0t v k,ǫ,t on X k , we get D ′′ F k,ǫ = 0 on X k . Then F k,ǫ is a holomorphic section of K X ⊗ L on X k . In Step 5, we will prove that F k,ǫ = f on X k ∩ Y 0 by solving∂ locally.
Step 5: solving∂ locally with L 2 estimates and the end of the proof for the line bundle L.
For any x ∈ X k ∩ Y , let Ω x be as in Step 1.
Let
be a coordinate ball with center x. Since the bundle L is trivial on Ω x , u k,ǫ,t and v k,ǫ,t can be regarded as forms on Ω x with values in C and the metric h 0 of L on Ω x can be regarded as a positive smooth function. It is easy to see that C(t) ≤ C 18 for some positive number C 18 independent of t when t is small enough. Then it follows from (4.34), (4.41) and (4.32) that for some positive number C 19 independent of t when t is small enough. Since∂v k,ǫ,t = 0 on Ω x by (4.33), applying Lemma 2.4 to the (n, 1)-form √ 2e β0t v k,ǫ,t ∈ L 2 (n,1) ( Ω x , e −ψ ),
we get an (n, 0)-form s k,ǫ,t ∈ L for some positive number C 21 independent of t. Now define G k,ǫ,t = −u k,ǫ,t −s k,ǫ,t +θ( e t e ψ +e t )f t on Ω x . Then G k,ǫ,t = F k,ǫ,t −s k,ǫ,t and∂G k,ǫ,t = 0. Hence G k,ǫ,t is holomorphic in Ω x . Therefore, u k,ǫ,t + s k,ǫ,t is smooth in Ω x . Furthermore, we get from (4.39) and (4.43 for some positive number C 23 independent of t when t is small enough. Since R(σ t ) ≤ R(t − ǫ) on Ω x when t is small enough, we have that Ωx |u k,ǫ,t | 2 e −ψ dλ ≤ C 23 C 18 R(t − ǫ).
Therefore, combining the last inequality and (4.42), we obtain that Ωx |u k,ǫ,t + s k,ǫ,t | 2 e −ψ dλ ≤ 2C 23 C 18 R(t − ǫ) + 4C 20 C 19 C 18 e β0t .
Then the non-integrability of e −ψ along Ω x ∩ Y and the smoothness of u k,ǫ,t + s k,ǫ,t in Ω x show that u k,ǫ,t + s k,ǫ,t = 0 on Ω x ∩ Y for any t. Hence G k,ǫ,t = f on Ω x ∩ Y 0 for any t.
Since s k,ǫ,tj → 0 in L 2 (n,0) ( Ω x ) by (4.43) and F k,ǫ,tj ⇀ F k,ǫ weakly in L 2 (n,0) ( Ω x ) as j → +∞, G k,ǫ,tj ⇀ F k,ǫ weakly in L 2 (n,0) ( Ω x ) as j → +∞. Hence it follows from (4.44) and routine arguments with applying Montel's theorem that a subsequence of {G k,ǫ,tj } +∞ j=1 converges to F k,ǫ uniformly on compact subsets of Ω x . Then F k,ǫ = f on Ω x ∩ Y 0 and thereby on X k ∩ Y 0 . Since the positive continuous function R is decreasing near −∞, e t R(t) is bounded above near −∞ and φ is locally bounded above, applying Montel's theorem and extracting weak limits of {F k,ǫ } k,ǫ , first as ǫ → 0, and then as k → +∞, we get from (4.40) a holomorphic section F on X with values in K X ⊗ L such that F = f on Y 0 and X |F | Theorem 1.1 is thus proved for the line bundle L.
Step 6: the proof for the vector bundle E. The proof for E is similar but simpler. We only point out the main modifications by examining the proof for L.
In
Step 1, we don't need to construct a family of special smooth extensionsf t of f since h E is smooth. Hence the strong openness property and the key propositions are not needed. Delete Part II and Part III in Step 1 and replace the family of sectionsf i,t with a fixed local holomorphic extensionf i . Thenf t becomes a fixed smooth extensionf = N i=1 ξ ifi . Then it is easy to see that (4.9), (4.10), (4.11) and (4.12) hold forf i,t =f i ,f t =f and β 1 = 0.
Step 2 is not needed since h E is already smooth. In
Step 3, the negative term will not appear on the right hand side of (4.20) since δ ρ = 0.
In Step 4, it is easy to prove the estimate (4.26) for I 1,t by the modified (4.9). It is also not hard to prove the estimate (4.29) for I 2,t by the modified (4.10), (4.11) and (4.12). (4.36) can be easily obtained since h E is smooth.
Step 5 for E is almost the same and Theorem 1.1 is thus proved for the vector bundle E.
