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OBSERVATIONAL CONSTRAINTS
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AND QUADRATIC EQUATION OF STATE
G. S. Sharov1
1Tver state university
170002, Sadovyj per. 35, Tver, Russia∗
Observational manifestations of accelerated expansion of the universe, in particular, recent
data for Type Ia supernovae, baryon acoustic oscillations, for the Hubble parameter H(z)
and cosmic microwave background constraints are described with different cosmological mod-
els. We compare the ΛCDM, the models with generalized and modified Chaplygin gas and
the model with quadratic equation of state. For these models we estimate optimal model
parameters and their permissible errors with different approaches to calculation of sound
horizon scale rs(zd). Among the considered models the best value of χ
2 is achieved for the
model with quadratic equation of state, but it has 2 additional parameters in comparison
with the ΛCDM and therefore is not favored by the Akaike information criterion.
I. INTRODUCTION
Observations [1, 2] of Type Ia supernovae demonstrated accelerated expansion of our universe.
Further investigations of supernovae [3, 4], baryon acoustic oscillations [4–7], cosmic microwave
background measurements [7–10], estimations [11–25] of the Hubble parameter H(z) for different
redshifts z confirmed accelerated growth of the cosmological scale factor a(t) at late stage of its
evolution.
For Type Ia supernovae we can measure their redshifts z and luminosity distances DL, so these
objects may be used as standard candles [1–4].
Baryon acoustic oscillations (BAO) are observed as a peak in the correlation function of the
galaxy distribution at the comoving sound horizon scale rs(zd) [5, 6], corresponding to the end of
the drag era, when baryons became decoupled and acoustic waves propagation was ended. This
effect has various observational manifestations [8–10, 16–33], in particular, one can estimate the
Hubble parameter H(z) for definite redshifts [16–25] (details are in Sect. II).
The mentioned recent observations of Type Ia supernovae, BAO and H(z) essentially restrict
possible cosmological theories and models. To satisfy these observations all models are to describe
accelerated expansion of the universe with definite parameters [8–10, 34–36].
The standard Einstein gravity with Λ = 0 predicts deceleration of the expanding universe:
a′′(t) < 0. So to explain observed accelerated expansion, we are to modify this theory. The most
simple (and most popular) modification is the ΛCDM, including dark energy corresponding to
Λ 6= 0 and cold dark matter in addition to deficient visible matter. This model with appropriate
parameters [4, 8–10] successfully describes practically all observational data, in Sect. III we apply
this model to describe the updated recent observations of Type Ia supernovae, BAO effects and
H(z) estimates. In this paper we use the notation ΛCDM for the model with an arbitrary spatial
curvature Ωk.
One should note that there are some problems in the ΛCDM model, in particular, ambiguous
nature of dark matter and dark energy, the problem of fine tuning for the observed value of Λ and
the coincidence problem for surprising proximity ΩΛ and Ωm nowadays [35, 36].
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2Therefore cosmologists suggested a lot of alternative models with different equations of state,
scalar fields, with f(R) Lagrangian, additional space dimensions and many others [35–39]. In this
paper we consider in detail two models with nontrivial equations of state describing both dark
matter and dark energy: the model with modified Chaplygin gas (MCG) [40–47] in Sect. IV and
the model with quadratic equation of state [48–53] in Sect. V.
II. OBSERVATIONAL DATA
In this paper we use the Union2.1 compilation [3] of Type Ia supernovae (SNe Ia) observational
data. This table includes redshifts z = zi and distance moduli µi = µ
obs
i with errors σi for
NSN = 580 supernovae. The distance modulus µi = µ(DL) = 5 log10 (DL/10pc) is logarithm of
the luminosity distance [1, 34, 35]:
DL(z) =
c (1 + z)
H0
Sk
(
H0
z∫
0
dz˜
H(z˜)
)
. (1)
Here
Sk(x) =


sinh (x
√
Ωk)/
√
Ωk, Ωk > 0,
x, Ωk = 0,
sin (x
√|Ωk|)/√|Ωk|, Ωk < 0;
redshift z and the Hubble parameter H(z) are connected with the scale factor a(t):
a(t) =
a0
1 + z
, H(z) =
a˙(t)
a(t)
; (2)
k is the sign of curvature, Ωk = −k/(a20H20 ) is its present time fraction, a0 ≡ a(t0) and H0 ≡ H(t0)
are the current values of a and H.
For any cosmological model we fix its model parameters p1, p2, . . ., calculate dependence a(t),
the integral (1) and this model predicts theoretical values DthL for luminosity distance (1) (for given
z), or µth for modulus. To compare these theoretical values with the observational data zi and µ
obs
i
from the table [3] we use the function
χ2SN (p1, p2, . . .) = min
H0
NSN∑
i,j=1
∆µi(C
−1
SN )ij∆µj , ∆µi = µ
th(zi,H0, p1, . . .)− µobsi . (3)
Here CSN is the SN-by-SN covariance matrix [3], representing systematic errors.
In the sum (1) marginalization over the Hubble constant H0 is assumed, because we have to
take into account model dependence of the moduli µobsi . Unlike observed apparent magnitudes
mobsi the values µ
obs
i in Ref. [3] are estimated as
µobs = mobs(z)−M + αx1 − βc+ δP. (4)
This formula includes the SN Ia absolute magnitude M and corrections connected with deviations
from mean values of lightcurve shape (x1), SN Ia color (c) and mass of a host galaxy (the factor
P ). The parameters M , α, β and δ are considered in Ref. [3] as nuisance parameters, they are
fitted simultaneously with the cosmological parameters in the flat ΛCDM model.
Thus we have a model dependent additive term in Eq. (4) for the Union2.1 values µobs [3] with
concealed dependence on the Hubble constant H0 and other model parameters. In particular, one
3can find only that the best fit value for the absolute magnitude M = −19.321 ± 0.03 is obtained
in Ref. [3] for h = 0.7, where h = H0/100 km s
−1Mpc−1.
To suppress this dependence many authors [54–57] suppose that values µobsi from any SN Ia
survey have a systematic error depending on H0 and marginalize the sum (1) over the Hubble
constant H0. They use the fact, that for the most popular models theoretical value of the luminosity
distance (1) depends on H0 as D
th
L ∼ H−10 , so the distance modulus µth has the additive term
−5 log10H0. In Ref. [54] this term is separated as µ0 in the form
µ(DL) = 5 log10
H0DL
c
+ µ0, µ0 = 42.384 − 5 log10 h;
if we denote di = ∆µi − µ0, d = (d1, . . . , dSN ), the minimum of the sum (3) over H0 (or over µ0)
will take the form
χ2SN(p1, . . .) = dC
−1
SNd
T − B
2
C
, B =
NSN∑
i,j=1
di(C
−1
SN )ij , C =
NSN∑
i,j=1
(C−1SN )ij . (5)
In this paper for all models we use the marginalized function (5) χ2SN to describe the supernovae
Ia data [3].
This approach with separation of the Hubble constant H0 among other model parameters can
not be applied to H(z) and BAO observational data, because observed values have different de-
pendence on H0.
To describe the BAO data we calculate the distance [5, 8–10]
DV (z) =
[
czD2L(z)
(1 + z)2H(z)
]1/3
, (6)
and two measured values
dz(z) =
rs(zd)
DV (z)
, A(z) =
H0
√
Ωm
cz
DV (z), (7)
which are usually considered as observational manifestations of baryon acoustic oscillations [5, 8].
Here Ωm =
8
3piGρ(t0)/H
2
0 is the present time fraction of matter with density ρ. The value rs(zd)
in Eq. (7) is sound horizon size at the end of the drag era zd:
rs(zd) =
∫ ∞
zd
cs(z)
H(z)
dz, (8)
To estimate this important parameter different authors [17–33] used theoretical or statistical ap-
proaches and suggested different fitting formulas for rs. In table I the following recent estimations
of rs(zd) ≡ rd and rdh are shown:
Refs [25] [9, 24] [10] [32] [33] [22] [29] [18] [21] [27, 28, 31] [26]
rs(zd) 147.4 147.49 147.6 148.6 148.69 149.28 152.40 152.76 153.19 153.2 153.5
rd · h 98.79 99.26 100.09 99.78 99.62 104.49 105.15 106.93 107.23 103.6 104.69
TABLE I: Recent estimations of rs(zd) and rs(zd) · h (Mpc).
In the most of cited papers in table I the values rs(zd) were considered as fiducial ones for
calculating DV (z), H(z) and other parameters. So these results sufficiently depend on rs(zd), in
4particular, estimations of H(z) from the BAO data [16–25] are defined with the factor rfidd /rd, the
corresponding factor rd/r
fid
d takes place for calculated values DV (z) or DA(z) = DL(z)/(1 + z)
2.
In this paper we use two different approaches to calculate the sound horizon scale rs(zd). But
previously one should mention the simplest method, applied in Ref. [39], where the arithmetic
average of the rd values in table I (with their multiplicity)
rs(zd) = 150.69 ± 2.45 Mpc (9)
was used as the basic value. This value is independent on H0, hence the observational parameter
dz(z) in Eq. (7) appears to be Hubble dependent (though the formula (8) predicts rd ∼ H−10 and
Hubble free dz). One may conclude, that h dependence of dz is the drawback of this approach,
so in this paper we consider the fixed value rd (9) only in section III to emphasize advantages of
other methods.
More appropriate procedures to calculate rs(zd) include different fitting formulae [6, 7, 22, 57].
In this paper we use the numerically calibrated approximation from Ref. [7]
rs(zd) =
55.154 exp [72.3(Ωνh
2 + 0.0006)2]
(Ωmh2)0.25351(Ωbh2)0.12807
Mpc (10)
as the basic formula. The resulting h dependence in Eq. (10) (for a reasonable neutrino contribution
with
∑
mν ≤ 0.23 eV [10]) is rd ∼ h−0.7632, it is more close to the true variant rd ∼ h−1. The
dependence on Ωm in Eq. (10) is well fitted for ΛCDM-like models, however for the models with
Chaplygin gas and with quadratic EoS, considered below, Ωm is not a basic model parameter.
The value Ωm in these models should be estimated in a special way, so an additional uncertainty
appears in this approach.
Thus, an alternative simple fitting formula
rs(zd) =
(rd · h)fid
h
, (rd · h)fid = 104.57 Mpc. (11)
with true h dependence may be suggested. Here the value (rd · h)fid = 104.57 ± 1.44 Mpc was
chosen as the best fit for the ΛCDM model. This procedure is described in the next section and
illustrated in figure 1.
The parameter (rd ·h)fid for the expression (11) plays the same role as the baryonic fraction Ωb
for the formula (10), in both cases we do not consider Ωb and rdh as free model parameters for all
models, but fix their optimal (fiducial) values after description of the simplest ΛCDM model. The
best ΛCDM fit for Ωb in Eq. (10) (see figure 1) is
Ωb = 0.044 ± 0.004. (12)
To take into account all available BAO data [16–33] for parameters (7), we consider in this
paper NBAO = 17 data points for dz(z) (10 additional points in comparison with the table in our
paper [39]) and 7 data points for A(z) presented in the table II.
Measurements of dz(z) and A(z) from Refs. [26, 29] in table II are not independent. So the χ
2
function for the values (7) is
χ2BAO(p1, p2, . . .) = (∆d)
TC−1d ∆d+ (∆A)
TC−1A ∆A, ∆d = dz(zi)− dthz . (13)
The elements of covariance matrices C−1d = ||cdij || and C−1A = ||cAij || in Eq. (13) are [8, 26, 29]:
cd33 = 30124, c
d
38 = −17227, cd88 = 86977,
cd1111 = 24532.1, c
d
1114 = −25137.7, cd1115 = 12099.1, cd1414 = 134598.4,
cd1415 = −64783.9, cd1515 = 128837.6; cA1111 = 1040.3, cA1114 = −807.5,
cA1115 = 336.8, c
A
1414 = 3720.3, c
A
1415 = −1551.9, cA1515 = 2914.9.
5z dz(z) σd A(z) σA Refs Survey
0.106 0.336 0.015 0.526 0.028 [8, 28] 6dFGS
0.15 0.2232 0.0084 - - [33] SDSS DR7
0.20 0.1905 0.0061 0.488 0.016 [26, 29] SDSS DR7
0.275 0.1390 0.0037 - - [26] SDSS DR7
0.278 0.1394 0.0049 - - [27] SDSS DR7
0.314 0.1239 0.0033 - - [29] SDSS LRG
0.32 0.1181 0.0026 - - [22] BOSS DR11
0.35 0.1097 0.0036 0.484 0.016 [26, 29] SDSS DR7
0.35 0.1126 0.0022 - - [30] SDSS DR7
0.35 0.1161 0.0146 - - [19] SDSS DR7
0.44 0.0916 0.0071 0.474 0.034 [29] WiggleZ
0.57 0.0739 0.0043 0.436 0.017 [20] SDSS DR9
0.57 0.0726 0.0014 - - [22] SDSS DR11
0.60 0.0726 0.0034 0.442 0.020 [29] WiggleZ
0.73 0.0592 0.0032 0.424 0.021 [29] WiggleZ
2.34 0.0320 0.0021 - - [25] BOSS DR11
2.36 0.0329 0.0017 - - [24] BOSS DR11
TABLE II: Values of dz(z) = rs(zd)/DV (z) and A(z) (7) with errors and references
Here cij = cji, the remaining matrix elements are cii = 1/σ
2
i , cij = 0, i 6= j.
In the values σd in table II we took into account correlation between estimations of dz(z) and
H(z) (table III) for z = 0.35, 0.57, 2.34, 2.36 in Refs. [19–21, 24, 25].
Measurements of the Hubble parameter H(z) for different redshifts z with 38 data points [11–25]
are presented in table III. These values H(z) were calculated with two methods: 1) differential age
approach in Refs. [11–15] with evaluation of the age difference dt for galaxies with close redshifts
dz and the formula
H(z) =
1
a(t)
da
dt
= − 1
1 + z
dz
dt
,
2) measurement [16–25] of the BAO peak in the correlation function in line-of-sight directions at
a redshift separation ∆z = rs(zd)H(z)/c.
For the latter method estimations [16–25] of H(z) essentially depend on a fiducial value rfidd
and have the factor rfidd /rd, as was mentioned above. In particular, the result in Ref. [25] is
H(z = 2.34) = (222 ± 7) km
s ·Mpc ·
147.4 Mpc
rs(zd)
.
In table III this factor is taken into account only for the errors σH from the papers [16, 18–
20, 24, 25], where fiducial values rfidd essentially differ from the average (9). The estimations for
H(z) in table III are the same as in the correspondent sources.
To compare the H(z) data in table III with NH = 38 data points with model predictions we
use the χ2 function
χ2H(p1, p2, . . .) =
NH∑
i=1
[Hi −Hth(zi, p1, p2, . . .)]2
σ2H,i
, (14)
similar to the function (3) for the SN Ia observational data from Ref. [3].
6z H(z) σH Refs z H(z) σH Refs
0.070 69 19.6 [14] 0.570 96.8 3.4 [22]
0.090 69 12 [11] 0.593 104 13 [13]
0.120 68.6 26.2 [14] 0.600 87.9 6.1 [17]
0.170 83 8 [11] 0.680 92 8 [13]
0.179 75 4 [13] 0.730 97.3 7.0 [17]
0.199 75 5 [13] 0.781 105 12 [13]
0.200 72.9 29.6 [14] 0.875 125 17 [13]
0.240 79.69 2.99 [16] 0.880 90 40 [12]
0.270 77 14 [11] 0.900 117 23 [11]
0.280 88.8 36.6 [14] 1.037 154 20 [13]
0.300 81.7 6.22 [23] 1.300 168 17 [11]
0.340 83.8 3.66 [16] 1.363 160 33.6 [15]
0.350 82.7 9.1 [19] 1.430 177 18 [11]
0.352 83 14 [13] 1.530 140 14 [11]
0.400 95 17 [11] 1.750 202 40 [11]
0.430 86.45 3.97 [16] 1.965 186.5 50.4 [15]
0.440 82.6 7.8 [17] 2.300 224 8.6 [18]
0.480 97 62 [12] 2.340 222 8.5 [25]
0.570 87.6 7.8 [20] 2.360 226 9.3 [24]
TABLE III: Values of the Hubble parameter H(z) with errors σH from Refs. [11–25]
We mentioned above that the observed values in tables II, III have different dependence on
h = H0/100 km s
−1Mpc−1. In particular, if we use the fitting formula (10) for rs(zd), the parameter
dz (7) has rather weak h dependence (dz ∼ h0.2368, because DV ∼ h−1); for the formula (11) dz
is Hubble free in accordance with Eq. (7). The value A(z) is also Hubble free, but it depends on
Ωm. The values H(z) in table III are naturally proportional to H0. So estimations in tables II, III
may be model dependent, but we can assume that different authors use different methods and
produce possible systematic errors for dz(z) and H(z) in different directions. One can suppose
mean systematic errors to be close to zero.
On the other hand, if any form of marginalization over H0 for BAO and H(z) data is made [55–
57], the obtained results will have an additional error, because a model can successfully describe
all SN Ia, BAO and H(z) data, but with 3 essentially different intrinsic values of H0. Under these
arguments we make the marginalization procedure (5) over H0 only for SN Ia data [3], but not for
BAO and H(z) data from tables II, III.
III. ΛCDM MODEL
In the ΛCDM and other models in this paper the Einstein equations
Gµν = 8piGT
µ
ν − Λδµν (15)
describe dynamics of the universe. Here Gµν = R
µ
ν − 12Rδµν , T µν = diag (−ρ, p, p, p).
In the ΛCDM model baryonic and dark matter may be described as one component of dust-like
matter with density ρ = ρc = ρb + ρdm, so we suppose p = 0 in T
µ
ν . In models with Chaplygin gas
(Sect. IV) and with quadratic equation of state (Sect. V) we suppose that an additional component
of matter describes both dark matter and dark energy and gives some contribution ρg in the total
7density:
ρ = ρc + ρg + ρr. (16)
The fraction of relativistic matter (radiation and neutrinos) is close to zero for observable values
z ≤ 2.36, so below we suppose ρr = 0.
For the Robertson-Walker metric with the curvature sign k
ds2 = −dt2 + a2(t)
[
(1− kr2)−1dr2 + r2dΩ
]
(17)
the Einstein equations (15) are reduced to the system
3
a˙2 + k
a2
= 8piGρ+ Λ, (18)
ρ˙ = −3 a˙
a
(ρ+ p). (19)
Eq. (19) results from the continuity condition T µν;µ = 0, the dot denotes the time derivative, here
and below the speed of light c = 1.
For the ΛCDM with dust-like matter (p = 0) we use the solution of Eq. (19) ρ/ρ0 = (a/a0)
−3
and rewrite Eq. (18) in the form
a˙2
a2H20
=
H2
H20
= Ωm
( a
a0
)−3
+ΩΛ +Ωk
( a
a0
)−2
. (20)
Here the present time fractions of matter, dark energy (Λ term) and curvature
Ωm =
8piGρ(t0)
3H20
, ΩΛ =
Λ
3H20
, Ωk = − k
a20H
2
0
(21)
are connected by the equality
Ωm +ΩΛ +Ωk = 1, (22)
resulting from Eq. (20) if we fix t = t0.
If we introduce dimensionless time τ and logarithm of the scale factor [38]
τ = H0t, A = log a
a0
. (23)
equation (20) will take the form dAdτ =
√
Ωme−3A +ΩΛ +Ωke−2A, more convenient for numerical
solving with the initial condition at the present time A|τ=1 = 0 equivalent to a(t0) = a0. Here and
below the present time t = t0 corresponds to τ = 1.
If we fix all model parameters, we can solve numerically the Cauchy problem for Eq. (20) and
calculate the values a(t)/a0, H(z), DL(z) (1), dz(z) and A(z) (7). To compare them with the
observational data from Ref. [3] and tables II, III we use the χ2 functions (3), (13) and (14) and
(under assumption about their Gaussian nature) the correspondent summarized function
χ2Σ = χ
2
SN + χ
2
H + χ
2
BAO. (24)
When we apply the ΛCDM model for describing the observational data from Sect. II (for
z ≤ 2.36), we use three free model parameters H0, Ωm and ΩΛ (or Ωk instead of ΩΛ) and the
additional parameter
Ωb =
ρb(t0)
ρcr
=
8piGρb(t0)
3H20
, (25)
8if we use the fitting formula (10) for rs(zd). For the formula (11) the baryonic fraction Ωb is not a
model parameter, we mentioned above that the value rd ·h plays the role of an additional parameter
in the case (11). In both approaches we test the ΛCDM model and estimate the best ΛCDM fit
correspondingly for Ωb and rd · h.
The results are presented in figure 1, where dependence of the best (minimal) value of the
function (24) minχ2Σ = min
H0,Ωm,ΩΛ
χ2Σ on Ωb is shown in the top-left panel for the case (10). Here
and for all models we assume
∑
mν = 0.06 eV [7, 9]. One should note that the formula (10) is
insensitive to a neutrino contribution in the range
∑
mν ≤ 0.23 eV [10].
For the variant with Eq. (11) the similar dependence of minχ2Σ on rd ·h is in the top-right panel.
Here and below we draw these graphs as solid red lines for the fitting formula (10) and as dashed
blue lines for the variant (11).
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FIG. 1: The ΛCDM model: dependence of the best fit min
H0,Ωm,ΩΛ
χ2Σ on Ωb for the fitting formula (10) (the
left panels) and on rd · h for Eq. (11) (the right panels). In the bottom panels we show the correspondent
dependencies for parameters H0, Ωm, ΩΛ, Ωk of the χ
2
Σ minimum point.
The bottom panels of figure 1 illustrate how coordinates h, Ωm, ΩΛ and Ωk = 1− Ωm − ΩΛ of
the minimum point for min
H0,Ωm,ΩΛ
χ2Σ depend on the correspondent parameters Ωb and rd · h.
One can see that for the formula (10) dependence of minχ2Σ on Ωb is rather sharp: we have the
distinct minimum at the value (12) Ωb = 0.044. Below we use this value as the fiducial one for all
models. The correspondent dependence in the top-right panel is more smooth, however it results
in the optimal (fiducial) value rd · h = 104.57 ± 1.44 Mpc in the formula (11).
If we fix these parameters as described above, we can test the ΛCDM model for different values
of the remaining 3 parameters: H0, Ωm and ΩΛ. The results of calculations are presented in
tables IV, V, VI and in figure 2. In the top-left panel of the figure we see how minimum of the
function (24) minχ2Σ = min
Ωm,ΩΛ
χ2Σ(H0) depend on the Hubble constant H0: red solid lines in the
top panels describe the model with the formula (10), blue dashed lines correspond to the variant
(11). For the sake of comparison we present here graphs for the fixed value rs(zd) (9) as green lines
with dots. These minima are calculated for each fixed value H0.
One may see that the function minχ2Σ(H0) for the fitting formula (10) (the red line) has the
maximal spread and achieves its minimum minχ2Σ ≃ 577.39 at
H0 = 70.07 ± 1.82 km (sMpc)−1 (26)
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FIG. 2: For the ΛCDM in the top panels we present how minχ2Σ depends on H0, Ωm, ΩΛ and Ωk with
different fitting formulae for rd: for Eq. (10) with Ωb = 0.044 (red solid lines), for Eq. (11) (blue dashed
lines), for Eq. (9) (green lines with dots). The correspondent dependencies for parameters of χ2Σ minimum
point for Eq. (10) are shown in the 2-nd row. In other panels 1σ, 2σ and 3σ level lines are drawn for χ2Σ
as red filled contours for Eq. (10) and blue filled contours for Eq. (11) and also as black lines for χ2SN and
green lines for χ2SN + χ
2
H ; optimal values of the third parameter are fixed and shown.
for the following values of other parameters: Ωm ≃ 0.278, ΩΛ ≃ 0.75 (presented in table IV). It is
interesting to see in table IV and in figure 2 that for the fitting formula (11) (blue dashed lines) the
minimum minχ2Σ and the optimal values of all parameters are the same, there is some difference
only in 1σ errors. To estimate 1σ errors in the equality (26) we use the one-dimensional likelihood
function LΣ(H0) ∼ exp(−χ2Σ/2) corresponding to minΩm,ΩΛ χ
2
Σ(H0).
Optimal values and errors for other model parameters Ωm, ΩΛ, Ωk are calculated similarly, they
are tabulated below in table IV in comparison with other estimates and also in the next section in
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tables V and VI correspondingly for the expressions (10) and (11).
Estimations of Ωm and ΩΛ in tables IV, V, VI are connected with graphs in the next two
panels in the top line of figure 2, which present how minima of χ2Σ depend on Ωm and on ΩΛ.
In particular, the solid red line in the second top panel describes minχ2Σ(Ωm) = min
H0,ΩΛ
χ2Σ; the
corresponding likelihood function LΣ(Ωm) ∼ exp(−χ2Σ/2) determines the 1σ error ∆Ωm ≃ 0.008 in
tables IV, V. This panel demonstrates that dependencies of minχ2Σ on Ωm for different variants of
rs(zd) are rather close and have rather sharp form. It is connected with the contribution in χ
2
BAO
from the value A(z) (7), because A(z) is proportional to
√
Ωm and χ
2
BAO is very sensitive to Ωm
values. For the red line in this panel we have the additional dependence on Ωm in the formula
(10). In the third panel the functions minχ2Σ(ΩΛ) with distinct minima have some difference in
their the 1σ errors.
Estimations of Ωk in tables IV –VI are calculated via the function minχ
2
Σ(Ωk) = min
H0,Ωm
χ2Σ.
These graphs are shown in the top-right panel of figure 2.
The panels in the second row in figure 2 demonstrate how parameters of a minimum point of
the function χ2Σ with the fitting formula (10) depend on H0, Ωm, ΩΛ, Ωk. In the left panel these
coordinates are Ωm and ΩΛ, but also the value Ωk = 1−Ωm−ΩΛ is drawn as the black dashed line.
The optimal value Ωm remains practically constant in contrast with ΩΛ and Ωk. The graphs of
h(Ωm), . . . , h(Ωk) in other panels show h = H0/100, where H0 is the optimal value corresponding
to the minimum point of χ2Σ.
In other panels of figure 2 we present the results of calculations as level lines at 1σ (68.27%), 2σ
(95.45%) and 3σ (99.73%) confidence levels for the functions χ2(p1, p2) in planes of two parameters,
if the third parameter is fixed. For example, the functions χ2Σ(Ωm,ΩΛ) for the fixed optimal value
(26) of H0 are shown in the bottom-left panel of figure 2 as red filled contours for the formula (10)
and blue filled contours for Eq. (11). The corresponding level lines for χ2SN and for χ
2
SN + χ
2
H are
shown as black and green lines.
In other panels only χ2Σ filled contours for the cases (10) and (11) are compared for different
pairs of parameters. Points of minima for the functions χ2Σ are marked as red (or blue) circles, we
mentioned above, that they coincide for the variants (10) and (11). In two bottom-left panels the
difference is in the fixed parameter (ΩΛ or Ωk) and in a choice of the foreground between the cases
(10) and (11).
Our estimations of the ΛCDM parameters for two variants (10) and (11) of the fitting formula
for rd are to be compared with the the following best fits for these model parameters from surveys
of the Wilkinson Microwave Anisotropy Probe (WMAP) [8] and Planck Collaboration [9, 10] in
table IV.
This paper WMAP, Planck surveys
rd (10) rd (11) WMAP 9y [8] Planck13 [9] Planck 15 [10]
H0 70.07± 1.82 70.07± 1.27 69.7± 2.4 67.3± 1.2 67.8± 0.9
Ωm 0.278± 0.008 0.278± 0.009 0.279± 0.025 0.314± 0.02 0.308± 0.012
ΩΛ 0.750
+0.051
−0.055 0.750± 0.034 0.721± 0.025 0.686± 0.025 0.692± 0.012
Ωk −0.028+0.050−0.048 −0.028+0.035−0.034 −0.0027+0.0039−0.0038 −0.0005+0.0065−0.0066 −0.005+0.016−0.017
Ωb 0.044± 0.004 - 0.0463+0.0024−0.0024 0.0487+0.0018−0.0017 0.0484+0.0014−0.0013
TABLE IV: Estimations of the ΛCDM parameters.
One can also add the estimates for the fixed rd (9): H0 = 69.27 ± 0.93 km s−1Mpc−1, Ωm =
0.280 ± 0.009, ΩΛ = 0.732+0.044−0.055, Ωk = −0.012 ± 0.045 (corresponding to green dots in the top
panels in figure 2). In the case (9) the 1σ error for H0 is smallest, because d
th
z depends on h.
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We see that our estimations of the model parameters in table IV for the cases (10) and (11) are
in good agreement with the WMAP estimates, but they are in 1σ or 2σ tension with the values
of Planck Collaboration. On the other hand, all H0 values in table IV have essential tension with
the Hubble Space Telescope group [58] estimation: H0 = 73.8 ± 2.4 km s−1Mpc−1.
The latter value was used as a prior in Refs. [55, 56] for describing Type Ia SNe, BAO and H(z)
data with the help of the ΛCDM, XCDM and φCDM models. One may conclude, that for the
ΛCDM this choice of H0 was unsuccessful in comparison with another valueH0 = 68 km s
−1Mpc−1,
chosen in Refs. [55, 56].
IV. MODIFIED CHAPLYGIN GAS
In the model with modified Chaplygin gas (MCG) this gas has the following equation of state
[41–47]
pg = w0ρg −B ρ−αg (27)
for its density ρg as a part in the total density (16). MCG can unify dark matter and dark energy.
If w0 = 0 the MCG model with Eq. (27) is reduced to the model with generalized Chaplygin gas
(GCG) with EoS [40, 59]
pg = −B ρ−αg . (28)
In our paper [39] the GCG model was applied to describing the observational data for Type Ia
supernovae [3], H(z) with 34 data points and BAO with 7 data points for dz(z). In this paper we
consider the enlarged number of data points from tables II, III, the more general MCG model (27)
(in comparison with the GCG case w0 = 0) and also we calculate the function χ
2
SN (3) with the
covariance matrix CSN .
The MCG and GCG models are to be explored as two-component models with usual dust-like
baryonic matter component ρb and the Chaplygin gas component ρg with EoS (27). In this case
the total density (16) is
ρ = ρb + ρg, pb = 0. (29)
However the first component ρb and the corresponding fraction Ωb (25) may include not only visible
baryonic matter but also a part of cold dark matter with ρ = ρdm. Our practical applications of
these models in Ref. [39] and in this paper (see the top-right panel of figure 3) demonstrate rather
weak dependence of minχ2Σ on Ωb for the model assumption (11), but the strong Ωb dependence for
the fitting formula (10). This behavior resembles the ΛCDM model, where separation of baryonic
and cold dark matter in Ωm appears only in Eq. (10). In the MCG and GCG models these matter
fractions may also be mixed in their observational manifestations, so below we did not use Ωb as
an usual free parameter of the theory, but fix its fiducial value (12) in the main part this research
(except for calculations, presented in right panels if figures 3 and 4).
Equation (19) for the MCG model (27) is integrable, so the analog of Eq. (20) for this model is
[41–47]
H2
H20
= Ωb
( a
a0
)−3
+Ωk
( a
a0
)−2
+ (1− Ωb − Ωk)
[
Bs + (1−Bs)
( a
a0
)−3(1+w0)(1+α)]1/(1+α)
. (30)
Here the dimensionless parameter Bs = Bρ
−1−α
0 /(1 +w0) is used instead of B. Thus in the MCG
model (27) we have 6 independent parameters: H0, Ωb, Ωk, w0, α and Bs. Naturally, the GCG
model has 5 parameters: the same set without w0.
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In the MCG model the parameter Ωm from its formal definition (21) equals Ωm = 1 − Ωk in
accordance with ΩΛ = 0 and Eq. (22). However, the expression A(z) (7) has the factor
√
Ωm, so
one should use the effective value Ωeffm in any model. If we compare the early universe limit z ≫ 1
in the MCG equation (30) with the ΛCDM equation (20), we obtain the effective value [45–47]:
Ωeffm = Ωb + (1− Ωb − Ωk)(1−Bs)1/(1+α). (31)
But for the majority of observational data in Ref. [3] and tables II, III redshifts are 0 < z < 1,
so to describe correctly these data we have to consider the present time limit of Eq. (30). If we
compare limits of the right hand sides of Eqs. (20) and (30) at z → 0 or A → 0, we obtain another
effective value [39]
Ωeffm = Ωb + (1− Ωb − Ωk)(1 −Bs)(1 + w0). (32)
Expressions (31) and (32) and their contributions in χ2BAO and χ
2
Σ were compared in Ref. [39].
In this paper we use below Eq. (32) and its analogs for other models.
Figure 3 shows how the MCG model (27) describes the observational data from Ref. [3] and
tables II, III in comparison with the GCG model (28). Notations are the same as in figure 2. In
the top line panels red solid lines and blue dashed lines denote graphs of minχ2Σ for the MCG
model with expressions (10) and (11) correspondingly. The similar functions for the GCG model
are shown as orange dash-dotted lines, if rs(zd) is calculated with the formula (10) and as violet
dashed lines for the case (11).
These graphs in the top line describe how χ2Σ for the mentioned models depends on one chosen
model parameter: H0, Ωk, w0, α, Ωb. All these curves determine the optimal values and errors of
the model parameters in tables V, VI. The second row panels of figure 3 correspond to panels in
the top line and present dependencies of coordinates of minima points on H0, . . ., Ωb for χ
2
Σ in the
MCG model with the fitting formula (10).
In the top-right panel of figure 3 the value minχ2Σ for the MCG model means the minimum
over other 5 parameters for each fixed Ωb: minχ
2
Σ = min
H0,Ωk,w0,α,Bs
χ2Σ. Our calculations support
the previous conclusion [39] about weak dependence of minχ2Σ on Ωb for the case (11) with rd =
(rdh)fid · h−1 as for the the fixed value rd (9) for both models. This is connected with possible
mixing of baryonic and cold dark matter in Ωb. However, for and the fitting formula (10) we see
the sharp dependence of minχ2Σ on Ωb; for both MCG and GCG models this picture coincides with
behavior of the ΛCDM model in figure 1. As mentioned above, we will not use Ωb as an usual free
model parameter and we fix its ΛCDM fiducial value (12). It is interesting that for the MCG and
GCG models this value Ωb ≃ 0.044± 0.004 is very close and practically coincides with the ΛCDM
fiducial value of this parameter.
In figure 3 the parameter Ωb is varied only in 3 right panels, in other 12 panels this value is
fixed in the form (12). In particular, the value minχ2Σ(H0) for the MCG model in the top-left
panel is the minimum over 4 parameters min
Ωk,w0,α,Bs
χ2Σ with fixed Ωb = 0.044. The similar picture
takes place, when we study dependence of these minimal functions on Ωk, w0, α, for example,
minχ2Σ(Ωk) = min
H0,w0,α,Bs
χ2Σ. For the GCG model with w0 = 0 these minima (orange dash-dotted
lines and violet dashed lines) are taken over 3 remaining parameters.
The graphs of minχ2Σ(H0) in the top-left panel with two expressions for rs(zd) resemble the
ΛCDM case in figure 2 for both MCG and GCG models. For all three considered models this curve
for the case (11) is slightly more sharp than for the formula (10), this behavior may be seen in
tables V, VI, where all models are compared. Unlike the ΛCDM model, for the MCG and GCG
models we have different optimal values of H0 (and also of Ωk, α and other parameters) in the
cases (10) and (11).
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FIG. 3: For the MCG model dependencies of minχ2Σ on one chosen parameter H0, Ωk, w0, α, Ωb are
presented for the fitting formulae (10) (red solid lines) and (11) (blue dashed lines) in comparison with the
GCG model (orange dash-dotted lines and violet dashed lines for these two choices of rd). In the second
row there are correspondent MCG parameters of a minimum point for χ2Σ with Eq. (10). In other panels for
the MCG model 1σ, 2σ, 3σ level lines are drawn in the planes of 2 parameters (other parameters are fixed).
Notations correspond to figure 2.
Obviously that for the GCG model the graphs of χ2Σ in the top panels of figure 3 lie higher,
then the correspondent MCG graphs. These curves converge at points, where the optimal value of
w0 equals zero in the panel below.
The graphs of minχ2Σ(Ωk) in the second top panel are asymmetric, for Ωk > 0 these values for
the GCG and MCG models are close, but for Ωk < 0 the curves for these models diverge for both
variants of rs(zd). In the third top panel we have asymmetric dependence of these minima on w0
for the MCG model.
Dependence od minχ2Σ on α is essentially different for the considered models: for the GCG
model these curves have sharp minima, in particular, for the case (10) at α ≃ −0.1 with σ ≃ 0.1,
14
but for the MCG model the dependence is rather smooth, the minimum at α ≃ 0.54 has σ ≃ 0.9.
These results are also presented in table V, correspondent values for the function (11) are in
table VI. One may conclude that changes of the parameter w0 may compensate changes of α.
In 5 bottom panels of figure 3 for the MCG model we present 1σ, 2σ and 3σ level lines in the
planes of 2 model parameters (in notations of figure 2), in particular, red filled contours denote
levels of χ2Σ with the fitting formula (10). For this case in the bottom-left panel in the (α,Bs) plane
contours for χ2SN (black) and χ
2
SN + χ
2
H (green lines) are also shown. Contours for χ
2
Σ with the
formula (11) in all panels are drawn as blue lines. Other model parameters are fixed and shown in
the panels and in table V, they are optimal for the fitting formula (10) (but not optimal for the
case (11)).
Model minχ2Σ H0 Ωk other parameters
ΛCDM 577.39 70.07± 1.82 −0.028+0.050
−0.048 Ωm=0.278± 0.008, ΩΛ = 0.750+0.051−0.055
GCG 576.13 69.46± 1.88 0.026+0.075
−0.069 α = −0.100+0.090−0.098, Bs = 0.738+0.024−0.022
MCG 575.60 70.19± 2.15 −0.044± 0.122 α = 0.538+0.902
−0.893, Bs = 0.714
+0.033
−0.031,
w0 = −0.166+0.322−0.089
EoS 575.15 70.28+2.22
−2.10 −0.045+0.102−0.094 p0 = −0.904+0.256−0.248, β = −0.042+0.041−0.038,
(34) w0 = 0.183± 0.222
TABLE V: Models and 1σ estimates of model parameters, if rs(zd) has the form (10); Ωb = 0.044.
Model minχ2Σ H0 Ωk other parameters
ΛCDM 577.39 70.07± 1.27 −0.028+0.035
−0.034 Ωm=0.278± 0.009, ΩΛ = 0.750+0.033−0.034
GCG 576.48 70.27± 1.28 −0.009± 0.040 α = −0.069± 0.074, Bs = 0.753± 0.013
MCG 575.61 70.44± 1.30 −0.060+0.068
−0.075 α = 0.613
+0.80
−0.744, Bs = 0.716
+0.058
−0.033,
w0 = −0.176+0.447−0.078
EoS 575.14 70.42± 1.30 −0.048+0.054
−0.048 p0 = −0.928+0.242−0.230, β = −0.045+0.043−0.039,
(34) w0 = 0.205
+0.187
−0.180
TABLE VI: Models and 1σ estimates of model parameters with rs(zd) from Eq. (11); Ωb = 0.044.
For the GCG model (28) the values in table VI are close to our previous estimations [39]
H0 = 70.093± 0.369, Ωk = −0.019± 0.045, α = −0.066+0.072−0.074, Bs = 0.759+0.015−0.016 with 7 and 34 data
points for dz(z) and H(z) correspondingly.
These estimates for the MCG model should be compared with similar results for this model in
papers [45–47]. The authors of Ref. [45] for the flat model with Ωk = 0 described the observational
data with 557, 15 and 2 data points correspondingly for supernovae, H(z) and BAO, but they also
included the cluster X-ray gas mass fraction data. Their 1σ estimations H0 = 70.711
+4.188
−3.142 and
Bs = 0.7788
+0.0736
−0.0723 are more wide then ours in tables V, VI; however α = 0.1079
+0.3397
−0.2539 and the
narrow box w0 = 0.00189
+0.00583
−0.00756 lie inside our 1σ estimates.
In Refs. [46, 47] the MCG model with Ωk = 0 is applied for describing 12 H(z) data points, 11
points for the growth function f = d log δ/d log a of the large scale structures, 17 points for σ8(z)
and also in Ref. [47] observations of supernovae and 1 data point for BAO. The authors did not
demonstrate their estimates for H0, but noted ambiguously “χ
2 function for the background test
is minimized by the present Hubble value predicted by WMAP7”. The best fit values of other
parameters in Ref. [47] are w0 = 0.005, α = 0.19, Bs = 0.825 with errors, calculated for pairs of
these parameters. Only the estimate for Bs is in tension with our results in tables V, VI.
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V. MODEL WITH QUADRATIC EQUATION OF STATE
It is interesting to compare the MCG model and the model with quadratic equation of state
[48–53]
pg = p˜0 + w0ρg + β˜ρ
2
g, (33)
because both models have 6 parameters: H0, Ωk, Ωb and 3 parameters in the EoS (27) or (33). It
is convenient to use the critical density ρcr = 3H
2
0/(8piG), introduce the dimensionless parameters
p0 = p˜0/ρcr, β = β˜ρcr instead of p˜0, β˜ and rewrite Eq. (33) in the form
pg = p0ρcr + w0ρg + βρ
2
g/ρcr. (34)
Similarly to the GCG and MCG models the model with quadratic EoS (33) or (34) has the
analytical general solution of Eq. (19) [50]
ρg
ρcr
=


1
2β
[
Γ−
√
|∆| tan ( 3
2
√
|∆| A)
1+|∆|−1/2 tan ( 3
2
√
|∆| A)
− 1−w0
]
, ∆ < 0,
1
2β
[
(32A+ 1/Γ)−1 − 1− w0
]
, ∆ = 0,
ρ−(Ωm−ρ+)(a/a0)−3
√
∆−ρ+(Ωm−ρ−)
(Ωm−ρ+)(a/a0)−3
√
∆−Ωm+ρ−
, ∆ > 0,
(35)
depending on a sign of the discriminant ∆ = (1 + w0)
2 − 4βp0. Here
Ωm = 1− Ωk − Ωb, Γ = 2βΩm + 1 + w0, ρ± = −1− w0 ±
√
∆
2β
, A = log a
a0
.
The equation (18) for this model is reduced to the form
H2
H20
=
(
dA
dτ
)2
=
ρg
ρcr
+Ωbe
−3A +Ωke
−2A. (36)
We solve this equation numerically from the present time initial condition A|τ=1 = 0 “to the past”.
We can use analytical solution (35) or solve Eq. (19) numerically, these approaches are equivalent.
For the model (34) the effective value
Ωeffm = Ωb + p0 +Ωm(1 + w0 + βΩm) (37)
is calculated in the z → 0 or A → 0 limit similarly to the MCG model.
The model with quadratic EoS (34) in the domain β > 0 may have the following singularity
in the past: when t → t∗ + 0, density grows to infinity, but the scale factor remains finite and
nonzero: lim
t→t∗
ρg = ∞, lim
t→t∗
a = a(t∗) 6= 0. This behavior resembles the Type III finite-time future
singularity from the classification [36, 37]. In Ref. [53] the author did not see these singularities,
because he considered only negative values β = −(w0 + 1)/ρP .
In the bottom-right panel of figure 4 we present the example of singular solution as the red
dashed line for a(τ)/a0 and the black dash-dotted line for 0.01 · ρ(τ)/ρcr. This singularity is
compared with the regular solution (the blue solid line for a(τ)/a0) with the optimal values of
model parameters from table V. For the singular solution in this panel β = 0.02, but other model
parameters are from table V.
We have to exclude these nonphysical singular solutions, for this purpose we can use different
approaches. The simplest way is to add the penalty contribution in χ2Σ in the form
∆χ2Σ = P1[ exp (P2a(t∗)/a0)− 1]. (38)
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The function (38) with P1 = 0.3 and P2 = 20 successfully helps to avoid this singularity. For
regular solutions a(t∗) = 0 and the contribution (38) vanishes. In the top panels of figure 4
functions minχ2Σ with the contribution (38) are shown as solid red lines for the formula (10) and as
blue dashed lines for rd = (rdh)fid · h−1; for the case without penalty (38) these graphs are dotted
lines of the correspondent color: red for the formula (10) and blue for (11).
More natural method to eliminate nonphysical singular solutions is to include early time param-
eters (for example, zd) into consideration. Unfortunately, both equations (10) and (11) or rs(zd)
are insensitive to the mentioned singularities. So we can take into account the cosmic microwave
background (CMB) constraints, in particular, for the values [7]
v = (ωb, ωcb, DM (1090)/rd), (39)
where ωi = ωih
2, DM (z) = DL(z)/(1 + z). If we calculate the vector (39), compare it with the
estimation [7, 8] ∆v = v − (0.02259, 0.1354, 94.51) and add the corresponding term to the χ2Σ
function (24), we obtain
χ2Σ+ = χ
2
Σ +∆v · C−1CMB(∆v)T . (40)
Here the covariance matrix from Ref. [7] contains c11 = 2.864 · 10−7, c12 = −4.809 · 10−7,
c13 = −1.111 · 10−5, c22 = 1.908 · 10−5, c23 = −7.495 · 10−6, c33 = 0.02542.
Graphs of one parameter functions minχ2Σ+ with the CMB contribution for the case (10) are
also presented in the top panels of figure 4 as black dash-dotted lines.
We demonstrate in figure 4 how the model (34) is effective in describing the observational data
from Ref. [3] and tables II, III. Notations are the same as in figure 3. Here we also fix the value
(12) Ωb = 0.044 (except for 2 top-right panels) and do not use Ωb as a fitting parameter. The
dependence minχ2Σ(Ωb) = min
H0,Ωk,w0,p0,β
χ2Σ (shown in the top-right panel) is rather weak for the
case (11) rd = (rdh)fid · h−1, but it is essential for the formula (10) and for the function minχ2Σ+.
In the case minχ2Σ with Eq. (10) (the red curve) the dependence minχ
2
Σ(Ωb) is very close to the
correspondents functions for the ΛCDM, GCG, MCG models in figures 1, 3; its minimum is also
at Ωb ≃ 0.044 ± 0.004.
In the top line panels of figure 4 we draw graphs of χ2Σ minima depending on one model pa-
rameter (H0, Ωk . . .) for the model (34) with the penalty function (38) as solid red lines for the
formula (10) and as blue dashed lines for the case (11). Correspondent lines without contribu-
tion (38) are shown as dots of the same color. In other words, if we calculate minχ2Σ only for
(physical) regular solutions, we obtain the solid or dashed lines; for dots we also include singular
solutions without physical interpretation. These lines coincide in domains where best values of β
are negative and corresponding solutions are regular. One can see in figure 4 that optimal values
of model parameters correspond to regular solutions in both considered cases (10) (table V) and
(11) (table VI).
Minima of χ2Σ and χ
2
Σ+ here have the same sense as in figure 3 for the MCG model, in particular,
in the top-left panel minχ2Σ(H0) = min
Ωk,w0,p0,β
χ2Σ. Dependence of this minimum on H0 for two
formulas for rs(zd) resembles other considered models (compare with figures 2, 3): the graph for
the case (11) is more sharp, than for Eq. (10), it corresponds to larger optimal value of H0 and
smaller 1σ error in table VI than the values in table V. For other panels of the top line in figure 4
dependence of minχ2Σ on parameters Ωk, w0 and p0 results in the correspondent the 1σ estimates
in tables V, VI.
The functions minχ2Σ+ with the CMB contribution (40) depending on one parameter are shown
as black dash-dotted lines in the top line panels. We see that the absolute minimum of this function
is minχ2Σ+ ≃ 576.16, in a bit exceeds the corresponding value minχ2Σ ≃ 575.15 for the case (10)
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FIG. 4: For the model with quadratic EoS (34) one parameter dependencies of minχ2Σ with rs(zd) in the
forms (10) (red solid lines) and (11) (blue dashed lines), of minχ2Σ with CMB contribution and Eq. (10)
(black dash-dotted lines) and also coordinates of minima points, level lines are presented in notations of
figure 3. In the bottom-right panel scale factors a/a(0) for the regular solution (the blue solid line) and the
singular solution (the red dashed line) are shown.
in table V. However, the CMB contribution in the form (40) works as a very narrow filter for
some model parameters, in particular, for the considered model with EoS (34) this contribution
rigidly constrains the value Ωk, so we have the χ
2
Σ+ estimation Ωk = −0.090 ± 0.001. The curve,
corresponding to this narrow range, is shown in the second top panel of figure 4, it is too narrow,
so it looks like a vertical black segment.
The χ2Σ+ estimations of other parameters are also more narrow (see the top line in figure 4), than
for both cases of χ2Σ, it is connected with restrictions for Ωk and other correspondent parameters
for other models. Some of these restrictions look like artificial od connected with the concrete
choice of the CMB vector (39). So further we consider the functions minχ2Σ without the CMB
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contribution (40) with the fitting formula (10) as the most reliable indicator.
Panels in the second row of figure 4 correspond the upper panels for the function minχ2Σ with the
fitting formula (10) with the penalty contribution (38). They demonstrate evolution of coordinates
of the minimal point if we vary the chosen parameter. In 4 bottom panels functions χ2 depend on
two model parameters (p0, β; p0,H0; Ωk,H0; Ωk, w0) when other parameters are fixed with their
optimal values from table V. Red filled contours denote the case (10), blue lines corresponds to
(11). These level lines demonstrate similarity with the MCG model in figure 3, but for the model
(34) we have alternative behavior in the (Ωk,H0) plane. One should emphasize that all 1σ, 2σ and
3σ level lines for χ2Σ in figure 4 and optimal values of the model parameters in table V, VI lie in
the domain with regular solutions of the quadratic EoS model (34).
VI. CONCLUSION
In this paper the Type Ia supernovae observational data from Ref. [3] and estimations of BAO
parameters and H(z) from tables II, III are described with the models ΛCDM, GCG (28), MCG
(27) and the model with quadratic EoS (34). Two approaches in estimation of the sound horizon
scale rs(zd) are used and compared: the fitting formula (10) with results, tabulated in table V,
and the expression (11) rd = (rdh)fid · h−1 (table VI. Optimal values of model parameters with 1σ
errors in these tables are calculated via one-parameter distributions (figures 2 – 4).
We also considered the CMB contribution in the form [7] (40), the results for the model with EoS
(34) are shown in figure 4. However, this contribution appeared to be too sensitive and restrictive
for some model parameters, in particular, Ωk (or ΩΛ for the ΛCDM model). So we consider the
χ2Σ estimations of model parameters in tables V and VI as more reliable.
It is interesting that predictions of the ΛCDM, GCG, MCGmodels and the model with quadratic
EoS for Ωb are very close (Ωb = 0.044 ± 0.004), if we adopt the fitting formula (10) for rs(zd). We
use this fact and do not consider Ωb as an usual model parameter and fix its value in the form
(12). One should note, that predictions of different models for H0 and Ωk in tables V and VI are
also rather close.
Absolute minima of χ2Σ with the formula (10) in table V differ from the correspondent minima
of in table VI with Eq. (11), but the hierarchy of all considered models is the same in these tables.
In particular, the absolute minimum of χ2Σ in table V vary from the worst value 577.39 for the
ΛCDM to the best result 575.15 for the model with quadratic EoS (34). Note that the advantage
of the MCG model in comparison with GCG is larger in the case (11) in table VI.
However, effectiveness of a model essentially depends on its number Np of model parameters
(degrees of freedom). This number is used in model selection statistics, in particular, in the
following Akaike information criterion [57, 60]
AIC = minχ2Σ + 2Np.
If we fix the value Ωb in the form (12) for the models GCG, MCG and with EoS (34) and do
not use this parameter as a degree of freedom, we will have the numbers Np and AIC for χ
2
Σ from
table V for the considered models tabulated here in table VII.
This information criterion works against models with large Np and adds arguments in favor of
the ΛCDM model.
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Model minχ2Σ Np AIC
ΛCDM 577.39 3 583.39
GCG 576.13 4 584.13
MCG 575.60 5 585.60
EoS (34) 575.15 5 585.15
TABLE VII: Akaike information criterion for the models.
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