Given an arbitrary field K, we reduce the determination of the singular endomorphisms f of M n (K) such that f (GL n (K)) ⊂ GL n (K) to the classification of n-dimensional division algebras over K. Our method, which is based upon Dieudonné's theorem on singular subspaces of M n (K), also yields a proof for the classical non-singular case.
Introduction
Here, K will denote an arbitrary field and n a positive integer. We let M n,p (K) denote the set of matrices with n rows, p columns and entries in K, and GL n (K) the set of non-singular matrices in the algebra M n (K) of square matrices of order n. The columns of a matrix M ∈ M n (K) will be written C 1 (M ), C 2 (M ), . . . , C n (M ), so that
Given a vector space V , we let L(V ) denote the algebra of endomorphisms of V . For non-singular P and Q in GL n (K), we define
Theorem 1. (i)
The group G n (K) consists of all the endomorphisms f of M n (K) such that f (GL n (K)) = GL n (K).
(ii) The group G n (K) consists of all the endomorphisms f of M n (K) such that f −1 (GL n (K)) = GL n (K).
(iii) The group G n (K) consists of all the non-singular endomorphisms f of M n (K) such that f (GL n (K)) ⊂ GL n (K).
(iv) If K is algebraically closed, then G n consists of all the endomorphisms f of M n (K) such that f (GL n (K)) ⊂ GL n (K).
Our main interest here is finding all the endomorphisms f of M n (K) which stabilize GL n (K), i.e. f (GL n (K)) ⊂ GL n (K). The issue here is the existence of non-singular ones. Here are a few examples: Example 1. In M 2 (R), the endomorphism
Example 2. In M 3 (Q), consider the companion matrix
Since the minimal polynomial X 3 − 2 of A is irreducible over Q, the subalgebra Q[A] is a field. The singular endomorphism
All those examples can be described in a normalized way. We will need a few definitions first.
Definition 1.
A linear subspace V of M n (K) will be called non-singular when V {0} ⊂ GL n (K), and full non-singular when in addition dim V = n.
Let V be a full non-singular subspace of M n (K), with n ≥ 2. The projection onto the first column
is then a linear isomorphism. It follows that
is a singular linear map which maps every non-singular matrix to a non-singular matrix. More generally, given a non-zero vector X ∈ K n and an isomorphism α : K n ≃ → V , the linear maps M → α(M X) and M → α(M t X) are singular endomorphisms of M n (K) that stabilize GL n (K).
In this article, we will prove that the aforementioned maps are the only singular preservers of GL n (K):
(ii) or there exists a full non-singular subspace V of M n (K), an isomorphism α : K n ≃ → V and a column X ∈ K n {0} such that:
As a consequence, if f is singular, then Im f is a full non-singular subspace of M n (K).
The rest of the paper is laid out as follows:
• we will first easily derive theorem 1 from theorem 2;
• afterwards, we will prove theorem 2 by using a theorem of Dieudonné on the singular subspaces of M n (K);
• in the last section, we will explain how the existence of full non-singular subspaces of M n (K) is linked to the existence of n-dimension division algebras over K. This will prove fruitful in the case K = R.
Some consequences of the main theorem
Let us assume theorem 2 holds, and use it to prove the various statements in theorem 1. The case n = 1 is trivial so we assume n ≥ 2. Remark first that every f ∈ G n (K) is an automorphism of M n (K) and satisfies all the conditions
Statement (iii) is straightforward by theorem 2.
Proof of statement (i
By the next lemma, GL n (K) generates the vector space M n (K), so f must be onto, hence non-singular, and statement (iii) then shows that f ∈ G n (K).
Proof. The result is obvious when n = 1. We now assume n ≥ 2. Set (
On the other hand, letting i ∈ [ [1, n] ] and choosing arbitrarily j ∈ [ [1, n] ] {i}, we find that I n + E i,j + E j,i − E i,i is non-singular, therefore
This proves that span GL n (K) = M n (K).
Proof of statement (ii
Assume that f is not injective. Then there would be a non-zero matrix A ∈ M n (K) such that f (A) = 0, and it would follow that A+P is non-singular for every non-singular P (since then f (A+P ) = f (P ) ∈ GL n (K)). Then any matrix B equivalent to A would also verify this property, in particular B := I r 0 0 0 , with r := rk A > 0. However B + (−I n ) is singular. This proves that f is one-to-one, hence non-singular, and since
Proof of statement (iv).
Assume K is algebraically closed. Then every nonsingular subspace of M n (K) has dimension at most 1: indeed, given two nonsingular P and Q in M n (K), the polynomial det(P + x Q) = det(Q) det(P Q −1 + x.I n ) is non-constant and must then have a root in K. It follows from theorem 2 that every linear map f :
Proof of the main theorem
The basic idea is to use a theorem of Dieudonné to study the subspace f −1 (V ) when V is a singular subspace of M n (K), i.e. one that is disjoint from GL n (K). This is essentially the idea in the original proof of Dieudonné ([4] ) but we will push it to the next level by not assuming that f is one-to-one.
A reduction principle
Let f : M n (K) → M n (K) be a linear map which stabilizes GL n (K), and let (P, Q) ∈ GL n (K). Then any of the maps u P,Q • f , f • u P,Q and M → f (M ) t is linear and stabilizes GL n (K). Moreover, it is easily checked that if any one of them is of one of the types listed in theorem 2, then f also is. Our proof will make a great use of that remark.
A review of Dieudonné's theorem
Definition 2. A linear subspace of a K-algebra is called singular when it contains no invertible element.
For example, given an i ∈ [ [1, n] ], the subset of matrices M n (K) which have null entries on the i-th column is an (n 2 − n)-dimensional singular subspace.
Definition 3. Let E be a finite-dimensional vector space, H an hyperplane 1 of E and D a line of E. We define:
• L D (E) as the set of endomorphisms u of E such that D ⊂ Ker u ;
• L H (E) as the set of endomorphisms u of E such that Im u ⊂ H.
The singular subspace L D (E) will be said to be of kernel-type, and the singular subspace L H (E) of image-type.
The following theorem of Dieudonné ([4] ), later generalized by Flanders ([5] ) and Meshulam ([9] ), will be used throughout our proof:
Theorem 4 (Dieudonné's theorem). Let E be an n-dimensional vector space over K, and V a singular subspace of L(E). Then:
we are in one of the mutually exclusive situations:
• there is one (and only one) hyperplane
• there is one (and only one) line
Inverse image of a singular subspace of kernel-type
In what follows, the algebras M n (K) will be canonically identified with the algebra L(K n ) of endomorphisms of E := K n . Let f : M n (K) → M n (K) be an endomorphism which stabilizes GL n (K). Notice that, given a line D of E and a non-zero vector X ∈ D, the singular subspace L D (E) is actually the kernel of the linear map M → M X on M n (K).
Lemma 5. Let X ∈ K n {0} and set D := span(X). Then:
• or there is a line
Moreover, the linear map
Proof. Since the subspace L D (E) contains no non-singular matrix, the assumption on
) is the kernel of α : M → f (M )X, the rank theorem shows that dim f −1 (L D (E)) ≥ n 2 − n. Theorem 4 then shows our first statement, hence another use of the rank theorem proves that dim f −1 (L D (E)) = n 2 − n and α is onto.
We will now show that the type of f −1 L D (E) (kernel or image) is actually independent of the given line D. This will prove a lot harder than in Dieudonné's original proof ( [4] ) because f is not assumed one-to-one. Proof. We will use a reductio ad absurdum by assuming there is a line D and an hyperplane H of
. By right-composing f with u P,Q for some well-chosen non-singular P and Q, and then left-composing u In,R for some well-chosen non-singular R, we are reduced to the case D 1 = D = span(e 1 ), D 2 = span(e 2 ) and H = span(e 2 , . . . , e n ), where (e 1 , . . . , e n ) denotes the canonical basis of K n . Then f has the following properties:
• Any matrix with first column 0 is mapped by f to a matrix with first column 0, and M → C 1 (f (M )) is onto.
• Any matrix with first line 0 is mapped by f to a matrix with second column 0, and M → C 2 (f (M )) is onto.
By the factorization theorem for linear maps ( [7] proposition I p.45), we deduce that there are two isomorphisms α : M n,1 (K)
and C 2 := β 1 0 · · · 0 . We then recover two injective
).
For any such M , the matrix f (M ) must then be non-singular, which proves that
However, this has to hold for every pair (L, C) ∈ M 1,n−1 (K)×M n−1,1 (K). Therefore no vector in the affine hyperplane H 1 := C 1 + Im α ′ is colinear to a vector in the affine hyperplane H 2 := C 2 + Im β ′ . There finally lies a contradiction: indeed, should we choose a vector x 0 in E (Im α ′ ∪ Im β ′ ) (classically, such a vector exists because E is never the union of two strict linear subspaces), then the line span(x 0 ) would have to intersect both hyperplanes H 1 and H 2 .
We may actually assume there is some line D such that f −1 (L D (E)) has kerneltype, because, if not, we may replace f with M → f (M t ). Therefore we may now assume, without loss of generality:
Reducing the problem further
We let here (e 1 , . . . , e n ) denote the canonical basis of E = K n and set
The coup de grâce
• If p = n, then we are reduced to the case f = id Mn(K) , in which f = u In,In .
• Assume p = 1.
Then Ker f is the set of matrices with 0 as first column. Indeed, since
By the factorization theorem for linear maps, we find a linear injection
, where
. Notice then that Im g = Im f and Im g is an n-dimensional
Finally, Im g is actually non-singular: indeed, for every x ∈ K n {0}, there exists M ∈ GL n (K) such that M e 1 = x, hence g(x) = f (M ) is nonsingular. We have thus proven that f verifies condition (ii) in theorem 2.
Our proof of theorem 2 will then be finished should we prove that only the above two cases can arise. Assume then 1 < p < n and consider the vector x p+1 . Notice that we now simply have
. . , e p ). Moreover, the situation is left unchanged should we choose a non-singular P ∈ GL p (K), set Q := P 0 0 I n−p and replace f with
. It follows that we may actually assume D ′ p+1 = D 1 in addition to the previous assumptions (at this point, the reader must check that none of the previous reductions changes the lines D p+1 , . . . , D n ).
Another use of the factorization theorem then helps us find an endomorphism α of M n,1 (K) such that, for every
. Borrowing an argument from section 3.4, we deduce that for any linearly independent pair (C 1 , C 2 ) in M n,1 (K), the triple (C 1 , C 2 , α(C 1 )) is also linearly independent (this is where the assumption 1 < p < n comes into play). Clearly, this is absurd: indeed, choose C 1 arbitrarily in M n,1 (K) {0}, then C 2 := α(C 1 ) if (C 1 , α(C 1 )) is linearly independent, and choose arbitrarily C 2 in M n,1 (K) span(C 1 ) if not (there again, we use p ≥ 2). This contradiction shows p ∈ {1, n}, which completes our proof of theorem 2.
A link with division algebras
We will show here how the full non-singular subspaces of M n (K) are connected to division algebra over K. Let us recall first a few basic facts about them.
Of course, every field extension of K, and more generally every skew-field extension of K is a division algebra over K. There are however non-associative division algebras, the most famous example being the algebra of octonions (see [3] for an extensive treatment on them). The correspondence between full non-singular subspaces of GL n (K) and division algebras over K is now readily explained:
• Let V be a full non-singular subspace V of GL n (K). Setting a basis of V , we define an isomorphism θ : K n ≃ → V which induces an isomorphism of algebras θ : M n (K) ≃ → L(V ). Restricting θ to V then gives rise to a division algebra structure on V .
• Conversely, given a division algebra D with structural map α : D → L(D), we can choose a basis of D, which defines an algebra isomorphism ψ : L(D) ≃ → M n (K), and then associate to D the full non-singular subspace ψ(α(D)) of M n (K).
Working with the canonical basis of K n , we have just established a bijective correspondence between the set of structures of division algebras on K n (which extend its canonical vector space structure), and the set of full non-singular subspaces of M n (K).
By combining our main theorem with the Bott-Milnor-Kervaire theorem on division algebras over the real numbers (cf. [1] and [8] ), this yields: Proposition 8. Let n ∈ N {2, 4, 8}. Then every linear endomorphism f of M n (R) which stabilizes GL n (R) belongs to the Frobenius group G n (R).
