Abstract. Let ϕ be a conformal automorphism on the unit disk U and C ϕ : D −→ D be the composition operator on the Dirichlet space D induced by ϕ. In this article we completely determine the point spectrum, spectrum, essential spectrum and essential norm of the operators C * ϕ C ϕ , C ϕ C * ϕ and self-commutators of C ϕ , which expose that the spectrum and point spectrum coincide. We also find the eigenfunctions of the operators.
Introduction
Let ϕ be a holomorphic self-map of the unit disk U := {z ∈ C : |z| < 1}. The function ϕ induces the composition operator C ϕ , defined on the space of holomorphic functions on U by C ϕ f = f •ϕ. The restriction of C ϕ to various Banach spaces of holomorphic functions on U has been an active subject of research for more than three decades, and it will continue to be for decades to come (see [15] , [16] and [5] ). Let D denote the Dirichlet space of analytic functions on the unit disk with derivatives that are square integrable with respect to the area measure on the disk. In recent years the study of composition operators on the the Dirichlet space has received considerable attention (see [6] , [3] , [7] , [10] , [11] and the references cited therein).
The main aim here is to find the spectrum, point spectrum, essential spectrum and essential norm of C *
and anti-self-commutator {C * ϕ , C ϕ } = C * ϕ C ϕ + C ϕ C * ϕ , for automorphic composition operators C ϕ on the Dirichlet space.
Actually, this work is an extension of the work of an earlier paper by P. S. Bourdon and B. MacCluer [2] to the Dirichlet space. In [2] , by using Cowen's formula for the adjoint of C ϕ on H 2 (U), the authors have completely determined the spectrum, essential spectrum and point spectrum for self-commutators of automorphic composition operators acting on the Hardy space of unit disk. By using Cowen's formula extensions to A 2 (B N ) and H 2 (B N ) for N ≥ 1, they have also shown that, for each 3186 A. ABDOLLAHI automorphic composition operator C ϕ acting on these spaces, C * ϕ C ϕ is a Toeplitz operator and C ϕ C * ϕ is the inverse of a Toeplitz operator, and the self-commutator [C * ϕ , C ϕ ] is essentially a Toeplitz operator. They have a complete description of the spectrum and essential spectrum of [C * ϕ , C ϕ ], acting on the Hardy and Bergman spaces, when ϕ is an involution automorphism, i.e., when ϕ • ϕ = I. In this case, as an application of the results in the paper, they have determined the shape of the numerical range of C ϕ , which was determined in [1] by using matrix methods.
The other problem which is important to the study of composition operators is finding the relationships between the properties of the symbol ϕ and essential normality of the composition operator C ϕ . Recall that an operator T on a Hilbert space H is called essentially normal if its image in the Calkin algebra is normal or equivalently if the self-commutator [T * , T ] = T * T − T T * is compact on H. In [8] , the authors have determined which composition operators with automorphism symbols are essentially normal on A 2 (B N ) and H 2 (B N ) for N ≥ 1. They have shown that the only essential normal automorphic composition operators are actually normal. This was first shown in the setting H 2 (U) by N. Zorboska in [17] . The related works and some historical remarks can be found in [17] , [9] , [2] and [8] . In [3] , the authors consider composition operators C ϕ , where ϕ is a linearfractional self-map of the unit disk U, acting on the Dirichlet space D. By using the E. Gallardo and A. Montes adjoint formula given in [6] , they show that the essentially normal linear fractional composition operators on D are precisely those whose symbol is not a hyperbolic non-automorphism with a boundary fixed point. They also obtained conditions for the linear fractional symbols ϕ and ψ of the unit disk for which C * ψ C ϕ or C ϕ C * ψ is compact. As a result of our work we show that the operator C ϕ is essentially normal, when the symbol ϕ is an automorphism.
In the next section, after giving some background material, by using the description of the adjoint of a linear-fractional composition operator acting on D given in [6] , we give useful formulas for the operators C *
when ϕ is an automorphism. In section 3 we completely determine the point spectrum, spectrum and essential spectrum of C * ϕ C ϕ and C ϕ C * ϕ . Finally in section 4 we determine the same for [C * ϕ , C ϕ ] and {C * ϕ , C ϕ }. Our results and methods are quite different from those of [2] , which pertain to the Hardy-and Bergman-space settings. For example, Theorem 3 of [2] shows that on the Hardy space H 2 (U ), the self-commutator [C * ϕ , C ϕ ] has no eigenvalues (given ϕ(0) = 0), while Theorem 4.1 below shows that on the Dirichlet space the spectrum of [C * ϕ , C ϕ ] consists only of eigenvalues. Such differences are ultimately due to the fact that if ϕ is an automorphism that does not fix 0, then C * ϕ C ϕ and C ϕ C * ϕ are essentially Toeplitz operators with non-constant symbols in the Hardyspace setting; whereas, in the Dirichlet-space setting, these operators are essentially the identity.
Preliminaries

Throughout the paper for a Hilbert space H, B(H) denotes the set of bounded operators on H and B 0 (H) denotes the closed ideal of all compact operators in B(H). The natural homomorphism of B(H) onto the quotient Banach algebra B(H)/B 0 (H) = B/B 0 -the Calkin algebra-is denoted by T → T = T + B 0 (H). For an operator T ∈ B(H), the essential norm of T is defined by
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and the essential spectrum σ e (T ) is defined as the spectrum of the image T of T in the Calkin algebra B(H)/B 0 (H). It is well known that the essential spectrum of a normal operator consists of all points in the spectrum of the operator except the isolated eigenvalues of finite multiplicity (see page 359 of [4] ).
As we mentioned in the Introduction, an operator T on a Hilbert space H is called essentially normal if its image in the Calkin algebra is normal or equivalently if the self-commutator [T * , T ] = T * T − T T * is compact on H. The Dirichlet space, which we denote by D, is the set of all analytic functions f on the unit disk U for which
where dA denote the normalized area measure. Equivalently an analytic function
where f (n) denotes the nth Taylor coefficients of f . The inner product inducing the norm of D is given by
The inner product of two functions
The reproducing kernel consistent with the above product is given by
For each holomorphic self-map ϕ of U we define the composition operator C ϕ by the equation
. A univalent self-map ϕ of the unit disk is called a full map if it maps U onto its subset of full measure, i.e., A(U\ϕ(U)) = 0.
It is shown in [10] that for any univalent full map ϕ,
where L = −log(1 − |ϕ(0)| 2 ). Let ϕ be a linear fractional map of U defined by
such that ad − bc = 0 and ϕ(U) ⊂ U. Since linear fractional maps are univalent functions, they always induce bounded composition operators on the Dirichlet space. For such a linear fractional map define the associated linear fractional transformation ϕ * by
The function ϕ * is a self-map of U because
.
A conformal automorphism is a univalent holomorphic mapping of U onto itself. Each such map is linear fractional, and can be represented as a product wα p , where
for some fixed p ∈ U and w ∈ ∂U (see [14] ). The results of this article are based on a formula, given by Gallardo-Gutierrez1 and Montes-Rodríguez in [6] , for the adjoint of C ϕ on D when ϕ is linear fractional. They have shown that C * ϕ acting on the Dirichlet space is given by the formula (2.1) Proof. By a simple computation and using formula (2.1) it follows that
for each z ∈ U, f ∈ D, and each linear fractional map ϕ. Now if ϕ is a conformal automorphism, then ϕ(z) = wα p (z), for some p ∈ U and w ∈ ∂U. An easy calculation implies
Hence for the conformal automorphism ϕ, the formulas (2.2) and (2.3) yield the following formulas:
Then by substituting
Hence the operators C * ϕ C ϕ and C ϕ C * ϕ are finite rank perturbations of the identity.
As an immediate corollary of the above theorem we can identify the selfcommutator [C Let ϕ be a conformal automorphism. In this section we are going to find the point spectrum, spectrum, essential spectrum and the eigenfunctions of the operators C * ϕ C ϕ and C ϕ C * ϕ . Theorem 3.1. Let ϕ be a conformal automorphism on the unit disk U and L = −log(1 − |ϕ(0)| 2 ). Then
Since the operators C ϕ C * ϕ and C * ϕ C ϕ are finite rank perturbations of the identity, the essential spectrum of each one is {1}. For the second part, since any points in the spectrum of a normal operator which are not in the essential spectrum are isolated eigenvalues of finite multiplicity, it is enough to find the eigenvalues. We do this first for the operator C * ϕ C ϕ . Let λ ∈ C be an eigenvalue of the operator
For the case λ = 1, for each natural number m and n, the function z n (z−ϕ(0)) m is a non-zero function in D that satisfies the equation and hence λ 0 = 1 is an eigenvalue of the operator C * ϕ C ϕ with infinite multiplicity. Now suppose that λ = 1. By putting z = 0, it follows that f (ϕ(0)) = λf (0) and
By putting z = ϕ(0), it follows that¡
Since λ = 0 and f is an eigenvector of the operator, f (0) = 0, and hence λ must satisfy λ 2 − (2 + L)λ + 1 = 0. Let λ 1 and λ 2 be the roots of this equation. By a simple computation, eigenfunctions of C * ϕ C ϕ are given by
with corresponding eigenvalues λ 1 and λ 2 . So
For the proof of other equalities, since the operator C ϕ is invertible, by using C ϕ 's polar decomposition, it follows that C ϕ C * ϕ is unitary equivalent to C * ϕ C ϕ and hence
Remark 3.2. The above theorem provides an alternative way to obtain the norm formula for an automorphic composition operator on D. 
The first part is obtained by compactness of T . For the second part, since T is compact, the non-zero points in the spectrum must be eigenvalues. Hence it is enough to find the eigenvalues of T . For this, let λ be an eigenvalue of T . Then there is f ∈ D such that T f = λf , i.e.,
For the case λ = 0, for each natural number m, n and k, the function
k is a nonzero function in D that satisfies equation (4.2) and hence λ 0 = 0 is an eigenvalue of the operator T with infinite multiplicity. Now suppose that λ = 0. We have three cases. First, assume that the values of 0, p, ϕ(0) are three distinct points. By putting z = 0, p, ϕ(0) in (4.2) we obtain the following system of equations:
This system of equations has a non-trivial solution only if the determinant of the coefficients is zero, i.e.,
where
In this case w = 1, and this cubic equation has three distinct real roots, λ 1 = 2δ cos θ, λ 2 = 2δ cos( (see [12] ). Next, suppose ϕ(0) = p and p = 0. Then w = 1 and
By putting z = 0, p in (4.3) we obtain the following system of equations:
This system of equations has a non-trivial solution only if By an easy calculation, it follows that for i = 1, 2, 3 the function
is an eigenfunction corresponding to λ i when λ i = 0. 
By Corollary 2.2, the operator S is a compact perturbation of 2I, and hence the essential spectrum of S is {2}. Also, since S is self-adjoint, any points in the spectrum of S which are not in the essential spectrum are eigenvalues of finite multiplicity. So it is enough to find such points. For natural numbers m, n and k, the function z
k is an eigenfunction of S with corresponding eigenvalue λ = 2. Hence λ 0 = 2 is an eigenvalue of the operator S with infinite multiplicity.
The other eigenvalues λ of S must be chosen such that In other cases, since h(1) = −|1 + M | 2 < 0, h(2) = L 2 − M M > 0 and h(L + 2) = −|L − M | 2 < 0, it follows that the equation has three distinct roots λ 1 , λ 2 and λ 3 such that 1 < λ 1 < 2 < λ 2 < L + 2 < λ 3 . By simple computations, it follows that for i = 1, 2, 3, the function
is an eigenfunction corresponding to λ i . Therefore σ(S) = {2, λ 1 , λ 2 , λ 3 }, where λ 1 , λ 2 and λ 3 are the roots of the cubic equation
As a result of this section, we can determine the numerical range of C ϕ , when w = 1, i.e., when C ϕ is an involution. Recall that the numerical range of C ϕ is defined as W (C ϕ ) := { C ϕ f, f : f ∈ D, f = 1}. Repeating the arguments of Proposition 5 of [2] we obtain the following corollary, which has the same result as before (for example see [13] ). 
