Abstract. In a recent paper R. Pandharipande, J. Solomon and R. Tessler initiated a study of the intersection theory on the moduli space of Riemann surfaces with boundary. The authors conjectured KdV and Virasoro type equations that completely determine all intersection numbers. In this paper we study these equations in detail. In particular, we prove that the KdV and the Virasoro type equations for the intersection numbers on the moduli space of Riemann surfaces with boundary are equivalent.
Introduction
Denote by M g,n the moduli space of smooth complex algebraic curves of genus g with n distinct marked points. P. Deligne and D. Mumford defined a natural compactification M g,n ⊂ M g,n via stable curves (with possible nodal singularities) in 1969. The moduli space M g,n is a nonsingular complex orbifold of dimension 3g − 3 + n.
A new direction in the study of the moduli space M g,n was opened by E. Witten [Wit91] . The class ψ i ∈ H 2 (M g,n ; C) is defined as the first Chern class of the line bundle over M g,n formed by the cotangent lines at the i-th marked point. Intersection numbers τ k 1 τ k 2 . . . The superscript c here signals integration over the moduli of closed Riemann surfaces. Let us introduce variables u, t 0 , t 1 , t 2 , . . . and consider the generating series E. Witten ([Wit91] ) proved that the generating series F c satisfies the so-called string equation and conjectured that the second derivative
is a solution of the KdV hierarchy. Witten's conjecture was proved by M. Kontsevich ([Kon92] ).
There was a later reformulation of Witten's conjecture due to R. Dijkgraaf, E. Verlinde and H. Verlinde ( [DVV91] ) in terms of the Virasoro algebra. They defined certain quadratic differential operators L n , n ≥ −1, and proved that Witten's conjecture is equivalent to the equations In [PST14] the authors initiated a study of the intersection theory on the moduli space of Riemann surfaces with boundary. They introduced intersection numbers on this moduli space and completely described them in genus 0. In the higher genera the authors conjectured that the generating series of the intersection numbers satisfies certain partial differential equations that are analagous to the string, KdV and Virasoro equations. In [PST14] The open KdV equations and the open Virasoro equations provide two different ways to describe the intersection numbers on the moduli space of Riemann surfaces with boundary. It is absolutely non-obvious that these two descriptions are equivalent and it was left in [PST14] as a conjecture. The main purpose of this paper is to prove this conjecture. We show that the system of the open KdV equations has a unique solution specified by a certain initial condition that corresponds to the simplest intersection numbers in genus 0. The main result of the paper is the proof of the fact that this [Wit91] ) that the generating series F c is the logarithm of a tau-function of the KdV hierarchy. In particular, it means that it satisfies the following system:
Moreover, E. Witten showed ( [Wit91] ) that the KdV equations (1.3) together with the string equation (1.2) and the initial condition F c | t * =0 = 0 uniquely determine the power series F c .
Virasoro equations.
The Virasoro operators L n , n ≥ −1, are defined as follows:
They satisfy the commutation relation:
The Virasoro equations say that
For n = −1, this equation is equivalent to the string equation (1.2).
R. Dijkgraaf, E. Verlinde and H. Verlinde ( [DVV91] ) proved that Witten's conjecture is equivalent to the Virasoro equations. To be precise, they proved the following. Suppose a power series F satisfies the string equation (1.2) and the KdV equations (1.3). Then F satisfies the Virasoro equations (1.5). We review the proof of this fact in Appendix A.
1.2. Moduli of Riemann surfaces with boundary. Here we briefly recall the basic definitions concerning the moduli space of Riemann surfaces with boundary. We refer the reader to [PST14] for details.
Let ∆ ∈ C be the open unit disk, and let ∆ be its closure. An extendable embedding of the open disk ∆ in a closed Riemann surface f : ∆ → C is a holomorphic map which extends to a holomorphic embedding of an open neighborhood of ∆. Two extendable embeddings are disjoint, if the images of ∆ are disjoint.
A Riemann surface with boundary (X, ∂X) is obtained by removing finitely many disjoint extendably embedded open disks from a connected closed Riemann surface.
Given a Riemann surface with boundary (X, ∂X), we can canonically construct the double via the Schwartz reflection through the boundary. The double D(X, ∂X) of (X, ∂X) is a closed Riemann surface. The doubled genus of (X, ∂X) is defined to be the usual genus of D(X, ∂X).
On a Riemann surface with boundary (X, ∂X), we consider two types of marked points. The markings of interior type are points of X\∂X. The markings of boundary type are points of ∂X. Let M g,k,l denote the moduli space of Riemann surfaces with boundary of doubled genus g with k distinct boundary markings and l distinct interior markings. The moduli space M g,k,l is defined to be empty unless the stability condition 2g − 2 + k + 2l > 0 is satisfied. The moduli space M g,k,l is a real orbifold of real dimension 3g − 3 + k + 2l.
The psi-classes ψ i ∈ H 2 (M g,k,l ; C) are defined as the first Chern classes of the cotangent line bundles for the interior markings. The authors of [PST14] do not consider the cotangent lines at boundary points. Naively, open intersection numbers are defined by
To rigorously define the right-hand side of (1.6), at least three significant steps must be taken:
• A natural compactification M g,k,l ⊂ M g,k,l must be constructed. Candidates for M g,k,l are themselves real orbifolds with boundary ∂M g,k,l .
• For integration over M g,k,l to be well-defined, boundary conditions of the integrand along ∂M g,k,l must be specified.
• Problems with an orientation should be solved, since the moduli space M g,k,l is in general non-orientable. The authors of [PST14] completed all these steps and rigorously defined open intersection numbers in genus 0. Moreover, they obtained a complete description of them. In the higher genera, even though open intersection numbers are not well-defined, the authors of [PST14] proposed a beautiful conjectural description that we are going to recall in the next section.
1.3.
Open KdV and open Virasoro equations. In this section we review the KdV and the Virasoro type equations from [PST14] for the open intersection numbers (1.6).
Introduce one more formal variable s and define a generating series F o by
First of all, the authors of [PST14] conjectured the following analog of the string equation (1.2):
They call it the open string equation. The authors also proved that the following initial condition holds: 
They call these equations the open KdV equations. It is clear that the open KdV equations (1.9), the initial condition (1.8) and the potential F c uniquely determine the series F o . On the other hand, the existence of such a solution is completely non-obvious and we will prove it in this paper.
1.3.2. Open Virasoro equations. In [PST14] the authors introduced the following operators:
∂s n , n ≥ −1. These operators satisfy the same commutation relation as the operators L n :
In [PST14] the authors conjectured the following analog of the Virasoro equations (1.5):
Clearly, equations (1.11), the initial condition
and the potential F c completely determine the series F o .
1.4. Main result. Here we formulate two main results of the paper.
Theorem 1.1. 1. The system of the open KdV equations (1.9) has a unique solution that satisfies the initial condition (1.8).
2. This solution satisfies the following equation: 1.5. Burgers-KdV hierarchy and descendants of s. In Section 3 we will construct a certain system of evolutionary partial differential equations with one spatial variable. It will be called the Burgers-KdV hierarchy. We will prove that the series F o determined by Theorem 1.1 satisfies the half of the equations of this hierarchy. The remaining flows of the Burgers-KdV hierarchy suggest a way to introduce new variables s 1 , s 2 , . . . in the open potential F o . These variables can be viewed as descendants of s. We hope that our idea can help to give a geometrical construction of descendants of s, at least in genus 0.
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1.7. Organization of the paper. In Section 2 we recall some basic facts about evolutionary PDEs with one spatial variable and give a slight reformulation of Witten's conjecture.
In Section 3 we construct the Burgers-KdV hierarchy and prove that it has a solution for arbitrary polynomial initial conditions. We also construct a specific solution of the half of the Burgers-KdV hierarchy that satisfies the open string equation (1.7).
Section 4 contains the proofs of Theorems 1.1 and 3.1. In Section 5 we prove Theorem 1.2. In Appendix A we revisit the proof of the equivalence of the KdV and the Virasoro equations for the intersection numbers on the moduli space of stable curves.
Evolutionary partial differential equations
In this section we recall some basic facts about evolutionary PDEs with one spatial variable. We also review the construction of the KdV hierarchy and give a slight reformulation of Witten's conjecture that will be useful in the subsequent sections. All this material is well-known. We refer the reader to the book [Olv86] for the details about this subject. 
Consider now a sequence of differential polynomials
Consider the variables v i as formal power series in x, τ 0 , τ 1 , . . . with the coefficients from C[u, u −1 ]. A system of evolutionary PDEs with one spatial variable is a system of the form: ∂v
2.2. Existence of a solution. Here we give a sufficient condition for system (2.1) to have a solution. Let P 1 , . . . , P N ∈ A v 1 ,...,v N be some differential polynomials. Define an opera-
Denote the space of all these operators by E v 1 ,...,v N . It is a Lie algebra: for
We will use the following notation:
Let us again consider system (2.1). The following lemma is well-known (see e.g. [Olv86] ).
Lemma 2.1. Suppose that, for any i, j ≥ 0, we have
2.3. KdV hierarchy. Consider the ring A w . Define differential polynomials K n ∈ A w , n ≥ 0, by the following recursion:
It is a non-trivial fact that the right-hand side of (2.2) lies in the image of the operator ∂ x (see e.g. [MJD00] ). So the recursion (2.2) determines a differential polynomial K n up to a polynomial in u, u −1 . This ambiguity should be fixed by the condition K n | w i =0 = 0. Consider now the variable w as a power series in variables x, t 1 , t 2 , . . . with the coefficients from C[u, u −1 ]. The KdV hierarchy is the following system of partial differential equations:
Another form of Witten's conjecture says that the second derivative
is a solution of the KdV hierarchy (2.3). Here we identify x with t 0 . This form of Witten's conjecture is equivalent to the form that was stated in Section 1.1 ( [Wit91] ). Let us formulate it precisely.
Let w(x = t 0 , t 1 , t 2 , . . . ; u) be the solution of the KdV hierarchy (2.3) specified by the initial condition w| t ≥1 =0 = u −2 x. Let
It is easy to show that Sw = u −2 and there exists a unique power series F (t 0 , t 1 , . . . ; u) such
and, therefore, F satisfies system (1.3).
Burgers-KdV hierarchy
In this section we construct the Burgers-KdV hierarchy and prove that its flows satisfy the commutation relation from Lemma 2.1. This guarantees that the hierarchy has a solution for arbitrary polynomial initial conditions. We also construct a specific solution of the half of the Burgers-KdV hierarchy that satisfies the open string equation (1.7).
3.1. Construction. Consider the ring A v,w . Define differential polynomials R n , Q n ∈ A v,w , n ≥ 0, as follows:
We call the Burgers-KdV hierarchy the following system:
We see that w is just a solution of the KdV hierarchy. The simplest equation for v is
If we put w = 0, then it coincides with the potential Burgers equation (see e.g. [Olv86] ). In this case the whole hierarchy reduces to the Burgers hierarchy (see e.g. [Olv86] ). This explains why we call the constructed hierarchy the Burgers-KdV hierarchy. The system ∂v ∂t n = R n , n ≥ 1; ∂w ∂t n = ∂ x K n , n ≥ 1;
will be called the half of the Burgers-KdV hierarchy.
Another result of the paper is the following theorem.
Theorem
satisfies the half of the Burgers-KdV hierarchy.
Here we again identify x with t 0 .
3.2. Commutativity of the flows. We are going to prove the following proposition.
Proposition 3.2. All operators V R i ,∂xK i and V Q i ,0 commute with each other.
The proof of the proposition will occupy Sections 3.3-3.5. The plan is the following. First, we consider the differential polynomials R i := R i | w j =0 , Q i := Q i | w j =0 ∈ A v and show that the operators V R i , V Q i ∈ E v pairwise commute. We do it in Section 3.3. Then in Section 3.4 we prove that the operators V R i ,∂xK i and V Q i ,0 commute with V Q 0 ,0 . Finally, in Section 3.5 we deduce that all operators V R i ,∂xK i and V Q i ,0 commute with each other.
3.3. Burgers hierarchy. Define an operator B by B := ∂ x + v x . It is easy to see that
Therefore, we have
We can easily recognize here the differential polynomials that describe the flows of the Burgers hierarchy (see e.g. [Olv86] ), up to multiplication by a constant. The fact that the operators V R i , V Q i ∈ E v commute with each other is well-known (see e.g. [Olv86] ).
Commutators
The following formulas will be very useful for us:
Let us prove that [V
Continuing in the same way we get
Let us prove that [V Q 0 ,0 , V Rn,∂xKn ] = 0. Since K n doesn't depend on v i , we have V Q 0 ,0 ∂ x K n = 0. Thus, it remains to prove that V Q 0 ,0 R n − V Rn,∂xKn Q 0 = 0. We proceed by induction on n. So assume that V Q 0 ,0 R n−1 − V R n−1 ,∂xK n−1 Q 0 = 0.
We have
On the other hand, we have
Therefore, we get
This completes our proof.
3.5. All commutators. Let V 1 and V 2 be any two operators from the set {V R i ,∂xK i } i≥1 ∪ {V Q i ,0 } i≥0 . We have to prove that [V 1 , V 2 ] = 0. We begin with the following lemma.
Proof. Let us prove that T 2 = 0. Clearly, we have to do it, only if
Here we consider the operators V ∂xK i and V ∂xK j as elements of the space E w . The last expression is equal to 0, because the differential polynomials ∂ x K l describe the flows of the KdV hierarchy (see e.g. [Olv86] ).
Let us prove that T 1 | w * =0 = 0. Let R i := R i | w * =0 and Q i := Q i | w * =0 . We consider the operators V R i and V Q i as elements of E v . Obvioulsy, we have
In Section 3.3 we showed that the operators V R i and V Q j pairwise commute. Thus, T 1 | w * =0 = 0. The lemma is proved. Proof. Before proving the lemma let us introduce several notations. A partition λ is a sequence of non-negative integers λ 1 , . . . , λ r such that λ 1 ≥ λ 2 ≥ . . . ≥ λ r . Note that our terminology is slightly non-standard, because we allow zeroes in λ. Let l(λ) := r and |λ| := r i=1 λ i . The set of all partitions will be denoted by P. For a partition λ let
Suppose T = 0. Let i 0 be the minimal i such that Gr i T = 0. From the condition T | w * =0 = 0 it follows that i 0 ≥ 1. Let j 0 be the maximal j such that Gr j i 0 T = 0. From (3.1) it is easy to see that
On the other hand, from (3.2) it obviously follows that Gr 
We remind the reader that we identify x with t 0 .
Proof. Recall that S :=
. We have to prove that Sv = u −1 s. We have
(see Section 2.3), therefore, SK n = K n−1 , for n ≥ 1. Let us put K −1 := u −2 , so the last equation is also valid for n = 0. It is easy to see that v| t ≥1 =0 = u
This system together with the initial condition (3.4) uniquely determines the power series Sv.
It is easy to see that Sv = u −1 s satisfies the system. Proposition 3.5 is proved. 
It remains to note that
and we see that Theorems 1.1 and 3.1 are proved.
Proof of Theorem 1.2
Denote by a i,j the number
and let τ := exp(F o + F c ). In order to save some space we will use the subscript n for the partial derivative by t n and the subscript s for the partial derivative by s. The proof of the theorem is based on the following lemma.
Lemma 5.1. We have 1.
Proof. Let us prove point 1. From the usual Virasoro equations (1.5) it follows that
Using the open KdV equations (1.9) we get
By the string equation (1.2), the last expression is equal to zero. Let us prove point 2. Let
Using the Virasoro equations (1.5) we get
Using the open KdV equations (1.9) and the Virasoro equations (1.5) we can compute that For expression (B) we have
Computing (C) in a similar way we get
It is easy to compute that
We have marked the terms that cancel each other in the total sum (A)+(B)+(C)+(D). Collecting the remaining terms we get (5.1).
From the commutation relation (1.10) it follows that L n = 
Finally, let us write equation (5.1) for n = 1. We get w xx . By the open KdV equations (1.9), we have
+ w . Substituting these expressions in the right-hand side of (5.2), after somewhat lengthy computations, we get zero. Hence, L 2 τ = 0. The theorem is proved.
Appendix A. Virasoro equations for the moduli of closed Riemann surfaces
In this section we revisit the proof of the equivalence of the usual KdV and the Virasoro equations for the moduli space of stable curves. There is a reason to do it. In all papers, that we found, the proof is presented in way more suitable for physicists. So we decided to rewrite it in a more mathematical style and also to make it more elementary. We follow the idea from [DVV91] .
Let F be a power series in the variables t 0 , t 1 , t 2 , . . . with the coefficients from C[u, u −1 ]. Suppose F satisfies the string equation (1.2), the condition F | t * =0 = 0 and the second derivative . We can rewrite the KdV equations (1.3) in the following way:
Lemma A.1. For any n ≥ −1, we have
Proof. Suppose n = −1. We have
From the KdV equations (A.1) it follows that
n and L
n were defined in Section 5. Using the KdV equations (A.1) we get
n+1 τ τ . Recall that a i,j :=
. We have Since K i = ∂ 2 F ∂t 0 ∂t i , the series Q can be easily expressed as a differential polynomial in w, w x , w xx , . . .. From the condition K i | w * =0 = 0 it follows that this polynomial doesn't have a constant term. Using (2.2) it is easy to compute that ∂ x Q = 0. Thus, Q = 0. The lemma is proved.
From the commutation relation (1.4) it follows that L n = (−1) n−2 (n−2)! ad n−2 L 1 L 2 , for n ≥ 3. Thus, it is sufficient to prove the Virasoro equations (1.1) only for n = −1, 0, 1, 2. Let us do it by induction on n.
The case n = −1 follows from the string equation. Suppose n ≥ 0. Recall that S :=
. Using the induction hypothesis we get
Therefore, S∂ It is easy to check that all these expressions are equal to zero. The Virasoro equations are proved.
