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Tema 25: Pruebas de equivalencia
                 (parte 1)
Tips Bioestadísticos
Peter B. Mandeville
Absence of evidence
is not evidence of absence.
Douglas G. Altman; J. Martin Bland1
U
na prueba de diferencia, que se emplea habi-
tualmente en ensayos clínicos, tiene una hipó-
tesis de nulidad (Ho), que sostiene que dos can-
tidades son iguales. La hipótesis alterna (Ha),
afirma que las dos cantidades son diferentes. Si los datos
proporcionan suficiente evidencia de que la Ha es verdade-
ra, se rechazará la Ho y se aceptará la Ha.1-7
El objetivo de una prueba de equivalencia es comprobar
que dos cantidades son iguales, es decir, demostrar la Ho
de una prueba de diferencia. Una prueba de diferencia es
inadecuada para este propósito, porque nunca se puede
aceptar la Ho de un ensayo.1-7
Para probar la equivalencia de dos tratamientos, la Ha
debe ser que los tratamientos son iguales. Este hecho re-
quiere una inversión de las hipótesis de una prueba de dife-
rencia. Específicamente, una prueba de equivalencia requiere
la especificación de ninguna diferencia en la Ha y una dife-
rencia en la Ho. Además, una prueba de equivalencia con-
tiene un parámetro adicional delta (δ), que es la diferencia
máxima permitida para que un tratamiento experimental sea
considerado equivalente a un tratamiento estándar.2-7
Las hipótesis de equivalencias bilaterales son:
Ho: θ≠δ
Ha: θ=δ
en las que θ es la diferencia o la razón de las medias para el
tratamiento experimental y el tratamiento estándar. Si θ es
menor que δ, se puede aceptar la hipótesis alterna de que
los dos tratamientos son iguales con un 100*(1-α)% nivel de
confianza. Las hipótesis de equivalencia típicamente son
unilaterales:
Ho: θ>δ
Ho: θ<δ
También, a veces, un criterio de equivalencia no simétrica
es apropiado, y se utilizan dos valores de δ.2-7
Error tipo I (α) en el contexto de una prueba de diferen-
cia es la probabilidad de concluir que un tratamiento experi-
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mental es diferente a un tratamiento estándar cuando no
existe ninguna diferencia, es decir, rechazar Ho cuando es
cierto. Error tipo II (β) es la probabilidad de que el tratamien-
to experimental no sea diferente a un tratamiento estándar,
cuando en realidad hay una diferencia, es decir, no rechazar
Ho cuando es falsa.2-7
Para que una prueba de equivalencia indique que un tra-
tamiento experimental no es diferente de un tratamiento es-
tándar cuando no lo es, no rechazar Ho cuando es falsa, es
equivalente al error tipo II de una prueba de diferencia. Por
lo tanto, no solamente las Ho y Ha están invertidas, sino las
definiciones de los errores. El error tipo I de una prueba de
equivalencia es el error tipo II de una prueba de diferencia.
Sin embargo, se elige la probabilidad de error tipo I (α) para
una prueba de equivalencia de la forma habitual.2-7
Los tratamientos estándar y experimental deberían te-
ner distribuciones similares para utilizar análisis paramétrico.
Al contrario, debe efectuar la prueba de equivalencia con el
procedimiento Mann-Whitney.7, 8
Como ejemplo se utilizan los datos de un ensayo com-
parativo de moxonodín [un agente de bloqueo de los recep-
tores alfa] y captropril [un inhibidor de la enzima de la
angiotensina] en el tratamiento antihipertensivo de pacien-
tes que sufren de depresión mayor. Específicamente, la va-
riable de respuesta es la reducción de la presión arterial
diastólica [mm Hg] observada en pacientes que sufren de
depresión mayor después de cuatro semanas de tratamien-
to diario con 0.2-0.4 mg moxonodín (M) o 25-30 mg captopril
(C). El objetivo del ensayo fue establecer la equivalencia y
se eligió un criterio de equivalencia asimétrico para la dife-
rencia estandarizada de las medias especificando (δ
1
, δ
2
)=(-
0.50,1.00).7
> M <- c(10.3,11.3,2,-6.1,6.2,6.8,3.7,-3.3,-3.6,-
3.5,13.7,12.6)
> M
 [1] 10.3 11.3  2.0 -6.1  6.2  6.8  3.7 -3.3 -3.6 -3.5 13.7 12.6
> C <- c(3.3,17.7,6.7,11.1,-5.8,6.9,5.8,3.0,6.0,3.5,18.7,9.6)
> C
 [1]  3.3 17.7  6.7 11.1 -5.8  6.9  5.8  3.0  6.0  3.5 18.7  9.6
Para efectuar el análisis paramétrico de dos muestras
independientes o pares de observaciones en R,9  se puede
utilizar la función tost (two one-sided testing) en el paquete
equivalence.8
> tost(M,C,epsilon=1)
$mean.diff
[1] -3.033
$se.diff
[1] 2.793
$alpha
[1] 0.05
$ci.diff
[1] -7.830  1.763
attr(,“conf.level”)
[1] 0.9
$df
   df
21.92
$epsilon
[1] 1
$result
[1] “not rejected”
$p.value
[1] 0.7629
$check.me
NULL
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En este caso no se rechaza la Ho. No existe evidencia
que las medias de los tratamientos sean equivalentes.
Hay una idea general, falsa, de que un ensayo de equi-
valencia requiere una muestra más grande que un ensayo
de diferencia. La veracidad de esta suposición depende del
tamaño de la diferencia (θ) y del criterio de equivalencia (δ)
que uno está dispuesto a permitir. La fórmula para la deter-
minación del tamaño mínimo de la muestra con  siendo el
tamaño de la muestra por cada grupo es: 2-6
donde Vs y Ve  son las varianzas, y Ms y Me son las medias
de los tratamientos estándar y experimental. Se pueden efec-
tuar los cálculos con el código siguiente:
samsiz <- function(x1,x2,delta,alpha=0.05,beta=0.2){
  m1 <- mean(x1); m2 <- mean(x2)
  v1 <- var(x1); v2 <- var(x2)
  cat(“mean1:”,m1,“\n”); cat(“mean2:”,m2,“\n”)
  cat(“varianza1:”,v1,“\n”); cat(“varianza2:”,v2,“\n”)
  n <- (qnorm(1-alpha/2)+qnorm(1-beta))^2 * (v1+v2)/
(m1-m2-delta)^2
  cat(“n:”,n,“\n”)
}
> samsiz(M,C,.1)
mean1: 4.175
mean2: 7.208333
varianza1: 49.70386
varianza2: 43.88629
n: 74.8212
Se necesitará un mínimo de 75 repeticiones por trata-
miento o un total de 150 unidades experimentales. Las reco-
mendaciones para reportar los resultados de una prueba de
equivalencia están dadas por Piaggio, Elbourne, Altman,
Pocock y Evans. 10
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