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Abstract
Given two graphs G and H, the rainbow number rb(G,H) for H with respect to
G is defined as the minimum number k such that any k-edge-coloring of G contains
a rainbow H, i.e., a copy of H, all of its edges have different colors. Denote by Mt a
matching of size t and Tn the class of all plane triangulations of order n, respectively.
Jendrol′, Schiermeyer and Tu initiated to investigate the rainbow numbers for match-
ings in plane triangulations, and proved some bounds for the value of rb(Tn,Mt). Chen,
Lan and Song proved that 2n+3t−14 ≤ rb(Tn,Mt) ≤ 2n+4t−13 for all n ≥ 3t−6 and
t ≥ 6. In this paper, we determine the exact values of rb(Tn,Mt) for large n, namely,
rb(Tn,Mt) = 2n+ 3t− 14 for all n ≥ 9t+ 3 and t ≥ 7.
Keywords: rainbow number; anti-Ramsey number; plane triangulation; matching
AMS subject classification 2010: 05C55, 05C70, 05D10.
1 Introduction
All graphs in this paper are undirected, finite and simple. We follow [3] for graph theoretical
notation and terminology not defined here. Let G be a connected graph with vertex set
V (G) and edge set E(G). For any two disjoint subsets X and Y of V (G), we use EG(X, Y )
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to denote the set of edges of G that have one end in X and the other in Y . We also denote
EG(X,X) = EG(X). Let e(G) denote the number of edges of G, eG(X, Y ) the number
of edges of EG(X, Y ), eG(X) the number of edges of EG(X). If X = {x}, then we write
EG(x, Y ) and eG(x, Y ), respectively. For a vertex x ∈ V (G), we use NG(x) to denote the set
of vertices in G which are adjacent to x. We define dG(x) = |NG(x)|. Given X, Y ⊆ V (G),
the subgraph of G induced by X , denoted G[X ], is the graph with vertex set X and edge
set {xy ∈ E(G) : x, y ∈ X}. We denote by Y \X the set Y −X . Since every planar bipartite
graph on n ≥ 3 vertices has at most 2n − 4 edges, we will frequently use the fact that
eG(X, Y ) ≤ 2(|X| + |Y |) − 4 when G is planar and |X ∪ Y | ≥ 3. For any positive integer
k, let [k] := {1, 2, . . . , k}. We use the convention that “A :=” means that A is denote to be
the right-hand side of the relation.
A subgraph of an edge-colored graph is rainbow if all of its edges are colored distinct.
Given two graphs G and H , the rainbow number rb(G,H) for H with respect to G is defined
as the minimum number k such that any k-edge-coloring of G contains a rainbow copy of
H . Actually, the rainbow number is closely related to anti-Ramsey number, which was
introduced by Erdo˝s, Simonovits and So´s [7] in 1975. The anti-Ramsey number, denoted
by f(Kn, H), is the maximum number c for which there is a way to color the edges of Kn
with c colors such that every subgraph H of Kn has at least two edges of the same color.
Clearly, rb(Kn, H) = f(Kn, H) + 1. The rainbow numbers for some other special graph
classes in complete graphs have been investigated, see [1, 7, 12, 15, 16, 17, 22]. Meanwhile,
the researchers studied the rainbow number or the anti-Ramsey number when host graph
changed from the complete graph to others, such as complete bipartite graphs ([2, 20]),
planar graphs ([13, 14, 18, 19]), hypergraphs ([23, 11]), and so on. For more results on
rainbow numbers or anti-Ramsey numbers, we refer the readers to the survey [9].
It seems that the rainbow numbers for matchings are of special interest. Rainbow num-
bers for matchings in complete graphs has been completely determined step by step by
Schiermeyer [25], Chen, Li and Tu [5], and Fujita, Kaneko, Schiermeyer and Suzuki [10].
Rainbow numbers for matchings in complete bipartite graphs were studied by Li, Tu and
Jin [20]; and in hypergraphs were studied by O¨zkahya and Young [23], and Frankl and
Kupavskii [8] recently.
In this paper, we study the rainbow numbers in plane triangulations, which was initiated
by Hornˇa´k, Jendrol′, Schiermeyer and Sota´k [13]. Let Tn denote the class of all plane
triangulations of order n. We denote by rb(Tn, H) the minimum number of colors k such
that, if H ⊆ Tn ∈ Tn, then any edge-coloring of Tn with at least k colors contains a rainbow
copy of H . Hornˇa´k et al. [13] investigated the rainbow numbers for cycles. Very recently,
Lan, Shi and Song [19] improved some bounds for the rainbow number of cycles, and also
got some results for paths. Jendrol′, Schiermeyer and Tu [14] investigated the rainbow
numbers for matchings in plane triangulations. For all t ≥ 1, let Mt denote a matching of
size t. In [14], the exact values of rb(Tn,Mt) when t ≤ 4 were determined, and lower and
upper bounds for rb(Tn,Mt) were also established for all t ≥ 5 and n ≥ 2t. In [24], the
exact value of rb(Tn,M5) was determined and an improved upper bound for rb(Tn,Mt) was
obtained. Recently, the exact value of rb(Tn,M6) and an improved lower and upper bounds
for rb(Tn,Mt) were also obtained by Chen, Lan and Song in [4]. We summarize the known
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results in [4, 14, 24] as follows.
Theorem 1.1 ([14]) Let n and t be positive integers. Then
(1) rb(Tn,M2) =
{
4 n = 4;
2 n ≥ 5.
(2) rb(Tn,M3) =
{
8 n = 6;
n+ 1 n ≥ 7.
(3) for all n ≥ 8, rb(Tn,M4) = 2n− 1.
(4) for all t ≥ 5 and n ≥ 2t, 2n+ 2t− 9 ≤ rb(Tn,Mt) ≤ 2n+ 2t− 7 + 2
(
2t−2
3
)
.
Theorem 1.2 ([24]) Let n and t be positive integers. Then
(1) for all n ≥ 11, rb(Tn,M5) = 2n+ 1.
(2) for all t ≥ 5 and n ≥ 2t, rb(Tn,Mt) ≤ 2n+ 6t− 16.
Theorem 1.3 ([4]) Let n and t be positive integers. Then
(1) for all n ≥ 30, rb(Tn,M6) = 2n+ 4.
(2) for all t ≥ 6 and n ≥ 3t− 6, 2n+ 3t− 14 ≤ rb(Tn,Mt) ≤ 2n + 4t− 13.
In this paper, we prove the lower bound obtained in Theorem 1.3 is tight when n is large.
Theorem 1.4 (i) For all n ≥ 3t− 6 and t ≥ 7, rb(Tn,Mt) ≤ 2n + 3t− 13.
(ii) For all n ≥ 9t + 3 and t ≥ 7, rb(Tn,Mt) = 2n+ 3t− 14.
In order to prove our main theorem, we use the concept of planar Tura´n number of graphs
which firstly studied by Dowden [6]. The planar Tura´n number of H , denoted exP(n,H),
is the maximum number of edges of a planar graph on n vertices containing no subgraph
isomorphic to H . Analogous to the relation between rainbow numbers and Tura´n numbers
proved in [7], rainbow numbers in plane triangulations are closely related to planar Tura´n
numbers [19]. Namely, given a planar graph H and a positive integer n ≥ |H|,
2 + exP(n,H) ≤ rb(Tn, H) ≤ exP(n,H) + 1, (1)
where H = {H − e : e ∈ E(H)}.
We first determine the planar Tura´n numbers for matchings. Obviously, exP(n,Mt) =
3n− 6 for 3 ≤ n ≤ 2t− 1 and t ≥ 2.
Theorem 1.5 For all n ≥ 2t and t ≥ 4, exP(n,Mt) = min{3n− 6, 2n+ 3t− 13}.
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The following theorem will be also used in our proof. A graph G is called factor-critical
if G− v contains a perfect matching for each v ∈ V (G).
Theorem 1.6 ([21]) Given a graph G = (V,E) and |V | = n, let d be the size of a maximum
matching of G. Then there exists a subset S with |S| ≤ d such that
d =
1
2
(n− (o(G− S)− |S|)),
where o(H) is the number of components in the graph H with an odd number of vertices.
Moreover, each odd component of G−S is factor-critical and each even component of G−S
has a perfect matching.
2 Proof of Theorem 1.5.
Let T be a planar graph consisting of two parts U and V such that: (1) T [U ] is a plane
triangulation with t − 1 vertices and T [V ] is an empty graph with n − t + 1 vertices; (2)
T [U, V ] is a maximal planar bipartite graph. One can see that T is a planar graph without
Mt. If n ≤ 3t− 7, then e(T ) = e(T [U ]) + eT (U, V ) = 3(t − 1)− 6 + 3(n − t + 1) = 3n− 6.
If n ≥ 3t − 6, then e(T ) = e(T [U ]) + eT (U, V ) = 3(t − 1) − 6 + 2n − 4 = 2n + 3t − 13.
Thus exP(n,Mt) ≥ e(T ) = min{3n− 6, 2n+ 3t− 13}. Since exP(n,Mt) ≤ 3n− 6, we have
exP(n,Mt) = 3n− 6 when n ≤ 3t− 7.
It remains to prove that exP(n,Mt) ≤ 2n+3t−13 when n ≥ 3t−6. Suppose exP(n,Mt) ≥
2n+3t−12 for some t ≥ 4 and n ≥ 3t−6. Then there exists a planar graph G on n vertices
containing no Mt as a subgraph with at least 2n+3t−12 edges. We choose such G with the
minimum number of vertices n. By Theorem 1.6, there exists an S ⊆ V (G) with s := |S| ≤
t− 1 such that q := o(G\S) = n+ s+2− 2t. Let H1, H2, . . . , Hq be all the odd components
of G\S. We may assume that |H1| ≤ |H2| ≤ · · · ≤ |Hq|. Let r := max{i : |Hi| = 1}. Then
n = |G| ≥ |S| + (|H1| + · · · + |Hr|) + (|Hr+1| + · · · + |Hq|) ≥ s + r + 3(q − r). It follows
that r ≥ n + 2s − 3t + 3. Let U = V (H1) ∪ · · · ∪ V (Hr) and W := V (G)\(S ∪ U). Then
|W | = n− s− r. We claim that s ≤ 1. Suppose s ≥ 2. Then r ≥ n+2s− 3t+3 ≥ 1 and so
s+ r ≥ 3. Thus, eG(S, U) ≤ 2(s+ r)− 4. Since r ≥ n + 2s− 3t+ 3, it follows that
2n+ 3t− 12 ≤ e(G) = e(G[W ∪ S]) + eG(S, U) ≤ 3(n− r)− 6 + 2(s+ r)− 4
= 3n− r + 2s− 10 ≤ 2n+ 3t− 13,
a contradiction. Thus, we have s ≤ 1. We claim that G\S has only one component. Suppose
W1, . . . ,Wℓ are all the components of G\S with ℓ ≥ 2. If there exists one component Wi
with |Wi| ≤ 2, then eG(S, V (Wi)) + e(Wi) ≤
3
2
|Wi|. By the minimality of n, e(G\V (Wi)) ≥
e(G)− eG(S, V (Wi))− e(Wi) ≥ 2n + 3t− 12−
3
2
|Wi| > min{3(n− |Wi|)− 6, 2(n− |Wi|) +
3t − 13} = exP(n − |Wi|,Mt). This implies that either G\Wi is not a planar graph, or
G\Wi contains a copy of Mt and so G contains a copy of Mt, a contradiction. So we may
assume that |Wj| ≥ 3 for any j ∈ [ℓ]. This follows that r = 0 and so n ≤ 3t − 3 − 2s since
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0 = r ≥ n + 2s− 3t+ 3. Then
2n+ 3t− 12 = e(G) ≤ e(G[W1 ∪ S]) + · · ·+ e(G[Wℓ ∪ S])
≤ 3(|W1|+ s)− 6 + · · ·+ 3(|Wℓ|+ s)− 6 = 3n+ 3s(ℓ− 1)− 6ℓ
≤ 3n− 6 + (ℓ− 1)(3s− 6) ≤ 3n− 12 + 3s ≤ 2n+ 3t− 13,
a contradiction. Thus, G\S has a copy ofMt by Theorem 1.6, a contradiction. This complete
the proof. 
3 Proof of Theorem 1.4(i).
From Theorem 1.5 and Eq. (1), we can get that for all n ≥ 3t− 6 and t ≥ 5,
2n+ 3t− 14 = exP(n,Mt−1) + 2 ≤ rb(Tn,Mt) ≤ exP(n,Mt) + 1 = 2n+ 3t− 12.
So now we only need to improve the upper bound. Suppose rb(Tn,Mt) ≥ 2n + 3t − 12.
Then there exists a plane triangulation T on n vertices containing no rainbow Mt under an
edge-coloring c with 2n + 3t− 13 colors. Let G be a rainbow spanning subgraph of T with
2n+3t−13 edges. By Theorem 1.5, G contains a copy ofMt−1. Clearly, G has no copy ofMt
because T has no rainbow copy of Mt under c. By Theorem 1.6, there exists an S ⊆ V (G)
with s := |S| ≤ t− 1 such that q := o(G\S) = n+ s+ 2− 2t. Let H1, H2, . . . , Hq be all the
odd components of G\S. We may assume that |H1| ≤ |H2| ≤ · · · ≤ |Hq|. Let r := max{i :
|Hi| = 1}. Then n = |G| ≥ |S|+(|H1|+ · · ·+ |Hr|)+ (|Hr+1|+ · · ·+ |Hq|) ≥ s+ r+3(q− r).
It follows that r ≥ n+2s− 3t+3. Let V (Hi) = {ui} for all i ∈ [r]. We may further assume
that dG(u1) ≥ dG(u2) ≥ · · · ≥ dG(ur). Let U := {u1, . . . , ur} andW := V (G)\(S∪U). Then
|W | = n− s− r.
We first claim s ≥ 3. Suppose s ≤ 2. If s = 2, then r ≥ n+2s−3t+3 ≥ 1 as n ≥ 3t−6.
Note that eG(S, U) ≤ 2r. Since r ≥ n+ 2s− 3t+ 3 = n− 3t+ 7, we see that
2n+ 3t− 13 = e(G) = e(G[W ∪ S]) + eG(S, U) ≤ 3(n− r)− 6 + 2r
= 3n− r − 6 ≤ 2n+ 3t− 13,
which implies that r = n − 3t + 7 and G[W ∪ S] ∈ Tn−r. Moreover, |W | = 3t − 9 and
q − r = (n + 2− 2t + 2)− (n− 3t + 7) = t− 3 ≥ 4. By Theorem 1.6, we see that Hi ∼= K3
for any r + 1 ≤ i ≤ q. We next show that eG(S, V (Hi)) ≤ 5 for any r + 1 ≤ i ≤ q.
Suppose eG(S, V (Hj)) = 6 for some r + 1 ≤ j ≤ q. Then e(G[S ∪ V (Hj)]) = e(G[S]) +
eG(S, V (Hj)) + e(G[V (Hj)]) = e(G[S]) + 6 + 3 ≤ 9, which implies e(G[S]) = 0. We claim
that eG(S, V (Hi)) ≤ 3 for any r + 1 ≤ i 6= j ≤ q. Suppose eG(S, V (Hi)) ≥ 4 for some
r + 1 ≤ i ≤ q and i 6= j. Then NG(V (Hi)) = S. It follows that G contains a K5-minor,
which contradicts the planarity of G. Thus, eG(S, V (Hi)) ≤ 3 for any r + 1 ≤ i 6= j ≤ q
and so e(G[W ∪ S]) = e(G[S]) + eG(S,W ) + e(G[W ]) ≤ 0 + 6 + 3(t − 4) + 3(t − 3) =
6t−15 < 3(3t−7)−6, a contradiction. Then, eG(S, V (Hi)) ≤ 5 for any r+1 ≤ i ≤ q and so
e(G[W ∪S]) = e(G[S])+eG(S,W )+e(G[W ]) ≤ 1+5(t−3)+3(t−3) = 8t−23 < 3(3t−7)−6,
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a contradiction. Hence, we may assume that s ≤ 1. We claim that G\S has only one
component. Suppose W1, . . . ,Wℓ are all the components of G\S with ℓ ≥ 2. If there
exists one component Wi with |Wi| ≤ 2, then eG(S, V (Wi)) + e(Wi) ≤
3
2
|Wi|. By the
minimality of n, e(G\V (Wi)) ≥ e(G) − eG(S, V (Wi)) − e(Wi) ≥ 2n + 3t − 13 −
3
2
|Wi| >
min{3(n − |Wi|) − 6, 2(n − |Wi|) + 3t − 13} = exP(n − |Wi|,Mt). This implies that either
G\Wi is not a planar graph, or G\Wi contains a copy of Mt and so G contains a copy of
Mt, a contradiction. So we may assume that |Wj| ≥ 3 for any j ∈ [ℓ]. This follows that
r = 0 and so n ≤ 3t − 3 − 2s since 0 = r ≥ n + 2s− 3t + 3. Then 2n + 3t − 13 = e(G) ≤
e(G[W1∪S])+· · ·+e(G[Wℓ∪S]) ≤ 3(|W1|+s)−6+· · ·+3(|Wℓ|+s)−6 = 3n+3s(ℓ−1)−6ℓ ≤
3n − 6 + (ℓ − 1)(3s − 6) ≤ 3n − 12 + 3s ≤ 2n + 3t − 14, a contradiction. Then G\S has
a copy of Mt by Theorem 1.6, a contradiction. Thus, s ≥ 3 and r ≥ n + 2s − 3t + 3 ≥ 3.
Then, eG(S, U) ≤ 2(r + s)− 4. Since r ≥ n+ 2s− 3t+ 3, it follows that
2n+ 3t− 13 = e(G) = e(G[W ∪ S]) + eG(S, U) ≤ 3(n− r)− 6 + 2(s+ r)− 4
= 3n− r + 2s− 10 ≤ 2n + 3t− 13,
which implies that e(G) = 2n+3t−13 and r = n+2s−3t+3. Moreover, G[W∪S] ∈ Tn−r and
eG(S, U) = 2(s+ r)− 4. Then dG(u1) ≤ 3. We claim that dG(ur) ≥ 2. Suppose dG(ur) ≤ 1.
Then e(G−ur) = e(G)−dG(ur) ≥ 2n+3t−14 > exP(n−1,Mt) = 2(n−1)+3t−13, which
implies that G− ur contains a Mt, a contradiction. Let j := max{i ∈ [r] : dG(ui) = 3} and
U1 = {u1, u2, . . . , uj}, U2 = U\U1. Then j = 2s − 4 ≥ 2 since 2(s + r) − 4 = eG(S, U) =
3j + 2(r − j) and s ≥ 3. We next show that G[S] ∈ Ts. Suppose that G[S] /∈ Ts. Then
e(G[S]) ≤ 3s − 7. Since r = n + 2s − 3t + 3, it follows that |Hr+1| = · · · = |Hq| = 3
and n = |G| = |S| + (|H1| + · · · + |Hr|) + (|Hr+1| + · · · + |Hq|) = s + r + 3(q − r).
By Theorem 1.6, Hr+1 ∼= · · · ∼= Hq ∼= K3 and so e(G[W ]) = 3(q − r). Notice that
eG(S, V (Hi)) ≤ 6 for all r + 1 ≤ i ≤ q because eG(S, U ∪ V (Hi)) ≤ 2(s + r + 3) − 4
for all r + 1 ≤ i ≤ q and eG(S, U) = 2(s + r) − 4. Then eG(S,W ) ≤ 6(q − r). Thus
e(G[S∪W ]) = e(G[S])+eG(S,W )+e(G[W ]) ≤ (3s−7)+6(q−r)+3(q−r) = 3s−7+9(q−r) =
3(s+3(q−r))−7 = 3(n−r)−7. But G[S∪W ] ∈ Tn−r and so e(G[S∪W ]) = 3(n−r)−6, a
contradiction. Thus, G[S] ∈ Ts and so G[S] has exactly 2s−4 3-faces. We claim thatW = ∅.
Suppose W 6= ∅ and so q ≥ r + 1. Then, eG(S,W ) = e(G[S ∪W ]) − e(G[S]) − e(G[W ]) =
3(s + w) − 6 − (3s − 6) − 3(q − r) = 6(q − r). It follows that eG(S, V (Hi)) = 6 and so
|NS(V (Hi))| ≥ 3 for r + 1 ≤ i ≤ q. But then G contains a K3,3-minor since |U1| = 2s− 4, a
contradiction. Thus, W = ∅. Then n = |G| = |S|+ |U | = s+ r = s+ n+ 2s+3− 3t. Thus,
s = t−1 and so r = n−t+1. Notice that e(T )−e(G) > 1 because T ∈ Tn and G contains no
copy of Mt. We also can see that T [U1] contains no edges because G[S] ∈ Ts. It follows that
there is at least one edge in T [U2] or T [U1, U2]. Assume that umuℓ ∈ E(T [U2])∪E(T [U1, U2]).
Then dG(um) + dG(uℓ) ≤ 5 because either um ∈ U2 or uℓ ∈ U2. Let G
′ be the graph ob-
tained from G by deleting the vertices um, uℓ and the edge whose color is c(umuℓ). Then
e(G′) ≥ 2n+3t−13−5−1 = 2n+3t−19 > 2n+3t−20 = exP(n−2,Mt−1) since n ≥ 3t−6.
By Theorem 1.5, there exists a rainbow H = Mt−1 in G
′ which contains no color c(umuℓ),
thus we obtain a rainbowMt = H∪{umuℓ} in T , a contradiction. The proof is complete. 
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4 Proof of Theorem 1.4(ii).
We only need to show that rb(Tn,Mt) ≤ 2n + 3t − 14 for n ≥ 9t + 3 and t ≥ 7. Suppose
rb(Tn,Mt) ≥ 2n+3t−13. Then there exists a plane triangulation T on n vertices containing
no rainbowMt under an edge-coloring c with 2n+3t−14 colors. Let G be a rainbow spanning
subgraph of T with 2n+3t−14 edges. By Theorem 1.5, G contains a copy of Mt−1. Clearly,
G has no copy ofMt since T has no rainbow copy ofMt under c. By Theorem 1.6, there exists
an S ⊆ V (G) with s := |S| ≤ t−1 such that q := o(G\S) = n+s+2−2t. Let H1, H2, . . . , Hq
be all the odd components of G\S. We may assume that |H1| ≤ |H2| ≤ · · · ≤ |Hq|. Let
r := max{i : |Hi| = 1}. Then n = |G| ≥ |S| + (|H1| + · · ·+ |Hr|) + (|Hr+1| + · · ·+ |Hq|) ≥
s + r + 3(q − r). It follows that r ≥ n + 2s− 3t + 3 ≥ 3. Let V (Hi) = {ui} for all i ∈ [r].
We may further assume that dG(u1) ≥ dG(u2) ≥ · · · ≥ dG(ur). Let U := {u1, . . . , ur},
U1 := {u ∈ U |dG(u) ≥ 3} and U2 = U\U1. Let |U1| = a. Then |U2| = r − a. Let
W := V (G)\(S∪U). Then w := |W | = n−s−r and eG(S, U) ≤ 2(s+ r)−4 since s+ r ≥ 3.
Let B denote the set of vertices of all the even components of G − S. We first prove the
following claim.
Claim 1. For any umuℓ ∈ E(T )\E(G), dG(um) + dG(uℓ) ≥ 5.
Proof. Suppose dG(um)+ dG(uℓ) ≤ 4. Let G
′ be the graph obtained from G by deleting the
vertices um, uℓ and the edge whose color is c(umuℓ). Then e(G
′) ≥ 2n+3t−14−4−1 = 2n+
3t−19 > exP(n−2,Mt−1) = 2n+3t−20. By Theorem 1.5, there exists a rainbow H =Mt−1
in G′ which contains no color c(umuℓ). Thus, we obtain a rainbow Mt = H ∪ {umuℓ} in T ,
a contradiction. 
We see that
2n+ 3t− 14 = e(G) = e(G[W ∪ S]) + eG(S, U)
≤ 3(n− r)− 6 + 2(r + s)− 4 = 3n− r + 2s− 10,
which implies that r ≤ n + 2s − 3t + 4. Note that r ≥ n + 2s − 3t + 3, we distinguish two
cases to finish the proof of the theorem.
Case 1. r = n+ 2s− 3t+ 3.
In this case, |Hr+1| = · · · = |Hq| = 3, |B| = 0 and |G| = |S| + (|H1| + · · · + |Hr|) +
(|Hr+1| + · · ·+ |Hq|). Notice that q − r = (n + s + 2 − 2t)− (n + 2s− 3t + 3) = t− 1 − s.
By Theorem 1.6, we see that Hr+1 ∼= · · · ∼= Hq ∼= K3.
We claim s ≥ 3. Suppose s ≤ 2. If s = 2, then q− r = t− 1− 2 ≥ 4. We next show that
eG(S, V (Hi)) ≤ 5 for any r + 1 ≤ i ≤ q. Suppose eG(S, V (Hj)) = 6 for some r + 1 ≤ j ≤ q.
Then e(G[S∪V (Hj)]) = e(G[S])+eG(S, V (Hj))+e(G[V (Hj)]) = e(G[S])+6+3 ≤ 9, which
implies e(G[S]) = 0. We claim that eG(S, V (Hi)) ≤ 3 for any r + 1 ≤ i 6= j ≤ q. Suppose
eG(S, V (Hi)) ≥ 4 for some r + 1 ≤ i ≤ q and i 6= j. Then NG(V (Hi)) = S. It follows
that G contains a K5-minor, which contradicts the planarity of G. Thus, eG(S, V (Hi)) ≤ 3
for any r + 1 ≤ i 6= j ≤ q and so e(G) = e(G[S]) + eG(S,W ) + e(G[W ]) + eG(S, U) ≤
0+6+3(t−4)+3(t−3)+2r = 2n−1 < 2n+3t−14, a contradiction. Then, eG(S, V (Hi)) ≤ 5
for any r + 1 ≤ i ≤ q and so e(G) = e(G[S]) + eG(S,W ) + e(G[W ]) + eG(S, U) ≤ 1 + 5(t−
7
3)+ 3(t− 3)+2r = 2n+2t− 9 < 2n+3t− 14, a contradiction. Hence, we may assume that
s ≤ 1. Then e(G) = e(G[S]) + eG(S, U ∪W ) + e(G[W ]) ≤ n+3(t− 1− s) < 2n+ 3t− 14, a
contradiction.
Thus s ≥ 3. Then, e(G[S]) ≥ 3s−7, otherwise e(G) = e(G[S])+eG(S,W∪U)+e(G[W ]) ≤
3s − 8 + 2n − 4 + 3(q − r) = 2n + 3t − 15. If s = 3, then a ≤ 2 = 2s − 4 since dG(u) ≥ 3
for any u ∈ U1, otherwise G contains a K3,3. If s ≥ 4, then G[S] has 2s − 4 3-faces when
e(G[S]) = 3s − 6 and G[S] has one 4-face and 2s − 6 3-faces when e(G[S]) = 3s − 7.
Thus, a ≤ 2s − 4. Notice that e(G[W ∪ S]) ≥ 3(n − r) − 7 = 3(3t − 2s − 3) − 7 since
2n+3t−14 = e(G) = e(G[W∪S])+eG(S, U) ≤ e(G[W∪S])+2(s+r)−4 and r = n+2s−3t+3.
Then e(G[W ∪S∪U1]) ≥ 3(3t−2s−3+a)−7. Thus, G[W ∪S∪U1] has 2(3t−2s−3+a)−4
3-faces when e(G[W∪S∪U1]) = 3(3t−2s−3+a)−6 and G[W∪S∪U1] has 2(3t−2s−3+a)−6
3-faces and one 4-face when e(G[W ∪ S ∪ U1]) = 3(3t − 2s − 3 + a) − 7. It follows that
|U2| = r−a > 2(3t−2s−3+a)−4 since r = n+2s+3−3t ≥ 6t+2s+6 > 6t−4s+3a−10 =
2(3t − 2s − 3 + a) − 4 + a when n ≥ 9t + 3 and a ≤ 2s − 4. Thus, T [U2] contains at least
one edge since dT (u) ≥ 3 for any u ∈ U2. By Claim 1, T [U2] contains no edge because
dG(um) + dG(uℓ) ≤ 4 for umuℓ ∈ E(T [U2]), a contradiction.
Case 2. r = n+ 2s− 3t+ 4.
In this case, q − r = (n + s + 2 − 2t) − (n + 2s − 3t + 4) = t − 2 − s. Since n = |G| =
|S|+(|H1|+· · ·+|Hr|)+(|Hr+1|+· · ·+|Hq|)+|B| = s+r+(|Hr+1|+· · ·+|Hq|)+|B|, it follows
that either |Hq| = · · · = |Hr+1| = 3 and |B| = 2, or |Hq| = 5, |Hq−1| = · · · = |Hr+1| = 3 and
|B| = 0.
We first assume |Hq| = · · · = |Hr+1| = 3 and |B| = 2. If s ≥ 3, then e(G) = e(G[S]) +
eG(S, U ∪W ) + e(G[W ]) ≤ 3s− 6+ 2n− 4+ 3(q− r) + 1 = 2n+ 3t− 15, a contradiction. If
s ≤ 1, then e(G) = e(G[S])+ eG(S, U ∪W )+ e(G[W ]) ≤ n+3(t− 2− s) + 1 < 2n+3t− 14,
a contradiction. Thus, s = 2. If e(G[S]) = 0, then e(G) = eG(S,W )+ eG(S, U)+ e(G[W ]) ≤
6(t−4)+2(r+2)+3(t−4)+1 = 2n+3t−15 < 2n+3t−14, a contradiction. If e(G[S]) = 1,
then eG(S, V (Hi)) ≤ 5 for any r + 1 ≤ i ≤ q, otherwise G contains a copy of K5. Thus,
e(G) = e(G[S]) + eG(S,W ) + eG(S, U) + e(G[W ]) ≤ 1 + 5(t− 4) + 2(r + 2) + 3(t− 4) + 1 =
2n+ 2t− 10 < 2n + 3t− 14, a contradiction.
Now we assume |Hq| = 5, |Hq−1| = · · · = |Hr+1| = 3 and |B| = 0. Then q− r− 1 ≥ 0. It
follows that
2n + 3t− 14 = e(G) = e(G[S ∪ V (Hq)]) + eG(S, U ∪ (W\V (Hq))) + e(G[W\V (Hq)])
≤ 3(s+ 5)− 6 + 2(n− 5)− 4 + 3(q − r − 1) = 2n+ 3t− 14,
which implies that G[S ∪ V (Hq)] ∈ Ts+5 and eG(S, U ∪ (W\V (Hq))) = 2(n− 5)− 4. Notice
that G[S ∪ V (Hq)] has 2(s+ 5)− 4 3-faces. Then a ≤ 2(s + 5)− 4 since dG(u) ≥ 3 for any
u ∈ U1. We claim that eG(S, V (Hi)) = 6 for any r + 1 ≤ i ≤ q − 1. If eG(S, V (Hi)) ≥ 7 for
some r+ 1 ≤ i ≤ q− 1, then e(G[S ∪ V (Hq)∪ V (Hi)]) = e(G[S ∪ V (Hq)]) + eG(S, V (Hi)) +
e(G[V (Hi)]) ≥ 3(s+ 5)− 6 + 7 + 3 > 3(s+ 8)− 6, a contradiction. Thus, eG(S, V (Hi)) ≤ 6
for any r + 1 ≤ i ≤ q − 1. If eG(S, V (Hi)) ≤ 5 for some r + 1 ≤ i ≤ q − 1, then
eG(S, U ∪W\V (Hq)) = eG(S,W\V (Hq)) + eG(S, U) ≤ 5 + 6(q − r − 2) + 2(s + r) − 4 <
2(n − 5) − 4, a contradiction. Thus, eG(S, V (Hi)) = 6 for any r + 1 ≤ i ≤ q − 1.
8
Then e(G[S ∪ W ∪ U1]) = 3[s + 5 + 3(q − r − 1) + a] − 6. Thus, G[S ∪ W ∪ U1] has
2[s+5+3(q−r−1)+a]−4 3-faces. It follows that |U2| = r−a > 2[s+5+3(q−r−1)+a]−4
since r = n+2s+4−3t ≥ 6t+7+2s > 6t−12−4s+3a = 2[s+5+3(q−r−1)+a]−4+a when
n ≥ 9t + 3 and a ≤ 2s + 6. Thus, T [U2] contains at least one edge since dT (u) ≥ 3 for any
u ∈ U2. By Claim 1, T [U2] contains no edge since dG(um)+dG(uℓ) ≤ 4 for umuℓ ∈ E(T [U2]),
a contradiction. 
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