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08 On 0-homology of categorical at zero
semigroups
B. V. Novikov, L. Yu. Polyakova ∗
Abstract. The isomorphism of 0-homology groups of a categorical at zero semigroup
and homology groups of its 0-reflector is proved. Some applications of 0-homology to
Eilenberg–MacLane homology of semigroups are given.
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Homology of semigroups and monoids was defined in works by Eilenberg
and MacLane, but it was not developed well later on and turned out to be
less investigated than cohomology of semigroups. Nevertheless they find their
application for different problems.
For instance, it is well-known [2] that if a groupG is a group of fractions of
its submonoid M then Hn(G,A) ∼= Hn(M,A) for every G-module A. In such
a situation Dehornoy and Lafont [4] construct free resolutions for monoids
which allow, in particular, to compute the homology of braid groups.
In [13] Squier showed that every monoid, possessing a finite complete
rewriting system, satisfied some homological condition. He answered nega-
tively the question on an existence of such a system for every finitely pre-
sented monoid with the solvable word problem. Squier’s approach was de-
veloped, for instance, in [7] where the method to construct a free resolution
for monoids with a complete rewriting system was described, which allowed
in its turn to find homology of such monoids.
Homology of free partially commutative monoids arise in the articles by
Husainov (see [6], [5]) in connection with the construction of homology groups
of asynchronous transition systems.
If a semigroup S contains the zero then its homology and cohomology are
trivial. In [9] (see also [11]) so called 0-homology was built which, generally
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speaking, is nontrivial for semigroups with zero. Furthermore, if S contains
the zero then a semigroup S¯, called 0-reflector of S, can be constructed (see
definition below) and its cohomology groups are closely connected with 0-
cohomology groups of S. Moreover for categorical at zero semigroups these
groups are isomorphic in all dimensions. In particular 0-cohomology allows
to compute cohomology groups in some cases.
In view of the aforesaid in [12] 0-homology of semigroups is constructed
and it is shown that the properties of the first 0-homology groups are similar
to those of the first 0-cohomology groups. In this work we study 0-homology
groups of greater dimensions. The main result about an isomorphism of 0-
homology groups of the categorical at zero semigroup and homology groups
of its 0-reflector is contained in Section 2 (notice that its proof essentially
differs from the proof of the similar statement for 0-cohomology). Section 3
is devoted to the defining relations of categorical at zero semigroups and is
auxiliary (however is of its own interest). It is used in Section 4 in examples
and applications of 0-homology to the computation of Eilenberg–MacLane
homology groups.
1 Preliminaries and basic definitions
All the modules under consideration are right modules. The notion Sem is
used for the category of semigroups.
Consider Sem0 — the category, which objects are semigroups with zero
elements, and morphisms are such mappings ϕ : S → T that ϕ(0) = 0,
ϕ−1(0) = 0 and ϕ(xy) = ϕ(x)ϕ(y) if xy 6= 0 (0-homomorphisms). The
subcategory of the category Sem0 consisting of semigroups with an adjoint
zero is, obviously, isomorphic to the category Sem. Therefore we will consider
Sem as the subcategory in Sem0.
Recall the definition of a reflective subcategory.
Definition 1.1 [8] A subcategory D of a category C is called reflective if to
each object C ∈ C such an object RD(C) ∈ D (called D-reflector of C) and
a morphism εD(C) : C → RD(C) are assigned that for every D ∈ D the
diagram
C
εD(C)
−→ RD(C)
↓
D
2
can be uniquely completed by a morphism from HomD(RD(C), D) up to com-
mutative one.
In [12] it was shown that the category Sem is reflective in Sem0. For
a semigroup S with zero we denote its Sem-reflector by S¯ and call it a 0-
reflector. For instance, the semigroup S with an adjoint zero has a trivial
0-reflector: S¯ = S.
The semigroup S¯ admits other equivalent constructions. Let S be given
by nonzero generators and defining relations:
S = 〈a1, . . . , ak | Pi = Qi, 1 ≤ i ≤ n〉. (1)
We say that a relation Pi = Qi is a zero relation if the value of the word Pi
in the semigroup S equals 0.
Proposition 1.2 [10, 12]. If all the zero relations in (1) are thrown off then
the semigroup obtained is the 0-reflector of S.
The following construction [9, 10] is convenient for direct work with the
elements of the semigroup S¯.
Let (S) denote the set of all sequences (s1, s2, . . . , sn), n ≥ 1, for which
the following conditions hold:
si ∈ S \ 0 for every 1 ≤ i ≤ n;
sisi+1 = 0 for every 1 ≤ i ≤ n− 1.
Define on the set (S) such a binary relation ν that (s1, . . . , sm)ν(t1, . . . , tn)
if and only if one of the following conditions holds:
1) m = n and there exists i (1 ≤ i ≤ m − 1) such that si = tiu, ti+1 =
usi+1 for some u ∈ S and sj = tj if j 6= i, j 6= i+ 1;
2) m = n + 1 and there exists i (2 ≤ i ≤ m − 1) such that si = uv,
ti−1 = si−1u, ti = vsi+1 for some u, v ∈ S, and sj = tj if 1 ≤ j ≤ i − 2, and
sj = tj−1 if i+ 2 ≤ j ≤ m.
Let ν¯ be the least equivalence containing ν and S¯ be a quotient set (S)/ν¯.
Let 〈s1, . . . , sn〉 denote the image of the element (s1, . . . , sn) ∈ (S) under
factorization. Then S¯ becomes a semigroup which elements are multiplied
by the following rule:
〈s1, . . . , sm〉〈t1, . . . , tn〉 =
{
〈s1, . . . , sm−1, smt1, t2, . . . , tn〉 if smt1 6= 0;
〈s1, . . . , sm−1, sm, t1, t2, . . . , tn〉 if smt1 = 0.
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The following notions give us an Abelian category required for building
0-homology.
Definition 1.3 [9] A 0-module over a semigroup S with zero is an Abelian
group A (in additive notation) with a multiplication A×(S\0)→ A satisfying
for every s, t ∈ S \ 0, a, b ∈ A the conditions
1) (a+ b)s = as+ bs,
2) if st 6= 0 then (as)t = a(st).
A homomorphism from a 0-module A to a 0-module B (over S) is an
Abelian groups homomorphism ϕ : A→ B such that ϕ(as) = ϕ(a)s for every
s ∈ S \ 0, a ∈ A.
0-Modules over the semigroup S form the category C0(S) that is isomor-
phic to the category C(S¯) of ordinary modules over S¯ [9]. The correspondence
between objects of these categories is specified in such a way. If A ∈ C0(S)
then A becomes an S¯-module by putting a〈s1, . . . , sn〉 = (. . . (as1)s2 . . . )sn
for a ∈ A. If A¯ ∈ C(S¯) then A¯ can be transformed into a 0-module over S
by putting a¯s = a¯〈s〉 for a¯ ∈ A¯ and s ∈ S \ 0.
Define now 0-homology groups for a semigroup S with zero 0 [12]. Let A
be a 0-module over S. By Dn we denote the subset of all n-tuples [s1, . . . , sn],
where sj ∈ S, j = 1, . . . , n, such that s1s2 . . . sn 6= 0. Let C
0
n(S,A) (n ≥ 1) de-
note the set of all (finite) linear combinations of elements fromDn with coeffi-
cients in A. We write down such a linear combination as
∑
as1,...,sn[s1, . . . , sn]
and call it an n-dimensional 0-chain. We put C00(S,A) = A.
The sets C0n(S,A) (n ≥ 0) are Abelian groups with respect to addition.
Define boundary homomorphisms ∂n : C
0
n(S,A)→ C
0
n−1(S,A) on the gener-
ators in an usual way:
∂n(a[s1, . . . , sn]) =as1[s2, . . . , sn] +
n−1∑
i=1
(−1)ia[s1, . . . , sisi+1, . . . , sn]+
(−1)na[s1, . . . , sn−1], if n ≥ 2;
∂1(a[s]) = as− a.
It is easy to see that ∂n is well defined and is a boundary homomorphism:
∂n−1∂n = 0.
Definition 1.4 The group H0n(S,A) = Ker ∂n/Im ∂n+1, n ≥ 1 is called an
n-th 0-homology group of a semigroup S with coefficients in a 0-module A.
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In other words the 0-homology groups H0n(S,A) are defined as the ho-
mology groups of the complex C0
∗
:
· · ·
∂3→ C02(S,A)
∂2→ C01 (S,A)
∂1→ A.
Along with the 0-homology of S we consider homology groups Hn(S¯, A)
of the 0-reflector S¯ with coefficients in the module A. According to one of
the definitions [2] they are the homology groups of the complex C∗:
· · ·
δ3→ C2(S¯, A)
δ2→ C1(S¯, A)
δ1→ A.
Here Cj(S¯, A) are groups of chains, i.e. linear combinations of the form
∑
ax1,...,xn[x1, . . . , xn]
where ax1,...,xn ∈ A, [x1, . . . , xn] are all the possible n-tuples of S¯ elements and
only finitely many summands are nonzero. The boundary homomorphisms
δn are similar to the 0-chains homomorphisms ∂n.
Remark. The zero homology group H0(S¯, A) equals A/Ker δ1, Ker δ1
being generated by all differences of the form at − a where a ∈ A, t ∈ S¯.
Therefore it is natural to define a zero 0-homology group as
H00 (S,A) = A/Ker ∂1.
The group Ker ∂1 is a subgroup in A generated by all differences of the form
as − a where a ∈ A, s ∈ S \ 0. The equality as − a = a〈s〉 − a induces the
embedding Ker ∂1 →֒ Ker δ1. Since each generator a〈s1, . . . , sm〉 − a of the
group Ker δ1 can be represented as
a〈s1, . . . , sm〉 − a = (. . . (as1) . . . )sn − a =(
(. . . (as1) . . . sn−1)sn − (. . . (as1) . . . )sn−1
)
+(
(. . . (as1) . . . sn−2)sn−1 − (. . . (as1) . . . )sn−2
)
+ · · ·+(
(as1)s2 − as1
)
+
(
as1 − a
)
,
this embedding is surjective. Hence, Ker ∂1 = Ker δ1 and
H0(S¯, A) = H
0
0 (S,A).
5
Notice that if S is a semigroup with the adjoint zero then H0n(S,A)
∼=
Hn(S \ 0, A).
If we consider A as a 0-module over the semigroup S and as an ordinary
module over S¯ then the group homomorphism εn : C
0
n(S,A) → Cn(S¯, A)
(n ≥ 1), defined as
εn(a[s1, . . . , sn]) = a[〈s1〉, . . . , 〈sn〉],
arises in a natural way.
We put also ε0 = idA. The homomorphisms family ε = {εn}
∞
n=0 can be
represented as a complex map:
. . . ✲ C02(S,A)
✲ C01(S,A)
✲ A
. . . ✲ C2(S¯, A)
✲ C1(S¯, A)
✲ A
❄ ❄ ❄
ε2 ε1 ε0
∂3 ∂2 ∂1
δ3 δ2 δ1
It is not difficult to check that for i ≥ 1 the equalities εi−1∂i = δiεi hold.
Hence, the map ε = {εn}
∞
n=0 is a chain map.
Thus the homomorphisms εn induce the homomorphisms ε
∗
n : H
0
n(S,A)→
Hn(S¯, A). For an arbitrary semigroup S with zero and a 0-module A the
following result was obtained in [12] (taking into account the remark, given
above, about the isomorphism of zero homology groups):
Theorem 1.5 ε∗k is an isomorphism for k ≤ 1 and an epimorphism for
k = 2.
2 The main theorem
In what follows A is a fixed 0-module over a semigroup S unless specified
otherwise.
Definition 2.1 [3] A semigroup S is called categorical at zero if xyz = 0
implies xy = 0 or yz = 0.
Our main result is contained in the following theorem:
Theorem 2.2 If S is categorical at zero then the map ε∗n : H
0
n(S,A) →
Hn(S¯, A) is an isomorphism for all n ≥ 0 and every 0-module A.
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In view of Theorem 1.5 the statement has to be proved only for n ≥ 2.
To prove that ε∗n is a monomorphism we make use of the following Lemma:
Lemma 2.3 [12] Let chain complexes M , N and a chain map α : M → N
be given:
. . . . . .✲ Mk+1
✲ Mk
✲ Mk−1
✲
. . . . . .✲ Nk+1
✲ Nk
✲ Nk−1
✲
❄ ❄ ❄
∂k+1 ∂k
δk+1 δk
αk+1 αk αk−1
If for some k ≥ 1 there exist module homomorphisms βj : Nj → Mj
(j = k, k + 1) such that
βkαk − idMk = 0, (2)
∂k+1βk+1 = βkδk+1, (3)
then the induced homology groups homomorphism α∗k : Hk(M) → Hk(N) is
a monomorphism.
We put Mk = C
0
k , Nk = Ck, αk = εk and construct suitable homomor-
phisms βk.
The following notations will be convenient: let X ili denote an element
〈xi1, . . . , x
i
li
〉 ∈ S¯. Besides if for an n-dimensional chain a[X1l1 , . . . , X
n
ln
] ∈
Cn(S¯, A) the conditions lj 6= 1, lj+1 = · · · = ln−1 = 1 hold, we put x
j = xjlj ,
xi = xi1, i = j + 1, . . . , n.
Define homomorphisms βn for n ≥ 2 on the generators of groups Cn(S¯, A)
βn(a[X
1
l1
, . . . , Xnln]) =


aX1l1−1[x
1, x2, . . . , xn], if l2 = · · · = ln−1 = 1
and x1x2 . . . xn 6= 0;
0, otherwise.
and then extend them by linearity. In the proofs of the following two lemmas
it is sufficient to verify identities on the generators of corresponding groups.
That is what we will use.
Lemma 2.4 For n ≥ 2 the equality βnεn = idC0n holds.
Proof. For n ≥ 2 and a[s1, . . . , sn] ∈ C
0
n we have:
βnεn(a[s1, . . . , sn]) = βn(a[〈s1〉, . . . , 〈sn〉]) = a[s1, . . . , sn],
since s1s2 . . . sn 6= 0. 
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Lemma 2.5 Let S be a categorical at zero semigroup. Then ∂nβn = βn−1δn
for all n ≥ 2.
Proof. For n = 2 Lemma 2.5 is a special case of Lemma 2.5 from [12].
Let n ≥ 3. Consider three possible cases for a generator a[X1l1 , . . . , X
n
ln
] ∈
Cn(S¯, A).
1. Let l2 = · · · = ln−1 = 1 and x
1x2 . . . xn 6= 0. Then
∂nβn
(
a[X1l1 , 〈x
2〉, . . . , 〈xn−1〉, Xnln]
)
= ∂n
(
aX1l1−1[x
1, . . . , xn]
)
=
aX1l1 [x
2, . . . , xn]− aX1l1−1[x
1x2, . . . , xn]+
n−1∑
j=2
(−1)jaX1l1−1[x
1, . . . , xjxj+1, . . . , xn] + (−1)naX1l1−1[x
1, . . . , xn−1] =
βn−1
(
aX1l1 [〈x
2〉, . . . , 〈xn−1〉, Xnln]−
a[〈x11, . . . , x
1
l1−1
, x1x2〉, 〈x3〉, . . . , 〈xn−1〉, Xnln]+
n−1∑
j=2
(−1)ja[X1l1 , 〈x
2〉, . . . , 〈xjxj+1〉, . . . , 〈xn−1〉, Xnln]+
(−1)na[X1l1 , 〈x
2〉, . . . , 〈xn−1〉]
)
= βn−1δn
(
a[X1l1 , 〈x
2〉, . . . , 〈xn−1〉, Xnln ]
)
.
2. Let l2 = · · · = ln−1 = 1 and x
1x2 . . . xn = 0. Then
∂nβn
(
a[X1l1 , 〈x
2〉, . . . , 〈xn−1〉, Xnln]
)
= 0
and
βn−1δn
(
a[X1l1 , 〈x
2〉, . . . , 〈xn−1〉, Xnln]
)
=
= βn−1
(
aX1l1 [〈x
2〉, . . . , 〈xn−1〉, Xnln]− a[X
1
l1
〈x2〉, 〈x3〉, . . . , 〈xn−1〉, Xnln]+
+
n−2∑
j=2
(−1)ja[X1l1 , 〈x
2〉, . . . , 〈xj〉〈xj+1〉, . . . , 〈xn−1〉, Xnln]+
+ (−1)n−1a[X1l1 , 〈x
2〉, . . . , 〈xn−1〉Xnln] + (−1)
na[X1l1 , 〈x
2〉, . . . , 〈xn−1〉]
)
.
In this expression βn−1 vanishes on all the summands of the intermediate
sum. Notice that, if x1x2 = 0 and x2x3 . . . xn = 0, then βn−1 vanishes on the
other summands too. If x1x2 = 0 but x2x3 . . . xn 6= 0 then βn−1 vanishes on
each summand of the last pair and
βn−1
(
aX1l1 [〈x
2〉, . . . , 〈xn−1〉, Xnln ]− a[X
1
l1
〈x2〉, 〈x3〉, . . . , 〈xn−1〉, Xnln]
)
= 0,
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since X1l1〈x
2〉 = 〈x11, . . . , x
1
l1−1
, x1, x2〉.
If x1x2 6= 0 then x2x3 . . . xn = 0 since S is categorical at zero. There-
fore βn−1 vanishes on each summand of the first pair. If at the same time
x2x3 . . . xn−1 6= 0 then categoricity at zero implies xn−1xn = 0. Hence,
〈xn−1〉Xln = 〈x
n−1, xn, xn2 , . . . , x
n
ln
〉 and
βn−1
(
(−1)n−1a[X1l1 , 〈x
2〉, ..., 〈xn−1〉Xnln ] + (−1)
na[X1l1 , 〈x
2〉, ..., 〈xn−1〉]
)
= 0.
Thus in this case βn−1δn = 0.
3. Finally consider the case lm > 1 for some 2 ≤ m ≤ n − 1. Again we
have ∂nβn
(
a[X1l1 , . . . , X
n
ln
]
)
= 0 and
βn−1δn
(
a[X1l1 , . . . , X
n
ln
]
)
=
= βn−1
(
aX1l1 [X
2
l2
, . . . , Xnln]− a[X
1
l1
X2l2 , . . . , X
n
ln
]+
+
n−2∑
j=2
(−1)ja[X1l1 , . . . , X
j
lj
Xj+1lj+1 , . . . , X
n
ln
]+
+ (−1)n−1a[X1l1 , . . . , X
n−1
ln−1
Xnln ]− a[X
1
l1
, . . . , Xn−1ln−1 ]
)
.
In this expression βn−1 vanishes on the summands of the intermediate sum
independently on m. If 2 < m < n−1 then βn−1 maps to 0 other summands
as well. If m = 2 then βn−1 vanishes on each summand of the last pair. Also
βn−1 either equals 0 on the both summands of the first pair or maps their
sum to 0. Similarly for m = n− 1.
The lemma is proved. 
Lemma 2.6 Let H0k(S,A)
∼= Hk(S¯, A) for a semigroup S with zero, k ≥ 1
and an arbitrary 0-module A. Then the map ε∗k+1 : H
0
k+1(S,A)→ Hk+1(S¯, A)
is an epimorphism.
Proof. Consider S¯-module A as a quotient module of a free S¯-module F by
a submodule B. Thus we have a commutative diagram with exact lines:
. . . ✲ H0k+1(S,F )
✲ H0k+1(S,A)
✲ H0k(S,B)
✲ H0k(S,F )
✲ H0k(S,A)
✲ . . .
. . . ✲ Hk+1(S¯, F )
✲
Hk+1(S¯, A)
✲
Hk(S¯, B)
✲
Hk(S¯, F )
✲
Hk(S¯, A)
✲ . . .
❄ ❄ ❄ ❄ ❄
ε∗
k+1
ε∗
k
Since F is a free module Hk(S¯, F ) = Hk+1(S¯, F ) = 0 and so Hk(S¯, B) ∼=
Hk+1(S¯, A). Under the conditions H
0
k(S,B)
∼= Hk(S¯, B) and H
0
k(S, F )
∼=
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Hk(S¯, F ) = 0. It follows from here that the map H
0
k+1(S,A) → H
0
k(S,B)
is an epimorphism. Finally commutativity of the diagram implies that the
map ε∗k+1 : H
0
k+1(S,A)→ Hk+1(S¯, A) is an epimorphism as well. 
The proof of Theorem 2.2. Lemmas 2.4, 2.5 imply conditions (2), (3) in
Lemma 2.3 for n ≥ 2 being satisfied. Hence, the map ε∗n is a monomorphism.
Applying successively Lemma 2.6 for k = 2, 3, . . . we obtain the required
statement. 
3 Defining relations of categorical at zero se-
migroups
Denote by S = 〈a1, . . . , an | Ai = Bi, i = 1, . . . , r〉 a semigroup with gen-
erators aj (1 ≤ j ≤ n) and defining relations Ai = Bi, i = 1, . . . , r. Let
S be categorical at zero. If some defining relation of the semigroup S is of
the form A = 0 then, in view of categoricity at zero, it is a consequence of
some equality aiaj = 0. Therefore in what follows we suppose that on the
set N = {1, 2, . . . , n} a relation Γ is given such that (i, j) ∈ Γ ⇔ aiaj = 0
and we write down a categorical at zero semigroup in the following form:
S = 〈a1, . . . , an | aiaj = 0 for (i, j) ∈ Γ;Ak = Bk, k = 1, . . . , m〉, (4)
where Ak 6= 0 and Bk 6= 0 for all k ≤ m.
Introduce the notations: Γai = {aj | (j, i) ∈ Γ}, aiΓ = {aj | (i, j) ∈ Γ}.
Besides denote the length of a word A by l(A); we suppose that in (4)
l(Ak) ≥ l(Bk) and l(Ak) ≥ 1 for all k ≤ m.
Proposition 3.1 Let a semigroup S be given in the form (4). Let Ak =
pkA
′
kqk and Bk = rkB
′
ksk. The words A
′
k and B
′
k can be empty and if l(Bk) =
1 we suppose that Bk = rk = sk (here pk, qk, rk, sk ∈ {a1, . . . , an}). The
semigroup S is categorical at zero if and only if Γpk = Γrk and qkΓ = skΓ
for all k ≤ m.
Proof. Let S be categorical at zero and, for instance, a ∈ Γpk. Then
Ak = Bk implies arkB
′
ksk = 0. Since B
′
k 6= 0, in view of categoricity, ark = 0.
Hence, a ∈ Γrk.
Next verify the converse statement. Let Γpk = Γrk, qkΓ = skΓ and
XY Z = 0, XY 6= 0, Y Z 6= 0. If the word XY Z contains a product aiaj = 0
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then either XY = 0 or Y Z = 0 which is impossible. Therefore the transfor-
mation of the word XY Z into zero is realized only by equalities Ak = Bk.
However, according to the condition, the products aiaj = 0 cannot appear
during such a transformation. Hence, contrary to the assumption either
XY = 0 or Y Z = 0. 
Consider now a connection between defining relations of semigroup S and
those of its 0-reflector S¯.
Proposition 3.2 Let a categorical at zero semigroup S be given by defining
relations (4). Then
S¯ = 〈〈a1〉, . . . , 〈an〉 | Ak = Bk, k = 1, . . . , m〉,
where the words Ak, Bk are considered in the alphabet 〈a1〉, . . . , 〈an〉. Con-
versely if S¯ is given by relations Ak = Bk (k = 1, . . . , m) then there exists a
subset Γ ⊆ N such that the semigroup S can be given in the form (4).
Proof. The first part of the proposition follows immediately from Proposi-
tion 1.2.
Let now the semigroup S¯ be defined by the relations Ak = Bk (k =
1, . . . , m) and C = D be an equality in S. If C 6≡ 0, D 6≡ 0 then this equality
holds in S¯ as well. Hence it is a consequence of the relations Ak = Bk. If,
for instance, C 6≡ 0, D ≡ 0 and C ≡ ai1 . . . air then categoricity at zero
implies aikaik+1 = 0 for some k, i.e. the equality C = 0 follows from aiaj = 0,
(i, j) ∈ Γ. The second part of the statement is proved. 
4 Some applications
The results of the previous section can be used to establish connections be-
tween ordinary homology groups and 0-homology ones. The following asser-
tion is a simple example:
Proposition 4.1 Let all the defining relations of a semigroup S be of the
form aiaj = 0. Then H
0
n(S,A) = 0 for all n > 1 and every 0-module A over
S.
Proof. According to Proposition 3.1 S is categorical at zero. Proposition 3.2
implies that S¯ is a free semigroup. Hence, Hn(S¯, A) = 0 for n > 1 (see, for
example, [2]). Now the statement follows from Theorem 2.2. 
11
Usually a semigroup with zero is simpler than its 0-reflector. Therefore
for computation of homology groups of a given semigroup T the following
technique can be used: find a categorical at zero semigroup S such that its
0-reflector S¯ is isomorphic to T , calculate H0n(S, ) and use Theorem 2.2.
Let a semigroup T be given in the form
T = 〈a1, . . . , an | Ak = Bk, k = 1, . . . , m〉 (5)
Introduce the notation: P = {Ak = Bk | 1 ≤ k ≤ m}. Let I(P) denote
the set of the elements x ∈ T such that Ak 6∈ TxT for all k. This set is an
ideal in T if it is not empty.
The following proposition proved in [12] is in some sense the converse to
Proposition 1.2. It will be helpful for us in examples.
Proposition 4.2 Let a semigroup T be given in the form (5) and I(P) 6= ∅.
If aj 6∈ I(P) for all 1 ≤ j ≤ m then T is a 0-reflector of the quotient
semigroup S = T/I(P).
Example 1. Consider the semigroup T = 〈a, b, c, d | ab = cd〉. Then
T \ I(P) = {a, b, c, d, x = ab = cd} and by Proposition 4.2 T = S¯ where S
consists of the elements 0, a, b, c, d, x, all the products being equal zero except
ab = cd = x. Since S3 = 0 we have H02 (S,A) = Ker ∂2 for each 0-module A
over S. An arbitrary 2-dimensional 0-cycle is of the form f = α[a, b]+β[c, d].
The equality ∂2f = 0 implies α = β = 0 and so H
0
2 (S,A) = 0. Hence
H2(T,A) = 0 by Theorem 1.5. This implies Hn(T,A) = 0 for every n ≥ 2
and every T -module A.
Example 2. Let T = 〈a, b, c | ab = ac〉. In this example T \ I(P) =
{a, b, c, ab}. Then by Proposition 4.2 T = S¯ where S consists of the elements
0, a, b, c, ab. Again S3 = 0 and we have H02 (S,A) = Ker ∂2. Let f = α[a, b] +
β[a, c] be a 2-dimensional 0-cycle. Then the equality ∂2f = 0 implies αa = 0
and β = −α. Thus the group H02 (S,A) is isomorphic to the subgroup Aa
of the 0-module A consisting of the elements α such that αa = 0. It is not
difficult to verify that S is a categorical at zero semigroup. So by Theorem 2.2
H2(T,A) ∼= Aa.
Let a semigroup T be given in the form (5). Assign to the defining
relations system P the graph ∆, which vertices set {1, 2, . . . , n} and the
edges are the pairs (i, j) such that the product aiaj is contained in some of
the words Ak, Bk (k ≤ m).
We call a vertex a of the graph ∆ an entrance (an exit) if (b, a) 6∈ ∆
(respectively (a, b) 6∈ ∆) for every vertex b.
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Theorem 4.3 Let a semigroup T , given in the form (5), satisfy the following
condition: for all the words Ak, Bk (k ≤ m) their first letters are entrances
and the last letters are exits in the graph ∆.
Then the semigroup
S = 〈x1, . . . , xn | xixj = 0⇔ (i, j) 6∈ ∆;Ak = Bk, k = 1, . . . , m〉,
where the words Ak, Bk are written down in the alphabet {x1, . . . , xn}, is
categorical at zero and T is a 0-reflector of S.
Proof. Let Ak = pkA
′
kqk, Bk = rkB
′
ksk where pk, qk, rk, sk ∈ {x1, . . . , xn}.
Since pk and rk are entrances Γpk = Γrk = {x1, . . . , xn} and similarly qkΓ =
skΓ. Because of the same reason none of the words Ak, Bk, (k ≤ m) contains
the other. Therefore in the semigroup none of the defining relations Ak = Bk
is a zero relation. According to Proposition 3.1 S is categorical at zero.
Proposition 3.2 implies that its 0-reflector is isomorphic to T . 
Corollary 4.4 Let a semigroup T is under the conditions of the previous
theorem and the graph ∆ does not contain any circuit. Then H l(T,A) = 0
for all l > l0 + 1 where l0 is the length of the longest path in ∆.
Proof. Consider the semigroup S from Theorem 4.3. In consequence of the
absence of circuits every word in S of the length greater than l0 + 1 equals
zero and so Sl0+2 = 0. Therefore C l0(S,A) = 0 as soon as l > l0 + 1. Hence,
Hl(T,A) ∼= H
0
l (S,A) = 0. 
Example 3. Consider the Adyan semigroup [1]:
T = 〈a, b, c, d, e | ab = cd, aeb = ced〉.
The graph ∆ for it is of the form:
✟
✟
✟
✟✯
❍
❍
❍
❍❥
❍
❍
❍
❍❥
✲
✟
✟
✟
✟✯
✲
a
c
b
d
e
Therefore all homology groups of dimension 4 and greater are trivial.
In conclusion we consider free products of semigroups.
In [12] the description of the first homology group of free product of two
semigroups was obtained. If S and T are semigroups without zero and A is a
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S ∗T -module we denote by A(S−1) (respectively by A(T −1)) a subgroup in
the module A generated by the elements of the form as−a where a ∈ A, s ∈ S
(respectively at− a where a ∈ A, t ∈ T ) and put A1 = A(S − 1) ∩A(T − 1).
Then the following proposition holds:
Proposition 4.5 H1(S ∗ T,A) is an extension of H1(S,A) ⊕ H1(T,A) by
A1.
In particular, if A is a trivial S∗T -module then H1(S∗T,A) ∼= H1(S,A)⊕
H1(T,A).
Now proceed to the homology groups of greater dimensions. Recall [3]
that a semigroup U is called a 0-direct union of semigroups {Sλ}λ∈Λ if U =⋃
λ∈Λ Sλ, Sλ ∩ Sµ = 0 and SλSµ = 0 for all λ 6= µ.
Lemma 4.6 Let a semigroup S be a 0-direct union of semigroups Sλ, (λ ∈
Λ). Then
H0n(S,A)
∼=
⊕
λ∈Λ
H0n(Sλ, A),
where A is a 0-module over S (and so over every Sλ as well) and n > 1.
Proof. Let c =
∑
as1...sn ⊗ (s1, . . . , sn) be an n-dimensional 0-cycle from
C0n(S,A). Then for every summand as1...sn ⊗ (s1, . . . , sn) all elements sj be-
long to the same semigroup Sλ, otherwise c is not defined. Therefore every
cycle can be given as the sum c = Σλ∈Λcλ where cλ is a cycle belonging to
C0n(Sλ, A). At the same time c = ∂c
′ for some c′ ∈ C0n+1(S,A) if and only if
cλ = ∂c
′
λ for all λ ∈ Λ, what implies the statement. 
Proposition 4.7 Let S =
∏
∗
λ∈Λ Sλ be a free product of semigroups Sλ. Then
Hn(S,A) ∼=
⊕
λ∈Λ
Hn(Sλ, A)
for every S-module A and each n > 1.
Proof. Similarly to the proof of Theorem 5 in [9] consider T — the 0-direct
union of the semigroups Tλ = Sλ ∪ 0 with extra zeroes. Then the semigroup
T is categorical at zero and T ≃ S. In view of Theorem 2.2 and the previous
lemma we obtain the required statement. 
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