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En los últimos años los métodos de aprendizaje de máquina han sido incluidos en muchas áreas 
de investigación para dar soporte al análisis de datos. Los modelos de clasificación, los cuales 
corresponden a métodos de aprendizaje no supervisado, se han convertido en un instrumento 
muy importante para el análisis de texto y el análisis de sentimiento no es la excepción. Por esta 
razón es importante tener en consideración las características de los datos ya que, dependiendo 
de su naturaleza, pueden afectar la calidad del clasificador entrenado.   
Este trabajo se centra sobre el problema en las clases desbalanceadas. Mediante dos métodos 
de balanceo, submuestreo y sobremuestreo, se lleva a cabo un experimento estadístico para 
determinar si balancear un conjunto de datos con clases desbalanceadas mejora o no la calidad 
de un clasificador usando máquinas de soporte vectorial. 
Usando dos diferentes modelos para vectorizar palabras, TF-IDF y Word2Vec, se evalúa mediante 
un análisis de varianza el F-Score del clasificador de texto obteniendo como resultado un F-Score 
mayor cuando se usa sobremuestreo para balancear clases en comparación al F-Score obtenido 
del clasificador usando los datos con las clases desbalanceadas.   
Palabras Clave: Balanceo de clases, análisis de sentimiento, aprendizaje de máquina, 
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Este documento consiste en una propuesta para trabajo final de investigación aplicada el cual 
explica y detalla un diseño de experimentos para determinar el efecto de balancear las clases de 
un conjunto de datos con clases desbalanceadas para análisis de sentimiento sobre el F1-Score 
resultante de un clasificador de texto.  
Para lo cual, este documento se estructura mediante la presentación del problema de 
investigación del cual se deriva la pregunta de investigación. Seguidamente, se plantea el 
objetivo general y objetivos específicos con los que se busca responder a la pregunta del 
problema. Se finaliza la sección introductoria del documento con la justificación del aporte, 
beneficios y para qué sirve la investigación propuesta. 
La segunda sección del documento presenta los resultados obtenidos mediante una revisión de 
literatura sobre trabajos de clasificación de texto. La tercera sección introduce una serie de 
conceptos clave para explicar y entender el contexto de la metodología a utilizar. 
Por último, la cuarta sección establece la metodología de trabajo para alcanzar los objetivos 
trazados en la segunda sección del presente documento.  
1.1 Problema 
Actualmente las técnicas de aprendizaje de máquina son una herramienta que muchos 
profesionales y académicos utilizan para solucionar problemas (Japkowicz, 2000).  La calidad de 
los resultados depende en muchas ocasiones no tanto de los algoritmos de clasificación como de 
la calidad de los datos.  El tratamiento de los datos utilizados es fundamental y debe llevarse a 
cabo antes de entrenar un clasificador (Japkowicz, 2000). Realizar un análisis descriptivo previo 
de los datos, puede evidenciar patrones o información valiosa que puede ser utilizada para 
construir un clasificador.  De esta forma, se puede lograr que el clasificador se vea menos 






El resultado de algunas investigaciones, en el área de análisis de texto, evidencia mejora en los 
resultados obtenidos aplicando algoritmos para tratar el desbalanceo en los datos  (Xu, y otros, 
2015) y (Pramokchon & Piamsa-nga, 2014).  La existencia de un desbalance en las clases de la 
variable o característica por estudiar agrega incertidumbre sobre los resultados obtenidos  
mediante un clasificador de texto (Hassanzadeh, Groza, Nguyen, & Hunter, 2014). 
  
A pesar de haber documentos de análisis de texto que hablan sobre el desbalanceo en los datos 
y autores que obtienen una mejora en resultados, ninguna investigación construye una 
herramienta científica que permita hacer una comparación de resultados donde sea posible 
concluir si la mejora en los resultados se debe al balanceo de clases o no. 
Lo anterior da como resultado el planteamiento de la siguiente pregunta la cual se desea 
responder mediante un diseño experimental. ¿Balancear las clases de un conjunto de datos 
mejora el resultado obtenido en el F-Score mediante el entrenamiento de un clasificador cuando 
se aplica a un problema de análisis de sentimiento? 
1.2 Objetivos 
1.2.1 Objetivo general 
Evaluar mediante un diseño experimental si la aplicación de submuestreo y sobremuestreo para 
balancear las clases de un conjunto de datos mejora el F-Score, en comparación con un análisis 
que no balancee las clases al entrenar un clasificador para análisis de sentimiento. 
1.2.2 Objetivos específicos 
1. Seleccionar mediante revisión de literatura un método de sobremuestreo y un método 
de submuestreo para balancear las clases en un corpus de comentarios.  
2. Construir un modelo de clasificación a partir de vectores de palabras usando un corpus 
de comentarios. 





4. Identificar diferencias, en el resultado del F-Score calculado, entre los métodos de 
balanceo de clases, sobremuestreo y submuestreo, y las clases sin balancear mediante 
un análisis de varianza. 
1.3 Justificación 
En análisis de texto o de sentimiento la fuente de datos está compuesta por documentos que a 
su vez están conformados por texto, y en algunos casos, etiquetados asignándole a cada texto 
una clase. Esta fuente de datos se conoce como corpus etiquetado.  El corpus debe estar 
seleccionado equilibradamente para tener una mejor representatividad. Esto quiere decir, que, 
si el corpus es etiquetado por clases, su material debe de ser relativamente proporcional,  
evitando ser tendencioso a una parte únicamente tal y como lo expone Sierra (2015). 
Por lo tanto, con la ayuda de un diseño experimental, la investigación a llevar a cabo pretende 
servir como evidencia científica para determinar si equilibrar las clases en un corpus mejora 
estadísticamente los resultados obtenidos mediante un clasificador de texto.  De esta forma, esta 
investigación pretende determinar en qué medida las técnicas de reequilibrio de las clases puede 
ayudar a minimizar el sesgo.  Ya que, existen otros factores que pueden afectar el resultado de 
un clasificador y conviene determinar cuál es el efecto del balanceo de clases sobre la calidad de 
los resultados.  Y se recalca, que no ha sido posible encontrar algún trabajo específico orientado 
a llevar a cabo esta evaluación en este dominio del análisis de sentimiento en español.  
Con los resultados del experimento a realizar se pretende generar información estadísticamente 
válida que permita beneficiar a los investigadores que trabajan con clasificadores de texto y 
permitirles no solo obtener mejores resultados, sino ayudarles con la construcción de corpus de 
texto para la creación de modelos de clasificación confiables.   
Los resultados del experimento propuesto tienen un gran aporte científico ya que sirve como 
evidencia para justificar que el balanceo de clases permite obtener mejores resultados mediante 
el entrenamiento de un clasificador de texto. También, permite realizar mayor investigación para 





1.4 Alcance y limitaciones 
La presente investigación se limitará a utilizar un único corpus, el cual es el utilizado para la 
competencia de InterTASS 2018 (SEPLN, 2020). Además, los resultados obtenidos en este 
experimento solamente pueden generalizarse sobre el corpus de texto usado en esta 
investigación. Se aclara que no se puede generalizar fuera de este dominio ya que para hacer 
una inferencia es necesario obtener una muestra aleatoria a partir de uno o varios corpus. 
Debido a que el objetivo de la investigación es meramente comparativo, se usarán solamente 
factores fijos en el diseño semi-experimental. Además, todos los métodos seleccionados serán 
usados con la configuración de parámetros por defecto. El clasificador de texto a usar serán las 
máquinas de soporte vectorial, ya que, según los resultados del TASS 2018, son las que mejores 

















2. Estado del arte 
Considerando que, según Sierra (2015), el equilibrio es una de las características que debe de 
cumplir un corpus lingüístico, el objetivo de realizar la revisión de literatura es determinar cómo 
los autores buscan satisfacer esta característica. 
Al momento de realizar la revisión de literatura y usando la hilera de búsqueda: ("Data Balance") 
AND ("Text Classification" OR "Sentiment Analysis") se encontraron un total de 34 documentos. 
Como se explica en el gráfico 1, inicialmente solo se encontraron 8 documentos, los cuales tratan 
sobre el problema de investigación. Para iniciar la revisión de literatura se seleccionan otros 17 
documentos los cuales son los más relevantes sobre clasificación de texto y/o análisis de 
sentimiento por lo cual se revisaron un total de 25 artículos de fuentes como Wiley, Springer y 
Redalyc.  De los documentos obtenidos, en ningún trabajo se orientó la investigación hacia la 
evaluación del efecto del rebalanceo sobre la calidad de los resultados de clasificación.  A 
continuación, se presentan los resultados de la revisión de literatura. 
 
Gráfico 1. Cantidad de documentos usados según la categoría 
 De los 17 documentos sobre clasificación de texto y/o análisis de sentimiento. Uno de estos 
documentos consideró tratar el desbalance de observaciones en las clases a predecir mediante 





documentos sobre clasificación de texto y análisis de sentimiento, solo se encontró un 
documento sobre análisis de sentimiento (ver gráfico 2). 
 
Gráfico 2. Distribución porcentual según área de aplicación 
Mientras que el gráfico 3 muestra que, de los 8 documentos sobre balance de clases, la cantidad 
de documentos es la misma para análisis de sentimiento y clasificación de texto.  
 






La mayor parte de los documentos analizados permiten concluir que son pocos los autores que 
toman en consideración balancear las clases para disminuir el sesgo provocado por el 
desbalanceo en las predicciones. En los artículos revisados solamente se encontró un par de 
autores que consideran evaluar el efecto sobre los resultados obtenidos mediante el balanceo 
de clases (Xu, y otros, 2015) y (Pramokchon & Piamsa-nga, 2014). 
Sin embargo, el autor no lleva a cabo un diseño experimental, sino que emplea elementos de 
estadística descriptiva (especialmente comparaciones entre los métodos estudiados) para 
evaluar la existencia o no de diferencias significativas. 
La revisión realizada refleja que existen pocos trabajos que logren sustentar la hipótesis de que 
gracias al balanceo de clases se obtienen mejores resultados, ya que muchos de ellos trabajan 
sobre nuevos algoritmos de balanceo (Liu, y otros, 2014). Otros autores comparan los métodos 
de balanceo para determinar cuál es mejor (Filiberto, Caballero, Bello, & Frías, 2011) y (Li, Wang, 
Wang, Liang, & Li, 2019). Por lo tanto, existe una gran oportunidad de investigación para analizar 
mediante un diseño experimental los efectos del balanceo de las categorías empleando un 














3. Marco teórico 
En esta sección se definen algunos conceptos necesarios e importantes para lograr comprender 
la metodología a utilizar en el desarrollo del experimento. Estos conceptos ayudarán a esclarecer 
la razón por la que se escogen las metodologías escogidas y que aplicación y resultado tienen 
sobre el trabajo realizado. 
Para lograr tener un mejor entendimiento de los conceptos se decide dividirlos en los temas 
centrales que abarca esta investigación. El primer de estos temas es el de representación de 
palabras en vectores sobre espacios numéricos o matemáticos. El segundo de los temas es sobre 
la definición de lo que son las clases de datos desbalanceadas y por siguiente los métodos 
existentes que pueden ser usados como medidas remediales a este problema.  
El tercer tema abarca la definición de un clasificador y los elementos necesarios para poder 
entrenarlo para obtener predicciones mediante un modelo. El cuarto tema consiste en definir 
los conceptos clave para entender el objetivo y configuración de un diseño de experimentos. El 
quinto tema abarca los conceptos de los indicadores y métodos que se usarán para evaluar los 
resultados del clasificador entrenado. 
Por último, el sexto tema comprende los conceptos necesarios para entender cómo se evalúan 
los resultados de un diseño experimental a nivel estadístico. 
3.1 Representaciones vectoriales de palabras 
La representación vectorial de palabras o word embeddings son representaciones numéricas de 
palabras según su contexto en un corpus. Las representaciones vectoriales de palabras capturan 
la información semántica y sintáctica de las palabras la cual puede ser usada para medir la 






Figura 1. Representación de palabras en vectores de cuatro dimensiones 
Tomado de: https://www.tensorflow.org/tutorials/text/word_embeddings 
 
La figura 1 muestra un ejemplo de cómo se representa una palabra, en el ejemplo anterior tres 
palabras, en un vector de cuatro dimensiones. Gracias a esta metodología se pueden realizar 
operaciones algebraicas para determinar, dados vectores de palabras, cuál es la palabra más 
cercana. Un ejemplo básico de la funcionalidad de esta metodología es por ejemplo cuál es la 
palabra más cercana para resolver la pregunta ¿Cuál es la palabra para resolver la analogía Roma 
es la capital de Italia como París es la capital de?  
Para contestar la pregunta anterior se realiza la siguiente operación matemática:  
vector X = vector(“Italia”) – vector(“Roma”) + vector(“París”) 
Bajo un contexto semántico y sintáctico se esperaría que la respuesta o resultado de esta 
operación sea “Francia”, siempre y cuando la palabra exista en el corpus usado (Mikolov, Chen, 
Corrado, & Dean, 2013). 
3.1.1 Construcción de representaciones vectoriales de palabras 
Según (Angulo, 2019), en la construcción de representaciones vectoriales de palabras hay que 
considerar tres conceptos importantes: el corpus o textos de donde se obtienen las entradas de 






Con respecto a los algoritmos, (Baroni, Dinu, & Kruszewski, 2014), citados por (Angulo, 2019),  
menciona dos categorías de algoritmos para crear word embeddings. El primer método 
remarcado son los que se basan en métodos de conteo mediante cálculos estadísticos. El 
segundo método son los que se basan mediante una predicción a partir de las palabras vecinas 
en un espacio vectorial. 
Existen varios algoritmos para construir Word embeddings: Tf-idf, GloVe y Word2Vec (Jurafsky y 
Martin, 2018), citado por (Angulo, 2019). Sin embargo, para esta investigación se explicará el 
algoritmo Word2Vec. Según lo antes mencionado, este algoritmo se basa en un algoritmo 
predictivo según la cercanía de otras palabras dentro de un espacio vectorial.  
3.1.2 Word2Vec 
Es un método predictivo para representar las palabras como vectores cortos y densos (donde la 
mayoría de los valores son distintos a cero). El método predictivo utiliza una técnica denominada 
ventana de contexto la cual recorre palabra por palabra y captura el contexto de una palabra 
objetivo, que será computado para crear los word embeddings (Angulo, 2019). 
La idea principal de este método es que en lugar de contar la frecuencia con la que una palabra 
w aparece cerca de otras, se entrena un clasificador sobre una predicción binaria, basada en una 
palabra objetivo w y una palabra c, la cual es: ¿La palabra c aparece en el contexto de w? (Angulo, 
2019). 
Este método es propuesto por Tomas Mikolov y compañía en 2013 en el artículo llamado 
“Efficient estimation of Word representations in vector space”. En este artículo los autores 
proponen dos arquitecturas para el método. La primera de ellas es “Continuos Bag-of-Words” 
(CBOW), el cual consiste en tratar de predecir la palabra objetivo basándose en las palabras que 
están en el contexto. La segunda arquitectura es el Skip-grama, el cual predice el contexto 
basándose en la palabra objetivo. Esta se utiliza como entrada para un clasificador lineal-
logarítmico y se predicen las palabras dentro de un rango a la izquierda y a la derecha de la 





3.1.3 Corpus lingüístico 
Un corpus lingüístico se puede definir como un conjunto de textos de materiales escritos y/o 
hablados, debidamente recopilados para realizar ciertos análisis lingüísticos. Para una definición 
de esta naturaleza es necesario detallar ciertas características que deben de cumplir este 
conjunto de textos para poder ser tratados como corpus lingüísticos (Sierra, 2015). 
La primera característica de un corpus es que deben de ser representativos. La segunda 
característica es que deben de ser debidamente recopilados. La tercera característica es está 
relacionada directamente con la primera y la segunda, y es que el objetivo de un corpus 
lingüístico debe de ser construido para un análisis lingüístico (Sierra, 2015).  
3.2 Tratamiento a las clases desbalanceadas 
Dado un conjunto de datos cuando se trata de resolver un problema de clasificación es necesario 
tomar en cuenta la cantidad de observaciones en cada clase. Tener una buena representación 
de las diferentes instancias o clases es un elemento importante para una tarea de clasificación. 
Sin embargo, la mayor cantidad de veces nos encontramos con que las clases están sesgadas 
debido a que una de las clases tiene una proporción más alta de observaciones (Hassanzadeh, 
Groza, Nguyen, & Hunter, 2014) 
La naturaleza de los datos o clases desbalanceadas reduce el rendimiento de los métodos de 
clasificación debido al sesgo que provoca la clase con mayor cantidad de observaciones. Lo 
anterior provoca que los errores de clasificación en la clase o clases con menor cantidad de 
observaciones sean mayores en comparación a las clases con más información, es decir falsos 
positivos (Hassanzadeh, Groza, Nguyen, & Hunter, 2014).  
Cuadro 1. Distribución de comentarios por categorías  












Con el Cuadro 1 se puede ejemplificar el desbalance en las clases. En este caso la clase con más 
observaciones es la N, la cual representa comentarios negativos, con 912 (39% del total). La clase 
con menor cantidad de observaciones es NEU, la cual representa comentarios neutros, con 297 
(13% del total). Si se entrena un clasificador con estos datos posiblemente habría más 
probabilidad de obtener falsos positivos a la hora de clasificar comentarios que por su naturaleza 
son neutros. 
Este tipo de problema ha provocado que haya investigaciones cuyo objetivo es crear algoritmos 
que funcionen como medida remedial. Volviendo con el ejemplo del cuadro 1 en donde tenemos 
cuatro clases, lo ideal sería que para cada una de ellas haya 583 observaciones 
aproximadamente, de esta forma nos aseguramos de que la información que provee cada clase 
sea la misma. 
En este trabajo se van a usar dos técnicas, las cuales son las que más se usan según la revisión de 
literatura. La primera de ella se basa en algoritmos de submuestreo, usando el algoritmo 
NearMiss. La segunda técnica se basa en el sobre-muestreo usando el algoritmo SMOTE. Estas 
dos técnicas y algoritmos respectivos se explicarán más adelante.  
3.2.1 Algoritmos de submuestreo 
Los algoritmos de submuestreo se basan en disminuir “artificialmente” el número de 
observaciones que pertenecen a la clase con mayor número de elementos (Romero, Iglesias, & 
Borrajo, 2012). Este proceso se lleva a cabo hasta balancear las clases. Los algoritmos de esta 
clase trabajan bajo el supuesto que en la clase con mayor número de elementos existe cierta 
redundancia, por lo que una muestra con menor número de elementos es representativa para 
el resto (Dal Pozzolo, Caelen, Johnson, & Bontempi, 2015). 
Algunos de los algoritmos para submuestreo son los siguientes: La regla del vecino cercano 
condensado, método del vecino cercano editado, método vecino cercano repetido, submuestreo 
aleatorio, Clúster generados por centroides, AllKNN, submuestreo por umbrales, regla de 





2017).  Debido a que en esta investigación se utilizará el método NearMiss, se procede a 
describirlo con mayor detalle a continuación. 
3.2.2 Método NearMiss 
Este algoritmo se basa la teoría del vecino más cercano o KNN por sus siglas en inglés (K-Nearest 
Neighbor), de esta forma obtiene una observación de entre los vecinos más cercanos (Zhang & 
Mani, 2003).  
Específicamente, este método busca obtener, de la clase con más observaciones, los elementos 
cuyas distancias con los elementos de la clase o clases con menor cantidad de observaciones se 
la menor posible (Zhang & Mani, 2003). 
 
Figura 2. Método NearMiss 






3.2.3 Algoritmos de sobremuestreo 
Los algoritmos de sobremuestreo se basan en completar el número de observaciones de las 
clases con menor cantidad de ocurrencia, “duplicando” los casos mediante un muestreo. Lo que 
buscan estos algoritmos es que cada una de las clases tengan igual cantidad de observaciones. 
La desventaja de este método es que al duplicar la clase con menor cantidad de observaciones 
si agrega un sesgo (Dal Pozzolo, Caelen, Johnson, & Bontempi, 2015). 
En el caso de sobremuestreo también existen varios algoritmos, algunos de ellos son: algoritmo 
adaptativo sintético (ADASYN), SMOTE, frontera con SMOTE, KNN con SMOTE, SVM-SMOTE y 
sobremuestreo aleatorio (Lemaitre, Nogueira, & Aridas, 2017).  Debido a que en este trabajo se 
utilizará el método SMOTE se procede a describir el mismo con mayor detalle a continuación.  
3.2.4 Método SMOTE 
A continuación, se explica el método SMOTE que significa Synthetic Minority Over-sampling 
Technique. Esta técnica consiste en sobre muestrear las clases con menor cantidad de 
observaciones usando los mismos elementos de la clase minoritaria creando datos sintéticos 






Figura 3. Método SMOTE tomado de: https://imbalanced-learn.org/stable/over_sampling.html#smote-adasyn 
 
En la figura 3 se aprecia mejor el concepto de datos sintético, en la figura xnew. Este dato se calcula 
de la siguiente manera: 
 𝑥𝑛𝑒𝑤  =  𝑥𝑖 +  𝜆 𝑥 (𝑥𝑧𝑖 −  𝑥𝑖 ) (1) 
Donde λ es número aleatorio en el rango [0,1]. 
3.3 Clasificación de la polaridad 
La clasificación de polaridad tiene la tarea de asignar, etiquetar o categorizar un texto o 
documento en específico. En el procesamiento de lenguaje natural los clasificadores de texto 
pueden analizar y asignar un conjunto de etiquetas o categorías predefinidas basadas en el 
contenido de los textos de forma automática (Angulo, 2019). 
En el trabajo de Angulo, 2019, divide el trabajo de clasificación de texto en dos fases. La primera 
de ellas es la extracción de características mediante un método como TF-IDF, TF, Word2Vec, 
entre otras. La segunda fase consiste en utilizar una técnica de clasificación, por ejemplo: naive 






Figura 4. Proceso clasificación de polaridad de texto 
 
En la figura 4 se detalla el proceso para clasificar documentos de texto. En la entrada de datos el 
documento consiste en los documentos de texto y si estos están clasificados en positivo, neutro 
o negativo. El siguiente paso es extraer las características de los documentos de texto. El tercer 
y último paso es usar las características extraídas para entrenar el clasificador de texto.  
3.3.1 Conjunto de entrenamiento 
Un conjunto de entrenamiento es una serie de ejemplos utilizados para aprender (Rashcka & 
Mirjalili, 2017) citado por (Angulo, 2019). Con este conjunto de datos el clasificador aprende los 
patrones que existen para clasificar los datos nuevos. En el caso de esta investigación el 
conjunto de entrenamiento consistirá en un porcentaje del corpus anotado. 
3.3.2 Modelo de clasificación 
Para el ejercicio de este experimento se hará uso de las máquinas de soporte vectorial como 
modelo de clasificación. Estas corresponden a máquinas de aprendizaje que toman distintas 
características de los elementos que se quieren clasificar y los llevan a un espacio vectorial 
multidimensional. Es en este espacio, donde el algoritmo identifica, de forma óptima, un 
hiperplano que separa a los vectores de una clase del resto (ver figura 5). Es en ese concepto de 
“separación óptima” donde reside la característica fundamental de estos algoritmos (Cárdenas, 






Figura 5. Espacio bi-dimensional e hiperplano separando dos clases. Tomado de (Angulo, 2019) 
 
3.3.3 Análisis de sentimiento 
El análisis de sentimiento se define como el estudio computacional de opiniones, sentimientos y 
emociones expresadas en textos. El objetivo principal del análisis computacional de sentimientos 
consiste en determinar la actitud de un escritor ante determinados productos, situaciones, 
personas u organizaciones, identificar los aspectos que generan opinión, quién las posee, y cuál 
es el tipo de emoción (me gusta, me encanta, lo valoro,  lo odio) o su orientación semántica 
(positiva, negativa, neutra). (Dubiau & Ale, 2013). 
El tipo de información que puede obtenerse utilizando sistemas de análisis de sentimientos 
incluye: polaridad de sentimientos en críticas sobre arte, productos o servicios; nivel de 
fidelización de clientes: opinión pública sobre representantes políticos o situaciones de interés 
social; predicciones sobre resultados de elecciones; tendencias de mercado, etc. (Dubiau & Ale, 
2013). 
3.4 Diseño de experimentos 
El diseño de experimentos es un método estadístico que se aplica en una amplia gama de 
disciplinas tales como la medicina, agronomía, entre otras. La experimentación corresponde a 
una de las etapas del método científico cuyo propósito es construir una herramienta que permita 





cuales se prueban mediante los resultados obtenidos los cuales, a su vez, puedan ser utilizados 
para crear nuevas conjeturas y ponerlas a prueba nuevamente (Montgomery, 2012). 
En el trabajo propuesto se busca entender científicamente el efecto del balanceo de datos en la 
clasificación de sentimientos mediante el análisis de texto.  
3.4.1 Factores 
Para explicar los factores dentro de un experimento se usará un ejemplo, para de esta forma, 
explicar el efecto de este sobre la variable de estudio. Suponga que se desea saber qué efecto 
existe en la aplicación de la cantidad de watts en la vida útil de componente electrónico. En el 
caso del ejemplo anterior se tiene que la cantidad de watts es el factor ya que la aplicación de 
diferentes niveles de watts podría tener un efecto sobre la vida útil del componente electrónico.  
Existen dos formas diferentes para determinar el efecto de los niveles del factor sobre la variable 
de estudio, los efectos fijos y los efectos aleatorios, ambos explicados más adelante. Para efectos 
de este trabajo se aplicarán efectos fijos.  
Los efectos aleatorios son utilizados cuando dentro de los posibles niveles del factor existe un 
número grande de posibilidades. Un ejemplo de esto es cuando se elige usar un algoritmo de 
clasificación cuyo parámetro se encuentra en un rango [0,1]. A pesar de que sean números 
pequeños, en ese intervalo existe una cantidad de números infinita, por lo que se podría obtener 
una muestra aleatoria dentro de ese rango y aplicarlo como niveles en un factor, a lo anterior se 
le llaman efectos aleatorios (Montgomery, 2012). 
Por otra parte, los efectos fijos corresponden a cuando el factor se puede configurar sobre un 
número finito de niveles. Para ejemplificar los efectos fijos se usará la investigación propuesta 
en este documento. En este caso el factor corresponde al tipo de técnica para balancear. Los 
niveles son finitos ya que sólo se cuenta con tres: sobremuestreo, submuestreo y un grupo 





3.4.2 Tamaño de muestra  
En diseño de experimentos el tamaño de la muestra es muy importante ya que como resultado 
de su tamaño se verá afectado el error de tipo 1 y el error de tipo 2. En diseño de experimentos 
el tamaño de la muestra viene dado por lo que se conocen como réplicas  (Montgomery, 2012).  
Por réplica se entiende la ejecución de la combinación de los niveles de un factor independiente 
a alguna otra ejecución realizada.  El tamaño de la muestra está relacionado con error tipo 1, el 
cual consiste en la probabilidad de refutar estadísticamente nuestra hipótesis cuando es 
verdadera. El error de tipo 2 es la probabilidad de no refutar estadísticamente la hipótesis de 
investigación cuando ésta es falsa (Montgomery, 2012).  
Cuando se desea minimizar esta probabilidad es necesario trabajar con una muestra mayor 
(Montgomery, 2012). Para obtener el tamaño de muestra se usa una función programada en el 
lenguaje de programación R la cual se llama power.anova.test. Esta función se enfoca en el 
análisis de varianza y utiliza como parámetros los siguientes valores: 
• Varianza Entre Grupos: Este valor consiste en la varianza existente entre los promedios 
de los grupos.  
• Varianza Intra Grupos: Este valor consiste en la varianza de todas las observaciones.   
• Nivel de Significancia: Probabilidad de cometer error tipo 1 (5%) 
• Tamaño de Muestra por Grupo: Este valor consiste en la cantidad de observaciones para 
cada grupo. En el experimento actual es el valor buscado. 
• Poder de la Prueba: El poder de la prueba se calcula restándole a uno la probabilidad de 
cometer el error tipo 2. Para este experimento se busca que exista un 25% de 
probabilidad de cometer el error tipo 2, por lo tanto, el poder de la prueba buscado es 
del 75%.  
3.4.3 Análisis de varianza de una vía 
Montgomery, 2012, define el análisis de varianza como el análisis de una vía o análisis de varianza 
de un solo factor ya que se está investigando un único factor. Para ejemplificar esta definición 





datos. Existen dos modelos que son usados para realizar este análisis. El primero de ellos se llama 
el modelo de promedios y se define de la siguiente forma: 
 𝑦𝑖𝑗 =  𝜇𝑖 +  𝜀𝑖𝑗 {𝑖 = 1, 2, …, 𝑎  𝑗 = 1,2, … , 𝑛} (2) 
Donde, yij es la ij-ésima observación, µi es el promedio del i-ésimo nivel del factor o tratamiento, 
y εij es el componente de error aleatorio que es incorporado por todas las fuentes de variabilidad 
en el experimento. El segundo modelo se llama el modelo de efectos y se define de la siguiente 
forma: 
 𝑦𝑖𝑗 =  𝜇 +  𝜏𝑖 +  𝜀𝑖𝑗 {𝑖 = 1, 2,… , 𝑎  𝑗 = 1, 2, …, 𝑛 } (3) 
En esta forma del modelo, µ es un parámetro común entre todos los tratamientos y se llama el 
promedio global, y τi es un parámetro único asociado al i-ésimo tratamiento llamado i-ésimo 
efecto de tratamiento. Para probar de forma correcta la hipótesis, se establecen los siguientes 
supuestos: los errores del modelo deben de distribuirse de acuerdo con una distribución normal 
y ser independientes con promedio cero y varianza σ2 asumiendo que es constante en todos los 
tratamientos. 
3.4.4 Contraste de hipótesis 
Una hipótesis estadística es una afirmación sobre el valor de unos parámetros o distribución la 
cual refleja una conjetura sobre algún problema en específico (Montgomery, 2012). Mediante el 
uso de técnicas estadísticas tales como análisis de varianza, comparación de medias entre 
diferentes grupos, entre otros, se busca obtener evidencia estadística para, por lo general, 
refutar la conjetura planteada. 
La conjetura planteada es tratada como la hipótesis nula, generalmente denotada de la forma 
𝐻0, la cual da como resultado de forma automática la existencia de una hipótesis alternativa, 
generalmente denotada de la forma 𝐻1. La decisión que se tome respecto a la hipótesis nula 





La prueba de hipótesis es un problema típico de decisión ante la incertidumbre. Con ayuda de la 
probabilidad y la teoría estadística se obtiene y recopilan los datos suficientes para tomar una 
decisión respecto a la hipótesis nula y además a disminuir el grado de incertidumbre. 
3.5 Evaluación de los resultados de clasificación 
En la evaluación de los resultados de clasificación se tomarán las medidas del conjunto de prueba 
usado en el clasificador. Para esta medición se tabulan los resultados para comparar el valor real 
de cada clase con el valor asignado por el clasificador. Una vez tabulados los resultados se 
pueden obtener tres métricas que más adelante son explicadas con detalle. Estas métricas son: 
la precisión, la exactitud y la cobertura o exhaustividad. En conjunto corresponden un primer 
método de medición. 
Un segundo método de medición es el F-Score. Este método es el usado para evaluar los 
clasificadores a usar en el diseño experimental. Consiste en un indicador compuesto por las tres 
métricas mencionadas anteriormente. Se describe con mayor detalle en esta sección.  
3.5.1 Conjunto de pruebas 
En el caso de la clasificación de texto, cada elemento de un conjunto de pruebas está constituido 
por un texto, y su etiqueta o polaridad. A diferencia del conjunto de entrenamiento que es 
utilizado para entrenar los clasificadores, el conjunto de pruebas es utilizado para evaluar los 
modelos de clasificación (Angulo, 2019). 
El conjunto de pruebas tiene que ser independiente al conjunto de entrenamiento, esto es, que 
no tiene que existir intersección entre los elementos, es decir, una observación que se encuentre 
en el conjunto de datos de entrenamiento no puede existir en el conjunto de datos de prueba y 
viceversa. Ambos conjuntos deben de seguir la misma distribución probabilística (Angulo, 2019). 
3.5.2 Métricas 
Para determinar las métricas necesarias para el cálculo del indicador F-Score es necesario definir 







Cuadro 2. Matriz de confusión para tres clases 
Real / Predicho Ap Bp Cp 
Ar ArAp ArBp ArCp 
Br Br Ap Br Bp Br Cp 
Cr Cr Ap Cr Bp Cr Cp 
 
En el Cuadro 2 las filas representan las clases reales, mientras que las columnas representan las 
clases predichas por el clasificador. De este cuadro es que salen los indicadores necesarios para 
el cálculo final del F-Score. Es importante mencionar que los valores en la diagonal de la matriz 
mostrada en el Cuadro 2 corresponde a los casos verdaderos mientras cualquier otro valor 
corresponderá a una clasificación falsa por parte del clasificador. 
Las métricas siguientes se calculan a partir de la matriz obtenida del Cuadro 2. 
Exactitud o Accuracy 
Esta métrica corresponde a la suma de los elementos de la diagonal de la matriz dividido entre 
la suma de casos total. Esta métrica se puede definir de la siguiente manera: 
 ∑ 𝑉




Donde V corresponde a los elementos de la matriz en el cuadro 1 que pertenecen a la diagonal 
y F corresponde a los elementos de matriz en el cuadro 1 que no pertenecen a la diagonal.  
Precisión o Precision 
Esta métrica corresponde al elemento verdadero de la fila que contiene a las clases reales 
dividido entre la suma de los elementos de la clase real. Esta métrica se puede definir de la 
siguiente manera: 
 ArAp,Br Bp,Cr Cp  









Cobertura o exhaustividad o Recall 
Esta métrica corresponde al elemento verdadero de la columna que contiene a las clases 
predichas dividido entre la suma de los elementos de la clase predicha. Esta métrica se puede 
definir de la siguiente manera: 
 ArAp,Br Bp,Cr Cp  





El puntaje F o macro F-Score es una medida estadística para medir la precisión predictiva de un 
clasificador entrenado mediante alguna técnica de aprendizaje de máquina. Este indicador se 
calcula utilizando la información del indicador de precisión y la información del recall. 
 
𝐹𝛽 = (1 + 𝛽
2)𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙




En la fórmula 7, el valor del parámetro β = 1. 
3.6 Evaluación de los resultados del experimento 
Para evaluar los resultados del experimento es necesario llevar a cabo un análisis estadístico que 
permita establecer conclusiones sobre la existencia de un efecto o no del balanceo de clases 
sobre el F-Score. El análisis escogido para llevar a cabo el experimento es el análisis de varianza 
de una vía, el cual permitirá saber si hay un grupo diferente si los datos cumplen con los 
supuestos del modelo.  
Si se determina la existencia de una diferencia es necesario evaluar dónde existe esa diferencia 





3.6.1 Análisis estadístico 
Para el análisis estadístico se asume que los errores o incertidumbre que afecta el análisis se 
distribuye de manera normal y es independiente, los mismos supuestos aplican para el F-Score. 
El estadístico por utilizar para poner a prueba la hipótesis nula se llama el estadístico F y este se 
obtiene del cuadrado medio de los tratamientos y el cuadrado medio del error (Montgomery, 
2012). 
Cuadrado medio de los tratamientos 
Esta medida de la suma de cuadrados de los tratamientos. La suma de cuadrados de los 
tratamientos consiste en la multiplicación del tamaño de muestra o replicas por la suma de la 
diferencia al cuadrado del promedio del tratamiento i con el promedio global. Esta se define de 
la siguiente manera: 
 






La suma de cuadrados de tratamientos se divide entre la cantidad de tratamiento menos uno y 








Donde a es la cantidad de tratamientos. 
Cuadrado medio de los errores 
Esta medida se compone de la suma de cuadrados del error, la cual se calcula mediante la 
diferencia de la suma de cuadrados total y la suma de cuadrados de tratamientos. En primer 
lugar, se define de la siguiente manera la suma de cuadrados total: 
 













Por lo tanto: 
 𝑆𝐶𝐸 =  𝑆𝐶𝑇 −  𝑆𝐶𝑇𝑟𝑎𝑡𝑎𝑚𝑖𝑒𝑛𝑡𝑜𝑠  (11) 
Por último, el cuadrado medio del error se divide por la diferencia de la cantidad total de 
observaciones y cantidad de tratamientos.  
 







Este estadístico sigue una distribución de probabilidad F y se calcula dividiendo el cuadrado 
medio de los tratamientos entre el cuadrado medio de los errores. Este estadístico se define de 
la siguiente manera:  
 





Este estadístico se interpreta como el estadístico calculado y se compara contra un estadístico 
teórico que se define mediante la distribución de probabilidad. En este experimento la regla para 
este estadístico se determinará mediante el valor p, el cual determina la probabilidad de error 
del experimento y la cual se compara contra una probabilidad teórica la cual es 5%. 
3.6.2 Análisis por intervalos de confianza 
Este análisis se utiliza para expresar los resultados finales en términos de intervalos de confianza 
y además desea mostrar que tan amplios pueden ser de acuerdo con la configuración del 





















El análisis mediante intervalos de confianza es útil ya que si alguno de los intervalos se interseca 
entonces podemos concluir que no hay diferencia estadística, mientras si los intervalos no se 
intersecan entonces si existe una diferencia entre promedios. 
3.6.3 Pruebas de comprobación supuestos 
Cumplir con los supuestos es muy importante para que la prueba tenga validez estadística, ya 
que la violación de estos supuestos puede significar que la configuración del experimento no es 
necesariamente la mejor. Para este experimento hay dos supuestos fundamentales a verificar. 
El primero es la prueba de normalidad y el segundo es de igualdad de varianzas (Montgomery, 
2012). 
Prueba de normalidad 
Normalmente este supuesto se verifica de manera visual graficando los errores sobre una 
distribución teórica normal. 
 
Figura 6. Gráfico probabilidad normal de residuos 
En la figura 6, se aprecia que los errores mantienen una distancia mínima sobre la línea teórica 
de probabilidad, por lo que no se viola el supuesto de normalidad. Sin embargo, existen pruebas 
estadísticas que permiten determinar si la distribución de las observaciones sigue una 
distribución de probabilidad normal. Una de estas pruebas es la de Shapiro-Wilk, la cual se basa 
en el cálculo de un estadístico W el cual se compara con una distribución de probabilidad teórica 





Prueba para normalidad Shapiro – Wilk 
La prueba de normalidad de Shapiro – Wilk se basa en el cálculo del estadístico W, el cual se 
define de la siguiente forma: 









La prueba de hipótesis a contrastar para determinar si un conjunto de datos s igue o no una 
distribución normal es la siguiente: 
𝐻0 :𝐿𝑜𝑠 𝑑𝑎𝑡𝑜𝑠 𝑠𝑖𝑔𝑢𝑒𝑛 𝑢𝑛𝑎 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑐𝑖ó𝑛 𝑛𝑜𝑟𝑚𝑎𝑙 
𝐻1:𝐿𝑜𝑠  𝑑𝑎𝑡𝑜𝑠 𝑛𝑜 𝑠𝑖𝑔𝑢𝑒𝑛 𝑢𝑛𝑎 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑐𝑖ó𝑛 𝑛𝑜𝑟𝑚𝑎𝑙 
Lo que se busca con esta prueba es tener la suficiente evidencia estadística para no rechazar la 
hipótesis nula. 
Prueba igualdad de varianza 
Para verificar la igualdad de varianza se usará una prueba formal. Esta prueba formal se llama la 
prueba de Levene y utiliza la desviación absoluta de las observaciones de cada tratamiento con 
respecto a la mediana. La hipótesis por evaluar es la siguiente: 
𝐻0: 𝜎1
2 =   𝜎2
2 = ⋯ =   𝜎𝑎
2 
𝐻1 :𝐸𝑥𝑖𝑠𝑡𝑒 𝑎𝑙 𝑚𝑒𝑛𝑜𝑠 𝑢𝑛𝑎 𝑣𝑎𝑟𝑖𝑎𝑛𝑧𝑎 𝑑𝑖𝑠𝑡𝑖𝑛𝑡𝑎 
Lo que se busca con esta prueba es tener la evidencia estadística suficiente para no rechazar la 
hipótesis nula de igualdad de varianzas. 
3.6.4 Violación de supuestos 
Los principales supuestos del análisis de varianza de una vía son el de normalidad y varianza 
equitativa. Actualmente existen técnicas que permiten llevar a cabo el análisis aun cuando estos 
son violados. Estas técnicas son conocidas como medidas remediales. A continuación, se detalla 
el procedimiento a aplicar cuando se viola el supuesto de normalidad y el de igualdad de 
varianza. 





Cuando la prueba de normalidad evidencia que los datos no siguen una distribución normal, la 
medida remedial que se aplica es el uso de mínimos cuadrados ponderados el cual se basa en un 
método generalizado de regresión (Kutner, Nachtsheim, Neter, & Li, 2005). 
Medida remedial para supuesto de varianza 
Cuando el supuesto de igualdad de varianza no se cumple se puede usar la misma medida 
remedial usada cuando no se cumple el supuesto de normalidad. Sin embargo, existe un análisis 
de varianza que se puede usar aun cuando hay diferencias de varianza. Esté método se llama el 
Análisis de Varianza de Welch. 
El análisis de varianza de Welch es una variante del análisis de varianza convencional el cual no 
contempla el supuesto de igualdad de varianza (Glen, 2016). El estadístico F se define de la 
siguiente forma: 
 
𝐹 =  
1
𝑘 − 1





















2 𝑤 = ∑ 𝑤𝑗
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3.6.5 Pruebas de comparación 
Las pruebas de comparación se deben de realizar si el análisis de varianza determina la existencia 
de una diferencia de promedios. Si esto ocurre es necesario realizar las comparaciones entre 





En este experimento uno de los tratamientos consiste en un grupo control, por lo tanto, se usará 
la prueba Post-Hoc no paramétrica Games-Howell para determinar si existe una diferencia 
estadística. Esta prueba se define de la siguiente manera (Schlegel, 2016): 
 ?̅?𝑖 − ?̅?𝑗 > 𝑞𝜎,𝑘,𝑔𝑙 (15) 







































El valor t se calcula con la prueba de Welch: 
𝑡 =





















La metodología de trabajo se desarrolló en su mayoría en el curso de PF-3397 Procesamiento de 
Lenguaje Natural y además se profundizaron algunos aspectos en el curso PF-3394 Recuperación 
de Información, ambos del Programa de Posgrado en Computación e Informática.  Esta 
metodología se centrará en 4 etapas, cada una orientada en cumplir con los objetivos específicos 
planteados.  
La primera fase, asociada al primer objetivo específico, consiste en el trabajo previo que debe 
realizarse al conjunto de datos que será usado para el experimento. En esta etapa se explora la 
distribución del corpus con respecto a las categorías para determinar el número de clases a ser 
usadas. Por ejemplo: en Intertass se cuenta con 4 categorías donde se incluye NEUTRO y NONE, 
pero vale la pena unificarlas para reducir la clasificación a 3 categorías. En esta etapa también se 
hace la configuración del ambiente de trabajo. 
La segunda fase, asociada al segundo objetivo específico, consiste en hacer uso de librerías 
especializadas para crear los vectores de palabras y además las librerías para entrenar los 
modelos de clasificación creadas para Python 3. En esta fase se prepara el diseño experimental, 
aleatorizando las unidades de estudio a los tratamientos a ser aplicados.  
La tercera fase, asociada al tercer objetivo específico, consiste en entrenar el clasificador para 
cada una de las observaciones aplicando el tratamiento determinado para el tratamiento. En 
esta fase también se lleva a cabo un análisis de poder del experimento para determinar el 
tamaño de muestra. Finalmente, la cuarta fase asociada al cuarto objetivo específico, consistirá 
en la verificación de supuestos y a realizar el análisis de varianza y la comparación entre 
tratamientos para lograr hacer una conclusión. 
Adicionalmente se agrega una quinta fase la cual consiste en ejecutar el experimento usando TF-
IDF como algoritmo para vectorizar palabras. Esta fase consiste en comparar resultados entre el 





4.1 Fase de preparación 
En esta fase se explorará la distribución de las categorías del corpus a usar para determinar el 
número de clases a usar para el experimento. Una vez analizada la distribución de las clases se 
procede con el preprocesamiento del conjunto de datos. Para esta etapa se seguirá la estrategia 
de (Angulo, 2019). Se tomará en cuenta los diacríticos, emoticones, hashtag, mayúsculas, 
mención, numeral, puntuación, stopwords, url, fechas, elongaciones y se realizarán 
recodificaciones de caracteres. 
Una vez el corpus haya sido normalizado o pre procesado, la última etapa de esta fase consistirá 
en la creación de los vectores de palabras mediante el uso de Word2Vec.  En el cuadro 3 se 
muestran los parámetros con los que se construye el vector de palabras usando la librería gensim 
para Python. 
Cuadro 3. Valor de parámetros para modelo de Word2Vec 
Parámetro Valor 
size (Tamaño vectores) 300 
window (Ventana de palabras) 2 
Sg (Algoritmo entrenamiento) 1 (Skip-gram) 
negative (muestreo negativo) 10 
Iter (iteraciones) 5 
 
4.2 Fase de configuración experimento 
En esta fase se utiliza NearMiss como el método a usar para submuestreo ya que la metodología 
se basa en vecinos cercanos, el cual es la base del resto de métodos de submuestreo. La misma 
decisión se toma para el método de sobremuestreo ya que el resto de los métodos son un 
algoritmo modificado del SMOTE. Tanto al submuestreo como al sobremuestreo tienen métodos 
aleatorios, sin embargo, para no incurrir en un sesgo provocado por aleatoriedad se decide usar 





En esta fase se elaborará un pequeño experimento con el clasificador para tener la información 
suficiente para determinar el tamaño de muestra para el experimento. Después de determinar 
el tamaño de muestra se obtendrán diferentes conjuntos de entrenamiento y prueba, similar a 
una validación cruzada, sin embargo, no se trata de una validación cruzada. 
Este proceso se debe de llevar a cabo de esta forma para aleatorizar la aplicación de los 
tratamientos, ya que este es el principio fundamental de un diseño experimental. En total se 
aplicarán tres tratamientos. El primero es entrenar el clasificador sin balancear las clases. El 
segundo tratamiento es utilizar la técnica SMOTE para sobremuestreo. El tercer y último 
tratamiento consiste en aplicar la técnica NearMiss para submuestreo. 
4.3 Fase de entrenamiento clasificador 
La asignación de los tratamientos se describe en la figura 7. Una vez que se asigna el tratamiento 
al conjunto de entrenamiento y prueba se llevará a cabo el entrenamiento del clasificador para 
cada uno de esos conjuntos. El método de entrenamiento escogido es una máquina de soporte 
vectorial siguiendo la configuración de (Angulo, 2019). 
 
Figura 7. Proceso de aleatorización para aplicación de tratamientos    
 
A cada uno de estos conjuntos se le calculara el F-Score para proceder a la última fase del 
experimento. 
4.4 Fase de pruebas y conclusiones 
En esta fase se recopilan los diferentes F-Score obtenidos de los clasificadores entrenados y se 
procederá a verificar los supuestos establecidos para un análisis de varianza de una vía. En primer 





Shapiro-Wilk y Levene respectivamente. Una vez se verifican los supuestos se evalúan las 
siguientes hipótesis mediante el análisis de varianza. 
H0: F-Score submuestreo = F-Score grupo control 
Ha: F-Score submuestreo ≠ F-Score grupo control 
La prueba de hipótesis anterior corresponde a la comparación del tratamiento 1 con el grupo 
control. 
H0: F-Score sobremuestreo = F-Score grupo control 
Ha: F-Score sobremuestreo ≠ F-Score grupo control 
La prueba de hipótesis anterior corresponde a la comparación del tratamiento 2 con el grupo 
control.  
Una vez evaluadas las pruebas de hipótesis, se procederá a determinar en cuál de los grupos se 
presenta un F-Score mayor mediante la diferencia en los F-Score promedio obtenidos. Una vez 
realizado los análisis se procederá a redactar las conclusiones obtenidas. 
4.5 Fase de comparación Word2Vec y TF-IDF 
La fase 5 consiste en repetir la fase 2, 3 y 4 cambiando como método para vectorizar palabras 
Word2Vec por TF-IDF. El objetivo principal en esta fase es comparar el valor del F-Score obtenido 
de un clasificador de texto entre un método de aprendizaje supervisado (Word2Vec) y un 












En esta sección se presentan los resultados obtenidos siguiendo las fases explicadas en la sección 
de metodología. Los resultados se presentan con el objetivo de comparar las técnicas de 
balanceo de clases y el conjunto de datos sin balanceo. El conjunto de datos usado en el Inter 
TASS 2018 se compone de 4 clases: N, P, NEU y NONE. El cuadro 4 muestra la distribución 
porcentual de los comentarios usados. 
Cuadro 4. Distribución porcentual comentarios  
según categoría sentimiento 
Categoría Cantidad % 
N 1.406 34% 
P 1.123 27% 
NONE 1.023 25% 
NEU 562 14% 
Total 4.114 100% 
 
Inicialmente se consideró unir las categorías NEU y NONE, sin embargo, para efectos del objetivo 
de la investigación se mantiene la distribución porcentual. Previo a la ejecución del experimento 
se ejecuta un pequeño ensayo para determinar el tamaño de muestra necesario. En el cuadro 5 
se detalla los valores obtenidos del F1-Score al ejecutar tres veces el clasificador para cada uno 
de los grupos o tratamientos (incluido el grupo control). 













Poder de la 
Prueba 
Control 0,37 








Para poder determinar diferencias entre los grupos y mantener un poder de prueba al 75% es 
necesario obtener 5 observaciones para cada uno de los grupos, es decir, una muestra de 15 
observaciones en total. Como resultado del ensayo se escogen un total 15 semillas las cuales se 
aleatorizan para cada uno de los grupos en el experimento. Se escogen tres grupos de semillas: 
de la 1 a la 5, de la 11 a la 15 y de la 21 a la 25. En el cuadro 6 se detalla la asignación aleatoria 
de las semillas a cada grupo del experimento. 
Cuadro 6. Distribución semillas según grupo 
Grupo Submuestreo Sobremuestreo Grupo Control 
Semillas 14, 25, 24, 5 y 1 22, 21, 12, 11 y 15 13, 3, 2, 4 y 23 
 
La figura 9 muestra el comportamiento del F1-Score promedio para cada una de las semillas 
usadas en el experimento. En general se puede apreciar que entrenar el clasificador usando el 
método de sobremuestreo (SMOTE) logra un F1-Score mayor en comparación al grupo control y 
a la técnica de submuestreo. Por otro lado, la técnica de submuestreo es la que evidencia tener 
un F1-Score menor, por lo que el clasificador es de menor calidad. 
 






En el cuadro 7 se detalla el resultado del análisis de poder del experimento. Los resultados 
obtenidos se asemejan mucho a los que se obtuvieron con el experimento previo. La diferencia 
encontrada se debe a que para el tratamiento de submuestreo se encontró una mayor 
variabilidad 
 













Poder de la 
Prueba 
Control 0,37 
0,0062 0,0057 5% 5 74% Submuestreo 0,25 
Sobremuestreo 0,40 
 
A continuación, se presentan los resultados de los experimentos divididos en dos secciones. La 
primera compara el grupo control con la técnica NearMiss para submuestreo. La segunda sección 
compara el grupo control con la técnica SMOTE para sobremuestreo. En ambas secciones se 
evidencia las pruebas estadísticas para determinar si se cumple o no con los supuestos para un 
análisis de varianza de una vía. 
5.1 Grupo Control vs Submuestreo 
 
Según el cuadro 8 el valor p evidencia la suficiente información estadística para no rechazar el 
supuesto de que los errores del modelo siguen una distribución normal, en la figura 10 se puede 







Figura 10. Gráfico probabilidad normal de residuos grupo control vs submuestreo 
 
En el caso para el supuesto de igualdad en las varianzas el valor p para la prueba de Levene hay 
evidencia estadística suficiente para rechazar la hipótesis de igualdad de varianzas. 
 
Cuadro 8. Resultado pruebas estadísticas para supuestos del análisis de varianza   
(submuestreo) 
Prueba Supuesto Estadístico Valor p 
Shapiro-Wilk Normalidad errores W = 0.959 0,769* 
Levene Igualdad varianza F = 10,7; gl1 = 1; gl2 = 8 0,011* 
Nota: *5% de significancia 
Debido a que el supuesto de Igualdad de varianzas no se cumple se utiliza el análisis de varianza 
de Welch para varianzas diferentes. La prueba estadística para el análisis de varianza refleja un 
valor p de 0,014, por lo que es suficiente evidencia estadística para rechazar la hipótesis nula de 
que el F1-Score promedio es igual en el grupo control y el grupo al que se le aplicó submuestreo.  
Finalmente, la diferencia promedio es de 0,116 a favor del grupo control.  El cuadro 9 muestra la 
diferencia y el valor p el cual confirma la existencia de diferencias entre los grupos. 
Cuadro 9. Prueba Post-Hoc Games-Howell para el F-Score 
NearMiss 
Indicador Grupo Control 








5.2 Grupo Control vs Sobremuestreo 
 
Según el cuadro 10 el valor p evidencia la suficiente información estadística para no rechazar el 
supuesto de que los errores del modelo siguen una distribución normal, en la figura 11 se puede 
observar el comportamiento mediante un gráfico de normalidad. 
 
 
Figura 11. Gráfico probabilidad normal de residuos grupo control vs sobremuestreo  
 
En el caso para el supuesto de igualdad en las varianzas el valor p para la prueba de Levene hay 
evidencia estadística suficiente para no rechazar la hipótesis de igualdad de varianzas. 
 
Cuadro 10. Resultado pruebas estadísticas para supuestos del análisis de varianza (sobremuestreo) 
Prueba Supuesto Estadístico Valor p 
Shapiro-Wilk Normalidad errores W = 0.882 0,138* 
Levene Igualdad varianza F = 0,793; gl1 = 1; gl2 = 8 0,399* 
Nota: *5% de significancia 
El análisis de varianza realizado a estos grupos da como resultado un valor p del 0,006 que, 
comparado con el 5% de significancia, es evidencia estadística suficiente para determinar que el 
promedio de ambos grupos es diferente. La diferencia promedio entre ambos grupos es de 
0,0340 a favor del grupo tratado con sobremuestreo. El cuadro 11 muestra la diferencia y el valor 









Cuadro 11. Prueba Post-Hoc Games-Howell para el F-Score 
SMOTE 
Indicador Grupo Control 
Diferencia promedio 0,0340 
Valor-p 0,007 
 
5.3 Resultados con TF-IDF 
 
En esta sección se presentan los resultados del experimento para el método TF-IDF para 
vectorizar palabras. En la figura 12 se presentan los gráficos QQ para verificar el supuesto de 
normalidad en los residuos del modelo de análisis de varianza. En ambos gráficos se determina 
un patrón normal en los residuos. 
 
 
Figura 12. Gráficos normalidad residuos  
según tratamiento vs grupo control  
 
En el cuadro 12 se muestran los resultados de las pruebas formales para verificar el supuesto de 
normalidad en residuos, así como el supuesto en igualdad de variables. 
Cuadro 12. Resultado pruebas para supuestos análisis de varianza  
según tratamiento vs grupo control  
Tratamiento Prueba Estadístico Valor-p 
NearMIss Shapiro-Wilk W=0,954 0,712 
Levene F=3,84; gl1=1; gl2=8 <0.086 
SMOTE Shapiro-Wilk W=0,972 0,910 
Levene F=0,549; gl1=1; gl2=8 0,480 





Con un 5% de significancia para ambos tratamientos se cumple el supuesto de normalidad. En el 
caso de igualdad de varianza solamente el tratamiento con sobremuestreo cumple el supuesto. 
Por esta razón, para comparar tratamiento de submuestreo con el grupo control se realiza un 
análisis de varianza de Welch, el cual es no paramétrico.  
Cuadro 13. Análisis de varianza para el F-Score según tratamiento vs grupo control  
Tratamiento F gl1 Gl2 Valor-p 
NearMiss 40,0 (Welch) 1 5,06 0,001 
SMOTE 192 1 8 <0.001 
 
Al igual que en el caso con Word2Vec, el cuadro 13 muestra que en ambas comparaciones existen 
diferencias. En el caso del submuestreo con el grupo control existen diferencias estadísticamente 
justificables. Lo mismo ocurre en el caso del sobremuestreo con el grupo control. En el cuadro 
14 se detalla el resultado de las diferencias promedio. 
 
Cuadro 14. Prueba Post-Hoc Games-Howell para el F1-Score  
según tratamiento vs grupo control  
Tratamiento Diferencia promedio Valor-p 
NearMiss -0,0580 0,001 
SMOTE 0,144 <0.001 
 
Según las pruebas post-hoc hay evidencia estadística suficiente para determinar que el F-Score 
del grupo control es diferente al de los tratamientos. En comparación con el submuestreo el 
grupo control destaca por entrenar un mejor clasificador. Para el caso de sobremuestreo las 















Por último, el cuadro 15 muestra el poder del experimento realizado para el método TF-IDF.  













Poder de la 
Prueba 
Control 0,41 
0,0108 0,0079 5% 5 84% Submuestreo 0,35 
Sobremuestreo 0,55 
 
Para el caso del TF-IDF se alcanza un poder en la prueba del 84%, es decir, la probabilidad de 
cometer el error tipo 2 es del 16% con 5% de significancia. En comparación al método de 
Word2Vec, estadísticamente se obtienen resultados más concluyentes y confiables. También se 
puede apreciar mediante el F1-Score promedio que F-Score mejora para cada uno de los grupos. 
 
Esto se debe a que el método Word2Vec se basa en un algoritmo de aprendizaje supervisado el 
cual también puede verse afectado por las clases desbalanceadas. Mientras que el método TF-
IDF, al ser un método de aprendizaje no supervisado puede capturar más información valiosa 
para el clasificador debido a que se basa en las palabras incluidas en un conjunto de documentos.  
Un último resultado de la investigación realizada es, habiendo analizado el análisis de varianza 
para cada una de las comparaciones, el cambio en la cantidad de observaciones para cada clase 
aplicando los diferentes métodos de balanceo. Este resultado es generalizable para el corpus 
usado en el experimento.  
Con respecto al resultado obtenido usando el método NearMiss, la baja calificación del F-Score 
puede deberse a la pérdida de información en las clases con mayor número de observaciones, 
ya que cada clase tendría 562 comentarios. Usando un 70% de los datos para entrenar el 
clasificador cada clase pasaría a tener 393 comentarios. En el cuadro 16 se detalla la disminución 






Cuadro 16. Cambio en la distribución de las clases según grupo 
Clase Original Submuestreo Sobremuestreo 
N 1.406 562 (-60,03%) 1.406(0,00%) 
P 1.123 562(-49,95%) 1.406(25,20%) 
NONE 1.023 562(-45,06%) 1.406(37,44%) 
NEU 562 562(0%) 1.406(150,18%) 
Total 4.114 2.248 5.624 
 
Por otra parte, si se usa el sobremuestreo se tendría el efecto contrario, es decir, se ganaría 
información para las clases con menor cantidad de observaciones. Cada clase tendría 1.406 
















6. Conclusiones y trabajo futuro 
En primer lugar, se detallan las conclusiones más importantes para cada uno de los objetivos 
específicos planteados para explicar la conclusión asociada al objetivo general. Por último, se 
detallan los puntos que se deben de trabajar a futuro de acuerdo con los hallazgos en los 
resultados. 
• La primera conclusión de esta investigación es que debido a la normalización de texto en 
el preprocesamiento de los datos permite construir, en este caso, dos modelos de 
vectorización de palabras lo suficientemente eficaces para entrenar un clasificador de 
texto. 
• Con respecto a las técnicas de balanceo de datos, la revisión de literatura permite 
establecer el método NearMiss para balancear las clases mediante submuestreo y el 
método SMOTE para balancear las clases mediante sobremuestreo. Ambos métodos se 
basan bajo el mismo concepto de vecinos cercanos por lo cual permite aumentar la 
validez del experimento. 
• Utilizar como factores fijos los valores por defecto de los diferentes algoritmos usados 
en este proyecto permitió que la comparación de los resultados obtenidos se viera 
menos afectada por el ruido que implica cambiar alguno de estos parámetros. 
• Para el último objetivo específico, se logra determinar mediante el análisis de varianza 
que existen diferencias a nivel estadístico en el F-Score obtenido usando los métodos de 
submuestreo y sobremuestreo para balancear las clases. 
• Las diferencias encontradas evidencian que el F-Score obtenido balanceando las clases 
con submuestreo es menor al F-Score del grupo al que no se le aplica el balanceo de 
clases. Por el contrario, el F-Score obtenido balanceando las clases con sobremuestreo 
es mayor al F-Score del grupo al que no se le aplica el balanceo de clases. 
• Un último hallazgo importante es que el F-Score obtenido, tanto en los grupos a los que 





para vectorizar palabras en comparación a si se vectorizan las palabras usando 
Word2Vec.  
De acuerdo con los hallazgos obtenidos en esta investigación, se plantean los siguientes puntos 
como trabajo futuro que ayude a reforzar la validez de los resultados obtenidos. 
• En primer lugar, es utilizar un corpus lingüístico más grande ya que el corpus del 
interTASS es un corpus relativamente pequeño en cantidad de comentarios. 
• El segundo punto importante por llevar a cabo es probar con diferentes tamaños de 
muestra ya que, según los resultados, usar submuestreo disminuye la cantidad total de 
observaciones, por lo cual es importante medir si el tamaño de muestra puede estar 
relacionado a que el F-Score sea menor. 
• Otro punto importante para evaluar en un experimento futuro es utilizar diferentes 
algoritmos de submuestreo y sobremuestreo para determinar el efecto sobre el calculo 
del F-Score obtenido en el clasificador. 
• Por último, entrenar el clasificador aplicando validación cruzada para optimizar los 
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