We examine the sets of late points of a symmetric random walk on Z 2 projected onto the torus Z 2 K , culminating in a limit theorem for the cover time of the toral random walk. This extends the work done for the simple random walk in [12] to a large class of random walks projected onto the lattice torus. The approach uses comparisons between planar and toral hitting times and distributions on annuli, and uses only random walk methods.
Introduction
Wilf, in [27] , describes watching a simple random walk on a computer screen, where, on each time step, a dark pixel turns (and remains) bright if the walk visits it for the first time. How many steps, he wonders, will it take on average for the nearest neighbor walk's path (wrapping at the edges of the screen, making a discrete two-dimensional torus) to fill the screen? He refers to this as the "white screen time" problem.
He gives solutions of the white screen problem for the one dimensional path and cycle, and the complete graph K n (known as the coupon collector 's problem), and refers to research t j=0 X j , for X = {X j } j∈N∪{0} with the following properties: S is symmetric recurrent, X 1 has finite covariance matrix equal to a scalar times the identity, i.e., Γ := cov(X 1 ) = cI, c > 0, and X is strongly aperiodic. 1 X 1 has, for some β > 0 and M := 4+2β,
where, as usual in the literature,
is the one-step transition probability. The random walk methods used in this paper require M > 4; this seems to be necessary for certain Harnack inequalities which we develop (whereas, in [3] , M = 3 + 2β sufficed for frequent points on the plane).
X satisfies Condition A 2 if either p 1 has bounded support, or, from any point "just outside" a disc, we will enter the disc with positive probability; i.e., for any s ≤ n, for large enough n, inf y:n≤|y|<n+s z∈D(x,n) p 1 (y, z) = inf y∈∂D(x,n)s P y (X 1 ∈ D(x, n)) ≥ ce −βs 1/4 , ( 2) where the (Euclidean) s-annulus around the disc D(x, n) (also called an x-band ) is defined 1 [3] requires the covariance matrix of X1 to be equal to 1 2 I, but this is a convenience for three technical points (on pages 9, 12, and 42), relating only to rotations. It is worthy (if not elementary) to note that the simple random walk on Z d 's X1 covariance matrix is cov(X1) = as ∂D(x, n) s := D(x, n + s) \ D(x, n).
(1.3)
In particular, if X 1 has infinite range, then for any y ∈ ∂D(0, n) s , there exists x ∈ D(0, n) such that p 1 (y, x) > 0.
We will switch between the planar and toral representations of the random walk and corresponding stopping times, hitting distributions, etc. Define the projections, for x = (x 1 , x 2 ) ∈ Z 2 , by For a givenx ∈ Z 2 K , we define x to be the (planar) primary copy of that element; x := π Kπ
−1
Kx .
While X j is the jth step of the planar walk and S j its position at time j, we useŜ j to denote the position of the toral walk at time j. The distance between two points x, y ∈ Z 2 will be the Euclidean distance |x − y|; on the torus, the distance between two pointsx,ŷ ∈ Z 2 K will be the minimum Euclidean distance |x −ŷ| ≤ K √ 2/2. To limit the issues regarding this distance, we will restrict any discs on Z 2 K to have radius n < K/4 (sometimes written as a diameter constraint: 2n < K/2).
To bound our functions, we need a precise notion of bounding distance on the lattice torus Z 2 K . As in [12] , a function f (x) is said to be O(x) if f (x)/x is bounded, uniformly in all implicit geometry-related quantities (such as K). That is, f (x) = O(x) if there exists a universal constant C (not depending on K) such that |f (x)| ≤ Cx. Thus x = O(x) but Kx is not O(x). A similar convention applies to o(x).
Next, we will define a few terms describing the distance of a random walk step, relative to a reference disc of radius n and an s-annulus around the disc. A small jump refers to a step that is short enough to possibly (but not necessarily) stay inside a disc of radius n (i.e., |X 1 | < 2n). A baby jump refers to a small jump that is too short to hop over an s-annulus from inside a disc (i.e., |X 1 | < s). A medium jump refers to a step that is sufficiently large to hop out of a disc and past an s-annulus, but with magnitude strictly less than K, and cannot land near a toral copy of its launching point (i.e., s < |X 1 | < K − 2n). A large jump is a step which, in the toral setting, would be considered "wrapping around" in one step (i.e., |X 1 | > K − 2n). A targeted jump is a large jump which lands directly in a copy of the disc or annulus just launched from (i.e., j(K − 2n) ≤ |X 1 | ≤ j(K + 2n)/ √ 2 for some j). These terms will aid in dealing with differences between planar and toral hitting and escape times. 3 As in [10] , Section 5, set π Γ := 2π √ det Γ, and let α ∈ (0, 1). (For simple random walk, Γ = 1 2 I, so π Γ = π.) We callx an α, K-late point of the random walkŜ on Z 2 K if the first hitting time ofx, T K (x), is such that T K (x) ≥ 4α π Γ (K log K) 2 . Set L K (α) to be the set of α, K-late points in Z 2 K , i.e.,
We prove the following, generalizing [12 As α → 1, a corollary of (1.4) is that we can generalize the cover time result of [11, Theorem 1.1] to our class of random walks:
The paper is structured as follows. In Section 2, we state results from [6] about probabilities of exiting a disc, entering a disc, and entering an annulus in the plane and torus. With this knowledge, in Section 3 we build fine-tuned Harnack inequalities from general results in [7] when the landing point is a nearby annulus. These Harnack inequalities are applied in Section 4 to examine excursions between consecutive concentric annuli. Finally, in Section 5 we estimate the rarity of traveling between these annuli without ever visiting their common center point (thereby deeming the path "late" in visiting the center).
Escape, Entry Results
In this section we develop the notions of hitting time and Green's function on the plane and torus, and supply relationships between the two with respect to the timing of the random walk's escape from and entry to a disc, as well as entry to an annulus, stating results from [6] .
Disc Escape
The hitting time of a random walk to a set A is defined as the stopping time T A = inf{t ≥ 0 : S t ∈ A}. Likewise, the escape time of the walk from A is the stopping time T A c . For a recurrent, strongly aperiodic, irreducible random walk on Z 2 , T A c < ∞ a.s. We denote TÂ to be the hitting time ofÂ ⊂ Z 2 K . We will examine several relationships between planar and toral hitting times.
An immediate observation on hitting times (e.g., from [26] ) is that, the larger the set to hit, the quicker it will be hit. If A ⊂ B, then obviously T B ≤ T A . It is clear, then, that π −1 KÂ , as an infinite number of copies of A ⊂ Z 2 , has a quicker hitting time than just one copy of A. In fact, we have T π
Let n, s be such that n+s < K/4, and
Define the primary copy's portion of the complement of Figure 2 describe the nestedness of sets from the planar annulus ∂D(0, n) s up to the planar disc complement D(0, n) c : By (2.1), (2.2) yields, starting at any x ∈ D(0, n), the disc escape time inequalities
We shall take planar starting points from the primary copy (x = π K x). The probabilities of these inequalities being strict (e.g.,
) and the means of the stopping times will be of interest to us. We start with estimating the mean of the planar escape time from D(0, n) (which improves on [19, Prop. 6.2.6]), and then use this probability to estimate the toral escape time fromπ K (D(0, n)).
Lemma 2.1. Let S t = S 0 + t j=1 X j be a random walk in Z 2 with E|X 1 | 2 < ∞, and covariance matrix Γ such that tr(Γ) = γ 2 > 0. Then, uniformly for x ∈ D(0, n), and for sufficiently large n,
For Γ = cI, γ 2 = 2c and so (2.4) becomes 4
We define the Green's function for two points x, y, as the expected number of visits to y, starting from x, up to the fixed time t * :
Spitzer, in [26] , similarly defines the truncated Green's function, for x, y ∈ A of a random walk from x to y before exiting A as the total expected number of visits to y, starting from x:
and 0 if x or y ∈ A. (Since the walk is recurrent and aperiodic, there is no "all-time" Green's function to count the total number of visits to x from j = 0 to ∞.) An elementary result for any random walk (found, for example, in [26] , or [17, Sect. 1.5]) is that, for x, y ∈ A ⊂ B, there are more possible visits inside B than inside A:
Also of interest is the expected hitting time identity
Starting at a point x ∈ A c , the hitting distribution of A is defined as
The last exit decomposition of a hitting distribution is based on the Green's function: for A a proper subset of Z 2 , x ∈ A c , y ∈ A,
An immediate result follows from (2.8): If y ∈ A ⊂ B, then for x ∈ B c ⊂ A c , we have by (2.8) the monotonicity result
and the subset hitting time relations (assuming a recurrent random walk)
which we will revisit in Section 2.3.
By Markov's inequality, large jumps are rare: if
We now find that the mean of the disc escape time on the torus is larger than on the plane, but only by a small factor (induced by the rarity of targeted jumps).
Lemma 2.2. For n < K/4, x ∈ D(0, n), and n and K sufficiently large,
, where e i is the ith unit vector in Z 2 , and K odd and fixed. Let X be the symmetric random walk on Z 2 starting at X 0 = 0 defined by the probabilities
log |X 1 | log K is a Poisson random variable with parameter λ, and moving any of the four primary lattice directions is equally likely. S t is strongly aperiodic recurrent and has infinite range, E(|X 1 | m ) < ∞ for all m < ∞ (and, in particular, cov(|X 1 |) = Γ = 1 2 e (K 2 −1)λ I), and every large jump causes a landing in a new copy of A. The only way to escape π −1
KÂ is a step of size K 0 = 1.
Computational bounds on Ex(Tπ K (D(0,n) c K ) ), by (2.16) and (2.4), are
Example 2.4. Define the ε-lazy simple random walk on Z d , for 0 ≤ ε < 1, to be the walk with steps p 1 (e j ) = p 1 (−e j ) = 1−ε 2d , j = 1, ..., d; p 1 (0) = ε, i.e., the walk stands still for a step with probability ε, and acts "simply" otherwise. Then Γ =
1−ε d
I, and so for d = 2,
We will next see that, from inside a disc, the probability of hitting zero before escaping is nearly the same on the torus as on the plane. Recall that, forx ∈ Z 2 K , x := π Kπ
−1
Lemma 2.5. For allx ∈π K (D(0, n)) and n sufficiently large with 2n < K/2,
Finally, we calculate bounds for hitting time probabilities of a small disc around zero before escaping the n-disc. Let ρ(x) := n − |x| be the distance betweenx andπ K (D(0, n)).
Lemma 2.6. Let 0 < δ < ε < 1. Then there exist 0 < c 1 < c 2 < ∞ such that for all
Here we will examine internal Green's functions on the plane (i.e., from inside a disc; Green's functions external to a disc will be analyzed in Section 2.2). We extend some results of [19] for symmetric random walks on Z 2 to projections of these random walks onto Z 2 K .
We define the Green's function in the usual way forx,ŷ ∈π K (A) =Â ∈ Z 2 K to be, in comparison to (2.7),Ĝπ 20) and 0 else. In the planar case, the stopping time T A c for a bounded set A has a clear meaning, as a sufficiently large jump (one with magnitude greater than the diameter of A, for example) will certainly exit A. Jumps targeting A land, in Z 2 , in π
K , they land inÂ. This means that planar estimates must be adjusted to reach similar results on the torally-projected walk.
Please note that (2.20) is different from the planar Green's function on the periodic planar set π
We will explore this distinction in Section 2.2.
Note that S j ∈π −1 KŜ j for every j. By (2.3) it is clear that planar escape happens at or before toral escape. Hence, the number of planar visits is less than or equal to the number of toral visits; for any x, y ∈ A ⊂ π K Z 2 ,
where equality occurs between the first and second lines because, of all the copies of y in π −1 K y, only the primary copy y = π K y can be hit before the planar escape time T A c .
We start by giving bounds on the number of visits to0 before escaping a disc.
Lemma 2.7. For n sufficiently large (with 2n < K/2),
Define the potential kernel for X on Z 2 as follows: 25) where C(p 1 ) is a constant depending on p 1 but not x, and π Γ = 2π √ det Γ. For Γ = cI, this reduces to 27) where γ is Euler's constant. From here on, we will write (2.26) with the form 
which implies the toral Green's function
For x, y ∈ Z 2 such that |x| |y|, we have, by a Taylor expansion around y,
In particular, if x ∈ D(0, 2r) and y ∈ D(0, R/2) c , with R = 4mr, we have log |y − x| = log |y|
Note that (2.31) and (2.32) hold in the toral case without adjustment. 
which, combining the error terms into O(|x| −1/4 ), matches [19, Prop. 6.4.3] :
With (2.18), we move this to the torus:
. By the fact that a large targeted jump may land a planar walk intoπ 
uniformly for r < |x| < R to the toral results
The strong Markov property applied at T 0 gives us the planar equality
This equality has a clear analog on the torus, by applying the strong Markov property at T0, for anyx 
Finally, we have the following result paralleling (2.19) . Recall that ρ(x) = n − |x|.
Lemma 2.8. For any 0 < δ < ε < 1 we can find 0 < c 1 < c 2 < ∞, such that for all
) and all n sufficiently large such that 2n < K/2,
Proof See [6, Lemma 2.6].
Disc Entry
Here we will examine paths starting outside a disc. Since, on Z 2 , Figure 2 ) yields the disc entrance time inequalities
These relationships will be exploited in this and the next section.
To supplement the internal Green's functions of Section 2 are external Green's functions: those counting the number of visits to a point outside of a set before entering that set.
Wlog x and D(0, n) are in the primary copy. We will find bounds on three different external Green's functions:
Green's function scope starting at counts visits to before...
Note that, similar to (2.39), for any x, y ∈ D(0, n) c , by the symmetry of G A and the strong Markov property at T x ,
so, assuming |x| < |y|, we only need G D(0,n) c (x, x) for an upper bound. Fix j > 2. By the arguments from [6, Section 3.1], we have the following bounds for any
where c j ,ĉ j depend on j > 2, c j ≥ĉ j , and in the toral case, such that |x| < ( K 2 ) 1/j (there is no such restriction on the planar case).
We will now approach disc entrance times. Our first planar result mirrors (2.4), with a very different end result, which is hinted by the first passage time result for SRW on Z (in, for example, [25] ).
Next, we find finite bounds on the expected time to enter a toral disc.
Lemma 2.11. For any n <
(2.53)
Also, we have the lower bound
where γ 2 is as in the proof of Lemma 2.10.
(2.53) hints at the late points and cover time results of Section 5. We will improve on these bounds in our discussion on excursions.
Annulus Entry
In this section we will state results from [5] for general Green's functions, hitting times, and hitting distributions by a symmetric recurrent random walk X on a set partitioned into three pieces. We then apply these results to the partition of disc, annulus, and "outside" to relate our results from Sections 2.1 and 2.2 to the annulus. We conclude by finding tailored gambler's ruin-based probabilities and hitting distribution bounds for annuli.
Bounds on a three-partitioned set
Let A B C partition our sample space. We find estimates for the Green's function G A∪B and the hitting time E x (T C ) for x, y ∈ A ∪ B, with interest in the case where C "separates" A and B in a sense (i.e., the probability of jumping from A to B, or vice versa, without hitting C, is small). This gives a notion for how probabilistically "separate" they are.
Simple lower bounds for the Green's function G A∪B are obvious; to find upper bounds for these cases, we analyze excursions between A and B before hitting C.
Lemma 2.12. For a, a ∈ A and b, b ∈ B, with θ t the usual shift operators,
and defining
we have the Green's function bounds
Recall that G is symmetric, so the inputs can be swapped in any of these bounds. Also, by their definitions, ψ a ≥ ρ a for every a ∈ A and σ b ≥ φ b for every b ∈ B.
Proof See [5, Proposition 1].
We now find the expected time of hitting the set C, starting from A, in terms of hitting B ∪ C. Lower bounds are simple: just tack the other set on for a quicker hitting time. The upper bounds will require a recursive excursion treatment similar to the proof of Lemma 2.12.
Lemma 2.13. For a ∈ A and b ∈ B, defining via (2.55) and (2.56),
we have the expected hitting time bounds
Application: Internal-External-Annulus Probabilities
Let the following sets partition Z 2 K , with s ≤ n < K ∈ N:
Starting from deep inside a disc, we first prove a bound on the probability of escaping the disc beyond an annulus outside it.
Lemma 2.14.
, and s ≤ n, (2.66) is a bound for ψx from (2.55). Also, (2.34) and (2.66) gives us the chance of escaping a disc, into its s-annulus, before visiting its center:
By (2.66), (2.57), and (2.58), forx
Next, we find a bound for σx from (2.56).
Lemma 2.15. For n sufficiently large,
In particular, if s = O(n), since M = 4 + 2β, (2.70) is bounded above by cn −2 , and if
Combining (2.37) and (2.66), we find the probability that, starting far from a small disĉ π K (D(0, r)), the walk escapes a larger discπ
To enter a disc, we first quote the planar result [3, Lemma 2.4]: if s < r < R sufficiently large with R ≤ r 2 we can find c < ∞ and δ > 0 such that for any r < |x| < R,
We see the same result on Z 2 K , with an extra toral term (which is absorbed).
Lemma 2.16. For the conditions listed above,
We use (2.73) along with (2.38) to get the toral gambler's ruin-via-annulus estimate:
We now give results on these probabilities for a finely-tuned set of radii and annuli which will appear in later sections. For n large and c > 0 and set the following: 5
For large enough n, n 4 < r δ n,l for any 1/2 ≤ δ < 1, so for anyx ∈π K (∂D(0, r n,l ) s l ) and 
Likewise, using (2.76),
=⇒ log r n,l+1 |x| = 3 log n + O(n −4 ), so by (2.74) and (2.78) we have
Application: Green's Functions, Hitting Times
We start calculating bounds for the external Green's function withx ∈π K (D(0, n/2)), y ∈π K (D(0, n)): by (2.59) with A =π K (D(0, n)), (2.44), and (2.68),
In particular, ifŷ =0 and s = O(n), then ρx ≤ cn −2 and by (2.41), 
, by (2.61), (2.66), (2.70), and the above,
By (2.47) and (2.52), for y ∈ D(0, n + s) c ⊂ Z 2 , the external planar annulus hitting time E y (T ∂D(0,n)s ) = ∞. Since, starting from inside the disc x ∈ D(0, n), there is positive probability of hopping over an s-width annulus, then by the strong Markov property on T D(0,n+s) c , the internal planar annulus hitting time E x (T ∂D(0,n)s ) = ∞ as well. This is not the case for the toral analogues of these times.
Torally, our walk can make small or targeted jumps before the disc escape time. To bound the annulus hitting times, we employ (2.17), (2.53), and (2.62). These yield, for some c, c < ∞, 
In particular, if s, n = O(K), then for K sufficiently large, note that by (2.17),
which, with M = 4 + 2β, reduces (2.86) to
Harnack Inequalities
Here we will quote and apply Harnack inequality results from [7] for use in our excursion treatments.
Interior Harnack inequalities
Our first interior Harnack inequality gives estimates on the probability, when escaping a large disc from deep inside it, of landing in an annulus close to the disc's boundary. 
where the error term is completely absorbed, i.e.,
if s ≤ (log R) 4 and y ∈ ∂D(0, R) s .
Furthermore, if x ∈ ∂D(0, r) r and y ∈ D(0, R) c ,
with a similar loss of the error term if y ∈ ∂D(0, R) s .
Here is a focused result for our applications which follows directly.
Corollary 3.2. Let e n ≤ r, R = n 3 r ( i.e., m =
Furthermore, uniformly in x ∈ ∂D(0, r) √ r and y ∈ ∂D(0, R) n 4 ,
We now move these results to the torus. 
Ifŷ ∈π K (∂D(0, R) s ), the error term is absorbed in both of these statements.
Corollary 3.4. Let n > 13, e n ≤ r, R = n 3 r ( i.e., m = n 3 4 for R = 4mr). Uniformly for x,x ∈π K (D(0, 2r) 
Exterior Harnack inequality
We now give general and applied Harnack inequalities for the plane and torus dealing with entering a small disc from far outside.
Proposition
We now fine-tune this result for our applications Corollary 3.6. As in Lemma 3.2, let e n ≤ r, R = 4mr = n 3 r. Then, uniformly for x, x ∈ D(0, R) c and y ∈ ∂D(0, r) n 4 ,
When attempting to move the planar exterior Harnack inequality to the torus, we run into difficulties in dealing with walks that wander and enter far-off copies of D(0, r + s) instead of the primary copy. We modify the exterior Harnack inequality for the toral case to fit our requirements; (3.15) is a direct application of (3.14).
Proposition 3.7. Let R = 4mr with 1 ≤ m = o(r 1/4 ) and large enough r, 4mR < K/4, and s ≤ (log R) 4 . Then, uniformly forx,
Corollary 3.8. Let e n ≤ r, R = 4mr = n 3 r. Then, uniformly forx,
Excursions
In this section we find bounds on times of excursions between concentric annuli. As in [12] , for any hitting timeT on the torus Z 2 K , we set
By Kac's moment formula for the strong Markov processŜ t (see [16, (6) ]), we have for any t andŷ,
Between a small annulus and far out
Let R = 4mr. In this section, when considering visits tox ∈ Z 2 K , we will consider excursions between a small annulus and the complement of a large disc, both centered at x. Define the times
and inductively for j = 1, 2, . . ., let
where
is the length of time of the jth excursion
, and σ (j) is the amount of time it takes for the first leg of E j . From here on, set τ = τ (1) .
Our first lemma gives bounds on these excursion times, and shows their concentration near the asymptotic limit. 
Proof Note thatx is the center of the discs we will analyze. LetŜ 0 be distributed uniformly on Z 2 K . Then {Ŝ t } is a stationary and ergodic stochastic process. By Birkhoff's ergodic theorem we then have that
Thus, with T −1 = 0,
Let ρ be uniform measure on Z 2 K , and for j ≥ 1, let
By the strong Markov property, {Z j } is an orthogonal sequence. Since any irreducible, aperiodic Markov chain with finite state space is positive recurrent, we have that ||Tπ K (∂D(x,r)s) ||, ||Tπ K (D(x,R) c K ) || < ∞, and using (4.1) we see that the sequence {τ (j) } and hence {Z j } has uniformly bounded second moments. It follows from Rajchman's strong law of large numbers that
Similarly, set σ (0) = τ (0) and for j ≥ 0 let Y j be the number of visits tox on the jth
By the strong Markov property, {Ỹ j } is also an orthogonal sequence, and since Y j ≤ τ (j) , the sequence {Ỹ j } also has uniformly bounded second moments. Thus, by Rajchman's strong law of large numbers,
Letŷ ∈π K (∂D(x, r) s ). To bound Eŷ(Y 1 ) we need to consider the two sums in (4.9). By (2.20), (4.9), and the strong Markov property at σ (1) , we have
By (2.42), for some constant c * = c * (p 1 ), and anyŷ ∈π K (∂D(x, r) s ),
−x| ≤ O(K), so by (2.83) and (log K) 2 < s,
Hence, for some finite universal constant c 0 > 0 and all allowable s,
With τ (0) finite, we get by combining (4.7), (4.8), and (4.10) that, a.s.,
Consequently, in view of (4.11), for some universal constant c 2 and all 1 ≥ η ≥ c 2 s
Forŷ ∈π K (∂D(x, r) s ) we have τ (0) = 0 and by the strong Markov property at σ (1) ,
By (2.17) and R = cK 1− ,
for everyŷ ∈π K (∂D(x, r) s ). Hence,
For the sum in (4.14), the Harnack inequality (3.6) yields, for anyŷ,ŷ ∈π K (∂D(x, r) s ),
The last term of (4.17) is zero if p 1 is finite range, by taking s large enough so, due to (3.6), the error term does not appear. Otherwise, the sum needs to be controlled: since R = cK 1− and ≥ 0 is small, the Harnack inequality error is bounded above by
and by (2.87) with R = cK 1− , the sum is bounded by cK 4−2 (log K) 2 . Together these, with (4.15) and (4.16), bound the last term of (4.17):
Eẑ(Tπ K (∂D(x,r)s) ) (4.18)
Hence, by (4.14)-(4.18),
Taking also c 1 ≥ 3c 0 , we get (4.6) by combining (4.13) and (4.19).
The next corollary gives upper bounds for the hitting time ofπ K (∂D(x, r) s ), and improves on (2.53) for certain large radii.
Corollary 4.2.
With the same hypotheses as above,
, before returning. Then, by (4.6),
Using the strong Markov property at Tπ K (D(x,4R) c K ) , (2.17), (3.6), (4.22), (2.87), and (4.18), we have for anyŵ ∈π K (∂D(x, R) R ) and some universal c < ∞,
Eẑ(Tπ K (∂D(x,r)s) ) ≤ cK 2 log(R/r). 
Decoupling an excursion from its endpoints
Let n > 13 and set the following variables as defined in (2.75):
and set K n := n γ r n,n , where γ ∈ [b, b + 4] for some b = b(p 1 ) ≥ 10, to be determined in Section 5.
We say that, for a pointx ∈ Z 2 K , and a path ω starting atx 0 ∈ Z 2 Kn ,x 0 =x, the path ω does not skipx-bands if the path's entrances and exits from the r n,k -sized concentric discs aroundx are made by small or annulus-targeted jumps, not by medium or large untargeted jumps. More formally, a path does not skipx-bands for a specified period of time if, during that time, escapes fromπ K (D(x, r n,k )) and entrances toπ K (D(x, r n,k )) land inπ K (∂D(x, r n,k ) s k ) 6 .
By the strong Markov property, the only effect that one excursion between annuli has on another is via its beginning and ending points. In this section we build a structure in which to analyze the dependence on these endpoints for a special class of excursions.
The excursions we wish to examine are those from insideπ K (D(0, r n,l−1 )) out toπ K (D(0, r n,l ) c K ) prior to "one larger" disc escape at Tπ K (D(0,r n,l+1 ) c K ) . Consider a random path starting between these sets atẑ ∈π K (∂D(0, r n,l ) s l ). Focusing on annulus-based excursion end pointŝ w ∈π K (∂D(0, r n,l+1 ) s l+1 ) and l large, let H n,l−1↑l be the σ-algebra of outward excur-
. Let τ 0 = 0, and for ). This is for the purposes of re-entering the level structure from the outermost level n; see (5.22) for details, and assume this notation for excursions from level n down to level n − 1 if it is not mentioned. i = 0, 1, 2, . . ., define the excursion endpoint times
, note that τ = τ 2I+1 for some (unique) non-negative integer I. Then H n,l−1↑l is the σ-algebra generated by the excursions {ê (j) : j = 1, . . . , I},
(The event {I = 0} is, of course, also included.) Let F j = σ(Ŝ k : k = 0, 1, . . . , j), and for any stopping time τ , let F τ denote the collection of events A such that A ∩ {τ = j} ∈ F j for all j.
We will focus on paths which do not skipx-bands over a number of concentric annulus excursions. Let Ω i−1,...,ĵ x,n,l+1,m denote the set of paths which do not skipx-bands on excursions between levels k = i − 1, i, . . . , j until completion of the first m outward excursions from π K (D(x, r n,l )) →π K (D(x, r n,l+1 ) c K ), and Ω Â x,n,l+1,m the same for the levels in the index set A. Our first lemma shows that excursion paths faithful to hittingx-bands are "almost" independent of their beginning and ending points.
and
Proof Fixing a starting pointẑ ∈π K (∂D(0, r n,l ) s l ), it suffices to consider B n ∈ H n,l−1↑l such that Pẑ(B n ) > 0. Fix such a set B n and an ending pointŵ ∈π K (∂D(0, r n,l+1 ) s l+1 ).
Using the notation just introduced, for any i ≥ 1, we can write
for some B n,i ∈ F τ 2i , where
so by the strong Markov property at τ 2i ,
Pẑ(B n ∩ Ω l−1,l,l+1 0,n,l+1,1
Consequently, for all i ≥ 1,
Necessarily, Pẑ(B n |I = 0) ∈ {0, 1} and is independent ofẑ for any B n ∈ H n,l−1↑l , implying that (4.26) applies for i = 0 as well. Hence, by (3.9) and (3.8), there exists c < ∞ such that for anyẑ,x ∈π K (∂D(0, r n,l ) s l ) andŵ ∈π K (∂D(0, r n,l+1 ) s l+1 ),
We note that, since (3.9) and (3.8) accommodate starting points up to a square root of the distance away from their level's starting radius of r n,l , this bound is good for even the wide band s n↓ n−1 = √ r n,n−1 r n,n−1 as a starting point (this is the case l = n − 1).
Hence, summing (4.26) over I = 0, 1, . . ., we get that
A similar argument shows that
and we obtain (4.24).
By the strong Markov property at τ 1 , for anyẑ ∈π K (∂D(0, r n,l ) s l ),
).
The first term is handled by (2.37). (4.25) then follows from (3.15).
Next, we examine excursions going inward: let Gx n,l+1↓l denote the σ-algebra of excursions fromπ K (D(x, r n,l+1 ) c Kn ) intoπ K (D(x, r n,l )). To this end, letx ∈ Z 2 Kn , let τ 0 = 0 and for i = 1, 2, . . . define
Then Gx n,l+1↓l is the σ-algebra generated by the excursions {ê (j) : j = 1, . . .}, wherê
Kn ), i.e., from τ 1 to τ m . In more detail, for each j = 1, 2, . . . , m, let ζ j,0 = τ j and for i = 1, . . ., define
Then Hx n,l−1↑l (m) is the σ-algebra generated by the intersection of the σ-algebras Hx n,l,j = σ(v j,i : i = 1, 2, . . . , Z j ) of the excursions between τ j and τ j , for j = 1, 2, . . . , m.
Lemma 4.4. There exists C < ∞ such that, uniformly over all m ≤ (n log n) 2 
Kn \π K (D(x, r n,l )), and H ∈ Hx n,l−1↑l (m),
x,n,l+1,m ).
(4.27)
Proof Applying the Monotone Class Theorem to the algebra of their finite disjoint unions, it suffices to prove (4.27) for the generators of the σ-algebra Hx n,l−1↑l (m) of the form H = H 1 ∩H 2 ∩· · ·∩H m , with H j ∈ Hx n,l,j for j = 1, . . . , m. Conditioned upon Gx n,l+1↓l , the events H j are independent. Further, each H j then has the conditional law of an event B j in the σ-algebra H n,l−1↑l of Lemma 4.3, for some random end pointsẑ j =Ŝ τ j −x ∈π K (∂D(0, r n,l ) s l ) andŵ j =Ŝ τ j −x ∈π K (∂D(0, r n,l+1 ) s l+1 ), both measurable on Gx n,l+1↓l . By our conditions, the uniform estimates (4.24) and (4.25) yield that for any fixedẑ ∈π K (∂D(0, r n,l ) s l ),
x,n,l+1,1 ).
Since m ≤ (n log n) 2 and the last expression above neither depends onŷ 0 ∈ Z 2 K nor on the extra information in Gx n,l+1↓l , we get (4.27). Now that we have control over the excursion structure of paths that do not skipx-bands, we will control their layered excursion counts. Fix 0 < a < 2, and define v k = v k (a) := 3ak 2 log k for k = 2, 3, ..., n, and Nx n,l , l = 2, . . . , n − 1, as the number of excursions from
Kn ) until time Rx n (a), the time that v n excursions fromπ K (D(x, r n,n−1 )) out toπ K (D(x, r n,n ) c Kn ) have been completed. Let m k ∼ v denote the bound |m − v| ≤ k. Finally, let Nx n,0 be the number of visits tox before Rx n (a). (D(y, r n,l ) ), when the event {Nŷ n,l = m l } ∈ Gŷ n,l↓l−1 occurs, it implies that
With m l /(l 2 log l) bounded above, by (4.27) we have, uniformly inŷ ∈ Z 2 Kn andx 0 ,
Hence,
Settingx 0 =x 1 and taking expectations with respect to Px 0 yields
where we used (4.31) for the last equality. With {Nŷ n,l = m l } ∈ G y n,l↓l−1 , this is (4.28).
Late Points
We define the cover time of Z 2 K by the random walkŜ to be the maximum first visiting time over all points in Z 2 K : if T K (x) = inf{t ≥ 0 :Ŝ t =x} is the first time visitingx, then the cover time of
In [11] , Dembo, Peres, Rosen, and Zeitouni showed that the cover time of Z 2 K for simple random walk is asymptotic to 4 π (K log K) 2 as K → ∞. This result was found via strong approximation techniques to Brownian motion. The team reproduced this result via purely random walk methods in [12] , along with a multifractal analysis of the late points of the torus. Here we generalize results from [3] and [12] to gain similar results for toral random walks with jumps of infinite range.
Let α ∈ (0, 1). Anticipating the result, we callx an α, K-late point of the random walkŜ
Upper bound of late point probabilities
First we show that excursion times are concentrated around their mean, and relate excursions to hitting times.
Lemma 5.1. With the notation of Lemma 4.1, we can find δ 0 > 0 and C > 0 such that, if R ≤ K/24 and δ ≤ δ 0 with δ ≤ 6c
log(R/r). Then, by (4.1), (4.20), (2.17), and (4.21), we can bound the moments of τ : there exist universal constants c 1 , c 2 < ∞ such that for allx ∈ Z 2 K ,
(5.4) Taking η = δ/6 > 0, with our choice of r and R, it thus follows by (4.6) that for ρ = c 3 uu and all θ > 0,
Since τ (0) ≥ 0, using Markov's inequality, we bound the left-hand side of (5.2) by
where the last inequality follows by the strong Markov property ofŜ t on {T j }. Combining (5.5) and (5.6) for θ = δu /(6ρ) results in (5.2) for C = 1/(36c 3 ).
Since
, by (4.1) and (4.21), there exist universal constants c 4 , c 5 < ∞ such that max
This implies
Thus, the proof of (5.3), like in (5.2), comes down to bounding
Noting that, by (5.4) and (4.6), there exists a universal constant c 6 < ∞ such that for ρ = c 6 uu and all 0 < θ < 1/(2c 2 u),
≤ exp(θ(1 + 2η)u + ρθ 2 ). Taking δ 0 < 3c 6 /c 2 , the proof of (5.3) now follows that of (5.2).
Next we apply Lemma 5.1 to bound the upper tail of T K (x), the first hitting time of x ∈ Z 2 K . Lemma 5.2. For any δ > 0 we can find c < ∞ and
Proof Fix δ ∈ (0, δ 0 ), where δ 0 is from Lemma 5.1. Let R = K 24 and r = R/ log K. Then Lemma 5.1 applies for all K ≥ K 0 and some K 0 = K 0 (δ) < ∞. Fixing b ≥ 0 and such K, let
Then,
The first probability in the sum in (5.9) is the probability of not hittingx during the first
Hence, by (5.10) and (5.11), the first probability in (5.9) is bounded above by max
The second probability in (5.9) is bounded above by (5.3), The upper bound of (1.4) is as follows: For any α ∈ (0, 1) and γ > 0, we have by Lemma 5.2, that for γ/(2α) > δ > 0 small enough,
(5.14)
Lower bound of late point probabilities
Fixing 0 < α < 1, we prove in this section the lower bound of (1.4): for any δ > 0, K n = e n n 3n+γ , and some universal n 0 (δ) < ∞, there exists f n (δ) → 0 as n → ∞ such that
The sequence {K n } n≥n 0 covers all integers sufficiently to imply
Let a = 2α and fix ρ < 2−a 2 . We call a pair (x, ω) n-successful if the path ω does not skipx-bands and has the following excursion and visiting counts (where, recall, v k = 3ak 2 log k):
Recall that Rx n is the time it takes for v n excursions fromπ K (D(x, r n,n−1 )) out toπ K (D(x, r n,n ) c Kn ) to complete, and note that {Nx n,0 = 0} = {T Kn (x) > Rx n }. The next lemma relates the notions of n-success and first hitting times.
Kn : T Kn (x) > Rx n }. Then, for some c > 0 and all n ≥ n 0 ,
Proof Set r = r n,n−1 , R = r n,n , and δ = π Γ 2a log n . Then log(R/r) = 3 log n, and by (5.2) under N = v n = 3an 2 log n excursions, we have that, for some C > 0, all n ≥ n 0 , and anŷ x,x 0 ∈ Z 2 Kn ,
Sum overx ∈ Z 2 Kn and select c < C/2 so that c −1 e −cn 2 0 ≥ 1 to get (5.16).
Let Y (n,x),x ∈ Z 2 Kn , be the indicator random variable for the event {x is n-successful} = {ω : (x, ω) is n-successful}.
In view of Lemma 5.3, we have (5.15) (and hence (1.4)) as soon as we show that, for any δ > 0, all n sufficiently large, there exists a sequence f n → 0 such that
First, we state [3, Lemma 6.1], a combinatorial result that will aid us in the proof of Lemma 5.5. such that for all n sufficiently large, uniformly in γ
Proof We start by defining a way to examine excursions on a path. Let τ (1) be the time of the first visit toπ K (∂D(x, r n,n−1 ) s n↓ n−1 ) (starting at0, so coming from outsidex's levels intô
x's large level n−1), and define τ (2), τ (3), . . . to be the successive hitting times of different elements of A n := n k=ρnπ K (∂D(x, r n,k ) s k ) until time Rx n . We can construct a path ω's "history" as follows: let m = (m ρn , . . . , m n−1 , m n ), where m k is the number of upcrossing excursions of ω (candidate values for Nx n,k ) from level k − 1, i.e.,π K (∂D(x, r n,k−1 ) s k−1 ), out to level k, i.e.,π K (∂D(x, r n,k ) s k ) before Rx n , and set |m| = 2 n k=ρn m k − 1. Let Φ : A n → {ρn − 1, . . . , n − 1, n} label the points of A n by their annulus: set Φ(ŷ) = k if y ∈π K (∂D(x, r n,k ) s k ). Set h(ω, j) = Φ(ω(τ (j)), the label of the annulus hit at time τ (j), where ω ∈ Ω ρn−1,...,n x,n,n−1,mn . (Note that, since we are referring to upcrossings here, at level n − 1 we use the thin band s n−1 = n 4 rather than the thick band s An upcrossing from k − 1 to k can only occur before the last upcrossing from k to k + 1. Hence, the number of ways to partition u(k) upcrossings from k − 1 to k among and before the u(k + 1) upcrossings from k to k + 1 is
the number of ways to partition u(k) identical objects into u(k+1) sets. Since the mapping s is in one-to-one correspondence with the relative ordering of all its upcrossings, we have
Let h| k be the first k coordinates of the sequence h. Applying the strong Markov property at the times τ (1), τ (2), ..., τ (|m| − 1), we have, uniformly for s ∈ H n (m) andx ∈ S Kn ,
where a l and b l are described below.
We wish to examine the probabilities of excursions between annuli. For the outermost level, from level n (i.e., thex-band of width s n = n 4 at radius r n,n ), the probability that the toral walk crosses back down to r n,n−1 via the thickx-band (which is of width s n↓ n−1 = √ r n,n−1 , unlike all other bands) can be estimated by the bound below (2.70).
Uniformly forŵ ∈π K (∂D(x, r n,n ) sn ), and for large enough n, there exists c, c > 0 such that
n,n−1 log(r n,n−1 )
From the innermost level ρn − 1, applying (2.67), we will avoid visitingx and cross back up to level ρn via its s ρn = n 4 -band, uniformly inŵ ∈π K (∂D(x, r n,ρn−1 ) s ρn−1 ), with probability
For the middle levels, set a l to the probability in (2.77) for upcrossings for l = ρn, . . . , n, and b l to (2.79) for downcrossings: 
All combined, this yields the exact-history s, not-skipping-x-bands probability bound
Taking m n = v n = 3an 2 log n and summing over all possible maps s for each possible path ω gives us 27) which, by (5.26), is (5.19) for
Note that q n does not depend onx. By (5.18), there exists C, C < ∞ independent of k
Since there are 2l + 1 positive terms for each l such that m l l ∼ v l , the sum in (5.28) is a sum of n−1 l=ρn (2l + 1) terms; each of these terms is a product of (1 − ρ)n factors, each of the form
m l +m l+1 . Thus, using (5.29) and some C 1 , C 1 < ∞, we can bound the sum in (5.28) by
It is obvious that a constant c is n o(1n) , and n c is (n n ) o(1n) for any fixed c > 0. Hence,
For a given n, define
to be the largest radius index (up to n) of discs centered atx andŷ that do not intersect. We now show that the covariance of Y (n,x) between pairs of points depends on how far apart they are, based on this measurement.
Lemma 5.6. Fix ε > 0. Then there exists b ≥ 10 and C = C(b, ε) < ∞ such that for all n andx,ŷ ∈ S Kn ,
Proof First, note that, using the index set M l := {l, l + 1, . . . , n − 1}, the same analysis at the end of the proof of Lemma 5.5 yields, for any l ≥ ρn, uniformly inx ∈ S Kn , γ, and
We first note that, for ρ n ≤ l(x,ŷ) < n, 2r n,l+1 + 2 ≥ d(x,ŷ) ≥ 2r n,l + 2. Thus, there are, for some constants C n,k ≈ 4π,
Since r n,l+2 − r n,l r n,l+1 , it is easy to see that
for k = l + 1 (the thick band at k = n − 1 also satisfies this). Replacing hereafter l with l ∧ n − 3, it follows that for k = l + 1, l + 2, the events {Nx n,k k ∼ v k } are measurable with respect to the σ-algebra Gŷ n,l↓l−1 (defined before Lemma 4.4), since the excursions outside these bands depend (up to error term) only on their beginning and end points.
Slightly rewriting the notation of Lemma 4.5, define the set ofŷ-faithful paths for the set of indices A, Γŷ n (A) := {Nŷ n,i i ∼ v i ; i ∈ A} ∩ Ω A y,n,l,v l +l , to be the set of paths with n-successfulŷ-excursion counts on the levels of the indices of A. Using the index set J l = {0, ρn, . . . , l − 1}, we collect all the pertinent inner-level y-based excursions, and with the index set I l = {0, ρn, . . . , l, l + 3, . . . , n − 1}, we combine the inner-and outer-levelx-faithful excursion paths, skipping the two levels wherex and y's annuli cross (causing a jump in their n-success covariance).
Note that Γx n (I l ) ∈ Gŷ n,l↓l−1 (it skips the two levels in question). Then we have that {x andŷ are n-successful} ⊂ Γx n (I l ) ∩ Γŷ n (J l+1 ).
Recall that, if B ∈ G, P (A ∩ B|G) = P (A|G)1 B . Applying (4.28), and focusing on level l, for some universal constant C 3 < ∞, P (x andŷ are n-successful) ≤ m l l ∼v l E P Γŷ n (J l )|Nŷ n,l = m l , Gŷ n,l↓l−1 ; Γx n (I l ) ≤ C 3 P (Γx n (I l )) m l l ∼v l P Γŷ n (J l )|Nŷ n,l = m l .
(5.37) Using Lemma 4.5, for some universal constant 0 < C 4 < ∞,
(1 + o(1 n ))q n = P (y is n-successful) Finally, we deal with those pairs far apart. For most pairs (K 2 n (K 2 n − C n,n r 2 n,n ) pairs for some C n,n ≈ 4π of them), we have l(x,ŷ) = n. For these, the event {x is n-successful} is Gŷ n,n↓n−1 -measurable, so by Lemma 4.5, E(Y (n,x)Y (n,ŷ)) = P (x andŷ are n-successful) = E(P (ŷ is n-successful | G y n,n↓n−1 );x is n-successful) (5.42)
We can now prove Theorem 1.1. : since W n ∈ L 2 (Ω), for any 0 < λ n < 1, we have To obtain this bound, first note that the definition of l(x, y) implies that d(x,ŷ) < 2r n,l(x,y)+1 + 2. Hence, on Z 2 Kn there are at most C 0 r 2 n,l+1 pointsŷ ∈π K (D(x, r n,l+1 )) (from here on, C m are constants independent of n). Since 2ρ < 2 − a, there exists C 1 < ∞ such that the covariances on the inner levels sum to Choose ε > 0 such that 2 − a − ε > 0 and fix l ∈ [ρ n, n). Then, by (5.34), the outer-level covariances are bounded by Finally, we prove the cover time result, Corollary 1.2.
Proof The lower bound (5.15) implies that, for any α ∈ (0, 1), α-late points exist with positive probability. As α ↑ 1, we have that
For the upper bound, we modify the argument of (5.14) to approach from above, i.e., α ↓ 1, to show that, as K → ∞, we have no late points beyond α = 1 after the expected cover time 4 π Γ (K log K) 2 . Define, for any α > 0, the cover time event
For any δ > 0, set b =
π Γ (1−δ) (so that α = 4+δ 4(1−δ) > 1); Lemma 5.2 and (5.14) yield
Open Problems
We have given the asymptotic timing of a large class of infinite-range symmetric random walks on the two-dimensional torus. Some open problems to extend this work are:
• Analyze the neighborhoods and pairs of late points mentioned in [12, Theorems 1.2 and 1.3]. How is the spacing of α-late point pairs on Z 2 K affected by jumping walks?
• Examine the structure of the frequent points on the lattice torus.
• [12] suggests that its nearest-neighbor results may be extended to the planar Weiner sausage on the two-dimensional torus T 2 . We suggest, then, that using this class of jumping walks, this work may be extended to a larger class of "compound Poisson Weiner sausage links" on T 2 (for example, a two-dimensional Brownian motion with exponentially-timed jumps).
• Check the ratio of late points of Z K 1 ×Z K 2 when limiting the coordinates at different rates and when limiting to the infinite cylinder Z 2 × Z K for fixed K.
• Find tight bounds forĜπ K (D(0,n)) (x,x), the external toral Green's function, along with annulus Green's functions on the plane and torus and expected hitting times of these discs and annuli, and prove a full exterior toral Harnack inequality.
• Give computational rates of convergence for the number of late points, given α and p 1 .
