Abstract. We study Jack polynomials in N variables, with parameter α, and having a prescribed symmetry with respect to two disjoint subsets of variables. For instance, these polynomials can exhibit a symmetry of type AS, which means that they are antisymmetric in the first m variables and symmetric in the remaining N − m variables. One of our main goals is to extend recent works on symmetric Jack polynomials [4, 5, 7] and prove that the Jack polynomials with prescribed symmetry also admit clusters of size k and order r, that is, the polynomials vanish to order r when k + 1 variables coincide.
1. Introduction 1.1. Quantum Sutherland system. In this article, we study properties of polynomials in many variables that provide the wave functions for the Sutherland model with exchange term, which is a famous quantum mechanical many-body problem in mathematical physics. This model describes the evolution of N particles interacting on the unit circle.
To be more explicit, let φ j ∈ T = [0, 2π) be the variable that describes the position of the jth particle in the system. Let also the operator K i,j act on any multivariate function of φ 1 , . . . , φ N by interchanging the variables φ i and φ j . Finally, suppose that g is some positive real. Then, the Sutherland model, with coupling constant g and exchange terms K i,j , is defined via the following Schrodinger operator acting on L 2 (T N ) [6, 31] :
When acting on symmetric functions, the operators K i,j can be replaced by the identity and the standard Sutherland model is recovered [34] . The latter is intimately related to Random Matrix Theory [19] . For K i,j = 1, the operator H K was used for describing systems of particles with spin (see for instance [24, 32] ). Up to a multiplicative constant, there is a unique eigenfunction Ψ 0 of H with minimal eigenvalue E 0 [23] . Explicitly, defining α = g −1 and x j = e iφj , where i = √ −1, we have
The operator H admits eigenfunctions of the form Ψ(x) = Ψ 0 (x)P (x), where P (x) is a polynomial eigenfunction of the operator D = Ψ
1.2. Symmetric Jack polynomials and their clustering. Let S {1,...,N } denote the ring of symmetric polynomials in N variables with coefficients in the field of rational functions in the formal parameter α, here denoted by C(α). Any homogenous element of degree n in S {1,...,N } can be indexed by a partition of n, which is sequence λ = (λ 1 , . . . , λ N ) such that λ 1 ≥ . . . ≥ λ N ≥ 0 and λ 1 + . . . + λ N = n. Note that in general, we only write the non-zero elements of the partition. Partitions are often sorted with the help of the following partial order, called the dominance order:
where it is assumed that both partitions have the same degree n. A convenient way to write a symmetric polynomial consists in giving its linear expansion in the basis of monomial symmetric functions {m λ } λ , where m λ = x (1.5) Since Stanley's seminal work [33] , we know that the symmetric Jack polynomial, denoted P λ = P λ (x; α), is the unique symmetric eigenfunction of (1.3) that is monic and triangular in the monomial basis, where the triangular is taken with respect to the dominance ordering. In symbols, P λ is the unique element of S {1,...,N } that satisfies the following two properties:
where ε λ (α) is the eigenvalue and will be given later in Lemma 2.1. For instance, P (4) = m (4) + 6 (α + 1) m (2,2) (2 α + 1) (3 α + 1) + 4m (3, 1) 3 α + 1 + 12m (2,1,1) (2 α + 1) (3 α + 1) + 24m (1,1,1,1) (2 α + 1) (3 α + 1) (α + 1) (1.6) and P (2,2) = m (2,2) + 2 m (2,1,1) α + 1 + 12 m (1,1,1,1) (α + 2) (α + 1)
.
It is worth stressing that uniqueness of the polynomial satisfying (A1) and (A2) remains valid if we suppose that α is a positive real or an irrational (see Section 2.1). However, when α is a negative rational, the uniqueness is generally lost. Worse, as the examples above clearly show, the Jack polynomials have poles for negative rational values of α.
Nevertheless, Feigin, Jimbo, Miwa, and Mukhin [17] showed that for certain classes of partitions, called admissible partitions, the Jack polynomial are not only regular at certain negative fractional values of α but also exhibit remarkable vanishing properties when some variables coincide. Definition 1.1 (Admissibility). Let k and r − 1 be positive integers such that gcd(k + 1, r − 1) = 1. A partition λ = (λ 1 , . . . , λ N ) is said to be (k, r, N )-admissible if
Proposition 4.1 in [17] states the following: If λ is (k, r, N )-admissible and α is equal to 9) then P λ (x; α) is regular and vanishes when k + 1 variables coincide, that is, P λ (x; α k,r )| x N −k =...=xN = 0. Bernevig and Haldane [7] later used the above vanishing property for modeling fractional quantum Hall states with Jack polynomials. They moreover conjectured that the Jack polynomials indexed by (k, r, N )-admissible partitions satisfy the following clustering property, which gives a more precise statement about how the polynomials vanish. Let us illustrate how the clustering property works by returning to the examples given in (1.6) and (1.7). Clearly, the partition (4) can be admissible only for N = 2 and in fact, it is both (1, 2, 2)-admissible and (1, 4, 2)-admissible. There are two possible values for α: α 1,2 = −2 and α 1,4 = −2/3. One can check that as expected, P (4) admits clusters of size k = 1 whose respective order is r = 2 and r = 4: P (4) (x 1 , z; −2) = 1 5 (x 1 − z) 2 5x 1 2 + 6 x 1 z + 5z 2 and P (4) (x 1 , z; −2/3) = (x 1 − z) 4 .
The partition (2, 2) is (2, 2, 4)-admissible and one easily sees that the associated Jack polynomial admits a cluster of size k = 2 and order r = 2:
the general k ≥ 1 clustering property for Jack polynomials [5] . Their method method was based the representation theory of the rational Cherednik algebra. In fact, reference [5] also contains the proof for more general vanishing properties in the case of many clusters, some of them having been conjectured earlier in [7] .
1.3. Jack polynomials with prescribed symmetry. The operator D obviously has polynomial eigenfunctions of different symmetry classes. First, as explained earlier, there are the symmetric Jack polynomials P λ (x; α). Second, there are the non-symmetric Jack polynomials E η (x; α), which were introduced by Opdam [30] . These polynomials can be defined as the common eigenfunctions of the commuting set {ξ j } N j=1 , where each ξ j is a first order difference-differential operator ξ j , often called a Cherednik operator. However, as first shown by Baker and Forrester [2] , we can use the latter polynomials to construct orthogonal eigenfunctions of D whose symmetry property interpolates between the completely symmetric Jack polynomials, P λ (x; α), and the completely antisymmetric ones, sometimes denoted by S λ (x; α). In order words, there exist eigenfunctions that are symmetric in some given subsets of {x 1 , . . . , x N } and antisymmetric with other subsets, all subsets of variables being mutually disjoint. Such eigenfunctions are called Jack polynomials with prescribed symmetry and were studied in [1, 2, 14, 20, 25] . Here we limit our study to the case of two subsets.
Before given the precise definition of the Jack polynomials with prescribed symmetry, let us introduce some more notation. For a given set K = {k 1 , . . . , k M } ⊆ {1, . . . , N }, let Asym K and Sym K respectively denote the antisymmetrization and the symmetrization operators with respect to the variables x k1 , . . . , x kM . If f (x) is an element of V = C(α)[x 1 , . . . , x N ], then Sym K f (x) belongs to S K , the submodule of V whose elements are symmetric polynomials in x k1 , . . . , x kM . Similarly, Asym K f (x) belongs to A K , the submodule of antisymmetric polynomials in x k1 , . . . , x kM . The above polynomials respectively belong to A I ⊗ S J , A I ⊗ A J , S I ⊗ A J , S I ⊗ S J , which are all vector spaces over C(α). These spaces are spanned by monomials, denoted by m Λ , each of them being indexed by an ordered pair of partitions Λ = (λ 1 , . . . , λ m ; µ 1 , . . . , µ N −m ). Analogously to the Jack polynomials with prescribed symmetry, the monomials are defined by the action of Asym K and Sym K , where K is either I or J, on the non-symmetric monomial x very useful. It allowed, for instance, the derivation of a very simple evaluation formula for P AS Λ (x; α) [12] , which in turn lead to the first results regarding the clustering properties of these polynomials [13] . We adopt here a slightly more general point of view for superpartitions. Definition 1.4 (Superpartitions and diagrams). The ordered set Λ = (Λ 1 , . . . , Λ m ; Λ m+1 , . . . , Λ N ) is a superpartition Λ of bi-degree (n|m) if it satisfies the following conditions:
If (Λ 1 , . . . , Λ m ) is moreover strictly decreasing, then Λ is called a strict superpartition. Equivalently, we can write the superpartition Λ as a pair of partitions (Λ ⊛ , Λ * ) such that
where + indicates the operation that reorder the elements of a composition in decreasing order. The diagram of Λ is obtained from that of Λ ⊛ by replacing the boxes belonging to the skew diagram Λ ⊛ /Λ * by circles. The dominance order for superpartitions is defined as follows:
For instance, the ordered set Λ = (4, 3, 0; 4) is a strict superpartitions of bi-degree (11|3). It can be written as a pair (Λ ⊛ , Λ * ), where Λ ⊛ = (4 + 1, 3 + 1, 0 + 1, 4) + = (5, 4, 4, 1) and Λ * = (4, 4, 3, 0). The diagram associated to Λ is obtained as follows: One easily verifies that Ω > Γ, while Λ is comparable with neither Ω nor Γ.
Main results.
Our first aim is to give a very simple characterization of Jack polynomials with prescribed symmetry that generalizes Properties (A1) and (A2). For this, we use differential operators of Sekiguchi type: 12) where u and v are formal parameters. Note we will often set v = u since this case leads to simpler eigenvalues. It is a simple exercise to show that the symmetric Jack polynomial P λ (x; α) is an eigenfunction of S * (u), with eigenvalue
The same polynomial cannot be an eigenfunction of S ⊛ (u, v), since the latter does not preserve S {1,...,N } . In fact, S * and S ⊛ together preserve the spaces A I ⊗S J , A I ⊗A J , S I ⊗A J , and S I ⊗S J . They moreover serve as generating series for the conserved quantities of the Sutherland model with exchange terms:
where all the operators H d and I d,d ′ commute among themselves and preserve the spaces mentioned above. Amongst them, the most important are
(1.14)
Note that the operator D introduced in (1.3) is related to the operators H 1 and H 2 via
Theorem 1.5 (Uniqueness at generic α). Let Λ be a superpartition of bi-degree (n|m). Suppose that α is a formal parameter or a complex number that is neither zero nor a negative rational. Then, the Jack polynomial with prescribed symmetry P Λ is the unique polynomial satisfying
for some c Λ,Γ , d Λ , e Λ ∈ C(α). Moreover, the eigenvalues d Λ and e Λ can be computed explicitly; they are in Equations (2.23) and (2.24), given respectively.
Our second aim is to prove clustering properties for Jack polynomials with prescribed symmetry. This properties appears only for negative fractional values of α. As explained in Section 3, Theorem 1.5 is no longer valid for such α, so we must restrict ourselves to polynomials indexed by admissible superpartitions. In the case of strict superpartitions, the appropriate admissibility condition was first given in [13] -below, this is called the weak admissibility. When we symmetrize with respect to the first set of variables, then a more restrictive definition of the admissibility is required. Definition 1.6 (Admissibility). Let k and r − 1 be positive integers such that gcd(k + 1, r − 1) = 1. The superpartition Λ is weakly (k, r, N )-admissible if and only if
while it is moderately (k, r, N )-admissible if and only if
and it is strongly (k, r, N )-admissible if and only if
When Λ is said to be (k, r, N )-admissible, without specifying weakly, moderately or strongly, it is understood that either Λ is strongly (k, r, N )-admissible or Λ is both strict and weakly (k, r, N )-admissible. Theorem 1.7 (Uniqueness and regularity at α k,r ). Let Λ be a superpartition of bi-degree (n|m) and (k, r, N )-admissible. Then, the Jack polynomial with prescribed symmetry obtained from (B1) and (B2) is regular at α = α k,r . Moreover, it is the unique polynomial satisfying
The eigenvalues are given in (1.13).
In the case k = 1, a similar theorem holds for the non-symmetric Jack polynomials indexed by a composition of the form (Λ 1 , . . . , Λ m , Λ m+1 , . . . , Λ N ), where the entries Λ i belong to the admissible superpartition of the previous theorem. Combining this result with Definition 1.3 allows us to prove that the general k = 1 clustering property for Jack polynomials with prescribed symmetry. In the AS case, this property was first conjectured in [13] . . . .
where r is even. For the symmetry types AS, SS, and SA, let K respectively stand for J, J, and I. Then,
while for the symmetry type AA,
The precise form of Q(x) will be given in Section 3.6.
We have not been able to prove the natural generalization of the above proposition: All Jack polynomials with prescribed symmetry, indexed by (k, r, N )-admissible superpartitions, admit a cluster of size k and order r at α = α k,r . However, following an idea of Baratta and Forrester [4] , we know that if a polynomial is invariant under translation and satisfies basic factorization and stability properties (see Lemma 2.7 and Proposition 2.9 ), then the polynomial can admit clusters of size k > 1. In the last part of the article, we thus turn our attention to the translationally invariant Jack polynomials with prescribed symmetry. Exploiting a result obtained in the context of the supersymmetric Sutherland model, so only valid for the AS case, we find all strict and admissible superpartition that lead to invariant polynomials. Theorem 1.9 (Translation invariance). Let Λ be a strict and weakly (k, r, N )-admissible superpartition. Then, the Jack polynomial with prescribed symmetry P AS Λ (x; α k,r ) is invariant under translation if and on if one of the following two conditions is satisfied: (D1) all corners (circles or boxes) of Λ are located at the upper corner of a hook of type B k,r ,B k,l , C k,r , orC k,l , except for one corner, which must be located at the point (N − k, r); (D2) all corners of Λ are circles such that if they are not interior, they are located at the upper corner of a hook of type C k,r orC k,l , except for at most one non-interior corner (i, j), which is such that i = N + 1 −k(k + 1) y j =k(r − 1) + 1 for somek.
Types of hooks are given in Figure 1 . Interior and non-interior corners are defined in Definition 4.4. Proposition 1.10 (Clustering property for k ≥ 1). Let Λ be a strict and weakly (k, r, N )-admissible superpartition of bi-degree (n|m). Suppose moreover that Λ satisfies (D1) or (D2) and has a length ℓ not greater than N − k. Then, for some polynomial Q,
Basic theory for generic α
In this section we develop the basic theory of the Jack polynomials with prescribed symmetry. We assume here that α is generic, which means in the present context that α is either a formal parameter or a complex number that is not zero nor a negative rational.
2.1. Compositions, partitions, and superpartition. We recall that a composition is an ordered list of non-negative integers. We way that η = (η 1 , . . . , η N ) is a composition of n, or has degree n, if
A partition λ = (λ 1 , . . . , λ N ) of n is a composition of n whose elements are decreasing:
The number of non-zero elements in a partition λ is called the length and it is usually denoted by ℓ or ℓ(λ). Each partition is associated to a diagram that contains ℓ rows. The highest row, which is considered as the first one, contains λ 1 boxes, the second row, which is just below the first one, contains λ 2 boxes, and so on, all boxes being left justified. The box located in the ith row and the jth is denoted by (i, j). Such coordinates are also called cells. Given a partition λ , its conjugate λ ′ is obtained by reflecting λ's diagram in the main diagonal. Given a cell s = (i, j) in the diagram associated to λ, we let Note that throughout the article, we compare the partitions by using the dominance order, which is defined in (1.4).
The following lemma will be used later in the article. For α a formal parameter, it was first stated without proof in Stanley's article [33] .
Lemma 2.1. For any partition λ, let
Suppose that α is generic. Then,
Proof. Let us firs define the lowering operators as follows:
Note that in general, if λ is a partition, then L i,j λ is a composition. However, from [29, Result (1.16) ], one easily deduces that
This last result together with Equation (2.2) prove the following:
Moreover, as is well known [29, Result (1.11) ], λ > µ if and only if µ ′ > λ ′ . Consequently,
where p and q are positive integers. Therefore, ε λ (α) − ε µ (α) = 0 only if α is a negative rational, and the lemma follows.
To each composition η corresponds a unique partition η + , which is obtained from η by reordering the elements of η in decreasing order:
This allows to define the dominance order between compositions as follows:
where it is also assumed that η = µ and of the same degree. According to Definition 1.4, there are two useful ways of writing a superpartition Λ as a pair of partitions. On the one hand, there is the representation that provides the correct indices for the polynomials with prescribed symmetry:
On the other hand, there is the representation naturally associated to the diagrams: 
Let γ = (γ 1 , . . . , γ N ) be a composition of n. Fix a positive integer m not greater than N . We define the map ϕ m as
In other words, ϕ m maps the composition γ to the superpartition Γ = (Γ * , Γ ⊛ ) of bi-degree (n|m), which is equivalent to Γ = (γ 1 , . . . , γ m )
Lemma 2.2. Let Λ = ϕ m (λ) and Γ = ϕ m (γ), where λ and γ are compositions of the same degree. If
Proof. There are two possible cases.
(1) Suppose that λ
ii) implies that µ is a permutation of λ that can be written as
where each s i,j is a transposition such that
This means that s i,j induces, via the map ϕ m , a nontrivial action on the superpartition Λ only if i ∈ I = {1, . . . , m} and j ∈ J = {m + 1, . . . , N }. To be more explicit, let i ′ and j ′ be such that ϕ m maps λ i to Λ i ′ and λ j to Λ j ′ , respectively. Then,
Therefore, Λ * = Γ * and
which implies that Γ ⊛ < Λ ⊛ , as expected.
Lemma 2.3. For any superpartition Λ, let
Proof. Let Ω be a superpartition be such that Ω * = Λ * and Ω ⊛ = L i,j Λ ⊛ for some i < j, where L i,j is the lowering operator defined in Equation (2.1). Note that this assumption makes sense only if Λ * i > Λ * j . Then, the diagram of Ω ⊛ differs from that of Λ ⊛ only in rows i and j, so that
and
Finally, recalling (2.2), we find that
Clearly, if α is not a negative rational, then ǫ Λ (α) − ǫ Ω (α) = 0, as expected.
2.2.
Non-symmetric Jack polynomials. There are many ways to define the non-symmetric Jack polynomial [30] (see also [26] ). The most natural for us is to characterize them as triangular eigenfunctions of commuting difference-differential, first found in physics in [6] , and later generalized to other root systems by Cherednik. We define these operators as follows:
where the operators K i,j give the action of the symmetric group on functions of N variables, i.e.,
Note that we will use the following shorthand notation:
Let η be a composition and let α be formal parameter or a non-zero complex number not equal to a negative rational. Then, the non-symmetric Jack polynomials E η (x; α), where η is a composition, is the unique polynomial satisfying
where the eigenvalues are given by
One important property of the non-symmetric Jack polynomials is their stability with respect to the number of variables (see [26, Corollary 3.3] ). To be more precise, let η = (η 1 , . . . , η N ) and η − = (η 1 , . . . , η N −1 ) be compositions. Then,
We now prove a closely related property that will help us to establish the stability of the Jack polynomials with prescribed symmetry.
Lemma 2.4. Let λ = (λ 1 , . . . , λ m ) and µ = (µ m+1 , . . . , µ N −1 ) be partitions. Let also
Finally assume that µ m+1 > 0. Then,
Proof. We first note that
Now, the action of the symmetric group on the non-symmetric Jack polynomials is such that (see [2, Eq. (2.21)])
where δ i,η = η i − η i+1 . In our case, given that we are using a composition in increasing order, we can use successively the third line of (2.5) and get
In the last equation, the sum is taken over the compositions γ of the form
where ω is a permutation given by the composition by a strict subsequence of the transpositions K N −1 , . . . , K m+1 ; the coefficients c λ,γ are products of 1/δ i,j . The important point here is that for any such γ, we have
. . , µ m+1 , 0). Then, applying the stability property (2.4), we find
which completes the proof. Lemma 2.5. Let γ be a composition. Then, E γ (x; α) is an eigenfunction of the operators S * (u) and S ⊛ (u, v) defined in (1.12). Moreover, let Γ = ϕ m (γ) be the associated superpartition to γ. Then,
where the eigenvalue ε λ (α, u) is defined in (1.13).
Proof. The fact that the non-symmetric Jack polynomials are eigenfunctions of the Sekiguchi operators immediately follows from ξ i E γ =γ i E γ . Explicitly,
In order to express the eigenvalues in terms of partitions rather than composition, we need to consider permutations on words with N symbols. Amongst all the permutations w such that γ = w(γ + ), there exists a unique one, denoted by w γ , of minimal length. Equivalently, w γ is the smallest element of S N satisfying γ wγ (i) = γ
Now, let δ − = (0, 1, . . . , N − 1). As is well known, the eigenvalueγ i is equal to the ith element of the composition (αγ − w γ δ − ), which means that
or equivalentlyγ
which is the first expected eigenvalue. For the second Sekiguchi operator, we note that the shifted composition (
and the lemma follows.
2.3. Jack polynomials with prescribed symmetry. For any subset K of {1, . . . , N }, let S K denote the subgroup of the permutation group of {1, . . . , N } that leaves the complement of K invariant. The antisymmetrization and symmetrization operators for K are defined as follows:
Thus, for any pair (i, j) of elements K, we have
Note that in the following paragraphs, the set K will be replaced by either I = {1, . . . , m} or J = {m + 1, . . . , N }. The vector space A I ⊗ S J | n is composed of all polynomials of total degree n that are antisymmetric with respect to the set of variables {x 1 , . . . , x m }, and symmetric with respect to {x m+1 , . . . , x N }. It is spanned by all polynomials of the form Asym I Sym J x η , where η is a composition of n. However, by considering the symmetry of the polynomials, we see that A I ⊗ S J | n is spanned by the following set of linearly independent polynomials:
We recall that in the last equation, a λ and m µ respectively denote the antisymmetric and symmetric monomial functions. Similarly, the following sets provide bases for the vector spaces
We recall that the Jack polynomials with prescribed symmetry AS, AA, SA, SS have been introduced in Definition 1.3. They are indexed by a superpartition Λ = (Λ 1 , . . . , Λ m ; Λ m+1 , . . . , Λ N ) and are defined as follows:
16) where O I,J stands for the appropriate composition of antisymmetrization and/or symmetrization operators, and
(2.17) Moreover, the coefficient c Λ is such that the polynomial P Λ is monic, i.e., the coefficient of m Λ in P Λ is exactly one. However, our definition is such that only the non-symmetric monomial O I,J x η contributes to the coefficient of m Λ , so it is an easy exercise to extract the normalization coefficient:
and n λ (i) is the multiplicity of i in λ.
We now list some properties of the Jack polynomials with prescribed symmetry that immediately follow from their Definition (2.16).
Lemma 2.6 (Regularity for generic α). P Λ (x; α) is singular only if α is zero or a negative rational.
Proof. All the dependence upon α comes from the non-symmetric Jack polynomials, so it is sufficient to consider the possible singularities of the latter. Let us now recall a fundamental result of Knop and Sahi [26] : There is a
Thus, the only singularities of E η (x; α) are poles, which can occurs at α = 0 or α ∈ Q − .
Lemma 2.7 (Simple product). For any superpartition
Then,
Proof. First, as is well known,
with any O I,J . Thus,
Finally, one easily verifies from Equations (2.18)-(2.21), that c Λ = c Λ+ .
Proof. By definition, P Λ = c Λ O I,J E η , where η is given by (2.17) and E η = x η + ν≺η c η,ν x ν . We already know that c Λ guarantees the monocity, i.e., c
ν is proportional to m Ω for some Ω < Λ. Now, O I,J x ν is proportional to m Ω , where Ω = ϕ m (ν). Moreover, we know from Lemma 2.2 that ν ≺ η, then ϕ m (ν) < ϕ m (λ). This completes the proof. Proposition 2.9 (Stability for types AS and SS). Let Λ = (Λ 1 , . . . , Λ m ; Λ m+1 , . . . , Λ N ) be a superparttion and let Λ − = (Λ 1 , . . . , Λ m ; Λ m+1 , . . . , Λ N −1 ). Then, the Jack polynomial with prescribed symmetry AS or SS satisfies
Proof. The cases AS and SS being similar, we only give the proof for AS.
Let
The symmetrization operator can be decomposed as
It is more convenient to rewrite the transpositions on the LHS in terms of the elementary transpositions:
By making use of the stability property (2.4) and the action of the symmetric group on the non-symmetric jack polynomials given in (2.5) , we then find that
when Λ N = 0, and the proposition follows. Proposition 2.10 (Stability for types SA and SS). Let Λ = (Λ 1 , . . . , Λ m ; Λ m+1 , . . . , Λ N ) be a superpartition and let Λ − = (Λ 1 , . . . , Λ m−1 ; Λ m+1 , . . . , Λ N ). Then, the Jack polynomial with prescribed symmetry SA or SS satisfies
Proof. The cases SA and SS are almost identical, so we only prove the first. Below, we essentially follow the method used for proving Proposition 2.9, except that we use Lemma 2.4 rather than Equation (2.4).
Note that Sym I and Asym J commute. The symmetrization operator can be decomposed as
where I − = {1, . . . , m − 1} and
Now, recalling (2.5) and the second stability property for the non-symmetric Jack polynomials, given in Lemma 2.4, we conclude that
Thus, Sym I E η (x 1 , . . . , x N ) xm=0 = 0 when Λ m > 0, while
when Λ m = 0, and the proposition follows.
The next proposition relates Jack polynomials with prescribed symmetry of different bi-degrees. It uses two basic operation on superpartitions. The first one is the removal of a column:
The second one is the removal of a circle: Proof. The removal of a column follows immediately from Lemma 2.7. For types SA and SS, the removal of a circle follows from the stability property given in Proposition 2.10. It remains to prove the removal of a circle for types AA and AS. Only the AS case is detailed below.
Note that Asym I and Sym J commute. The symmetrization operator can be decomposed as
Now, recalling Equation (2.5) and the second stability property for the non-symmetric Jack polynomials, given in Lemma 2.4, we conclude that
From the previous line, we can see that the only nonzero contribution comes from the permutation
and the proposition follows.
Proposition 2.12 (Eigenfunctions).
The Jack polynomial with prescribed symmetry, P Λ = P Λ (x; α), is an eigenfunction of the Sekiguchi operators S * (u) and S ⊛ (u, v) defined in Equation (1.12). Moreover,
where the eigenvalues are given by Equation (1.13).
Proof. This lemma immediate follows from the following three basic facts:
(1) P Λ is proportional to O I,J E λ for any composition λ such that Λ = ϕ m (λ); (2) The operators S * and S ⊛ commute with O I,J . (3) By virtue of Lemma 2.5, E λ is an eigenfunction of S * (u) and
Proof of Theorem 1.5. We want to prove that the Jack polynomials with prescribed symmetry are the unique unitrangular eigenfunctions of
However, according to Propositions 2.8 and 2.12, we already know that the Jack polynomial with prescribed symmetry P Λ satisfies
Thus, it remains to prove that there is no other polynomial that satisfies (B1) and (B2). First, we need to determine precisely the eigenvalues d Λ and e Λ . We recall that m Λ is proportional to O I,J x η , where η = (Λ m , . . . , Λ 1 , Λ N , . . . , Λ m+1 ). Now, as is well known (e.g., see conditions (A1') and (A2') in Section 2.2),
Then, for any polynomial g such that g(ξ 1 , . . . , ξ N ) commutes with O I,J , we have
Consequently, a triangular polynomial
can be an eigenfunction of g(ξ 1 , . . . , ξ N ) only if its eigenvalue is equal to g(η 1 , . . . ,η N ). In our case, Q is an eigenfunction of H and I, with respective eigenvalues d Λ and e Λ , only if
Now, as explained in Lemma 2.5,
By comparing the latter equation with the explicit expression for the quantity ε Λ (α), introduced in Lemma 2.1, we get
Returning to the second eigenvalue, we note that because η = (Λ m , . . . , Λ 1 , Λ N , . . . , Λ m+1 ), we can write
From the comparison of the latter expression with the quantity ǫ Λ (α), given in Lemma 2.3, we then conclude that
Second, we suppose that there is another
Condition (i) implies that there is superpartition Ω such that Ω < Λ and
where < t denotes some total order compatible with the dominance order. The substitution of the last equation into conditions (ii) and (iii) then leads to 
e Ω a Ω m Ω + independent terms = e Λ a Ω m Ω + independent terms, which is possible only if
On the one hand, using Lemma 2.1 and Λ > Ω, we conclude that the first equality is possible only if Λ * = Ω * . On the other hand, Lemma 2.3 and Λ > Ω imply that, the second equality is possible only if Λ * > Ω * . We thus have a contradiction. Therefore, there is no polynomial Q Λ satisfying (i), (ii), and (iii). We have proved the uniqueness of the polynomial satisfying (B1) and (B2).
3. Regularity and uniqueness properties at α = −(k + 1)/(r − 1)
As mentioned in the Introduction, regularity and uniqueness are obvious properties only when α is generic, which means when α is a complex number that is neither zero nor a negative rational. On the one hand, non-symmetric Jack polynomials may have poles only for non-generic values of α, and when poles occur, then there is non-uniqueness. Indeed, following the argument [17, Lemma 2.4], one easily sees that if the non-symmetric Jack polynomial E η has a pole at some given value of α 0 , then there exits a composition ν ≺ η such that ε η + (α 0 , u) = ε ν + (α 0 , u). On the other hand, for non-generic values of α, non-uniqueness may be observed even for regular polynomials. As a basic example, consider the compositions η = (2, 0) and ν = (1, 1), which satisfy η ≻ ν. One can verify that E η (x 1 , x 2 ; α) and E ν (x 1 , x 2 ; α) are regular at α = 0. These polynomials nevertheless share the same eigenvalues, i.e., η j | α=0 = ν j | α=0 for j = 1, 2.. Hence, at α = 0, any polynomial of the form E η (x 1 , x 2 ; α) + aE ν (x 1 , x 2 ; α) complies with conditions (A1') and (A2') of Section 2.2, so uniqueness is lost.
Here we find sufficient conditions that allow to preserve both the regularity and the uniqueness. We indeed prove that if α = −(k+1)/(r−1) and Λ is (k, r, N )-admissible, then the associated Jack polynomial with prescribed symmetry is regular and can be characterized as the unique triangular eigenfunction to differential operators of Sekiguchi type. Similar results hold for the non-symmetric Jack polynomials. We use them at the end of the section to prove the clustering properties for k = 1.
3.1. More on admissible superpartitions. Proof. According to the weak admissibility condition, we have Λ
or equivalently,
In particular, if Λ is moderately (k, r, N )-admissible, then Equations (3.1) and (3.2) hold.
Proof. The moderately and strongly admissible cases are trivial. We thus suppose that Λ is strict and weakly (k, r, N )-admissible. Firstly, note that the case ρ = 1 corresponds to Λ ⊛ i+1 − Λ * i+k+1 ≥ r, which is an immediate consequence of weak admissibility condition. Secondly, suppose that Eq. (3.1) is true for some ρ ≥ 1. Then,
However, according to the previous lemma, Λ *
and the lemma follows by induction.
3.2.
Regularity for non-symmetric Jack polynomials. To demonstrate that some non-symmetric Jack polynomials have no poles, it is necessary to introduce some notation. Let η be a composition. For
According to the results given in [26] , we know that
. Then, if we want to show that E η (x; α) has no poles at α = α k,r is sufficient to prove that
Note that in what follows,
This notation is used in order to avoid confusion between partitions and compositions. Moreover, we denote the composition obtained by the concatenation of λ + and µ + , which is (λ
Lemma 3.3. Let η be as in (3.3) and let Λ = ϕ m (η) be its associated superpartition. Moreover, let BF(Λ) be the set of cells belonging simultaneously to a bosonic row (without circle) and a fermionic column (with circle). Then,
Proof. Given a cell s = (i, j) in η, let s ′ = (i ′ , j) be the associated cell in Λ. We want to express d η (s) as a function of the arm-length and leg-length of the cell s ′ in Λ. For each cell s = (i, j) in η, we have a η (s) = a Λ * (s ′ ), while we can rewrite l η (s) as
The two last terms can be easily expressed l η (s) with the help of the leg-length of the cell s ′ :
However, for the first term, we have to distinguish two cases:
Since #{k = 1, . . . , m|j = λ k + 1} counts the number of circles that appear in the column j in Λ -more specifically, in the leg-length of the cell s ′ -we conclude that
. Hence, we conclude that
The substitution of Equations (3.5)-(3.7) into (3.4) completes the proof.
Remark 3.4. it can be shown that if Λ is a superpartition such that Λ
Lemma 3.5. Let η be as in (3.3) and let Λ = ϕ m (η) be its associated superpartition. If Λ is strict and weakly (k, r, N )-admissible or if moderately (k, r, N )-admissible, then E η (x; α) does not have poles at α = α k,r .
Proof. As we have mentioned earlier (see [26] ), to prove that E η (x; α) has no poles at α = α k,r , it is sufficient to show that s∈η d η (s) = 0 if α = α k,r . Let us suppose that s∈η d η (s) = 0 when α = α k,r . From the equality obtained in Corollary 3.3, we
. Using both relations and expressing them in terms of the components of Λ, we get
Moreover, we have by hypothesis, Λ * i = Λ ⊛ i (bosonic row), so that the previous line can be rewritten as
However, by using Lemma 3.2, we also get
which contradicts the previous equality.
Second, we suppose that there is a cell s = (i, j) ∈ Λ * /BF(Λ) such that α(a Λ * (s) + 1) + l Λ * (s) + 1 = 0. This is possible iff there exists a ρ ∈ Z + such that a Λ * (s) + 1 = ρ(r − 1) and l Λ * (s) + 1 = ρ(k + 1). As in the previous case, using both relations and expressing them in terms of the components of Λ, we obtain
which is in contradiction with the admissibility condition of Λ (see Lemma 3.2) .
Therefore, whenever α = α k,r and Λ is (k, r, N )-admissible, we have s∈η d η (s) = 0, as expected.
3.3.
Regularity for Jack polynomials with prescribed symmetry. We recall that λ + = (λ ). As shown below, the regularity for Jack polynomials with prescribed symmetry cannot be established directly from Definition 1.3. Indeed, a non-symmetric Jack polynomials indexed by a composition η of the form (λ − , µ − ) is in general singular at α = α k,r , even if η is associated to an admissible superpartition. We thus need to use another normalization for the Jack polynomials with prescribed symmetry. Proposition 3.6. Let η = (λ + , µ + ) and Λ = ϕ m (η). Suppose that α is generic. Then
where
Note that FF(Λ) denotes the set of cells belonging to a fermionic row and a fermionic column, while
The set BRDB contains all cells (i, j) such that i is a bosonic row, j is the length of some other bosonic row
The proof consists in calculating the constant of proportionality C Λ such that
Our method follows general arguments that are independent of the symmetry type of the polynomials, so we give the general idea of the proof only for the polynomials of type AS.
We first note that we can recover η from η − through the following sequence of transpositions:
where τ r = K r−1 K r−2 . . . K 1 and ω r = K r−1 K r−2 . . . K m+1 , except that in ω r , we do not consider transpositions K i such that µ i = µ i+1 . Thus, we have
Now, given that we are considering η − a composition in increasing order, we can use successively the third line of (2.5). This yields an expression of the form
The coefficients C ′ I and C ′ J are obtained by considering all possible combinations of differences of eigenvalues Λ i − Λ j with i < j, i, j ∈ {1, . . . , m} and Λ i = Λ j or i, j ∈ {m + 1, . . . , N } and Λ i = Λ j . More specifically,
Rewriting the product C Sketch of proof. This follows almost immediately from the explicit formulas for the coefficient C Λ given in the last proposition. All cases are similar. The only noticeable differences are the type of admissibility for each symmetry type and the additional parameter γ, which can be controlled with admissibility condition. Once again, we restrict our demonstration to symmetry type AS.
Consider C AS Λ and suppose that it has singularities a pole α = α k,r . This happens iff there exists a cell
Now, the weak admissibility condition and Lemma 3.1 imply that
Equations (3.8) and (3.9) are contradictory. Hence, the first factor of C AS Λ does not have singularities. Now, assume s ∈ BRDB. Following a similar argument, we conclude that the second factor has no singularity.
In the same way, one can show that C Λ has no zero.
Proof. Let η = (λ + , µ + ) and Λ = ϕ m (η). According to Proposition 3.6, for any symmetry type, there are coefficients c Λ and C Λ such that
The coefficient c Λ is independent of α, so it is trivially regular α = α k,r . Given that Λ is admissible, Lemma 3.7 implies that C −1 Λ is also regular at α = α k,r . Finally, by Lemma 3.5, the non-symmetric Jack polynomial E η (x; α) is regular at α = α k,r . Therefore, limit
is well defined and the proposition follows.
3.4.
Uniqueness for Jack polynomials with prescribed symmetry.
Lemma 3.9. Let Λ be weakly (k, r, N )-admissible and strict. Suppose that for some σ ∈ S N , the superpartition Γ satisfies
Proof. Obviously, the equality Γ * 
is proved analogously.
Lemma 3.10. Let Λ be moderately or strongly (k, r, N )-admissible. Suppose that for some ω ∈ S N , the superpartition Γ satisfies
. Proof. One essentially follows the same steps as in the proof of Lemma 3.9.
Lemma 3.11. Let Λ be a (k, r, N )-admissible superpartition and let Γ satisfy
for some σ, ω ∈ S N . Then, σ = ω.
Proof. The cases for which Λ is a strict and weakly (k, r, N )-admissible superpartition or for which Λ is strongly (k, r, N )-admissible superpartition are almost identical, so we only prove the first. We deduce from the hypothesis that σ(i) ≡ i mod (k + 1) and ω(i) ≡ i mod (k + 1), so that ω(i) = σ(i) + t(k + 1) for some t ∈ Z. First, we suppose that σ(i) < ω(i), which implies that ω(i) = σ(i) + t(k + 1) for some t ∈ Z + . Then,
. By Lemma 3.1, we know that Λ * is (k + 1, r, N )-admissible, which means that Λ *
This inequality is possible only if t = 1. We have thus shown that ω(i) + 1. Second, we suppose that σ(i) > ω(i), which implies that σ(i) = ω(i) + t(k + 1) for some t ∈ Z + . Then
By Lemma 3.2 we know that Λ
The latter inequality holds only if t = 1. We have thus proved that
Moreover, we deduce from (vi) and the admissibility condition, that
. Now, assume that σ and ω do not coincide. Then, there exists a positive integer i such that ω(i) > σ(i), which by virtue of the above discussion, implies that ω(i) = σ(i) + k + 1. Let j be such that ω(i) = σ(i) + k + 1 = σ(j). Obviously, i = j and σ(j) = ω(j). Then, according to conclusions (ii) and (vii) above, only cases can occur: ω(j) = σ(i) + k + 1 ± (k + 1).
• Suppose that ω(j) = σ(i) + 2(k + 1) and let j 2 be such that σ(j 2 ) = σ(i) + 2(k + 1), so that j 2 = j. Then, conclusions (ii) and (vii) above imply that ω(j 2 ) = σ(i) + 2(k + 1) ± (k + 1). However, only the case ω(j 2 ) = σ(i) + 3(k + 1) is possible, since the equality ω(j 2 ) = σ(i) + k + 1 implies the contradiction j 2 = i. Similarly, if j 3 is such that σ(j 3 ) = σ(i) + 3(k + 1), then ω(j 3 ) = σ(i) + 4(k + 1). Continuing in this way, one eventually finds a positive integer ℓ < N such that ω(ℓ) > N , which clearly contradicts the fact that ω is a permutation of {1, . . . , N }. Therefore, the permutations σ and ω must coincide, as expected. Theorem 3.12 (Uniqueness at α = α k,r ). Let Λ be a (k, r, N )-admissible superpartition. Assume moreover that α = α k,r . Then, the Jack polynomial with prescribed symmetry, here denoted by P Λ , is the unique polynomial satisfying:
Proof. Proceeding as in Theorem 1.5, we know that there are more than one polynomials satisfying (1) and (2) only if we can find a superpartition of type T, say Γ, such that Λ > Γ, ε Γ * (α, u) = ε Λ * (α, u), and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u). Consequently, in order to prove the uniqueness, it is sufficient to show that
Let us assume that we are given a superpartition Γ < Λ such that ε Γ * (α, u) = ε Λ * (α, u) and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u). Obviously, the last two equality holds if and only if there are σ, ω ∈ S N such that
According to Lemma 3.11, Equation (3.10) holds only if σ = ω. Now, we recall that by hypothesis, either Γ * < Λ * or Γ * = Λ * and Γ ⊛ < Λ ⊛ . Only the former case is nontrivial however. Indeed, Lemma 3.9 implies that if Λ * i = Γ * i for all i, then σ is the identity, and so is ω. In short, whenever Equation (3.10) and Γ * = Λ * hold, we have Γ ⊛ = Λ ⊛ , which is in contradiction with Γ ⊛ < Λ ⊛ . Thus, we must assume that Γ * < Λ * , which implies that there exist integers j > 1 and ǫ > 0 such that
As a consequence of (3.10) and Lemma 3.11, there is a permutation σ such that σ(j) = j, On the other hand, if Λ is strongly (k, r; N )-admissible, then Γ
, which contradicts the strong admissibility condition. Therefore, whenever Λ is (k, r, N )-admissible, we cannot find a superpartition Γ < Λ such that ε Γ * (α, u) = ε Λ * (α, u) and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u).
3.5.
Uniqueness for non-symmetric Jack polynomials. Definition 3.13. Let λ = (λ 1 , . . . , λ N ) be a composition and let Λ = ϕ m (λ) be its associated superpartition. We say that λ is weakly, moderately, or strongly (k, r, N |m)-admissible if and only if Λ is respectively weakly, moderately, or strongly (k, r, N )-admissible. Theorem 3.14 (Uniqueness for k = 1: weak admissibility). Let λ = (η 1 , . . . , η m , µ 1 , . . . , µ N −m ) be a composition formed by the concatenation of the partitions η = (η 1 , . . . , η m ) and µ = (µ 1 , . . . , µ N −m ). Assume that λ is weakly (1, r, N |m)-admissible and η is strictly decreasing. Assume moreover that α = α 1,r . Then, the non-symmetric Jack polynomial E λ is the unique polynomial satisfying:
where theλ i 's denote the eigenvalues introduced in (A2') and (2.3).
Proof. There are more than one polynomials satisfying (1) and (2) only if there are compositions γ such that γ ≺ λ and (γ 1 , . . . ,γ N ) = (λ 1 , . . . ,λ N ). We can thus establish the uniqueness by showing show that the latter equality is impossible. Our task will be simplified by working with the associated superpartitions Λ = ϕ m (λ), Γ = ϕ m (γ). We indeed know that Γ < Λ whenever γ ≺ λ. Moreover, according to Lemma 2.5, the equality (γ 1 , . . . ,γ N ) = (λ 1 , . . . ,λ N ) holds only if ε Γ * (α, u) = ε Λ * (α, u), and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u).
Let us now assume that we are given a superpartition Γ such that ε Γ * (α, u) = ε Λ * (α, u) and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u). The last two equalities hold if and only if there are permutations σ and ω such that
We recall that by hypothesis, Λ is strict and (1, r, N )-admissible and Γ < Λ, which means that either
The simplest case is when Γ * = Λ * and Γ ⊛ < Λ ⊛ . Indeed, Γ * i = Λ * i for all i implies σ = id, while Lemma 3.11 yields σ = ω, so that ω = id and Γ ⊛ = Λ ⊛ . This contradicts the assumption Λ = Γ. Thus, the equations Γ * = Λ * , Γ ⊛ < Λ ⊛ , ε Γ * (α, u) = ε Λ * (α, u), and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u) cannot be satisfied simultaneously if Λ is strict and (1, r, N )-admissible.
We now assume that Γ * < Λ * . This condition implies that there exists an integer j > 1 such that
and Γ * i ≤ Λ * i , ∀ i < j . According to Lemma 3.9, satisfying the first equality in (3. Let us recapitulate what we have obtained so far. We have shown that there exist compositions λ and γ as in the statement of the theorem such that their associated superpartitions Λ = ϕ m (λ) and Γ = ϕ m (γ) satisfy ε Γ * (α, u) = ε Λ * (α, u) and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u). However, this occurs only if the equations (i) to (vi) are also satisfied. We will now make use of this information to prove that the equality (γ 1 , . . . ,γ N ) = (λ 1 , . . . ,λ N ) is incompatible with the admissibility of λ.
Before doing so, we need to recall how relate the eigenvaluesλ i andγ i to the elements of the superpartitions Λ and Γ. Let w γ be the smallest permutation such that γ = w γ (γ + ) = w γ (Γ * ). Then,γ i is equal to the ith element of the composition (αγ − w γ δ − ). More explicitly,γ i = (w γ (αΓ
. Similarly, there is a minimal permutation w λ such that λ = w λ (Λ * ), so thatλ w λ (i) = αΛ * i − (i − 1). We stress that in our case Λ * = Γ * , which implies that w λ = w γ . Now, let j be the largest integer such that Γ * j > Λ * j and Γ * j−1 ≤ Λ * j−1 . Let also l = w γ (j). Then, according to the above discussion,γ l = αΓ * j − (j + 1). From (i) and (vi) above, we deduce that the last equation can be rewritten as
(3.14)
Moreover, let j ′ be defined as w
Combining Equations (3.14) and (3.15), we get
We are going to use the last equation and proveλ l −γ l = 0. Three cases must be analyzed separately:
By the admissibility condition, we have Λ *
Substituting α = α 1,r = −2/(r − 1) into the last equation, we wee that it is equal to zero if and only if 2((ρ + 1)(r − 1) + δ) = ρ(r − 1). This is impossible. 
Finally, the substitution of α = α 1,r = −2/(r − 1) into the last equation implies thatλ l−1 =γ l−1 iff 2(ρ + 1)(r − 1) + 2ǫ = (ρ + 1)(r − 1), which is impossible. We have thus shown that there could exist compositions, λ and γ, such that Λ is (1, r, N )-admissible, Γ * < Λ * and ε Γ * (α, u) = ε Λ * (α, u). However, when it happens, we also have (λ 1 , . . . ,λ N ) = (γ 1 , . . . ,γ N ) and the theorem follows. Assume that λ is moderately (1, r, N |m)-admissible. Assume moreover that α = α 1,r . Then, the nonsymmetric Jack polynomial E λ is the unique polynomial satisfying:
where theλ i 's denote the eigenvalues introduced in (A2') and (2.3).
Proof. We proceed as in Theorem 3.14. We start by introducing the associated superpartitions Λ = ϕ m (λ) and Γ = ϕ m (γ). We then assume that we are given a superpartition Γ such that ε Γ * (α, u) = ε Λ * (α, u) and ε Γ ⊛ (α, u) = ε Λ ⊛ (α, u), which is possible if and only if Equation (3.13) is satisfied for some σ, ω ∈ S N . We recall that by hypothesis, Λ is moderately (1, r, N )-admissible and Γ < Λ, which means that either Γ * < Λ * or Γ * = Λ * and Γ ⊛ < Λ ⊛ . First, we assume that Γ * = Λ * and Γ ⊛ < Λ ⊛ . This obviously implies that Γ * i = Λ * i for all i, but also that there exists an integer j > 1 such that 
We now turn our attention to second equality in (3.13) when i = j. By assumption we know that Γ * j > Λ * j , so that Γ We have shown that whenever Λ > Γ and Λ is moderately (1,r,N)-admissible, then (λ 1 , . . . ,λ N ) = (γ 1 , . . . ,γ N ), and the proof is complete.
3.6. Clustering properties for k = 1. We start by establishing k = 1 clustering properties for the non-symmetric Jack polynomials. We then use these results and prove similar properties for the Jack polynomials with prescribed symmetry. 
In the above equation, δ ′ = ω κ (δ), where δ = (N − 1, N − 2, . . . , 1, 0) and ω κ is the smallest permutation such that κ = ω κ (κ + ).
Proof. In what follows, we set Λ = ϕ m (κ) and use the shorthand notation ∆ N = 1≤i<j≤N (x i − x j ).
First, we consider the action of ξ j on the polynomial ∆ (r−1) N E κ (x; 2/(r − 1)):
Second, we restrict ξ j by imposing α = −2/(r − 1), which gives
By reordering the terms, we also get
Now, the use of (A2'), allows us to write
We have proved that (∆ (r−1) N E κ (x; 2/(r − 1))) is an eigenfunction of ξ j | α=−2/(r−1) for each j. The eigenvalue can be reorganized as follows. On the one hand, we know from Equation (2.3) that the eigenvalues associated to E κ (x; 2/(r − 1)) restricted to α = 2/(r − 1) are given by
Now, given κ j in κ, we know that to κ j corresponds a cell in diagram of κ and moreover, this cell has an associated cell s in diagram of Λ. Then, we can express the eigenvalues κ j in terms of arm-colength and leg-colength of cell s in Λ. Given that
On the other hand, from Equation (2.3) and considering the composition κ + (r − 1)δ ′ , we have
However, we can simplify this expression if we rewrite the eigenvalue in terms of Λ ′ := Λ + (r − 1)δ the associated superpartition to κ + (r − 1)δ ′ . The same way as before, given (κ + (r − 1)δ ′ ) j in the composition κ + (r − 1)δ ′ , we know that to (κ + (r − 1)δ ′ ) j corresponds a cell in diagram of κ + (r − 1)δ ′ and moreover, this cell has a cell s ′ associated in diagram of Λ ′ . So, we have
Now, comparing the arm-colenght and leg-colenght of Λ and Λ ′ , we get
Hence, by combining the Equations (3.17), (3.18), (3.19) and (3.20), we conclude that E κ+(r−1)δ ′ (x; −2/(r − 1)) and ∆ r−1 N E κ (x; 2/(r − 1)) have the same eigenvalues for each ξ j with j = 1, . . . , N .
In brief, we have proved that (∆ (r−1) N E κ (x; 2/(r−1))) as the same eigenvalues than E κ+(r−1)δ ′ (x; −2/(r− 1)). Little work also shows that both polynomials exhibit triangular with dominant term x κ+(r−1)δ ′ . Moreover, because of the form of κ, the composition κ + (r − 1)δ ′ is weakly (1, r, N |m)-admissible. Therefore, we can make use of Theorem 3.14 and conclude that
i.e., the polynomials are equal up to a multiplicative numerical factor.
Corollary 3.18. Let r > 0 even and let λ a partition with ℓ(λ) ≤ N . Then . The proof given in the latter reference used the characterization of the non-symmetric Jack polynomials as the unique polynomials satisfying (A1') and (A2'). However, the problem of the validity of this characterization at α = α k,r was not addressed by the authors. Our result about the regularity and uniqueness, respectively given in Proposition 3.5 and Theorem 3.14, now firmly establish the demonstration proposed in [4] .
Before stating the clustering properties for the polynomials with prescribed, we recall two useful formulas. For this, let
Then, obviously, 
(ii) If Λ is moderately (1, r, N )-admissible, then
(iii) If Λ is moderately (1, r, N )-admissible and it is such that Λ m+1 > . . . > Λ N , then
(iv) If Λ is strict and weakly (1, r, N )-admissible, and it is such that Λ m+1 > . . . > Λ N , then
In the above equations, Q(x 1 , . . . , x N ) denotes some polynomial, which varies from one symmetry type to another.
Proof. Once again, all cases are similar, so we only provide the demonstration for the symmetry type AS, which corresponds to (i) above. As before, we set I = {1, . . . , m} and J = {m + 1, . . . , N }. According to Definition 1.3 and Proposition 3.6, there is a composition η, obtained by the concatenation of two partitions, such that
Given that Λ is (1, r, N )-admissible, then η has the form κ+(r−1)δ ′ where κ = (λ + , µ + ) is the composition obtained from η after subtraction of the composition (r − 1)δ ′ . Moreover, since Λ is strict and weakly (1, r, N )-admissible, we know that κ is such that µ + is strictly decreasing. Thus,
Now, by Proposition 3.17, we also have
The substitution of (3.23) into (3.22), followed by the use of (3.21), leads to
Now, we know that Asym J E κ (x 1 , . . . , x N ; 2/(r − 1)) is antisymmetric with respect to the set of variables indexed by J, so we can factorize the antisymmetric factor m+1≤i<j≤N (x i − x j ). Exploiting once again (3.21), we finally obtain
Remark 3.21. The case (i) was first conjectured in [13] in the context of symmetric polynomials in superspace. All other cases are new. Then, the antisymmetric Jack polynomial satisfies
while the symmetric Jack polynomial satisfies
Proof. We recall that if ℓ(λ) = N , then In this section, we first generalize the work of Luque and Jolicoeur about translationally invariant Jack polynomials [21] . We indeed find the necessary and sufficient conditions for the translational invariance of the Jack polynomial with prescribed symmetry AS. To be more precise, let
and suppose that
Λ is a strict and weakly (k, r, N )-admissible superpartition. (4.3)
Then, as was stated in Theorem 1.9, P Λ is invariant under translation if and only if conditions (D1) and (D2) are satisfied. The latter conditions concern the corners in the diagram of Λ. The proof relies on combinatorial formulas obtained in [13] that generalize Lassalle's results [27, 28] about the action of the operator
We then apply the result about the translationally invariant polynomials and prove that certain Jack polynomials with prescribed symmetry AS admit clusters of size k and order r.
Generators of translation.
The action of L + on a Jack polynomial with prescribed symmetry AS, P AS Λ (x; α), is in general very complicated. However it can be decomposed in terms of two basic operators, Q and Q . Their respective action on P AS Λ (x; α) can be translated into simple transformations of the diagram of Λ, namely the removal of a circle and the conversion of a box into a circle. Now, let I = {1, . . . , m}, I + = {1, . . . , m + 1}, I − = {1, . . . , m − 1}, J = {m + 1, . . . , N }, J + = {m, . . . , N }, and J − = {m + 2, . . . , N }. We define Q and Q as follows:
5)
Q :
Note that for the extreme case m = 0, we set Q = 0. Similarly, for m = N , we set Q = 0.
Proof. Let f be an element of A I ⊗ S J , which means that f is a polynomial in the variables x 1 , . . . , x N that is antisymmetric with respect to x 1 , . . . , x m and symmetric with respect to x m+1 , . . . , x N . We must show that
On the one hand,
However, the symmetry properties of f imply
By substituting the last equalities into (4.8), we obtain
On the other hand,
Once again, the symmetry properties of f allow to simplify this equation. Indeed,
∂f ∂x i and
We finally sum Equations (4.9) and (4.11). This yields Equation (4.7), as expected.
The explicit action of Q and Q on the polynomial P AS Λ (x; α) can be read off from Proposition 9 of [13] . Indeed, this proposition is concerned with the action of differential operators -related to the super-Virasoro algebra-on the Jack superpolynomials, denoted by P Λ (x; θ; α), which contain Grassmann variables θ 1 , . . . , θ N . Among the operators studied in [13] , there are
Now, a Jack superpolynomial of degree m in the variables θ i , can be decomposed as follows [9] :
where f j1,...,jm (x; α) belongs to the space A {j1,...,jm} ⊗ S {1,...,N }\{j1,...,jm} and is an eigenfunction of the operator D defined in (1.3) . This means in particular that f 1,...,m (x; α) is exactly equal to our P AS Λ (x; α). It is then an easy exercise to show that the formula for the action of Q ⊥ on P Λ (x; θ; α) provides the formula for the action of Q on P AS Λ (x; α). Similarly, qP Λ (x; θ; α) is related to Q P AS Λ (x; α). Note that the formulas obtained in [13] are given in terms of the following upper and lower-hook lengths:
The action of the operators Q and Q on the Jack polynomial with prescribed symmetry
where the sum is taken in (4.13) over all Ω ′ s obtained by removing a circle from Λ; while the sum is taken in (4.14) over all Ω ′ s obtained by converting a box of Λ into a circle. Also, in each case Λ and Ω differ in exactly one cell which we call the marked cell and whose position is denoted in the formulas by (i, j). The symbol #Ω
• stands for the number of circles in Ω above the marked cell. The symbol row Ω • stands for the row of Ω and Λ to the left of the marked cell.
Remark 4.3. Let Λ be a superpartition such that in the corresponding diagram, all corners are boxes. Then, in Equation (4.13), we cannot remove any circle from the diagram of Λ and we are forced to conclude that Q P Λ = 0. This is coherent with the fact that in such case, P AS Λ (x; α) is a symmetric polynomial and according with our convention, Q f = 0 for all f ∈ S {1,...,N } .
Similarly, if Λ be a superpartition such that in its diagram, all corners are circles. Then, we cannot transform a box in the diagram of Λ into a circle. This complies with our convention. Indeed, in such case, P AS Λ (x; α) is an antisymmetric polynomial and we have set Q f = 0 for all f ∈ A {1,...,N } .
General invariance.
We will determine whether a Jack polynomial with prescribed symmetry is translationally invariant by looking at the shape of the diagram associated to the indexing superpartition. We will pay a special attention to the corners in the diagram. 
is an outer corner.
Proof. This follows immediately from the above definitions. Proof. According to Proposition 4.2, Q (P Λ ) vanishes if and only if each corner of Λ is either a circle or a box located at (i, j ′ ) such that for some j < j ′ , we have
(i, j) = 0 only if for some positive integerk, we have a Λ * (i, j) + 1 =k(r − 1) and l Λ ⊛ (i, j) = (k + 1)k. This implies
On the other hand, Lemma 3.2 implies that Λ
≥kr. This inequality contradicts (4.15). Therefore, if Λ is a (k, r, N )-admissible superpartition, Q (P Λ ) vanishes if and only if all the corners in Λ are circles.
The conditions for the vanishing of the action of Q on a Jack polynomial with prescribed symmetry are more involved. They require a finer characterization of the different types of hooks formed from the corners of the diagrams. Proof. According to Proposition 4.2, Q (P Λ ) = 0 iff, each corner (i, j) satisfies at least one of the following criteria:
(1) the cell (i, j) is a box; (2) the cell (i, j) is a circle and there is a j ′ < j such that h
and Ω is the diagram obtained from Λ by removing the circle in (i, j) ; (3) the cell (i, j) is a circle and it is such that N + 1 − i + α k,r (j − 1) = 0.
The first criterion being trivial, we turn to the second. Obviously, h 
, this corresponds to the two hooks given above. Now, supossek = 2. On the one hand, we have Λ *
On the other hand, the admissibility requires
(4.17)
Inequalities (4.16) and (4.17) are contradictory, so we conclude thatk cannot be equal to 2. In the same way, one easily shows thatk cannot be greater than 2. Now consider the third criterion. As N + 1 − i > 0, the factor N + 1 − i + α k,r (j − 1) vanishes iff j =k(r − 1) + 1 and N = i +k(k + 1) − 1, for some positive integerk. Now suppose there is another
Without loss of generality, we can assume i < i ′ , which implies j > j ′ , i.e.
(4.18) However, by using the admissibility and the fact that Proof. According to the previous proposition, as (ℓ, j) cannot be the upper corner of a hook, Q (P Λ ) = 0 only if the condition (iii) is met for the corner (ℓ, j). This means that Q (P Λ ) = 0 only if ℓ = N + 1 −k(k + 1) and j =k(r − 1) + 1 for some positive integerk. Now, the admissibility condition requires ℓ + k ≥ N , i.e., Proof. Clearly, P Λ is translationally invariant iff L + (P Λ ) = 0. Moreover, we know from Lemma 4.1 that L + (P Λ ) = Q (Q P Λ ) + Q (Q P Λ ). Thus, if Q (Q P ) = 0 and Q (Q P ) = 0 then L + P = 0.
It remains to show that if L + P = 0, then Q (Q P Λ ) = 0 and Q (Q P Λ ) = 0. In fact, we are going to prove the contrapositive: if Q (Q P Λ ) = 0 or Q (Q P Λ ) = 0 then L + P = 0. However, if Q (Q P Λ ) = 0 and Q (Q P Λ ) = 0, or if Q (Q P Λ ) = 0 and Q (Q P Λ ) = 0, then automatically L + P Λ = 0. Consequently, we need to prove the following statement:
We assume that Q (Q P Λ ) = 0 and Q (Q P Λ ) = 0. Then, Q P Λ = 0 and Q P Λ = 0. According to Lemma 4.8, the first equation implies that there is at least one circle in the diagram of Λ that does not satisfy the conditions (ii) and (iii). Let (i, j) denote the position of such a circle. Moreover, according to Lemma 4.6, the second equation implies that there must be at least one boxed corner in the diagram of Λ. Let (ī,j) be its position.
Let Υ be the superpartition obtained from Λ by removing the circle (i, j) and by converting a box (ī,j) into a circle. There is only one way to get P Υ by acting with Q Q on P Λ by acting with Q Q on P Λ . Thus, it is enough to verify that the coefficients of the polynomial P Υ in the expansions of Q (Q P Λ ) and Q Q (P Λ ) are not the same (up to a sign).
Let Ω 1 be the superpartition obtained from Λ by removing the circle in (i, j). Clearly, the coefficient of P Υ in Q (Q P Λ ) is equal to the product of two coefficients: c Λ,Ω 1 , the coefficient of P Ω 1 in Q (P Λ ), and b Ω 1 ,Υ , the coefficient of P Υ in Q (P Ω 1 ). Similarly, if Ω 2 denotes the superpartition obtained from Λ by converting the box (ī,j) into a circle, then the the coefficient of P Υ in Q (Q P Λ ) is the product of the two following coefficients: b Λ,Ω 2 , the coefficient of P Ω 2 in Q P Λ , and c Ω 2 ,Υ , the coefficient of
(4.23) where . . . indicates terms linearly independent from P Υ . We recall that the coefficients b and c can be read off the equations in Proposition 4.2. Now, we need to distinguish two cases: (1) the box is located above the circle in the diagram of Λ, which meansī < i, and (2) the box is located under the circle in the diagram of Λ, which meansī > i.
Suppose first that the box is located above the circle, i.e.,ī < i. Obviously, b Λ,Ω 2 is not zero. Moreover, c Ω 2 ,Υ is equal to c Λ,Ω 1 . This can be understood as follows. These coefficients depend only on N , the coordinates of the marked cell, which are (i, j) in both cases, and on ratios of hook-lengths for the cells in the row to the left of the marked cell. Given that the marked cell is below the cell (ī,j), the hook-lengths involved in the coefficients are not affected by any prior transformation Λ → Ω 2 , so the coefficients are equal. The situation is not so simple for b Λ,Ω 2 and b Ω 1 ,Υ , so explicit formulas for these coefficients are required. Up to a sign, they are
It is important to note that After having made basic calculations, we see that the coefficients b Λ,Ω 2 and b Ω 1 ,Υ are equal iff α = 0. We thus conclude conclude that b Λ,Ω 2 = ±b Ω 1 ,Υ , which in turn implies that c Λ,
The second case, for which the square is located under the circle in the Λ diagram, is very similar to the case just analyzed. The only difference for the second case is that b Λ,Ω 2 = ±b Ω 1 ,Υ and c Ω 2 ,Υ = ±c Λ,Ω 1 . Nevertheless, this implies once again that c Λ,
In conclusion, we have proved equation (4.21) and the proposition follows.
Proof of Theorem 1.9. In what follows, P Λ = P Λ (x 1 , . . . , x N ; α k,r ), where Λ is as in (4.3). We suppose moreover that the diagram of Λ contains exactly m circles. According to Proposition 4.10, P Λ is invariant under translation iff it belongs simultaneously to the kernel of Q • Q and that of Q • Q .
Consider first Q • Q (P Λ ) = 0. It is clear that Q • Q (P Λ ) = 0 iff Q (P Λ ) = 0 or, according to lemma 4.6, Q (P Λ ) generates Jack polynomials indexed by superpartitions whose corners are all circles. On the one hand, Q (P Λ ) = 0 iff Λ belongs to the set B formed by all superpartitions satisfying conditions (i),(ii) and (iii) of Lemma 4.8. On the other hand, Q (P Λ ) = 0 and Q • Q (P Λ ) = 0 iff each corner of Λ is a circle such that if we delete it, we obtain a new superpartition whose corners are all circles, except possibly some that satisfy the conditions ii) or iii) of Lemma 4.8 (by assumption not all circles of Λ satisfy these conditions). We call C the set of all such superpartitions. Now, by Lemma 4.5, the elimination of a circle does not create a corner with box iff the circle is an inner corner. Then, C is given by the set of all superpartitions whose corners are all inner circles except possibly some that satisfy the conditions ii) or iii). It is interesting to note that the only superpartition having only circled inner corners is the staircase δ m = (m − 1, m − 2, . . . , 1, 0; ∅), which is (k, r, N )-admissible if N ≤ k, or N > k and k ≥ r − 1. Therefore, Q • Q (P Λ ) = 0 iff Λ belongs to the set B, or the set C.
So far, we have shown that Q • Q (P Λ ) = 0 iff Λ ∈ B ∪ C. It remains to determine the subset A ⊂ B ∪ C such that Λ ∈ A =⇒ L + (P Λ ) = 0. The simplest case is Λ ∈ C. Indeed, since all corners of Λ are circles, we automatically have Q (P Λ ) = 0, which implies Q • Q (P Λ ) = 0 and L + (P Λ ) = 0.
We now suppose that Λ ∈ B. We want to determine the necessary and sufficient criteria for Q • Q (P Λ ) = 0. On the one hand, we know that Q (P Λ ) = 0 iff all corners of Λ are circles. Therefore, Q (P Λ ) = 0 and Λ ∈ B iff all corners are circles that satisfy conditions (ii) and (iii) of Lemma 4.8. Now, if Λ ∈ B and has at least one boxed corner in (i, j), then Q (P Λ ) does not vanish and generates P Ω , where Ω is the superpartition obtained from Λ by converting the box (i, j) into a circle. Now, Q (P Ω ) vanishes iff all corners of Ω satisfy any of the three conditions of Lemma 4.8. Since by hypothesis Λ already complies with these conditions, Q (P Ω ) = 0 iff (i, j) in Ω is the upper corner of the hook C k,r orC k,r , or it is such that i = N + 1 −k(k + 1) and j =k(r − 1) + 1 for some positive integerk (what is possible only once). Applying this result to each boxed corner of Λ, we get Q (Q (P Λ )) = 0 iff each boxed corner of Λ is the upper corner of a hook B k,r orB k,r , or it is such that i = N + 1 −k(k + 1) and j =k(r − 1) + 1 for some positive integerk.
Finally, let (ℓ, j ′ ) the coordinates of the last corner Λ ∈ B. Obviously, if there is a circle in (ℓ, j ′ ), this circle also corresponds to the last corner of any superpartition Ω indexing the Jack polynomials generated by Q (P Λ ). According to Corollary 4.9, we know that Q • Q (P Λ ) = 0 only if ℓ = N − k and j = r. On the other hand, if the last corner Λ is a box, it is known that Q (P Λ ) generates a P Ω such that the last corner of Ω is a circle, so we have once again that Q • Q (P Λ ) = 0 only if ℓ = N − k and j = r.
In summary, Q • Q (P Λ ) = 0 and Q • Q (P Λ ) = 0 iff: 1) all corners of Λ are circles, which are inner corners, except possibly for some circles that satisfy the conditions (ii) and (iii) of Lemma 4.8; or 2) the last corner of Λ is located in (N − k, r) and all other corners of Λ are the upper corners of hooks type B k,r ,B k,r , C k,r orC k,r .
Special cases of invariance.
The previous theorem clearly shows that for n, m, k, r, and N , the number of ways to construct superpartitions that lead to invariant polynomials could be enormous. In general such superpartitions do not have a explicit and compact form. There are two notable exceptions however: (1) when we are dealing with conventional partitions (no circle in the diagrams), and (2) when the maximal length N of the superpartition is limited as N ≤ 2k. The first case was studied by Jolicoeur and Luque [21] . Below, we rederive very simply one of their results. For the second case, we identify three simple forms of superpartitions associated with invariant polynomials.
Corollary 4.11. Let P λ = P λ (x 1 , . . . , x N ; α k,r ), where λ is a (k, r, N )-admissible partition . The polynomial P λ is invariant under translation if and only if
where 0 < β, 0 ≤ l ≤ k, and N = k(β + 1) + l.
Proof. As a consequence of Theorem 1.9, we have that P λ is invariant under translation iff the last corner of λ's diagram is located at position (N − k, r) and all remaining corners are upper corners of hooks B k,r . Thus, P λ is invariant iff λ = (((β + 1)r) l , (βr) k , . . . , r k ) with 0 < β. The admissibility condition requires 0 ≤ l ≤ k. Finally, the condition on the position for the last corner imposes N = k(β + 1) + l. 
These forms are respectively illustrated in Figures 3, 5, 6 below.
Proof. Let us start with the sufficient condition. According to Theorem 1.9, if Λ is of the form (F1), (F2) or (F3), then P Λ is invariant under translation. Indeed, (F1) trivially satisfies (D1); the only corners in (F2) are inner circles, so (F2) satisfies (D2); in (F3), all corners are inner circles, except one circle located at (N − k, r), so it satisfies (D2) withk = 1.
We now tackle the non-trivial part of the demonstration, which is the necessary condition. For this, let (ℓ, j) be the last corner of the Λ diagram. There are two obvious cases, depending on whether (ℓ, j) is an inner corner or not.
First, we suppose that (ℓ, j) is a bordering corner or an outer corner. According to Theorem 1.9, P Λ is invariant under translation only if N + 1 − ℓ + α k,r (j − 1) = 0, where α k,r = −(k + 1)/(r − 1). Since N + 1 − ℓ > 0, we must assume that j − 1 =j(r − 1), wherej is a positive integer. Then, the invariance condition requires N = ℓ +j(k + 1)− 1. However, by hypothesis, N ≤ 2k, soj = 1 (i.e., j = r). Therefore, the invariance condition and N ≤ 2k impose j = r and ℓ = N − k ≤ k, which is compatible with the admissibility. Now, let (i, ℓ ′ ) be the first corner of Λ diagram. Once again, two cases are possible:
(1) (i, ℓ ′ ) is a box. Suppose (i, ℓ ′ ) = (ℓ, j). According to Theorem 1.9, P Λ can be invariant only if we can form a hook B k,r orB k,r whose respective lengths are either k + 1 or k + 2, which is impossible because ℓ ≤ k. Then, the only possible squared corner is the last corner. Thus, the invariance and admissibility conditions impose that the diagram is made of N − k rows with r boxes, corresponding to the first form of the proposition. Second, we suppose that (ℓ, j) is an inner corner. This implies that j = 1 and as a consequence, criterion (D1) of Theorem 1.9 cannot be satisfied. Thus, the only option is that the last corner is a circle and criterion (D2) must be satisfied: all other corners must be inner circles, except for at most one corner, which can be a bordering or outer circle, located at (ī,), and such thatī = N + 1 −k(k + 1) and  =k(r − 1) + 1 for some positive integerk. However, we know thatī < ℓ ≤ 2k, so thatk = 1. In short, if (ℓ, j) is an inner corner, then all corners are inner circles, except for at most one non-inner corner, which This is the last possible form and it is illustrated in Figure 6 . Note that the admissibility imposes some additional restrictions on the forms (F2) and (F3). The form (F2) is admissible whenever N ≤ k, while for N > k, it is admissible if N + r − m − 1 ≤ k. In the case of (F3), the admissibility also requires f ≥ g + N − 2k − 1. We have demonstrated that only three forms of admissible superpartitions lead to invariant polynomials when N ≤ 2k.
4.4.
The clustering condition for k > 1. Baratta and Forrester have shown that if symmetric Jack polynomials are also invariant under translation, then they almost automatically admit clusters [4] . In what follows, we generalize their approach to the case of Jack polynomials with prescribed symmetry. Proposition 4.13. Let P Λ (x 1 , . . . , x N ; α k,r ) be a Jack polynomial with prescribed symmetry AS, where Λ is as in (4.3) and of bi-degree (n|m) and such that N ≥ k + m + 1. Suppose moreover that Λ is such that P Λ (x 1 , . . . , x N ; α k,r ) is translationally invariant. for some polynomial Q of degree n − (N − k − m)r.
Proof. From the admissibility condition, we know that P Λ (x; α k,r ) is well defined. Moreover, the condition N ≥ k + m + 1 ensures that the specialization of the k variables takes place in the set of variables in which P Λ is symmetric. In other words, if α is not a negative rational nor zero, then P Λ (x; α)
x N −k+1 =...=xN =z = 0 .
Thus, property (i) is not trivial. However, if we suppose that P Λ (x; α k,r ) is translationally invariant, then P Λ (x 1 , . . . , x N ; α k,r )
x N −k+1 =...=xN =z = P Λ (x 1 − z, . . . , x N −k − z, 0, . . . , 0; α k,r ) (4.27)
Now, by the stability property given in Lemma 2.9, the last equality can rewritten as P Λ (x 1 , . . . , x N ; α k,r )
x N −k+1 =...=xN =z = P Λ (x 1 − z, . . . , x N −k − z; α k,r ). The last proposition establishes the clustering properties conjectured in [13] in the case of translationally invariant polynomials. The next proposition shows that in this case, it is also possible to get more explicit clustering properties involving only Jack polynomials and not some an indeterminate polynomials Q as before. Note that in some instances, we only form cluster of order r − 1. We stress that this is not in contradiction with the previous proposition. Indeed, more variables could be collected to get order r, but this factorization would not allow us to write explicit formulas in terms of Jack polynomials with prescribed symmetry. Proposition 4.14. Let P Λ (x 1 , . . . , x N ) be a Jack polynomial with prescribed symmetry AS at α = α k,r , where Λ = (Λ 1 , . . . , Λ m ; Λ m+1 , . . . , Λ N ) is as in (4.3) and of length ℓ ≤ N . Suppose that the partition (Λ m+1 , . . . , Λ N ) contains f 0 parts equal to 0. Suppose moreover that Λ is such that Λ N −f0 = r and P Λ (x , . . . , x N ) is translationally invariant. whereΛ is some other superpartition, which could be empty, and r ℓ denotes the partition (r, . . . , r) of length ℓ. This allows us to use Lemma 2.7 and factorize the RHS of (4.29). This yields, as expected, The last example is very special because it involves a pair of superpartitions satisfying the following biinvariance property: Λ andΛ = Λ−r ℓ are such that both P Λ (x 1 , . . . , x N ; α k,r ) and PΛ(x 1 , . . . , x N −k ; α k,r ) are invariant under translation. By using Theorem 1.9, one can check that the diagrams given below define a large family of pairs of superpartitions satisfying this bi-invariance property. In this appendix, for the triplet (k, r, N ) given below, we display all smallest possible (k, r, N )-admissible superpartitions that lead to Jack polynomials with prescribed symmetry AS that are translationally invariant and, as a consequence, admit clusters of size k and order r. The word "smallest" refers to the least number of boxes in the corresponding diagrams.
Let (k, r, N ) = (4, 3, 15) . Suppose first that the number m of circle is zero. Then, according to Corollary 4.11, the smallest possible partition that is (k, r, N )−admissible and indexes an invariant polynomial is λ = (9 3 , 6 4 , 3 4 ). For higher values of m, one obtains the smallest superpartitions by deleting some squared corners in λ and adding circles while keeping conditions C1 and C2 satisfied. All smallest superpartitions for (k, r, N ) = (4, 3, 15) are given below. 
