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1. INTRODUCTION 
In [3], Goldstein proved the following interesting result. 
THEOREM. Let H be a Hilbert space and let A: D(A) + H be a selfadjoint 
operator with domain D(A) C H. Let U: (- 00, 00) - D(A) be a twice strongly 
continuously dz@rentiable solution of 
$+A%(t) =0 tE(-co, co) (l-1) 
with initial data 
40) =fi fi EDW (1.2a) 
~(0, =fz h ED(A)- (1.2b) 
Let 
(1.3b) 
denote the Cesaro meam of the Kinetic and potential enggies. Then 
lim K(t) = $&-II V(t) = SE(O) t-t+* 
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for all ( fi , fa) E D(P) x D(A) where 
-wJ = Sllfi II2 + ill Afi II2 (1.5) 
denotes the initial energy associated with (1.1) if and only if zero is not an eigenvalue 
of A. 
The purpose of this paper is fourfold. First, we extend Goldstein’s results to 
equations of the form 
M$+Nu=O 
where M and N are linear operators defined on subdomains of the Hilbert space 
H. Second, we obtain more precise information about the asymptotic behavior of 
K(t) and V(t). We show in fact that 
Vdt) = $ lt (+I), Nub)) d7 -+ W(O) - t(x, M4 (1.8) 
as t -+ + co. Here x is some element of the null space of N. Third, we establish 
these results for weak solutions to (1.6) which need only be once strongly 
differentiable. Finally, we remark that our methods, in contrast to those of 
Goldstein, are completely elementary and avoid the use of both the spectral 
theorem and semigroup theory. 
Of course, M and N in (1.6) cannot be independent of one another so that 
some connecting assumptions will have to be imposed. However, these assump- 
tions will be seen to be automatic in the case M = I and N is selfadjoint. 
We shall give two different sets of conditions on M and N which lead to (1.7) 
and (1.8). Our proof hinges upon the weak form of the so-called “Lagrange 
identity method”, which has been used by Brun and others to obtain uniqueness 
and stability, theorems for equations of linear elasticity and linear visco- 
elasticity; see [2,4]. We should point out that these authors considered only 
classical solutions using this method. As we shall derive (for the first time, we 
believe) the “Lagrange-Brun” identities for weak solutions in a Hilbert space, we 
shall obtain a uniqueness theorem for weak solutions, without recourse either to a 
conservation law or to any dejiiniteness assumption on the operator N. (This is 
stated and proved as a corollary in Section 3.) A uniqueness result without 
recourse to conservation of energy has been obtained by Brockway [l], but he 
imposed a definiteness assumption. Knops and Payne [4], using logarithmic 
convexity, and Levine [5], using weighted energy arguments, obtained uniqueness 
and growth theorems with no definiteness assumptions on N but were forced to 
assume that the total energy was nonincreasing (a weak conservation law). 
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2. DEFINITIONS AND NOTATION 
Let H be a Hilbert space, which, without loss of generality, we shall take to be 
real. Let D C H be a dense linear subspace, and let M, N: D -+ H be linear, 
symmetric operators defined on D. We shall assume that 
(i) (x, Mx) > 0 for all x E D, x # 0. 
(ii) (x, Nx) 3 0 for all x E D. 
(Here ( , ) denotes the scalar product on H and, jl 11, the corresponding norm.) 
M and N induce bilinear forms A, M; D x D + H. Let 9 C H be the 
largest subdomain of H such that the forms .A?, JV are defined on .9 x 9, are 
symmetric and enjoy properties (i) and (ii), respectively, with D replaced by 59. 
We shall assume that, in the topology induced by A on 9, 9 is a Hilbert 
space. We shall say that u: [0, co) -+ ,549 is strongly continuous, if it is strongly 
continuous in this topology. The concepts of strong continuity from the right 
and strong differentiability are likewise defined in this topology. 
We note that for .A and A”, Schwarz’s inequality holds, viz., 
DEFINITION 2.1. We say that U: [0, 00) -+ 9, u strongly piecewise con- 
tinuously differentiable, is a weak solution to (1.6), if for all +: [0, co) + 9, 4 
strongly piecewise continuously differentiable, and all t E [0, co), 
~W), W> = =4(b@), 4 + tt [~(A(d> +,9) - J’-(#I), u(d)1 4 
and u(o+) = zig, ut(o+) = qJ . (2.1) 
(Here u,, E du/dq etc.). Such a weak solution will be assumed to satisfy the 
following conservation law. 
W) = WW), w> + &w4), 4t)) 
= 44% , 4 + W(% ,%I) = .w) for all t E [0, co). (2.2) 
(We will not use (2.2) to establish our uniqueness theorem (Corollary 3.1).) 
Remark 2.1. One can actually establish (2.2) from (2.1) under the additional 
condition that 
$ J@(t), u(t)) = 2&Q(t), du/dt) (2.21) 
505/24/2-4 
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by using mollifier arguments along the lines given, for example, in Strauss [6]. 
Of course, for classical solutions we may take scalar products of both sides of 
(1.6) with ut and integrate over [0, t) to obtain (2.2) with the identifications 
Jqx, Y) = b, MY), Je, Y) = lx, NY). 
DEFINITION 2.2. Let 
K EE {x E .9 j Jqx, x) = O}. 
We assume that K is closed in the J# topology on B. Let 
KjM~-{yE91&(~,y) =OforallxEK}. 
(It is easy to see that KM I is closed in the ~8’ topology on 9). 
Remark 2.2. If N is selfadjoint and 9 is the domain of N112, then K is just 
the null space of N which is closed when JY = 1. 
As a consequence of the assumption in Definition 2.2, we may decompose 9 
as follows 
9 = K @ K,,l 
following the usual arguments, so that every x in 9 may be written uniquely 
asy+xwithyEKandzEKM1. 
DEFINITION 2.3. We say &’ is JV approximable on KM1 if for every x E KM’- 
and every E > 0 there is y E 9 such that 
I Jqx, 4 - JqY, 41 d +fw, 411’2 for all .a E KM’-. (2.3) 
DEFINITION 2.4. We say that JV is coercive with respect to &’ on KML if 
there is a constant X > 0 such that 
J”@, 4 3 M(x, 4 for all x E KIMI. (2.4) 
Remark 2.3. If D = 9, N is selfadjoint with domain D, and M = I, then 
R(N) = K’- where R(N) is the range of N. Inequality (2.3) then follows since 
&‘(x, a) = (x, z), Jlr(y, z) = (NY, z) and the range of N is dense in K’-. 
Remark 2.4. If M = I, D = 9 and N is selfadjoint, the content of Defini- 
tion 2.4 is that zero is isolated from the discrete spectrum of N. 
3. PRINCIPAL IDENTITIES 
In order to establish our principal results, we shall need some preliminary 
integral indentities. The first theorem is a decomposition theorem. 
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THEOREM 3.1. Every weak solution to (1.6) in the sense of Definition 2.1 can be 
written in the form 
u(t) = 4) + r(t) (3.1) 
where x(t) = x,, + txl , x0 , x1 E K and y(t) E KML. Moreover, y(t) is a weak 
solution to (1.6) with initial data u,, - x0 = y,, , v,, - x1 E y1 in the sense of 
Definition 2.1. 
Proof. In view of the closedness of K and KM1 the decomposition, which can 
always be done, implies that k(t) and j(t) take values in K and KML, respectively. 
Now take an arbitrary vector x E K and let $(t) = x in (2.1). At the same time 
write u,==x,+y,,v,=x,+y,, x~EK, yi~K,,,,I, i=O,l. Then, (2.1) 
becomes, in this case, 
Jqx, $0) =-,.@(x, Xl) - jotJ-(x, Y(7)) 6. 
In view of Schwa&s inequality for JV and the fact that Jlr(x, x) = 0, we find 
&(x, 2(t) - x1) = 0 for all t E [0, co) and all x E K. The choice x = k(t) - x1 
yields k(t) = x, or x(t) = tx, + x0 . (x0 and x1 are of course just the projections 
of u0 and v,, on K.) (Since .&(x(t), y(7)) = 0 it follows that d(k(t), y(7)) = 
JZ(x(t), j(~)) = A!(k(t), y(7)) = 0 for all t, 7 E [0, co).) 
To show that x(t) and y(t) are each weak solutions in the sense of Definition 
(2.1), we first take a test function 4(t) and write it as $(t) = q$(t) + &(t) where 
&(t) E K, q&(t) E K,,l. For x(t), we obviously have 
while 
=s t JG&h), 4 4 = Q&l(t)> Xl) - Jw1m Xl)= Jw(t), k.(t)) - Jf(d(O), W), 
where we have used the estimate 
Thus, x(t) satisfies (2.1). Moreover, (2.2) is clearly satisfied with x(t) replacing 
u(t), and x0 and x1 replacing u. and v. respectively. A routine computation in 
(2.2) using the decomposition u(t) = x(t) + y(t) and the above orthogonality 
conditions shows that 
E,(t) = &w(t), 3(t)) + :Jr/-(Y(t>> r(t)) 
= b@(Yl 7 Yl) + BJVYO 9 Yo) 
G E,(O). 
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Substituting the decompositions of II and 4 into (2.1) we find 
jt J’-Md, u(d) 4 = j” J’WA I) 4. 
0 0 
Combining these in the manner dictated by (2.1) we see that indeed r(t) satisfies 
(2.1) for all 4 in the appropriate class. 
The next step is to derive the useful Lagrange-Brun identities. The first 
identity comes from observing that u itself is admissable in (2.1). We have 
J+> ut) = d(uo , ~0) + j; Wk sun) - J’“(u,~I 4. (3.2) 
Now freeze t and let 
$h> = UP - 7) 0<7)<2t 
= uo 7 3 2t. 
Then # is also admissable in (2.1) since it is piecewise continuously differentiable 
and we obtain 
J+(t), W) = Jww, vo) 
- ot [Jlt(z@t - 71, C(T)) + J’-(+t - 711, ~TN 4. s (3.3) 
This is Brun’s first identity in the language of bilinear forms [2]. 
We next show that for each fixed t, 
$7) = Qt - 7) (7 3 0) 
is a weak solution to Mu,, + Nu = 0 in the sense of Definition 2.1. First of all 
we note that the definition of v involves u defined at negative arguments. We 
extend our solution to values of 7 < 0 by the formula 
u(7) = u(--7)’ (3.4) 
and proceed to show that v so defined is a weak solution. We first observe that v is 
in fact strongly piecewise continuously differentiable. We next show that v is a 
weak solution on both [0, 2t] and [2t, co) separately. Consider first [0, 2t]. 
1 It is easy to check that (3.4) defines a weak solution on (- 00, 01. 
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Replace t by 2t in (2.1) and subtract from both sides of the resulting expression, 
the corresponding sides of (2.1) with t replaced by u E [0,2t]. There results 
Now let 7 = 2t - 7 in the integral, I/(T) EE +(2t - T) and note that $(2t) = #(O). 
We have 
u@(4(2t>, 424) - A(&‘>, +)) = /02t-u [A(‘,&>, ti(T)) - J(#(T), v(T))] dT 
or 
A(#(T), G”(T)> - ~MO>, WN = j L4'(4(7?), 747)) - J'-M7>, $7Nld7 (3.5) 
0 
where v(0) = u(2t), ~(0) = -42t). Thus o is a weak solution on [0,2t]. A 
similar argument shows that z, is a weak solution on [2t, co). The conservation 
law (2.2) is clearly satisfied by o. 
Now let #(t) = u(t) in (3.5). There results, at t = 7, 
= - 
s 
ot L4+ - 71, G(7)) + J'-(Qt - 71, u(7))1d7. (3.6) 
Subtracting (3.3) from (3.6) we obtain 
2”4+4), ut(t>> = .44w, vo> + .4q4@), uo). 
This is Brun’s second identity [2], in the language of bilinear forms. 
Combining (3.7) with (3.2) we obtain 
(3.7) 
2 jot L4%,(7), 47)) - 447), N7Nd7 
= Jq@> - uo , vo) +Jfq@q - 00, uo). (3.8) 
Summarizing, we have 
LEMMA 3.1. If u: [0, a~) + .9 is a weak solution in the sense of Definition 2.1, 
then u satis$es (3.2), (3.3), and (3.6)-(3.8) on [0, co). Moreover, these identities hold 
even if the form .N(x, y) is only symmetric. 
Note that in the proof of Lemma 3.1, we invoked neither the energy identity 
(2.2) nor the semidefiniteness of JV. 
We now easily obtain the uniqueness theorem to which we alluded in the 
introduction. 
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COROLLARY 3.1. If 11: [o, Co) + 9 is a weak solution to (1.6) in the sense of 
Definition 2.1, then u is uniquely determined by u0 , v0 , if A’ is positive on B x 3 
and A” is onZy symmetric on 3 x 9. (The solution need only satisfy (2.21), not 
necessarily (2.2).) 
Proof. By the preceding lemma, (3.7) holds for such weak solutions, the 
semidefiniteness having not been invoked in its derivation. Since the difference 
of two weak solutions is obviously a weak solution with zero initial data, we may 
assume u0 == ZJ~ = 0 and that u is that difference. We find from (3.7) and (2.21) 
that 
&qu, u) = M(u, Ut) = 0. 
Thus, A(u(t), u(t)) = A(u,, , uo) = 0. This yields u = 0. 
We now make use of the semidefiniteness of .N to obtain 
LEMMA 3.2. Let u be a weak solution to (1.6) in the sense of De$nition 2.1 and 
assume that M(x, x) > 0 on 9. Then u satisjies 
J+(t), u(t)> ,< [,a”e(u, uo)1’2 + (2E(0)y2t12. (3.9) 
Proof. We have, from Schwarz’s inequality, 
Aqu, u) = A(u 0 ? uo) + 2 Jot Jw4 3 4 4 
< A(uo , u,,) + 2 1” [~@@a , u#‘~[J+, u)]~‘~ drl; 
0 
or, noting (2.2), 
J4u(t), u(t)) < J+o , uo) $- 2(2E(O))“’ it [d(u, u)]li2 d?. (3.10) 
0 
Letting J(t) denote the integral on the right of (3.10) we have, 
The right-hand side of this inequality is either always zero (when and only when 
u = 0) or never zero except possibly at t = 0. 
Thus, for t > 0, 
s 
J(t) 
[d(uo , uo) + 2(2E(0))1/2a]-1/2 du < t. 
0 
Evaluation of the upper bound for _T from this and introduction of that upper 
bound in (3.10) leads to the result. From the lemma we infer 
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COROLLARY 3.2. Under the conditions of the preceding lemma, 
lim sup t-2A(u(t), u(t)) < 2E(O). 
t++OI 
This result is sharp as is easily seen from the example y” = 0, y(0) = yO, 
Y’(O) = Yj * 
4. THE EQUIPARTITION OF ENERGY THEOREMS 
Let A! and .K satisfy the conditions of Definition 2.3 or Definition 2.4. We 
have 
THEOREM 4.1. Let u: [0, 00) + 59 be a weak solution to (1.6) in the sense of 
Definition 2.1. Then 
lim --!- 1' L4Qh s(4) - J'Md, 47Nld7 t+m 2t 0 
= $ Kf(4 - v.&1 = WeI 9 3) (4.1) 
where x, E K is the projection of w, onto K. In particular the limit in (4.1) is zero for 
all choices of u,, , v0 if and only if~V is positive definite (i.e., if and only if K = (0)). 
Remark 4.1. If D = 9, A(x, y) = (x, y) and N is selfadjoint on D, we 
recover Goldstein’s result since then R(N) = KA and thus Definition 2.3 is 
automatically satisfied. In fact, even in this case, Goldstein’s result is sharpened 
because Theorem 4.1 applies to weak solutions whereas Goldstein considered 
strong solutions and, in the unfavorable case (K f {0}), we are told by 
Theorem 4.1 what the limits of KM and V, are, namely, 
and 
pm V&t) = &Y(O) - &fqx, , Xl). (4.2.2) 
(We always have KM(t) + VN(t) = E(0) by (2.2).) 
Proof. From (3.8) we see that 
G&) - ~?a) = w-%&424 - Ho fq) + JJw,(W - vo ,~o>l* (4.3) 
Now use the decomposition u(t) = x0 + tq + y(t). We see that 
(4t)-lAqu(2t) - ug , O 59 ) = (4t)-1~(2t% + YW - Yo , Xl + Yl) 
= 9% > Xl> + W14YW - Yo 9 Yl) (4.4) 
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and 
(4W I Jet(2t) - wo , uol 
for some constant C in view of the energy equation (2.2). Thus the second term 
on the right of (4.3) tends to zero as t + + co. We may suppose, without loss, 
that y(t) + 0. Thus E,(O) > 0. Suppose now that conditions of Definition 2.3 
are in force. Since yr E KM1, for every l > 0, we may find yE E 9 such that 
I =,+@Tr(t) - Yo > Yd G 4Jw(t) - Yo 7 r(t) - Yo)11’2 + I JvY@) - Yo 7 YJI 
G (2)““44Y(t)~ r(t)> + J4Yo T YoW2 
+ W(YE 9 YJ1”“w(Y(t) - Yo 7 r(t) - YoW2* 
(We are working with t instead of 2t here for convenience.) Or, using Lemma 3.2 
and Eq. (2.2) h h w ic are valid for y(t) in view of Theorem 3.1, we have, for t 
sufficiently large, 
(W I -,@(r(t> - Yo 7 Yd 
< ~(2)‘“~W(Yo > Yol r2 + W~~,(W2~(Y0 , Yo) + 2G@)~1’2 
+ w-(YB P Ycl1”“[~J-~Y(t)~ rw + 2N(Yo 7 Yoll”2(4t)-1 
< 4(2UW2{~ + V’-(YE 7 r.)>““/O + 46-4~0 , y,NWt. 
Therefore 
li~~y(W” I 4YW - YO , Yl)l < H2J3vW1~2~ for every E > 0. (4.5) 
Consequently, this lim sup is zero and therefore 
I &f(t) - Vhdt) - hf+l ,%>I - 0 
as t + + co and the theorem is established in this case. 
If the conditions of Definition 2.4 are in force, the argument is even easier. 
Then 
(W1 I 4Ycw - Yo 7 Ydl 
G [~(YW, YGW + A(Yo > Y0F’“w(Y~ 7 Ylll”2(4t)-1 
< [~-iJ-(Y(w, Yew + -4Yo 9 Yo>l”“[~(Y~ 3 YJ”“(4t)-’ 
< [2~-1.w) + JqYo , Yo)11’2[~(Y, , Y1111’2(4t)-1 (4.6) 
so that the left-hand side of (4.6) again tends to zero as t + co. 
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5. OTHER MEANS OF THE ENERGIES 
Suppose f is an absolutely continuous function (real valued) with nonzero 
mean on [0, 11. For convenience, let US assume 
I olf(+l = 1 
and let f’ denote its Ll derivative. Then, of course, xf’(x) E L1(O, 1) also. 
Let us define 
=& 
s 
o1 f (4 J-(44, ubt)) do (5.1) 
and 
=g s ,’ f(u) cA+i(ut), d(d)) du. (5.2) 
Then, under the same conditions as in Theorem 4.1, the conclusion of Theorem 
4.1 holds with KM and V, replaced by KMf and V,f. 
To prove the result, fix T > t and define 
d(t) = f (1 b(t) t>T 
= f(t/T)u(t) 0 ,( t <LT. 
It is an easy matter to justify substitution (on (0, T]) of this 4 in (2.1). There 
results, for 0 < t < T, 
f(tlT) JWt>, W> - f (0) 4~0 3 ~0) - T-l s df ‘(G”) 4Nv), drl)) 4 
= otfWWMsh s(d) - J”Wh +Nl 4-7 s 
or, taking t = T, 
&-2(t) - Vf.Jf(t) = --&t-2 s ot f ‘hit) JWTI), s(v)) 4 
+ cvrf(l) Jw>, W) -f(O) 4~0 9 et,)1 (5.3) 
or, using (3.7), 
hf(t) - Vivf(t> 
= -W2 ~tf’hlt)WM2~)~ ~0) + JWW7 uoll 4 
+ (WYfU) =4@>, wo) + .442t), uo)l - (2t)-1f(o)4u,, s). (5.4) 
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The last two terms on the right of (5.4) tend to &f(l) .M(x, , x1) and zero, respec- 
tively, using arguments similar to those used in the proof of Theorem 4.1. 
For the integral terms, we proceed as follows. We have 
/ t-’ ~oh/t) -4WW9 ~0) 4 1 
< t-2 s ot I f’(qb>l [-4@‘@(2,), Wd)11’2[4~o , %W 4 
< t-y2E(o))+qU, ) 0 u >P2 1”’ If%>l 4, 
so the second integral tends to zero as t -+ + co. To treat the first integral we 
note that 
= CW j)‘h:t) =Nxo +27x1+ Y(W, xl+ rd 4 
= &@‘(xl , ~1) j-l uf’(u) du 
0 
+ (WIJeo , Xl) s,l f’(o) du + W2 j-)%/t) ~(~(27hn) 6. (5.5) 
The second term on the right of (5.5) tends to zero, the first is constant, while the 
third must be treated according to which of Definitions 2.3 or 2.4 are satisfied by 
JI and JP”. For the former, for any E > 0, there is y, E 9 such that, 
I ~(Ycw? Yl)l G I 4ycw YJI + 44(YPh Ycw11’2 
~A(Yo,Yl,Y,,~)+B(Yo,Yl)~t 
for some positive, computable constants A, B depending on the indicated 
variables. Thus, in absolute value, this second integral satisfies 
w2 / J-otf’w) 4(YP?)P Yd 4 1 G (420 lo1 I f'(u)1 du + BE f,' u I f'(u)1 do 
and consequently has limit zero as t + co. The proof is easier in the case of 
Definition 2.4 and is satisfied by k’ and &“. 
Thus 
&At) - vdt) - Q+, ,x1) [f(l) - I,’ 0~) do] 
zz k@(Xl 3 --%I s df (4 do 
zzz &4x1 Y Xl> 
in view of the normalizing condition. 
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For nonnormalized f, we have 
Note Added in Proof. Using the result of Theorem 4.1, we can improve Lemma 3.2 
somewhat. In fact, we have the following 
THEOREM. Under the hypotheses of Theorem 4.1, 
IimA(t-k(t) - x1 , t-k(t) - xl) = 0 
t-a 
where x1 is the M-orthogonal projection of ~(0) = v0 onto K, the kernel of N. In particular, 
~-“-44~), u(G) --f 4x1 , Xl) 
ast--tco. 
Proof. From (3.2) we have 
t 
=4(t), u(t)) = -4% , 4 + ZWrr, , %) + 4 
s 
rl[&(d - VN(V)I 4. 
0 
Using the decomposition u(t) = x0 + x,t + y(t), we can rewrite the preceding in 
the form 
“q-Q&) - x1 , t-h(t) - x1) = t-y&quo , WJ + 2t JqyO , y,)] 
+ 4t-a 
s 
1 
d&Ad - VN(?I) - $4x,, 414 
0 
Since the coefficient of 7 in the integrand on the right-hand side of the above equation 
tends to zero, we obtain the result. 
It has been conjectured that if x1 = 0, then for all E > 0, 
lili t-‘-‘bqu(t), u(t)) = 0. 
However, this is false in general, as can be seen from the following example. Consider 
the Cauchy problem 
utt(A, t) + A%@, t) = 0 (A, t) E R’ x (0, co) 
u(X, 0) = 0 
u,(h, 0) = w(h). 
Here w EL’(R’) and A% ELM. The operator M = I, while N is multiplication by A* 
on P(R’). (D = {w EL$(RI) 1 Pw ELM}). The solution of the above problem is 
u(X, t) = (A-’ sin At) w(h). 
If we choose 
v(h) Z j h 1-w O<Ih~~:l,O<r<l,Pfixed 
= IAl- IXI> 1 
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then a computation shows that 
I/ u(t)llv--c = P-C 
I 
t (sin %)u-~-~ do + O(t-r-e). 
-t 
Thus, lim,,m 11 u(t)l12t-l-’ is zero, nonzero, or infinite according as E > p E = fi or E < p. 
The author would like to thank the referee for his comments concerning the above 
material. 
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