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Abstrat
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Introdution
0.1. Generalities
The subjet of investigation is a linear homogeneous system of partial dierential equations
Lj(x)y = 0, j = 1, . . . ,m, (∂)
where x ∈ Kn, m 6 n, linear dierential operators of rst order
Lj(x) =
n∑
i=1
uji(x)∂xi for all x ∈ G, j = 1, . . . ,m, (0.1)
have holomorphi oordinates uji : G→ K, j = 1, . . . ,m, i = 1, . . . , n, a domain G ⊂ K
n, K
is a eld of real R or omplex C numbers, and a total dierential system
dx = X(t, x) dt, (TD)
where t ∈ Km, x ∈ Kn, m 6 n, dt = colon (dt1, . . . , dtm), dx = colon (dx1, . . . , dxn), n ×m
matrix X(t, x) = ‖Xij(t, x)‖ has holomorphi elements Xij : Π → K, i = 1, . . . , n, j =
= 1, . . . ,m, a domain Π ⊂ Km+n. Under m = 1 the system (TD) is an ordinary dierential
system of n-th order.
With a purpose of unambiguous interpretation of the onepts we use, let's formulate the
generalities of integrals theory for systems (∂) and (TD) and dene the terminology.
Let's onsider the operators (0.1) as being not linearly bound on the domain G [5, pp.
105  115℄. At that we proeed from denition that linear dierential operators of rst order
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are linearly bound on a domain if they are linearly depended over the eld K in every point
of this domain [6, pp. 113  114℄.
A holomorphi salar funtion F : G ′ → K is alled a rst integral on a domain G ′ ⊂ G
of system (∂) if [1, pp. 35  38; 7, pp. 55  94℄
LjF (x) = 0 for all x ∈ G
′, j = 1, . . . ,m. (0.2)
A holomorphi salar funtion µ : G ′ → K is alled a last multiplier on a domain G ′ ⊂ G
of system (∂) if [1, pp. 121  124℄
L
j
µ(x) = − µ(x) divLj(x) for all x ∈ G
′, j = 1, . . . ,m. (0.3)
We'll say that a holomorphi salar funtion w : G ′ → K (a manifold w(x) = 0) is a
partial integral
1
on a domain G ′ ⊂ G (an integral manifold) of system (∂) if
Ljw(x) = Φj(x) for all x ∈ G
′, j = 1, . . . ,m, (0.4)
where Φj : G
′ → K, j = 1, . . . ,m, are suh funtions that
Φj(x)|w(x)=0
= 0 for all x ∈ G ′, j = 1, . . . ,m. (0.5)
The system (∂) is alled a omplete system if the Poisson braket of any two its operators
(0.1) an be represented as a linear ombination of this operators [9, p. 117℄
[
Lj(x),Lζ(x)
]
=
m∑
l=1
Ajζl(x)Ll(x) for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m, (0.6)
with holomorphi oeients Ajζl : G→ K, j = 1, . . . ,m, ζ = 1, . . . ,m, l = 1, . . . ,m.
If the Poisson brakets of operators (0.1) are symmetri, that is,[
Lj(x),Lζ(x)
]
=
[
Lζ(x),Lj(x)
]
for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m, (0.7)
then the system (∂) is alled a jaobian system [7, p. 62℄.
The symmetry (0.7) of the Poisson brakets of operators (0.1) is equivalent to[
Lj(x),Lζ(x)
]
= O for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m, (0.8)
where O is the null operator. The identity (0.8) is the representation (0.6) with the oef-
ients Ajζl(x) = 0 for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m, l = 1, . . . ,m. Therefore a
jaobian system (∂) is omplete [7, p. 62℄.
A dierential system
∂xj y = Mj(x)y, j = 1, . . . ,m, (N∂)
where x ∈ Kn, m < n, linear dierential operators of rst order
Mj(x) =
n∑
s=m+1
ujs(x)∂xs for all x ∈ G, j = 1, . . . ,m,
have holomorphi oeients ujs : G→ K, j = 1, . . . ,m, s = m+1, . . . , n, is alled a normal
linear homogeneous system of partial dierential equations [7, p. 64℄.
Let's note that a omplete normal system is jaobian [7, p. 65℄.
The omplete system (∂) by means of linear nonsingular on the domain G hange of
operators (0.1) an be redued to the omplete normal system (at that only the restrition of
the domain G may happen) [7, p. 66℄.
1
For example, the term seond integral is used and there is also another terminology (see [8℄).
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Let the omplete system (∂) be suh a system that the square matrix û of order m,
whih is formed by m rst olumns of m × n matrix u(x) =
∥∥uji(x)∥∥ for all x ∈ G, is
nonsingular on the domain G. Then, the omplete system (∂) an be redued to the omplete
normal system in the form of (N∂), at that, in the neighbourhood of any point x from the
domain G, where det û(x) 6= 0, this systems are integral equivalent [1, pp. 47  48℄.
We'll all a subdomain H of the domain G a normalization domain of system (∂) if
this system in a neighbourhood of any point of the domain H an be redued to the integral
equivalent omplete normal system [1, p. 48℄.
A set of funtionally independent on a domain G ′ ⊂ G rst integrals Fl : G
′ → K,
l = 1, . . . , k, of system (∂) is alled a basis of rst integrals (or an integral basis) on the
domain G ′ of system (∂) if any rst integral Ψ: G ′ → K of this system an be represented
as Ψ(x) = Φ
(
F1(x), . . . , Fk(x)
)
for all x ∈ G ′, where Φ is some holomorphi funtion on
the odomain of vetor funtion F : x →
(
F1(x), . . . , Fk(x)
)
for all x ∈ G ′. At that, the
number k is alled the dimension of the basis of rst integrals on the domain G ′ of system
(∂) [1, p. 38; 7, p. 70; 10, pp. 523  525℄.
A omplete linear homogeneous system of partial dierential equations (∂) on a neigh-
bourhood of any point from its normalization domain has a basis of rst integrals of the
dimension n−m [1, p. 51℄.
Every inomplete system (∂) on a domain G an be redued to an integral equivalent
omplete system [7, pp. 243  245℄.
We'll all a number δ a defet of an inomplete system (∂) if this system on the domain
G an be redued to an integral equivalent omplete system by addition of δ equations as[
L
jν
(x),L
lµ
(x)
]
y = 0,
[
Lα
ξ
(x),
[
L
jν
(x),L
lµ
(x)
]]
y = 0,
[
L
β
ζ
(x),
[
Lα
ξ
(x),
[
L
jν
(x),L
lµ
(x)
]]]
y = 0, . . . ,
ν = 1, . . . ,m1, µ = 1, . . . ,m2, ξ = 1, . . . ,m3, ζ = 1, . . . ,m4, . . . , ms 6 m, s = 1, 2, . . . ,
{1, . . . ,m} ∋ jν , lµ, αξ, βζ , . . . [1, pp. 42  43℄.
Let's agree on a omplete system has the defet δ = 0. Then, one an say that every
system (∂) has the defet δ and 0 6 δ 6 n−m.
The system (∂) with defet δ on a neighbourhood of any point from its normalization
domain has a basis of rst integrals of dimension n−m− δ [1, p. 51℄.
The system (∂) is omplete if and only if on a neighbourhood of every point from its any
normalization domain it has a basis of rst integrals of dimension n−m.
The system (TD) is alled ompletely solvable on the domain Π′ ⊂ Π if in every point
(t0, x0) ∈ Π
′
for system (TD) a solution to the Cauhy problem with initial onditions (t0, x0)
is unique [1, p. 17℄. In ase, when Π′ = Π, we'll say that system (TD) is ompletely solvable.
The system (TD) is ompletely solvable if and only if the Frobenius onditions [1, pp. 17
 25; 11, pp. 290  302℄ are satised:
∂tjXiζ(t, x) +
n∑
ξ=1
Xξj(t, x)∂x
ξ
Xiζ(t, x) = ∂t
ζ
Xij(t, x) +
n∑
ξ=1
Xξζ(t, x)∂x
ξ
Xij(t, x)
(0.9)
for all (t, x) ∈ Π, i = 1, . . . , n, j = 1, . . . ,m, ζ = 1, . . . ,m.
The system (TD) indues m linear dierential operators of rst order
Xj(t, x) = ∂tj +
n∑
i=1
Xij(t, x)∂xi for all (t, x) ∈ Π, j = 1, . . . ,m. (0.10)
Then, the Frobenius onditions (0.9) via the Poisson brakets an be written as the system
of operator identities
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Xj(t, x),Xζ(t, x)
]
= O for all (t, x) ∈ Π, j = 1, . . . ,m, ζ = 1, . . . ,m. (0.11)
The system (TD) is the Pfa system of equations
ωi(t, x) = 0, i = 1, . . . , n, (0.12)
with linear dierential forms
ωi(t, x) = dxi −
m∑
j=1
Xij(t, x) dtj for all (t, x) ∈ Π, i = 1, . . . , n, (0.13)
whih have holomorphi oeients Xij : Π→ K, i = 1, . . . , n, j = 1, . . . ,m.
The Frobenius onditions (0.9) of the omplete solvability of system (TD) (the Frobenius
onditions of losure of the Pfa system of equations (0.12)) [11, pp. 299  301; 12, pp. 91; 13℄
an be written via dierential 1-forms (0.13) as the system of exterior dierential identities
dωi(t, x) ∧
(
n
∧
ξ=1
ωξ(t, x)
)
= 0 for all (t, x) ∈ Π, i = 1, . . . , n.
A holomorphi salar funtion F : Π′ → K is alled a rst integral on the domain Π′ ⊂ Π
of system (TD) if the dierential of the funtion F by virtue of system (TD) vanishes iden-
tially on the domain Π′, that is,
dF (t, x)|(TD)
= 0 for all (t, x) ∈ Π′. (0.14)
By means of linear dierential operators (0.10) the identity (0.14) an be written as the
system of identities [1, p. 26℄
Xj F (t, x) = 0 for all (t, x) ∈ Π
′, j = 1, . . . ,m. (0.15)
A holomorphi salar funtion F : Π′ → K is a rst integral on the domain Π′ ⊂ Π of
the ompletely solvable system (TD) if and only if this funtion keeps a onstant value along
any solution x : t→ x(t) for all t ∈ T ⊂ Km to system (TD) suh that (t, x(t)) ∈ Π′ for all
t ∈ T, that is,
F (t, x(t)) = C for all t ∈ T, C = const.
A holomorphi salar funtion µ : Π′ → K is alled a last multiplier on the domain Π′ ⊂ Π
of system (TD) if [1, pp. 129  131; 9, pp. 117  130℄
Xj µ(t, x) = − µ(t, x) divXj(t, x) for all (t, x) ∈ Π
′, j = 1, . . . ,m. (0.16)
We'll all a holomorphi salar funtion w : Π′ → K (a manifold w(t, x) = 0) a partial
integral on the domain Π′ ⊂ Π (an integral manifold) of system (TD) if [1, pp. 161  163℄
Xjw(t, x) = Φj(t, x) for all (t, x) ∈ Π
′, j = 1, . . . ,m, (0.17)
where Φj : Π
′ → K, j = 1, . . . ,m, are suh the funtions that
Φj(t, x)|w(t,x)=0
= 0 for all (t, x) ∈ Π′, j = 1, . . . ,m. (0.18)
A holomorphi salar funtion w : Π′ → K (a manifold w(t, x) = 0) is a partial integral
on the domain Π′ ⊂ Π (an integral manifold) of the ompletely solvable system (TD) if and
only if the funtion w vanishes identially along any solution x : t→ x(t) for all t ∈ T ⊂ Km
to system (TD) suh that (t, x(t)) ∈ Π′ for all t ∈ T, that is,
w(t, x(t)) = 0 for all t ∈ T.
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If a last multiplier µ of system (∂) (of system (TD)) denes a manifold µ = 0, then it
is a partial integral of this system.
Indeed, the system of identities (0.3) is the system of identities (0.4), where Φj(x) =
= − µ(x) divLj(x) for all x ∈ G
′, j = 1, . . . ,m, and therefore the onditions (0.5) are
satised. Similarly, the system of identities (0.16) is the system of identities (0.17) with the
property (0.18).
If a last multiplier µ of system (∂) (of system (TD)) denes a manifold 1/µ = 0, then
it is an integral manifold of this system.
A set of funtionaly independent on the domain Π′ ⊂ Π rst integrals Fl : Π
′ → K,
l = 1, . . . , k, of system (TD) is alled a basis of rst integrals (or an integral basis) on
the domain Π′ of system (TD) if any rst integral Ψ: Π′ → K of this system an be
represented as Ψ(t, x) = Φ
(
F1(t, x), . . . , Fk(t, x)
)
for all (t, x) ∈ Π′, where Φ is some
holomorphi funtion on the odomain of vetor funtion F : (t, x)→
(
F1(t, x), . . . , Fk(t, x)
)
for all (t, x) ∈ Π′. At that, the number k is alled the dimension of the basis of rst integrals
on the domain Π′ of system (TD) [1, p. 29℄.
A ompletely solvable system (TD) on a neighbourhood of any point from the domain Π
has a basis of rst integrals of dimension n [1, p. 34℄.
To onstrut a basis of rst integrals for system (TD) without taking into onsideration a
solvability of Cauhy problem we'll be based on integrals theory of linear homogeneous system
of partial dierential equations.
A normal linear homogeneous system of partial dierential equations
Xj(t, x)y = 0, j = 1, . . . ,m, (0.19)
is assoiated to the total dierential system (TD).
Diretly from denitions of the rst integral both for the total dierential system and for
the linear homogeneous system of partial dierential equations we establish the basi integral
onnetion between the systems (TD) and (0.19) [1, pp. 53  56℄.
A holomorphi funtion F : (t, x) → F (t, x) for all (t, x) ∈ Π′ is a rst integral on the
domain Π′ ⊂ Π of system (TD) if and only if it is a rst integral on the domain Π′ of system
(0.19) whih is assoiated to system (TD).
In aordane with this property the systems (TD) and (0.19) have loally ommon basis
of rst integrals of quite onrete dimension [14℄.
A total dierential system (TD) in a neighbourhood of every point from normalization
domain of the assoiated to this system normal linear homogeneous system of partial dier-
ential equations (0.19) has a basis of rst integrals of dimension n− δ, where δ is the defet
of system (0.19), 0 6 δ 6 n.
0.2. Problem denition
Ordinary dierential system of n-th order
dx
dt
= f(t, x), (D)
where t∈K, x∈Kn,
dx
dt
= colon
(dx1
dt
, . . . ,
dxn
dt
)
, the vetor funtion f(t, x) = colon (f1(t, x),
. . . , fn(t, x)) has holomorphi oordinates fi : Π → K, i = 1, . . . , n, the domain Π ⊂ K
n+1,
has a basis of rst integrals of dimension n [15, pp. 156  159; 16, pp. 256  263℄.
Autonomous ordinary dierential system of n-th order
dx
dt
= f(x), (AD)
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where t ∈ K, x ∈ Kn,
dx
dt
= colon
(dx1
dt
, . . . ,
dxn
dt
)
, the vetor funtion f(x) = colon (f1(x),
. . . , fn(x)) has holomorphi oordinates fi : G → K, i = 1, . . . , n, the domain G ⊂ K
n, in
the n-dimensional basis has n− 1 autonomous rst integrals whih are funtionaly indepen-
dent on the domain G [17, pp. 161  169℄.
V.I. Mironenko has studied [18℄ whether nonautonomous system (D) an have autonomous
rst integrals. The possibility of existene of autonomous partial integrals and autonomous
last multipliers for the nonautonomous system (D) was studied in [2℄. Moreover, in that
artile I solved the problem whether both the system (D) and the system (AD) an have the
rst integrals, the last multipliers and the partial integrals whih are the funtions depending
on several r variables xξτ , ξτ ∈ {1, . . . , n}, τ = 1, . . . , r, 1 6 r 6 n, but not neessarily
depending on all variables xi, i = 1, . . . , n.
Let's give spei example in whih the existene of the autonomous partial integral de-
pending on r < n variables is useful in stability theory.
The nonautonomous real ordinary dierential system of third order
dx
dt
= − x
(
x2 + (2 + sin t)y2
)
− y(etx+ t2xz + ty2),
dy
dt
= x(etx+ t2xz + ty2)− y
(
x2 + (2 + sin t)y2
)
,
dz
dt
= z
(
x2 + (2 + sin t)y2 + z2
)
has the autonomous partial integral w : (x, y, z) → x2+y2 for all (x, y, z) ∈ R3. This partial
integral speies the isolated point x = y = 0 in the subspae R2 of the phase spae R3
and satises the hypotheses of Rumyanzev's theorem [19, p. 29℄. Therefore the zero solution
x = y = z = 0 to this system is asymptotially stable with respet to (x, y). At the same
time, this solution is unstable by Chetaev's theorem [19, pp. 19  20℄ (one should take
V (x, y, z) = − x2 − y2 + z2)
Let's dene the problem of existene of rst integrals, last multipliers and partial integrals
for system (∂) whih are the funtions depending on several variables xi, i = 1, . . . , n, and
for system (TD) whih are the funtions depending on several independend variables tj,
j = 1, . . . ,m, and several dependend variables xi, i = 1, . . . , n. At that, we'll use the terms
and theoretial foundations from introdution.
1. Cylindriality and autonomy of rst integrals
1.1. Cylindriality of rst integrals for linear homogeneous system
of partial dierential equations
Denition 1.1. We'll say that a rst integral F on a domain G ′ ⊂ G of system (∂) is
(n−k)-ylindrial if the funtion F depends only on k, 0 6 k 6 n, variables x1, . . . , xn.
Let's dene the problem of existene for system (∂) a (n− k)-ylindrial rst integral
F : x→ F (kx) for all x ∈ G ′ ⊂ G, kx = (x1, . . . , xk). (1.1)
1.1.1. Neessary ondition of existene of ylindrial rst integral. Aording
to the denition of rst integral, the funtion (1.1) will be the rst integral on the domain
G ′ ⊂ G of system (∂) if and only if
kLjF (
kx) = 0 for all x ∈ G ′, j = 1, . . . ,m, (1.2)
where the linear dierential operators of rst order
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k
Lj(x) =
k∑
ξ=1
ujξ(x)∂x
ξ
for all x ∈ G, j = 1, . . . ,m. (1.3)
Conerning the sets of funtions
kUj =
{
uj1(x), . . . , ujk(x)
}
, j = 1, . . . ,m, the system
of identeties (1.2) means that the funtions of eah set
kUj , j = 1, . . . ,m, are linearly de-
pendent with respet to variable xp on the domain G
′
under any xed values of variables
xi, i = 1, . . . , n, i 6= p. It holds true under eah xed index p = k + 1, . . . , n. Therefore the
Wronskians of eah set
kUj , j = 1, . . . ,m, with respet to variables xp, p = k + 1, . . . , n,
vanish identially on the domain G ′, that is, the system of identities
Wxp
(
kuj(x)
)
= 0 for all x ∈ G ′, j = 1, . . . ,m, p = k + 1, . . . , n, (1.4)
is satised. Here vetor funtions
kuj : x→
(
uj1(x), . . . , ujk(x)
)
for all x ∈ G, j = 1, . . . ,m,
and Wxp are the Wronskians with respet to xp, p = k + 1, . . . , n.
So the neessary test of existene of (n−k)-ylindrial rst integral for linear homogeneous
system of partial dierential equations is proved.
Theorem 1.1. The system of identities (1.4) is a neessary ondition of existene of
(n− k)-ylindrial rst integral (1.1) for system (∂).
1.1.2. Criterion of existene of ylindrial rst integral. Let m × n matrix
u(x) = ‖uji(x)‖ for all x ∈ G of system (∂) satises the onditions (1.4). Let's write the
funtional system
kuj(x) kϕ = 0, j = 1, . . . ,m, ∂ξ
xp
kuj(x) kϕ = 0,
(1.5)
j = 1, . . . ,m, p = k + 1, . . . , n, ξ = 1, . . . , k − 1,
where a vetor funtion
kϕ : x →
(
ϕ1(
kx), . . . , ϕk(
kx)
)
for all x ∈ G ′ is unknown, vetor
funtions
kuj : x →
(
uj1(x), . . . , ujk(x)
)
for all x ∈ G, j = 1, . . . ,m. Let's introdue a
Pfaan equation
kϕ(kx) d kx = 0. (1.6)
Theorem 1.2 (riterion of existene of (n− k)-ylindrial rst integral for linear homo-
geneous system of partial dierential equations). For system (∂) to have (n− k)-ylindrial
rst integral (1.1) it is neessary and suient that there exists a vetor funtion
kϕ, satisfy-
ing funtional system (1.5), suh that the funtion (1.1) is the general integral of the Pfaan
equation (1.6) on the domain G˜k whih is the natural projetion of domain G ′ on oordinate
subspae O kx.
Proof. Neessity. Let system (∂) has (n−k)-ylindrial rst integral (1.1) on the domain
G ′. Then the identities (1.2) are satised:
k∑
ξ=1
ujξ(x)∂x
ξ
F (kx) = 0 for all x ∈ G ′, j = 1, . . . ,m.
By dierentiating this identities k − 1 times with respet to xp, p = k + 1, . . . , n, we
onlude that an extension on the domain G ′ of the funtion
kϕ : kx→
(
∂x1F (
kx), . . . , ∂xkF (
kx)
)
for all
kx ∈ G˜k
is a solution to the funtional system (1.5). From this it also follows that the funtion (1.1)
is a general integral on the domain G˜k ⊂ Kk of the Pfaan equation (1.6).
Suieny. Let the vetor funtion
kϕ : x → kϕ(kx) for all x ∈ G ′ be the solution to
the funtional system (1.5) and the Pfaan equation (1.6) whih is onstruted on its base
has a general integral (1.1) on the domain G˜k ⊂ Kk. Then, the system of identities
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∂x
ξ
F (kx)− µ(kx)ϕξ(
kx) = 0 for all kx ∈ G˜k, ξ = 1, . . . , k, (1.7)
is satised, where µ : kx→ µ(kx) for all kx ∈ G˜k is a holomorphi integrating multiplier of
the Pfaan equation (1.6) whih orresponds to its general integral (1.1) on the domain G˜k.
Hene, taking into aount that the funtion
kϕ is the solution to the funtional system
(1.5) we reeive the system of identities (1.2). Therefore the funtion (1.1) is an (n − k)-
ylindrial rst integral on the dimain G ′ of system (∂).
Example 1.1. Let's onsider a linear homogeneous system of partial dierential equations
L1(x)y = 0, L2(x)y = 0, (1.8)
whih is onstruted on the base of being not holomorphially linearly bound on the spae
K
4
linear dierential operators of rst order
L1(x) = x1x2∂x1 − x
2
1∂x2 + (x1 + x
2
2 + x
2
3 − x
2
4)∂x3 + (x
2
3 + x
2
4)∂x4 for all x ∈ K
4,
L2(x) = x
2
2∂x1 − x1x2∂x2 + (x
2
3 + x
2
4)∂x3 + (x1 + x
2
2 + x
2
3 + x
2
4)∂x4 for all x ∈ K
4.
Let's nd for system (1.8) a 2-ylindrial rst integral
F : x→ F (x1, x2) for all x ∈ G
′ ⊂ K4. (1.9)
The Wronskians of the sets of funtions
2U1 = {x1x2,−x
2
1} and
2U2 = {x
2
2,−x1x2} with
respet to x3 and x4 vanish identially on the spae K
4. Therefore the neessary onditions
(Theorem 1.1) of existene of 2-ylindrial rst integral (1.9) for system (1.8) are satised.
Let's write the funtional system (1.5):
x1x2 ϕ1 + (− x
2
1)ϕ2 = 0, x
2
2 ϕ1 + (− x1x2)ϕ2 = 0,
∂x3(x1x2)ϕ1 + ∂x3(− x
2
1)ϕ2 = 0, ∂x3x
2
2 ϕ1 + ∂x3(− x1x2)ϕ2 = 0,
∂x4(x1x2)ϕ1 + ∂x4(− x
2
1)ϕ2 = 0, ∂x4x
2
2 ϕ1 + ∂x4(− x1x2)ϕ2 = 0.
From this we get the system
x1x2 ϕ1 − x
2
1 ϕ2 = 0, x
2
2 ϕ1 − x1x2 ϕ2 = 0
and reeive from it the equation
x2 ϕ1 − x1 ϕ2 = 0.
The solution on the spae K
4
to this equation are, for example, the funtions
ϕ1 : x→ x1 for all x ∈ K
4
and ϕ2 : x→ x2 for all x ∈ K
4.
Let's write on the base of this solution the Pfaan equation
x1 dx1 + x2 dx2 = 0,
whih has the general integral F : (x1, x2)→ x
2
1 + x
2
2 for all (x1, x2) ∈ K
2.
Therefore the system (1.8) on the spae K
4
has the 2-ylindrial rst integral
F : x→ x21 + x
2
2 for all x ∈ K
4. (1.10)
Sine the Poisson braket
[L1(x),L2(x)] = − x2(x
2
1 + x
2
2)∂x1 + x1(x
2
1 + x
2
2)∂x2 +
+(x1 + 2x1x4 − x
2
3 − x
2
4 + 2x1x
2
2 + 2x
2
2x4 + 4x
2
3x4 − 2x3x
2
4 + 4x
3
4)∂x3 +
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+(x1x2 + 2x1x3 − 2x1x4 − 2x
2
3 − 2x
2
1x2 + 2x
2
2x3 − 2x
2
2x4 + 2x
3
3 − 4x3x
2
4)∂x4 for all x ∈ K
4
is not a linear ombination on the spae K
4
of operators L1 and L2 the system (1.8) is not
omplete. Then, a basis of rst integrals of system (1.8) onsists of no more than one rst
integral (aurate within the funtional expression).
Thus the 2-ylindrial rst integral (1.10) of system (1.8) forms its integral basis on the
spae K
4.
1.1.3. Funtionally independent ylindrial rst integrals.
Theorem 1.3. Let the funtional system (1.5) has q not linearly bound on the domain
G ′ ⊂ G solutions
kϕγ : x→ kϕγ(kx) for all x ∈ G ′, γ = 1, . . . q, (1.11)
where the vetor
kϕγ = (ϕγ1 , . . . , ϕ
γ
k), and the Pfaan equations
kϕγ(kx) d kx = 0, γ = 1, . . . , q, (1.12)
whih are onstruted on the base of this solutions have orrespondingly general integrals
Fγ :
kx→ Fγ(
kx) for all kx ∈ G˜k ⊂ Kk, γ = 1, . . . , q, (1.13)
on the domain G˜k whih is the natural projetion of domain G ′ on oordinate subspae
O kx. Then, this general integrals are funtionally independent on the domain G˜k.
Proof. By virtue of the system of identities (1.7)
∂x
ξ
Fγ(
kx) = µγ(
kx)ϕγ
ξ
(kx) for all kx ∈ G˜k, ξ = 1, . . . , k, γ = 1, . . . , q.
Therefore the Jaobi's matrix
J
(
Fγ(
kx); kx
)
=
∥∥µγ(kx)ϕγξ (kx)∥∥q×k for all kx ∈ G˜k.
Sine the vetor funtions (1.11) are not linearly bound on the domain G˜k the rank of
Jaobi's matrix rankJ
(
Fγ(
kx); kx
)
= q for all kx from the domain G˜k perhaps with the
exeption of point set of k-dimensional zero measure. So the general integrals (1.13) of the
Pfaan equations (1.12) are funtionally independent on the domain G˜k.
The Theorem 1.3 (taking into aount the Theorem 1.2) let us to nd a quantity of fun-
tionally independent (n− k)-ylindrial rst integrals of system (∂).
1.2. First integrals of s -nonautonomous ompletely solvable
total dierential systems
Denition 1.2. We'll say that system (TD) is s-nonautonomous if all funtions-
elements Xij : Π → K, i = 1, . . . , n, j = 1, . . . ,m, of the matrix X depend on x and only
on s, 0 6 s 6 m, independent variables t1, . . . , tm.
Without loss of generality we'll onsider that the s-nonautonomous system (TD) has suh
the funtions-elements Xij : Π → K, i = 1, . . . , n, j = 1, . . . ,m, of matrix X that depend
only on x and on rst s independent variables t1, . . . , ts, that is,
dx = X(st, x) dt, (TDs)
where
st = (t1, . . . , ts), dt = colon (dt1, . . . , dtm), dx = colon (dx1, . . . , dxn), n ×m matrix
X(st, x) = ‖Xij(
st, x)‖ has holomorphi elements Xij : (
st, x) → Xij(
st, x) ∀(st, x) ∈ Πs+n,
i = 1, . . . , n, j = 1, . . . ,m, the domain Πs+n ⊂ Ks+n, 0 6 s 6 m 6 n.
Under s = 0 the system (TDs) is the autonomous system (ATD).
10
V.N.Gorbuzov Cylindriality and autonomy of integrals and last multipliers ...
Denition 1.3. We'll say that a rst integral F on a domain Π′ ⊂ Π of system (TD) is
s-nonautonomous if the funtion F depends on x and only on s, 0 6 s 6 m, independent
variables t1, . . . , tm.
If s = 0, then an s-nonautonomous rst integral of system (TD) is an autonomous rst
integral of system (TD).
Let
sX be the matrix whih is formed from the n ×m matrix X(st, x) by deletion of
rst s olumns.
Theorem 1.4. If the rank of matrix
sX(st, x) of the ompletely solvable system (TDs)
is equal to r on the domain Πs+n, then it has on this domain exatly n − r funtionally
independent s-nonautonomous rst integrals Fγ : Π
s+n → K, γ = 1, . . . , n− r.
Proof. Let x : t→ x(t;C) for all t ∈ T ⊂ Km be the solutions to the ompletely solvable
system (TDs).
Without loss of generality we'll onsider that the rst r rows of the funtional matrix sX
form the matrix of rank r (one an always get that by renumbering of dependent variables).
Then, the rst r omponents x
l
, l = 1, . . . , r, of the solutions are funtionally independent
on the domain T relative to variables tξ, ξ = s+1, . . . ,m, and the rest omponents xρ, ρ =
= r + 1, . . . , n, of the solutions are funtionally dependent on rst r omponents on the
domain T relative to variables tξ, ξ = s+ 1, . . . ,m. So
xρ(t) = Φρ
(
st, kx(t);C
)
for all t ∈ T, ρ = r + 1, . . . , n,
where
kx = (x1, . . . , xk), and the funtions Φρ : T → K, ρ = r + 1, . . . , n, are holomorphi.
Taking into aount the funtional independene of funtions xl, l = 1, . . . , r, relative
to ts+1, . . . , tm on the domain T from the equalities xl = xl(t;C), l = 1, . . . , r, xρ =
= Φρ(
st, kx;C), ρ = r + 1, . . . , n, by xation of arbitrary vetor C by means of vetors
Ci = (δi1C1, . . . , δinCn), i = 1, . . . , n, where δij is a Kroneker symbol, we nd r not s-
nonautonomous and n−r s-nonautonomous funtionally independent on the domain Π′ ⊂ Π
rst integrals of the system (TDs).
Let's pay attention to oordination relative to independent variables t1, . . . , ts between
s-nonautonomy of system (TDs) and s-nonautonomy of rst integrals in Theorem 1.4.
Theorem 1.5 and Theorem 1.6 are the orollaries of Theorem 1.4 for the autonomous total
dierential systems.
Theorem 1.5. The ompletely solvable system (ATD) has exatly n − r, where r =
= rankX(x) for all x ∈ G ′, funtionally independent on the domain G ′ ⊂ G autonomous
rst integrals.
Theorem 1.6. The ompletely solvable system (ATD) does not have the autonomous
rst integrals if and only if rankX(x) = n for all x from the domain G perhaps with the
exeption of point set of n-dimensional zero measure.
Example 1.2. The ompletely solvable total dierential system
dx1 = dt1, dx2 = dt2, dx3 = ∂x1g(x1, x2) dt1 + ∂x2g(x1, x2) dt2, (1.14)
where a holomorphi salar funtion g : G˜→ K, G˜ ⊂ K2, has n−r = 3−rankX(x) = 3−2 =
= 1 autonomous rst integral F : x→ g(x1, x2)− x3 for all x ∈ G = G˜×K (Theorem 1.5).
The funtionally independent rst integrals
F1 : (t, x) → t1 − x1 for all (t, x) ∈ Π, F2 : (t, x)→ t2 − x2 for all (t, x) ∈ Π,
(1.15)F3 : (t, x)→ g(x1, x2)− x3 for all (t, x) ∈ Π
forms an integral basis on the domain Π = K3 × G˜ of system (1.14).
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1.3. Autonomy and ylindriality of rst integrals for total dierential system
Denition 1.4. We'll say that a rst integral F on a domain Π ′ ⊂ Π of system (TD) is
(n − k)-ylindrial if the funtion F depends on t and only on k, 0 6 k 6 n, dependent
variables x1, . . . , xn.
Let's dene the problem of existene for system (TD) an s-nonautonomous (n − k)-
ylindrial rst integral
F : (t, x)→ F (st, kx) for all (t, x) ∈ Π′ ⊂ Π, st = (t1, . . . , ts),
kx = (x1, . . . , xk). (1.16)
1.3.1. Neessary ondition of existene of s-nonautonomous (n−k)-ylindrial
rst integral. Aording to the denition of rst integral, the funtion (1.16) will be the
rst integral on the domain Π ′ ⊂ Π of system (TD) if and only if
skXjF (
st, kx) = 0 for all (t, x) ∈ Π′, j = 1, . . . ,m, (1.17)
where the linear dierential operators of rst order
sk
Xθ(t, x) = ∂t
θ
+
k∑
ξ=1
Xξθ(t, x)∂x
ξ
for all (t, x) ∈ Π, θ = 1, . . . , s,
(1.18)
sk
Xν(t, x) =
k∑
ξ=1
Xξν(t, x)∂x
ξ
for all (t, x) ∈ Π, ν = s+ 1, . . . ,m.
Conerning the sets of funtions
kMθ =
{
1,X1θ(t, x), . . . ,Xkθ(t, x)
}
, θ = 1, . . . , s, kMν =
=
{
X1ν(t, x), . . . ,Xkν(t, x)
}
, ν = s+1, . . . ,m, the system of identeties (1.17) means that: the
funtions of eah set
kMj , j = 1, . . . ,m, are linearly dependent with respet to independent
variable tζ on the domain Π
′
under any xed values of independent variables tγ , γ =
= 1, . . . ,m, γ 6= ζ, and dependent variables xi, i = 1, . . . , n; and the funtions of eah set
kMj, j = 1, . . . ,m, are linearly dependent with respet to dependent variable xp on the
domain Π ′ under any xed values of independent variables tγ , γ = 1, . . . ,m, and dependent
variables xi, i = 1, . . . , n, i 6= p. It holds true under eah xed index ζ = s + 1, . . . ,m and
under eah xed index p = k + 1, . . . , n.
Therefore the Wronskians of eah set
kMj , j = 1, . . . ,m, with respet to independent
variables tζ , ζ = s+1, . . . ,m, and dependent variables xp, p = k+1, . . . , n vanish identially
on the domain Π ′, that is, the system of identities
Wtζ
(
1, kXθ(t, x)
)
= 0 for all (t, x) ∈ Π′, θ = 1, . . . , s, ζ = s+ 1, . . . ,m,
Wtζ
(
kXν(t, x)
)
= 0 for all (t, x) ∈ Π′, ν = s+ 1, . . . ,m, ζ = s+ 1, . . . ,m,
(1.19)
Wxp
(
1, kXθ(t, x)
)
= 0 for all (t, x) ∈ Π′, θ = 1, . . . , s, p = k + 1, . . . , n,
Wxp
(
kXν(t, x)
)
= 0 for all (t, x) ∈ Π′, ν = s+ 1, . . . ,m, p = k + 1, . . . , n,
is satised. Here vetor funtions
kXj : (t, x) →
(
X1j(t, x), . . . ,Xkj(t, x)
)
for all (t, x) ∈ Π,
j = 1, . . . ,m, Wtζ and Wxp are orrespondingly the Wronskians with respet to tζ and
xp, ζ = s+ 1, . . . ,m, p = k + 1, . . . , n.
So the neessary test of existene of s-nonautonomous (n − k)-ylindrial rst integral
for total dierential system is proved.
Theorem 1.7. The system of identities (1.19) is a neessary ondition of existene of
s-nonautonomous (n− k)-ylindrial rst integral (1.16) for system (TD).
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1.3.2. Criterion of existene of s-nonautonomous (n − k)-ylindrial rst
integral. Let n ×m matrix X of system (TD) satises the onditions (1.19). Let's write
the funtional system
ψθ +
kXθ(t, x) kϕ = 0, θ = 1, . . . , s,
∂ξ
tζ
kXθ(t, x) kϕ = 0, θ = 1, . . . , s, ζ = s+ 1, . . . ,m, ξ = 1, . . . , k,
∂ξ
xp
kXθ(t, x) kϕ = 0, θ = 1, . . . , s, p = k + 1, . . . , n, ξ = 1, . . . , k,
kXν(t, x) kϕ = 0, ν = s+ 1, . . . ,m, (1.20)
∂ξ
tζ
kXν(t, x) kϕ = 0, ν = s+ 1, . . . ,m, ζ = s+ 1, . . . ,m, ξ = 1, . . . , k − 1,
∂ξxp
kXν(t, x) kϕ = 0, ν = s+ 1, . . . ,m, p = k + 1, . . . , n, ξ = 1, . . . , k − 1,
where the vetor funtions
sψ : (t, x) →
(
ψ1(
st, kx), . . . , ψs(
st, kx)
)
for all (t, x) ∈ Π′ and
kϕ : (t, x)→
(
ϕ1(
st, kx), . . . , ϕk(
st, kx)
)
for all (t, x) ∈ Π′ are unknown, the vetor funtions
kXj : (t, x) →
(
X1j(t, x), . . . ,Xkj(t, x)
)
for all (t, x) ∈ Π, j = 1, . . . ,m, 0 6 k 6 n. Let's
introdue a Pfaan equation
sψ(st, kx) d st+ kϕ(st, kx) d kx = 0. (1.21)
Theorem 1.8 (riterion of existene of s-nonautonomous (n−k)-ylindrial rst integral
for total dierential system). For system (TD) to have s-nonautonomous (n− k)-ylindrial
rst integral (1.16) it is neessary and suient that there exist the vetor funtions
sψ and
kϕ, satisfying funtional system (1.20), suh that the funtion (1.16) is the general integral of
the Pfaan equation (1.21) on the domain Π˜s+k whih is the natural projetion of domain
Π ′ on oordinate subspae O st kx.
Proof. Neessity. Let system (TD) has the s-nonautonomous (n − k)-ylindrial rst
integral (1.16) on the domain Π ′. Then, the identities (1.17) are satised:
∂t
θ
F (st, kx) +
k∑
ξ=1
Xξθ(t, x)∂x
ξ
F (st, kx) = 0 for all (t, x) ∈ Π′, θ = 1, . . . , s,
k∑
ξ=1
Xξν(t, x)∂x
ξ
F (st, kx) = 0 for all (t, x) ∈ Π′, ν = s+ 1, . . . ,m.
By dierentiating the rst s of this identities k times with respet to ts+1, . . . , tm and
k times with respet to xk+1, . . . , xn and by dierentiating the rest m− s identities k − 1
times with respet to ts+1, . . . , tm and k−1 times with respet to xk+1, . . . , xn we onlude
that the extensions on the domain Π ′ of the funtions sψ : (st, kx) → ∂stF (
st, kx) for all
(st, kx) ∈ Π˜s+k and kϕ : (st, kx) → ∂kxF (
st, kx) for all (st, kx) ∈ Π˜s+k is a solution to the
funtional system (1.20), where operators ∂st = (∂t1 , . . . , ∂ts), ∂kx = (∂x1 , . . . , ∂xk).
From this it also follows that the funtion (1.16) is a general integral on the domain Π˜s+k
of the Pfaan equation (1.21).
Suieny. Let vetor funtions
sψ : (t, x) → sψ(st, kx), kϕ : (t, x) → kϕ(st, kx) for all
(t, x) ∈ Π′ be the solution to the system (1.20) and the Pfaan equation (1.21) whih is
onstruted on its base has the general integral (1.16) on the domain Π˜s+k ⊂ Ks+k. Then,
the system of identities
∂stF (
st, kx)− µ(st, kx) sψ(st, kx) = 0 ∀(st, kx) ∈ Π˜s+k,
(1.22)
∂kxF (
st, kx)− µ(st, kx) kϕ(st, kx) = 0 ∀(st, kx) ∈ Π˜s+k,
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is satised, where µ : (st, kx)→ µ(st, kx) for all (st, kx) ∈ Π˜s+k is a holomorphi integrating
multiplier of the Pfaan equation (1.21) whih orresponds to its general integral (1.16) on
the domain Π˜s+k.
Taking into aount that the funtions
sψ, kϕ are the solution to the funtional sys-
tem (1.20) we reeive the system of identities (1.17). Therefore the funtion (1.16) is an
s-nonautonomous (n− k)-ylindrial rst integral on the dimain Π ′ of system (TD).
For example, the integral basis (1.15) of the autonomous ompletely solvable total dif-
ferential system (1.14) (Example 1.2) onsists of the autonomous rst integral F3 and two
1-nonautonomous 1-ylindrial rst integrals F1 and F2.
Example 1.3. The autonomous total dierential system
dx1 = x1 dt1 + 3x1 dt2, dx2 = (1 + x1 + 2x2) dt1 + (x1 + 3x2) dt2 (1.23)
is not ompletely solvable sine the Poisson braket[
X1(t, x),X2(t, x)
]
= (3− x1)∂x2 = X12(t, x) for all (t, x) ∈ K
4
of indued by system (1.23) linear dierential operators
X1(t, x) = ∂t1 + x1∂x1 + (1 + x1 + 2x2)∂x2 for all (t, x) ∈ K
4,
X2(t, x) = ∂t2 + 3x1∂x1 + (x1 + 3x2)∂x2 for all (t, x) ∈ K
4
is not the null operator on the any domain from the spae K
4.
By the Frobenius' theorem the system (1.23) doesn't have the solutions.
The assoiated to the system (1.23) inomplete normal linear homogeneous system of
partial dierential equations
X1(t, x)y = 0, X2(t, x)y = 0
an be redued to the omplete system on the spae K
4
by the addition of single equation
X12(t, x)y = 0. Therefore this system has the defet δ = 1 and an integral basis of system
(1.23) onsists of n− δ = 2− 1 = 1 rst integral.
The system (1.23) is autonomous, but aording to Theorem 1.4 it has no autonomous
rst integral. Indeed, the system of identities (1.19) are not satised, beause, for example,
the Wronskian
Wx1(1 + x1 + 2x2, x1 + 3x2) =
∣∣∣∣∣ 1 + x1 + 2x2 x1 + 3x21 1
∣∣∣∣∣ = 1− x2 for all (t, x) ∈ K4
does not vanish identially on the any domain from the spae K
4.
Let's nd a 1-ylindrial rst integral
F : (t, x)→ F (t, x1) for all (t, x) ∈ Π
′ ⊂ K4 (1.24)
of system (1.23).
The Wronskians of the sets of funtions
1M1 = {1, x1} and
1M2 = {1, 3x1} with respet
to x2 vanish identially on the spae K
4. Therefore the neessary onditions (Theorem 1.7)
of existene of 1-ylindrial rst integral (1.24) for system (1.23) are satised.
The funtional system (1.20) onsists of two equations
ψ1 + x1 ϕ1 = 0, ψ2 + 3x1 ϕ1 = 0.
Its solution, for example, is
ψ1 : (t, x)→ x1, ψ2 : (t, x) → 3x1, ϕ1 : (t, x)→ − 1 for all (t, x) ∈ K
4.
The Pfaan equation whih is onstruted on the base of this solution
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x1 dt1 + 3x1 dt2 − dx1 = 0
has the general integral F : (t, x1)→ x1 e
−(t1+3t2)
for all (t, x1) ∈ K
3.
Therefore the system (1.23) on the spae K
4
has 1-ylindrial rst integral
F : (t, x)→ x1 e
−(t1+3t2)
for all (t, x) ∈ K4.
This 1-ylindrial rst integral forms the integral basis on the spae K
4
of system (1.23).
1.3.3. Funtionally independent s-nonautonomous (n − k)-ylindrial rst
integrals.
Theorem 1.9. Let the funtional system (1.20) has q not linearly bound on the domain
Π ′ ⊂ Π solutions
sψγ : (t, x)→ sψγ(st, kx) for all (t, x) ∈ Π′, γ = 1, . . . , q,
(1.25)
kϕγ : (t, x)→ kϕγ(st, kx) for all (t, x) ∈ Π′, γ = 1, . . . , q,
and the Pfaan equations
sψγ(st, kx) d st+ kϕγ(st, kx) d kx = 0, γ = 1, . . . , q, (1.26)
whih are onstruted on the base of this solutions have orrespondingly general integrals
Fγ : (
st, kx)→ Fγ(
st, kx) for all (st, kx) ∈ Π˜s+k ⊂ Ks+k, γ = 1, . . . , q, (1.27)
on the domain Π˜s+k whih is the natural projetion of domain Π ′ on oordinate subspae
O st kx. Then, this general integrals are funtionally independent on the domain Π˜s+k.
Proof. By virtue of the system of identities (1.22)
∂stFγ(
st, kx) = µγ(
st, kx) sψγ(st, kx) for all (st, kx) ∈ Π˜s+k, γ = 1, . . . , q,
∂kxFγ(
st, kx) = µγ(
st, kx) kϕγ(st, kx) for all (st, kx) ∈ Π˜s+k, γ = 1, . . . , q.
Therefore the Jaobi's matrix
J
(
Fγ(
st, kx); st, kx
)
=
∥∥Ψ(st, kx)Φ(st, kx)∥∥ for all (st, kx) ∈ Π˜s+k,
where the matrix ‖ΨΦ‖ onsists of q × s matrix Ψ(st, kx) =
∥∥µγ(st, kx)ψγj (st, kx)∥∥ for all
(st, kx) ∈ Π˜s+k and q× k matrix Φ(st, kx) =
∥∥µγ(st, kx)ϕγi (st, kx)∥∥ for all (st, kx) ∈ Π˜s+k.
Sine the vetor funtions (1.15) are not linearly bound on the domain Π˜s+k the rank of
Jaobi's matrix rankJ
(
Fγ(
st, kx); st, kx
)
= q for all (st, kx) from the domain Π˜s+k perhaps
with the exeption of point set of (s+ k)-dimensional zero measure. So the general integrals
(1.27) of the Pfaan equations (1.26) are funtionally independent on the domain Π˜s+k.
The Theorem 1.9 (taking into aount the Theorem 1.8) let us to nd a quantity of
funtionally independent s-nonautonomous (n−k)-ylindrial rst integrals of system (TD).
2. Cylindriality and autonomy of last multipliers
2.1. Cylindriality of last multipliers for linear homogeneous system
of partial dierential equations
Denition 2.1. We'll say that a last multiplier µ on a domain G ′ ⊂ G of system (∂) is
(n−k)-ylindrial if the funtion µ depends only on k, 0 6 k 6 n, variables x1, . . . , xn.
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Let's dene the problem of existene for system (∂) an (n− k)-ylindrial last multiplier
µ : x→ µ(kx) for all x ∈ G ′ ⊂ G, kx = (x1, . . . , xk). (2.1)
2.1.1. Neessary ondition of existene of ylindrial last multiplier. Aording
to the denition of last multiplier, the funtion (2.1) will be the last multiplier on the domain
G ′ ⊂ G of system (∂) if and only if
kLjµ(
kx) + µ(kx) div uj(x) = 0 for all x ∈ G ′, j = 1, . . . ,m, (2.2)
where the linear dierential operators of rst order
kLj, j = 1, . . . ,m, are dened by means
of (1.3), the vetor funtions uj : x→
(
uj1(x), . . . , ujn(x)
)
for all x ∈ G, j = 1, . . . ,m.
The system of identities (2.2) in the oordinates is given by
k∑
ξ=1
ujξ(x)∂x
ξ
µ(kx) + µ(kx) div uj(x) = 0 for all x ∈ G ′, j = 1, . . . ,m. (2.3)
Conerning the sets of funtions
kDj =
{
uj1(x), . . . , ujk(x), div u
j(x)
}
, j = 1, . . . ,m, the
system of identeties (2.3) means that the funtions of eah set
kDj , j = 1, . . . ,m, are linearly
dependent with respet to variable xp on the domain G
′
under any xed values of variables
xi, i = 1, . . . , n, i 6= p. It holds true under eah xed index p = k + 1, . . . , n. Therefore the
Wronskians of eah set
kDj , j = 1, . . . ,m, with respet to variables xp, p = k + 1, . . . , n,
vanish identially on the domain G ′, that is, the system of identities
Wxp
(
kuj(x), div uj(x)
)
= 0 for all x ∈ G ′, j = 1, . . . ,m, p = k + 1, . . . , n, (2.4)
is satised. Here the vetor funtions
kuj : x →
(
uj1(x), . . . , ujk(x)
)
for all x ∈ G, j =
= 1, . . . ,m, and Wxp are the Wronskians with respet to xp, p = k + 1, . . . , n.
So the neessary test of existene of (n− k)-ylindrial last multiplier for linear homoge-
neous system of partial dierential equations is proved.
Theorem 2.1. The system of identities (2.4) is a neessary ondition of existene of
(n− k)-ylindrial last multiplier (2.1) for system (∂).
2.1.2. Criterion of existene of ylindrial last multiplier. Let the m× n matrix
u(x) = ‖uji(x)‖ for all x ∈ G of system (∂) satises the onditions (2.4). Let's write the
funtional system
kuj(x) kϕ = − div uj(x), j = 1, . . . ,m,
(2.5)
∂ξxp
kuj(x) kϕ = − ∂ξxp div u
j(x), j = 1, . . . ,m, p = k + 1, . . . , n, ξ = 1, . . . , k − 1,
where a vetor funtion
kϕ : x→
(
ϕ1(
kx), . . . , ϕk(
kx)
)
for all x ∈ G ′ is unknown, the vetor
funtions
kuj : x→
(
uj1(x), . . . , ujk(x)
)
for all x ∈ G, j = 1, . . . ,m.
Theorem 2.2 (riterion of existene of (n−k)-ylindrial last multiplier for linear homo-
geneous system of partial dierential equations). For system (∂) to have (n− k)-ylindrial
last multiplier (2.1) it is neessary and suient that there exists a vetor funtion
kϕ, sat-
isfying funtional system (2.5), suh that the Pfaan equation (1.6) whih is onstruted on
the base of this vetor funtion is exat on the domain G˜k whih is the natural projetion of
domain G ′ on oordinate subspae O kx. At that, the last multiplier (2.1) of system (∂) is
µ : x→ exp
∫
kϕ(kx) d kx for all x ∈ G ′. (2.6)
Proof. Neessity. Let system (∂) has the (n − k)-ylindrial last multiplier (2.1) on the
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domain G ′. Then, the system of identities (2.3) is satised. By means of termwise division
of every identity (2.3) by µ(kx) we get a new system of identities
k∑
ξ=1
ujξ(x)∂x
ξ
lnµ(kx) + div uj(x) = 0 for all x ∈ G ′0 ⊂ G
′, j = 1, . . . ,m.
By dierentiating this identities k − 1 times with respet to xp, p = k + 1, . . . , n, we
onlude that an extension on the domain G ′0 of the vetor funtion
kϕ : kx→
(
∂x1 lnµ(
kx), . . . , ∂xk lnµ(
kx)
)
for all
kx ∈ G˜k0 ⊂ K
k. (2.7)
is a solution to the funtional system (2.5).
The Pfaan equation (1.6) whih is onstruted on the base of the vetor funtion (2.7)
is exat on the domain G˜k0 .
From (2.7) it follows that (n−k)-ylindrial last multiplier µ of system (∂) is onstruting
on the domain G ′0 on the base of solutions to the system (2.5) by formula (2.6).
By restrition the domain G ′ to its odomain G ′0 we onlude that the neessary ondi-
tion of Theorem 2.2 is satised.
Suieny. Let the vetor funtion
kϕ be a solution to the funtional system (2.5) and
the Pfaan equation (1.6) whih is onstruted on its base is exat on the domain G˜k ⊂ Kk.
Then, the identities
∂x
ξ
∫
kϕ(kx) d kx = ϕξ(
kx) for all kx ∈ G˜k, ξ = 1, . . . , k,
are satised.
Taking into aount that the vetor funtion
kϕ is a solution to the funtional system
(2.5) we reeive the system of identities (2.2) for the funtion (2.6).
Hene, the funtion (2.6) is an (n− k)-ylindrial last miltiplier of system (∂).
Example 2.1. Consider the linear homogeneous system of partial dierential equations
L1(x)y = 0, L2(x)y = 0, (2.8)
where the linear dierential operators of rst order
L1(x) = x1x2∂x1 + x1x3∂x2 + x1x4∂x3 + x
2
2 ∂x4 for all x ∈ R
4,
L2(x) = x1x3∂x1 + x1x4∂x2 + x
2
1 ∂x3 + x
2
2∂x4 for all x ∈ R
4.
Let's nd for system (2.8) a 3-ylindrial last multiplier
µ : x→ µ(x1) for all x ∈ G
′ ⊂ R4. (2.9)
The divergenes
div u1(x) = divL1(x) = ∂x1(x1x2) + ∂x2(x1x3) + ∂x3(x1x4) + ∂x4x
2
2 = x2 for all x ∈ R
4,
div u2(x) = divL2(x) = ∂x1(x1x3) + ∂x2(x1x4) + ∂x3x
2
1 + ∂x4x
2
2 = x3 for all x ∈ R
4.
The Wronskians of the sets of funtions
1D1 = {x1x2, x2} and
1D2 = {x1x3, x3} with
respet to x2, x3, and x4 vanish identially on the spae R
4 :
Wx2(x1x2, x2) =
∣∣∣∣∣ x1x2 x2x1 1
∣∣∣∣∣ = 0, Wx3(x1x2, x2) = Wx4(x1x2, x2) = 0 for all x ∈ R4,
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Wx2(x1x3, x3) = 0, Wx3(x1x3, x3) =
∣∣∣∣∣ x1x3 x3x1 1
∣∣∣∣∣ = 0, Wx4(x1x3, x3) = 0 for all x ∈ R4.
Therefore the neessary onditions (Theorem 2.1) of existene of 3-ylindrial last multi-
plier (2.9) for system (2.8) are satised.
Let's write the funtional system
x1x2 ϕ1 = − x2, x1x3 ϕ1 = − x3, x1ϕ1 = − 1.
From this system we nd ϕ1 : x→ − 1/x1 for all x ∈ R
4\{x : x1 = 0}.
Sine
exp
∫
dx1
− x1
=
C
|x1|
for all x1 ∈ R\{0} (C > 0),
the funtion µ : x→ −1/x1 for all x ∈ G
′ ⊂ R4\{x : x1 = 0} is a 3-ylindrial last multiplier
of system (2.8) (Theorem 2.2).
2.1.3. Funtionally independent ylindrial last multipliers. The method whih
is proposed in Theorem 2.2 an be used to onstrut the funtionally independent (n − k)-
ylindrial last multipliers of system (∂).
Theorem 2.3. Let the funtional system (2.5) has q not linearly bound on the domain
G ′ ⊂ G solutions (1.11) and the orresponding Pfaan equations (1.12) are exat on the
domain G˜k whih is the natural projetion of domain G ′ on oordinate subspae O kx.
Then, the (n− k)-ylindrial last multipliers of system (∂)
µγ : x→ exp
∫
kϕγ(kx) d kx for all x ∈ G ′, γ = 1, . . . , q,
are funtionally independent on the domain G ′.
Proof. From Theorem 2.2 it follows that the last multipliers µγ , γ = 1, . . . , q, of system
(∂) are of indiated struture.
From representations
∂x
ξ
lnµγ(
kx) = ϕγ
ξ
(kx) for all kx ∈ G˜k, ξ = 1, . . . , k, γ = 1, . . . , q,
it follows that the Jaobi's matrix
J
(
lnµγ(
kx); kx
)
=
∥∥ϕγ
ξ
(kx)
∥∥
q×k
for all
kx ∈ G˜k.
Sine the solutions (1.11) to the funtional system (2.5) are not linearly bound on the
domain G ′ the rank of Jaobi's matrix rankJ
(
lnµγ(
kx); kx
)
= q nearly everywhere on the
domain G˜k.
So the (n−k)-ylindrial last multipliers µγ , γ = 1, . . . , q, of system (∂) are funtionally
independent on the domain G ′.
2.2. Autonomy and ylindriality of last multipliers for
total dierential system
Denition 2.2. We'll say that a last multiplier µ on a domain Π′ ⊂ Π of system
(TD) is s-nonautonomous if the funtion µ depends on x and only on s, 0 6 s 6 m,
independent variables t1, . . . , tm. If s = 0, then a last multiplier µ : (t, x) → µ(x) for all
(t, x) ∈ Π′ of system (TD) is autonomous.
Denition 2.3. We'll say that a last multiplier µ on a domain Π ′ ⊂ Π of system (TD)
is (n−k)-ylindrial if the funtion µ depends on t and only on k, 0 6 k 6 n, dependent
variables x1, . . . , xn.
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Let's dene the problem of existene for system (TD) an s-nonautonomous (n − k)-
ylindrial last multiplier
µ : (t, x)→ µ(st, kx) for all (t, x) ∈ Π′ ⊂ Π, st = (t1, . . . , ts),
kx = (x1, . . . , xk). (2.10)
2.2.1. Neessary ondition of existene of s-nonautonomous (n−k)-ylindrial
last multiplier. Aording to the denition of last multiplier, the funtion (2.10) will be the
last multiplier on the domain Π ′ ⊂ Π of system (TD) if and only if
skXjµ(
st, kx) + µ(st, kx) divxX
j(t, x) = 0 for all (t, x) ∈ Π′, j = 1, . . . ,m, (2.11)
where the linear dierential operators of rst order
skXj , j = 1, . . . ,m, are dened by means
of (1.18), the vetor funtions Xj : (t, x) →
(
X1j(t, x), . . . ,Xnj(t, x)
)
for all (t, x) ∈ Π, j =
= 1, . . . ,m, the divergene divxX
j(t, x) =
n∑
i=1
∂xiXij(t, x) for all (t, x) ∈ Π, j = 1, . . . ,m.
The system of identities (2.11) in the oordinates is given by
∂t
θ
µ(st, kx) +
k∑
ξ=1
Xξθ(t, x)∂x
ξ
µ(st, kx) + µ(st, kx) divxX
θ(t, x) = 0 for all (t, x) ∈ Π′,
k∑
ξ=1
Xξν(t, x)∂x
ξ
µ(st, kx
)
+ µ(st, kx) divxX
ν(t, x) = 0 for all (t, x) ∈ Π′, (2.12)
θ = 1, . . . , s, ν = s+ 1, . . . ,m.
Conerning the sets of funtions
kBθ =
{
1,X1θ(t, x), . . . ,Xkθ(t, x), divxX
θ(t, x)
}
, θ =
= 1, . . . , s, kBν =
{
X1ν(t, x), . . . ,Xkν(t, x), divxX
ν(t, x)
}
, ν = s + 1, . . . ,m, the system
of identeties (2.12) means that: the funtions of eah set
kBj , j = 1, . . . ,m, are linearly
dependent with respet to independent variable tζ on the domain Π
′
under any xed values
of independent variables tγ , γ = 1, . . . ,m, γ 6= ζ, and dependent variables xi, i = 1, . . . , n;
and the funtions of eah set
kBj, j = 1, . . . ,m, are linearly dependent with respet to
dependent variable xp on the domain Π
′
under any xed values of independent variables
tγ , γ = 1, . . . ,m, and dependent variables xi, i = 1, . . . , n, i 6= p. It holds true under eah
xed index ζ = s+ 1, . . . ,m and under eah xed index p = k + 1, . . . , n.
Therefore the Wronskians of eah set
kBj, j = 1, . . . ,m, with respet to independent
variables tζ , ζ = s+1, . . . ,m, and dependent variables xp, p = k+1, . . . , n vanish identially
on the domain Π ′, that is, the system of identities holds:
Wt
ζ
(
1, kXθ(t, x), divxX
θ(t, x)
)
= 0 for all (t, x) ∈ Π′, θ = 1, . . . , s, ζ = s+ 1, . . . ,m,
Wt
ζ
(
kXν(t, x),divxX
ν(t, x)
)
= 0 for all (t, x) ∈ Π′, ν = s+ 1, . . . ,m, ζ = s+ 1, . . . ,m,
(2.13)
Wxp
(
1, kXθ(t, x), divxX
θ(t, x)
)
= 0 for all (t, x) ∈ Π′, θ = 1, . . . , s, p = k + 1, . . . , n,
Wxp
(
kXν(t, x), divxX
ν(t, x)
)
= 0 for all (t, x) ∈ Π′, ν = s+ 1, . . . ,m, p = k + 1, . . . , n,
where the vetor funtions
kXj : (t, x) →
(
X1j(t, x), . . . ,Xkj(t, x)
)
for all (t, x) ∈ Π, j =
= 1, . . . ,m, Wtζ and Wxp are orrespondingly the Wronskians with respet to tζ and
xp, ζ = s+ 1, . . . ,m, p = k + 1, . . . , n.
So the neessary test of existene of s-nonautonomous (n− k)-ylindrial last multiplier
for total dierential system is proved.
19
V.N.Gorbuzov Cylindriality and autonomy of integrals and last multipliers ...
Theorem 2.4. The system of identities (2.13) is a neessary ondition of existene of
s-nonautonomous (n− k)-ylindrial last multiplier (2.10) for system (TD).
2.2.2. Criterion of existene of s-nonautonomous (n−k)-ylindrial last mul-
tiplier. Let the n×m matrix X of system (TD) satises the onditions (2.13). Let's write
the funtional system
ψθ +
kXθ(t, x) kϕ = − divxX
θ(t, x), θ = 1, . . . , s,
∂ξ
tζ
kXθ(t, x) kϕ = − ∂ξ
tζ
divxX
θ(t, x), θ = 1, . . . , s, ζ = s+ 1, . . . ,m, ξ = 1, . . . , k + 1,
∂ξxp
kXθ(t, x) kϕ = − ∂ξxpdivxX
θ(t, x), θ = 1, . . . , s, p = k + 1, . . . , n, ξ = 1, . . . , k + 1,
kXν(t, x) kϕ = − divxX
ν(t, x), ν = s+ 1, . . . ,m, (2.14)
∂ξ
tζ
kXν(t, x) kϕ = − ∂ξ
tζ
divxX
ν(t, x), ν = s+ 1, . . . ,m, ζ = s+ 1, . . . ,m, ξ = 1, . . . , k,
∂ξxp
kXν(t, x) kϕ = − ∂ξxpdivxX
ν(t, x), ν = s+ 1, . . . ,m, p = k + 1, . . . , n, ξ = 1, . . . , k,
where the vetor funtions
sψ : (t, x) →
(
ψ1(
st, kx), . . . , ψs(
st, kx)
)
for all (t, x) ∈ Π′ and
kϕ : (t, x) →
(
ϕ1(
st, kx), . . . , ϕk(
st, kx)
)
for all (t, x) ∈ Π′ are unknown, the vetor fun-
tions Xj : (t, x)→
(
X1j(t, x), . . . ,Xnj(t, x)
)
for all (t, x) ∈ Π, j = 1, . . . ,m, and the vetor
funtions
kXj : (t, x)→
(
X1j(t, x), . . . ,Xkj(t, x)
)
for all (t, x) ∈ Π, j = 1, . . . ,m.
Theorem 1.8 (riterion of existene of s-nonautonomous (n − k)-ylindrial last mul-
tiplier for total dierential system). For system (TD) to have s-nonautonomous (n − k)-
ylindrial last multiplier (2.10) it is neessary and suient that there exist the vetor fun-
tions
sψ and kϕ, satisfying funtional system (2.14), suh that the Pfaan equation (1.21)
whih is onstruted on the base of this vetor funtions is exat on the domain Π˜s+k whih
is the natural projetion of domain Π ′ on oordinate subspae O st kx. At that, the last
multiplier (2.10) of system (TD) is
µ : (t, x) → exp g(st, kx) for all (t, x) ∈ Π′, (2.15)
where
g : (st, kx)→
∫
sψ(st, kx) d st+ kϕ(st, kx) d kx for all (st, kx) ∈ Π˜s+k. (2.16)
Proof. Neessity. Let system (TD) has the s-nonautonomous (n − k)-ylindrial last
multiplier (2.10) on the domain Π ′. Then, the identities (2.12) are satised. By means of
termwise division of every identity (2.12) by µ(st, kx) we get a new system of identities
∂t
θ
lnµ(st, kx)+
k∑
ξ=1
Xξθ(t, x)∂x
ξ
lnµ(st, kx)+ divxX
θ(t, x) = 0 for all (t, x)∈Π′0, θ=1, . . . , s,
k∑
ξ=1
Xξν(t, x)∂x
ξ
lnµ(st, kx) + divxX
ν(t, x) = 0 for all (t, x) ∈ Π′0 ⊂ Π
′, ν = s+ 1, . . . ,m.
By dierentiating the rst s of this identities k times with respet to ts+1, . . . , tm and
k times with respet to xk+1, . . . , xn and by dierentiating the rest m− s identities k − 1
times with respet to ts+1, . . . , tm and k−1 times with respet to xk+1, . . . , xn we onlude
that the extensions on the domain Π ′0 of the funtions
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sψ : (st, kx)→ ∂st lnµ(
st, kx) for all (st, kx) ∈ Π˜s+k0 ⊂ K
s+k,
(2.17)
kϕ : (st, kx)→ ∂kx lnµ(
st, kx) for all (st, kx) ∈ Π˜s+k0 ,
is a solution to the funtional system (2.14).
The Pfaan equation (1.21) whih is onstruted on the base of the funtions (2.17) is
exat on the domain Π˜s+k0 .
From (2.17) it follows that s-nonautonomous (n − k)-ylindrial last multiplier µ of
system (TD) is onstruting on the domain Π ′0 on the base of solutions to the funtional
system (2.14) by formula (2.15) with (2.16).
By restrition the domain Π ′ to its odomain Π ′0 we onlude that the neessary ondi-
tion of Theorem 2.5 is satised.
Suieny. Let the vetor funtions
sψ and kϕ be a solution to the funtional system
(2.14) and the Pfaan equation (1.21) whih is onstruted on its base is exat on the domain
Π˜s+k0 ⊂ K
s+k. Then,
∂st g(
st, kx) = sψ(st, kx) for all (st, kx) ∈ Π˜s+k,
∂kx g(
st, kx) = kϕ(st, kx) for all (st, kx) ∈ Π˜s+k.
Taking into aount that the vetor funtions
sψ and kϕ are a solution to the funtional
system (2.14) we reeive that the system of identities (2.11) is satised ralative to the funtion
(2.15) with (2.16).
Therefore the funtion (2.15) with (2.16) is an s-nonautonomous (n− k)-ylindrial last
multiplier of system (TD).
2.2.3. Funtionally independent s-nonautonomous (n−k)-ylindrial last mul-
tipliers. The method whih is proposed in Theorem 2.5 an be used to onstrut the fun-
tionally independent s-nonautonomous (n− k)-ylindrial last multipliers of system (TD).
Theorem 2.6. Let the funtional system (2.14) has q not linearly bound on the domain
Π ′ solutions (1.25) and the orresponding Pfaan equations (1.26) are exat on the domain
Π˜s+k whih is the natural projetion of domain Π ′ on oordinate subspae O st kx. Then,
the s-nonautonomous (n− k)-ylindrial last multipliers of system (TD)
µγ : (t, x)→ exp
∫
sψγ(st, kx) d st + kϕγ(st, kx) d kx for all (t, x) ∈ Π′, γ = 1, . . . , q,
are funtionally independent on the domain Π ′.
Proof. From Theorem 2.5 it follows that the last multipliers µγ , γ = 1, . . . , q, of system
(TD) are of indiated struture.
From representations
∂
t
θ
lnµγ(
st, kx) = ψγ
θ
(st, kx) for all (st, kx) ∈ Π˜s+k, θ = 1, . . . , s, γ = 1, . . . , q,
∂x
ξ
lnµγ(
st, kx) = ϕγ
ξ
(st, kx) for all (st, kx) ∈ Π˜s+k, ξ = 1, . . . , k, γ = 1, . . . , q,
it follows that the Jaobi's matrix
J
(
lnµγ(
st, kx); st, kx
)
=
∥∥Ψ(st, kx) Φ(st, kx)∥∥
q×(s+k)
for all (st, kx) ∈ Π˜s+k,
where the matrix ‖ΨΦ‖ onsists of q × s matrix Ψ(st, kx) =
∥∥ψγ
θ
(st, kx)
∥∥
for all (st, kx) ∈
∈ Π˜s+k and q × k matrix Φ(st, kx) =
∥∥ϕγ
ξ
(st, kx)
∥∥
for all (st, kx) ∈ Π˜s+k.
Sine the solutions (1.25) to the funtional system (2.14) are not linearly bound on the
21
V.N.Gorbuzov Cylindriality and autonomy of integrals and last multipliers ...
domain Π ′ the rank of Jaobi's matrix rankJ
(
lnµγ(
st, kx); st, kx
)
= q nearly everywhere
on the domain Π˜s+k. Therefore the s-nonautonomous (n − k)-ylindrial last multipliers
µγ , γ = 1, . . . , q, of system (TD) are funtionally independent on the domain Π
′.
3. Cylindriality and autonomy of partial integrals
3.1. Cylindriality of partial integrals for linear homogeneous system
of partial dierential equations
Denition 3.1. We'll say that a partial integral w on a domain G ′ ⊂ G of system (∂) is
(n−k)-ylindrial if the funtion w depends only on k, 0 6 k 6 n, variables x1, . . . , xn.
Let's dene the problem of existene for system (∂) an (n−k)-ylindrial partial integral
w : x→ w(kx) for all x ∈ G ′ ⊂ G, kx = (x1, . . . , xk). (3.1)
3.1.1. Neessary ondition of existene of ylindrial partial integral. Aord-
ing to the denition of partial integral, the funtion (3.1) will be the partial integral on the
domain G ′ ⊂ G of system (∂) if and only if
kLjw(
kx) = Φj(x) for all x ∈ G
′, j = 1, . . . ,m, (3.2)
where the linear dierential operators of rst order
kLj, j = 1, . . . ,m, are dened by means
of (1.3), the salar funtions Φj : G
′ → K, j = 1, . . . ,m, are suh that
Φj(x)|w(kx)=0
= 0 for all x ∈ G ′, j = 1, . . . ,m. (3.3)
The system of identities (3.2) in the oordinates is given by
k∑
ξ=1
ujξ(x)∂x
ξ
w(kx) = Φj(x) for all x ∈ G
′, j = 1, . . . ,m. (3.4)
Conerning the sets of funtions
kUj =
{
uj1(x), . . . , ujk(x)
}
, j = 1, . . . ,m, the system
of identeties (3.4) with (3.3) means that the funtions of eah set
kUj, j = 1, . . . ,m, are
linearly dependent with respet to variable xp on the integral manifold w(
kx) = 0 under
any xed values of variables xi, i = 1, . . . , n, i 6= p. It holds true under eah xed index
p = k + 1, . . . , n. Therefore the Wronskians of eah set kUj , j = 1, . . . ,m, with respet to
variables xp, p = k + 1, . . . , n, vanish identially on the integral manifold w(
kx) = 0, that
is, the system of identities holds:
Wxp
(
kuj(x)
)
= Ξjp(x) for all x ∈ G
′, j = 1, . . . ,m, p = k + 1, . . . , n, (3.5)
where the vetor funtions
kuj : x→
(
uj1(x), . . . , ujk(x)
)
for all x ∈ G, j = 1, . . . ,m, Wxp
are the Wronskians with respet to xp, p = k + 1, . . . , n, the salar funtions Ξjp : G
′ → K,
j = 1, . . . ,m, p = k + 1, . . . , n, are suh that
Ξjp(x)|w(kx)=0
= 0 for all x ∈ G ′, j = 1, . . . ,m, p = k + 1, . . . , n. (3.6)
So the neessary test of existene of (n − k)-ylindrial partial integral for linear homo-
geneous system of partial dierential equations is proved.
Theorem 3.1. The system of identities (3.5) with (3.6) is a neessary ondition of exis-
tene of (n− k)-ylindrial partial integral (3.1) for system (∂).
3.1.2. Criterion of existene of ylindrial partial integral. Let the m×n matrix
u(x) = ‖uji(x)‖ for all x ∈ G of system (∂) satises the onditions (3.5) ∪ (3.6). Let's write
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the funtional system
kuj(x) kϕ = Hj(x), j = 1, . . . ,m,
(3.7)
∂ξ
xp
kuj(x) kϕ = ∂ξ
xp
Hj(x), j = 1, . . . ,m, ξ = 1, . . . , k − 1, p = k + 1, . . . , n,
where a vetor funtion
kϕ : x→
(
ϕ1(
kx), . . . , ϕk(
kx)
)
for all x ∈ G ′ is unknown, the vetor
funtions
kuj : x →
(
uj1(x), . . . , ujk(x)
)
for all x ∈ G, j = 1, . . . ,m, the salar funtions
Hj : G
′ → K, j = 1, . . . ,m, are suh that
Hj(x)|w(kx)=0
= 0 for all x ∈ G ′, j = 1, . . . ,m. (3.8)
Theorem 3.2 (riterion of existene of (n−k)-ylindrial partial integral for linear homo-
geneous system of partial dierential equations). For system (∂) to have (n− k)-ylindrial
partial integral (3.1) it is neessary and suient that there exists a vetor funtion
kϕ and
salar funtions Hj, j = 1, . . . ,m, with (3.8), satisfying funtional system (3.7), suh that
the Pfaan equation (1.6) has the general integral w : kx → w(kx) for all kx ∈ G˜k, where
domain G˜k is the natural projetion of domain G ′ on oordinate subspae O kx.
Proof. Neessity. Let system (∂) has the (n− k)-ylindrial partial integral (3.1) on the
domain G ′. Then, the system of identities (3.4) with (3.3) is satised. By dierentiating this
identities k − 1 times with respet to xp, p = k + 1, . . . , n, we onlude that an extension
on the domain G ′ of the funtion
kϕ : kx→
(
∂x1w(
kx), . . . , ∂xkw(
kx)
)
for all
kx ∈ G˜k
is a solution to the funtional system (3.7) with (3.8). From this it also follows that the
funtion (3.1) is the general integral on the domain G˜k ⊂ Kk of the Pfaan equation (1.6).
Suieny. Let the vetor funtion
kϕ : x→ kϕ(kx) for all x ∈ G ′ be a solution to the
funtional system (3.7) with (3.8) and the Pfaan equation (1.6) whih is onstruted on its
base has the general integral w : kx→ w(kx) for all kx ∈ G˜k. Then, the system of identities
∂x
ξ
w(kx)− µ(kx)ϕξ(
kx) = 0 for all kx ∈ G˜k, ξ = 1, . . . , k, (3.9)
is satised. Here µ : kx → µ(kx) for all kx ∈ G˜k is the holomorphi integrating multiplier
of the Pfaan equation (1.6) whih orresponds to its general integral w : kx → w(kx) for
all
kx ∈ G˜k.
Taking into aount that the vetor funtion
kϕ is the solution to the funtional system
(3.7) with (3.8) we reeive the system of identities (3.4), where
Φj(x) = µ(
kx)Hj(x) for all x ∈ G
′, j = 1, . . . ,m.
Therefore the funtion (3.1) is an (n − k)-ylindrial partial integral on the domain G ′
of system (∂).
Example 3.1. Consider the linear homogeneous system of partial dierential equations
L1(x)y = 0, L2(x)y = 0, (3.10)
where the linear dierential operators of rst order
L1(x) = x1(x2 + x3)∂x1 + x2(x2 + x3)∂x2 + (x
2
1 + x
2
2 + x
2
3 + x
2
4)∂x3 + (x
2
1 − x
2
2 + x
2
3 − x
2
4)∂x4
for all x ∈ K4,
L2 = x1(x3 + x4)∂x1 + x2(x3 + x4)∂x2 + (x
2
1 − x
2
2 + x
2
3 − x
2
4)∂x3 + (x
2
1 + x
2
2 + x
2
3 + x
2
4)∂x4
for all x ∈ K4.
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Let's nd for system (3.10) a 2-ylindrial partial integral
w : x→ w(x1, x2) for all x ∈ G
′ ⊂ K4. (3.11)
The Wronskians of the sets of funtions
2U1 = {x1(x2 + x3), x2(x2 + x3)} and
2U2 =
= {x1(x3+x4), x2(x3+x4)} with respet to x3 and x4 vanish identially on the spae K
4 :
Wx3
(
x1(x2 + x3), x2(x2 + x3)
)
=
∣∣∣∣∣ x1(x2 + x3) x2(x2 + x3)x1 x2
∣∣∣∣∣ = 0 for all x ∈ K4,
Wx4
(
x1(x2 + x3), x2(x2 + x3)
)
= 0 for all x ∈ K4,
Wx3
(
x1(x3 + x4), x2(x3 + x4)
)
=
∣∣∣∣∣ x1(x3 + x4) x2(x3 + x4)x1 x2
∣∣∣∣∣ = 0 for all x ∈ K4,
Wx4
(
x1(x3 + x4), x2(x3 + x4)
)
=
∣∣∣∣∣ x1(x3 + x4) x2(x3 + x4)x1 x2
∣∣∣∣∣ = 0 for all x ∈ K4.
Therefore the neessary onditions (Theorem 3.1) of existene of 2-ylindrial partial in-
tegral (3.11) for system (3.10) are satised.
Let's write the funtional system (3.7) with (3.8):
x1(x2 + x3)ϕ1 + x2(x2 + x3)ϕ2 = (x1 + x2)(x2 + x3), x1 ϕ1 + x2 ϕ2 = x1 + x2,
x1(x3 + x4)ϕ1 + x2(x3 + x4)ϕ2 = (x1 + x2)(x3 + x4), x1 ϕ1 + x2 ϕ2 = x1 + x2,
where H1(x) = (x1+x2)(x2+x3) for all x ∈ K
4, H2(x) = (x1+x2)(x3+x4) for all x ∈ K
4.
On the base of solution ϕ1 : x → 1 for all x ∈ K
4, ϕ2 : x → 1 for all x ∈ K
4
to this
system we onstrut the Pfaan equation
dx1 + dx2 = 0
whih is exat (the integrating multiplier µ : (x1, x2)→ 1 for all (x1, x2) ∈ K
2
) on the plane
K
2
and has the general integral w : (x1, x2)→ x1 + x2 for all (x1, x2) ∈ K
2.
By extension of the general integral on the spae K
4
we get the 2-ylindrial partial
integral w : x→ x1 + x2 for all x ∈ K
4
of system (3.10).
3.1.3. Funtionally independent ylindrial partial integral. The method whih
is proposed in Theorem 3.2 an be used to onstrut the funtionally independent (n − k)-
ylindrial partial integrals of system (∂).
Theorem 3.3. Let h funtional systems (3.7) with (3.8) has q not linearly bound on the
domain G ′ ⊂ G solutions (1.11) and for eah of them the orresponding Pfaan equation
(1.12) has the general integral
wγ :
kx→ wγ(
kx) for all kx ∈ G˜k ⊂ Kk, γ = 1, . . . , q, (3.12)
on the domain G˜k whih is the natural projetion of domain G ′ on oordinate subspae
O kx. Then, the general integrals (3.12) are funtionally independent on the domain G˜k.
Proof. In aordane with the system of identities (3.9) we have
∂x
ξ
wγ(
kx)− µγ(
kx)ϕγ
ξ
(kx) = 0 for all kx ∈ G˜k, ξ = 1, . . . , k, γ = 1, . . . , q.
Therefore the Jaobi's matrix J
(
wγ(
kx); kx
)
=
∥∥µγ(kx)ϕγξ (kx)∥∥q×k for all kx ∈ G˜k.
Sine the vetor funtions (1.11) are not linearly bound on the domain G˜k the rank
24
V.N.Gorbuzov Cylindriality and autonomy of integrals and last multipliers ...
of Jaobi's matrix rankJ
(
wγ(
kx); kx
)
= q nearly everywhere on the domain G˜k. So the
general integrals (3.12) of the Pfaan equation (1.12) are funtionally independent on the
domain G˜k.
Example 3.2. The linear homogeneous system of partial dierential equations
L1(x)y = 0, L2(x)y = 0, (3.13)
whih is onstruted on the base of linear dierential operators of rst order
L1(x) =
5∑
i=1
xi∂xi for all x ∈ K
5, L2(x) =
3∑
ν=1
xν ∂xν +x
2
4 ∂x4 +x
2
5 ∂x5 for all x ∈ K
5,
has the 4-ylindrial partial integrals
wν : x→ xν for all x ∈ K
5, ν = 1, 2, 3,
as Ljxν = xν for all x ∈ K
5, j = 1, 2, ν = 1, 2, 3.
Let's onstrut a basis of rst integrals for system (3.13) on the base of this 4-ylindrial
partial integrals.
The system (3.13) is inomplete and an be redued to the omplete system by the addition
of single operator
L12(x) = [L1(x),L2(x)] = x
2
4 ∂x4 + x
2
5 ∂x5 for all x ∈ K
5.
Therefore the inomplete system (3.13) has the defet δ = 1 and its integral basis onsists
of n−m− δ = 5− 2− 1 = 2 funtionally independent rst integrals.
Let's redue the system L1(x)y = 0, L2(x)y = 0, L12(x)y = 0 to the omplete normal
system
∂x1y = − x2x
−1
1 ∂x2y − x3x
−1
1 ∂x3y, ∂x4y = 0, ∂x5y = 0
on a domain H1 ⊂ {x : x1 6= 0}.
From this we nd an integral basis on the domain H1 of system (3.13), whih onsists of
two funtionally independent 3-ylindrial rst integrals
F12 : x→ x2x
−1
1 for all x ∈ H1 and F13 : x→ x3x
−1
1 for all x ∈ H1.
Similarly, the system L1(x)y = 0, L2(x)y = 0, L12(x)y = 0 is normalized on the domains
Hξ ⊂ {x : xξ 6= 0}, ξ = 2, 3, and the orresponding integral basises on the domains H2 and
H3 of system (3.13) onsist of funtionally independent 3-ylindrial rst integrals
Fξν : x→ xν x
−1
ξ for all x ∈ Hξ, Fξθ : x→ xθ x
−1
ξ for all x ∈ Hξ,
ξ = 2, 3, ν = 1, 2, 3, ν 6= ξ, θ = 1, 2, 3, θ 6= ξ, ν 6= θ.
3.2. Autonomy and ylindriality of partial integrals for
total dierential system
Denition 3.2. We'll say that a partial integral w on a domain Π′ ⊂ Π of system
(TD) is s-nonautonomous if the funtion w depends on x and only on s, 0 6 s 6 m,
independent variables t1, . . . , tm. If s = 0, then a partial integral w : (t, x) → w(x) for all
(t, x) ∈ Π′ of system (TD) is autonomous.
Denition 3.3. We'll say that a partial integral w on a domain Π ′ ⊂ Π of system
(TD) is (n − k)-ylindrial if the funtion w depends on t and only on k, 0 6 k 6 n,
dependent variables x1, . . . , xn.
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Let's dene the problem of existene for system (TD) an s-nonautonomous (n − k)-
ylindrial partial integral
w : (t, x)→ w(st, kx) for all (t, x) ∈ Π′ ⊂ Π, st = (t1, . . . , ts),
kx = (x1, . . . , xk). (3.14)
3.2.1. Neessary ondition of existene of s-nonautonomous (n−k)-ylindrial
partial integral. Aording to the denition of partial integral, the funtion (3.14) will be
the partial integral on the domain Π ′ ⊂ Π of system (TD) if and only if
skXjw(
st, kx) = Φj(t, x) for all (t, x) ∈ Π
′, j = 1, . . . ,m, (3.15)
where the linear dierential operators of rst order
skXj , j = 1, . . . ,m, are dened by means
of (1.18), the salar funtions Φj : Π
′ → K, j = 1, . . . ,m, are suh that
Φj(t, x)|w(st,kx)=0
= 0 for all (t, x) ∈ Π′, j = 1, . . . ,m. (3.16)
The system of identities (3.15) in the oordinates is given by
∂t
θ
w(st, kx) +
k∑
ξ=1
Xξθ(t, x)∂x
ξ
w(st, kx) = Φθ(t, x) for all (t, x) ∈ Π
′, θ = 1, . . . , s,
(3.17)
k∑
ξ=1
Xξν(t, x)∂x
ξ
w(st, kx) = Φν(t, x) for all (t, x) ∈ Π
′, ν = s+ 1, . . . ,m.
Conerning the sets of funtions
kMθ =
{
1,X1θ(t, x), . . . ,Xkθ(t, x)
}
, θ = 1, . . . , s, kMν =
=
{
X1ν(t, x), . . . ,Xkν(t, x)
}
, ν = s + 1, . . . ,m, the system of identeties (3.17) with (3.16)
means that: the funtions of eah set
kMj , j = 1, . . . ,m, are linearly dependent with respet
to independent variable tζ on the integral manifold w(
st, kx) = 0 under any xed values of
independent variables tγ , γ = 1, . . . ,m, γ 6= ζ, and dependent variables xi, i = 1, . . . , n; and
the funtions of eah set
kMj , j = 1, . . . ,m, are linearly dependent with respet to dependent
variable xp on the integral manifold w(
st, kx) = 0 under any xed values of independent
variables tγ , γ = 1, . . . ,m, and dependent variables xi, i = 1, . . . , n, i 6= p. It holds true
under eah xed index ζ = s+ 1, . . . ,m and under eah xed index p = k + 1, . . . , n.
Therefore the Wronskians of eah set
kMj , j = 1, . . . ,m, with respet to independent
variables tζ , ζ = s+1, . . . ,m, and dependent variables xp, p = k+1, . . . , n vanish identially
on the integral manifold w(st, kx) = 0, that is, the system of identities
Wtζ
(
1, kXθ(t, x)
)
=
∗
Ξθζ(t, x) for all (t, x) ∈ Π
′, θ = 1, . . . , s, ζ = s+ 1, . . . ,m,
Wtζ
(
kXν(t, x)
)
=
∗
Ξνζ(t, x) for all (t, x) ∈ Π
′, ν = s+ 1, . . . ,m, ζ = s+ 1, . . . ,m,
(3.18)
Wxp
(
1, kXθ(t, x)
)
=
∗∗
Ξθp(t, x) for all (t, x) ∈ Π
′, θ = 1, . . . , s, p = k + 1, . . . , n,
Wxp
(
kXν(t, x)
)
=
∗∗
Ξνp(t, x) for all (t, x) ∈ Π
′, ν = s+ 1, . . . ,m, p = k + 1, . . . , n,
is satised. Here the vetor funtions
kXj : (t, x)→
(
X1j(t, x), . . . ,Xkj(t, x)
)
for all (t, x) ∈
∈ Π, j = 1, . . . ,m, Wtζ and Wxp are orrespondingly theWronskians with respet to tζ and
xp, ζ = s + 1, . . . ,m, p = k + 1, . . . , n, the salar funtions
∗
Ξjζ : Π
′ → K, j = 1, . . . ,m, ζ =
= s+ 1, . . . ,m, and
∗∗
Ξjp : Π
′ → K, j = 1, . . . ,m, p = k + 1, . . . , n, are suh that
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∗
Ξjζ(t, x)|w(st,kx)=0
= 0 for all (t, x) ∈ Π′, j = 1, . . . ,m, ζ = s+ 1, . . . ,m,
(3.19)
∗∗
Ξjp(t, x)|w(st,kx)=0
= 0 for all (t, x) ∈ Π′, j = 1, . . . ,m, p = k + 1, . . . , n.
So the neessary test of existene of s-nonautonomous (n−k)-ylindrial partial integral
for total dierential system is proved.
Theorem 3.4. The system of identities (3.18) with (3.19) is a neessary ondition of
existene of the s-nonautonomous (n− k)-ylindrial partial integral (3.14) for system (TD).
3.2.2. Criterion of existene of s-nonautonomous (n − k)-ylindrial partial
integral. Let n ×m matrix X of system (TD) satises the onditions (3.18) with (3.19).
Let's write the funtional system
ψθ +
kXθ(t, x) kϕ = Hθ(t, x), θ = 1, . . . , s,
∂ξ
tζ
kXθ(t, x) kϕ = ∂ξ
tζ
Hθ(t, x), θ = 1, . . . , s, ζ = s+ 1, . . . ,m, ξ = 1, . . . , k,
∂ξ
xp
kXθ(t, x) kϕ = ∂ξ
xp
Hθ(t, x), θ = 1, . . . , s, p = k + 1, . . . , n, ξ = 1, . . . , k,
kXν(t, x) kϕ = Hν(t, x), ν = s+ 1, . . . ,m, (3.20)
∂ξ
tζ
kXν(t, x) kϕ = ∂ξ
tζ
Hν(t, x), ν = s+ 1, . . . ,m, ζ = s+ 1, . . . ,m, ξ = 1, . . . , k − 1,
∂ξ
xp
kXν(t, x) kϕ = ∂ξ
xp
Hν(t, x), ν = s+ 1, . . . ,m, p = k + 1, . . . , n, ξ = 1, . . . , k − 1,
where the vetor funtions
sψ : (t, x) →
(
ψ1(
st, kx), . . . , ψs(
st, kx)
)
for all (t, x) ∈ Π′ and
kϕ : (t, x)→
(
ϕ1(
st, kx), . . . , ϕk(
st, kx)
)
for all (t, x) ∈ Π′ are unknown, the vetor funtions
kXj : (t, x) →
(
X1j(t, x), . . . ,Xkj(t, x)
)
for all (t, x) ∈ Π, j = 1, . . . ,m, 0 6 k 6 n, the
salar funtions Hj : Π
′ → K, j = 1, . . . ,m, are suh that
Hj(t, x)|w(st,kx)=0
= 0 for all (t, x) ∈ Π′, j = 1, . . . ,m. (3.21)
Theorem 3.5 (riterion of existene of s-nonautonomous (n − k)-ylindrial partial in-
tegral for total dierential system). For system (TD) to have s-nonautonomous (n − k)-
ylindrial partial integral (3.14) it is neessary and suient that there exist the vetor fun-
tions
sψ, kϕ and salar funtions Hj, j = 1, . . . ,m, with (3.21), satisfying funtional system
(3.20), suh that the Pfaan equation (1.21) has the general integral w : (st, kx)→ w(st, kx)
for all (st, kx) ∈ Π˜s+k, where the domain Π˜s+k is the natural projetion of domain Π ′ on
oordinate subspae O st kx.
Proof. Neessity. Let system (TD) has the s-nonautonomous (n − k)-ylindrial partial
integral (3.14) on the domain Π ′. Then, the identities (3.17) with (3.18) are satised. By
dierentiating the rst s of this identities k times with respet to ts+1, . . . , tm and k times
with respet to xk+1, . . . , xn and by dierentiating the rest m−s identities k−1 times with
respet to ts+1, . . . , tm and k − 1 times with respet to xk+1, . . . , xn we onlude that the
extensions on the domain Π ′ of the funtions sψ : (st, kx) →
(
∂t1w(
st, kx), . . . , ∂tsw(
st, kx)
)
for all (st, kx) ∈ Π˜s+k and kϕ : (st, kx) →
(
∂x1w(
st, kx), . . . , ∂xkw(
st, kx)
)
for all (st, kx) ∈
∈ Π˜s+k is a solution to the funtional system (3.17) with (3.16). From this it also follows
that the funtion (3.14) is a general integral on the domain Π˜s+k ⊂ Ks+k of the Pfaan
equation (1.21).
Suieny. Let the vetor funtions
sψ : (t, x) → sψ(st, kx), kϕ : (t, x) → kϕ(st, kx) for
all (t, x) ∈ Π′ be a solution to the funtional system (3.20) with (3.21) and the Pfaan equa-
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tion (1.21) whih is onstruted on its base has the general integral w : (st, kx) → w(st, kx)
for all (st, kx) ∈ Π˜s+k. Then, the system of identities
∂t
ζ
w(st, kx)− µ(st, kx)ψζ(
st, kx) = 0 for all (st, kx) ∈ Π˜s+k, ζ = 1, . . . , s,
(3.22)
∂x
ξ
w(st, kx)− µ(st, kx)ϕξ(
st, kx) = 0 for all (st, kx) ∈ Π˜s+k, ξ = 1, . . . , k,
is satised, where µ : (st, kx) → µ(st, kx) for all (st, kx) ∈ Π˜s+k is a holomorphi along the
manifold w(st, kx) = 0 integrating multiplier of the Pfaan equation (1.21) whih orre-
sponds to its general integral w : (st, kx)→ w(st, kx) for all (st, kx) ∈ Π˜s+k.
Taking into aount that the vetor funtions
sψ, kϕ are the solution to the funtional sys-
tem (3.20) with (3.21) we reeive the system of identities (3.17) with Φj(t, x)=µ(
st, kx)Hj(t, x)
for all (t, x) ∈ Π′, j = 1, . . . ,m.
Therefore the funtion (3.14) is an s-nonautonomous (n− k)-ylindrial partial integral
on the dimain Π ′ of system (TD).
Example 3.3. The real ompletely solvable autonomous total dierential system
dx1 = −
(
x2 + x1(x
2
1 + x
2
2 + x
2
3)
)
dt1 − x1(x
2
1 + x
2
2 + x
2
3) dt2,
dx2 =
(
x1 − x2(x
2
1 + x
2
2 + x
2
3)
)
dt1 − x2(x
2
1 + x
2
2 + x
2
3) dt2,
dx3 = x3(x
2
1 + x
2
2 + x
2
3) (dt1 + dt2)
(3.23)
has the autonomous 2-ylindrial partial integral w : (t, x) → x21 + x
2
2 for all (t, x) ∈ R
5.
On the oordinate plane Ox1x2 of phase spae R
3
this partial integral speies the isolated
point x1 = x2 = 0 and for this point the hypotheses of Theorem 11 from [20℄ are satised,
when
∂t1w(t, x)∣∣∣(3.23)
x3=0
= ∂t2w(t, x)∣∣∣(3.23)
x3=0
= − 2(x21 + x
2
2)
2 6 0 for all (x1, x2) ∈ R
2.
So the zero solution x1 = x2 = x3 = 0 to system (3.23) is stable on the plane Ox1x2.
The equilibrium point O(0, 0, 0) of the indued by system (3.23) autonomous ordinary
dierential system
dx1
dt1
= − x2 − x1(x
2
1 + x
2
2 + x
2
3),
dx2
dt1
= x1 − x2(x
2
1 + x
2
2 + x
2
3),
dx3
dt1
= x3(x
2
1 + x
2
2 + x
2
3)
is unstable by Chetaev's theorem [19, pp. 19  20℄ with V (x1, x2, x3) = − x
2
1 − x
2
2 + x
2
3.
Therefore the zero solution x1 = x2 = x3 = 0 to system (3.23) is unstable.
3.2.3. Funtionally independent s-nonautonomous (n− k)-ylindrial partial
integrals. The method whih is proposed in Theorem 3.5 an be used to onstrut the fun-
tionally independent s-nonautonomous (n− k)-ylindrial partial integrals of system (TD).
Theorem 3.6. Let h funtional systems (3.20) with (3.21) has q not linearly bound on
the domain Π ′ ⊂ Π solutions (1.25) and for eah of them the orresponding Pfaan equation
(1.26) has the general integral
wγ : (
st, kx)→ wγ(
st, kx) for all (st, kx) ∈ Π˜s+k ⊂ Ks+k, γ = 1, . . . , q, (3.24)
on the domain Π˜s+k whih is the natural projetion of domain Π ′ on oordinate subspae
O st kx. Then, the general integrals (3.24) are funtionally independent on the domain Π˜s+k.
Proof. By virtue of the system of identities (3.22)
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∂tζwγ(
st, kx)− µγ(
st, kx)ψγ
ζ
(st, kx) = 0 for all (st, kx) ∈ Π˜s+k, ζ = 1, . . . , s, γ = 1, . . . , q,
∂xξwγ(
st, kx)−µγ(
st, kx)ϕγ
ξ
(st, kx) = 0 for all (st, kx) ∈ Π˜s+k, ξ = 1, . . . , k, γ = 1, . . . , q.
So the Jaobi's matrix J
(
wγ(
st, kx); st, kx
)
=
∥∥Ψ(st, kx)Φ(st, kx)∥∥ for all (st, kx) ∈ Π˜s+k,
where the matrix ‖ΨΦ‖ onsists of q × s matrix Ψ(st, kx) =
∥∥µγ(st, kx)ψγζ (st, kx)∥∥ for all
(st, kx) ∈ Π˜s+k and q× k matrix Φ(st, kx) =
∥∥µγ(st, kx)ϕγξ (st, kx)∥∥ for all (st, kx) ∈ Π˜s+k.
Sine the vetor funtions (1.25) are not linearly bound on the domain Π˜s+k the rank
of Jaobi's matrix rankJ
(
wγ(
st, kx); st, kx
)
= q nearly everywhere on the domain Π˜s+k.
Therefore the general integrals (3.24) of the Pfaan equations (1.26) are funtionally inde-
pendent on the domain Π˜s+k.
Example 3.4. The system of equations in total dierentials
dxi = xi
[
t2 − 1
t1(t2 − t1)
dt1 −
t1 − 1
t2(t2 − t1)
dt2
]
, i = 1, 2, 3, (3.25)
is not ompletely solvable sine the expression in square brakets is not the exat dierential
under independent variables t1 and t2.
The assoiated normal linear homogeneous partial system
X1(t, x) y = 0, X2(t, x) y = 0,
whih is onstruted on the base of operators of dierentiation by virtue of system (3.25)
X1(t, x) = ∂t1 +
t2 − 1
t1(t2 − t1)
3∑
i=1
xi∂xi for all (t, x) ∈ Π,
X2(t, x) = ∂t2 −
t1 − 1
t2(t2 − t1)
3∑
i=1
xi∂xi for all (t, x) ∈ Π,
is inomplete on every domain Π from the set {(t, x) : t1 6= 0, t2 6= 0, t2 6= t1} and has the
defet δ = 1.
Therefore an integral basis of system (3.25) onsists of n − δ = 3 − 1 = 2 funtionally
independent rst integrals.
The system (3.25) has the autonomous 2-ylindrial partial integrals
wi : (t, x)→ xi for all (t, x) ∈ Π, i = 1, 2, 3,
sine X1xi =
t2 − 1
t1(t2 − t1)
xi for all (t, x) ∈ Π, X2xi = −
t1 − 1
t1(t2 − t1)
xi for all (t, x) ∈ Π.
From system (3.25) we get
dx1
x1
=
dx2
x2
=
dx3
x3
.
From this by immediate integration we get that on every domain Πi ⊂ {(t, x) : t1 6= 0,
t2 6= 0, t2 6= t1, xi 6= 0}, i = 1, 2, 3, the system (3.25) has the integral basis whih onsists of
two funtionally independent autonomous 1-ylindrial rst integrals
Fiξ : (t, x)→ xξ x
−1
i for all (t, x) ∈ Πi, Fiθ : (t, x)→ xθ x
−1
i for all x ∈ Πi,
i = 1, 2, 3, ξ = 1, 2, 3, θ = 1, 2, 3, ξ 6= i, θ 6= i, θ 6= ξ.
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3.3. Funtional relations between general solutions to irreduible
Painleve equations
Let's onsider the twelfth-order dierential system
dxi
dt
= yi,
dyi
dt
= Pi(t, xi, yi), i = 1, . . . , 6, (PS)
where
P1 : (t, x, y) → 6x
2
1 + t for all (t, x, y) ∈ C
13,
P2 : (t, x, y)→ 2x
3
2 + α2 + tx2 for all (t, x, y) ∈ C
13, α2 ∈ C,
P3 : (t, x, y)→ (− y3 + α3x
2
3 + β3)t
−1 + y23x
−1
3 + γ3x
3
3 + δ3x
−1
3
for all (t, x, y) ∈ {(t, x, y) : t 6= 0, x3 6= 0}, α3, β3, γ3, δ3 ∈ C,
P4 : (t, x, y)→
1
2
y24x
−1
3 +
3
2
x34 − 2α4x4 + β4x
−1
4 + 4tx
2
4 + 2t
2x4
for all (t, x, y) ∈ {(t, x, y) : x4 6= 0}, α4, β4 ∈ C,
P5 : (t, x, y) → (x5−1)
2(α5x5+β5x
−1
5 )t
−2+(−y5+γ5x5)t
−1+
1
2
(3x5−1)x
−1
5 (x5−1)
−1y25 +
+ δ5x5(x5+1)(x5− 1)
−1
for all (t, x, y) ∈ {(t, x, y) : t 6= 0, x5 6= 0, x5 6= 1}, α5, β5, γ5, δ5 ∈ C,
P6 : (t, x, y)→
(
−
1
2
y26 + y6 − δ6
)
(t− x6)
−1 + (x6 − 1)
2(α6x6 + β6x
−1
6 )(t− 1)
−2 +
+
(
− y6 + α6x6(x6 − 1)(1 − 2x6)− β6(x6 − 1) + γ6x6 + δ6x6
)
(t− 1)−1+
+x26
(
α6(x6 − 1)− γ6(x6 − 1)
−1
)
t−2 +
(
− y6 + α6x6(x6 − 1)(2x6 − 1) + β6(x6 − 1)− γ6x6−
− δ6(x6 − 1)
)
t−1 +
1
2
(
x−16 + (x6 − 1)
−1
)
y26
for all (t, x, y) ∈ {(t, x, y) : t 6= 0, t 6= 1, x6 6= 0, x6 6= 1, x6 6= t}, α6, β6, γ6, δ6 ∈ C,
x = (x1, . . . , x6), y = (y1, . . . , y6).
We'll onsider the system (PS) on any domain Π from the set D = {(t, x, y) : t 6= 0, t 6= 1,
x3 6= 0, x4 6= 0, x5 6= 0, x5 6= 1, x6 6= 0, x6 6= 1, x6 6= t}.
The system (PS) is onstruted on the base of six irreduible Painleve equations [21, pp.
463  465℄
d2x1
dt2
= 6x21 + t, (P-1)
d2x2
dt2
= 2x32 + tx2 + α2 , (P-2)
d2x3
dt2
=
1
x3
(dx3
dt
)2
−
1
t
dx3
dt
+
α3
t
x23 +
β3
t
+ γ3x
3
3 +
δ3
x3
, (P-3)
d2x4
dt2
=
1
2x4
(dx4
dt
)2
+
3
2
x34 + 4tx
2
4 + 2(t
2 − α4)x4 +
β4
x4
, (P-4)
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d2x5
dt2
=
3x5 − 1
2x5(x5 − 1)
(dx5
dt
)2
−
1
t
dx5
dt
+
α5
t2
x5(x5 − 1)
2 +
(P-5)
+
β5
t2
(x5 − 1)
2
x5
+
γ5
t
x5 + δ5
x5(x5 + 1)
x5 − 1
,
d2x6
dt2
=
1
2
( 1
x6
+
1
x6 − 1
+
1
x6 − t
)(dx6
dt
)2
−
(1
t
+
1
t− 1
+
1
x6 − t
)dx6
dt
+
(P-6)
+
x6(x6 − 1)(x6 − t)
t2(t− 1)2
(
α6 + β6
t
x26
+ γ6
t− 1
(x6 − 1)2
+ δ6
t(t− 1)
(x6 − t)2
)
.
Therefore we name the system (PS) the Painleve system.
The omponents xi, i = 1, . . . , 6, of the general solution to system (PS) are the general
solutions to the irreduible Painleve equations (P- i), i = 1, . . . , 6, orrespondingly, and the
omponents yi, i = 1, . . . , 6, are their derivatives.
Thus, the problem on the relations between the general solutions to the irreduible Painleve
equations (P- i), i = 1, . . . , 6, and their derivatives
w(x1, . . . , x6, Dx1, . . . ,Dx6) = 0, (3.26)
where xi, i = 1, . . . , 6, are the general solutions to equations (P- i), i = 1, . . . , 6, orrespon-
dingly, is equivalent to the problem of nding autonomous partial integrals w : (x, y)→w(x, y)
for all (x, y) ∈ Π˜12, where Π˜12 is the natural projetion of domain Π on the phase spae
C
12, for the dierential Painleve system (PS).
The existene of autonomous 6-ylindrial partial integrals w : (x)→ w(x) for all (x, y) ∈
∈ Π˜6, where Π˜6 is the natural projetion of domain Π on the phase subspae Ox, for the
dierential Painleve system (PS) determines the relation w between the general solutions to
the Painleve equations (P- i), i = 1, . . . , 6. Otherwise, there are no relations given by holomor-
phi funtion w between the general solutions to the Painleve equations (P- i), i = 1, . . . , 6.
Let's seek autonomous partial integrals w : (x, y) → w(x, y) for all (x, y) ∈ Π˜12 of the
Painleve system (PS). To this end, we ompose a system of the form (3.20) following Theorem
3.5 and onsider the rst equation of this system
6∑
i=1
yiϕi +
12∑
i=7
Pi−6(t, x, y)ϕi = H1(t, x, y),
where
H1 : (t, x, y)→W−1(x, y)(t− x6)
−1 + V−2(x, y)(t − 1)
−2 + V−1(x, y)(t− 1)
−1 +
+U−2(x, y)t
−2 + U−1(x, y)t
−1 + U0(x, y) + U1(x, y)t+ U2(x, y)t
2
and W−1(x, y)|w(x,y)=0
= 0, V−2(x, y)|w(x,y)=0
= 0, V−1(x, y)|w(x,y)=0
= 0, Uj(x, y)|w(x,y)=0
=
= 0, j = − 2, . . . , 2.
Hene, by hoosing
t2, t, 1, t−1, t−2, (t− 1)−1, (t− 1)−2, (t− x6)
−1
as a basis, we obtain the system(
−
1
2
y26 + y6 − δ6
)
ϕ12 =W−1(x, y),
(x6 − 1)
2(α6x6 + β6x
−1
6 )ϕ12 = V−2(x, y),
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− y6 + α6x6(x6 − 1)(1 − 2x6)− β6(x6 − 1) + γ6x6 + δ6x6
)
ϕ12 = V−1(x, y),
(x5 − 1)
2(α5x5 + β5x
−1
5 )ϕ11 + x
2
6
(
α6(x6 − 1)− γ6
(
x6 − 1
)
−1)
ϕ12 = U−2(x, y),
(− y3 + α3x
2
3 + β3)ϕ9 + (− y5 + γ5x5)ϕ11+
+
(
− y6 + α6x6(x6 − 1)(2x6 − 1) + β6(x6 − 1)− γ6x6 − δ6(x6 − 1)
)
ϕ12 = U−1(x, y),
(3.27)6∑
i=1
yiϕi + 6x
2
1ϕ7 + (2x
3
2 + α2)ϕ8 + (y
2
3x
−1
3 + γ3x
3
3 + δ3x
−1
3 )ϕ9 +
+
(1
2
y24x
−1
4 +
3
2
x34 − 2α4x4 + β4x
−1
4
)
ϕ10 +
+
(1
2
(3x5 − 1)x
−1
5 (x5 − 1)
−1y25 + δ5x5(x5 + 1)(x5 − 1)
−1
)
ϕ11+
+
(1
2
(
x−16 + (x6 − 1)
−1
)
y26
)
ϕ12 = U0(x, y),
ϕ7(x, y) + x2ϕ8 + 4x
2
4ϕ10 = U1(x, y),
2x4ϕ10 = U2(x, y),
where the funtions ϕξ : (x, y)→ ϕξ(x, y) for all (x, y) ∈ Π˜
12, ξ = 1, . . . , 12, are unknown.
Theorem 3.7. There is no relation of the form (3.26) between the general solutions
xi : t → xi(t, Ci1, Ci2), i = 1, . . . , 6, to the irreduible Painleve equations (P- i), i = 1, . . . , 6,
and their derivatives.
Proof. Let w : (t, x, y) → w(x, y) for all (t, x, y) ∈ Π be an autonomous nononstant
partial integral of the Painleve system (PS).
It follows from the last equation of system (3.27) that
ϕ10(x, y) =
1
2
x−14 U2(x, y). (3.28)
Let's onsider the identity (see system (3.22))
∂y4w(x, y) −
1
2
µ(x, y)x−14 U2(x, y) = 0 (3.29)
orresponding to the funtion ϕ10. Sine the integrating multiplier µ is holomorphi along
w(x, y) = 0 by Theorem 3.5, we get from identity (3.29) that w is a partial integral of the
equation x4 ∂y4w = 0.
From this it follows that
w = w(x, y1, y2, y3, y5, y6), (3.30)
that is, w is independent of y4.
Sine an autonomous partial integral is not idential onstant, the multiplier µ don't
vanish identially. Therefore,
ϕ10(x, y) ≡ 0 (3.31)
by virtue of (3.29) and (3.30) and on the base of representation (3.28).
From the rst equation of system (3.27) we nd
ϕ12(x, y) =
(
−
1
2
y26 + y6 − δ6
)
−1
W−1(x, y). (3.32)
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Similarly, onsidering the identity (see system (3.22))
∂y6w(x, y)− µ(x, y)
(
−
1
2
y26 + y6 − δ6
)
−1
W−1(x, y) = 0, (3.33)
orresponding to the funtion ϕ12, we arrive at onlusion that w is a partial integral of the
equation (
−
1
2
y26 + y6 − δ6
)
∂y6w = 0.
From this taking into aount (3.30) it follows that
w = w(x, y1, y2, y3, y5), (3.34)
that is, w is independent of y4 and y6.
From (3.32), (3.33), and (3.34) it follows that
ϕ12(x, y) ≡ 0. (3.35)
In view of (3.31) and (3.35) the funtional system (3.27) an be rewritten in the form
(x5 − 1)
2(α5x5 + β5x
−1
5 )ϕ11 = U−2(x, y),
(− y3 + α3x
2
3 + β3)ϕ9 + (− y5 + γ5x5)ϕ11 = U−1(x, y),
6∑
i=1
yiϕi + 6x
2
1ϕ7 + (2x
3
2 + α2)ϕ8 + (y
2
3x
−1
3 γ3x
3
3 + δ3x
−1
3 )ϕ9 + (3.36)
+
(1
2
(3x5 − 1)x
−1
5 (x5 − 1)
−1y25 + δ5x5(x5 + 1)(x5 − 1)
−1
)
ϕ11 = U0(x, y),
ϕ7 + x2ϕ8 = U1(x, y).
Let |α5|+ |β5| 6= 0. Then, from rst equation of system (3.36) we get
ϕ11(x, y) = (x5 − 1)
−2 (α5x5 + β5x
−1
5 )
−1 U−2(x, y). (3.37)
The identity (see system (3.22))
∂y5w(x, y) − µ(x, y)(x5 − 1)
−2(α5x5 + β5x
−1
5 )
−1U−2(x, y) = 0 (3.38)
orresponds to the funtion ϕ11 and by Theorem 3.5 a funtion w is a partial integral of
the equation
(x5 − 1)
2(α5x5 + β5x
−1
5 )∂y5w = 0.
From this taking into aount (3.34) it follows that
w = w(x, y1, y2, y3), (3.39)
that is, w is independent of y4, y5, y6.
So, in view of (3.37), (3.38), and (3.39)
ϕ11(x, y) ≡ 0. (3.40)
From the seond equation of system (3.36) with (3.40) it follows that
ϕ9(x, y) = (− y3 + α3x
2
3 + β3)
−1 U−1(x, y).
Next we onsider the identity
33
V.N.Gorbuzov Cylindriality and autonomy of integrals and last multipliers ...
∂y3w(x, y) − µ(x, y)(− y3 + α3x
2
3 + β3)
−1 U−1(x, y) = 0
and (by Theorem 3.5) taking into aount (3.39) we establish that
w = w(x, y1, y2), (3.41)
that is, w is independent of yτ , τ = 3, . . . , 6. Therefore,
ϕ9(x, y) ≡ 0. (3.42)
In view of (3.40) and (3.42) from the funtional system (3.36) we get the system
6∑
i=1
yiϕi + 6x
2
1ϕ7 + (2x
3
2 + α2)ϕ8 = U0(x, y), ϕ7 + x2ϕ8 = U1(x, y). (3.43)
The system (3.43) has the solution
ϕi = zi(x, y), i = 1, . . . , 6,
ϕ7 = (− 6x
2
1x2+2x
3
2+α2)
−1
(
−x2U0(x, y)+ (2x
3
2+α2)U1(x, y)+x2
6∑
i=1
yizi(x, y)
)
, (3.44)
ϕ8=(− 6x
2
1x2 + 2x
3
2 + α2)
−1
(
U0(x, y)− 6x
2
1 U1(x, y)−
6∑
i=1
yizi(x, y)
)
.
Taking into aount (3.31), (3.35), (3.40), (3.42), and (3.44) the system (3.22) for
|α5|+ |β5| 6= 0 assumes the form
∂xiw(x, y)− µ(x, y)zi(x, y) = 0, i = 1, . . . , 6,
∂y1w(x, y) − µ(x, y)(− 6x
2
1x2 + 2x
3
2 + α2)
−1
(
− x2U0(x, y)+
+ (2x32 + α2)U1(x, y) + x2
6∑
i=1
yizi(x, y)
)
= 0, (3.45)
∂y2w(x, y)− µ(x, y)(− 6x
2
1x2 + 2x
3
2 + α2)
−1
(
U0(x, y)− 6x
2
1 U1(x, y)−
6∑
i=1
yizi(x, y)
)
= 0,
∂yiw(x, y) = 0, i = 3, . . . , 6,
From the seventh and the eighth identities of system (3.45) we get
∂y1w(x, y) + x2 ∂y2w(x, y) = µ(x, y)U1(x, y)
and (by Theorem 3.5) a funtion w is a partial integral of equation
∂y1w + x2 ∂y2 w = 0.
Hene,
w = y2 − y1x2 + h(x) (3.46)
in view of representation (3.41).
From the rst six identities and from the eighth identity of system (3.45) we get
6∑
i=1
yi∂xiw(x, y) + (− 6x
2
1x2 + 2x
3
2 + α2)∂y2w(x, y) = µ(x, y)
(
U0(x, y)− 6x
2
1U1(x, y)
)
.
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Therefore, w is a partial integral of equation
6∑
i=1
yi ∂xiw + (− 6x
2
1x2 + 2x
3
2 + α2)∂y2w = 0. (3.47)
Sine no funtion of the form (3.46) satises equation (3.47), we onlude that system
(PS) doesn't have the autonomous partial integrals other then onstants for |α5|+ |β5| 6= 0.
Let's onsider the ase α5 = β5 = 0.
In this ase system (3.36) has the general solution
ϕi = zi(x, y), i = 1, . . . , 6,
ϕ7 =
(
(2x32 + α2)U1(x, y) + x2
( 6∑
i=1
yizi(x, y) + (y
2
3x
−1
3 + γ3x
3
3+
+ δ3x
−1
3 )(− y3 + α3x
2
3 + β3)
−1
(
U−1(x, y)− (− y5 + γ5x5)g(x, y)
)
+
+
(1
2
(3x5 − 1)x
−1
5 (x5 − 1)
−1 y25 + δ5x5(x5 + 1)(x5 − 1)
−1
)
g(x, y)−
−U0(x, y)
))
(− 6x21x2 + 2x
3
2 + α2)
−1,
(3.48)
ϕ8 = −
( 6∑
i=1
yizi(x, y) + 6x
2
1 U1(x, y)− (y
2
3x
−1
3 + γ3x
3
3 + δ3x
−1
3 )(− y3+
+α3x
2
3 + β3)
−1
(
U−1(x, y)− (− y5 + γ5x)g(x, y)
)
+
(1
2
(3x5 − 1)x
−1
5 y
2
5 +
+ δ5x5(x5 + 1)(x5 − 1)
−1
)
g(x, y) − U0(x, y)
)
(− 6x21x2 + 2x
3
2 + α2)
−1,
ϕ9 =
(
U−1(x, y)− (− y5 + γ5x5)g(x, y)
)
(− y3 + α3x
3
3 + β3)
−1,
ϕ11 = g(x, y).
In view of (3.31), (3.35), and (3.48) system (3.22) for α5 = β5 = 0 takes the form
∂xiw(x, y)− µ(x, y)zi(x, y) = 0, i = 1, . . . , 6,
∂y1w(x, y) − µ(x, y)ϕ7(x, y) = 0,
∂y2w(x, y) − µ(x, y)ϕ8(x, y) = 0,
∂y3w(x, y) − µ(x, y)(− y3 + α3x
2
3 + β3)
−1
(
U−1(x, y)− (− y5 + γ5x5)g(x, y)
)
= 0, (3.49)
∂y4w(x, y) = 0,
∂y5w(x, y) − µ(x, y)g(x, y) = 0,
∂y6w(x, y) = 0.
From the seventh and the eighth identities of system (3.49) we get
∂y1w(x, y) + x2∂y2w(x, y) = µ(x, y)U1(x, y)
and muh as we do in the rst ase we onlude that w is a partial integral of the equation
∂y1w + x2∂y2w = 0.
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From this in view of (3.44) we obtain that
w = y2 − y1x2 + h(x, y3, y5). (3.50)
It follows from the rst six, eighth, and eleventh identities of system (3.49) that
6∑
i=1
yi∂xiw(x, y) + (− 6x
2
1x2 + α2)∂y2w(x, y)+
+
((1
2
(3x5 − 1)x
−1
5 (x5 − 1)
−1 y25 + δ5x5(x5 + 1)(x5 − 1)
−1
)
−
− (− y5 + γ5x5)(y
2
3x
−1
3 + γ3x
3
3 + δ3x
−1
3 )(− y3 + α3x
2
3 + β3)
−1
)
∂y5w(x, y) =
= µ(x, y)
(
− (y23x
−1
3 +γ3x
3
3+ δ3x
−1
3 )(−y3+α3x
2
3+β3)
−1 U−1(x, y)+U0(x, y)−6x
2
1 U1(x, y)
)
.
Therefore (by Theorem 3.5) a salar funtion w is a partial integral of the equation
6∑
i=1
yi∂xiw + (− 6x
2
1x2 + 2x
3
2 + α2)∂y2w+
+
((1
2
(3x5 − 1)x
−1
5 (x5 − 1)
−1 y25 + δ5x5(x5 + 1)(x5 − 1)
−1
)
− (3.51)
− (− y5 + γ5x5)(y
2
3x
−1
3 + γ3x
3
3 + δ
−1
3 )(− y3 + α3x
2
3 + β3)
−1
)
∂y5w = 0.
Sine no funtion of the form (3.50) satises equation (3.51), the Painleve system (PS)
doesn't have the autonomous partial integrals other then onstants for α5 = β5 = 0.
Thus, we have given answers to the questions onerning the relations between the general
solutions to the irreduible Painleve equations (P- i), i = 1, . . . , 6. These answers are as
follows.
1. There is no funtional relation w(x1, . . . , x6) = 0 with holomorphi funtion w be-
tween the general solutions xi, i = 1, . . . , 6, to the Painleve equations (P- i), i = 1, . . . , 6.
2. There is no funtional relation of the form (3.26) with holomorphi funtion w between
the general solutions xi, i = 1, . . . , 6, to the Painleve equations (P- i), i = 1, . . . , 6, and their
derivatives Dxi.
At the same time, the dierential Painleve system (PS) has nonautonomous partial inte-
grals and therefore we an assert as follows.
3. There exists a funtional relation of the form w(t, x1, . . . , x6, Dx1, . . . ,Dx6) = 0
between the general solutions xi, i = 1, . . . , 6, to the Painleve equations (P- i), i = 1, . . . , 6,
and their rst derivatives Dxi.
In partiular, if the general solution xk, k ∈ {1, . . . , 6}, to the k-th Painleve equation
(P-k) and its derivative Dxk are known, then we an assert as follows.
4. There exists a rst-order ordinary dierential equation of the form
ws(t, z,Dz, xk,Dxk) = 0,
where t is the independent variable, z is an unknown funtion, xk is the general solution
to the Painleve equation (P-k), whose general solution is the general solution to the s-th
Painleve equation (P-s), s ∈ {1, . . . , 6}, s 6= k, that is, z = xs, s 6= k.
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