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Abstract
The key difficulty in the modelling of large quantum coherent structures lies in keeping track of nonlocal, multipoint
quantum correlations between their constituent parts. Here we consider a special case of such a system, a fractal
quantum metamaterial interacting with electromagnetic field, and show that it can be exactly solved by using a
combination of the Haar transform and the Wigner-Weyl transform. Theoretical and experimental investigation
of finite-size precursors to exactly solvable fractal quantum structures as this will help illuminate the behaviour of
generic quantum coherent structures on a similar spatio-temporal scale.
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I. INTRODUCTION
The dimensionality of the Hilbert space of a quantum system grows exponentially with the number of its degrees
of freedom (e.g., quantum bits). The recognition of this fact, relatively long ago, led to the conclusion that
classical means are inadequate for simulating large quantum systems and, as a logical consequence, ushered in
conceptualization of quantum computers, [1–3]. On the other hand, the theoretical analysis of large quantum
systems has been restricted to special, though important, cases (e.g., those of factorized or nearly factorized
quantum states), which can be described using standard methods of quantum many-body theory. At the same
time, it is already possible to build at least partially quantum coherent arrays of quantum bits, [4, 5]. There are
reasons to believe that the properties of such systems depend strongly on long-range quantum correlations, [6, 7].
This highlights the need for tractable models of large-scale quantum arrays that would capture nonlocal quantum
coherence. In this work we introduce a model of that kind, pertaining to a quantum metamaterial interacting with
electromagnetic field. The key concept underlying our model is a continuum limit of the interaction Hamiltonian
which turns out to be a nonlocal operator in L2[0, 1] that is endowed with scale-wise self-similarity. Our main result
is a description of its properties via an application of multiresolution analysis. Subsequently, we obtain an explicit
solution of the quantum metamaterial/electromagnetic field system dynamics in some regimes. The crucial finding
is that propagation of the field is strongly affected by the quantum state of the metamaterial. Remarkably, our
model incorporates nonlocal quantum coherence effects even in a low-dimensional approximation, thus effecting a
type of compression of the essential (nonlocal) features of the system dynamics.
II. THE MODEL
A linear oscillator (a single electromagnetic field mode) interacting with a two-level system (qubit) is described
by the Hamiltonian (see e.g. [8], [9], or [10]):
H = I ⊗HF +Hq ⊗ I +HI : HQ ⊗HF −→ HQ ⊗HF .
Here HF = L2(R) is the Hilbert space of the oscillator (e.g., a mode of electromagnetic field in a cavity), and
HQ = span{|g〉, |e〉} that of the qubit. The field and qubit Hamiltonians have the standard form,
HF = ω
(
aˆ†aˆ+
1
2
)
,Hq = Ω
2
(|e〉〈e| − |g〉〈g|) ≡ −Ω
2
σz, (1)
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2where aˆ (aˆ†) are bosonic creation (annihilation) operators, [aˆ, aˆ†] = 1, and σz is one of the Pauli matrices. We can
define the operators aˆ in such a way that the electric field amplitude is proportional to (aˆ+ aˆ†).
The interaction term describes the dipole-field interaction:
HI = λσx ⊗ (aˆ+ aˆ†) : HQ ⊗HF −→ HQ ⊗HF ; (2)
here σx = σ+ + σ−, and σ+ = |e〉〈g| and σ− = |g〉〈e|.
Generalizing to K qubits, not interacting with each other, we get the interaction term in the form:
HK = CK ⊗ (aˆ+ aˆ†) :
(
K⊗
k=1
HQ
)
⊗HF −→
(
K⊗
k=1
HQ
)
⊗HF , (3)
where
CK =
K∑
k=1
λk σ
k
x.
Here, σkx = I ⊗ . . . I ⊗ σx ⊗ I . . ., where I denotes the identity acting in HQ, and the Pauli matrix σx is placed in
the sequence in the kth place. Numerical experimentation shows that the matrix of CK looks like a discrete model
of a certain self-similar set reminiscent of the famous Cantor set (Fig. 1).
III. A CONTINUUM APPROXIMATION FOR A SELF-SIMILAR CHAIN OF QUBITS
We now embark upon examination of the continuum limit of a system with infinitely many qubits. In this limit,
the space
⊗K
k=1HQ is replaced by HQMM = L2[0, 1]. In order to obtain a meaningful limit of the operator CK ,
denoted C : HQMM → HQMM , we assume that
λk =
λ
2k
(4)
For a finite-size approximation to our ideal system this scaling can be realised by the proper placement of qubits
with respect to the (anti)nodes of the electromagnetic field mode. The corresponding operator C is defined by first
giving its explicit construction for a test function, and later extending it by continuity to the entire Hilbert space.
To this end, let Φ = Φ(x) be either continuous in [0, 1] or piecewise constant1. Moreover, consider x ∈ (0, 1] and
its dyadic expansion x =
∑
k αk(x)/2
k. To avoid ambiguity we assume that dyadic rationals will always have an
infinite expansion, e.g. 1/2 = .011111 . . .. Then define
C[Φ](x) =
∑
k
1
2k
Φ
(
x+
(−1)αk(x)
2k
)
x ∈ (0, 1]. (5)
Below, we will demonstrate that C is bounded in the L2 norm and, therefore, it can be extended to all of HQMM
by continuity. This operator realises the continuum limit of the interaction Hamiltonian (3); namely
H∞ = λ Cˆ ⊗ (aˆ+ aˆ†) : L2[0, 1]⊗HF −→ L2[0, 1]⊗HF . (6)
In a similar manner, we generalize the Hamiltonian Hq given in (1) to a K-qubit system Hamiltonian VK ,
choosing a scaling of qubit excitation energies as that of coupling constants in (4); namely
VK =
K∑
k=1
−Ωk
2
σkz , where Ωk =
Ω
2k
. (7)
This specific scaling is chosen to ensure convergence, and in a finite-size system it can be realised through the qubit
design. Note that VK is a diagonal matrix. In the continuum limit its action is replaced by the multiplicative
potential, i.e.
V [Φ](x) = V (x)Φ(x) =
(
x− 1
2
)
Φ(x). (8)
3FIG. 1: The transition to the continuous limit with CK : (a) The location of all nonzero entries of CK for K = 210. Observe
the sparsity (only nz = 10240 entries are nonzero) as well as a suggestion of self-similarity. Indeed the diagonal quarter
sub-blocks have the appearance of the entire matrix, their diagonal sub-blocks, too, etc. (b) C is obtained by going to the
continuous limit. In the plot the vertical bars are placed on the (x, x′) square (0, 1]×2. The bars may be interpreted as Dirac
distributions, effecting the same outcome as the definition (5) when C acts on a continuous function. Note that, unlike for
CK , the self-similarity of C is exact.
(The details of this observation are given in Theorem 2.) At this stage we can postulate the Hamiltonian for the
entire system. First the underlying Hilbert space is HQMM = L2(0, 1] × HF = L2(0, 1] × L2(R); we will use the
variable x in the unit interval and variable y in the line. The Hamiltonian acting in this space is given by:
HQMM = I ⊗HF + λC ⊗ (aˆ+ aˆ†) + V ⊗ I. (9)
Observe that HF is a differential operator in the y variable, V is linear potential in the x variable, and aˆ + aˆ† =√
2mω yˆ is linear in y. The interesting component is C, which is a nonlocal operator, acting via the x variable,
with an inherent self-similar structure.
Remark 1. Note that CK and VK are unitarily equivalent, up to scale. Indeed, since u(−σz)u = σx for a unitary and
self-adjoint matrix u = (σx−σz)/
√
2, one has U ∗CK ∗U ∝ 2VK for the unitary and self-adjoint U := u⊗u⊗ . . .⊗u.
It is natural to ask if C and V also share some properties that unitarily equivalent ones would. In Section IV we
demonstrate that C and V have the same spectrum.
It can be argued that, by extension of the finite-dimensional case, points in [0, 1] should be interpreted as
factorized states of the qubit array. In this way, x =
∑
k αk(x)/2
k corresponds to the factorized state |α1 α2 α3 . . .〉
where we have identified |0〉 = |g〉 and |1〉 = |e〉. However, of course, no orthonormal basis of L2[0, 1] exists whose
elements could be identified with points in [0, 1]. For one thing, a set of basis functions is countable while the
interval is a continuum. This means that there is no natural way of representing factorized states of an infinite
array of qubits. Interpreting it more broadly, we might say that there is a zero probability that an infinite array of
qubits will settle in a factorized state.
For a similar reason as above, the multiplier V has no eigenfunctions in L2[0, 1]. On the other hand, it follows
from Theorem 1 (Section IV) that operator C does have eigenfunctions (some examples are displayed in Fig. 3).
Therefore, C and V are not unitarily equivalent. Moreover, the eigenfunctions of C may only be regarded as
nonlocal, i.e. not factorized.
4IV. THE QUANTUM METAMATERIAL HAMILTONIAN IN THE CONTINUUM LIMIT
First, recollect the structure of the Haar basis in L2[0, 1], see e.g. [11], [12]. Let G(x) ≡ 1 for x ∈ (0, 1] and
G(x) = 0 everywhere else on the real line. We will use notation
Gn,k(x) = 2
n/2G(2nx− k);
in particular G0,0 = G. Furthermore, let H(x) = [G1,0(x)−G1,1(x)]/
√
2, and
Hn,k(x) = 2
n/2H(2nx− k).
Note that H0,0 = H. The following fundamental facts are well known:
1. Denote Vn = span {Gn,k : k = 0, 1, 2, . . . 2n − 1}. Then, V0 ⊆ V1 ⊆ V2 . . ., and
L2[0, 1] =
∞⋃
n=0
Vn (multiresolution ladder).
2. For n = 0, 1, . . . let Wn = Vn+1/Vn. Then Wn = span {Hn,k : k = 0, 1, 2, . . . 2n − 1}, so that
L2[0, 1] = V0 ⊕
∞⊕
n=0
Wn (direct sum decomposition). (10)
In what follows we will make use of the orthogonal projections Πn : Vn+1 →Wn.
3. It follows that the set of functions {G0,0} ∪ {Hn,k : k = 0, 1, 2, . . . 2n − 1;n = 0, 1, 2, . . .} furnishes an
orthonormal basis in L2[0, 1] (the Haar basis). In all references to this basis we will assume the canonical
order in Wn to be according to increasing k, so that, overall, the order of basis functions is fixed to be:
G0,0, H0,0, H1,0, H1,1, H2,0, H2,1, H2,2, H2,3, . . .
We let TH : L2[0, 1]→ `2 denote the Haar transform which assigns to a square integrable function, say, f its
ordered sequence of Haar coefficients:
c0 =
∫ 1
0
f(x) dx, and cn,k =
∫ 1
0
f(x)Hn,k(x) dx.
Clearly, TH is a unitary transformation.
The basic properties of C are obtained by representing it in the Haar basis. Namely, we have the following:
Theorem 1. Operator C defined in (5) extends to a continuous operator C : L2[0, 1] → L2[0, 1]. More precisely,
C has the following properties:
1. Let Dn be the matrix of ΠnCΠn in the canonical basis (Hn,k)2
n−1
k=0 . Then
2,
D0 = [0], while Dn+1 =
1
2
[
Dn I
I Dn
]
for n ≥ 0. (11)
Also, if n > 0, then Dn is invertible, and its complete list of the eigenvalues is
{±(2k + 1)/2n : k = 0, 1, . . . 2n−1 − 1}. (12)
In particular, C preserves the direct sum decomposition (10), i.e. CV0 = V0 and CWn ⊆ Wn for all n.
Specifically,
C = TH†
(
I1 ⊕
∞⊕
n=0
Dn
)
TH. (13)
52. Let En, n ≥ 1, be the diagonal matrix whose diagonal entries are as in (12) in the increasing order, and let
E0 = [0]. Also, let u = (σx − σz)/
√
2, and let B be the unitary operator in `2 defined by B := I1 ⊕ I1 ⊕⊕∞
n=1 u
⊗n. Then,
C = TH†B†
(
I1 ⊕
∞⊕
n=0
En
)
B TH. (14)
3. C is a bounded self-adjoint operator in L2[0, 1]; its spectrum is σ(C) = [−1/2, 1/2], and its norm ‖C‖ = 1/2.
Proof. 1. First, whenever a function, say, Φ is piecewise constant, definition (5) yields a well defined C[Φ]. In
particular C has well-defined value for every Haar basis function. Clearly, C[G] = G and, hence, V0 is invariant
under C. Next, taking into account the self-similar structure of C, it is easy to observe that CVn ⊆ Vn for all n.
Accordingly, let Cn be the matrix of C|Vn : Vn → Vn in the basis {Gn,k : k = 0, 1, 2, . . . 2n − 1} ordered according
to increasing k. One verifies directly that
C1 =
1
2
[
1 1
1 1
]
.
Moreover, self-similarity implies the recurrence:
Cn+1 =
1
2
[
Cn I
I Cn
]
.
Next, let Dn be the matrix of ΠnCn+1Πn in the basis {Hn,k : k = 0, 1, 2, . . . 2n−1} (ordered according to increasing
k). Consider the 2n+1 × 2n matrix:
Jn =

1
−1
1
−1
...
...
1
−1

,
whose lth column consists of the coordinates of Hn,l in the basis (Gn+1,k) of Vn+1. Hence, Dn = J†nCn+1Jn, which
implies (11), including D0 = 0.
Note that D1 = −σx/2 and its eigenvalues are ±1/2. In general, let µn,k : k = 0, 1, . . . 2n−1−1 be the eigenvalues
of Dn. It follows from (11) that µ is an eigenvalue of Dn+1 if and only if µ = (µn,k ± 1)/2. Statement (12) follows
from this observation by induction. Statement (13) summarizes these findings.
2. Rewrite recurrence (11) in the form
Dn+1 =
1
2
I2 ⊗Dn + 1
2
σx ⊗ I2n .
Observe that u = (σx − σz)/
√
2 is unitary and self-adjoint and diagonalizes D1, i.e. u†D1u = uD1u = −σz/2.
It follows by induction that the unitary transformation u⊗n diagonalizes Dn, and that En = u⊗nDnu⊗n has the
eigenvalues of Dn on its diagonal in the increasing order from top-left to bottom-right. This together with (13)
implies (14).
3. The representation of C given by (14) shows that it is a bounded and self-adjoint operator in L2[0, 1] whose
spectrum σ(C) is the closure of the set of eigenvalues, which is the interval [−1/2, 1/2]. It is well known that for
a self-adjoint operator its spectral radius is equal to its norm, hence ‖C‖ = 1/2. This completes the proof of the
theorem.
6Remark 1. One of the benefits of diagonalization (14) is a direct expression for exp itC.
Remark 2. Definition (5) and Theorem 1 indicate two alternative ways of implementing operator C numerically. It
ought to be emphasized that a finite-dimensional approximation is bound to introduce some artifacts. In particular,
the one based on a finite Haar transform will yield a small (and decreasing with the dimension) diagonal component
of C. (Note that the infinite dimensional C as defined in (5) has no “diagonal" term.) A representation of C in the
Haar basis is illustrated numerically in Fig. 2.
Next, we justify formula (8). To this end it is convenient to introduce the periodized Haar function H#, defined
by
H#(x) = H(xmod 1) for all x ∈ R.
Note a relation to the Rademacher functions rn = sgn sin(2npix), namely
H#(2nx) = rn+1(x), n = 0, 1, . . .
The continuum limit of VK , as defined in (7), is obtained via the following steps:
1. Replace σkz by H#(2k−1x). In particular, this has the effect of reducing the diagonal matrix VK to a function
defined in (0, 1] or, indeed, almost everywhere (a.e.) in R.
2. Pass to the limit as K →∞. Thus, the continuum limit of VK , denoted V (x), is defined by
V (x) = −Ω
∞∑
k=1
1
2k+1
H#(2k−1x). (15)
Thus, V (x) is a periodic function (with period 1) defined a.e. in R. However, in the applications, we only
consider its restriction to the unit interval, x ∈ (0, 1].
We are now in a position to demonstrate:
Theorem 2. The continuum limit of the free qubit Hamiltonian defined by (15) satisfies
V (x) = Ω
(
x− 1
2
)
a.e. in (0, 1].
Proof. First, observe the identity
H#(2kx) =
1
2k/2
2k−1∑
l=0
Hk,l(x) a.e. in (0, 1].
(Note that the right hand side contains the sum of all the Haar functions that furnish the basis of Wk.) This
together with (15) indicates that the Haar coefficients of V (x) are given by
c0 = 0, and ck,l = −2−3k/2−2 for all k ≥ 0.
On the other hand, a direct calculation gives∫ 1
0
(
x− 1
2
)
Hk,l(x) dx = −2−3k/2−2.
Finally, since the Haar coefficients of V (x) coincide with those of x− 1/2, the two functions are equal (a.e.). 
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FIG. 2: Nonzero elements of THCTH† = I1 ⊕⊕∞n=0 Dn (i.e. C represented in the Haar basis). Observe the “telescope"
structure. Also, the displayed finite-dimensional block (K = 10 qubits) has relatively fewer nonzero elements than CK
(indeed, nz = 8195), i.e. the Haar basis effects a numerical compression of CK . Most importantly, the Haar representation
makes it possible to demonstrate that the eigenvectors of C are spread over all qubits (delocalized), cf. Fig 3. This in turn
sheds light on the role of long-range coherence in the dynamic of a quantum metamaterial coupled to a resonator, see Section
V.
V. EXPLICIT SOLUTIONS OF THE SYSTEM DYNAMIC IN THE LIMIT Ω→ 0
Some crucial properties of the Hamiltonian (9) become manifest in the case when Ω (scale of qubit excitation
energies) is negligible compared to the energy of the field mode, ω, and the qubit-field interaction scale, λ. In the
light of Theorem 2 this amounts to modifying the Hamiltonian by erasing a compact component. Thus, setting
Ω = 0 we examine
H′QMM = I ⊗HF + λC ⊗ (aˆ+ aˆ†). (16)
Let ρ : HQMM ⊗HF → HQMM ⊗HF represent the state of the QMM and field system. It evolves according to the
Heisenberg equation:
i ∂tρ = [H′QMM , ρ].
We make an Ansatz
ρ = |Φn,k,s〉〈Φn,k,s| ⊗ ρF .
Here, ρF : HF → HF ; s = ± and Φn,k,s is an eigenstate of C corresponding to the eigenvalue En,k,s = s(2k+1)/2n,
where k = 0, 1, 2 . . . 2n−1− 1 for n = 1, 2, . . .. Thus, we look for such solutions of the Heisenberg equation in which
the state of the QMM is determined. Substituting into (16) we find that the field part ρF satisfies
i ∂tρF = [HF + λEn,k,s(aˆ+ aˆ†), ρF ].
In order to analyze solutions of this equation it is convenient to pass to the Wigner representation of ρF , see e.g.
[13] or [14]. Namely, set
f(q, p) =
∫
R
dξ1
∫
R
dξ2 e
−2pii(ξ1q+ξ2p) Tr (Wξ1,ξ2 ρF ) ,
8where Wξ1,ξ2 = e2pii(ξ1qˆ+ξ2pˆ). As is well-known the transform is reversible, so that f and ρF are in one-to-one
correspondence. A calculation shows that the Heisenberg equation is transformed into the following first-order
PDE:
∂tf = (q + λEn,k,s) ∂pf − p ∂qf.
This is easily solved via the method of characteristics. It turns out that the characteristics are circles centered at
(−λEn,k,s, 0) in the (q, p) plane. In other words, f(t, q, p) = f(0, q(−t), p(−t)), where[
q(t)
p(t)
]
=
[
cos t − sin t
sin t cos t
] [
q + λEn,k,s
p
]
−
[
λEn,k,s
0
]
.
This reveals how light propagation responds to the QMM state. Namely, by selecting an appropriate QMM
state, say, by measurement on this subsystem, one automatically selects the center of rotation in the Wigner-Weyl
(q, p) plane. These points form a dense subset of the interval [−λ, λ] in the q-axis. Examples of eigenstates |Φn,k,s〉
are given in Fig.3; these are Walsh-type functions.
Remark. The effect of QMM state on field propagation may be described more abstractly via a shift of the
Hamiltonian. Indeed, one may observe
HF + En,k,sλ (aˆ+ aˆ†) = T †n,k,sHFTn,k,s −
1
2
(En,k,sλ)
2,
where Tn,k,s is the displacement operator exp(λEn,k,s ddQ ) with Q = aˆ + aˆ†. Thus, changing the state of the
metamaterial has the effect of shifting the field Hamiltonian in the position-momentum space along the position
direction (to the left or to the right depending on the sign s).
Summary
We have examined a continuum limit model of a structure comprising an infinite array of qubits coupled to a
single electromagnetic field mode in a certain specific way. Applying the methods of multiresolution analysis, we
have found an explicitly solvable solution of its dynamic. The model incorporates nonlocal quantum coherence
and, as such, provides fresh insights for further theoretical and experimental investigations of quantum coherent
structures.
It is interesting to reflect on the evolving role of Harmonic Analysis in the study of periodic quantum structures.
An application of the Fourier methods to quantum spin systems, originating in [15, 16], is now routine. Another
example is the Repeat Space Theory of large molecules and carbon nanotubes, [17, 18], which draws on special
properties of Toeplitz matrices, [19]. At the same time, we know of no prior instance of a “quantum" application
of the Haar transform, which here emerged in the study of a scaled qubit array.
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