Abstract. The incomplete gamma functions are defined by the integrals where 1Ra > 0. We present several series representations and other relations which can be used for numerical evaluation of these functions. In particular, asymptotic representations for large complex values of the parameter a and z are considered. The results of numerical tests and the set-up of an algorithm will appear in a future paper.
INTRODUCTION
The incomplete gamma functions are defined by ( 
1.1)
For 'Y( a, z) we assume the condition !Ra > 0, and with respect to z we assume I arg zl < 1r. Analytical continuation with respect to both parameters is discussed below. It is useful to have the normalizations 'Y(a,z) P(a, z) = r(a) , r(a,z) Q(a,z) = r(a) ' (1.2) of which the sum equals unity. P and Q are in particular used in statistics and probability theory in connection with the gamma distribution.
The point z = 0 is a singularity for the incomplete gamma functions, except when a = 0, 1, 2, 3, ... 
N.M. TEMME
The following recurrence relations are easily derived from the definitions in (1.1):
Some care is needed when the relations in (1.4) are used in numerical computations. When the parameters are positive, the first relation is unstable.
When a is a non-negative integer the incomplete gamma functions are very simple:
'Y(n + 1, z) = n! [1-e-"'en(z)] r(n+ l,z) = n!e-"'en (z) . n = 0, 1,2, ... , (1.6) in which en(z) is the first part of the Taylor series of the exponential function:
m=Om.
The relations with the Kummer functions (confluent hypergeometric functions) are as follows:
Important series expansions are
The series are convergent for each complex a and z, with the exception of a = 0, -1, -2, .... Speed of convergence of the first series depends on the ratio lz/al; when lz/al < 1 the convergence is quite fast.
When z »a, we can use an asymptotic expansion of r(a, z). This expansion follows from the representation r(a,z) = zae-z l""(t+ l)a-le-ztdt, and integrating by parts. We obtain for N = O, 1, 2, ... 
Expansion (1.9) is re-considered in Olver (1991) , in particular in connection with the Stokes phenomenon and the role of exponentially small terms in this expansion. Expansion (1.9) is valid in the sector I argzl < ~11', with a EC fixed. Olver investigates the expansion at the Stokes line I arg zl = ±11' and gives a uniform asymptotic expansion of r( a, z) which is valid in a much larger z-domain. In fact Olver gives an expansion of the remainder ON for large lzl and N. Considering (1.10) we observe that this problem is related with the uniform expansion of the incomplete gamma function with both parameters large given in (5.2) and (5.3).
Another important tool for numerical computations is Legendre's continued fraction:
e-zza r(a,z) = ---------
This expansion converges for all z # 0, I arg zl < 11' and any complex value of a. It is a splendid addition to the asymptotic expansion (1.9). The continued fraction converges better as the ratio lz/al increases. An extensive discussion on the use of (1.11} and other continued fractions for the incomplete gamma functions is given in Jones & Thron (1985}.
In the literature many articles on the evaluation of the incomplete gamma functions can be found. It is outside the scope of the present paper to give a full overview. In the recent survey Lozier & Olver (1994) references to many papers and software are given.
Apart from the series expansions, continued fractions, Chebyshev and Pade expansions mentioned in the present paper, one can use other numerical techniques. For instance, in Allasia & Besenghi (1987) numerical quadrature is used.
The incomplete gamma functions occur in the literature also as generalized exponential integrals, which are usually defined by This splitting of the (a, x}-domain follows from the asymptotic relation
The method for Q is usually based on Legendre's continued fraction (1.11), say when x > 1. When x >a the asymptotic expansion (1.9) may be used for Q. The computation of P may be based on the first series occurring in (1.7}, that is,
For large values of the parameters x and a, especially when the parameters are nearly equal, the expansions for computing P and Q converge slowly. In that case an algorithm based on a uniform asymptotic expansion can be used; see §5. References for software for the real case are DiDonato & Morris (1986), Gautschi (1979) and Temme (1994) .
OTHER SERIES EXPANSIONS
All expansions in this section give excellent approximations for restricted domains of the parameters, although the expansions are all valid in large domains of the complex plane. It is quite difficult to give a priori information on the applicability of the expansions in efficient and reliable numerical algorithms. As a rule, the expansions for 1(a, z) should be used in a z-domain around the origin, while the expansions for r(a, z) are of interest in a z-domain containing the point 00.
Chebyshev expansions
Let Tn(x) denote the Chebyshev polynomial (that is, Tn(cosll) = cosnll) and let ,/3r(l -a) I arg zi < 371" /2, from which follows excellent convergence, in particular when z is large. The speed of convergence of the backward recurrence algorithm deteriorates, however, when z approaches the negative real axis. Also, large complex values of a may have a bad influence on the rate of convergence of both the series expansion and the recurrence algorithms. When comparing the Chebyshev expansion with the continued fraction we found that the continued fraction is easier to implement, since in that case a forward recurrence relation for evaluating the continued fraction can be used. See Gautschi (1979) , where the continued fraction is evaluated as a series. Controlling the error term is easier then, although a reliable stopping criterion for obtaining a certain accuracy is difficult to obtain for general complex values of the parameters. 
That is, Co = 1, C 1 = w +a -eh, 2C2 = Cf + ch 2 -2ha +a, and we have the recurrence formula
where n = 2, 3, .... Here w and h are free parameters. We interpret this expansion for the case of the incomplete gamma functions:
with generating function
Tricomi considered w as function of a and z in order to get a series that has asymptotic properties as a--> oo; see Luke (1969, I, p. 129) for more details.
We give expansions for r(-a, z) and 1*(a, -z) which are suitable when both parameters a and z are large. Let ,\ = z /a; in this section we assume that ,\ + 1 is bounded away from zero. From Gautschi (1959) we obtain zar(-a,z) = 100 e-a(>.t+lnt)go(t) ~t
. Continuing this we obtain
where, for n = 0, 1, 2, ... ,
and the coefficients Cn(>.) are given by Cn(>.) = 9 ;'i~). We have the recursion
The first few coefficients are
Gautschi computed (for positive parameters) numerical bounds for the first 7 remainders Rn(>-) of this expansion. For complex parameters bounds are unavailable. The expansion remains valid when a becomes negative; in fact it holds for f(a, z) with a < z and and also for complex parameters.
A corresponding expansion follows from the integral We have derived the expansion for 7*(a, -z) using (4.3), under the condition ~a > 0, since otherwise representation (4.3) does not converge at the origin.
However, by using 
