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ABSTRACT
Sentiment classification involves quantifying the affective reaction
of a human to a document, media item or an event. Although re-
searchers have investigated several methods to reliably infer senti-
ment from lexical, speech and body language cues, training a model
with a small set of labeled datasets is still a challenge. For in-
stance, in expanding sentiment analysis to new languages and cul-
tures, it may not always be possible to obtain comprehensive la-
beled datasets. In this paper, we investigate the application of semi-
supervised and transfer learning methods to improve performances
on low resource sentiment classification tasks. We experiment with
extracting dense feature representations, pre-training and manifold
regularization in enhancing the performance of sentiment classifica-
tion systems. Our goal is a coherent implementation of these meth-
ods and we evaluate the gains achieved by these methods in matched
setting involving training and testing on a single corpus setting as
well as two cross corpora settings. In both the cases, our experi-
ments demonstrate that the proposed methods can significantly en-
hance the model performance against a purely supervised approach,
particularly in cases involving a handful of training data.
Index Terms: Sentiment classification, transfer learning, semi-
supervised learning
1. INTRODUCTION
Sentiment classification [1] is classical problem associated with de-
termining the attitude and affective reaction of a person to an event,
document and/or media item. A typical setting for training senti-
ment classification models involves feature extraction on a labeled
corpus, followed by a classifier training [2]. Such an approach has
seen fair amount of success in several sentiment classification tasks
such as twitter sentiment classification [3], movie reviews [4] and
product reviews [5]. However, as the problem of sentiment classifi-
cation expands to new arenas, such as new modes of expressions on
social media, different languages and even different cultures, large
amounts of labeled corpora may not be immediately available. A
combination of transfer learning and semi-supervised methods can
then be used to obtain better initial models, which can then be refined
as more training data becomes available. In this paper, we analyze
performance trends with varying amount of labeled training data us-
ing three different semi-supervised and transfer learning methods:
(i) learning feature representations on external data, (ii) model pre-
training and, (iii) manifold regularization. We perform experiments
on a single corpus setting as well as in two cross-copora setting to
evaluate the impact of these methods. Through our experiments, we
aim to investigate the applicability of these methods under different
dataset conditions and present recommendations.
Previous work: Researchers have proposed numerous semi-
supervised and transfer learning methods [6, 7] with successful ap-
plications to reinforcement learning [8], natural language under-
standing [9], speech recognition [10], as well as sentiment analy-
sis [11–13]. Within the purview of semi-supervised learning Miller
et al. [11] use a label propagation technique, assigning sentiment la-
bels to unlabeled sentences from a labeled neighbor. Along similar
lines, Goldberg et al. [12] use graph regularization to use unlabeled
data to improve classification using a linear support vector machine.
However, we note that hard label propagation as performed by Miller
et al. [11] may not always be appropriate and depends on feature rep-
resentation for the sentences. On the other hand, Goldberg et al. [12]
perform manifold regularization using a crafted similarity metric,
which may not be generically applicable. Other semi-supervised
techniques make use of co-regularization [14], active deep networks
[15] and joint sentiment-topic detection [16]. Transfer learning ap-
proaches for sentiment classification include structural correspon-
dence learning [17] and spectral feature alignment [18]. Transfer
learning focuses on adapting features [19] or aid model training [20]
on a related corpus to enhance performance on the problem of in-
terest. In our paper, we experiment with a combination of semi-
supervised and transfer learning with a motivation towards coherent
implementation of the techniques.
We assume a setting with a small set of labels available on the
task of interest and experiment with learning a feature representa-
tion, initializing a classifier using pre-training and finally performing
a semi-supervised optimization. In order to learn feature representa-
tions we use sentence embedding using the doc2vec model [21]. The
doc2vec tends to cluster sentences with similar meaning together
desirable for a discriminative classification setup. We further hy-
pothesize that the representations learnt using the doc2vec models
are similar across datasets, therefore models pre-trained on an ex-
ternal dataset can be used for classification on the dataset at hand.
For the same reason, we also hypothesize that sentences from ex-
ternal dataset can be used for manifold regularization based semi-
supervised learning. We empirically test these hypotheses on a sin-
gle corpus setting involving unlabeled data available on the dataset
of interest, as well as two cross corpora settings which make use of
data from an external source. We demonstrate the success of semi-
supervised and transfer learning methods, particularly in cases when
a small amount of labeled data is available on the task of interest.
The gain in performance tends to decrease as more labeled data is
made available. We discuss the methodology in the next section,
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followed by the experimental setup in Section 3.
2. METHODOLOGY
We make use of the following techniques for training a sentiment
classification model: (i) learning feature representations on an exter-
nal corpus, (ii) pre-training and (iii) manifold regularization. Learn-
ing feature representations and pre-training on external corpus can be
viewed as transfer learning methods, while the manifold regulariza-
tion technique uses a mix of external and in-domain data to improve
classification models, without the requirement of labels. Therefore,
it can be viewed as both, a transfer learning and a semi-supervised
approach. We discuss these techniques in more detail below.
2.1. Learning feature representations
Given a dataset with a set of sentences, we extract a vector repre-
sentation for every sentence using a doc2vec [21] model. Doc2vec
models provide a compact projection of the sentences by projecting
the high dimensional feature space spanned by the n-grams in the
language vocabulary [21]. Learning feature representations on low
resource datasets is challenging due to limited vocabulary coverage
(for instance only a few n-grams can be observed on a small dataset).
Hence, it is possible to observe words during testing, which were not
observed during learning the feature representations (these words are
typically considered to be out of vocabulary words during testing).
Doc2vec model trained on a larger external corpus learns a repre-
sentation for a large number of sentence formations, and the rep-
resentations tend to cluster for sentences carrying similar semantic
meanings. The clustering of semantically similar sentences is a de-
sirable property for training a discriminative classifier. We train the
doc2vec model on Wikipedia articles consisting of approximately 4
million articles [22]. Note that we do not use any sentiment labels
for the doc2vec model training and therefore the feature extraction is
unsupervised. We acknowledge that training Doc2vec models on in-
domain data is desirable to avoid domain mismatch, however train-
ing these models typically requires a large amount of data, which is
not possible in low resource classifications tasks.
2.2. Pre-training classification models
After obtaining the feature representations using the doc2vec model,
we initialize the classification model for low resource dataset by per-
forming supervised training on a large external corpus. We chose
this external corpus to be closely associated with the task at hand,
but the corpus may be collected with a different objective. Note
that the sentiment labels used to pre-train the classification models
may carry different connotation for different datasets. A second pass
training is done on the in-domain data, and we aim to obtain a better
model initialization using the external corpus with the assumptions
that the definition of the sentiment labels is loosely associated for the
external and in-domain datasets.
2.3. Model training with manifold regularization
Post feature extraction, we propose the application of manifold regu-
larization to train a statistical model to use the labeled and unlabeled
data resources. Manifold regularization was proposed by Belkin et
al. [23] and adds a regularization penalty term to the supervised loss.
Given a set of labeled feature vectors xi(i = 1, .., l), with a cor-
responding label yi, a choice of Reproducible Kernel Hilbert Space
(RHKS) Hk and a loss function V , Belkin et al. [23] define the op-
timization problem in equation 1 to yield a classifier function f∗
belonging to the spaceHk. In the equation, V (xi, yi, f) can be any
loss function (e.g. mean squared error: |yi−f(xi)|22, cross-entropy:
yi log f(xi) + (1 − yi) log(1 − f(xi))). ||f ||2k is a regularization
cost controlling the intrinsic structure of the classifier (e.g. L1 or
L2 penalty) and ||f ||2I is an additional smoothness loss controlling
the complexity of the classifier along the distribution of the set of
labeled and unlabeled data points (please refer to Section 2 in [23]
for more details). γA and γI are the hyper-parameters controlling
the trade-off amongst various losses in the equation 1.
f∗ = arg min
f∈Hk
1
l
l∑
i=1
V (xi, yi, f) + γA||f ||2k + γI ||f ||2I (1)
For the purpose of our experiments, we learn a neural network
as the function f , V (xi, yi, f) is set to the cross-entropy loss and
we use L2 regularization on the neural network weights as the loss
||f ||2k. We set ||f ||2I to the following value in equation 2.
||f ||2I =
l∑
i=1
∑
xui ∈
Neighborhood of xi
||f(xi)− f(xui )||22
||xi − xui ||2
(2)
The loss minimizes the Euclidean distance between the outputs
for labeled instance xi:f(xi) and a set of unlabeled data-points in
the neighborhood of xi:f(xui ). The loss is inversely weighted by
the distance between xi and xui , so that the loss ||f(xi)− f(xui )||22
carries a higher importance when xui is closer to xi in the local Eu-
clidean vicinity. We hypothesize that this setup is particularly use-
ful in the case of feature representations obtained from the doc2vec
models. Since a doc2vec model tends to cluster utterances with sim-
ilar meaning together, penalizing the difference between model out-
puts for neighboring points is desired. During optimization, we draw
the unlabeled data from an external data in addition to in-domain un-
labeled resources, if available. We optimize the loss using the SGD
(Stochastic Gradient Descent) optimizer in Keras (a high-level neu-
ral networks API in Python [24]).
We note that initiating with a coherent feature representation for
the sentences is desired for the success of pre-training and manifold
regularization techniques. We derive a dense representation for var-
ious datasets using a single doc2vec model trained on a larger cor-
pus. This methodology is likely to yield consistent representations
across datasets, where utterances carrying similar semantic connota-
tions tend to have similar representations.
3. EXPERIMENTS
We perform evaluation of semi-supervised methods under two set-
tings: (i) single corpus setting and, (ii) cross corpora setting. In
the single corpus setting, semi-supervised methods are applied to in-
domain data while in the cross corpora setting, we use related data
available from other corpora to improve performance on a task at
hand. Next, we describe these experiments in detail.
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Fig. 1. Results on the Sentiment140 corpus. log is to the base 10
(we use 10x proportion of all datapoints, where x are values denoted
by the x-axis. For instance when x = −2, we use 1% of labeled data
for training). The line used to depict training on all data is only for
comparison and should not be linked to x-axis.
3.1. Single corpus setting
This experiment addresses the cases where a lot of data is available
for the task of interest, however only a partial set of data is anno-
tated. We use the Sentiment140 corpus [25] for this experiment.
The corpus consists of ∼1.6M tweets marked with a positive or a
negative sentiment. We randomly and equally split the data into a
training, development and testing partition. We extract the feature
representations for the tweets using the doc2vec model described
in Section 2.1. This is followed by semi-supervised training using
the available in-domain unlabeled dataset. We do not perform pre-
training in this experiment, as we assume the availability of partially
annotated samples only from a single corpus. We evaluate the perfor-
mance of the resulting models against two fully supervised training
baselines: (i) a model trained using only the available set of labeled
data and, (ii) a model trained with the assumption that labels are
available on the entire training set. The baselines are also trained on
the doc2vec representations and serve as lower and upper bounds on
the performance of the semi-supervised loss. The hyper-parameters
of the neural network f (number of nodes in the hidden layer), γA
and γI are tuned on the development set. Note that supervised base-
lines essentially set γI to 0. We perform multiple evaluations with an
increasing proportion of labeled data-points provided during model
training. We present our results in the next section.
3.1.1. Results
Figure 1 presents the results using the two baselines and training us-
ing manifold regularization. From the results, we observe that semi-
supervised training using manifold regularization outperforms the
purely supervised approach, particularly when a smaller fraction of
training data is assumed to be labeled. This is expected as the unla-
beled data helps regularize the model outputs along the manifold on
which the data lie in the feature space. We also performed another
experiment by training the doc2vec models on the entire training
and development set partition (∼1M tweets). However these models
consistently under-performed the doc2vec representations obtained
from the Wikipedia corpus (the best performance achieved by in-
domain doc2vec representation was 59.2% when labels on the entire
training data were made available). The Wikipedia corpus consists
of 4M articles, which yield better doc2vec representations versus
training on smaller set of 1M tweets with a few words in each tweet.
In the next section, we discuss a more challenging case of applying
training using resources from external corpora.
3.2. Semi-supervised learning: Cross corpora setting
In the previous experiment, we investigate methods to improve clas-
sification performance under a matched setting, where partially la-
beled training data and testing data are drawn from the same corpus.
A separate setting could involve the availability of limited training
data in a corpus of interest, however a larger set of a labeled training
data may be available on a related external corpus. We apply the
proposed methods on two corpora described below.
UCI sentiment labeled sentences data set: The UCI sentiment
labeled sentences data set [26] consists of 3000 sentences accumu-
lated from amazon.com, yelp.com and imbd.com. They are labeled
as either ‘positive’ or ‘negative’. We randomly split the data into
half, using one partition for training and the other one for testing.
Movie review dataset: The movie review dataset [27] consists
of 2000 samples consisting of movie reviews with multiple sen-
tences. Note that the average length of these reviews is longer than
the Sentiment140 corpus and the UCI sentiment labeled sentences
data set. The data is partitioned into a training and a testing set con-
sisting of 1000 samples each. Each movie review is again labeled as
‘positive’ or ‘negative’.
Given the two datasets, we initially extract feature representa-
tions from the doc2vec model trained on Wikipedia corpus. During
model pre-training, we use all of the Sentiment140 corpus to obtain
weights for the neural network. Finally, during model training, we
assume that the in-domain training set is partially labeled and is used
to compute the cross entropy loss (V (x, y, f)). For computing the
manifold regularization loss (||f ||2I ), unlabeled data is sourced from
in-domain unlabeled data and the Sentiment140 corpus. Since the
datasets of interest contain a few thousand samples, we hypothesize
that regularization using external data can help achieve better model
generalization. We use the baseline training methodologies speci-
fied in Section 3.1 and perform multiple evaluations for the proposed
methods in performed by increasing the quantity of available labels
on the training set. In order to independently estimate the effects
of pre-training and model training we conduct the following set of
experiments apart from the two baselines: (i) model pre-training +
supervised training on available data, (ii) model training based on
manifold regularization with no pre-training and, (iii) pre-training
followed by training using manifold regularization. Note that we do
not use a development set to tune the hyper-parameters of our model
as we assume a limited availability of labeled samples during train-
ing. We chose the model configuration as the one that performed
best on the Sentiment 140 corpus.
3.2.1. Results
Figure 2 presents the results on the two datasets. From the results,
we observe that the model pre-training works particularly well with
small amounts of training data. In the case of the UCI sentiment
data, the pre-trained model works as good as supervised model train-
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Fig. 2. Cross-corpora study: Results on the movie review corpus
(top) and the UCI sentiment corpus (bottom).
ing on all the 1500 data samples. However, in the case of the movie
review dataset, pre-training provides an advantage only with smaller
amounts of training data and results do not improve with availability
of more in-domain training data. We also observe that the semi-
supervised regularization outperforms baseline supervised training
in the case of movie review dataset. On the other hand, manifold
regularization does not provide gains in the case of UCI sentiment
dataset. In case of availability of small amounts of labeled data,
the purely supervised approach performs close to chance accuracy.
We do not expect manifold regularization to provide improvement
in this case as regularization using unlabeled data is performed us-
ing labeled data predictions, which are unreliable in this case. We
also observe a quick saturation of performance as we add more data,
another case when manifold regularization does not provide any fur-
ther gains.
To further understand the impact of pre-training and manifold
regularization in a cross corpora setting, we plot the t-Stochastic
Neighbor Embedding (t-SNE) [28] plots for the three datasets in
Figure 3. We plot 2000 randomly selected Sentiment-140 represen-
tation and all of movie review and UCI sentiment datasets on a t-
SNE model learnt on all of the data combined. From the figure, we
observe that the distribution of the movie review dataset is different
from the other two datasets, explaining that pre-training on Senti-
ment140 corpus does not achieve the same level of performance as
a supervised model trained on all of the training data. On the other
hand, the UCI sentiment dataset follows a similar distribution based
Fig. 3. t-SNE plots for UCI sentiment dataset, movie review dataset
and a randomly sampled set from the Sentiment140 corpus.
on the t-SNE projections and hence pre-training is expected to yield
matched models. In case of manifold regularization, we use a mix
of in-domain labeled data and Sentiment140 corpus. Although the
t-SNE plots suggest that the UCI sentiment and the Sentiment140
corpus datapoints follow similar distributions, no gains are observed
due to quick saturation of performance from a chance model. Since
pre-training followed by in-domain training does not lead to per-
formance improvement as seen for movie review dataset (Figure 2
(top)), we recommend its implementation based on a data distribu-
tion analysis as done using the t-SNE plot. This analysis is important
as post pre-training on a large dataset, in-domain training does not
improve performance beyond the one achieved by the pre-trained
model.
4. CONCLUSION
Sentiment expression is universal across languages and cultures.
Scaling it to new arenas may need to overcome the data sparsity
challenges. We explore semi-supervised and transfer learning ap-
proaches to improve performance on low resource sentiment clas-
sification tasks. Initially, we learn dense representations for sen-
tences using a doc2vec model, followed by experimentation with
pre-training and manifold regularization. We observe gains using
the proposed methods on a single corpus setting as well as two cross
corpora settings. In particular when a handful of training data is
available, the improvements are significant over a purely supervised
approach.
In the future, we aim to extend the same study to transfer settings
across tasks with different but related output labels (e.g. learning a
sentiment classification system using an external emotion corpora).
We also aim to test other forms of semi-supervised learning methods
involving domain adaptation and feature transformation [19]. Fur-
thermore, researchers have proposed alternate methods for sentence
representations with different motivations [29]. One can carry out
investigations regarding the impact of these representation on the
model performances. Finally, this study can be extended to a multi-
task setting where transfer of learning can be performed across tasks
apart from across datasets.
REFERENCES
[1] B. Pang and L. Lee, “Opinion mining and sentiment analysis,”
Foundations and Trends R© in Information Retrieval, vol. 2, no.
1–2, pp. 1–135, 2008.
[2] B. Pang, L. Lee, and S. Vaithyanathan, “Thumbs up?: sen-
timent classification using machine learning techniques,” in
Proceedings of the ACL-02 conference on Empirical methods
in natural language processing-Volume 10. Association for
Computational Linguistics, 2002, pp. 79–86.
[3] L. Jiang, M. Yu, M. Zhou, X. Liu, and T. Zhao, “Target-
dependent twitter sentiment classification,” in Proceedings of
the 49th Annual Meeting of the Association for Computational
Linguistics: Human Language Technologies-Volume 1. As-
sociation for Computational Linguistics, 2011, pp. 151–160.
[4] A. Kennedy and D. Inkpen, “Sentiment classification of movie
reviews using contextual valence shifters,” Computational in-
telligence, vol. 22, no. 2, pp. 110–125, 2006.
[5] H. Cui, V. Mittal, and M. Datar, “Comparative experiments on
sentiment classification for online product reviews,” in AAAI,
vol. 6, 2006, pp. 1265–1270.
[6] S. J. Pan and Q. Yang, “A survey on transfer learning,” IEEE
Transactions on knowledge and data engineering, vol. 22,
no. 10, pp. 1345–1359, 2010.
[7] X. Zhu, “Semi-supervised learning literature survey,” Com-
puter Science, University of Wisconsin-Madison, vol. 2, no. 3,
p. 4, 2006.
[8] M. E. Taylor and P. Stone, “Transfer learning for reinforce-
ment learning domains: A survey,” Journal of Machine Learn-
ing Research, vol. 10, no. Jul, pp. 1633–1685, 2009.
[9] P. Liang, “Semi-supervised learning for natural language,”
Ph.D. dissertation, Massachusetts Institute of Technology,
2005.
[10] D. Yu, B. Varadarajan, L. Deng, and A. Acero, “Active learn-
ing and semi-supervised learning for speech recognition: A
unified framework using the global entropy reduction maxi-
mization criterion,” Computer Speech & Language, vol. 24,
no. 3, pp. 433–444, 2010.
[11] J. Miller, A. Nayebi, and A. Mohamed, “Semi-supervised
learning for sentiment analysis.”
[12] A. B. Goldberg and X. Zhu, “Seeing stars when there aren’t
many stars: graph-based semi-supervised learning for senti-
ment categorization,” in Proceedings of the First Workshop on
Graph Based Methods for Natural Language Processing. As-
sociation for Computational Linguistics, 2006, pp. 45–52.
[13] P. H. Calais Guerra, A. Veloso, W. Meira Jr, and V. Almeida,
“From bias to opinion: a transfer-learning approach to real-
time sentiment analysis,” in Proceedings of the 17th ACM
SIGKDD international conference on Knowledge discovery
and data mining. ACM, 2011, pp. 150–158.
[14] V. Sindhwani and P. Melville, “Document-word co-
regularization for semi-supervised sentiment analysis,”
in Data Mining, 2008. ICDM’08. Eighth IEEE International
Conference on. IEEE, 2008, pp. 1025–1030.
[15] S. Zhou, Q. Chen, and X. Wang, “Active deep networks for
semi-supervised sentiment classification,” in Proceedings of
the 23rd International Conference on Computational Linguis-
tics: Posters. Association for Computational Linguistics,
2010, pp. 1515–1523.
[16] C. Lin, Y. He, R. Everson, and S. Ruger, “Weakly supervised
joint sentiment-topic detection from text,” IEEE Transactions
on Knowledge and Data engineering, vol. 24, no. 6, pp. 1134–
1145, 2012.
[17] J. Blitzer, M. Dredze, F. Pereira et al., “Biographies, bolly-
wood, boom-boxes and blenders: Domain adaptation for sen-
timent classification,” in ACL, vol. 7, 2007, pp. 440–447.
[18] S. J. Pan, X. Ni, J.-T. Sun, Q. Yang, and Z. Chen, “Cross-
domain sentiment classification via spectral feature align-
ment,” in Proceedings of the 19th international conference on
World wide web. ACM, 2010, pp. 751–760.
[19] X. Glorot, A. Bordes, and Y. Bengio, “Domain adaptation
for large-scale sentiment classification: A deep learning ap-
proach,” in Proceedings of the 28th international conference
on machine learning (ICML-11), 2011, pp. 513–520.
[20] S. Tan, X. Cheng, Y. Wang, and H. Xu, “Adapting naive bayes
to domain adaptation for sentiment analysis,” Advances in In-
formation Retrieval, pp. 337–349, 2009.
[21] Q. Le and T. Mikolov, “Distributed representations of sen-
tences and documents,” in Proceedings of the 31st Interna-
tional Conference on Machine Learning (ICML-14), 2014, pp.
1188–1196.
[22] A. M. Dai, C. Olah, and Q. V. Le, “Document embedding with
paragraph vectors,” arXiv preprint arXiv:1507.07998, 2015.
[23] M. Belkin, P. Niyogi, and V. Sindhwani, “Manifold regular-
ization: A geometric framework for learning from labeled and
unlabeled examples,” Journal of machine learning research,
vol. 7, no. Nov, pp. 2399–2434, 2006.
[24] F. Chollet et al., “Keras,” 2015.
[25] A. Go, R. Bhayani, and L. Huang, “Twitter sentiment clas-
sification using distant supervision,” CS224N Project Report,
Stanford, vol. 1, no. 2009, p. 12, 2009.
[26] D. Kotzias, M. Denil, N. De Freitas, and P. Smyth, “From
group to individual labels using deep features,” in Proceed-
ings of the 21th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining. ACM, 2015, pp.
597–606.
[27] B. Pang and L. Lee, “A sentimental education: Sentiment
analysis using subjectivity summarization based on minimum
cuts,” in Proceedings of the 42nd annual meeting on Associa-
tion for Computational Linguistics. Association for Compu-
tational Linguistics, 2004, p. 271.
[28] L. v. d. Maaten and G. Hinton, “Visualizing data using t-sne,”
Journal of Machine Learning Research, vol. 9, no. Nov, pp.
2579–2605, 2008.
[29] A. Karpathy, A. Joulin, and F. F. F. Li, “Deep fragment em-
beddings for bidirectional image sentence mapping,” in Ad-
vances in neural information processing systems, 2014, pp.
1889–1897.
