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Introduction

10
We are concerned here with the problem of classifying shapes, where, 11 in informal terms, a shape is the family of all plane figures that can be larities between sampled distributions of simple shape functions (e.g., the distance between two random points on a surface) provide a robust method 64 for discriminating between classes of objects (e.g., cars versus airplanes) in that the family C is the result of transforming the set of all possible plane images by a uniform change of scale (where "uniform" means that the same 108 transformation scale is applied in both coordinates) in such a way that all 109 of them have a common diameter. We will define our space of shapes as the 110 quotient space obtained from a natural equivalence relation in C. However, 111 the family C is too large to work with (in particular, to define a meaningful, 112 tractable distance between shapes). So we will need to restrict ourselves to 113 a smaller subset C 1 ⊂ C which, still, will include most "black-and-white" 114 images arising in practical applications.
115
To be more specific, given two positive constants a and m 1 , we define C 1 116 as the class of sets C ∈ C fulfilling the following conditions: 117 (i) µ(C) ≥ a, where µ denotes the Lebesgue measure in R 2 .
118
(ii) All the sets in C 1 are regular, that is, every C ∈ C 1 fulfills C = int(C).
119
(iii) µ(B(∂C, )) < m 1 , ∀ ∈ (0, 1].
120
Here ∂A denotes the topological boundary of the set A, B(A, ) stands of B({x}, )).
124
We assume that the space C 1 is endowed with the metric,
where d H stands for the ordinary Hausdorff metric between compact sets.
125
Let us now define on C 1 the isometry equivalence relation: we will say to the quotient space defines only a semi-metric, but we will see below that 136 in this case it provides a true metric; in fact, we will also see in Proposition
137
1 that (1) can be expressed in a much simpler way in our case.
138
The elements of the quotient metric space S will be called shapes. So 
Some motivation
142
Regarding the intuitive meaning of the assumptions imposed on C 1 , let 143 us note that they do not entail any serious restriction for the practical 144 classification problems of pattern recognition. To explain the meaning of these assumptions let us identify our shapes with figures drawn with a sign 146 painting marker:
147 Assumption (i) just states that, after re-scaling, our shapes must have 148 a minimum "thickness", expressed in a minimum "drawing area" a.
149
Condition (ii) is usual in geometric probability models. Under this as-150 sumption, the set C cannot consist of a closed "central core" C 1 plus some
151
"superfluous" parts P (such as rays or isolated points) with µ(P ) = 0.
152
Condition (iii) rules out involved drawings, with a very large boundary.
153
To see this, let us briefly recall the notion of (boundary) Minkowski content,
154
which is perhaps the simplest way (among several others, see e.g. Mattila
155
(1995)) to define the "boundary measure" of a set C ⊂ R d . Of course, for 156 the two-dimensional case, "boundary measure" is synonymous with "length 157 perimeter". In precise terms,
content of C is defined by the limit
A closely related notion is the one-sided (outer) Minkowski content, defined for (1) and shows thatd HH is in fact a metric instead of just a semi-metric:
.
172
Proposition 1. The semi-metric (1) can be expressed as
Moreover, this expression defines in fact a true metric.
174
Proof. This result follows from Th. elements C n ∈ [C] with n ≥ 1; denote by C 0 the limit, i.e., d HH (C n , C 0 ) → 0.
184
By definition of [C], any C n can be obtained as C n = t n (C), where t n is an 185 isometry. Since t n (x) − t n (y) = x − y , it turns out that the sequence 186 {t n } is equicontinuous; moreover, for each x ∈ R 2 the sequence {t n (x)} is 187 bounded; this is clearly true when x ∈ C, since the sequence C n = t n (C) is 188 d H -convergent. Then, for a general x ∈ R 2 , {t n (x)} is also bounded (since, of {t n }, denoted again {t n }, such that t n → t, uniformly on compacts, for 192 some transformation t, which must be necessarily an isometry. We thus the distance between two points randomly chosen on C.
209
To be more precise, for each C ∈ C 1 , define the random variable
where X 1 , X 2 are iid random variables uniformly distributed on C. It is identify C will be discussed in Section 4.
219
The Lipschitz property of the transformation C → f C will be established with respect to the standard L 1 metric between densities and also for the so-called Wasserstein (or Kantorovich) metric defined, for two cumulative distribution functions on the real line F and G, by distance between the density functions.
227
The following result can be seen as a statement of "compatibility" be- 
where m is the same constant of statement (a).
defined in the quotient space, which is also Lipschitz, with constants 248 m and m/2 respectively, for both considered metrics.
249
Proof. (a) From the relation between the L 1 metric and the total variation 250 distance,
where P C and P D are the probability measures associated with f C and f D . Now, observe that for all
where X 1 , X 2 are iid uniformly distributed on C. A similar expression holds 256 for P D (A), except that C is replaced with D and X 1 , X 2 are replaced with
Therefore,
For the first term in the right-hand side of
where a is the minimal area of the elements of C defined in condition (i).
262
The same holds for the third term. Similarly, we have that the second and
where C∆D stands for the symmetric difference
265
Let us now prove that
where m 1 is the constant introduced in the definition on C 1 . To see this,
which entails x ∈ B(∂D, r) ⊂ B(∂C, 2r). Similarly, if x ∈ D \ C we have 269
x ∈ B(C, r) \ C so that x ∈ B(∂C, r).
270
Thus, using assumption (iii) we have obtained that
This, together with (6), (7) and (8) 
287
The covariogram of a bounded Borel set 
309
The interpoint distance has been also used (with applications to crystal-310 lography and DNA mapping) in finite sets of points; see Caelli (1980) and Thus, in summary, the interpoint distance distribution has not full ca-pacity to discriminate shapes. Hence, we should further restrict our shape 314 space to those sets [C] such that C lives in an appropriate subset C 2 ⊂ C 1 315 fulfilling the identifiability condition
where Y C and Y D denote the interpoint distances (5) 
324
In the following subsection we will show that the analogous problem (9)
325
for the interpoint distance distribution can be solved under quite general 326 conditions, which do not require convexity. 
Interpoint distances and polynomial area 328
The main geometric assumption we will use to guarantee identifiability 329 is defined as follows.
330
Definition 1. A set C ⊂ R 2 is said to have inner polynomial area if there
where I r (C) denotes the inner parallel set I r (C) = {x ∈ C : B(x, r) ⊂ C}. 
Now, our goal is to motivate this definition in a twofold way. First,
341
we will relate it to some relevant mathematical concepts. Second, we will 342 exhibit a broad class of sets satisfying (10). For this purpose, it will be 343 useful to recall some notions, due to Federer (1959), from geometric mea-344 sure theory: the reach of a closed set is defined as the supremum, reach(C),
345
of those values such that any point x whose distance to C is smaller than The set C in the left has positive reach r (any x whose distance to C is smaller than r has only one closest point on C). The set C in the right has not positive reach.
355
If S ⊂ R d is a compact set with r 0 = reach(S) > 0, then there exist
where ω j is the j-dimensional measure of a unit ball in R j .
358
Remark 3. The above result has some connections with other important 
364
This is an integer-valued topological invariant with deep geometric implica-365 tions, far beyond the scope of this paper; see, e.g., Hatcher (2002) for details.
366
In the following remark we show an example which, in addition to recall the 367 intuitive meaning of Φ 0 (S), will also serve for further generalizations.
368
On the other hand, note that reach(S) = r 0 > 0 is just a sufficient which do not satisfy reach(S) > 0 (such as that of the right panel in Figure   371 1), might fulfill a polynomial volume property of type (11). annulus (as that considered in Remark 4).
385
Proof. Note that µ(B(E, r)) = µ(E)+µ(B(B 1 , r))−µ(B 1 )+µ(C)−µ(I r (C)). Now, E has positive reach R and, by (11), µ(B(E, r)) = rL + 0 (E) + µ(E). Note also that Φ 0 (E) = 0 since B 1 \ int(C) is homeomorphic to an annulus D (for which Φ 0 (D) = 0, according to Remark 4). Therefore,
386
As a conclusion, we have that the class of sets fulfilling (10) includes We are now ready to establish the main result of this section which 
for ρ > 0 be small enough so that ρ < R in (10) and I ρ (C) = ∅, where 398 I ρ (C) denotes the inner parallel set I ρ (C) = {x ∈ C : B(x, ρ) ⊂ C}. 
402
Proof. (a) Let X 1 , X 2 bee iid random variables uniformly distributed on C.
403
Denote by P C the probability distribution uniform on C. Hence, these distribution functions must be different for ρ small enough. 5. An application to fish family identification from otolith images 
420
The AFORO database contains at present more than 4500 high res- mainly Labridae otoliths (98.40% of Labridae otoliths belong to cluster 2).
471
The results of the clustering procedure based on the Wasserstein distance 472 between distribution functions are quite similar, see Table 1 (right). An application to fish family identification from otolith images
Filled-in contour images. The AFORO database contains both high resolution and filled-in contour images of otoliths, see Figure 1 . The results in the study are obtained from the filled-in contour images. Hierarchical clustering. We consider the complete dataset consisting of otoliths from three families of fishes (Soleidae, Labridae and Scombridae) and apply an agglomerative hierarchical clustering procedure using both the L 1 distance and the Wasserstein distance as dissimilarity criterion. In Figure 2 we show the dendrogram obtained using the L 1 distance. If we cut the corresponding tree into three groups, we obtain that 94.29% of Soleidae otoliths belong to the first cluster, 96.80% of Labridae otoliths belong to the second cluster and 95.56% of Scombridae otoliths belong to the third cluster. See Table 1 for the complete table of results. k-means clustering. In this section, we investigate the performance of the k-means clustering algorithm. We apply the k-means algorithm to each pair of families of otoliths (k=2). We present the results based on the L 1 distance between densities and the Wasserstein distance between distributions, see Table 2 . We observe that k-means performs reasonably well, except perhaps on the dataset consisting on Labridae and Scombridae otoliths (dataset C), see Table 2 . The k-means algorithm highly depends on the initial centroids and this may be the reason for the not so good results in this dataset. Gobiidae and Serranidae otoliths. At the beginning of the study, we had also considered two other large families: Gobiidae and Serranidae (see Figure  3 for examples of otoliths in these two families). As might be expected, the clustering methods did not perform well, for example, for the dataset containing Gobiidae and Soleidae otoliths. Note that the shape of some of the Gobiidae otoliths resembles that of the Soleidae otoliths. The same occurs for the dataset containing Serranidae and Labridae otoliths. 
Interpoint distances and covariogram
In this section we will establish some simple relationships between the interpoint distance and the covariogram, a well-known tool in stochastic geometry. As a consequence, some properties of the interpoint distance distribution will result.
The covariogram of a bounded Borel set A ⊂ R d is defined by
where y ∈ R d , T y A = A − y = {a − y : a ∈ A} and µ denotes the Lebesgue measure in R d . This function has proven to be useful in different problems of stochastic geometry and stereology. Some references are Baddeley (1995, 2003) and Galerne (2011) . First note that K A (y) = 
where −A denotes the symmetric set −A = {−x : x ∈ A}. Note that (1) is, up to a multiplicative constant, the density function of X 1 − X 2 , where X 1 , X 2 are iid random variables uniform on A. As a conclusion, K A fully determines the distribution of the interpoint distance Y A .
Let us now briefly summarize some other relevant properties of this function; see, e.g. Lemmas 1.2, 1.3 and 1.4 in Cabo and Baddeley (1995) and Proposition 2 in Galerne (2011). 
where Y A = X 1 −X 2 , X 1 and X 2 being independent random variables uniformly distributed on A.
The following property of the interpoint distance distribution follows directly from Lemma 1. Proposition 1. Let X 1 , X 2 be independent random variables uniformly distributed on C. Denote Y C = X 1 − X 2 . Then, Y C has a continuous density f C with f C (0) = 0 and f C (ρ C ) = 0, where ρ C = diam(C). In particular, for ρ = 0 we get f C (0) = 0. Also, from result (i) in Lemma 1, f C (ρ C ) = 0.
