Inspired by code vertex operator algebras (VOAs) and their representation theory, we define code algebras, a new class of commutative non-associative algebras constructed from binary linear codes. Let C be a binary linear code of length n. A basis for the code algebra A C consists of n idempotents and a vector for each non-constant codeword of C. We show that code algebras are almost always simple and, under mild conditions on their structure constants, admit an associating bilinear form. We determine the Pierce decomposition and the fusion rules for the idempotents in the basis, and we give a construction to find additional idempotents, called the s-map, which comes from the code structure. For a general code algebra, we classify the eigenvalues and eigenvectors of the smallest examples of the s-map construction, and hence show that certain code algebras are axial algebras. We give some examples, including that for a Hamming code H 8 where the code algebra A H8 is an axial algebra and embeds in the code VOA V H8 .
Introduction
Vertex operator algebras (VOAs) were first considered by physicists in connection with chiral algebras and 2D conformal field theory, and subsequently by mathematicians who noticed intriguing links between finite simple groups and modular functions, two apparently unrelated mathematical objects. Essentially, a VOA is an infinite dimensional graded algebra with infinitely many different products which are linked in an intricate way. The prototypical example is the moonshine VOA, denoted by V ♮ , which has the Griess algebra as the weight two graded part and the Monster sporadic simple group M as the automorphism group. Despite their relevance, VOAs are still mysterious objects: they have a deep theory and are quite difficult for explicit calculations.
Introduced by Hall, Rehren and Shpectorov in [5] , and extending earlier work by Ivanov on Majorana algebras [8] , axial algebras provide an axiomatic approach to better understand some important properties of VOAs. An axial algebra is a commutative non-associative algebra generated by semisimple primitive idempotents (i.e. the adjoint action decomposes the algebra as a direct sum of eigenspaces and the 1-eigenspace is one-dimensional). Furthermore, the eigenvectors for any of the given idempotents multiply together in a specific way as given by a single table of fusion rules. Majorana algebras are a special case of axial algebras, directly linked with the Griess algebra and V ♮ , in which all idempotents in the generating set have eigenvalues 1, 0, Inspired by the axiomatic approaches to VOAs described above, we introduce code algebras, a new class of commutative non-associative algebras constructed from binary linear codes. Our construction is an axiomatisation of the construction of code VOAs. These were first studied by Miyamoto in [12, 13] , and by Dong, Griess and Höhn in [4] , and they form an important class of VOAs whose representation theory is governed by two binary linear codes. In [10] , Lam and Yamauchi show that every framed VOA V (such as V = V ♮ ) has a uniquely defined code sub VOA and V is a simple current extension of its code sub VOA. Moreover, Miyamoto provides a new construction of V ♮ in this way in [14] . Every code VOA has a code algebra embedded in it, however code algebras are a wider class of algebras than those embeddable in code VOAs. Definition 1. Let C be a binary linear code of length n, k a field of characteristic 0, and a, b, c ∈ k. The code algebra A C (a, b, c) is the free commutative algebra over k on the basis {t i : i = 1, . . . , n} ∪ {e α : α ∈ C * }, where C * := C − {0, 1}, modulo the relations A more general version of the definition, which allows different structure constants, is given in Definition 4.1. We say the algebra is non-degenerate if the structure constants are all non-zero. We note that A embeds into the corresponding code VOA if a = 1 4 and c = 4b 2 . Code algebras are generically non-associative and they are almost always simple. Indeed, the following is our first important result.
Theorem 1.
A non-degenerate code algebra A C is simple unless C = {0, 1, α, 1 + α}. In the latter case, the algebra has exactly two non-trivial proper ideals.
A code algebra has some obvious idempotents, namely the t i s. We show that they are primitive and semi-simple and we completely determine their fusion rules which are given in Table 1 of Proposition 4.13. We note that, when the structure constants are (a, b, c), as defined above, there are exactly three eigenvalues, 1, 0 and a, and moreover the fusion rules are the same as for axial algebras of Jordan type [6] . Furthermore, we show that t i satisfies the so-called Seress condition (i.e. A 0 A λ ⊆ A λ , for all eigenvalues λ = 1) if and only if t i has exactly one eigenvalue not equal to 0 or 1. (This is a small remainder of associativity in a non-associative setting, see [5, Proposition 3.9] .)
Even for an arbitrary code algebra, the fusion rules of t i induce a Z 2 -grading on the algebra, so we may define an involutory algebra automorphism τ i , called a Miyamoto involution. The automorphism group Aut(C) of the code also has a natural induced action on A C . Theorem 2. Let A C be a non-degenerate code algebra and suppose Aut(C) acts strongly transitively on C (see Definition 4.6). Define G ≤ Aut(A) to be the group generated by Aut(C) and the Miyamoto involutions. Then,
We may also define Frobenius forms on code algebras. If so, the form is unique up to scaling and is given by (t i , t j ) = δ i,j , (t i , e α ) = 0 and (e α , e β ) = c a δ α,β . In comparison, Hall, Segev and Shpectorov show that axial algebras of Jordan type admit a unique Frobenius form [7] , but this is not known for general axial algebras.
In order for a code algebra to be an axial algebra, we must have enough idempotents to generate it. Inspired by the example of the Hamming code VOA V H 8 , we make the following definition of the s-map. Given a constant weight subcode D of C (i.e. there is only one weight of codeword in D * := D − {0, 1}) and v ∈ F n 2 , there exists an idempotent in A C of the form
where λ, µ ∈ k satisfy a linear and quadratic equation respectively which are given in Proposition 5.2. All binary linear codes C possess a constant weight subcode D. In fact, D = {0, α} for α ∈ C is the smallest such example. So, we call s(D, v) a small idempotent. For idempotents in general it is difficult to find even the eigenvalues and eigenvectors, but for small idempotents we can do this. Table 3 .
In some cases, the small idempotents generate the whole algebra and so we obtain the following. The case of an arbitrary code (not constant weight) will be dealt with in an upcoming paper [3] .
The structure of the paper is as follows. In Section 2, we give some basic results on linear codes and axial algebras. Motivation is provided in Section 3 where we outline the construction of code VOAs. Code algebras are defined in Section 4 and we investigate their algebra structure, including their simplicity, automorphism group and Frobenius form, proving Theorems 1, 2 and 3. In Section 5, we give the s-map construction and investigate small idempotents, proving Theorem 4 and Corollary 1. Finally, in Section 6 we present some examples. The most important of these is the code algebra A H 8 for the extended Hamming code H 8 : this is an axial algebra that coincides with the degree 2 piece of the code VOA of H 8 [12, 13] .
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Background
We begin by reviewing some facts about codes and fixing notation, before giving the definition and some brief details about axial algebras.
Binary linear codes
Let F 2 be the field with two elements. Recall that a binary linear code C of length n is a subspace of F n 2 . We write [n] := {1, . . . , n}. For any α = (α 1 , . . . , α n ) ∈ F n 2 , denote its support by supp(α) := {i ∈ [n] : α i = 1}, and its Hamming weight by |α| := |supp(α)|. The support of the code C itself is defined to be supp(C) := α∈C supp(α) and the weights of the codewords in C is denoted wt(C) := {|α| : α ∈ C}. Two codes C and D are similar if there exists g ∈ S n such that C g = D, where S n acts naturally on C by permuting the coordinates of the codewords. We define the automorphism group of C as Aut(C) := {g ∈ S n : C g = C}.
We write C * for the non-constant codewords in C; that is, all codewords which are not 0 := (0, . . . , 0) or 1 := (1, . . . , 1). If 1 ∈ C, then every α ∈ C has a complement, denoted by α c := 1 + α. Conversely, if some α ∈ C has a complement, then 1 ∈ C and every codeword in C has a complement.
Consider the usual inner product (·, ·) :
For any v ∈ F n 2 and k ∈ {0, 1}, we define
When the v is clear, we write C i instead of C i (v). We define C * i := C i −{0, 1}. Note that, by definition we have α ∈ C (α,v) .
1. C is the disjoint union of C 0 and C 1 and the map α → (α, v) defines a Z 2 -grading on C.
2. C 0 is a non-empty binary linear code.
4. If v has odd weight, then the complements of codewords in C 0 lie in C 1 and vice versa.
5.
If v has even weight, then C k is closed under taking complements.
Proof. Parts 1, 2, 4 and 5 are straightforward. For part 3, note that C is an additive group and the grading map C → Z 2 is a homomorphism. Hence, either C 1 is empty, or, by Lagrange's Theorem,
Axial algebras
In this section, we will review the basic definitions related to axial algebras. For further details, see [5, 6] . Let k be a field not of characteristic two, F ⊆ k a subset, and ⋆ : F × F → 2 F a symmetric binary operation. We call the pair (F, ⋆) fusion rules over k. The fusion rules are G-graded, where G is a finite abelian group, if there exist a partition
Let A be a non-associative (i.e. not-necessarily-associative) commutative algebra over k. For an element a ∈ A, the adjoint endomorphism ad(a) is defined by ad(a)(v) := av, ∀v ∈ A. Let Spec(a) be the set of eigenvalues of ad(a), and for λ ∈ Spec(a), let A λ (a) be the λ-eigenspace of ad(a). Where the context is clear, we will write A λ for A λ (a). Definition 2.2. Let (F, ⋆) be fusion rules over k. An element a ∈ A is an F-axis if the following hold: We usually scale the form so that (a, a) = 1. In the context of VOAs, the value 1 2 (a, a), where a is an F-axis, is called the central charge of A. In particular, a Majorana algebra is an axial algebra with a Frobenius form, where F = {0, 1, Table 1 ]. These kinds of algebra generalise subalgebras of the Griess algebra.
Motivation and links to VOAs
In this section, we outline the construction of code VOAs which provides part of the motivation for the definition of code algebras. For more details we refer the reader to [12] . We do not attempt to define Virasoro algebras or VOAs. Throughout, let C ⊆ F n 2 be an even binary linear code of length n.
The Virasoro algebra Vir with central charge 1 2 has three irreducible lowest weight modules L(
2 ) and L( 
The fusion rules of the lowest weight modules are known:
So, M has a natural Z 2 -grading. Since the two lowest weight modules are also Z + -graded, M is We denote by w the Virasoro element of M ; this lies in M 0 . We fix a lowest weight vector q with respect to w for the eigenvalue 1 2 . So, by definition, we have:
where L n are the generators in the Virasoro algebra. By direct computation [13, (4.9) ], we obtain:
We now consider a tensor product of n copies of the SVOA M
where
This produces a SVOA with vertex operatorŶ given bŷ
2 ). We have the following:
SinceM is an SVOA, it has supercommutativity; however, we want a VOA with commutativity of the operator. To correct this, we take a central extension of C by ±1. Let ν i := (0, . . . , 0, 1, 0, . . . , 0) with a 1 in the i th position. We define formal elements e ν i which satisfy e ν i e ν i = 1 and e ν i e ν j = −e ν j e ν i for i = j. For words
Then, we have the following Combining this with the previously defined SVOA, we obtain the VOA
where M α := (M α ⊗ e α ), which has vertex operator 
where w i is the Virasoro element for M i and vacuum element
For our purposes, we want to consider certain elements of this VOA M C . For 1 ≤ i ≤ n and α ∈ C, define
where we understand q 1 = q and q 0 = 1. Note that, since q has grading 1 2 , q α has grading |α| 2 . In order to multiply certain elements in M C , we first look at multiplication in M .
Lemma 3.4. In (M, y, 1, w), we have
Using the above lemma, we can now calculate some products in M C .
5. q α n q α c = 0 for any n ≥ 0 Proof. The first part is obvious as w is a conformal vector, while the proofs for the fourth and fifth parts are similar to the third.
For the second part, consider Y (w i , z)q α . If i / ∈ supp(α), then in the i th position we have w 1 1 = 0 and hence the result follows. Suppose i ∈ supp(α). Then in all positions j = i we have
Suppose wlog that i = 1 and supp(α) = {1, . . . , k}, then we have:
The 1-product is given by reading of the coefficient of the −1 − 1 = −2 power of z above, which is
positions we have Y (1, z)q = q and for the intersection supp(α) ∩ supp(β) we have Y (q, z)q = 1z −1 + 2wz + k≥2 q −k−1 qz k . Let I := |α|, J := |β| and K := |supp(α + β)|. Wlog, we assume that α has a 1 in the first I positions and β has a 1 in
So, we see that the K − 1 = |α ∩ β| − 1 product is q α+β as required.
Now that we have given some particular products in M C , we may give the following motivating theorem. In Section 4, we will see that this gives an example of a code algebra. Theorem 3.6. Let C be an even binary linear code of length n and M = M C be the corresponding code VOA. Suppose A is a submodule spanned by
where i ∈ 1, . . . , n and α ∈ C * . We define a commutative multiplication given by
Then A is a finite-dimensional algebra which lies in
Proof. This follows from Proposition 3.5.
Note that the algebra A is contained in the weight 2 part of the M C if and only if C * contains only weight 4 codewords.
Code algebras
Inspired by code VOAs and Theorem 3.6 above, we will now introduce our main definition which is the subject of this paper.
2 be a binary linear code of length n, k a field of characteristic 0 and Λ be a collection of structure constants
The code algebra A C (Λ) is the free commutative algebra over k on the basis
modulo the relations
Note that A C (Λ) has dimension n + |C * |. The basis elements t i and e α are called toral and codeword elements, respectively. Remark 4.2. Since the algebra is commutative by definition, we must have b α,β = b β,α for all α, β ∈ C * . However, A C (Λ) is non-associative in general. In fact, if A C (Λ) is associative, then all the a and c structure constants must be zero.
As the following lemma shows, the algebra A C (Λ) is not even power associative. Lemma 4.3. Let A := A C (Λ) be a code algebra. Suppose there is α ∈ C such that a i,α = a j,α = 0 and c i,α = c j,α = 0 for all i, j ∈ supp(α). Then, A is not power associative.
Proof. Let x = i∈supp(α) t i + e α and write a := a i,α = a j,α and c := c i,α = c j,α . Observe that
. Considering the coefficient of t i , we get |α|a = 1 2 (1 + c) and substituting this into the equation for the coefficient of e α , we see that c = 0, a contradiction.
We want to impose a non-degeneracy condition on code algebras. Some algebras with specific choices of structure constants will be more interesting than others. In particular, we will be interested in algebras with a large automorphism group and this will impose restrictions on the structure constants. One obvious place the automorphisms may come from is from the code itself. Definition 4.6. Let C be a code and G ≤ Aut(C). We say that G acts strongly transitively on the code C if 1. G is transitive on codewords of C of a given weight, 2. for any codeword α ∈ C, the stabiliser G α is transitive on supp(α), 3 . for any codeword α ∈ C, w β , w γ ∈ wt(C), the stabiliser G α is transitive on the set {β ∈ C : |β| = w β , |α + β| = w γ }.
It is clear that, since G must preserve weights, this action is the most transitive we could hope for.
Lemma 4.7. Suppose that G ≤ Aut(C) acts strongly transitively on C. We consider the natural action of G on A C defined via
Then, G acts faithfully on A C and for all α ∈ C,
2. a α = a β for all codewords α and β of the same weight.
3. c α = c β for all codewords α and β of the same weight.
Proof. Since G ≤ Aut(C), it acts faithfully on C and so, as (e α ) g = e αg , it acts faithfully on A as well. For the first part, let g ∈ G α .
Since the induced action is faithful, a iα = a jα as G α acts transitively on supp(α). Similarly for c i,α . For the second part, suppose that α and β are two codewords of the same weight. So there exists g ∈ G such that αg = β. Then similarly, a α e β = a α e αg = (t i e α ) g = t ig e β = a β e β , and hence a α = a β for all α, β ∈ C of the same weight. Similarly for the third part.
Finally, G α is transitive on the set of codewords β of a given weight such that α + β is a fixed weight. So, similarly to above, by considering e α e β , we get the final part.
We note that the VOA example satisfies these conditions. Remark 4.8. If the strongly transitive conditions were relaxed, then by imposing that the action is still faithful, we would still get conditions on the structure constants. Which structure constants were required to be equal would depend on the orbit structure of the action of G and G α on both the codewords and the underlying vector space F n 2 .
Subalgebras and simplicity
A subalgebra of A C (Λ) which has a basis of idempotents that pairwise multiply to 0 is called a torus; clearly, this is always associative. The subalgebra
is an example of such a torus which is maximal. We call it the standard torus. In the context of Majorana algebras, maximal tori have been studied and classified for low-dimensional cases [2] . It is easy to see that there are some other subalgebras of A C which are induced from subcodes of C. 
Proof. We just need to check that the multiplication of the generators of the subalgebra is closed. Any toral element multiplied by a codeword element either gives the same codeword element or zero. Since D is a subcode, multiplication of two distinct codeword elements is closed. Finally, since we include all the toral support for each codeword, multiplication of a codeword element by itself is also closed.
Recall that an algebra A is simple if it has no non-trivial proper ideals. Proof. Let I be a non-trivial ideal of A. Let x ∈ I such that x = 0. We write x = i∈[n] λ i t i + α∈C * λ α e α . There are two cases. Suppose λ α = 0 for some α ∈ C * . Since α is defined by its support,
where supp(α) = {j 1 , . . . , j k }. Hence e α ∈ I. Observe that, for any β ∈ C − {0, 1, α, α c }, we have e β ∈ I because e α+β e α = b α+β,β e β ∈ I. Furthermore, as α c = β + (β + α c ), where β, β + α c ∈ C − {0, 1, α, α c }, we also have
e β+α c e β ∈ I. So, e β ∈ I for all β ∈ C * . Observe that (e β ) 2 = i∈supp(β) c i,β t i for any β ∈ C * . Hence, for all j ∈ [n] we may find β ∈ C * such that j ∈ supp(β), so t j = 1 c i,β t j (e β ) 2 ∈ I. Therefore, I = A. Now suppose λ α = 0 for all α ∈ C * , then λ i = 0 for some i ∈ [n]. It is easy to see that t i = 1 λ i t i x ∈ I. Now, e β = 1 a i,α t i e β ∈ I for any β ∈ C * with i ∈ supp(β). Therefore, x ′ = e β is as in the case above and we conclude that I = A.
We now see that the condition on the above proposition was indeed necessary. 
Idempotents
Code algebras are constructed in such a way that there are some obvious idempotents. Throughout this section we assume that A = A C (λ) is nondegenerate.
Recall from Section 2 the adjoint transformation and the notation
Where it is clear from the context, we will write A µ for A µ (v).
Lemma 4.12. For any i ∈ [n], ad(t i ) is semisimple with eigenvalues 1, 0 and the set {a α : α ∈ C * } and
Proof. The subspaces are clear from the definition of code algebras. By Lemma 2.1, we see that the number of α ∈ C * such that α i = 0 is
We note that the 1-eigenspace is spanned by t i . That is, t i is a primitive idempotent. We can now give the fusion rules for t i . In the table, rows and columns correspond to eigenspaces and the entries are the sum of the eigenspaces in which the product of two elements in the corresponding eigenspaces lies. We label the eigenspaces by their eigenvalues and adopt the convention that an empty entry represents a zero product. a n a n a 1 , . . . , a n 0 0 1, 0 Proof. The first row and column is clear since t i is a primitive idempotent. For the row corresponding to A 0 = t j , e α : j ∈ [n], j = i, α i = 0 , observe that the product of any two toral elements from here gives either the same toral element or zero. The product of two codeword elements gives another with a 0 in the i th position and the product of a toral and codeword element either gives the same codeword element, or zero. Any codeword element e α in A a j has α i = 1, so its product with a codeword element in A 0 will also have a 1 in the i th position. Hence, it will be a non-zero eigenvector for t i , but not necessarily for a j . The product of e α with a toral element in A 0 will either be a scalar multiple of e α , or zero. Finally, let e α ∈ A a j and e β ∈ A a k . If j = k, then e α e β is either b α,β e α+β or 0. Since α i = β i = 1, the i th position of α + β is 0, hence the product is in the zeroth eigenspace. If j = k, then either α = β and the product is in the zeroth eigenspace as above, or α = β and the product is the sum of the toral elements in supp(α), one of which is t i .
Note that for a given code and structure constants, the product of the two eigenspaces may actually be a smaller set than that which is suggested by the fusion rules in Table 1 .
Corollary 4.14. The elements t i are F-axes, where F are the fusion rules given in Table 1 . We see from Table 1 that A is Z 2 -graded:
where A + := A 0 ⊕ A 1 and A − := A a i . There is a natural algebra automorphism of order at most two, denoted by τ i ∈ Aut(A) which acts trivially on A + and negates the vectors in A − . We call τ i the Miyamoto involution associated to t i . Note that when A is non-degenerate, A − is non-empty and τ i does indeed have order two. Proposition 4.16. Let A C be a non-degenerate code algebra and suppose that Aut(C) acts strongly transitively on the code C. Define G ≤ Aut(A) to be the group generated by Aut(C) and the Miyamoto involutions. Then
is a semi-direct product of M = τ i : i = 1, . . . , n , the subgroup generated by the Miyamoto involutions, by Aut(C).
Proof. By Lemma 4.7, Aut(C) acts faithfully on A C . So it also acts faithfully on the t i by permuting the indices and as M fixes all the indices, M ∩ Aut(C) = 1. Let α ∈ C and i = 1, . . . , n. Since α i = (αg) ig for all g ∈ Aut(C), we see that
In particular, we see that M Aut(C) = Aut(C)M is a group and hence G = M Aut(C). Moreover, M is a normal subgroup of G and so we have a semi-direct product.
The fusion rules for an idempotent e are said to satisfy the Seress con-
for all eigenvalues λ = 1 (see [6, Section 2.2]).
Proposition 4.17. The fusion rules for t i satisfy the Seress condition if and only if t i has at most one eigenvalue which is not 0 or 1.
Proof. By Lemma 4.13, it is clear that the fusion table satisfies the Seress condition if t i has at most one eigenvalue which is not 0 or 1. Conversely, suppose that the fusion rules for t i satisfy the Seress condition and there is at least one non-trivial eigenvalue λ. By Lemma 4.12, all e α such that α i = 0 are in the 0-eigenspace. Let e β ∈ A λ . By assumption, the fusion rules satisfy the Seress condition and hence e β + e α ∈ A λ for all α ∈ C 0 (i) such that α = β c . By Lemma 2.1, this has dimension at least
Since dim A is n + |C| − 2 if 1 ∈ C and n + |C| − 1 if 1 / ∈ C, by a counting argument we see that λ can be the only non-trivial eigenvalue.
We note that if there is exactly one eigenvalue a of t i which is not equal to 1 or 0, then the fusion rules are the same as for axial algebras of Jordan type a (see [6] ). The following will be allow us to show when the algebra is unital.
Lemma 4.18. Suppose A C is a non-degenerate code algebra. Then, there exists an element t ∈ A C (λ) such that t · t i = t i and t · e α is a scalar multiple of e α for all i ∈ [n], α ∈ C * . Moreover, there is a unique such element, it is an idempotent and it is given by t = n i=1 t i .
Proof. We write
λ α e α , for some λ i , λ α ∈ R. Suppose that λ γ = 0 for some γ ∈ C * . We calculate products:
By assumption this is some scalar multiple of e β . So, by considering coefficients of t i , we see that c i,γ = 0 for all i ∈ [n]. Now considering coefficients of e β+γ , we obtain b γ,β = 0 for all β = γ, γ c . As these are the only values where b γ,β is defined, we conclude that A C is not non-degenerate, a contradiction. Hence, λ γ = 0 for all γ ∈ C * . Considering the product with t j , we now see that
and hence we see that λ j = 1 for all j ∈ [n]. Therefore, when such a t does exist it is n i=1 t i and so is unique. It is easy to see that such a t is an idempotent.
For the following corollary, we note that the condition that a i,α = a j,α for all i, j ∈ supp(α) is consistent with the code having a group acting strongly transitively on it and that group being induced faithfully on A as in Lemma 4.7. In other words, the algebra A is highly symmetric.
Corollary 4.19. Let A C be a code algebra such that for every α ∈ C * , a i,α = a j,α = 0 for all i, j ∈ supp(α). Then A has an identity if and only if
Proof. By Lemma 4.18, the only candidate for an identity is t = t i . Since for each α ∈ C * , we have
it is clear that t is the identity if and only if a i,α = 1 |α| for all i ∈ supp(α).
Frobenius form
The following is inspired by Definition 2.4. We will normally scale the form so that (a, a) = 1 for an F-axis a. We now collect some basic facts about Frobenius forms. The following is adapted from [5, Proposition 3.5].
Lemma 4.21. An arbitrary associative bilinear form on a non-degenerate code algebra A is symmetric.
Proof. We need only show the result on a basis of A; we use the standard basis consisting of t 1 , . . . , t n and e α , α ∈ C * . We note that for each b in the basis, b = b 1 b 2 where b 1 , b 2 are some scalar multiple of a basis element. Explicitly, t i = t i t i and e α = ( 
is constant for all i ∈ supp(α).
Furthermore, when the Frobenius form does exist, it is unique up to scaling and is given by
Proof. We begin by scaling a potential such form so that (t 1 , t 1 ) = 1. Since all the t i are F-axes, (t i , t i ) = 1. By Lemma 4.22, the eigenspaces of a given F-axis are perpendicular. So, (t i , t j ) = 0 for i = j and (t i , e α ) = 0. Moreover, if α, β ∈ C * are distinct, then there is some position i such that i ∈ supp(α) and i ∈ supp(β). This implies that e α and e β lie in different eigenspaces with respect to t i . Hence, (e α , e β ) = 0. Therefore, any Frobenius form is diagonal with respect to our chosen basis. We write λ α := (e α , e α ). Clearly, we have (t i · t j , t k ) = (t i , t j · t k ) and (t i · t j , e α ) = (t i , t j · e α ). Observe that
Whereas,
and so we see that we must have λ α =
, for (·, ·) to be a Frobenius form. This proves the uniqueness part and provides the first of our conditions.
We have
As the condition γ = α + β is equivalent to α = β + γ, we have (e α · e β , e γ ) = (e α , e β · e γ ) and the form is indeed Frobenius if and only if b α,β λ γ = b β,γ λ α . If this condition holds, as the form is symmetric, we also have (e α · e β , e γ ) = (e β · e α , e γ ) = (e β , e α · e γ ) and so we obtain the second condition.
Before we prove our next result we recall the following standard spectral theorem which can be found, for example, in [15] . Proposition 4.25. Let A C be a code algebra over k ⊆ R with a Frobenius form such that a i,α and c i,α have the same sign for all i ∈ 1, . . . , n and α ∈ C * . Then, for any a ∈ A, there exists a field extension k ⊆ K ⊆ R such that ad a is orthogonally diagonalisable over K. In particular, for any idempotent e ∈ A there exists a field extension k ⊆ K ⊆ R such that when we extend the field to K, e ∈ A ⊗ K is semi-simple.
Proof. By Proposition 4.23, the Frobenius form is diagonal with positive coefficients on the diagonal. Hence, it is positive definite. Consider the algebra A ′ := A ⊗ R and let a ′ = a ⊗ R. Since A ′ has a Frobenius form, (ad(a ′ )(x), y) = (x, ad(a ′ )(y)) for all x, y ∈ A ′ and so, by the above Theorem 4.24, ad(a ′ ) is orthogonally diagonalisable over R. Hence it is diagonalisable over some field extension k ⊆ K ⊆ R.
The s map
In this section we will describe a way to find other idempotents of the code algebra. But before we do, we need one more fact about codes in addition to those in Section 2.
Lemma 5.1. The number of ordered ways of obtaining α ∈ D as the sum β + γ where β, γ ∈ D is |D|.
Proof. Fix α ∈ D and consider the map β → α + β. This map is a bijection from D to D, so for γ ∈ D there is exactly one β such that α + β = γ. Hence, considering all different α, we see that there are |D| ways to obtain γ as an ordered sum.
If we limit ourselves to D * , the number of ordered ways of obtaining γ ∈ D * as an ordered sum is
We define a (sub)code D to be constant weight if all non-constant codewords have the same weight, i.e. |wt(D * )| = 1. (Note that this is a slightly wider definition than is standard.)
We introduce the notation t D := i∈supp(D) t i , where D is a subcode of C and t α = t α = i∈supp(α) t i . 
with µ, λ ∈ k, if and only if
and µ satisfies the equation
where d is the weight of the codewords in D * and m := |supp(D)|.
Remark 5.3. Note that whether an idempotent s(D, v) exists or not, does not depend on v, but on the subcode D and the algebra A. However, we can always extend the field of definition for A so that the two above equations for λ and µ have solutions. In the following, we will often just assume that the field has been taken to be large enough.
Proof of Proposition 5.2. Let s := s(D, v). We begin by multiplying:
The number of ordered ways of summing two codewords to get a given codeword is e. Also, by part 3 of Lemma 2.1 and since D is constant weight,
So, s · s = s if and only if
As we may assume µ = 0, equation (2) implies 1 = 2λad + µbe,
Substituting this value of λ in equation (1) we obtain the required quadratic equation in µ. Remark 5.6. Let α ∈ C * . We note that we always have a subcode D 1 = {0, α} and hence we also obtain an idempotent s (D 1 , v) . This has real coefficients provided ac > c 2|α| . We call these small idempotents and will study them in detail in the next section. (Note that we write ac > c 2|α| to deal with the two cases c > 0 and c < 0 simultaneously.) Similarly, if 1 ∈ C, then we have the subcode D 2 = {0, α, α c , 1} and we get an idempotent s(D 2 , v), which has real coefficients if ac > c n = c 2|α| . Corollary 5.7. Let A C be a non-degenerate code algebra. Suppose that S is a generating set for the code C such for all α ∈ S the small idempotents corresponding to α exist. Then A is generated by the idempotents t i , for i ∈ [n], and the small idempotents corresponding to S.
Small idempotents
While for any given specific choice of code C and subcode D ≤ C, we may calculate the eigenvalues and eigenvectors for the idempotent s(D, v), and hence its fusion rules, it is difficult to give a general result. However, for the small idempotents and a constant weight code this is possible. Moreover, we show that under some additional conditions on the code, the algebra is generated by such small idempotents, making A an axial algebra.
Note that the results in this section deal with a constant weight code. The more complicated case of an arbitrary code (not constant weight), will be dealt with in an upcoming paper [3] .
Let D := {0, α} for some α ∈ C * . We assume that the structure constants supported on D do not depend on the toral or codeword elements. As noted in Remark 5.6, we get two idempotents λt α ± µe α . In particular, we find that
and
where a = a i,α and c = c i,α for all i ∈ supp(α).
Theorem 5.8. Let A C be a non-degenerate code algebra on a constant weight code C. Suppose that for α ∈ C * , the small idempotents e ± := λt α ± µe α exist and a = 1 3|α| . Then, the two small idempotents e ± are primitive semisimple idempotents with fusion rules given in Table 3 .
Remark 5.9. We note that generically, i.e. when the eigenvalues do not coincide, the fusion table given in Table 3 satisfies the Seress condition.
The proof of Theorem 5.8 will proceed via a series of lemmas. Throughout the remainder of this section, let e = λt α + µe α for some α ∈ C * , where 
ii. e α c provided 1 ∈ C.
2. Eigenvalue λ: t i − t j where i, j ∈ supp(α).
Proof. These are straightforward calculations.
Lemma 5.11. Suppose C is constant weight and let β ∈ C such that β = α, α c , a i,β = a j,β for all i, j ∈ supp(β), a β = a α+β , b α,β = b α,α+β . Then,
2. e β + e α+β is a ( a β 4aα + µb α,β )-eigenvector for e Proof. We prove the first claim, the second is similar.
Since C is constant weight and |α + β| = |α| + |β| − 2|supp(α) ∩ supp(β)|, it is clear that all distinct codewords in C * which are not complements intersect in a set of size |α| 2 . Using this and our assumptions on the structure constants, we see that the two coefficients are both
Proof of Theorem 5.8. The only two eigenvectors which could be scalar multiples of one another are e = λt α + µe α and 2µc t α − e α . This happens if and only if
which is equivalent to a = 1 3|α| . We note that this holds precisely when the λ − = n + |C * | elements. In both cases this is n + |C * | which is the dimension of the algebra. It remains to calculate the fusion table for the small idempotents. This is somewhat long, but easy calculation.
For A to be an axial algebra with axes equal to the small idempotents, we need some additional conditions on the code C. We define the m-fold juxtaposition of an [n, k, d]-code C with generating matrix G to be the [mn, k, md]-code with generating matrix given by m copies of G:
This is independent of the choice of generating matrix.
Lemma 5.12. Let C be a constant weight code. Moreover, there is a bijection between the first and second types above.
Proof. The first part is the result from [16] . We describe the bijection from which the second part will follow. Let C be a code of the first type. Then it has parameters [m(2 r − 1), r, m2 r−1 ]. We lengthen the code by adding m zero columns to the generating matrix and then augmenting by adding the 1 codeword. This produces an [m2 r , r + 1, m2 r−1 ] code. Since the minimal distance is half the length and it contains the 1 codeword, it must be of the second type. Conversely, if C is a code of the second type of length n, then C 0 is a code which does not contain the 1 codeword and has one weight of codeword with weight n 2 . After removal of an zero columns in the generating matrix, it must be of the first type. We note that the bijection takes a simplex code to a first order Reed-Muller code. . Suppose that the field is large enough so that the small idempotents exist. Then, A is an axial algebra with respect to the small idempotents λt α ± µe α , α ∈ C * , with fusion rules given in Table 3 .
Proof. By Theorem 5.8, the small idempotents e ± are primitive and semisimple. Clearly, e α and t α are in the span of e ± = λt α ± µe α . As C is a support-determining code, there exist α 1 , . . . , α n ∈ C * , such that
So, the small idempotents generate the algebra.
Remark 5.15. It also follows from the proof above, that A is 2-closed. That is, every element of A can be written as the sum of products of idempotents where the length of each product is at most 2.
We note that the fusion rules in Table 3 may be simplified when some of the eigenvalues coincide. If the fusion rules degenerate into those of the t i , then we may drop the requirement for the code to be a simplex or a firstorder Reed-Muller code and instead require it to be an arbitrary constant weight code (ie not necessarily support-determining). On the other hand, for a support-determining code C which does not have constant weight, the s-map construction will give other types of idempotent depending on the subcode D. Given such a subcode D, provided the conjugates of the subcode contain enough codewords to generate the code, the corresponding idempotents will generate the algebra then one has a theorem as above and the algebra is an axial algebra.
Examples
In this section we give some examples, the most important of which is the Hamming code example. We wrote a package in magma [1] to assist in some of the calculations for this section. As noted in Lemma 4.11, A has precisely two non-trivial ideals and it is easy to see that these are orthogonal with respect to the form, giving us a decomposition
This is also orthogonal in the sense that elements from the two different ideals multiply to give 0. So, to find any other idempotents in A it is enough to consider idempotents which lie in either of the two isomorphic ideals, as any idempotent e of A is a sum of one idempotent from each ideal e = e 1 + e 2 , where we allow e i = 0. Proof. It is a simple calculation to show that the only idempotents must be of the form above and these can only exist when the square root is a positive real. That is, when 2ac > c. Indeed, the fact that these are idempotents follows from Section 5.1. Using Lemma 5.10, we see that v ± are the required eigenvectors.
Corollary 6.2. In the subalgebra A 1 := t 1 , e α , e ± has the same fusion rules as t 1 if and only if a = −1 and c < 0. In this case, A 1 is a 2-dimensional axial algebra with three idempotents.
Proof. We require the eigenvalue 1−a 2a = a, giving 2a 2 + a − 1 = (2a − 1)(a + 1) = 0. Since a = 1 2 would imply that e ± = t 1 , we are left with a = −1. Then, for e ± to exists, we require c < 0.
Even weight vectors in F 3 2
Consider the even weight code in F 3 2 C = { (0, 0, 0) , (0, 1, 1) , (1, 0, 1) , (1, 1, 0 )} and let A := A C be the code algebra with non-zero structure constants (a, b, c). Then A is a non-degenerate code algebra with a Frobenius form with Gram matrix diag(111, Using Proposition 5.2, we see that, in addition to the small idempotents we can get from the three subcodes of the form {0, α}, we can get s-map idempotents from the code C. In particular, if we pick (a, b, c) = ( 1 2 , 1 2 , 1) then the fusion rules for the small idempotents degenerates to be the same as for the toral idempotents t i . Since these idempotents generate the algebra, A is an axial algebra. Moreover, it is an axial algebra of Jordan type i=1 t i . In fact, the group spanned by the Miyamoto involutions associated with these 13 involutions generate an infinite group. Indeed the composition of any two of the Miyamoto involutions associated to s(C, v) coming from the code C gives an element g of infinite order. The orbit of, for example, t 1 under g is an infinite set of idempotents. If however, we restrict to the t i and small idempotents, then these 9 axes are closed under the action of their associated Miyamoto involutions.
Hamming code
Let C = H 8 be the extended Hamming code of length 8 and pick (a, b, c) = ( 1 4 , 1 2 , 1) to be the structure constants. Then, A := A C is a 22-dimensional non-degenerate code algebra with a Frobenius form. We note that the structure constants are the same as those which come from a VOA.
Again, using Proposition 5.2, we get more idempotents which are of the form s(C, v) = i=1 t i . By choosing v ∈ F 8 2 − C to have odd weight, we get a set of eight mutually orthogonal idempotents. That is, a torus. Similarly, we obtain another torus by using even weight vectors in F 8 2 − C. Together with the standard torus, this gives three distinct tori. Moreover, all these idempotents have the same fusion rules and they generate the algebra, showing that A is an axial algebra of Jordan type 1 4 . Since they also span the algebra, A is 1-closed.
The Miyamoto involution associated with the the axis in one torus permutes the other two tori. In particular, in this example, unlike the even code example above, the set of 24 axes is closed under the action of their Miyamoto involutions.
The automorphism group of the code acts strongly transitively, hence its action is induced faithfully on A. The automorphism group of the Hamming code is 2 3 :P SL 3 (2). Together with the Miyamoto involutions we see a group with shape G := 2 6 :(P SL 3 (2) × S 3 ).
By Theorem 3.6, we see that A can be embedded in the VOA V H 8 constructed from the Hamming code H 8 . Moreover, the non-zero elements of A lie in the weight 2 graded part of V H 8 . We note that the automorphism group G ≤ Aut(A H 8 ) is the same group as the full automorphism group of V H 8 [11] .
