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We study the interference patterns in the Friedel oscillations (FO) due to the scattering off either
two or multiple impurities and scattering off extended inhomogeneities both in the non-interacting
and two-dimensional lattice systems of interacting fermions. Correlations are accounted for by using
an approximate method based on the real-space dynamical mean-field theory. We find that the
interference maxima and minima change systematically as we vary the relative distance between the
two impurities. At the same time, the interaction increase does not shift the position of interference
fringes but only reduces their intensities. A comparison with the single impurity studies clearly
shows complex patterns in FO induced by the additional scattering potentials. In the case of an
extended step potential the system becomes more homogeneous when the interaction increases. FO
and interference patterns are not present in the Mott insulating phase in the single and the many
impurity models. Our theoretical study provides promising initial insights and motivate a further
realistic modeling to investigate the role of interstitial defects, embedded impurities, ad-atoms on
the surfaces, and surface irregularities in materials with different degrees of electronic correlation.
For a complete description we also present analytical and numerical results of FO for non-interacting
particles moving in a two and three dimensional continuous spaces. In the diluted impurity limit we
derive results for FO due to scattering off many impurities, which are generalization of the original
Friedel formula.
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I. INTRODUCTION
The presence of an external inhomogeneous potential
or defect in metallic systems modulates the electronic
charge density around the imperfectness due to the
scattering of electrons near the Fermi level. These
charge density oscillations are known as the Friedel
oscillations (FO) and are mostly visible at low tem-
peratures [1–3]. FO occur in real materials due to the
presence of ad-atoms, interstitial defects, or surface
irregularities after cleavage. The studies of FO can be
significant for a wide range of systems as we discussed
in [4–6]. To mention a few, FO have been observed
experimentally in quantum corals, metal surfaces like Cu
(111), semiconductor surfaces like GaAs (111) around
point defects using Scanning Tunneling Microscopy
(STM) at around 4-5 K [7–10]. FO have been seen to
produce an asymmetry in the quantum transport at the
interface of mono-layer and bi-layer graphene which can
be used as an application in novel quantum switching
devices [11]. It has been demonstrated that the FO, due
to the topological defects in the carbon nanotubes, is
important for understanding properties like selective dot
growth, magnetic interaction through carbon nanotubes
and optical spectroscopy of interface states using the
tight-binding model [12]. Kolesnychenko et al. have
observed, using the STM, anisotropic FO while studying
the surface electronic structure of transition metal
Cr(001) produced by the cleavage of a single crystal
∗ banhi.chatterjee@fzu.cz
having surface areas, where impurity concentrations
slightly exceeded the bulk concentration due to the
existence of a high dopant zone in the crystal [13].
In order to theoretically understand the FO in Cr or
other transition metals, which belongs to the class of
correlated electronic systems, it is important to consider
the Coulomb interaction between the electrons. FO
have been studied in one-dimensional (1d) interacting
fermionic chain using several theories, e.g., the bosoniza-
tion method or the density-matrix renormalization group
[14, 15], or the Bethe-Ansatz local-density approxima-
tion [16]. The Fermi liquid theory for two-dimensional
(2d) and three-dimensional (3d) systems [17] was applied
to investigate FO. The FO induced by non-magnetic
impurities in 2d Hubbard model in the presence of
interactions have been studied using the slave-boson
technique, which involves the static renormalization of
the impurity potential [18]. FO seen around the Kondo
screening cloud in the presence of magnetic impurities
using the t-matrix formalism have been reported in [19].
The dynamical mean-field theory (DMFT) is considered
as an advanced and suitable technique to capture the
effects of correlations particularly around the Mott metal
to insulator transition which is significant for describing
the compounds with partially filled d and f shells, e.g.,
transition metals and their oxides [20–26]. A real space
extension of DMFT (R-DMFT) is needed to treat the
strongly correlated inhomogeneous systems [27–29].
In our previous work we have investigated the behavior
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2of FO in models of correlated lattice systems in the
metallic and Mott insulating phase in the presence of
a single impurity potential using the R-DMFT [4, 6].
We have reported that the oscillations get damped with
increasing the interaction, and disappear at the Mott
transition and beyond it in the Mott insulating phase.
In reality, a single-site impurity potential could be a
too idealized concept when we think of inhomogeneities
in the surfaces of true materials. There are usually
more than one defects or contamination. Even one
encounters extended inhomogeneities and interface
effects in multi-layered nano-structures, as for example
is discussed in Ref. [30]. Grosu et al. studied the
problem of FO in 1d noninteracting electron gas in the
presence of two impurities, modeled by a double delta
function separated by a finite distance, using a linear
response theory [31]. They showed that the presence
of the second impurity significantly changes the density
oscillations (changing the positions of the maxima and
minima) depending on the distance between the impu-
rities. The studies of two impurity scattering has been
further extended to a 1d interacting fermionic system
using the bosonization method in [32]. The scattering
and quasiparticle interference from two and multiple
magnetic impurities adsorbed on 2d and 3d interacting
hosts have been probed using the t-matrix formalism
and the numerical renormalization group [33, 34].
However, in these studies the interference effects are
discussed in the local density of states in the presence
of interactions and not in the particle density oscillations.
We thus see that the studies of FO in the presence of
two or multiple impurities have been mostly conducted
for the 1d interacting systems, while an attempt to
understand real materials requires models in higher
dimensions. Moreover, the behavior of FO in the Mott
insulating regime for models with many imperfections
has not been addressed. Also the current state of knowl-
edge lacks any quantitative treatment of the screening
and interference effects in systems in the presence of
interactions.
A proper description of FO in real materials with strong
electronic correlations demands a realistic modeling
combining the density functional theory within the
local density approximation and DMFT (LDA+DMFT)
[35, 36] and its extension in real space. Such techniques
are computationally non-trivial in the presence of
inhomogenities, particularly if it is not just an ad-atom
but an impurity atom embedded in the host, e.g. Cr
atom in a Pb surface [37]. The translational invariance
of the lattice is broken in such a case.
Motivated by the state of art we extend our simple
one-band Hubbard model for various types of impu-
rity potentials going beyond the single impurity case
and treating the correlations using an approximate
self-energy based on DMFT as is discussed in the next
Sections. We investigate both non-interacting and
interacting two-dimensional finite lattice systems.
In this paper we address the following questions: (a)
How do the FO change due to the interference effects
when we introduce the second impurity? (b) How
does the interference change when we vary the distance
between the impurities and switch on the interaction?
(c) How does the picture change if we generalize the
two impurities to multiple impurities scattered over the
lattice or the extended inhomogeneity? (d) Do we see
any interference effect or FO for any of these models of
impurity potential in the Mott insulating phase?
Our studies show that the interaction reduces the
interference pattern in FO and the screening effects
in the system but the interaction does not alter the
position of the interference maxima and minima.
Tight-binding models of interacting lattice electrons in
two and three dimensions are not tractable on an analyt-
ical level. Therefore, to inquire a complete description
of the FO in presence of multiple impurities we solve
analytically and numerically a model of non-interacting
particles moving in a continuous space. We show how
presence of few impurities builds interference patterns.
In the limit of diluted impurities we derive analytical
formulae of the FO in two and three spatial dimensions,
which are straightforward generalization of the Friedel
result [1–3].
The paper is organized as follows. We start in Sec. II
with an analytical and numerical derivation of FO in a
non-interacting system in continuous space. Next, we
discuss in Sec. III our lattice models and methods used
to solve them. We introduce there physical quantities
describing our systems. Afterwards in Sec. IV we
present our numerical results for: (a) two impurities,
(b) multiple impurities, (c) extended inhomogenity, and
(d) a chain of impurities or a domain wall. Finally,
in Sec. V we conclude our results and provide an outlook.
II. MULTIPLE IMPURITIES IN
NON-INTERACTING SYSTEMS
Before we discuss our results on FO in interacting
lattice fermions with multiple impurities we present the
corresponding theory for non-interacting particles in
continuous space.
A. Exact formal solution
Such a system is described by the Green’s function [38]
G(r, r′;ω) = 〈r| 1
~ω + i0+ − Hˆ |r
′〉, (1)
3where ~ω is the real energy (~ is the Planck constant)
and the one particle Hamiltonian is
Hˆ = − ~
2
2m
∇2 + V (r), (2)
which contains a potential
V (r) =
Nimp∑
i=1
Vi(r− li) (3)
originated from Nimp independent impurities located at
positions li. The vector r is the position variable and
m is the particle mass. In this Section all d-dimensional
vectors are denoted in boldface. It is known that the
Green’s function in the presence of an external potential
V (r) obeys an integral equation [38]
G(r, r′;ω) = G0(r− r′;ω)
+
∫
dr′′G0(r− r′′;ω)V (r′′)G(r′′, r′;ω), (4)
where G0(r− r′;ω) is the Green’s function in the contin-
uous space. It takes the form [38]
G0(r− r′;ω) =

− 2m~2 i4H+0 (k|r− r′|) for d = 2
− 2m~2 e
ik|r−r′|
4pi|r−r′| for d = 3,
(5)
where k =
√
2mω/~ and H+0 is the 0th order Hankel
function. We note that the Green’s functions are
singular when |r− r′| → 0.
Typically, the impurity potentials Vi(r) in Eq. (3) are
short range. Therefore, we model them by a zero-range
potential represented by a Dirac-delta function with the
strength proportional to the effective scattering strength
asi . However, such an extremely localized potential must
be properly regularized giving rise to the Fermi pseu-
dopotential [39] with a general form
V (r) =
Nimp∑
i=1
asi δ(r− li)Rˆd, (6)
where Rˆd is a regularization operator depending on sys-
tem dimensionality [40–42]. E.g., in three dimensions
Rˆd = 4pi(∂/∂r)r [40–42]. The pseudopotential mimics
the fact that the wave function is strongly suppressed
inside the impurity potential. On the other hand, the
regularization Rˆd allows to avoid a singular behavior of
the Green’s functions when |r− r′| → 0. One should also
note that in dimensions higher than one a pure Dirac-
delta like potential is invisible to particles, which means
that they are not scattered at all. The use of the Fermi
pseudopotential allows us to deal with a zero-range po-
tential but which still has scattering effects. In the fol-
lowing we write
V (r) =
Nimp∑
i=1
Viδ(r− li), (7)
where Vi parameters as well as the Green’s function
G0(0;ω) are supposed to be adequately renormalized
quantities [40–42].
For a system with local impurity potentials the integral
equation reads
G(r, r′;ω) = G0(r− r′;ω)
+
Nimp∑
i=1
ViG0(r− li;ω)G(li, r′;ω), (8)
Expressing the left hand side at r = li we obtain a set of
linear equations to determine G(li, r
′;ω), i.e.
G(li, r
′;ω) = G0(li − r′;ω)
+
Nimp∑
j=1
VjG0(li − lj ;ω)G(lj , r′;ω). (9)
This set of equations can be written in a matrix form
Nimp∑
j=1
Mij(ω) G(lj , r
′;ω) = G0(li − r′;ω), (10)
where the M matrix is
Mij(ω) = [δij − VjG0(li − lj ;ω)]. (11)
The diagonal elements of this matrix Mii(ω) = [1 −
ViG0(0;ω)] are not singular due to a regularization pro-
cedure [40–42]. Then, by inverting this matrix, in the
absence of bound states, either analytically or numeri-
cally for each ω we find the solution of Eq. (9)
G(li, r
′;ω) =
Nimp∑
j=1
M−1ij (ω)G0(lj − r′;ω). (12)
Finally, by using Eq. (8) we determine the exact Green’s
function
G(r, r′;ω) = G0(r− r′;ω)
+
Nimp∑
i,j=1
G0(r− li;ω)Tij(ω)G0(lj − r′;ω), (13)
where
Tij(ω) = ViM
−1
ij (ω) (14)
is a t-matrix. The local density of states (LDOS) is pro-
vided by the diagonal part of the Green’s function
ρ(r;ω) = − 1
pi
Im G(r, r;ω), (15)
and the local density of non-interacting fermions at T = 0
with the Fermi energy EF is given by
n(r) =
∫ EF
0
dω ρ(r;ω) = − 1
pi
∫ EF
0
dω Im G(r, r;ω).
(16)
4It is clear that in the multiple impurity case, the terms
G0(r−li;ω)G0(lj−r;ω) are responsible for an oscillatory
behavior with respect to r of the LDOS and the charge
density. Note that in this Sec. II we neglect for simplicity
the spin of particles, which otherwise would lead to a
trivial factor of two in the corresponding equations.
B. Explicit analytical and numerical solutions in
special cases
For a small number of scattering centers one can invert
the matrix M analytically.
1. A single impurity
0.0 0.5 1.0 1.5 2.0 2.5 3.0
ω
−0.2
0.0
0.2
0.4
0.6
Im T11(ω)
Re T11(ω)
FIG. 1. The real and imaginary part of the t-matrix for a
single impurity with V1 = 1.
For example, for Nimp = 1 we find that M11(ω) = 1 −
V1G0(0;ω) and therefore
G(r, r′;ω) = G0(r− r′;ω)
+G0(r− l1;ω)T11(ω)G0(l1 − r′;ω), (17)
where
T11(ω) =
V1
1− V1G0(0;ω) . (18)
In Fig. 1 we present the real and imaginary parts of
the t-matrix for the single impurity with V1 = 1 in
three dimensions. Here in Sec. II B we have used units
with 2m/~2 = 1. The Fermi energy EF is fixed by de-
manding that the uniform particle density is equal to one.
The changes in the local density of particles is determined
2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
r
10−6
10−5
10−4
10−3
10−2
10−1
100
101
|∆
n
(r
)|
const./r3
single impurity data
Friedel formula
FIG. 2. Friedel oscillations due to a single impurity with
V1 = 1 in three dimensions. The orange curve represents the
exact result determined with using the t-matrix (18). The
blue curve shows the behavior of the envelope which asymp-
totically decays with a distance as 1/r3 (the constant is 0.15).
The green curve represents oscillatory behavior derived from
the asymptotic Friedel formula (20).
by
∆n(r) = − 1
pi
∫ EF
0
dω Im G0(r;ω)T11(ω)G0(−r;ω).
(19)
In Fig. 2 we present the exact result for the changes of the
particle densities from the potential located at the origin
l = 0. The stepwise behavior at large r is due to a finite
numerical accuracy in determining the integrals. It can
be easily verified that at large distances the amplitudes
of the oscillation decay as 1/r3, which is described by the
original Friedel formula in three dimensions, namely
∆n(r) = Is
cos(2kF r + φs)
r3
, (20)
where kF =
√
2mEF /~ is the Fermi vector length,
r = |r|, φs is a phase shift, and Is is the constant
proportional to the effective scattering length [43]. In
deriving the Eq. (20) the ω-dependence of the t-matrix
is neglected and it is approximated by its value in the
k → 0 limit. In Fig. 2 we plot the density changes
determined from the asymptotic Friedel formula (20)
and we see that at distances r & 7 it practically gives
the same results as those obtained exactly.
52. Two impurities
For Nimp = 2 we find that
G(r, r′;ω) = G0(r− r′;ω)
+G0(r− l1;ω)T11(ω)G0(l1 − r′;ω)
+G0(r− l1;ω)T12(ω)G0(l2 − r′;ω)
+G0(r− l2;ω)T21(ω)G0(l1 − r′;ω)
+G0(r− l2;ω)T22(ω)G0(l2 − r′;ω), (21)
where
T11(ω) =
V1
[1− V1G0(0;ω)][1− V2G0(0;ω)]− V1V2G0(l1 − l2;ω)G0(l2 − l1;ω) [1− V2G0(0;ω)], (22)
T12(ω) =
V1
[1− V1G0(0;ω)][1− V2G0(0;ω)]− V1V2G0(l1 − l2;ω)G0(l2 − l1;ω)V2G0(l1 − l2;ω), (23)
T21(ω) =
V2
[1− V1G0(0;ω)][1− V2G0(0;ω)]− V1V2G0(l1 − l2;ω)G0(l2 − l1;ω)V1G0(l2 − l1;ω), (24)
and
T22(ω) =
V2
[1− V1G0(0;ω)][1− V2G0(0;ω)]− V1V2G0(l1 − l2;ω)G0(l2 − l1;ω) [1− V1G0(0;ω)]. (25)
Due to the multiple scattering between the two impu-
rities the t-matrix is not a sum of t-matrices for two
independent impurities located at different points. It
is a matrix element function which depends only on
the energy ω and a distance between the impurities
∆l = |l1 − l2|.
In Fig. 3 we plot the real and imaginary parts of the
off-diagonal t-matrix elements for different distances
between the impurities in three dimensions. For com-
parison we also present the ratios of real and imaginary
parts between off-diagonal and diagonal matrix ele-
ments. Because of the inter-impurity scattering and
interferences of quantum waves the t-matrix oscillates
and changes a sign in contrast to the single impurity
case in Fig. 1. Moreover, we can see that with increasing
the inter-impurity distance the relative values of the
off-diagonal elements with respect to the diagonal
elements are decreasing.
In Fig. 4 we present exact results for FO in case of two
impurities in three dimensions at different distances ∆l.
A strong interference oscillations are visible between
the impurities. Outside them the oscillation amplitudes
decay as 1/r3, similarly as in one impurity case. We also
plot in Fig. 4 the results when the off-diagonal t-matrix
elements are neglected. Differences are very small and
mostly visible in space between the impurities. Outside
them the results depicted by blue (exact) and orange
(approximate) lines are almost the same.
For Nimp = 3 or 4 it is still possible to invert the
matrix M analytically and obtain the exact analytical
expressions for the Green’s functions. This allows to
investigate FO in analytical details. However, the final
equations become more and more cumbersome, cf. [41].
C. Approximation in diluted impurity limit and
generalized Friedel formula
An important simplification occurs when the impurities
are far away from each other, i.e., |li− lj | is large as com-
pared to other relevant distances, e.g., the Fermi wave
length. In this diluted limit we can neglect the off di-
agonal elements of the matrix M because the Green’s
function decays as G0(li − lj ;ω) ∼ 1/|li − lj |(d−1)/2, cf.
Fig. 3. In this limit
M−1ij (ω) =
δij
1− ViG0(0;ω) (26)
and
Tij(ω) = δij
Vi
1− ViG0(0;ω) . (27)
The t-matrix is diagonal and each matrix element takes
into account only multiple scattering on the correspond-
ing single impurity. Inter-impurity scattering effects are
6−0.4
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FIG. 3. Real (upper panel) and imaginary (lower panel) of
the off-diagonal t-matrix elements and their ratio with respect
to diagonal elements for different distances between impurities
with V1 = V2 = 1 in three dimensions.
neglected in this limit. The Green’s function is now given
by
G(r, r′;ω) = G0(r− r′;ω)
+
Nimp∑
i=1
G0(r− li;ω)Tii(ω)G0(li − r′;ω), (28)
and changes due to multiple impurities in the LDOS is
∆ρ(r;ω) = − 1
pi
Nimp∑
i=1
Im G0(r− li;ω)Tii(ω)G0(li − r;ω).
(29)
Finally, the changes in the local density is determined
from
∆n(r) =
− 1
pi
Nimp∑
i=1
∫ EF
0
dω Im G0(r− li;ω)Tii(ω)G0(li − r;ω).
(30)
0.99
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n
(r
)
∆l = 1
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full formula
Ti 6=j = 0
Eq. (33)
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FIG. 4. Friedel oscillations due to two impurities with V1 =
V2 = 1 at different distances ∆l in three dimensions. The blue
curves represent the exact result determined with using the
t-matrix Eqs. (22-25). The orange curves show the behavior
of the Friedel oscillations when the off-diagonal elements of t-
matrix are neglected. The green curves represent oscillatory
behavior derived from the generalized Friedel formula (33).
In the limit of diluted impurities the FO pattern is a
sum of FO patterns coming from each scattering centers
independently.
Using an explicit form of the Green’s function in three
dimensions (Eq. 5) and approximating the t-matrix by
an effective scattering length
bsi = lim
k→0
f+(k), (31)
where ~ω = ~2k2/2m and f+(k) is the scattering am-
plitude due to the i-th impurity and obtained directly
from the t-matrix Tii(ω) we find that the change in the
particle density is expressed by
∆n(r) =
Nimp∑
i=1
Isi
(2kF |r− li|) cos(2kF |r− li|)− sin(2kF |r− li|)
(2kF |r− li|)4 ,
(32)
where Isi ∼ bsi are constants depending on the impurity
potential strengths Vi [43]. In the asymptotic limit |r −
li|  1/kF we obtain a generalization of the Friedel result
to multiple impurity case
∆n(r) =
Nimp∑
i=1
Isi
cos(2kF |r− li|)
(2kF |r− li|)3 . (33)
In the dilute limit one expects that FO pattern is a sum
of FO patterns yielded by each independent impurity.
The oscillatory behavior decays as the cubic distance
7from the impurities. In Fig. 4 we plot the results for
FO based on the generalized formula (33) in case of two
impurities in three dimensions and compare them with
the exact results. The ω-dependence of the diagonal
t-matrix elements seems to be relevant is space between
the impurities. However, outside the impurities the
Eq. (33) practically describes the FO of two impurities
very well.
In a similar way one can obtain the generalization of
Friedel result in two dimensions
∆n(r) =
Nimp∑
i=1
Isi
sin(2kF |r− li|+ φi)
(2kF |r− li|)2 , (34)
where φi are certain phase shifts. The last result required
an asymptotic form of the Green’s function in two dimen-
sion, which is found from an asymptotic expansion of the
Hankle function H+ν (z) ≈
√
2/piz exp[i(z−(2ν+1)pi/4)].
The oscillatory behavior decays as the square distance
from the impurities.
Finally we note that a superposition of FO from indepen-
dent impurities gives rise to interference patterns. Few
cases, determined from Eq. (34) for multiple impurities
in two dimensions, are shown in Fig. 5. We selected the
phase shifts φi = 0 for each impurities and kF = 1, which
sets a characteristic wave-length scale λF = 2pi/kF .
Hence, the uniform density of particles is different from
that in Sec. II B. The presented patterns resemble those
seen in various STM experiments on metallic surfaces
with defects or impurities.
III. MODEL AND METHOD
In order to demonstrate a role of strong correlations be-
tween the electrons we consider a lattice model with on-
site inter-particle interaction. Such a system is described
by the Hubbard model. With changing the inter-particle
interaction strength the system described by this model
evolves between the Fermi liquid regime and the Mott
insulator regime. In the rest of the paper we present FO
interference patterns in these different regimes. The very
first difference with respect to continuous case, presented
earlier, is a lack of rotational symmetry. In addition the
continuous case is not able to describe the Mott insulat-
ing phase and the metal-insulator transition, which are
indications of strong correlations.
A. Model
We consider the one-band Hubbard model [44–46] with
an external inhomogeneous potential
H =
∑
ij,σ
tij aˆ
†
iσ aˆjσ+
∑
iσ
Viσ aˆ
†
iσ aˆiσ+U
∑
i
nˆi↓nˆi↑, (35)
where aˆiσ (aˆ
†
iσ) is the annihilation (creation) fermionic
operator with spin σ on the ith lattice site, tij is the
hopping matrix element between the ith and jth sites
with tii = 0. The second term describes the external
(inhomogeneous) potential given by Viσ which is as-
sumed to be real. The third term models the local part
of the electronic interaction between two fermions with
opposite spins located on the same lattice site.
We consider a two dimensional square lattice with the
number of lattice sites NL = 31
2 (the size of the lat-
tice is 31× 31) and the following models of the external
(inhomogeneous) spin independent potential:
• Two single site impurities placed either along the
diagonal direction of the lattice or along a verti-
cal direction of the lattice for different relative dis-
tances. Mathematically, Vi = V01δii01 + V02δii02 .
• A more general case where several impurities are
randomly scattered over various lattice sites. This
aims to model a contaminated surface with various
dopant zones or interstitial defects. Mathemati-
cally, Vi = V01δii01 + V02δii02 + V03δii03 + ...
• A step like potential or extended inhomogeneity
across the lattice aimed to describe inhomogneous
surface irregularities after a cleavage. Mathemati-
cally, Viσ = V0Θ(Xi − X0), where X0 is the hori-
zontal lattice coordinate where the steplike poten-
tial begins (i.e., the Heaviside function Θ(x) is non-
zero).
• A chain of impurities placed along the diagonal and
vertical directions of the lattice aimed to model a
domain wall or an interface. In freshly cleaved sam-
ples such domain walls can be found connecting
large lattice inhomogeneties and can be observed
experimentally using the STM.
B. Method
All single particle properties of the system are obtained
from the retarded Green’s function obtained by inverting
the matrix Dyson equation [47] in the lattice position
space
G(z) = [(z + µ)1− t−V − Σ(z)1]−1, (36)
where ~z = ω + i0+ is the energy approaching the real
axis from above and µ is the chemical potential. Σ(z) is
the site independent homogeneous part of the self-energy
which approximates the effect of correlations and is
calculated using the DMFT for the same parameters of
the corresponding homogeneous Hubbard Hamiltonian.
Hereafter, all matrices are expressed in bold faced
notation. The non-diagonal matrix t corresponds to
the hopping amplitudes tij and the diagonal matrix V
reflects the on-site inhomogeneous potential Vi. The
unity matrix is written as 1.
85 10 15 20 25
kF X
0
5
10
15
20
25
30
k F
 Y
1
0
1
2
3
4
5
5 10 15 20 25
kF X
0
5
10
15
20
25
30
k F
 Y
2
1
0
1
2
3
4
5
5 10 15 20 25
kF X
0
5
10
15
20
25
30
k F
 Y
1
0
1
2
3
4
5
5 10 15 20 25
kF X
0
5
10
15
20
25
30
k F
 Y
1
0
1
2
3
4
5
5 10 15 20 25
kF X
0
5
10
15
20
25
30
k F
 Y
0.5
0.0
0.5
1.0
1.5
2.0
5 10 15 20 25
kF X
0
5
10
15
20
25
30
k F
 Y
0.5
0.0
0.5
1.0
1.5
2.0
FIG. 5. Friedel oscillations and interference patterns in two dimensional system of non-interacting fermions. Upper left panel:
A single impurity with I1 = 24 placed at l1 = (16, 16). Upper right panel: Two impurities close to each other with I1 = I2 = 24
placed at l1 = (16, 16) and l2 = (16, 20). Middle left panel: Two impurities far away from each other with I1 = I2 = 24
placed at l1 = (16, 16) and l2 = (16, 27). Middle right panel: Two impurities placed diagonally with I1 = I2 = 24 placed at
l1 = (10, 10) and l2 = (16, 16). Lower left panel: Three impurities with different strengths I1 = 10 at l1 = (16, 16), I2 = 10
at l1 = (10, 15), and I2 = 5 at l1 = (20, 25). Lower right panel: Multiple impurities with Ii = 5 and at positions l1 = (3, 3),
l2 = (20, 5), l3 = (5, 20), l4 = (25, 22), and l5 = (17, 28). Here, the uniform density of particles is set by kF = 1, which leads to
a characteristic wave-length scale λF = 2pi/kF .
In the DMFT the self-energy is diagonal in lattice site
indices and accounts for all local dynamic correlation
effects. In case of homogeneous lattice systems, all
lattice sites are equivalent. The self-energy is computed
by mapping a lattice site into an effective single impurity
Anderson model (SIAM) and solving it by using standard
techniques like a continuous time quantum Monte Carlo,
an exact diagonalization, a numerical renormalization
group method (NRG), etc. However, in the presence
of external impurities, translational invariance of the
lattice is broken and the lattice sites are non-equivalent.
Hence, it is essential now to solve the SIAM separately
at each lattice site and the local self-energy becomes
site dependent. In other words, in an inhomogeneous
system the self-energy has a homogeneous part due to
the electron-electron interactions and an inhomogeneous
part due to the contribution from the interaction and the
external impurities. Owing to the site dependent part
of the self-energy, the result of the impurity potential
in the system is not static but effectively dynamic [5].
Ideally, in order to get the full picture of a correlated
inhomogeneous system we should consider both the
homogeneous and inhomogeneous part of the self energy
solving the full real-space DMFT (R- DMFT) equations
self-consistently.
Unfortunately, deciphering the full R-DMFT equations
is computationally exhaustive, especially for higher-
dimensional systems with a large number of lattice
sites. Hence, as a first approximation we omit the
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FIG. 6. Interference effect on FO due to the scattering from two impurities of equal magnitude, i.e. V01 = V02 = 24t placed at
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FIG. 7. FO in the square lattice in the presence of a single
impurity V0 = 24t in the centre (~R0 = (15a, 15a)). All other
model parameters and plotting style is the same as in Fig. 6.
We show U = 0t, 2t (upper panel, left to right) and 5t, 12t,
(lower panel, left to right). We only show the vertical line
passing through site containing the impurity for a comparison
with Fig 6. A complete density profile for the single impurity
case is available in [6].
inclusion of inhomogeneous, site-dependent part of the
self-energy in our present studies to obtain some initial
insights on the behavior of the system with correlations.
We call this approximation homogeneous self-energy
approximation (HSEA) [6]. The homogeneous part
of the self-energy is computed by solving the DMFT
self-consistency equations for infinite homogeneous
system at zero temperature by using the NRG method.
The open-source code “NRG Ljubljana” [49, 50] is used
for this purpose. The computed self-energy (within
the HSEA) is then transferred to the real space Dyson
equation (36) containing the impurity potential and
used to obtain the one-particle Green’s function. We
note here that although the self-energies are computed
for a homogeneous system, the Green’s function is still
obtained by inverting the Dyson equation containing the
impurity potential in the real space and thus inhomo-
geneity of the system is taken into account.
A detailed mathematical formalism of the R-DMFT and
HSEA is presented in [6] wherein we also show that the
results from the two methods agree well for a single
impurity potential. It might be an interesting future
project to compare the results from R-DMFT and HSEA
for our extended models of the impurity potentials.
C. Physical quantities
Once we know the Green’s function of the system from
Eq. (35) and (36) we obtain the local spectral function
as
Aiσ(ω) = − 1
pi
Im Giiσ(ω). (37)
Having (37) we compute the spin resolved local density
of particles at zero temperature as
n¯iσ =
∫ EF
−∞
Aiσ(ω)f(ω) dω. (38)
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We consider spin rotational invariant systems, i.e., n¯i↑ =
n¯i↓, and the total number of particles per site is given by
n¯ =
1
NL
NL∑
i=1
n¯i, (39)
where n¯i = ni↑ + ni↓. Eq. (38) is the most relevant for
our studies of FO.
We further quantify the screening and interference effects
in the system by the screening charge defined by
Z =
∑
iσ
(
n¯iσ − n¯hom
2
)
, (40)
where the summation runs over all the lattice sites and
n¯hom corresponds to the density of particles of the refer-
ence homogeneous system (i.e., with Vi = 0).
IV. NUMERICAL RESULTS
We choose the chemical potential µ = U/2 such that
the homogeneous system is at half-filling i.e. n¯ = 1.
In all cases the hopping amplitude tij = t is only
between nearest neighbors. We set t = 1 to define the
energy units and set the lattice constant a = 1 to define
the length units in our numerical calculations. The
band-width W of the system is given by W = 2zt, where
z is the co-ordination number. The system is subjected
to the periodic boundary conditions with a finite number
of the lattice sites NL. We perform our simulations at a
zero temperature (T = 0).
The strength of electronic correlation is parametrized by
tuning the parameter U . We study the 2d homogeneous
system for different U values and see that the Mott tran-
sition occurs at Uc ≈ 11.5t. Hence, we choose U = 0t,
2t, 5t, and 12t to represent a non-interacting lattice gas,
a weakly interacting metallic phase, an intermediate
interacting metallic phase, and a Mott insulating phase
of the inhomogeneous system, respectively.
A. Two impurities
We start with the case where two impurities are present
in the system. In Fig. 6 we show the interference
patterns in FO due to two impurities of equal magnitude
V01 = V02 = 24t placed in the lattice sites (15a, 15a)
and (15a, 22a) along a vertical direction of the square
lattice for the non-interacting system and the interacting
system with U = 2t, 5t, and 12t. We further compare it
with the case where only a single impurity is present in
the system in Fig. 7. On comparing Fig. 6 and Fig. 7
the interference effect induced by the second impurity
is visible. We see that within the HSEA the interaction
does not change the position of the interference maxima
and minima but reduce their heights and intensities
as seen in U = 2t and 5t cases. This is analogous to
the damping of FO with the interactions in the single
impurity case. The behavior of the non-interacting
system and the weakly-interacting one with U = 2t is
very similar. No interference effects and FO are visible
in the Mott insulating phase at U = 12t.
In order to investigate how the interference maximum
and minimum changes as we vary the relative distance
between the impurities, in Fig. 8 we fix the position of
the first impurity at (15a, 15a) and vary the position of
the second impurity to: (15a, 19a), (15a, 20a), (15a, 21a),
and (15a, 27a). We show only the cases for U = 2t,
and 5t since the behavior of the non-interacting system
is very similar to the U = 2t one and no interference
effects are seen in the system with U = 12t. We see the
occurrence of a minimum for (15a, 19a), and a maximum
for (15a, 20a). Beyond a certain cross-over distance,
e.g., for (15a, 27a) the interference effects are negligible
and the inhomogeneities behave independently as in the
diluted impurity regime. Again, on comparing the cases
U = 2t and U = 5t we see that the interaction does not
change the position of the maximum and minimum but
reduces their height. In other words, we conclude that
the interaction reduces the interference effects.
We now place two impurities of equal magnitude
V01 = V02 = 24t along the diagonal direction of the
lattice at sites (10a, 10a) and (15a, 15a) and show the
cases for U = 2t, and U = 5t in Fig. 9. Comparing Fig. 9
and Fig. 8 we already see that the interference patterns
are qualitatively different when the impurities are placed
along the diagonal. Particularly, for U = 5t alternate
regions of high and low density along the diagonal of the
lattice are clearly visible. The interference pattern in
the interstitial region between the two impurities is the
most dominant. No FO or scattering interference effects
are visible for U = 12t.
In order to get a quantitative description of the inter-
ference effects with the relative distance between the
impurities we study the dependance of the screening
charge as defined by Eq. (40) for different positions of
the second impurity, i.e., when placed along the vertical
or along diagonal directions as shown in Fig. 10 (top
and bottom panels) respectively. When the two impu-
rities are placed along the vertical line, an oscillatory
behavior is seen in the screening charge, i.e., maxima
(minima) appear when the impurities are separated
by an odd (even) number of lattice sites both for the
non-interacting and interacting systems. The screening
charge does not change with distance and reaches its
constant residual value in the Mott phase (U = 12t)
again confirming the absence of any FO or interference
effects in this regime.
The oscillatory behavior in screening charge with the
distance is absent when the impurities are placed along
the diagonal direction as seen in Fig. 10 (bottom panel).
Along the diagonal direction the Manhattan distance
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FIG. 8. The variation in the interference in the FO for different relative distances between the impurities. The first impurity
V01 is kept fixed at ~R01 = (15a, 15a) and the position of the second impurity is shifted along the vertical line and placed at
~R02 = (15a, 19a), ~R02 = (15a, 20a), ~R02 = (15a, 21a), ~R02 = (15a, 27a) (from top to bottom). We show the interaction U = 2t
(left column), and U = 5t (right column). All other model parameters, and the plotting style are the same as in Fig. 6.
between the two sites is always even and, hence, there are
always interference minima in the FO. If one compares
the evolution of Z for even lattice spacing in the upper
panel with the same in the lower panel they almost
match perfectly. The screening charge reaches the same
constant residual value for U = 12t like in the case when
the impurities are placed along the vertical direction. In
both cases, at any given distance the screening charge
reduces with the increasing interactions, which is in
agreement with the case when only a single impurity is
present in the system [6].
B. Multiple impurities
We now move to a more complex case where we extend
our studies to several impurities randomly scattered over
the surface. This aims to model a contaminated surface
of a transition metal in the presence of dopant/defects,
e.g. the Cr 001 surface in [13]. We use the square
lattice, also to predict the behavior on the surfaces of
3d systems, exploiting the fact that lower dimensions
can also mimic the higher dimensions in the DMFT
approximation due to the momentum independence in
the self-energy. This feature has also been exploited in
[6].
In Fig. 11, we consider five impurities each of magnitude
V0 = 10t, randomly scattered over the lattice at sites:
(3a, 3a), (20a, 5a), (5a, 20a), (25a, 22a), (17a, 28a) for
the non-interacting system and systems with U = 2t,
U = 5t, and U = 12t. We see oscillations around
the impurities together with a complex interference
pattern (like a checkerboard) in the interstitial spaces
between the impurities for the non-interacting system,
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FIG. 9. Interference effect on FO due to the scattering from
two impurities of equal magnitude, i.e., V01 = V02 = 24t,
placed at ~R01 = (9a, 9a) and ~R02 = (15a, 15a), respectively,
along the diagonal direction of the square lattice. We show
the interactions U = 2t (upper panel) and U = 5t (lower
panel). The model, all other parameters, and the plotting
style are the same as in Fig. 6.
and systems with U = 2t, 5t. Interference effects get
localized around the impurities with the increasing
interactions (cf., U = 5t). No FO are observed in the
Mott insulator for (U = 12t). This is in agreement to
our previous studies where a single impurity or two
impurities are present in the system. Thus we conclude
that, at least within HSEA the absence of FO and
any interference effects due to scattering in the Mott
insulating phase is rather universal irrespective of the
model of the inhomogeneous potential.
C. Extended inhomogeneity
We apply a step potential across the square lattice
(32 × 32), i.e. for all the lattice sites with x-coordinates
Xi 6 15a the potential is V0 = 3t and in the rest of the
system is V0 = 0. This potential models an extended
inhomogeneity which could correspond to the surface
irregularities in materials developed during the process
of cleavage. In Fig. 12 we show local densities in
the non-interacting system (upper panel) and in the
interacting system with U = 12t (middle panel). The
step-like potential divides the lattice into two half-planes
with a different average occupation (n¯i). FO is visible
for U = 0, but the period of oscillations differ in the two
half-planes as illustrated in the inset, where we show
the FO in the cut perpendicular to the potential edge.
Different oscillation periods originate from different
uniform densities of particles in each halves of the
systems. Any signature of FO is absent for the Mott
phase (U = 12t), cf. the bottom panel of Fig. 12. In
Fig. 12 (bottom panel) the influence of interactions in
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FIG. 10. Variation of the screening charge defined by Eq. (40)
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values of the parameter U corresponds to the different inter-
actions. We show U = 0t, 2t, 5t, and 12t. The legends for
the plot in the upper panel (not shown) is same as that of the
lower panel.
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FIG. 11. Interference effect and FO in the presence of five
impurities each of magnitude V1 = V2 = V3 = V4 = V5 = 10t
randomly scattered over the lattice sites located at: ~R =
(3a, 3a), (20a, 5a), (5a, 20a), (25a, 22a), and (17a, 28a) of the
square lattice. We show the non-interacting system and the
system with the interactions U = 2t (upper panel, left to
right), and U = 5t, U = 12t (lower panel, left to right). All
other model parameters and the plotting style are the same
as in Fig. 6.
this system is studied taking cuts perpendicular to the
step of the potential. We see that the system becomes
more homogeneous and the screening charge decreases
with the increasing interaction.
D. A chain of impurities
Finally, we study the case where a chain of impurities
each of magnitude (V0 = 24t) is placed along the
diagonal direction and a vertical direction of the square
(31 × 31) lattice. This aims to model a domain wall
or an interface. We investigate the behavior of FO for
these two orientations of the chain with the different
interactions. First, in Fig. 13 we present the case for the
diagonally oriented chain for the non-interacting system
and systems with U = 2t, 5t,and 12t. The insets shows
a projection of the densities along a zigzag line oriented
perpendicularly to the diagonal direction. FO are visible
around the chain and the behavior is similar for the
non-interacting system and U = 2t, like in the other
previous cases. FO get localized around the chain with
the increasing interaction (cf., U = 5t). On the ends of
the cut (corners of the lattice) we observe an increase
of oscillations, which is due to the imposed periodic
boundary conditions. In the case of a Mott insulator
with U = 12t no FO are visible. The chain creates an
interface and effectively forms two subsystems separated
in space.
In Fig. 14 we show the behavior for the system with the
interactions if the chain of impurities is oriented along
the vertical direction. The inset shows a horizontal
cut perpendicular to the chain. In contrast, to the
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FIG. 12. Interference effect on FO due to the scattering from
an extended inhomogeneity: A step potential applied across
the square lattice (32× 32), such that for all the lattice sites
upto (15a, 15a) V0 = 3t and V0 = 0, otherwise. We show the
non-interacting case (upper panel) and Mott phase (U = 12t)
(middle panel). The right insets show oscillations on a cut
(dotted line in the main panels) perpendicular to the step of
the potential. In the bottom panel we compare a similar cut
for the different interactions U = 0t, 2t, 5t, and 12t.
previous case we do not see any FO but just a density
minimum corresponding to the repulsive potential both
for the non-interacting and interacting systems. We
only show the cases for U = 2t and U = 12t since the
behavior of the system do not change much with the
interactions. This different behavior as compared to
the diagonally oriented chain lies in the geometrical
orientation of the impurities with respect to each other.
If the chain is vertically oriented, each impurity site
has two neighboring sites occupied by the impurities.
On the other hand, if the chain is diagonally oriented,
each impurity site is completely surrounded by nearest
neighboring sites without impurities. Hence, in the last
case the distance between the impurity sites and the sites
on a perpendicular cut, measured in Manhattan metric,
is always even, in contrast to the former case, where it
is always odd. This difference makes the interference
pattern between FO created by each impurity from the
chain always constructive in the diagonal case, while it
is destructive in the vertical case.
In Fig. 15 we compare the FO from the diagonally ori-
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FIG. 13. Interference effect on FO due to the scattering from
a chain of impurity atoms of equal magnitude V0 = 24t along
the diagonal direction of the square lattice. The interaction
parameter is U = 0t, 2t, 5t, and 12t from the top to the
bottom panel, respectively. The model, all other parameters,
and the plotting style are the same as in Fig. 6.
ented chain (blue line) and from the vertically oriented
chain (green line) of impurities, presented above, with
the FO of a one-dimensional lattice having a single impu-
rity potential (red line), with NL = 32 sites and a single
impurity V0 = 12t placed in the center. We also show the
FO from a single impurity potential in the square lattice
(black line). We consider the non-interacting systems
for all these cases. T he comparison shows that none
of the 2d systems could be simplified to an assembly of
1d chains with a single impurity potential. While the
vertically oriented chain shows no oscillations, the decay
of FO due to the diagonally oriented chain is not exactly
similar to the 1d chain. Eventually, the FO from both
the vertically and diagonally oriented chains are also
quite different compared to a chain from a 2d lattice
with a single impurity potential at the center. Hence,
the substantial role of the geometrical orientation of the
chain of impurities on the interference effect prevents
one to simplify this system to an equivalent 1d chains
with single impurity potentials assembled together.
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FIG. 14. Interference effect on FO due to the scattering from
a chain of impurity atoms of equal magnitude V0 = 24t along
the vertical line of the square lattice. The interaction param-
eter is U = 2t, and 12t from the top to the bottom panel,
respectively. The model, all other parameters, and the plot-
ting style are the same as in Fig. 6.
V. CONCLUSIONS
We have studied the interference effects in FO due to
the scattering from two impurities, multiple impurities,
extended inhomogeneities in non-interacting and inter-
acting fermion systems. On comparing the FO in the
presence of a single impurity we see that in two impurity
systems, the additional impurity induces interference
effects on FO. The interference maxima and minima
change with the relative position of the impurities up to
a certain cross-over distance beyond which the impurities
behave independently. The interaction does not change
the position of maxima and minima but reduces their
intensity and consequently the interference effects. The
screening charge shows an oscillatory behavior with the
even and odd lattice spacing between the impurities
along a vertical column. A more complex pattern is
seen in the presence of multiple impurities but the FO
still localize around the impurities with the increasing
interactions. In case of the extended inhomogeneities the
system becomes more homogeneous with the increasing
interactions. In case of a chain of impurities in the
square lattice FO is present for a diagonal chain while
absent for a vertical chain due to constructive and
destructive of FO in these two geometries respectively.
In all the models of the impurity potential no FO or
interference effects are seen in the Mott insulating phase.
For a completeness we also presented a theory of FO
in non-interacting fermions in an empty space with
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NL = 32 sites and a single impurity potential V0 = 12t placed
at the center (1d), across the perpendicular cut for a chain
of impurities V0 = 24t along the diagonal chain (D), vertical
chain (V), and a single impurity potential V0 = 24t placed
at the centre of the square lattice (S). We show the non-
interacting case U = 0t.
localized impurities. The exact analytical formulation
was derived and generalization of the Friedel formula
was obtained within the independent impurities ap-
proximation. A few numerical results in two and three
dimensional systems were given.
We have used a homogeneous self-energy approximation
based on DMFT for our studies where the inhomoge-
neous part of the self-energy due to the contribution
from the impurities is neglected. Probing the additional
effects on the interference in FO when we calculate
the full self-energy solving the R-DMFT equations
self-consistently or include the spatial correlation
effects beyond the single-site DMFT would give a
more complete picture on top of our studies. Still, in
order to establish a connection with the real materials,
the model is rather simplistic. One needs to further
extend such studies using the material specific DMFT
(LDA+DMFT) solving the multi-band Hubbard model.
Our work can be a good starting point to motivate such
realistic modeling and future experiments.
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