Critical O(d)-Equivariant Biharmonic Maps by Cooper, Matthew K.
Critical O(d)-Equivariant Biharmonic Maps
Matthew K. Cooper
BSc. Hons I
A thesis submitted for the degree of Doctor of Philosophy
at The University of Queensland in 2015
School of Mathematics and Physics
iAbstract
The biharmonic map heat flow is an attractive model for higher order parabolic systems. One
of the most fundamental questions one can ask about a heat flow is whether or not singularities
develop.
Our focus in this thesis is the study of O(d)-equivariant biharmonic maps, and their associated
heat flow, in the critical dimension. Some of our intermediate results are valid for general poly-
harmonic maps and/or dimension, hence in the introduction we describe general polyharmonic
maps and their heat flows.
We show the existence of smooth initial data from B(0, 1; 4) into S4 for which the biharmonic
map heat flow must blowup. The possible equivariant biharmonic maps from R4 into S4 are
classified. We show that there is only one such map, modulo the obvious symmetries of our
problem, and it is the inverse stereographic projection of the identity map from S4 into S4.
Next, we show that there exists, in contrast to the harmonic analogue, equivariant biharmonic
maps from B(0, 1; 4) into S4 that wrap around S4 as many times as we wish.
We then study the mechanism of a possible finite-time blowup in the critical biharmonic map
heat flow. Part of this is the refining of existing results. The relevant existing results in the
literature only deal with the setting of domains without boundary: we extend these results
to the setting of domains with boundary. Using this setup we prove that, in our equivariant
setting, blowup of the biharmonic map heat flow in the critical dimension may only happen at
the origin and occurs through the concentration of energy at the origin.
Before adopting the approach presented in Chapter 4 to the problem of proving, that the critical
biharmonic map heat flow, in our equivariant setting, could only blow up if energy concentrated
at the origin, we had another strategy. In Chapter 5 we present this approach in the context
of the harmonic map case. Technical obstacles arose when trying to extend these ideas to the
biharmonic map case, so we switched to the approach presented in Chapter 4. However, the
ideas developed in Chapter 5 may be of independent interest.
One of the difficulties in higher order parabolic equations is that the maximum principle no
longer applies. By finding ways around this we have developed some interesting and general
techniques that may be useful in the study of other higher order equations.
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Chapter 1
Introduction
In this work our focus is (extrinsic) biharmonic maps in the critical dimension. Some of our
intermediate results are valid for general polyharmonic maps and/or dimension. Therefore, we
now describe general polyharmonic maps and their heat flows.
Let m ∈ N, Ω ⊂ Rd be open and bounded, M be a smooth, closed, compact Riemannian
manifold possibly with boundary, and N a smooth compact Riemannian manifold without
boundary, isometrically embedded in Rκ for some κ ∈ N. The polyharmonic energies are, for
u ∈ Hm(Ω;N ),
(1.1) Em(u; Ω) =
ˆ
Ω
|Gmu|2 dx,
where
Hm(Ω;N ) = {u ∈ Hm(Ω; Rκ) : u(x) ∈ N for a.e. x ∈ Ω},
Gmu :=
D∆
m−1
2 u if m odd,
∆
m
2 u if m even,
and Du is the Jacobian of u. The Euler-Lagrange equation of (1.1) is{
(−∆)mu(x) ⊥ Tu(x)N on Ω,
Dαu = Dαg on ∂Ω for |α| ≤ m− 1,
where g is boundary data and the above is interpreted in the distributional sense for u ∈
Hm(Ω;N ).
We are also interested in the L2-gradient flows of (1.1):
(1.2)
{
∂tu(t, x) + (−∆)mu(t, x) ⊥ Tu(t,x)N on R+ × Ω,
Dαu = Dαg on Γ(R+ × Ω) for |α| ≤ m− 1,
where g is initial-boundary data and Γ(U) denotes the parabolic boundary of U ⊂ R1+d. We
may replace Ω with a Riemannian manifoldM. However, for concreteness and since our study
does not need this generality, our presentation will only consider flat domains.
1
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The energies (1.1) for m ≥ 2 are higher-order analogues of the Dirichlet energy, that is, the
m = 1 case. Different higher-order energies have been proposed. For example the intrinsic
bi-energy
(1.3) E˜2(u; Ω) =
ˆ
Ω
|(∆u(x))T |2 dx,
where (∆u(x))T is the projection of ∆u(x) onto Tu(x)N . The intrinsic energy does not depend
on the embedding of N into Euclidean space, whereas the extrinsic energy does. This makes
the intrinsic energy more natural from the geometric perspective. However, the intrinsic energy
lacks coercivity, in contrast to the extrinsic energy, which makes it difficult to work with from
the analytic perspective. In this work we focus solely on the extrinsic case.
Despite its connection to questions in geometry, the equations defined by (1.2) are interesting
from a purely PDE perspective, particularly in the critical dimension d = 2m. This is because
they present model examples of higher-order elliptic and parabolic PDE with critical non-
linearities.
There is a large volume of literature concerning harmonic maps and their corresponding heat
flow, that is, the m = 1 case. Harmonic maps capture many concepts in geometry, for example,
geodesics and minimal immersions, and also provide models of various physical systems, for
example stationary heat distributions and liquid crystals. The higher-order cases present an
extra challenge. For example, in these cases the maximum principle is no longer available.
From the analytic point of view much of this literature revolves around existence and regularity.
A classical question is, given two Riemannian manifoldsM and N and a fixed homotopy class
of maps from M into N , does this class contain a harmonic map? The heat-flow strategy was
developed by Eells and Sampson in [10] to attack this problem. This strategy is simply gradient
descent, in infinite dimensions, on E1. The strategy depends on answering two questions:
Q1. Is the classical local-in-time solution to the harmonic map heat flow global?
Q2. Does u∞ = lim
t→∞
u(t, ·), where u is the global classical solution to the harmonic map heat
flow, exist and is it harmonic?
Note that the smooth harmonic map heat flow preserves homotopy class.
Using this strategy it was proven in [10] that, if N has non-positive sectional curvature, then
any local solution u which is generated by initial data in H1 can be extended to a global-in-time
smooth solution and u(t, ·) sub-converges to a harmonic map as t → ∞. However, once the
curvature restrictions on N are removed this is no longer true. In [11] Eells and Wood show
that there are no harmonic maps from T 2 into S2 with degree ±1 regardless of the metrics put
on T 2 and S2. Therefore, in this situation and others like it the above strategy has no hope of
working.
An open question at that time was whether the failure of this strategy happened in finite time
or at infinity, that is, does the strategy fail at Q1 or Q2 respectively? This is the question of
CHAPTER 1. INTRODUCTION 3
finite-time blowup. In [7] Coron and Ghidaglia showed that in the supercritical case (d ≥ 3)
finite-time blowup may occur. They proved this using an equivariant ansatz.
The domain being a surface makes the problem energy critical. This usually makes questions
of regularity more delicate. In [47] Struwe showed that if the domain is a compact Riemannian
surface without boundary then there exists a unique strong solution to the harmonic map heat
flow. This solution is smooth except for at most finitely many singular space-time points.
Finite-time blowup, if it occurs at all, corresponds to energy concentrating at these points. At
a possible blowup time this concentrating energy separates as non-constant harmonic spheres.
The question of whether finite-time blowup actually occurred in the critical case was finally
settled in the affirmative by Chang, Ding, and Ye in [3]. For later examples of finite-time blowup
for the critical harmonic map heat flow see, for example, [39], [51], and [6]. In the introduction,
Chang, Ding, and Ye remark that at the time of publication it was thought that one may have
had global regularity in the critical case due to the special nature of the harmonic map problem
in dimension two. Some examples of this special structure are the conformal invariance of the
energy and the results of He´lein in [20, 22, 21] showing all weakly harmonic maps from surfaces
are smooth.
Before we discuss [3], and state our main results, we need to introduce the notion of O(d)-
equivariance that we use. Throughout this thesis O(d) refers to the standard group of orthog-
onal transformations acting on Rd. We suppose that u : Ω → Sd, where Ω ⊂ Rd is invariant
under the action of O(d), and Sd is embedded in Rd+1:
Sd = {x ∈ Rd+1 : |x| = 1}.
For x ∈ Rd and R ∈ O(d), we let Rx denote the standard group action of O(d) on Rd. For
y = (y˜, yd+1) ∈ Rd+1, we set R • y = (Ry˜, yd+1). We say that u is O(d)-equivariant, or simply
equivariant, if R • u(x) = u(Rx), for all R ∈ O(d) and x ∈ Ω.
We will prove in Lemma 2.3 that, if u ∈ C∞(Bd;Sd) is equivariant then there exists a k ∈ N
such that there exists a unique ψ ∈ C∞([0, 1]; R), called the longitudinal distance, where
ψ(0) = kpi and
(1.4) u(x) = {sinψ, cosψ}xˆ =

(
x
|x| sinψ(|x|), cosψ(|x|)
)
for x ∈ B(0, 1; d) \ {0},
±keˆd+1 if x = 0,
where
±k =
+ if k is even,− if k is odd.
Remark 1.1. The condition ψ(0) = kpi ensures continuity of u at the origin, if ψ is itself
continuous at zero. 
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Remark 1.2. From (1.4) it is clear that, if we set ψ0(r) = ψ(r) + 2pil, for r ∈ [0, 1] and l ∈ Z,
then {sinψ0, cosψ0}xˆ = {sinψ, cosψ}xˆ. Therefore, without loss of generality, we may assume
that ψ(0) ∈ {0, pi}. 
Remark 1.3. Suppose that ψ(0) = pi and u = {sinψ, cosψ}xˆ. If we set ψ0(r) = pi − ψ(r) and
u0 = {sinψ0, cosψ0}xˆ then u0(x) = Ru(x), where R is the reflection through the {xd+1 = 0} ⊂
Rd+1 hyperplane. 
Remark 1.4. If u = {sin, cosψ}xˆ ∈ C∞(B(0, 1; d);Sd) such that ψ(0) = 0, then, by geometric
considerations, we have
ψ(r) =
ˆ r
0
∂x1u(seˆ1) · (ud+1(seˆ1), 0, . . . , 0,−u1(seˆ1)) ds. 
In this thesis we globally assume that ψ(0) = 0. This is without loss of any generality, because
of remarks 1.2 and 1.3. For clarity, we will occasionally remind the reader that we are assuming
ψ(0) = 0.
This equivariance is preserved by the harmonic map heat flow and one may compute the
following evolution equation for ψ:
(1.5)

∂tψ(t, r) = ∂
2
rψ(t, r) +
d− 1
r
∂rψ(t, r)
− (d− 1)sin(2ψ(t, r))
2r2
in R+ × (0, 1)
ψ = ψ0 on Γ(R
+ × (0, 1)).
Compare this to the general harmonic map heat flow into spheres:
(1.6) ∂tu = ∆u+ |Du|2u.
Observe that, compared to (1.6), in (1.5) there are not as many derivatives in the non-linearity
and that we are working in only a single spatial dimension. These attributes usually make a
PDE easier to study. However, notice that in (1.5) the coefficients become unbounded near the
origin which may cause some difficulties.
In [2] Chang and Ding showed that if supr∈[0,1] |ψ(0, r)| ≤ pi and ψ(0, 0) = 0 then the corre-
sponding local-in-time classical solution to the harmonic map heat flow can be extended to
a smooth global-in-time solution. Only when |ψ(0, 1)| < pi do we have sub-convergence to
a harmonic map (see [24]). Finally in [3] Chang, Ding, and Ye showed if |ψ(0, 1)| > pi and
ψ(0, 0) = 0 then the corresponding solution to the harmonic map heat flow blows up in finite
time. These proofs rely heavily on the comparison/maximum principle.
The study of higher-order polyharmonic maps is more recent. In [5] Chang, Wang, and Yang
prove the analogue of He´lein’s result for extrinsic biharmonic maps, in the critical dimension
d = 4, from flat domains into spheres. They also provide partial regularity for biharmonic
maps in the supercritical case in analogy with the results of Evans in [12]. For a different but
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related approach see [48], whose methods extend to p-harmonic maps and biharmonic maps on
the Heisenberg group. Chang, Wang, and Yang’s study of biharmonic maps is connected to
applications in four-dimensional conformal geometry, for example see [4] and [58]. These results
were generalised by Wang in [53, 54, 52]. The case of intrinsic biharmonic maps was studied
by Ku in [25]. Interior regularity for intrinsic and extrinsic polyharmonic maps in the critical
dimension, that is, d = 2m, was proven in [16], see also [18] for the special case of extrinsic
polyharmonic maps into spheres. The question of boundary regularity was settled in [31] by
Lamm and Wang.
The corresponding heat flow has also received attention. In particular, Lamm in [29] studies
the extrinsic biharmonic map heat flow in the subcritical setting and in the critical setting with
a small initial energy assumption. He is able to show global existence and sub-convergence to a
smooth biharmonic map. Then in [30] he proves the analogue of Eells and Sampson’s result for
the intrinsic biharmonic map heat flow in dimensions less than or equal to four. In [15, 55] the
analogue of Struwe’s work in [47] is undertaken for the extrinsic polyharmonic map heat flow.
The main difference between the results in [47] and the results in [15, 55] is that, instead of
being able to obtain finitely many space-time singularities, the latter authors can only establish
finitely many singular times.
The difference between these results is due to the nature of a local energy inequality for these
heat flows. In Struwe’s work he proves a local energy inequality for the harmonic map heat flow
(see [47, Lemma 3.6]). This allows one to locate the positions in space of possible singularities.
However, in the higher order flows the analogue of this local energy inequality only becomes
available in regions which have small energy. Due to this we cannot use this local energy
inequality to locate the positions of possible singularities in space.
The work in [29], [15], and [55] is heavily inspired by the ideas in [47]. This is because Struwe
avoids the maximum principle and relies instead on L2-estimates and interpolation inequalities.
These ideas generalise to the higher order cases where the maximum principle does not hold but
energy methods and interpolation inequalities are still applicable. One may also draw parallels
to the work of Kuwert and Scha¨tzle on the Willmore flow (see [27]), in which the authors also
make use of interpolation inequalities.
We would also like to mention the following interesting works on the polyharmonic map heat
flows. In [56], well-posedness for the heat flow of biharmonic maps with small, rough initial data
is established. In [37] and [36] Moser studies the intrinsic biharmonic map heat flow. He shows
the the existence of weak solutions and the mechanism of a possible finite-time singularity in
the critical dimension respectively. In [42] Rupflin studies the problem of the uniqueness of
weak solutions to the polyharmonic map heat flow in the critical dimension. She shows that,
under suitable conditions, the only loss of uniqueness is due to reverse bubbling, see [50]. This
result builds upon her earlier result for the harmonic case in [41], which answered a question
of Topping from [50].
Symmetric and equivariant biharmonic maps have already been studied in [17, 35, 57, 59]. In
CHAPTER 1. INTRODUCTION 6
[57], Wang, Ou, and Yang study rotationally symmetric intrinsic biharmonic maps from S2 into
S2. Similar to this work, they compute the corresponding symmetry reduction, and classify
their class of symmetric intrinsic biharmonic maps. In [35] Montaldo and Ratto examine a
more general class of equivariant intrinsic biharmonic maps. They consider maps that are
equivariant with respect to Riemannian submersions. They setup machinery to compute the
corresponding symmetry reductions, and use this to explicitly compute the symmetry reduction
in some concrete cases. As applications they prove the stability of specific proper, that is, non-
harmonic, intrinsic biharmonic maps from T 2 into S2 among a certain class of equivariant
maps. Moreover, they construct a counter-example to a generalization to intrinsic biharmonic
maps of Sampson’s maximum principle for harmonic maps, see [43]. In [59], Zorn studies G-
equivariant biharmonic maps, where G is a compact Lie group. Among other results, he proves
that G-minimizers of the bi-energy are stationary biharmonic, and improves estimates on the
Hausdorff dimension of the singular sets of appropriate G-equivariant biharmonic maps.
Our main motivation for this work is to extend the results in [2, 3] to the biharmonic map heat
flow. Next, we outline the structure of the rest of this thesis.
In Chapter 2 we show that (1.2) preserves the equivariant ansatz (1.4). Chang and Ding prove
this in the harmonic case (see [2, Lemma 2.2]). However, their proof invokes the maximum
principle, which is not available in the higher-order case. Hence, in the setting of polyharmonic
map heat flow, a new method has to be found that does not depend on the maximum principle.
After this, a Mathematica program that computes the symmetry reduction for the polyharmonic
map heat flow is presented. Using this program, we present the symmetry reduction for the
harmonic map heat flow (as a verification), the biharmonic map heat flow, and the triharmonic
map heat flow.
The critical equivariant biharmonic map equation, which reduces to a fourth order ODE for ψ,
has some interesting features. This ODE is the focus of Chapter 3.
After setting ∂tψ = 0 in (2.7), which is the symmetry reduction computed in Chapter 2, and
making the change of variables ψ(r) = ψ˜(s(r)), where s(r) = log r, (2.7) becomes the fourth-
order autonomous ODE:
(1.7) ∂4s ψ˜ = −
9
2
sin(2ψ˜) + (7 + 3 cos(2ψ˜))∂2s ψ˜ + 3(∂sψ˜)
2(2∂2s ψ˜ − sin(2ψ˜)).
Recall that we assume the boundary condition ψ(0) = 0, and this becomes
(1.8) lim
s→−∞
ψ˜(s) = 0.
We rewrite this as a first-order system by letting Ψi = ∂
i−1
s ψ˜ for i ∈ {1, 2, 3, 4}:
(1.9) ∂sΨ =

Ψ2
Ψ3
Ψ4
F1(Ψ1,Ψ3) + Ψ
2
2F2(Ψ1,Ψ3)
 ,
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where
F1(Ψ1,Ψ3) = −9
2
sin(2Ψ1) + (7 + 3 cos(2Ψ1))Ψ3, and
F2(Ψ1,Ψ3) = 3(2Ψ3 − sin(2Ψ1)).
The boundary condition (1.8) becomes
(1.10) lim
s→−∞
Ψ01(s) = 0.
Observe that (1.9) and (1.10) are invariant under the transformation Ψ 7→ −Ψ. Lemma 3.12
states that (1.10) is equivalent to Ψ0 being in the unstable manifold of the origin of (1.9),
denoted from now on by W u(0). For p0 ∈ R4 that is a critical point of (1.9), W u(p0) is the
subset of R4 defined by p ∈ W u(p0) if and only if there exists a Υ : (−∞, 0]→ R4 solving (1.9)
such that Υ(0) = p and lims→−∞Υ(s) = p0.
An s0 ∈ R and initial data Ψ0(s0) ∈ R4 generates a unique solution Ψ0 : [s0, smax) → R4 to
(1.9) where either smax =∞ or lims↗smax |Ψ0(s)| =∞.
Observe that y(s) = 2 arctan(es) is a heteroclinic orbit of (1.7). Note that
u(x) = (xˆ sin(2 arctan(|x|)), cos(2 arctan(|x|))) ,
for x ∈ Rd and d ∈ N≥2, is the inverse of the stereographic projection of Sd−1 \ {−eˆd} onto
Rd−1. We set Yi = ∂i−1s y for i ∈ {1, 2, 3, 4}.
Our arguments in this chapter are in part motivated by the harmonic map case. The analogue
of (1.7) in the critical harmonic map case is
(1.11)

∂2s ψ˜h =
1
2
sin(2ψ˜h),
lim
s→−∞
ψ˜h(s) = 0.
This ODE is a pendulum equation. One can think of it as describing the dynamics of a ball
rolling without friction in coordinate space on the potential energy surface V (q) = 1
2
cos2 q.
After some consideration it is clear that if lims→−∞ ψ˜h(s) = 0 then, up to s-translation, there
are only two non-trivial possibilities for ψ˜h. These possibilities are the heteroclinic orbits
between (ψ˜h, ∂sψ˜h) = (0, 0) and (ψ˜h, ∂sψ˜h) = (pi, 0), and between (ψ˜h, ∂sψ˜h) = (0, 0) and
(ψ˜h, ∂sψ˜h) = (−pi, 0). These turn out to be, up to s-translation, y and −y respectively.
Our situation is more complicated than the one encountered when studying (1.11). One reason
is that instead of a one-dimensional coordinate space we now have a two-dimensional coordinate
space. This adds a lot of flexibility to the possible dynamics. Moreover, we do not have a
convenient Hamiltonian formulation of (1.7) as we do for (1.11). In spite of this, the author
found it convenient to consider (1.7) as the following coupled system of second-order ODE
which describes a Newtonian system:{
∂2sΨ1 = Ψ3
∂2sΨ3 = F1(Ψ1,Ψ3) + (∂sΨ1)
2F2(Ψ1,Ψ3).
CHAPTER 1. INTRODUCTION 8
Our arguments are also inspired by the ideas in [14], in which the shooting method, along with
a pendulum equation interpretation, was used to show the existence of singularities of the first
kind in the harmonic map and Yang-Mills heat flows.
Considering (1.11) again, we see that if ψ˜h is an s-translation of ±y(s) then |ψ˜h| < pi. Therefore,
if we have equivariant initial data u0 = {sinψ0, cosψ0}xˆ for the harmonic map heat flow from
B(0, 1; 2) into S2 such that |ψ0(1)| ≥ pi and ψ0(0) = 0 then the flow must blowup either in
finite time or at infinity, as it cannot sub-converge to a harmonic map.
The results of Chapter 3 concern analogues of these observations for biharmonic maps. The
first result shows that, in analogy with the harmonic map case, for an equivariant map from
B(0, 1; 4) into S4, if the normal derivative at the boundary vanishes then there is a limit on
the number of times an equivariant biharmonic map from B(0, 1; 4) into S4 satisfying the same
boundary condition can wind around S4.
Theorem 1.5. There exists a K > 0 such that if
u = {sinψ, cosψ}xˆ ∈ C∞(B(0, 1; 4);S4),
with ψ(0) = 0, |ψ(1)| ≥ K, and ∂rψ(1) = 0, then u cannot be a biharmonic map. 
We now present a corollary of this.
Corollary 1.6. Suppose that
u0 = {sinψ, cosψ}xˆ ∈ C∞(B(0, 1; 4);S4),
with ψ(0) = 0, |ψ(1)| ≥ K, and ∂rψ(1) = 0, whereK is from Theorem 1.5. Then the biharmonic
map heat flow with u0 as initial-boundary data must blowup in finite-time or at infinity. 
This was the first example of blowup for the higher order polyharmonic map heat flows.
Proof. There are three possible behaviors for the biharmonic map heat flow with u0 as initial-
boundary data:
i. There exists a T ∈ R+ such that there is a smooth solution for t ∈ (0, T ), but not for
t ∈ [0, T ]. This is the case of finite-time blowup.
ii. There is a global-in-time smooth solution u, but
lim sup
t→∞
‖Du‖L∞(B(0,1;d)) =∞.
This is the case of blowup at infinity.
iii. There is a global-in-time smooth solution u such that ‖Du‖L∞(B(0,1;d)) is bounded uniformly
in time.
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In Case iii a standard compactness argument shows that u sub-converges in the C∞-topology
to a smooth biharmonic map u∞ ∈ C∞(B(0, 1; 4);S4), for examples of such arguments see the
argument for Step iv starting on Page 223 of [19], and the last three paragraphs of the Proof
of Theorem 1.2 on Page 383 of [29].
We wish to show that Case iii cannot happen. We will argue by contradiction, and hence
assume that we are in Case iii.
From the last paragraph of Part 2 of the proof of Theorem 1.9 which begins on Page 81, we see
that the O(4)-equivariance is preserved in the limit, and hence we can write
u∞(x) = {sinψ∞(|x|), cosψ∞(|x|)}xˆ,
where ψ∞ ∈ C∞([0, 1]; R) and ψ∞(0) = 0. Keeping in mind Remark 1.4, we know that ψ
sub-converges to ψ∞ in the C∞-topology. Therefore, we have ψ∞(0) = 0, ∂rψ∞(1) = 0, and
|ψ∞(1)| ≥ K. This combined with Theorem 1.5 yields our desired contradiction. 
Next, we wish to discuss a recent finite-time blowup result due to Liu and Yin. Recently, in [6],
an example of finite-time blowup for the harmonic map heat flow due to topological reasons
was given. Their argument is based on a no-neck theorem and builds upon earlier observations
in [39]. In [32] Liu and Yin prove a no-neck theorem for the blowup of a sequence of extrinsic
biharmonic maps with bounded energy. Motivated by the arguments in [6], Liu and Yin in [33]
have used their no-neck theorem to show finite-time blowup for the biharmonic map heat flow
in the critical dimension. More precisely, they prove the following result:
Theorem 1.7 ([33, Theorem 1.1]). Suppose thatM′ is any closed manifold of dimension m′ >
4 with nontrivial pi4(M′) and let M =M′ # Tm′ be the connected sum of M′ with the torus
of the same dimension. For any Riemannian metric g on M, there exist (infinitely many)
initial maps u0 : S
4 →M such that the biharmonic map heat flow starting from u0 develops a
singularity in finite time. 
It must be emphasised that the question of finite-time blowup for the biharmonic, and other
higher-order polyharmonic heat flows into spheres is still open. It is in this latter case that we
expect the equivariant ansatz to play an important role.
The second result of Chapter 3 states that, as in the harmonic case, the heteroclinic orbit given
by Y gives rise to the only non-constant equivariant biharmonic map, up to symmetry, from
R4 into S4.
Theorem 1.8. Suppose that Ψ0 : (−∞, smax) → R4 is a non-trivial orbit in W u(0) (the
unstable manifold of the origin). Then the following dichotomy holds:
1. up to s-translation Ψ0(s) = Y (s) or Ψ0(s) = −Y (s) and hence smax =∞; or
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2. Ψ0 blows up in finite time, that is, smax <∞ and
lim
s↗smax
|Ψ0(s)| =∞. 
This is of interest because in Chapter 4 we will see that, in the case of finite-time blowup of the
equivariant critical biharmonic map heat flow, a non-constant smooth equivariant biharmonic
map from R4 into S4 separates. The above theorem gives a complete description of what this
bubble can be. Using this, we may directly compute the ε20, see (1.12), constant from the
gap phenomenon, see [29, Theorem 1.1], [15, Theorem 2.1 (ii)], and [55, Corollary 2.3], in the
equivariant setting. This tells us that the critical biharmonic map heat flow with equivariant
initial data with energy less than or equal to ε20 = 16 vol(S
3) exists globally in time.
The third result shows that, in contrast to the harmonic map case, there exist smooth equiv-
ariant biharmonic maps from B(0, 1; 4) into S4 which wind around S4 arbitrarily many times.
Theorem 1.9. Let a ∈ R. Then there exists a biharmonic map
u = {sinψ, cosψ}xˆ ∈ C∞(B(0, 1; 4);S4),
such that ψ(0) = 0 and ψ(1) = a. 
Our arguments for each of the theorems in Chapter 3 involve a careful analysis of the dynamics
of the orbits in W u(0). In particular, the construction of appropriate positive invariant sets on
which we can find simpler systems of ordinary differential inequalities that our solutions satisfy
plays an important part in our analysis.
Recently in [17] Gastel and Zorn studied a fourth-order ODE very similar to (2.7). This ODE
arises when trying to construct biharmonic maps of cohomonogeneity one between spheres using
joins of two harmonic eigenmaps. In contrast to this work, they use purely variational methods.
Note that some variational arguments are also used in [14]. Their stated reason for this choice
is that purely ODE methods would cause difficulties due to their ODE being fourth-order and
having ill-posed boundary conditions. However, the work in this thesis uses ODE methods
to study a similar fourth-order ODE. It may be of interest in future work to see whether a
synthesis of the ideas from the work in this thesis and [17] can yield deeper insights.
In Chapter 4 we study the critical equivariant biharmonic heat flow. Some of our intermediate
results are valid for the general polyharmonic map heat flow from B(0, 1; d) ⊂ Rd into Sn−1 ↪→
Rn where d ∈ N and n ∈ N≥2.
In numerical studies of the equivariant biharmonic map heat flow conducted by the author,
evidence of finite-time blowup was observed. This potential blowup seemed to only ever occur
at the origin. This led to the natural question of whether, if it happens at all, finite-time blowup
in the equivariant setting is restricted to the origin.
This is well known for the harmonic map heat flow and the standard argument is straightfor-
ward. The argument is indirect and proceeds as follows. Since Struwe’s work in [47] we have
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known that, in the critical case, the singular set is at most finitely many space-time points.
If under the equivariant symmetry condition a singularity formed away from the origin, we
would have infinitely many singular space-time points. Hence, under the equivariant symmetry
condition, singularities only possibly form at the origin.
However, in the polyharmonic map case we may not argue in this way because the current
analogous results to [47] for the polyharmonic map case [15, 55] yield only finitely many singular
times. The main theorem of Chapter 4 answers the question of blowup away from the origin.
More precisely, it says that, if finite-time blowup happens in the equivariant critical biharmonic
map heat flow, then it can only occur at the origin.
Theorem 1.10. Let T > 0 and Q = (0, T ) × B(0, 1; 4). Suppose that u ∈ C∞(Q ∪ ΓQ;S4)
is an equivariant solution to (1.2) (for m = 2) with equivariant initial-boundary data g ∈
C∞(B(0, 1; 4);S4), and T is the maximal time of existence for such a smooth solution. Then
there exist:
1. a v ∈ C∞(B(0, 1; 4) \ {0}) such that for all ε ∈ (0, 1)
u(t, ·)→ v in C∞(B(0, 1; 4) \B(0, ε; 4)) as t↗ T ;
2. a non-constant equivariant biharmonic map ω ∈ C∞(R4;S4), such that E2(ω; R4) <∞, and
sequences ti ↗ T and ri ↘ 0 such that u(ti, rix)→ ω in C∞loc(R4); and
3. an ε0 > 0 such that, for all r0 ∈ (0, 1]:
lim sup
t↗T
E2(u(t, ·);B(0, r0; 4)) ≥ ε20,
where
(1.12)
ε20 = inf
{1
2
ˆ
R4
|∆ω|2 dx : ω ∈ C∞ is a non-constant, equivariant biharmonic map
such that
ˆ
R4
|D2ω|2 dx+
ˆ
R4
|Dω|4 dx <∞
}
. 
It is natural to ask what the bubbles denoted by ω in Theorem 1.10 can be. Theorem 1.8
provides the answer to this question. Using this result we calculate ε20 from Theorem 1.10 to
be 16 vol(S3).
This chapter builds upon the work in [29], [15], and [55]. All of these works deal only with
domains without boundary. However, in the introduction of [23] it is remarked, but not explic-
itly proven, that the existence results from [55, 15] for the biharmonic map heat flow can be
extended, via suitable modifications, to domains with boundary. More precisely the authors
state that, given a compact 4-dimensional Riemannian manifoldM with boundary and a com-
pact Riemannian manifold N without boundary, the existence theorems in [15] and [55] for the
biharmonic map heat flow hold for finite energy initial data g ∈ H2(M;N ) if, in addition, the
trace of g satisfies g|∂M ∈ H 72 (∂M;N ).
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For the sake of completeness we develop notation and lemmas that extend what we need from
[29], [15], and [55] to domains with boundary. We make our task much easier by considering
only flat domains, spherical targets and smooth initial-boundary data.
The novelty of the work in Chapter 4 lies in the extension of the results in [15] and [55],
which connect blowup of biharmonic maps in the critical dimension, to concentration of the´ |Du|4-energy. More precisely, we extend and refine these results to the biharmonic case in
the equivariant setting. This refinement shows that in the equivariant setting, blowup can only
happen at the origin. The crux of our argument is a point-wise gradient estimate for equivariant
maps away from the origin (Lemmas 4.28 and 4.30). This, along with a local C∞-convergence
result (Lemma 4.27), shows that singularities cannot form away from the origin. The point-wise
gradient estimate has a surprisingly elementary proof.
Finally, in Chapter 5 we present a proof of concept in the harmonic map case of an early
strategy the author had to prove that blowup in the equivariant biharmonic map heat flow
may only occur at the origin. More precisely, we singled out concentration at the origin as the
cause for blowup in the critical harmonic map heat flow in the equivariant setting. Our proof
is a refinement of the argument in [47] for the harmonic case but does not rely on the indirect
method mentioned above. The next step would have been to extend this argument to the
biharmonic map case. However, in our attempts to do this, large technical obstacles arose and
so we instead adopted the approach presented in Chapter 4. Although currently abandoned for
its initial purpose, the ideas in Chapter 5 may be of independent interest and may prove useful
in future work on the equivariant polyharmonic map heat flows.
Although the initial goal to prove analogues of the results from [2] and [3] remains incomplete,
much has been learned about the equivariant biharmonic map heat flow. The lack of a maximum
principle makes the task of extending [2] and [3] to the higher-order flows difficult. However, the
technique of majorizing operators may be used as an (imperfect) replacement, see for example
[13]. This may allow one to construct barriers to prove global existence. However, this will not
allow a proof of finite-time blowup using barriers. Perhaps the ideas in [40] may be of use: in
this paper, the authors study finite-time blowup of the equivariant critical harmonic map heat
flow by relying on energy methods and avoiding the maximum principle.
We also bring to the reader’s attention the appendices at the end of this thesis. Appendix A
contains an outline of the notation used throughout this thesis. Appendix B contains estimates
involving Sobolev norms, which are used repeatedly in this thesis.
Throughout this thesis we make extensive use of the Lp-estimates for higher-order parabolic
and elliptic equations. Although these Lp-estimates are an established part of the literature, in
Appendix C we were motivated, for completeness to prove the precise form of the Lp-estimates
we use in our particular application. These estimates can be obtained by localising [8, Theorem
2] and [8, Theorem 6], whilst using [8, Remark 1]. We require an explicit dependence on the
parameter R when considering the estimates on domains of the form (0, T ) × B(0, R; d), for
T,R > 0, which we obtain in Appendix C.
Chapter 2
The equivariant ansatz
In this chapter we begin our study of polyharmonic maps and their heat flow under the equiv-
ariant ansatz. In Section 2.1 we prove that the polyharmonic map heat flow preserves the
equivariant ansatz (1.4). Then in Section 2.2 we provide Mathematica code that computes the
symmetry reduction. Finally, we present the output of this code for the harmonic case (as a
verification), the biharmonic case, and the triharmonic case.
2.1 Preservation of symmetry
In this section we show that the evolution equation (1.2) preserves O(d)-equivariance. Chang
and Ding prove this in the harmonic case (see [2, Lemma 2.2]). Unfortunately, the authors
make critical use of the maximum principle, which isn’t available for the general polyharmonic
map heat flow (see also [19] for a similar proof, in a different setting, again relying on the
maximum principle). Hence, in the setting of the polyharmonic map heat flow, a new method
has to be found that does not depend on the maximum principle. After this we show that the
ansatz (1.4) is equivalent to O(d)-equivariance. In what follows, we take d,m ∈ N.
First we show that O(d)-equivariance is preserved by the evolution of (1.2).
Lemma 2.1. Suppose that d,m ∈ N, T > 0, Q = [0, T ]×B(0, 1; d). Let u ∈ C∞(Q;Sd) solve
(1.2) with O(d)-equivariant initial-boundary data g. Then u(t, ·) is O(d)-equivariant for each
t ∈ [0, T ]. Moreover u(t, 0) = ±eˆd+1 is constant. 
Proof. Let R ∈ O(d) be arbitrary. Set vR(t, x) = R • u(t, R−1x) for (t, x) ∈ Q. We know from
(1.2) that there holds:
(2.1) ∂tu = −(−∆)mu+ ((−∆)mu · u)u.
If a, b ∈ Rd+1 then:
1. (−∆)m(u ◦R) = ((−∆)mu) ◦R;
13
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2. R • ((−∆)mu) = (−∆)m(R • u); and
3. (R • a) · (R • b) = a · b.
Using (2.1) and the above, we have
∂tvR(t, x) = R • ∂tu(t, R−1x)
= R • {−(−∆)mu(t, R−1x) + ((−∆)mu(t, R−1x) · u(t, R−1x))u(t, R−1x)}
= −(−∆)m(R • u(t, R−1x)) + {(−∆)m(R • u(t, R−1x)) · (R • u(t, R−1x))}
·R • u(t, R−1x)
= −(−∆)mvR(t, r) + ((−∆)mvR(t, r) · vR(t, r))vR(t, r).
Hence, vR solves (1.2).
Next we show that vR has the same initial-boundary data as u. Our R ∈ O(d) has a natural
representation as a d×d-matrix. We let Ri,j denote the i-th row and j-th column of this matrix.
We now compute, for ω sufficiently regular,
(2.2)
(
∂xi1 · · · ∂xik
)
(R • ω(R−1x))
= R •
(
d∑
j1=1
· · ·
d∑
jk=1
)
(Ri1,j1 · · ·Rik,jk)
(
∂xj1 · · · ∂xjkω
)
(R−1x).
Hence (
∂xi1 · · · ∂xik
)
vR(t, x)
= R •
(
d∑
j1=1
· · ·
d∑
jk=1
)
(Ri1,j1 · · ·Rik,jk)
(
∂xj1 · · · ∂xjku
)
(t, R−1x).
Restricting to x ∈ ΓQ, using the fact that Dαu = Dαg on ΓQ for |α| ≤ m− 1, and using (2.2)
we have, for i1 + · · ·+ ik ≤ m− 1,(
∂xi1 · · · ∂xik
)
vR(t, x)
= R •
(
d∑
j1=1
· · ·
d∑
jk=1
)
(Ri1,j1 · · ·Rik,jk)
(
∂xj1 · · · ∂xjkg
)
(R−1x)
=
(
∂xi1 · · · ∂xik
)
(R • g(R−1x))
=
(
∂xi1 · · · ∂xik
)
g(x).
Hence DαvR = D
αg on ΓQ for |α| ≤ m− 1.
Therefore, vR solves (1.2) with the same initial-boundary data. Since solutions to (1.2) are
unique, see Lemma 4.3, we have vR ≡ u. Therefore, u(t, x) = R • u(t, R−1x) for all (t, x) ∈ Q
and R ∈ O(d).
Observe that u(t, 0) = R • u(t, 0) for all R ∈ O(d). Therefore, u(t, 0) must be ±eˆd+1. Since
t 7→ u(t, 0) is continuous we see that this map must be constant. 
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Next we show that if a function satisfies the ansatz (1.4) then it is O(d)-equivariant.
Lemma 2.2. Suppose that k ∈ Z, d ∈ N, u ∈ C(Bd(0, 1);Sd) satisfies (1.4). Then u is
O(d)-equivariant. 
Proof. Via (1.4) there exists a ψ : [0, 1] → R such that u = {sin(ψ), cos(ψ)}xˆ. Let R ∈ O(d)
be arbitrary. For x 6= 0 we compute:
R • u(R−1x) = R •
(
R−1x
|R−1x| sinψ(|R
−1x|), cosψ(|R−1x|)
)
= R •
(
R−1
x
|x| sinψ(|x|), cosψ(|x|)
)
= u(x).
For x = 0 we have
R • u(R−10) = R • u(0) = R • (±keˆd+1) = ±keˆd+1 = u(0). 
Finally we show that if a map is O(d)-equivariant at each time then it satisfies (1.4) at each
time.
Lemma 2.3. Let d ∈ N, k ∈ Z, and T > 0. Suppose u ∈ C∞([0, T ] × B(0, 1; d);Sd), and
u(t, ·) is O(d)-equivariant and u(t, 0) = ±keˆd+1 for each t ∈ [0, T ]. Then there exists a unique
ψ ∈ C∞([0, T ]× [0, 1]) such that{
ψ(t, 0) = kpi and
u(t, rxˆ) = {sinψ(t, r), cosψ(t, r)}xˆ,
for t ∈ [0, T ], xˆ ∈ Sd−1, and r ∈ [0, 1]. 
Proof. Let R0 ∈ O(d) be the reflection through the eˆ1-axis, that is,
R0eˆi =
eˆ1 if i = 1,−eˆi otherwise.
Therefore, for r ∈ [0, 1] we have
(2.3) u(t, reˆ1) = R0 • u(t, R−10 reˆ1) = R0 • u(t, reˆ1).
Hence ui(t, reˆ1) = 0 for i ∈ {2, 3, . . . , d}, which means that(
u1(t, reˆ1), u
d+1(t, reˆ1)
) ∈ S1.
Since u ∈ C∞([0, T ] × B(0, 1; d);Sd) and u(t, 0) = ±keˆd+1 we know there must exist a unique
ψ ∈ C∞([0, T ]× [0, 1]) such that ψ(t, 0) = kpi and
(2.4) u1(t, reˆ1) = sinψ(t, r), u
d+1(t, reˆ1) = cosψ(t, r).
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Next we work in spherical coordinates. Fix xˆ ∈ Sd−1 and let Rxˆ ∈ O(d) be such that Rxˆeˆ1 = xˆ.
Then for r > 0 we calculate, keeping in mind (2.3) and (2.4),
u(t, rxˆ) = Rxˆ • u(t, rR−1xˆ xˆ)
= Rxˆ • u(t, reˆ1)
= Rxˆ • (sinψ(t, r) eˆ1 + cosψ(t, r) eˆd+1)
= {sinψ(t, r), cosψ(t, r)}xˆ.
Since xˆ was arbitrary we are done. 
2.2 Symmetry reduction
For a function f : Rd → R such that f(x) = f(|x|) = f(r) we have, for x 6= 0,
−∆f(x) = −∂2rf(r)−
d− 1
r
∂rf(r) =: (L1f)(r).
We also compute:
−∆
(
x
|x|f(x)
)
=
x
|x|
(
−∂2rf(r)−
d− 1
r
∂rf(r) +
d− 1
r2
f(r)
)
=:
x
|x|(L0f)(r).
We write
{g0, g1}xˆ(t, x) = (xˆg0(t, |x|), g1(t, |x|)).
Observe that
−∆{g0, g1}xˆ = {L0g0, L1g1}xˆ,
∂t{g0, g1}xˆ = {∂tg0, ∂tg1}xˆ, and
{g0, g1}xˆ · {h0, h1}xˆ = g0h0 + g1h1.
For N a unit-sphere, (1.2) can be written as
|∂tu+ (−∆)mu− ((−∆)mu · u)u|2 = 0.
Note that this reduces to a PDE for ψ after setting u = {sinψ, cosψ}xˆ.
Next we present the following Mathematica code, which computes this symmetry reduction.
1 (∗ functions to calculate the Laplacian ∗)
2 L1 = Function[{expr}, −D[expr, {r, 2}] − (d − 1)/r D[expr, r ]]
3 L0 = Function[{expr}, −D[expr, {r, 2}] − (d − 1)/r D[expr, r ] + (d − 1)/rˆ2 expr]
4 Lapl = Function[{expr}, {L0[expr [[1]]], L1[expr [[2]]]}]
5 (∗ calculates the symmetry reduction ∗)
6 SymmetryReduce =
7 Function[{m},
8 With[{u = {Sin[\[Psi][t , r ]], Cos[\[Psi ][ t , r ]]}},
9 With[{ v = Nest[Lapl, u, m]},
10 With[{expr = −v + v.u u − D[u, t]},
11 FullSimplify [ expr . expr == 0]]]]]
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We verify that the code gives the correct result in the harmonic case:
(2.5) ∂tψ = ∂
2
rψ +
d− 1
r
∂rψ − (d− 1) sin(2ψ)
2r2
,
which is what we expect. The biharmonic case is
(2.6)
∂tψ = −∂4rψ −
2(d− 1)
r
∂3rψ + 6(∂rψ)
2∂2rψ −
d− 1
r2
sin(2ψ)(∂rψ)
2
+
2(d− 1)
r
(∂rψ)
3 +
1
r2
(
(d− 1) cos(2ψ)− d2 + 5d− 4) ∂2rψ
+
1
r3
(
(d2 − 4d+ 3) cos(2ψ) + 2d2 − 8d+ 6) ∂rψ
− 3(d
2 − 4d+ 3)
2r4
sin(2ψ),
and the triharmonic case is
∂tψ = ∂
6
rψ +
3(d− 1)
r
∂5rψ +
3(d− 1)(2d− 7− cos(2ψ))
2r2
∂4rψ −
30(d− 1)
r
(∂rψ)
2∂3rψ
− 9(d− 1)(2d− 7− cos(2ψ))
r2
(∂rψ)
2∂2rψ − 15(∂rψ)2∂4rψ
+
3 (d3 − 12d2 + 35d− 24) sin(2ψ)
2r4
(∂rψ)
2 − 45(d− 1)
r
(∂rψ)(∂
2
rψ)
2
− 60∂rψ ∂2rψ ∂3rψ +
9 (3− 4d+ d2)
r3
sin(2ψ) ∂rψ ∂
2
rψ
+
6(d− 1)
r2
sin(2ψ) ∂rψ ∂
3
rψ +
(d− 11− 3 cos(2ψ)) (d2 − 4d+ 3)
r3
∂3rψ
+
3(3 + 2 cos(2ψ)) (d3 − 9d2 + 23d− 15)
r5
∂rψ − 3(d− 1)
2r2
sin(2ψ)(∂rψ)
4
+ 15(∂rψ)
4∂2rψ − 15(∂2rψ)3 +
9(d− 1)
2r2
sin(2ψ)(∂2rψ)
2
− 3(cos(2ψ)(d− 8) + 3(d− 6)) (d
2 − 4d+ 3)
2r4
∂2rψ +
3(d− 1)
r
(∂rψ)
5
− (d− 11− 3 cos(2ψ)) (d
2 − 4d+ 3)
r3
(∂rψ)
3
− 15 (d
3 − 9d2 + 23d− 15)
2r6
sin(2ψ).
Observe that these expressions quickly become burdensome.
Since we will only use (2.6) in the critical case, that is, d = 4, for the convenience of the reader
we explicitly state this equation:
(2.7)
∂tψ = −∂4rψ −
6
r
∂3rψ + 6(∂rψ)
2∂2rψ +
3
r2
cos(2ψ)∂2rψ +
6
r
(∂rψ)
3
− 3
r2
sin(2ψ)(∂rψ)
2 +
3
r3
(cos(2ψ) + 2) ∂rψ − 9
2r4
sin(2ψ).
Recall that we are assuming ψ(0) = 0, and hence u(0) = eˆd+1, see remarks 1.2 and 1.3. Due to
the boundary conditions in (1.2), we have
∂irψ(t, 1) = ai, for t ∈ [0, T ] and i ∈ {0, . . . ,m− 1},
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where ai ∈ R for each i ∈ {0, . . . ,m− 1}.
Due to symmetry, ψ must satisfy certain conditions at the origin. Let R0 ∈ O(d) be given by
R0eˆi =
eˆ1 for i = 1,−eˆi for i ∈ {2, . . . , d},
and set R1 = −R0. For x1 ∈ [−1, 1] we have u(x1eˆ1) = R0 • u(x1eˆ1).
This implies that there exists a ξ : [−1, 1]→ R such that ξ(0) = 0 and
u(x1eˆ1) = eˆ1 sin ξ(x1) + eˆd+1 cos ξ(x1).
for x1 ∈ [−1, 1]. We also have u(x1eˆ1) = R1 • u(−x1eˆ1), which implies that
(sin(ξ(x1)), cos(ξ(x1))) = (sin(−ξ(−x1)), cos(−ξ(−x1))).
Hence ξ(x1) = −ξ(−x1) + Ξ(x1) where
Ξ : [−1, 1]→ {. . . ,−4pi,−2pi, 0, 2pi, 4pi, . . . }.
However, Ξ is continuous with Ξ(0) = 0. Therefore, Ξ ≡ 0 and ξ is odd.
Observe that if u ∈ Ck(B(0, 1; d);Sd) then ξ ∈ Ck([0, T ] × [−1, 1]; R). In this case we have
∂2ix1ξ(t, 0) = 0 whenever 2i ≤ k. Since ψ = ξ|x∈[0,1], ψ ∈ Ck([0, T ]× [0, 1]; R) and ∂2ir ψ(t, 0) = 0
whenever 2i ≤ k.
Chapter 3
Critical equivariant biharmonic maps
In this chapter we study the equivariant biharmonic map problem in the critical dimension.
This reduces to the study of a fourth-order ODE.
Before we begin, for the reader’s convenience, we restate the relevant notation presented in
Chapter 1. Note that we keep the numbering from Chapter 1. After setting ∂tψ = 0 in (2.7)
and making the change of variables ψ(r) = ψ˜(s(r)), where s(r) = log r, (2.7) becomes the
fourth-order autonomous ODE:
(1.7) ∂4s ψ˜ = −
9
2
sin(2ψ˜) + (7 + 3 cos(2ψ˜))∂2s ψ˜ + 3(∂sψ˜)
2(2∂2s ψ˜ − sin(2ψ˜)).
Recall that we assume the boundary condition ψ(0) = 0, and this becomes
(1.8) lim
s→−∞
ψ˜(s) = 0.
We rewrite this as a first-order system by letting Ψi = ∂
i−1
s ψ˜ for i ∈ {1, 2, 3, 4}:
(1.9) ∂sΨ =

Ψ2
Ψ3
Ψ4
F1(Ψ1,Ψ3) + Ψ
2
2F2(Ψ1,Ψ3)
 ,
where
F1(Ψ1,Ψ3) = −9
2
sin(2Ψ1) + (7 + 3 cos(2Ψ1))Ψ3, and
F2(Ψ1,Ψ3) = 3(2Ψ3 − sin(2Ψ1)).
The boundary condition (1.8) becomes
(1.10) lim
s→−∞
Ψ01(s) = 0.
Recall that (1.9) and (1.10) are invariant under the transformation Ψ 7→ −Ψ, and that Lemma
3.12 states that (1.10) is equivalent to Ψ0 being in the unstable manifold of the origin of (1.9),
denoted by W u(0).
19
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An s0 ∈ R and initial data Ψ0(s0) ∈ R4 generates a unique solution Ψ0 : [s0, smax) → R4 to
(1.9) where either smax =∞ or lims↗smax |Ψ0(s)| =∞.
Observe that y(s) = 2 arctan(es) is a heteroclinic orbit of (1.7). Note that
u(x) = (xˆ sin(2 arctan(|x|)), cos(2 arctan(|x|))) ,
for x ∈ Rd and d ∈ N, is the inverse of the stereographic projection of Sd−1−{−eˆd} onto Rd−1.
We set Yi = ∂
i−1
s y for i ∈ {1, 2, 3, 4}.
Moreover, we would like to bring to the reader’s attention the useful identity Y3 =
1
2
sin(2Y1).
The chapter is set out as follows. In Section 3.1 we set up the required machinery and then
prove Theorem 1.8. We then move our focus towards the proofs of Theorems 1.5 and 1.9 in
Section 3.2. Finally, Section 3.3 contains some auxiliary lemmas.
3.1 Finite-time blowup or heteroclinic orbit
The aim of this section is to prove Theorem 1.8. First we define some sets. We let
W+ = {x ∈ R4 : (x1, x3), (x2, x4) ∈ Λ+}, and
W− = {x ∈ R4 : (x1, x3), (x2, x4) ∈ Λ−},
where
Λ+ = {x ∈ R2 : x1 ≥ 0, x2 ≥ 2x1}, and
Λ− = {x ∈ R2 : x1 ≤ 0, x2 ≤ 2x1}.
The following sets will also be useful:
W ∗+ = W+ ∩ {x ∈ R4 : x3 6= 0},
W ∗− = W− ∩ {x ∈ R4 : x3 6= 0}.
The next lemma gives sufficient control of orbits in W u(0) early in their life when they are still
well approximated by the linearization of (1.9) at the origin.
Lemma 3.1. Suppose that Ψ0 : (−∞, smax) is a non-trivial orbit in W u(0) and σ > 0. Then
there exists an s0 ∈ (−∞, smax) and an s-translation of Y , denoted by Y 0, such that either:
1. Ψ01(s0) = Y
0
1 (s0), Ψ
0(s0)− Y 0(s0) ∈ W ∗+ ∪W ∗−, and |Ψ03(s0)− Y 03 (s0)| < σ;
2. −Ψ01(s0) = Y 01 (s0), −Ψ0(s0)− Y 0(s0) ∈ W ∗+ ∪W ∗−, and |Ψ03(s0) + Y 03 (s0)| < σ;
3. Ψ0(s0) = Y
0(s0); or
4. Ψ0(s0) = −Y 0(s0). 
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Proof. Via the Stable Manifold theorem (see for example [38, Section 2.7]) W u(0) is a smooth
2-manifold embedded in R4.
The linearization of (1.9) at Ψ = 0 is
(3.1) ∂sΨlin =

0 1 0 0
0 0 1 0
0 0 0 1
−9 0 10 0
Ψlin =: AΨlin.
The eigenvalues of A are −3,−1, 1, and 3 with the corresponding eigenvectors:
1
−3
9
−27
 ,

1
−1
1
−1
 ,

1
1
1
1
 , and

1
3
9
27
 .
Therefore, the tangent plane of W u(0) at the origin coincides with the linear subspace
span{(1, 1, 1, 1)T , (1, 3, 9, 27)T}.
Note that
span{(1, 1, 1, 1)T , (1, 3, 9, 27)T} = span
{(
1,
3
4
, 0,−9
4
)T
,
(
0,
1
4
, 1,
13
4
)T}
.
Hence the tangent plane of W u(0) at the origin may be locally written as a graph over the
Ψ1-Ψ3 plane:
(3.2)

Ψ2(Ψ1,Ψ3) =
3
4
Ψ1 +
1
4
Ψ3 +G2(Ψ1,Ψ3),
Ψ4(Ψ1,Ψ3) = −9
4
Ψ1 +
13
4
Ψ3 +G4(Ψ1,Ψ3),
where
∂(G2, G4)
∂(Ψ1,Ψ3)
(0, 0) = 0.
For any s0 ∈ (−∞, smax) there exists an s ∈ (−∞, s0] such that Ψ01(s) 6= 0. Indeed if Ψ01(s0) 6= 0
we are done. On the other hand, we suppose that Ψ01(s0) = 0 then, for δ > 0, we have
(3.3) Ψ01(s0 − δ) = −Ψ02(s0)δ +
Ψ03(s0)
2
δ2 − Ψ
0
4(s0)
6
δ3 +O(δ4).
Since Ψ(s0) 6= 0, we can see from (3.3) that we can find a δ > 0 sufficiently small that
Ψ01(s0 − δ) 6= 0. Hence we may find an s0 sufficiently negative so that Ψ01(s0) 6= 0 and |Ψ0(s0)|
is as small as we like.
Now assume that Ψ01(s0) > 0. We take s0 to be sufficiently negative and Y
0 to be an s-
translation of the heteroclinic orbit Y such that Y 01 (s0) = Ψ
0
1(s0). Note that Y
0 is also an
orbit in W u(0) and may be parameterized by Ψ1. If Ψ
0
3(s0) = Y
0
3 (s0), we have Ψ
0(s0) = Y
0(s0)
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since locally around the origin W u(0) is a graph over the Ψ1 − Ψ3 plane, which would give
Ψ0(s0)− Y 0(s0) = 0. This is Case 3 above.
From (3.2) we have
(3.4)

∂Ψ3Ψ2(Ψ1,Ψ3) =
1
4
+ oΨ→0(1),
∂Ψ3Ψ4(Ψ1,Ψ3) =
13
4
+ oΨ→0(1).
Fix an ε > 0. If Ψ03(s0) > Y
0
3 (s0) then, provided s0 is sufficiently negative, we have
0 < Ψ02(s0)− Y 02 (s0) ≤
(
1
4
+ ε
)
(Ψ03(s0)− Y 03 (s0)), and
Ψ04(s0)− Y 04 (s0) ≥
(
13
4
− ε
)
(Ψ03(s0)− Y 03 (s0)).
Hence, for sufficiently small ε,
Ψ04(s0)− Y 04 (s0) ≥
13− 4ε
1 + 4ε
(Ψ02(s0)− Y 02 (s0)) ≥ 2(Ψ02(s0)− Y 02 (s0)).
Therefore, Ψ0(s0)− Y 0(s0) ∈ W ∗+.
Now if Ψ03(s0) < Y
0
3 (s0), then provided s0 is sufficiently negative, we have
0 < Y 02 (s0)−Ψ02(s0) ≤
(
1
4
+ ε
)
(Y 03 (s0)−Ψ03(s0)), and
Y 04 (s0)−Ψ04(s0) ≥
(
13
4
− ε
)
(Y 03 (s0)−Ψ03(s0)).
Hence, for sufficiently small ε,
Y 04 (s0)−Ψ04(s0)
Y 02 (s0)−Ψ02(s0)
≥ 2.
This implies that
Ψ04(s0)− Y 04 (s0) ≤ 2(Ψ02(s0)− Y 02 (s0)).
Therefore, Ψ0(s0)− Y 0(s0) ∈ W ∗−.
We can choose s0 sufficiently negative so that |Ψ03(s0)| and |Y 0(s0)| are as small as we like.
Therefore, we can choose s0 sufficiently negative so that |Ψ03(s0)− Y 03 (s0)| < σ. This is Case 1
above.
Recall that (1.9) is invariant under the transformation Ψ 7→ −Ψ. Therefore, if Ψ01(s0) < 0 then
we may argue the same as above but with −Ψ0 instead of Ψ0. This leads to the cases of 2 and
4. There are no more cases to consider. 
Since (1.9) holds, and our initial values are invariant under the substitution Ψ 7→ −Ψ we only
have to concentrate on the resulting cases 1 and 3 from Lemma 3.1.
Now that we have Ψ0−Y0 ∈ W+∪W− we can approximate (1.9) by a simpler system of ordinary
differential inequalities.
Let Ψ0 : (−∞, smax)→ R4, Y 0, and s0 be the same as in Lemma 3.1 with Ψ0−Y0 ∈ W+ ∪W−.
Set X(s) = Ψ0(s)− Y 0(s) for s ∈ [s0, smax). Note that ∂sXi = Xi+1 for i ∈ {1, 2, 3}.
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Lemma 3.2. If X ∈ W+ then ∂sX4 ≥ 4(X3−c0X1), and if X ∈ W− then ∂sX4 ≤ 4(X3−c0X1),
where c0 is taken from Lemma 3.13. 
Proof. Since F2(Y
0
1 , Y
0
3 ) = 0 we have
∂sX4 = F1(Y
0
1 +X1, Y
0
3 +X3)− F1(Y 01 , Y 03 )
+ (X2 + Y
0
2 )
2F2(Y
0
1 +X1, Y
0
3 +X3).
If X ∈ W+ then F2(Y 01 +X1, Y 03 +X3) ≥ 0. Hence
∂sX4 ≥ F1(Y 01 +X1, Y 03 +X3)− F1(Y 01 , Y 03 ).
If on the other hand X ∈ W−, then F2(Y 01 +X1, Y 03 +X3) ≤ 0 and
∂sX4 ≤ F1(Y 01 +X1, Y 03 +X3)− F1(Y 01 , Y 03 ).
Next we study F1(Y
0
1 +X1, Y
0
3 +X3)−F1(Y 01 , Y 03 ). Note that F1(Y 01 , Y 03 ) = F1
(
Y 01 ,
1
2
sin(2Y 01 )
)
=
F1(Y
0
1 ).
We are interested in the curve in the Ψ1-Ψ3 plane such that F1(Ψ1,Ψ3) = F1(Y
0
1 ) for given
values of Y 01 ∈ (0, pi). This curve can be written as a graph over Ψ1, namely:
Υ(Ψ1;F1(Y
0
1 )) =
2F1(Y
0
1 ) + 9 sin(2Ψ1)
14 + 6 cos(2Ψ1)
.
Hence
F1(Y
0
1 +X1, Y
0
3 +X3)− F1(Y 01 , Y 03 )
= F1(Y
0
1 +X1, Y
0
3 +X3)− F1(Y 01 +X1,Υ(Y 01 +X1;F1(Y 01 ))).
Lemma 3.13 yields ∂Ψ1Υ(Ψ1;F1(Y1)) ≤ c0.
Therefore, if X ∈ W+ then
Υ(Y 01 +X1;F1(Y
0
1 )) ≤ Y 03 + c0X1,
and if X ∈ W− then
Υ(Y 01 +X1;F1(Y
0
1 )) ≥ Y 03 + c0X1.
Hence for X ∈ W+:
∂sX4 ≥ F1(Y 01 +X1, Y 03 +X3)− F1(Y 01 +X1, Y 03 + c0X1)
=
ˆ Y 03 +X3
Y 03 +c0X1
∂Ψ3F1(Y
0
1 +X1,Ψ3) dΨ3
≥ 4(X3 − c0X1),
and for X ∈ W−:
∂sX4 ≤ F1(Y 01 +X1, Y 03 +X3)− F1(Y 01 +X1, Y 03 + c0X1)
=
ˆ Y 03 +c0X1
Y 03 +X3
−∂Ψ3F1(Y 01 +X1,Ψ3) dΨ3
≤ 4(X3 − c0X1). 
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The following lemma tells us that W ∗+ and W
∗
− are positive invariant sets for X.
Lemma 3.3. If X(s0) ∈ W ∗+ (resp. X(s0) ∈ W ∗−) then X(s) ∈ W ∗+ (resp. X(s) ∈ W ∗−) for
s ≥ s0 while X exists. 
Proof. First we assume that X(s0) ∈ W ∗+. As a first step we show that there exists an ε > 0
such that X(s0 + s) ∈ W ∗+ for all s ∈ [0, ε).
Set β := 2X1(s0)
X3(s0)
, and note that β ∈ [0, 1], since X(s0) ∈ W ∗+. Via Taylor’s theorem, (1.9), and
Lemma 3.2:(
X2(s0 + s)
X4(s0 + s)
)
=
(
X2(s0)
X4(s0)
)
+
(
X3(s0)
∂sX4(s0)
)
s+O(s2)
=
(
X2(s0)
X4(s0)
)
+
(
1
2
)
X3(s0)s+
(
0
α + 2(1− c0β)X3(s0)
)
s
+O(s2),
for sufficiently small s > 0, where α ≥ 0. Recall that X3(s0) > 0, and c0 < 1. Therefore,
(X2(s0 + s), X4(s0 + s)) ∈ int(Λ+) for sufficiently small s.
Next we turn our attention towards (X1, X3). Via Taylor’s theorem:(
X1(s0 + s)
X3(s0 + s)
)
=
(
X1(s0)
X3(s0)
)
+
(
X2(s0 + ζ)
X4(s0 + ζ)
)
s,
for some ζ ∈ (0, s). We know that (X1(s0), X3(s0)) ∈ Λ+, X3(s0) > 0, and (X2(s0 + ζ), X4(s0 +
ζ)) ∈ int(Λ+) for sufficiently small s. After combining these facts we have that (X1(s0 +
s), X3(s0 +s)) ∈ int(Λ+) and X3(s0 +s) > 0 for sufficiently small s. Therefore, X(s0 +s) ∈ W ∗+
for sufficiently small s.
To finish we show that if X(s) ∈ W ∗+ for all s ∈ [s0, s1) and X exists on the whole interval
[s0, s1] then X(s1) ∈ W ∗+. Since W ∗+ ⊂ W+ which is closed, we have X(s1) ∈ W+. All that is left
to show is that X3(s1) > 0. For s ∈ [s0, s1), ∂sX3(s) = X4(s) ≥ 0, hence X3(s1) ≥ X(s0) > 0.
The statement regarding W ∗− can be shown in exactly the same way. 
We now show that the non-trivial orbits of W u(0) that are not s-translations of ±Y must exit
the region |Ψ3| < 1 in finite time.
Lemma 3.4. Suppose that Ψ0 : [s0, smax) → R4 solves (1.9), Ψ0(s0) − Y 0(s0) ∈ W ∗+ (resp.
Ψ0(s0)− Y 0(s0) ∈ W ∗−) where Y 0 is an s-translation of Y , and |Ψ03(s0)| < 1. Then there exists
an s1 ∈ (s0, smax) such that Ψ03(s1) = 1 (resp. Ψ03(s1) = −1). 
Remark 3.5. Observe that s1 < smax because while |Ψ03| ≤ 1 we can control the growth of
|Ψ0|. 
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Proof. We set X = Ψ0 − Y 0. First we assume that X(s0) ∈ W ∗+. Lemmas 3.2 and 3.3 give
∂2sX3 = ∂sX4 ≥ 2X3 ≥ 2X3(s0). Therefore, X3(s0 + s) ≥ X3(s0)s2 and
Ψ03(s0 + s) ≥ Y 03 (s0 + s) +X3(s0)s2 ≥ −
1
2
+X3(s0)s
2.
Therefore, there exists such an s1, and indeed s1 ∈
(
s0, s0 +
(
3
2X3(s0)
) 1
2
]
.
The argument for X(s0) ∈ W ∗− is exactly the same. 
The next lemma shows that once an orbit Ψ01 : (−∞, smax) in W u(0) has exited the region
|Ψ3| < 1, it blows up in finite time and |Ψ01| diverges to infinity.
Lemma 3.6. Suppose that Ψ0 : [0, smax) → R4 solves (1.9) with Ψ03(0) ≥ 1 and Ψ04(0) ≥ 0.
Then Ψ0 blows up in finite time, that is, smax <∞ with
lim
s↗smax
|Ψ0(s)| =∞.
Moreover Ψ01(s)→∞ as s↗ smax. 
Proof. Standard ODE theory gives local existence. Hence smax > 0. Let σ > 0 be arbitrary.
First we consider the special case where Ψ02(0) ≥ σ.
We set
(3.5) S1 = {Ψ ∈ R4 : Ψ2 ≥ σ,Ψ3 ≥ 1,Ψ4 ≥ 0}.
Next, we show that S1 is positive invariant under the flow described by (1.9). Since S1 is
closed, in order to that it is positive invariant under the flow described by (1.9), it suffices to
show that, if s0 ∈ [0, smax) and Ψ(s0) ∈ S1, then there exists a δ ∈ (0, smax − s0) such that
Ψ((s0, s0 + δ)) ⊂ S1.
We suppose that s0 ∈ [0, smax) and Ψ(s0) ∈ S1. By continuity, there exists a δ ∈ (0, smax − s0)
such that Ψ3(s) >
99
100
, for s ∈ [s0, s0 + δ), hence Ψ2(s) > σ, for s ∈ (s0, s0 + δ). We use (1.9),
to obtain, for s ∈ [s0, s0 + δ),
∂sΨ4(s) = −9
2
sin(2Ψ1(s)) + (7 + 3 cos(2Ψ1(s)))Ψ3(s) + 3 (Ψ2(s))
2 (2Ψ3(s)− sin(2Ψ1(s)))
> −9
2
sin(2Ψ1(s)) + (7 + 3 cos(2Ψ1(s)))
(
99
100
)
> 0.
Therefore, Ψ4(s) > 0, for s ∈ (s0, s0 + δ), hence Ψ3(s) > 1, for s ∈ (s0, s0 + δ). Therefore,
Ψ((s0, s0 + δ)) ⊂ S1, and hence S1 is positive invariant under the flow described by (1.9).
For Ψ0 ∈ S1 we have
(3.6) ∂sΨ
0
4 = F (Ψ
0)
(
Ψ02
)2
Ψ03,
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where F (Ψ) ∈ [c0, c1] ⊂ (0,∞), c0 = c0(σ), and c1 = c1(σ).
We suppose that Ψ04 > 0, and consider rescaled versions of Ψ
0
2 and Ψ
0
3:
(3.7) z1 =
Ψ02
(Ψ04)
1
3
and z2 =
Ψ03
(Ψ04)
2
3
.
We differentiate:
∂sz1 =
(
Ψ04
) 1
3 z2
(
1− F (Ψ
0)
3
z31
)
, and
∂sz2 =
(
Ψ04
) 1
3
(
1− 2F (Ψ
0)
3
z21z
2
2
)
.
Now (3.6) becomes:
∂sΨ
0
4 = F (Ψ
0)z21z2
(
Ψ04
) 4
3 .
We have Ψ0(0) ∈ S1, hence Ψ0(s) ∈ S1, for s ∈ [0, smax). We use (1.9), to obtain, for s ∈
[0, smax),
∂sΨ4(s) = −9
2
sin(2Ψ1(s)) + (7 + 3 cos(2Ψ1(s)))Ψ3(s) + 3 (Ψ2(s))
2 (2Ψ3(s)− sin(2Ψ1(s)))
> −9
2
sin(2Ψ1(s)) + (7 + 3 cos(2Ψ1(s)))
> 0,
hence
(3.8) Ψ04(s) > 0,
for s ∈ (0, smax). If Ψ04(0) > 0 then z1(0), z2(0) > 0 and z1 and z2 are well-defined, for all
s ∈ [0, smax).
On the other hand, if Ψ04(0) = 0 then z1(0) and z2(0) are not finite. In this case we would like
to examine z1(s) and z2(s) for 0 < s 1. Using (3.7) and (3.8), we see that z1 and z2 are well
defined for s ∈ (0, smax). From (3.7), we see that z1(s), z2(s)→∞ as s↘ 0.
Therefore, there exists an s˜ ∈ [0, smax) such that Ψ0(s˜) ∈ S1, Ψ04(s˜) > 0, and z1(s˜), z2(s˜) > 0.
Because (1.9) is autonomous we can s-translate so that s˜ = 0. Set
Z = [z1;a, z1;b]× [z2;a, z2;b] ⊂ (0,∞)× (0,∞),
where
z1;a = min
{
z1(0),
1
2
(
3
c1
) 1
3
}
, z1;b = max
{
z1(0), 2
(
3
c0
) 1
3
}
,
and
z2;a = min
{
z2(0),
1
2
(
3
2c1
) 1
2
z−11;b
}
, z2;b = max
{
z2(0), 2
(
3
2c0
) 1
2
z−11;a
}
.
Observe that (z1(0), z2(0)) ∈ Z.
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Next, we show that Z is a positive invariant set for (z1, z2). First we suppose that z2 ∈ [z2;a, z2;b]:
if z1 = z1;a then
(3.9) ∂sz1 ≥
(
Ψ04
) 1
3 z2
(
1− c1
3
z31;a
)
≥ 7
8
(
Ψ04
) 1
3 z2 > 0,
and if z1 = z1;b then
(3.10) ∂sz1 ≤
(
Ψ04
) 1
3 z2
(
1− c0
3
z31;b
)
≤ −7 (Ψ04) 13 z2 < 0.
Next, we suppose that z1 ∈ [z1;a, z1;b]: if z2 = z2;a then
(3.11) ∂sz2 ≥
(
Ψ04
) 1
3
(
1− 2c1
3
z21;bz
2
2;a
)
≥ 3
4
(
Ψ04
) 1
3 > 0,
and if z2 = z2;b then
(3.12) ∂sz2 ≤
(
Ψ04
) 1
3
(
1− 2c0
3
z21;az
2
2;b
)
≤ −3 (Ψ04) 13 < 0.
Upon combining (3.9), (3.10), (3.11), and (3.12), we see that if z(s) ∈ ∂Z, for some s ∈ [0, smax),
then there exists a δ ∈ (0, smax − s) such that z1((s, s+ δ)), z2((s, s+ δ)) ⊂ int(Z). Therefore,
Z is a positive invariant set for (z1, z2).
Hence, for s ∈ [0, smax),
c0z
2
1;az2;a
(
Ψ04
) 4
3 ≤ ∂sΨ04 ≤ c1z21;bz2;b
(
Ψ04
) 4
3 ,
z1;a
(
Ψ04
) 1
3 ≤ Ψ02 ≤ z1;b
(
Ψ04
) 1
3 , and
z2;a
(
Ψ04
) 2
3 ≤ Ψ03 ≤ z2;b
(
Ψ04
) 2
3 .
Therefore, Ψ04 controls |Ψ0|. Since
(3.13) ∂sΨ
0
4 ≥ C0(σ, z1(0), z2(0))
(
Ψ04
) 4
3
and Ψ04(0) > 0, we have
Ψ04(s) ≥
(
1
(Ψ04(0))
− 1
3 − 1
3
C0s
)3
,
for s ∈ [0, smax), hence
smax ≤ 3
C0 (Ψ04(0))
1
3
<∞.
Therefore, Ψ04 diverges to infinity in finite time, and hence Ψ
0 blows up in finite time.
Next we turn our attention to showing that Ψ01 → ∞ as s ↗ smax. Let i0 ∈ N be such that
2i0 > Ψ04(0). For i ∈ N0 let si be defined via Ψ04(si) = 2i0+i. Since Ψ40 is monotone increasing
and diverges to infinity these times are well-defined. Because ∂sΨ
0
4 ≤ C(Ψ04)
4
3 we have that
si+1−si ≥ C2− 13 (i0+i) and ∂sΨ01(s) ≥ C2
1
3
(i0+i) for s ∈ [si, si+1]. Therefore, Ψ01(si+1) ≥ Ψ01(si)+C
which implies Ψ01(s)→∞ as s→ smax since Ψ01 is monotone increasing.
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Next we look at the case in which Ψ2(0) ≤ 0. Observe that the set
(3.14) S2 = {Ψ ∈ R4 : Ψ3 ≥ 1,Ψ4 ≥ 0},
is positive invariant under the flow described by (1.9). We have Ψ03 ≥ 1, hence Ψ02 is monotone
increasing. Therefore, while Ψ02 ≤ 0 we have |Ψ02| ≤ −Ψ02(0) and
|∂sΨ04| ≤ CΨ03(1 + |Ψ02(0)|2).
Therefore, there exists an s˜ ∈ (0, smax) such that Ψ02(s˜) > 0. Now by autonomy we may s-shift
and then apply the previous argument to the new initial data Ψ0(s˜). 
3.1.1 Proof of Theorem 1.8
If Ψ0 = Y
0 or −Ψ0 = Y 0 where Y 0 is an s-translation of Y , then we are done. Otherwise
Lemma 3.1 tells us that at some s0 ∈ (−∞, smax) we have Ψ0(s0) − Y0(s0) ∈ W ∗+ ∪ W ∗− or
−Ψ0(s0) − Y 0(s0) ∈ W ∗+ ∪W ∗−. Since (1.9) is invariant under the transformation Ψ 7→ −Ψ it
suffices to consider only the case where Ψ0(s0) − Y 0(s0) ∈ W ∗+ ∪W ∗−. Next, Lemma 3.4 tells
us that there exists an s1 ∈ (−∞, smax) such that |Ψ03(s1)| = 1. Again due to the invariance
of (1.9) under Ψ 7→ −Ψ we may assume that Ψ03(s1) = 1. Finally Lemma 3.6 tells us that Ψ0
must blowup in finite time.
3.2 The unstable manifold
In this section we continue our study of W u(0). This leads to the proofs of Theorems 1.5 and
1.9.
Our first result concerns non-trivial orbits Ψ0 in W u(0) which are not s-translations of ±Y .
We know that these orbits must exit the region |Ψ3| < 1 in finite time. The result tells us that
(Ψ01,Ψ
0
2) stays within a bounded region of R
2 up until and including this exit time.
Lemma 3.7. Let Ψ0 : (−∞, smax) be an orbit in W u(0) such that |Ψ03(s˜)| = 1 for some
s˜ ∈ (−∞, smax). Moreover let s˜ be the first such time in which |Ψ03(s˜)| = 1. Then there exists
a universal constant C such that |(Ψ01(s),Ψ02(s))| ≤ C for all s ∈ (−∞, s˜]. 
Proof. Since Ψ0 is non-trivial and not an s-translation of ±Y then we are in either Case 1 or
Case 2 of Lemma 3.1.
For now assume that we are in Case 1. This means we have an s0 ∈ (−∞, smax), a Y 0 which
is an s-translation of Y , and X = Ψ0 − Y 0, such that X(s0) ∈ W ∗+ ∪W ∗− and X3(s0) 6= 0 is
as small as we like, in particular |X3(s0)| ≤ 14 . Due to autonomy we may assume that s0 = 0.
Observe that (3.4) gives
(3.15) |X2(0)| ≤ C|X3(0)| and |X4(0)| ≤ C|X3(0)|.
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Recall that ∂sXi = Xi+1 for i ∈ {1, 2, 3} and ∂s|X4| ≥ 2|X3|. On intervals on which we have
uniform control of X3 we also have uniform control of Ψ3. Therefore, blowup may not happen
on such intervals. In what follows we study X3 for |X3| ≤ 2.
Let i0 be the largest integer such that 2
−i0+1 > |X3(0)|. Set s0 = 0 and |X3(si)| = 2−i0+i for
i ∈ N. Since |X3| is monotone increasing these times are well defined. For s ∈ [si, si+1] we have
∂s|X4| ≥ 2−i0+i+1. Hence |X4(s)| ≥ 2−i0+i+1(s− si). Therefore, ∂s|X3| ≥ 2−i0+i+1(s− si) which
implies |X3(si+1)| ≥ |X3(si)|+ 2−i0+i(si+1 − si)2. Hence si+1 − si ≤ C.
Moreover for s ∈ [si, si+1] we have ∂s|X2| ≤ 2−i0+i+1. Therefore, |X2(si+1)| ≤ |X2(si)| +
C2−i0+i+1. Hence for s ∈ [s0, si] we have
|X2(s)| ≤ |X2(0)|+ C2−i0+1
i−1∑
j=0
2j
≤ C (|X3(0)|+ 2−i0+i+1) ,
where we have used (3.15). Observe that s˜ ∈ [0, si0+1], hence |X2(s)| ≤ C for all s ∈ (−∞, s˜].
Since |Y 02 (s)| ≤ C for all s ∈ R we have |Ψ02(s)| ≤ C for all s ∈ (−∞, s˜]. For all s ∈ (−∞, s˜]
we have X(s˜) ∈ W+ ∪W−, hence
|X1(s)| ≤ 1
2
|X3(s)| ≤ 1.
Therefore, |Ψ01(s)| ≤ C for all s ∈ (−∞, s˜] since |Y 01 (s)| < pi for all s ∈ R.
Finally we look at what happens if we are in Case 2. Because of the invariance of (1.9) under the
transformation Ψ 7→ −Ψ we may use the above argument on −Ψ0 yielding the same conclusion
of |(Ψ01(s),Ψ02(s))| ≤ C for all s ∈ (−∞, s˜]. 
Using this result we show that for an equivariant map from B(0, 1; 4) into S4, if the normal
derivative at the boundary vanishes then there is a limit on the number of times an equivariant
biharmonic map from B(0, 1; 4) into S4 satisfying the same boundary condition can wind around
S4.
Lemma 3.8. Let Ψ ∈ W u(0). Then there exists a K > 0 such that if Ψ2 = 0 then |Ψ1| ≤ K.

Proof. Let Ψ0 : (−∞, smax)→ R4 be an orbit in W u(0). If Ψ0 is trivial or an s-translation of
±Y then |Ψ01(s)| < pi for all s ∈ (−∞, smax). Therefore, if we take K > pi then these cases are
satisfied.
Otherwise we find ourselves in one of the cases 1 or 2 from Lemma 3.1. In these cases Lemma
3.4 gives a time s˜ ∈ (−∞, smax) such that |Ψ03(s˜)| = 1. We may assume that s˜ is the first such
time. Next, Lemma 3.7 tells us that |(Ψ01(s),Ψ02(s))| ≤ C for all s ∈ (−∞, s˜].
First let us assume that Ψ03(s˜) = 1. If Ψ
0
2(s˜) > 0 then it will be positive for all s ∈ [s˜, smax) since
S1 from (3.5) is a positive invariant set. Therefore, if Ψ
0
2(s) = 0 then s < s˜ and |Ψ01(s)| ≤ C.
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On the other hand, if Ψ02(s˜) ≤ 0 then ∂sΨ02(s) ≥ 1 for all s ∈ [s˜, smax) since S2 from (3.14) is a
positive invariant set. Therefore, while Ψ02(s) ≤ 0 we have |Ψ02(s)| ≤ |Ψ02(s˜)| for s ∈ [s˜, smax).
If Ψ02(s) < 0 for all s ∈ [s˜, smax) then there is nothing more to consider. On the other hand,
there is a unique s0 ∈ [s˜, smax) such that Ψ02(s0) = 0. Note that for all s ∈ (s0, smax) we have
Ψ02(s) > 0. Observe that s0 − s˜ ≤ |Ψ02(s˜)| ≤ C, hence
(3.16) |Ψ01(s0)| ≤ |Ψ01(s˜)|+ (s0 − s˜)|Ψ02(s˜)| ≤ C.
Hence by taking K > 0 sufficiently large these cases do not cause any problems.
Finally we consider the case in which Ψ03(s˜) = −1. Due to the invariance of (1.9) under the
transformation Ψ 7→ −Ψ we may apply the above argument to −Ψ0. 
Theorem 1.5 is a corollary of this.
Next we prove that there exist smooth equivariant biharmonic maps from B(0, 1; 4) into S4
that can wind around S4 arbitrarily many times. Before we do this we need some preparatory
lemmas. Our arguments are influenced by the ideas in [17]. Recall that given an orbit Ψ0 :
(−∞, 0] → R4 in W u(0), ψ(r) = Ψ01(log r) solves (2.7) on (0, 1] with ∂tψ = 0 and ψ(0) = 0.
We first wish to verify that given such a ψ, u = {sinψ, cosψ}xˆ is weakly biharmonic.
The next lemma obtains estimates on the derivatives of our solutions ψ and the corresponding
equivariant maps.
Lemma 3.9. Let ψ ∈ C([0, 1]; R) ∩ C∞((0, 1]; R), with ψ(0) = 0, be a solution to (2.7), with
∂tψ = 0, and
u = {sinψ, cosψ}xˆ ∈ C(B(0, 1; 4);S4) ∩ C∞(B(0, 1; 4)− {0};S4).
Then for r > 0:
|ψ(r)| ≤ Cr, |∂rψ(r)| ≤ C, and |∂2rψ(r)| ≤ Cr.
Furthermore Du ∈ L∞(B(0, 1; 4)) and |D2u(x)| ≤ C|x|−1 for x ∈ B(0, 1; 4)−{0}. In the above
inequalities C = C(ψ). 
Proof. Set ψ˜(s) = ψ(es) and Ψ0i = ∂
i−1
s ψ˜ for i ∈ {1, 2, 3, 4}. Recall that Ψ0 solves (1.9).
Rewrite (1.9):
(3.17) ∂sΨ
0 = AΨ0 +G(Ψ0),
where |G(Ψ0)| ≤ C|Ψ0|3 for sufficiently small Ψ0. Set
(3.18) Φ0(s) =

1 1 1 1
1 3 −1 −3
1 9 1 9
1 27 −1 −27

−1
Ψ0(−s) =: P−1Ψ0(−s).
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We substitute this into (3.17):
(3.19) ∂sΦ
0 =

−1 0 0 0
0 −3 0 0
0 0 1 0
0 0 0 3
Φ0 − P−1G(PΦ0) =: DΦ0 + G˜(Φ0),
where |G˜(Φ)| ≤ C|Φ|3 for sufficiently small Φ. Since we reversed s in (3.18) we are interested
in the stable manifold at the origin of (3.19). This manifold is tangent to the Φ1 − Φ2 plane
at the origin and can be locally written as a graph over this plane with Φ3 = Φ3(Φ1,Φ2) and
Φ4 = Φ4(Φ1,Φ3) such that
∂(Φ3,Φ4)
∂(Φ1,Φ2)
(0, 0) = 0.
Our first aim is to show that
(3.20) |(Φ3(Φ1,Φ2),Φ4(Φ1,Φ2))| ≤ C|(Φ1,Φ2)|3,
for sufficiently small |(Φ1,Φ2)|.
Let ε > 0 and (Φ1,Φ2) ∈ B(0, ε; 2). Now we set up an iteration:
∂sΦ
1 = DΦ1 with Φ1(0) = (Φ1,Φ2, 0, 0),
and for i ∈ N we set {
∂sΦ
i+1 = DΦi+1 + G˜(Φi),
Φi+1(0) = (Φ1,Φ2,Φ3;i+1,Φ4;i+1),
where
(3.21)

Φ3;i+1 = −
ˆ ∞
0
e−sG˜3(Φi(s)) ds, and
Φ4;i+1 = −
ˆ ∞
0
e−3sG˜4(Φi(s)) ds.
This iteration is used in [38, Section 2.7] to prove the Stable Manifold theorem. In the proof
of this theorem it is shown that, for sufficiently small ε,
Φ3(Φ1,Φ2) = lim
i→∞
Φ3;i, and
Φ4(Φ1,Φ2) = lim
i→∞
Φ4;i.
It is also shown that
(3.22) |Φi(s)| ≤ C|(Φ1,Φ2)|e−αs,
where in our case we may take any α < 1 as long as ε is sufficiently small. Substituting (3.22)
into (3.21) and taking the limit i→∞ yields (3.20).
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If Ψ0 is an orbit in W u(0) then Φ0 is an orbit in the stable manifold of the origin of (3.19).
We may s-translate so that Φ0(0) is sufficiently close to the origin. After doing this (3.19) and
(3.20) give, for s ≥ 0,
|Φ01(s)| ≤ Ce−s, |Φ02(s)| ≤ Ce−3s, |Φ03(s)| ≤ Ce−3s, and |Φ04(s)| ≤ Ce−3s.
For r > 0:
∂rψ(r) =
Ψ02(log r)
r
, and ∂2rψ(r) =
Ψ03(log r)−Ψ02(log r)
r2
.
For sufficiently small r:
|ψ(r)| ≤ |Ψ01(log r)|(3.23)
≤ |Φ01(− log r) + Φ02(− log r) + Φ03(− log r) + Φ04(− log r)|
≤ Cr,
|∂rψ(r)| ≤ |Ψ
0
2(log r)|
r
(3.24)
=
|Φ01(− log r) + 3Φ02(− log r)− Φ03(− log r)− 3Φ04(− log r)|
r
≤ C,
and
(3.25)
|∂2rψ(r)| ≤
|Ψ03(log r)−Ψ02(log r)|
r2
≤ |6Φ
0
2(− log r) + 2Φ03(− log r) + 12Φ04(− log r)|
r2
≤ Cr.
Now we turn our attention towards the estimates on u. From supposition we have |u| = 1 on
B(0, 1; 4). Now we focus on |Du|.
Calculate for x 6= 0:
∂xi(xˆf0(|x|), f1(|x|)) =
([
eˆi
|x| −
xxi
|x|3
]
f0(|x|) + xxi|x|2∂rf0(|x|),
xi
|x|∂rf1(|x|)
)
.
Hence
D({f0, f1}xˆ) : D({g0, g1}xˆ) = ∂rf0 ∂rg0 + ∂rf1 ∂rg1 + d− 1
r2
f0g0.
This, (3.23), and (3.24) yield Du ∈ L∞(B(0, 1; 4)). Next we calculate, for d = 4,
|D2{f0, f1}xˆ|2 = 9f
2
0 − 18rf0∂rf0 + r2 (9(∂rf0)2 + 3(∂rf1)2 + r2 ((∂2rf0)2 + (∂2rf1)2))
r4
.
This and (3.25) give |D2u| ≤ C(ψ)|x|−1. 
We wish to show that our solutions to (2.7), denoted by ψ, with ∂tψ = 0 and ψ(0) = 0, give
rise to equivariant maps u ∈ H2.
CHAPTER 3. CRITICAL EQUIVARIANT BIHARMONIC MAPS 33
Lemma 3.10. Let ψ ∈ C([0, 1]; R)∩C∞((0, 1]; R), with ψ(0) = 0, be a solution to (2.7), with
∂tψ = 0, and
u = {sinψ, cosψ}xˆ ∈ C(B(0, 1; 4);S4) ∩ C∞(B(0, 1; 4) \ {0};S4).
Then u ∈ H2(B(0, 1; 4);S4). 
Proof. First we check whether the weak derivatives of u up to order two exist. Observe that
u is smooth away from the origin. What we show next is that the weak derivatives of u up to
order two exist and are equal a.e. to their respective classical derivatives.
Let φ ∈ C∞c (B(0, 1; 4); R), i ∈ {1, 2, 3, 4, 5}, and j, k ∈ {1, 2, 3, 4}. Consider the first order
weak derivatives while keeping in mind Lemma 3.9:
ˆ
B(0,1;4)
ui∂xjφ dx =
ˆ
B(0,1;4)−B(0,ε;4)
ui∂xjφ dx+ oε↘0(1)
= −
ˆ
B(0,1;4)−B(0,ε;4)
∂xju
i φ dx+ oε↘0(1),
which, after taking ε↘ 0, is what we wanted.
Moving onto the second order weak derivatives:
ˆ
B(0,1;4)
ui∂xj∂xkφ dx =
ˆ
B(0,1;4)−B(0,ε;4)
ui∂xj∂xkφ dx+ oε↘0(1)
= −
ˆ
B(0,1;4)−B(0,ε;4)
∂xju
i ∂xkφ dx+ oε↘0(1)
=
ˆ
B(0,1;4)
∂xj∂xku
iφ dx+O
(ˆ
B(0,ε;4)
|D2u| dx
)
+ oε↘0(1)
=
ˆ
B(0,1;4)
∂xj∂xku
iφ dx+ oε↘0(1),
which, after taking the limit ε↘ 0, is what we wanted.
Now we need to show that ‖u‖H2(B(0,1;4)) <∞. After considering the weak derivatives of u and
Lemma 3.9 this fact follows easily. 
Finally we show that our solutions ψ give rise to weakly biharmonic maps. See [17, Lemma 2]
for a different approach in a slightly different situation.
Lemma 3.11. Let ψ ∈ C([0, 1]; R)∩C∞((0, 1]; R), with ψ(0) = 0, be a solution to (2.7), with
∂tψ = 0, and
u = {sinψ, cosψ}xˆ ∈ C(B(0, 1; 4);S4) ∩ C∞(B(0, 1; 4)− {0};S4).
Then u is weakly biharmonic. 
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Proof. Let η ∈ C∞c (B(0, 1; 4); R5) be arbitrary. We wish to show that
∂t|t=0E2(Π(u+ tη)) = 0,
where Π(x) = x|x| is defined on R
5 − {0}.
From [48, (2.1) and (2.2)] we have
∂t|t=0E2(Π(u+ tη)) = 2
ˆ
B(0,1;4)
[
∆u ·∆η −
5∑
γ=1
∆uγ∆ (uγu · η)
]
.
Let φ ∈ C∞c (B(0, 1; 4); [0, 1]) such that φ = 1 on B
(
0, 1
2
; 4
)
. Set φR(x) = φ(x/R) for R > 0.
We have
∂t|t=0E2(Π(u+ tη)) = ∂t|t=0E2(Π(u+ t(φRη))) + ∂t|t=0E2(Π(u+ t((1− φR)η))).
Lemma 3.9 gives
∂t|t=0E2(Π(u+ t(φRη))) = oR↘0(1).
Next we turn our attention towards ∂t|t=0E2(Π(u+t((1−φR)η))). Since the support of (1−φR)η
is bounded away from the origin and u is smooth and satisfies the Euler-Lagrange equation
away from the origin we have
∂t|t=0E2(Π(u+ t((1− φR)η))) = 0.
Hence ∂t|t=0E2(Π(u + tη)) = oR↘0(1) which gives the desired result after taking the limit
R↘ 0. 
Now we prove Theorem 1.9.
3.2.1 Proof of Theorem 1.9
Due to the invariance of (1.9) under the transformation Ψ 7→ −Ψ it suffices to prove the result
for a ≥ 0. The a = 0 case is taken care of by the trivial solution.
Therefore, we let a > 0 be arbitrary. There exists a non-trivial orbit Ψ0 : (−∞, smax)→ R4 in
W u(0) which is not an s-translation of ±Y . Lemma 3.4 tells us that Ψ0 must exit the region
|Ψ3| < 1 in finite time. Due to the invariance of (1.9) under the transformation Ψ 7→ −Ψ we
may assume that there exists some s0 ∈ (−∞, smax) such that Ψ03(s0) = 1. Lemma 3.6 tells us
that Ψ01(s) → ∞ as s ↗ smax. Since Ψ0 is an orbit in W u(0) we also know that Ψ01(s) → 0 as
s→ −∞. Therefore, we may s-translate Ψ0 so that Ψ01(0) = a. This corresponds to a solution
of (1.7) with ψ˜(0) = a which, after undoing the change of coordinates r = es, corresponds to a
solution of (2.7) with ψ(1) = a.
Lemmas 3.10 and 3.11 tell us that
u = {sinψ, cosψ}xˆ ∈ C∞(B(0, 1; 4)− {0};S4) ∩H2(B(0, 1; 4);S4)
is a weakly biharmonic map. Standard higher interior regularity arguments, for example see
[5], yield smoothness on the whole of B(0, 1; 4).
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3.3 Auxiliary results
The next lemma shows the equivalence between a solution of (1.9) satisfying (1.10) and it being
an orbit in W u(0).
Lemma 3.12. Suppose that Ψ0 : (−∞, smax) → R4 solves (1.9). Then the following are
equivalent:
1. lim
s→−∞
Ψ01(s) = 0;
2. lim
s→−∞
Ψ0(s) = 0. 
Proof. (2) =⇒ (1): This case is trivial.
(1) =⇒ (2): Set Ψ˜0i (s) = (−1)i+1Ψ0i (−s) for i ∈ {1, 2, 3, 4}. Observe that Ψ0 solving (1.9) is
equivalent to Ψ˜0 solving (1.9). Hence after relabelling Ψ˜0 as Ψ0 our statement is equivalent to
showing that if s0 ∈ R, Ψ0 : [s0,∞)→ R4 solves (1.9) and
lim
s→∞
Ψ01(s) = 0,
then
lim
s→∞
Ψ0(s) = 0.
It is easy to show that if x ∈ C2([s0,∞); R), x(s) → 0 as s → ∞, and |∂2sx(s)| ≤ C for all
s ∈ [s0,∞) then ∂sx(s)→ 0 as s→∞. We use this fact repeatedly in what follows.
First observe that there cannot exist an s1 ∈ [s0,∞) such that |Ψ03(s)| ≥ 1 for all s ∈ [s1,∞).
Indeed, if there were such an s1, then eventually Ψ
0
4(s) would be the same sign as Ψ
0
3 after
which we could apply Lemma 3.6 and obtain a contradiction.
Therefore, if there is an s1 ∈ [s0,∞) such that |Ψ03(s1)| ≥ 1 then there must be an s2 > s1 such
that |Ψ03(s)| < 1 for all s ∈ [s2,∞) or else we could apply Lemma 3.6 and obtain a contradiction.
Hence Ψ03 is bounded on [s0,∞).
Now we proceed to show, one by one, that lims→∞Ψ0i (s) = 0 for i ∈ {2, 3, 4}. First we look at
Ψ02. By our supposition and the argument above we have Ψ
0
1 → 0 as s→∞ and Ψ03 bounded.
Hence
lim
s→∞
Ψ02(s) = 0.
Next we look at Ψ03. Hoping for a contradiction, assume that Ψ
0
3(s) 6→ 0 as s→∞. This means
that Ψ04 is unbounded, that is, there exists a monotone increasing sequence {si}i∈N ⊂ [s0,∞)
diverging to infinity such that |Ψ04(si)| → ∞. From (1.9) and the fact that
|(Ψ01(s),Ψ02(s),Ψ03(s))| ≤ C
on [s0,∞), we have that |∂sΨ04(s)| ≤ C on [s0,∞). Hence |Ψ04(s)| ≥ 12 |Ψ04(si)| for s ∈[
si, si +
1
2C
|Ψ04(si)|
]
. Observe that over this interval, Ψ04 is non-vanishing. Therefore, there
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exists an s ∈ [s0,∞) such that |Ψ03(s)| ≥ 1 and Ψ03(s) has the same sign as Ψ04(s) 6= 0. Lemma
3.6 then yields a contradiction. Hence
lim
s→∞
Ψ03(s) = 0.
Finally, we look at Ψ04. Since
lim
s→∞
(Ψ01(s),Ψ
0
2(s),Ψ
0
3(s)) = 0,
we have ∂sΨ
0
4(s)→ 0 as s→∞, hence
lim
s→∞
Ψ04(s) = 0. 
The following inequality plays an important role in Lemma 3.2.
Lemma 3.13. Let
f(y) =
1
2
sin(2y)(3 cos(2y)− 2)
and
Υ(x; f(y)) =
2f(y) + 9 sin(2x)
14 + 6 cos(2x)
,
for x, y ∈ R. Then there exists a c0 ∈ (0, 1) such that ∂xΥ(x; f(y)) ≤ c0 for all x, y ∈ R. 
Proof. We prove this lemma for c0 =
99
100
.
We compute
min
x∈R
f(x) = − 1
12
√
169 + 38
√
19.
Since f is an odd function we have
|f(y)| ≤ 1
12
√
169 + 38
√
19 ≤ 2 for all y ∈ R.
We differentiate to obtain
∂xΥ(x; f(y)) =
3(9 + 21 cos(2x) + 2f(y) sin(2x))
(7 + 3 cos(2x))2
.
By periodicity, it suffices to prove that ∂xΥ(x; f(y)) ≤ c0 for all x ∈
(−pi
2
, pi
2
]
and y ∈ R.
Firstly, ∂xΥ
(
pi
2
; f(y)
)
< 0 which means we may restrict our attention to x ∈ (−pi
2
, pi
2
)
. We use
Weierstrass’ substitution:
sin(2x) 7→ 2t
1 + t2
and cos(2x) 7→ 1− t
2
1 + t2
for t ∈ R.
This transforms the problem into showing that
3(15 + 2(f˜ − 3t)t) (1 + t2)
2 (5 + 2t2)2
≤ c0,
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for all t ∈ R and f˜ ∈ [−2, 2]. It suffices to show
(3.26) − 45 + 50c0 + (−27 + 40c0)t2 + (18 + 8c0)t4 − 12(t+ t3) ≥ 0,
for all t ∈ R. Next we prove this.
Substitute c0 =
99
100
into (3.26) and let p be the polynomial on the left hand side of the resulting
expression:
p(t) =
648
25
t4 − 12t3 + 63
5
t2 − 12t+ 9
2
.
We calculate:
p′
(
2
5
)
< 0, p′
(
43
100
)
> 0, and p′′(t) > 0,
for t ∈ R. Therefore, p is convex with its unique global minimum occurring somewhere in[
2
5
, 43
100
]
. We estimate:
min
t∈R
p(t) ≥ 648
25
(
2
5
)4
− 12
(
43
100
)3
+
63
5
(
2
5
)2
− 12
(
43
100
)
+
9
2
> 0.
This is what we wished to show. 
Chapter 4
Blowup away from the origin
This chapter is centred around proving that, in our equivariant setting, the critical biharmonic
map heat flow can only blowup at the origin. Combining this with Theorem 1.8 allows us to
calculate the gap constant ε20 explicitly. Many of the results are stated for general polyhar-
monic maps and/or dimension. The crux of the argument is a point-wise gradient estimate for
equivariant maps.
This chapter is set out as follows. In Section 4.1 we provide some alternate representations of
(1.2). Section 4.2 contains a proof that smooth solutions to the polyharmonic map heat flow
are unique. Then, in Section 4.3, we prove some estimates and covering results that will be
useful later in the chapter. Section 4.4 contains a discussion of the higher-order parabolic Lp-
estimates. The bulk of this chapter is contained within Section 4.5. Among the results of this
section are results extending the blowup criterion to one involving only the critical quantity´ |Du|d dx, the point-wise gradient estimates for equivariant maps, and lifespan estimates.
Next, a proof of Theorem 1.10 is provided in Section 4.6. In Section 4.7 we provide proofs of
two auxiliary lemmas used in this chapter.
In order to reduce notational burden throughout this chapter, in propositions proving a result
containing a constant C depending on some parameters we assume that every occurrence of C
within the proof depends on the same parameters, except when explicitly stated otherwise.
Recall that, in relation to our equivariance assumption, we globally assume ψ(0) = 0. This is
without loss of any generality, because of remarks 1.2 and 1.3.
Before we begin we say a little about the Sobolev embedding that we use.
Note about Sobolev Embedding. All the domains we deal with satisfy the cone condition
(see Definition B.1) and the strong local Lipschitz condition (see Definition B.3).
When we refer to the Sobolev Embedding theorem we mean specifically the following result.
Theorem 4.1 ([1, Theorem 4.12]). Let Ω ⊂ Rd be a domain, k ∈ N, and p ∈ [1,∞).
PART I. Suppose that Ω satisfies the cone condition.
38
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Case A. If either kp > d or k = d and p = 1, then
(4.1) W k,p(Ω) ↪→ L∞(Ω),
and
W k,p(Ω) ↪→ Lq(Ω),
for p ≤ q ≤ ∞.
Case B. If kp = d then
W k,p(Ω) ↪→ Lq(Ω),
for p ≤ q <∞.
Case C. If kp < d then
W k,p(Ω) ↪→ Lq(Ω),
for p ≤ q ≤ p∗ = dp
d−kp .
The embedding constants for the embeddings above depend only on d, k, p, q, and the dimen-
sions of the cone K in the cone condition.
PART II. Suppose that Ω satisfies the strong local Lipschitz condition. If kp > d > (k − 1)p
then
W k,p(Ω) ↪→ C0,λ(Ω),
for 0 < λ ≤ k − d
p
, and if d = (k − 1)p then
(4.2) W k,p(Ω) ↪→ C0,λ(Ω),
for 0 < λ < 1. Also, if d = k − 1 and p = 1 then (4.2) holds for λ = 1 as well. 
Remark 4.2. Suppose that d ∈ N≥2. Although not stated in [1, Theorem 4.12], we may find
embedding constants for the embeddings in PART II of Theorem 4.1 that only depend on d,
k, p, λ, and the parameters δ > 0, M > 0, and R ∈ N appearing in the strong Local Lipschitz
condition. Next, we demonstrate this claim.
We suppose that δ > 0, M > 0, R ∈ N, and Ω ⊂ Rd a domain that satisfies the strong local
Lipschitz condition with the parameters δ, M , and R. Lemma B.7 implies Ω is minimally
smooth, in the sense of Definition B.4, with M as above, N = R+ 1, and ε = 1
4
δ. Furthermore,
we suppose that k ∈ N, p ∈ [1,∞), and λ ∈ (0, 1], such that W k,p(Ω) ↪→ C0,λ(Ω) holds via
PART II of Theorem 4.1, and u ∈ W k,p(Ω). We apply Theorem B.16, to obtain u˜ ∈ W k,p(Rd)
such that u˜|Ω ≡ u a.e. and
(4.3) ‖u˜‖Wk,p(Rd) ≤ C(k, d, ε,M,N)‖u‖Wk,p(Ω).
Since the parameters for the minimally smooth condition, that is, M , N , and ε, only depend on
the parameters M , R, and δ appearing in the strong local Lipschitz condition, we have, from
(4.3),
(4.4) ‖u˜‖Wk,p(Rd) ≤ C(k, d, δ,M,R)‖u‖Wk,p(Ω).
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Applying PART II of Theorem 4.1, we have that u˜ ∈ C0,λ(Rd) and
(4.5) ‖u˜‖C0,λ(Rd) ≤ C(d, k, p, λ)‖u˜‖Wk,p(Rd).
Therefore, u˜|Ω ∈ C0,λ(Ω), hence u ∈ C0,λ(Ω). We combine (4.4) and (4.5):
‖u‖C0,λ(Ω) ≤ C(d, k, p, λ, δ,M,R)‖u‖Wk,p(Ω). 
Throughout this section, we repeatedly apply Theorem 4.1 to domains congruent to
ΩR = B(0, 1; d) ∩B(Reˆd, R; d),
where R ≥ 2. We observe that Lemma B.2, and Lemmas B.11 and B.8, show us that we may
choose the constants arising from such applications of Theorem 4.1 in a way that does not
depend on R.
4.1 Alternative representations
In this section we perform some computations and derive some alternative representations of
(1.2). Similar calculations are carried out in the introduction of [15]. We include them here
due to the fact that, since we are only mapping from a flat domain into a spherical target,
the calculations become simpler. See also [5, Proposition 1.1] and [29, Lemma 2.1] for the
analogous calculations in the biharmonic map case with a spherical target and arbitrary target
respectively.
Observe that (1.2) can be written as
(4.6)
∂tu(t, x) + (−∆)mu(t, x)
= [(∂tu(t, x) + (−∆)mu(t, x)) · u(t, x)]u(t, x)
= ((−∆)mu(t, x) · u(t, x))u(t, x)
=: fm(u).
Assume that B is a bilinear functional that satisfies the product rule, that is,
∂xiB[u, v] = B[∂xiu, v] +B[u, ∂xiv],
where i ∈ {1, . . . , d}. Then we have
∂2xiB[u, v] = B[∂
2
xi
u, v] + 2B[∂xiu, ∂xiv] +B[u, ∂
2
xi
v],
and hence
∆B[u, v] = B[∆u, v] + 2B[Du,Dv] +B[u,∆v].
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Using induction we have, for each k ∈ N,
∆kB[u, v] =
∑
j0,j1,j2≥0
j0+j1+j2=k
ck,j0,j1,j2B[D
j2∆j0u,Dj2∆j1v],
for suitable coefficients ck,j0,j1,j2 ∈ N such that ck,k,0,0 = ck,0,k,0 = 1.
Therefore, if |u| ≡ 1 then we have
0 = ∆k(u · u)
=
∑
j0,j1,j2≥0
j0+j1+j2=k
ck,j0,j1,j2
(
Dj2∆j0u : Dj2∆j1u
)
= 2
(
∆ku · u)+ ∑
j0,j1,j2≥0
j0+j1+j2=k
j0,j1<k
ck,j0,j1,j2
(
Dj2∆j0u : Dj2∆j1u
)
.
Hence
(−∆)ku · u = 1
2
(−1)k+1
∑
j0,j1,j2≥0
j0+j1+j2=k
j0,j1<k
ck,j0,j1,j2
(
Dj2∆j0u : Dj2∆j1u
)
.
Therefore, we may write (1.2) as
(4.7) Hmu = fm(u) = Fm[u, u, u],
where
Hmu := ∂tu+ (−∆)mu,
and
(4.8) Fm[u1, u2, u3] :=
∑
j0,j1,j2≥0
j0+j1+j2=m
j0,j1<m
cm,j0,j1,j2
(
Dj2∆j0u1 : D
j2∆j1u2
)
u3.
Note that Fm[u1, u2, u3] = Fm[u2, u1, u3].
4.2 Uniqueness of smooth flow
In this section, we show that, in the smooth category, solutions to the polyharmonic map heat
flow are unique.
Lemma 4.3. Suppose that d,m ∈ N, T > 0, Q = (0, T ) × B(0, 1; d). Let u1, u2 ∈ C∞(Q ∪
ΓQ;Sd) solve (1.2) with initial-boundary data g. Then u1 ≡ u2 in Q ∪ ΓQ. 
Proof. We set v = u1 − u2. We use (4.7),
Hmv = Fm[u1, u1, u1]− Fm[u2, u2, u2]
= Fm[v, u1, u1] + Fm[u2, v, u1] + Fm[u2, u2, v].
CHAPTER 4. BLOWUP AWAY FROM THE ORIGIN 42
Since u1, u2 ∈ C∞(Q ∪ ΓQ;Sd), we have, via (4.8),
(4.9)

Hmv =
∑
|α|≤2m−1
aαD
αv in Q,
Dαv = 0 for |α| ≤ m− 1 on ΓQ.
where aα ∈ C∞(Q ∪ ΓQ; Rd+1), for |α| ≤ 2m− 1.
We observe that (t, x) 7→ 0 solves (4.9). We see that [8, Theorem 6 with Remark 1] implies
that solutions to (4.9) in Y 1,pm (Q) are unique. Therefore, v ≡ 0 and u1 ≡ u2 on Q ∪ ΓQ, since
we are working in the smooth category. 
4.3 Estimates and absorption lemmas
In this section we present several estimates, absorption lemmas, and energy inequalities which
will be used in later sections. First we present a trilinear estimate. This estimate will help
when estimating Fm[u, u, u] and its derivatives.
Lemma 4.4 (Trilinear estimate). Let d,m, s ∈ N, ε > 0, and
U0 = U(q0, r0, R; d,m) ∈ Λc,∂p (R; d,m).
There exists a constant p0 ∈ [d + 2,∞) such that if p ∈ [p0,∞) then there is a constant
C = C(ε, d,m, p, s) such that for any u ∈ C∞(U0) and multi-indices α = (α1, α2, α3) and
γ = (γ1, γ2, γ3) with |γ| = 2m(s+ 1), max γ < 2m(s+ 1), and 2mαi ≤ γi for i ∈ {1, 2, 3}, there
holds ∥∥∥∥∥
3∏
i=1
|∂αit Dγi−2mαiu|
∥∥∥∥∥
Lp(U0)
≤ C
(
1 +
1
r0
)2m(s+1) (
1 + ‖u‖
Y
s,(1+4m)p
m (U0)
)1+4m
+ ε‖ (D1,2m)s+1 u‖Lp(U0). 
Proof. First we consider the special case where r0 = 1. Note that if U0 ∈ Λ∂p(R; d,m) then
R ≥ 2.
For convenience we set
I :=
∥∥∥∥∥
3∏
i=1
|∂αit Dγi−2mαiu|
∥∥∥∥∥
Lp(U0)
.
Without loss of generality we may assume that γ1 ≥ γ2 ≥ γ3 ≥ 0. With this assumption we see
that γ2 ≥ 1, γ1 ≥ 23m(s+ 1) > m, and γ2, γ3 ≤ m(s+ 1). We divide this proof into cases.
First we assume that γ1 ≤ 2ms. We apply Ho¨lder’s inequality:
(4.10) I ≤
3∏
i=1
∥∥∂αit Dγi−2mαiu∥∥L3p(U0) ≤ ‖u‖3Y s,3pm (U0).
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Next we assume that γ1 > 2ms. Ho¨lder’s inequality yields
(4.11)
I ≤
∥∥∥‖∂α1t Dγ1−2mα1u(t, ·)‖Lp(ΓbU0)‖∂α2t Dγ2−2mα2u(t, ·)‖L∞(ΓbU0)
· ‖∂α3t Dγ3−2mα3u(t, ·)‖L∞(ΓbU0)
∥∥∥
Lp(J)
,
where J = trunk(U0).
First we focus on ‖∂α1t Dγ1−2mα1u(t, ·)‖Lp(ΓbU0). We interpolate on the order of smoothness.
Theorem 5.2 in [1] gives, for v ∈ W 2m,p(ΓbU0),
‖Dγ1−2msv‖Lp(ΓbU0) ≤ C
(
‖v‖1−θ1Lp(ΓbU0)‖D2mv‖
θ1
Lp(ΓbU0)
+ ‖v‖Lp(ΓbU0)
)
,
where θ1 =
γ1−2ms
2m
∈ (0, 1). We make the substitution v 7→ ∂α1t D2ms−2mα1u(t, ·) in the above to
obtain
‖∂α1t Dγ1−2mα1u(t, ·)‖Lp(ΓbU0)
≤ C
(
‖∂α1t D2ms−2mα1u(t, ·)‖1−θ1Lp(ΓbU0)‖∂
α1
t D
2m(s+1)−2mα1u(t, ·)‖θ1Lp(ΓbU0)
+ ‖∂α1t D2ms−2mα1u(t, ·)‖Lp(ΓbU0)
)
.
Next we look at ‖∂αit Dγi−2mαiu(t, ·)‖L∞(ΓbU0) for i ∈ {2, 3}. Observe that since γ1 > 2ms we
have γi < 2m. Hence αi = 0. Therefore, we only have to consider
‖Dγiu(t, ·)‖L∞(ΓbU0).
Recall that p ∈ (d,∞). We now apply Sobolev embedding:
‖Dγiu(t, ·)‖L∞(ΓbU0) ≤ ‖u(t, ·)‖C2m−1,1− dp (ΓbU0) ≤ C‖u(t, ·)‖W 2ms,p(ΓbU0).
We substitute all of this back into (4.11), apply Ho¨lder’s inequality, and manipulate indices:
(4.12)
I ≤ C
∥∥∥‖u(t, ·)‖2W 2ms,p(ΓbU0)‖∂α1t u(t, ·)‖1−θ1W 2ms−2mα1,p(ΓbU0)
· ‖∂α1t u(t, ·)‖θ1W 2m(s+1)−2mα1,p(ΓbU0)
∥∥∥
Lp(J)
≤ C
∥∥∥‖u(t, ·)‖2W 2ms,p(ΓbU0)‖∂α1t u(t, ·)‖1−θ1W 2ms−2mα1,p(ΓbU0)∥∥∥L p1−θ1 (J)
· ‖∂α1t u‖θ1
LptW
2m(s+1)−2mα1,p
x (U0)
≤ C
∥∥∥∥‖u(t, ·)‖ 23−θ1W 2ms,p(ΓbU0)‖∂α1t u(t, ·)‖ 1−θ13−θ1W 2ms−2mα1,p(ΓbU0)
∥∥∥∥3−θ1
L
3−θ1
1−θ1 p(J)
· ‖u‖θ1
Y s+1,pm (U0)
.
Next we apply Ho¨lder’s inequality again to the first factor on the right of (4.12) giving
I ≤ C‖u‖2
L
3−θ1
1−θ1 p
t W
2ms,p
x (U0)
‖∂α1t u‖1−θ1
L
3−θ1
1−θ1 p
t W
2ms−2mα1,p
x (U0)
‖u‖θ1
Y s+1,pm (U0)
≤ C‖u‖3−θ1
Y
s,
3−θ1
1−θ1 p
m (U0)
‖u‖θ1
Y s+1,pm (U0)
.
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Observe that
3− θ1
1− θ1 =
6m− γ1 + 2ms
2m− γ1 + 2ms = 1 +
4m
2m(s+ 1)− γ1 ≤ 1 + 4m,
since γ1 ≤ 2m(s+ 1)− 1. Young’s inequality gives, for all ε > 0,
(4.13)
I ≤ C‖u‖
3−θ1
1−θ1
Y
s,
3−θ1
1−θ1 p
m (U0)
+ ε‖u‖Y s+1,pm (U0)
≤ C
(
1 + ‖u‖
Y
s,(1+4m)p
m (U0)
)1+4m
+ ε‖u‖Y s+1,pm (U0).
A common implication of (4.10) and (4.13) is
I ≤ C
(
1 + ‖u‖
Y
s,(1+4m)p
m (U0)
)1+4m
+ ε‖ (D1,2m)s+1 u‖Lp(U0),
for all ε > 0. The general case follows by applying the parabolic rescaling (t, x) 7→ (r2m0 t, r0x)
to the previous estimate. 
We now present an absorption lemma.
Lemma 4.5 ([44, Lemma on p. 398]). Let d ∈ N, S be a monotone and sub-additive function
defined on the convex subsets of B0 = B(x0, r0; d), Θ0 ∈
(
0, 1
2
]
and k > 0 be a given constant.
Then there exists an ε = ε(d,Θ0, k) ∈ (0, 1), so that if
rkS(B(x,Θ0r); d) ≤ εrkS(B(x, r; d)) + E,
for all balls B(x, r; d) ⊂ B0, where E > 0 is a constant, then for all balls B(x, r; d) ⊂ B0 and
all Θ ∈ (0, 1):
rkS(B(x,Θr; d)) ≤ CE,
where C = C(d,Θ0,Θ, k). 
We learned of this result from the Diplom of Lamm, see [28, Lemma 2.3.6].
We would like to obtain an analogue of this lemma for parabolic cylinders that also takes the
boundary into account. However, before we do this we need some simple covering lemmas.
Lemma 4.6. Suppose that d,m ∈ N, • ∈ {−,+, ◦}, and U0 = U•(q0, r0; d,m). Then for all
δ ∈ (0, 2−4] there exists an N = N(d,m, δ) ∈ N and points {qi}Ni=1 ⊂ 12U0 such that
1
2
U0 ⊂
N⋃
i=1
U•(qi, δr0; d,m),
and
4U•(qi, δr0; d,m) ⊂ 3
4
U0,
for all i ∈ {1, . . . , N}. 
The proof is trivial. Next we consider the boundary case.
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Lemma 4.7. Suppose that d,m ∈ N, • ∈ {−,+, ◦}, and
U0 = U
•(q0, r0, R; d,m) ∈ Λ∂p(R; d,m).
Then for each δ ∈ (0, 2−4] there exists an N = N(d,m, δ) ∈ N, points {qi}Ni=1 ⊂ R ×Rd, and
values {σi}Ni=1 ⊂ [2−4, 1] such that, for each i ∈ {1, . . . , N} we have that
4U•(qi, σiδr0, R; d,m) ∈ Λ∂,cp (R; d,m),
1
2
U0 ⊂
N⋃
i=1
U•(qi, σiδr0, R; d,m),
and
4U• (qi, σiδr0, R; d,m) ⊂ 3
4
U0. 
Proof. Set
A :=
1
2
U0 ∩
{
(t, x) ∈ R×Rd : |x| > R− 1
2
δr0
}
, and
B :=
1
2
U0 − A.
We may find a NA ≤ C(d,m, δ) and {qAi }NAi=1 ⊂
(
1
2
U0
) ∩ (R× ∂B(0, R; d)) such that:
1. A ⊂ ⋃NAi=1 U•(qi, δr0, R; d,m); and
2. 4U•(qi, δr0, R; d,m) ⊂ 34U0, hence 4U•(qi, δr0, R; d,m) ∈ Λ∂p(R; d,m).
Turning our attention towards B we may find a NB ≤ C(d,m, δ) and {qBi }NBi=1 such that:
1. B ⊂ ⋃NAi=1 U•(qi, 2−4δr0, R; d,m);
2. 4U•(qi, 2−4δr0, R; d,m) ⊂ 34U0; and
3. 4U•(qi, 2−4δr0, R; d,m) ∈ Λcp(R; d,m).
Combining these coverings of A and B yields a covering of 1
2
U0 which satisfies the conditions
of the lemma. 
Now we present our parabolic analogue of Lemma 4.5 adapted to take the boundaries into
consideration.
Lemma 4.8 (Absorption lemma). Let d,m ∈ N, E ∈ [0,∞), k ∈ [0,∞), • ∈ {−,+, ◦} and
U0 = U
•(q0, r0, R; d,m) ∈ Λ◦,∂p (R; d,m) where q0 = (t0, x0). Suppose that S is a map from
dom(S) :=
{
N⋃
i=1
Ui : N ∈ N and Ui ∈M
}
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into [0,∞), where
M := {U•(q, r, R) : U•(q, r, R) ⊂ U0 and U•(q, r, R) ∈ Λ◦,∂p (R; d,m)}.
Furthermore S is monotone and sub-additive, that is if
V ⊂
N⋃
i=1
Vi,
with V, V1, . . . , VN ∈ dom(S) then
S(V ) ≤
N∑
i=1
S(Vi).
Then there exists an ε = ε(d,m, k) > 0 such that if
(4.14) rk1S
(
1
2
U•(q1, r1, R)
)
≤ εrk1S(U•(q1, r1, R)) + E,
for all U•(q1, r1, R) ∈M , then
rk1S
(
1
2
U•(q1, r1, R)
)
≤ CE,
for all U•(q1, r1, R) ∈M , where C = C(d,m, k). 
Proof. We set
Υ := sup
U•(q1,r1,R)∈M
rk1S
(
1
2
U•(q1, r1, R)
)
.
Our aim is to show that Υ ≤ CE. First we observe that Υ ≤ rk0S(U0) <∞.
We let U1 := U
•(q1, r1, R) ∈M be arbitrary. We wish to cover 12U1 with rescalings of parabolic
cylinders.
Using Lemmas 4.6 and 4.7 we have points {qi}Ni=1 ⊂ R ×Rd, values {σi}Ni=1 ⊂
[
1
16
, 1
]
, and a
sufficiently small universal constant δ > 0 such that
4U•(qi, σiδr1, R; d,m) ∈ Λ∂,cp (R; d,m),
1
2
U1 ⊂
N⋃
i=1
U•(qi, σiδr1, R; d,m),
and
4U• (qi, σiδr1, R; d,m) ⊂ 3
4
U1,
where N ≤ C(d,m).
Using sub-additivity and (4.14) we estimate:
rk1S
(
1
2
U1
)
≤
N∑
i=1
rk1S (U
•(qi, σiδr1, R; d,m))
≤ C
N∑
i=1
{
ε(2σiδr1)
kS (2U•(qi, σiδr1, R; d,m)) + E
}
≤ C(εΥ + E).
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Recall that U1 ∈M was arbitrary. Therefore, we take the sup over U1 in the previous estimate:
Υ ≤ C (εΥ + E) .
Hence if ε = ε(d,m, k) is sufficiently small then we have the desired result. 
Next we adapt the standard energy inequality to our situation with boundary, we refer the
reader to [47, Lemma 3.4] for the harmonic case, and [29, Lemma 2.3] and [55, Lemma 3.2] for
the biharmonic case (the higher order cases are proven in exactly the same way).
Lemma 4.9 (Energy inequality). Let d,m ∈ N, n ∈ N≥2, T > 0, and Q = (0, T )×B(0, 1; d).
Suppose u ∈ C∞(Q∪ΓQ;Sn−1) solves (1.2) with initial-boundary data g ∈ C∞(B(0, 1; d);Sn−1).
Then, for all t ∈ [0, T ),
ˆ t
0
ˆ
B(0,1;d)
|∂tu(s, x)|2 dx ds+ Em(u(t, ·)) = Em(g). 
Proof. For t ∈ [0, T ) we test (4.6) with ∂tu:
(4.15)
ˆ
B(0,1;d)
|∂tu(t, x)|2 dx+
ˆ
B(0,1;d)
∂tu(t, x) · (−∆)mu(t, x) dx = 0.
Next we look at integrating the second term by parts. We consider two cases depending on the
parity of m. Note that in what follows we use the fact that ∂tD
αu(t, x) = 0 on ΓwQ ∪ ΓcQ for
|α| ≤ m− 1.
First we suppose that m is even. For t ∈ (0, T ):
(4.16)
ˆ
B(0,1;d)
∂tu(t, x) · (−∆)mu(t, x) dx
=
ˆ
B(0,1;d)
∆
m
2 ∂tu(t, x) ·∆m2 u(t, x) dx
=
1
2
∂t
ˆ
B(0,1;d)
|∆m2 u(t, x)|2 dx
= ∂tEm(u(t, ·)).
Now suppose that m is odd:
(4.17)
ˆ
B(0,1;d)
∂tu(t, x) · (−∆)mu(t, x) dx
= −
n∑
i=1
ˆ
B(0,1;d)
(
∆
m−1
2 ∂tu(t, x)
)
·∆
(
∆
m−1
2 u(t, x)
)
dx
=
n∑
i=1
ˆ
B(0,1;d)
(
D∆
m−1
2 ∂tu
i(t, x)
)
·
(
D∆
m−1
2 ui(t, x)
)
dx
=
1
2
∂t
ˆ
B(0,1;d)
|D∆m−12 u(t, x)|2 dx
= ∂tEm(u(t, ·)).
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Observe from (4.16) and (4.17) that the result does not depend on the parity of m. Substituting
the results of (4.16) and (4.17) back into (4.15) yields
ˆ
B(0,1;d)
|∂tu(t, x)|2 dx+ ∂tE(u(t, ·)) = 0.
Integrating gives, for all t ∈ [0, T ),
ˆ t
0
ˆ
B(0,1;d)
|∂tu(s, x)|2 dx ds+ E(u(t, ·)) = E(g). 
We now would like to prove a higher order analogue of [55, Lemma 3.2]. For similar ideas
see the proof of [15, Proposition 4.6]. However, before we proceed we need to collect some
integration-by-parts-style lemmas.
Lemma 4.10. Let d, k ∈ N. For each pair of d-multi-indices α and β with |α| + |β| = 2k
and |α| ≤ 2k − 1, there exists an cα,β;d,k ∈ N such that for each u, v, w ∈ C∞(B(0, 1; d)) with
Dαv = 0 on ∂B(0, 1; d) for |α| ≤ 2k − 1 we have the decomposition
(Hk)

ˆ
B(0,1;d)
∆ku v w dx =
ˆ
B(0,1;d)
u ∆kv w dx
+
∑
|α|≤2k−1
|β|=2k−|α|
cα,β;d,k
ˆ
B(0,1;d)
Dαu v Dβw dx
.

Proof. We will prove the lemma by induction on k.
Base case. First we consider (H1). Repeatedly integrating by parts yieldsˆ
B(0,1;d)
∆u v w dx
= −
ˆ
B(0,1;d)
∇u · ∇v w dx−
ˆ
B(0,1;d)
∇u · ∇w v dx
=
ˆ
B(0,1;d)
u ∆v w dx+
ˆ
B(0,1;d)
u ∇v · ∇w dx−
ˆ
B(0,1;d)
∇u · ∇w v dx
=
ˆ
B(0,1;d)
u ∆v w dx− 2
ˆ
B(0,1;d)
∇u · ∇w v dx−
ˆ
B(0,1;d)
u v ∆w dx,
which proves (H1).
Inductive step. To finish our proof by induction we show that (H1) and (Hk) =⇒ (Hk+1) for
all k ≥ 1. Therefore, we fix k ≥ 1 and assume (H1) and (Hk). First we use (H1):
(4.18)
ˆ
B(0,1;d)
∆k+1u v w dx =
ˆ
B(0,1;d)
∆ku ∆v w dx
+
∑
|α|≤1
|β|=2−|α|
cα,β;d,1
ˆ
B(0,1;d)
Dα(∆ku) v Dβw dx.
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We now focus on the first term on the right hand side of (4.18). Observe that Dαv = 0
on ∂B(0, 1; d) for |α| ≤ 2k + 1 via supposition. Therefore, Dα(∆v) = 0 on ∂B(0, 1; d) for
|α| ≤ 2k − 1. Using this observation along with (Hk), with v 7→ ∆v, gives
ˆ
B(0,1;d)
∆ku ∆v w dx =
ˆ
B(0,1;d)
u ∆k+1v w dx
+
∑
|α|≤2k−1
|β|=2k−|α|
cα,β;d,k
ˆ
B(0,1;d)
Dαu ∆v Dβw dx.
Now we focus on the terms in the above sum, one term at a time. We integrate by parts:
ˆ
B(0,1;d)
Dαu ∆v Dβw dx =
ˆ
B(0,1;d)
∆Dαu Dβw v dx
+
ˆ
B(0,1;d)
Dαu ∆Dβw v dx
+ 2
ˆ
B(0,1;d)
∇Dαu · ∇Dβw v dx.
We substitute this back into (4.18) giving
ˆ
B(0,1;d)
∆k+1u v w dx
=
ˆ
B(0,1;d)
u ∆k+1v w dx+
∑
|α|≤1
|β|=2−|α|
cα,β;d,1
ˆ
B(0,1;d)
Dα(∆ku) v Dβw dx
+
∑
|α|≤2k−1
|β|=2k−|α|
cα,β;d,k
(ˆ
B(0,1;d)
∆Dαu Dβw v dx
+
ˆ
B(0,1;d)
Dαu ∆Dβw v dx+ 2
ˆ
B(0,1;d)
∇Dαu · ∇Dβw v dx
)
=
ˆ
B(0,1;d)
u ∆k+1v w dx+ I.
Observe that I is a sum over terms of the form const Dα
′
u v Dβ
′
w, where |α′| ≤ 2(k + 1)− 1
and |α′|+ |β′| = 2(k + 1). This observation finishes the proof. 
We now present a couple of quick consequences.
Corollary 4.11. Let d, k ∈ N. There exists a C = C(d, k) such that for any u, v, w ∈
C∞(B(0, 1; d)) with Dαv = 0 on ∂B(0, 1; d) for |α| ≤ 2k − 1 there holds∣∣∣∣ˆ
B(0,1;d)
∆2ku v w dx−
ˆ
B(0,1;d)
∆ku ∆kv w dx
∣∣∣∣
≤ C
2k−1∑
j=0
ˆ
B(0,1;d)
|Dj∆ku| |v| |D2k−jw| dx. 
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Next we have another consequence.
Lemma 4.12. Let d, k ∈ N. There exists a C = C(d, k) such that for any
u, v, w ∈ C∞(B(0, 1; d)) with Dαv = 0 on ∂B(0, 1; d) for |α| ≤ 2k there holds∣∣∣∣ˆ
B(0,1;d)
∆2k+1u v w dx+
ˆ
B(0,1;d)
∇∆ku · ∇∆kv w dx
∣∣∣∣
≤ C
2k+1∑
j=1
ˆ
B(0,1;d)
|Dj∆ku| |v| |D2k+2−jw| dx. 
Proof. We apply Lemma 4.10 with u 7→ ∆k+1u and then estimate:
(4.19)
ˆ
B(0,1;d)
∆2k+1u v w dx =
ˆ
B(0,1;d)
∆k
(
∆∆ku
)
v w dx
=
ˆ
B(0,1;d)
∆∆ku ∆kv w dx+ II
=: I + II,
where
|II| ≤ C
2k−1∑
j=0
ˆ
B(0,1;d)
|Dj∆∆ku| |v| |D2k−jw| dx.
We now focus on I. We integrate by parts:
I = −
ˆ
B(0,1;d)
∇∆ku · ∇∆kv w dx−
ˆ
B(0,1;d)
∇∆ku · ∇w ∆kv dx
=: III + IV.
Now we move our focus to IV . We integrate by parts and then estimate:
|IV | =
∣∣∣∣ˆ
B(0,1;d)
∆k
(∇∆ku · ∇w) v dx∣∣∣∣
≤ C
2k∑
j=0
ˆ
B(0,1;d)
|D1+j∆ku| |v| |D2k+1−jw| dx.
Now we collect all of this and substitute back into (4.19):∣∣∣∣ˆ
B(0,1;d)
∆2k+1u v w dx+
ˆ
B(0,1;d)
∇∆ku · ∇∆kv w dx
∣∣∣∣
≤ C
2k+1∑
j=1
ˆ
B(0,1;d)
|Dj∆ku| |v| |D2k+2−jw| dx. 
Now we can present our local energy inequality.
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Lemma 4.13 (Local energy inequality). Let d,m ∈ N, n ∈ N≥2, T > 0, B0 = B(x0, r0, 1; d) ∈
Λ(1; d), and Q = (0, T ] × B(0, 1; d). Suppose that u ∈ C∞(Q ∪ ΓQ) solves (1.2) with initial-
boundary data g ∈ C∞(B(0, 1; d)). Then
ˆ T
0
ˆ
1
2
B0
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
2
B0
|Gmu(t, x)|2 dx
≤
ˆ
B0
|Gmg|2 dx+ C
(
r−2m0 TEm(g) + r
−2
0
ˆ T
0
ˆ
B0
|D2m−1u(t, x)|2 dx dt
)
,
where C = C(m, d). 
Proof. First we assume that B0 ∈ Λc,∂(1; d).
Let η ∈ C∞(R; [0, 1]) such that η(x) = 1 when |x| < 1
2
and η = 0 when |x| > 1. Set
η˜(x) = η
(
|x−x0|
r0
)
.
We test (4.6) against η˜2m∂tu:
(4.20)
ˆ
B(0,1;d)
η˜2m|∂tu|2 dx+ (−1)m
ˆ
B(0,1;d)
η˜2m∆mu · ∂tu dx = 0.
Next, we focus on the second term.
First assume that m is even. We apply Corollary 4.11 to u, ∂tu, and η˜
2m with k = m
2
:
(4.21)
∣∣∣∣ˆ
B(0,1;d)
∆mu · ∂tu η˜2m dx− 1
2
∂t
ˆ
B(0,1;d)
|Gmu|2 η˜2m dx
∣∣∣∣
≤ C
m−1∑
j=0
ˆ
B(0,1;d)
|Dj∆m2 u| |∂tu| |Dm−j(η˜2m)| dx
= C
m−1∑
j=0
ˆ
B(0,1;d)
|DjGmu| |∂tu| |Dm−j(η˜2m)| dx.
Alternatively, if m is odd then we apply Lemma 4.12 to u, ∂tu, and η˜
2m with k = m−1
2
:
(4.22)
∣∣∣∣ˆ
B(0,1;d)
∆mu · ∂tu η˜2m dx+ 1
2
∂t
ˆ
B(0,1;d)
η˜2m|Gmu|2 dx
∣∣∣∣
≤ C
m∑
j=1
ˆ
B(0,1;d)
|Dj∆m−12 u| |∂tu| |Dm+1−j(η˜2m)| dx
= C
m−1∑
j=0
ˆ
B(0,1;d)
|DjGmu| |∂tu| |Dm−j(η˜2m)| dx.
Observe that the end results of the above computations, namely (4.21) and (4.22), are inde-
pendent of the parity of m.
We substitute this result back into (4.20), use the fact |Dm−j(η˜2m)| ≤ Crj−m0 η˜m for j ∈
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{0, . . . ,m− 1}, and then finish up by using the Cauchy-Schwarz inequality:
ˆ
B(0,1;d)
η˜2m|∂tu|2 dx+ 1
2
∂t
ˆ
B(0,1;d)
η˜2m |Gmu|2 dx
≤ C
m−1∑
j=0
ˆ
B(0,1;d)
|DjGmu| |∂tu| |Dm−j(η˜2m)| dx
≤ C
m−1∑
j=0
ˆ
B(0,1;d)
(rj−m0 |DjGmu|)(η˜m|∂tu|) dx
≤ C
m−1∑
j=0
ˆ
B0
r
2(j−m)
0 |DjGmu|2 dx+
1
2
ˆ
B(0,1;d)
η˜2m|∂tu|2 dx.
Hence
(4.23)
ˆ
B(0,1;d)
η˜2m|∂tu|2 dx+ ∂t
ˆ
B(0,1;d)
η˜2m |Gmu|2 dx
≤ C
m−1∑
j=0
ˆ
B0
r
2(j−m)
0 |DjGmu|2 dx.
Next we consider
r
2(j−m)
0
ˆ
B0
|DjGmu|2 dx,
for j ∈ {0, . . . ,m− 1}. We would like to interpolate on the order of smoothness. Let
B1 = B(x1, 1, R; d) ∈ Λ(ρ; d).
Note that if B1 ∈ Λ∂(ρ; d) then ρ ≥ 2. For v ∈ C∞(B1) we apply [1, Theorem 5.2]:
ˆ
B1
|DjGmv|2 dx ≤ C ′(d,m)
(ˆ
B1
|Gmv|2 dx+
ˆ
B1
|D2m−1v|2 dx
)
.
Now we rescale the above estimate with r0x 7→ x and use the resulting estimate on u:
r
2(j−m)
0
ˆ
B0
|DjGmu|2 dx ≤ C
(
r−2m0
ˆ
B0
|Gmu|2 dx+ r−20
ˆ
B0
|D2m−1u|2 dx
)
.
Next we use this to estimate the right hand side of (4.23), yielding
ˆ
B(0,1;d)
η˜2m|∂tu|2 dx+ ∂t
ˆ
B(0,1;d)
η˜2m |Gmu|2 dx
≤ C
(
r−2m0 Em(u) + r
−2
0
ˆ
B0
|D2m−1u|2 dx
)
.
Integrating this and using the energy inequality (Lemma 4.9) yields the desired result in the
case where B0 ∈ Λc,∂(1; d).
Finally we consider the case where B0 ∈ Λ◦(1; d)\Λc(1; d). For ε ∈
(
0, 1
2
r0
]
set Bε = B(x0, r0−
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ε, 1; d). Note that Bε ∈ Λc(1; d) and hence
ˆ T
0
ˆ
1
2
Bε
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
2
Bε
|Gmu(t, x)|2 dx
≤
ˆ
Bε
|Gmg|2 dx+ C
(
(r0 − ε)−2mTEm(g)
+ (r0 − ε)−2
ˆ T
0
ˆ
Bε
|D2m−1u(t, x)|2 dx dt
)
≤
ˆ
B0
|Gmg|2 dx+ C
(
r−2m0 TEm(g) + r
−2
0
ˆ T
0
ˆ
B0
|D2m−1u(t, x)|2 dx dt
)
.
Now the result follows by taking the limit ε ↘ 0 and applying the Monotone Convergence
Theorem. 
The following covering lemma, which is in the spirit of many similar lemmas of M. Giaquinta,
will become useful when we start looking at the lifespan of our solutions in Lemma 4.33.
Compare it to Lemma 4.5.
Lemma 4.14. Let d,m ∈ N, r0 ∈
(
0, 1
2
]
, and α > 0. Suppose that AL, AR,1, and AR,2 are
monotone and sub-additive functions from Λ(1; d) into R such that
AL
(
1
2
B′
)
≤ r−αAR,1(B′) + AR,2(B′),
for all B′ ∈ Λ(1, r; d) with r ∈ (0, r0]. Then
sup
B′∈Λ(1,r0;d)
AL(B
′) ≤ C sup
B′∈Λ(1,r0;d)
(
r−α0 AR,1(B
′) + AR,2(B′)
)
,
where C = C(α, d). 
Proof. Let B0 ∈ Λ(1, r0; d) be arbitrary. We can cover B0 by a collection of balls C = {Bi}Ni=1
where N ≤ C(d) and each ball Bi satisfies either:
(a) 2Bi ∈ Λc(1; d) and Bi ∈ Λc(1, 2−4r0; d); or
(b) 2Bi ∈ Λ∂(1; d) and Bi ∈ Λ∂
(
1, 1
2
r0; d
)
.
Using our supposition:
(4.24)
AL(B0) ≤
N∑
i=1
AL(Bi) ≤ C
N∑
i=1
(
r−α0 AR,1(2Bi) + AR,2(2Bi)
)
≤ C sup
B′∈C
(
r−α0 AR,1(2B
′) + AR,2(2B′)
)
.
Our next aim is to show that for any B′ ∈ C we have B˜ ∈ Λ(1, r0; d) such that 2B ⊂ B˜. To
further this aim we let B′ ∈ C be arbitrary. If B′ is of Type (b) then 2B′ ∈ Λ∂(1, r0; d). Next we
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assume that B′ = B(x1, 2−4r0, 1; d) is of Type (a). If |x1| ≤ 1− r0 then 2B′ ⊂ B(x1, r0, 1; d) ∈
Λ(1, r0; d). Otherwise |x1| ∈
(
1− r0, 1− 316r0
)
. In this case set x˜1 = (1− r0) x1|x1| . Observe that
2B′ ⊂ B
(
x˜1,
15
16
r0, 1; d
)
⊂ B (x˜1, r0, 1; d) ∈ Λ(1, r0; d).
With our aim complete we use this in (4.24) to obtain
AL(B0) ≤ C sup
B∈Λ(1,r0;d)
(
r−α0 AR,1(B) + AR,2(B)
)
,
which is the desired result upon recalling that B0 ∈ Λ(1, r0; d) is arbitrary. 
4.4 Higher order parabolic Lp theory
Throughout the remainder of this chapter we use the Lp theory for higher order parabolic and
elliptic equations. Below we provide the statements of the Lp-estimates we require.
Lemma 4.15 (Parabolic Lp-estimates). Let d ∈ N≥2, m ∈ N, s ∈ N0, p ∈ (1,∞), • ∈ {−, ◦},
and U0 = U
•(q0, r0, R; d,m) ∈ Λp(R; d,m). Suppose that u ∈ C∞(U0 ∪ ΓˆU0) satisfies Dαu = 0
on ΓˆU0 for |α| ≤ m− 1. Then
(4.25)
‖ (D1,2m)s+1 u‖Lp( 12U0)
≤ C
(
r−2ms0 ‖Hmu‖Lp(U0) + ‖
(
D1,2m
)s
Hmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)
)
,
where C = C(d,m, p, s). 
This lemma is proven in Appendix C. The proof is split into an interior estimate, see Lemma
C.3, and an estimate at the wall, see Lemma C.15.
Remark 4.16. By not allowing • = + in Claim 4.15 we avoid having to refer to compatibility
conditions. 
Next, we have an immediate corollary of Lemma 4.15.
Corollary 4.17 (Elliptic Lp-estimates). Let d ∈ N≥2, m ∈ N, s ∈ N0, p ∈ (1,∞), and
B0 = B(x0, r0, R; d,m) ∈ Λ(R; d). Suppose that u ∈ C∞(B0 ∪ ∂ˆB0) satisfies Dαu = 0 on ∂ˆB0
for |α| ≤ m− 1. Then
(4.26)
‖D2m(s+1)u‖Lp( 12B0)
≤ C
(
r−2ms0 ‖∆mu‖Lp(B0) +
∥∥D2ms (∆mu)∥∥
Lp(B0)
+ r
−2m(s+1)
0 ‖u‖Lp(B0)
)
,
where C = C(d,m, p, s). 
Remark 4.18. Note that the constants in (4.25) and (4.26) do not depend on R. 
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4.5 Critical theory
In this section we develop results which allow us to conclude that if blowup occurs, then´ |Du|d dx must concentrate.
The following lemma establishes the polyharmonic analogue of [47, Lemma 3.2] and [29, Lemma
2.4]. This has already been done in the case of domains without boundary in [15]. Our extension
to the case with boundary does not yield any new insights. However, we choose to include the
proof because our argument is a little simpler since we only consider spherical targets.
Lemma 4.19. Let m ∈ N, and B0 = B(x0, r0, R; 2m) ∈ Λ(R; 2m). Suppose that ω ∈ C∞(B0).
Then for each i ∈ {1, . . . ,m} we have the estimate
ˆ
B0
|D2m−iω|2|Diω|2 dx ≤ C‖Dω‖2L2m(B0)
(
r−2m0 ‖Dω‖2L2m(B0) + ‖D2mω‖2L2(B0)
)
,
where C = C(m). 
Proof. First we consider the case where r0 = 1. This means that if B0 ∈ Λ∂(R; 2m) then
R ≥ 2. The m = 1 case is essentially the same as the estimate from [47, Lemmas 3.1 and 3.2].
We now prove the m = 1 case. Note that i = 1 is forced. This case is equivalent to
‖|v|2‖L2(B0) ≤ C‖v‖L2(B0)
(‖v‖L2(B0) + ‖Dv‖L2(B0)) ,
for v ∈ C∞(B0). Sobolev embedding applied to |v|2, followed by Ho¨lder’s inequality, gives
‖|v|2‖L2(B0) ≤ C‖|v|2‖W 1,1(B0)
≤ C
(
‖v‖2L2(B0) +
ˆ
B0
|v||Dv| dx
)
≤ C‖v‖L2(B0)
(‖v‖L2(B0) + ‖Dv‖L2(B0)) ,
which is the desired estimate.
From now we work under the assumption that m > 1. First we consider i = 1, that is,
ˆ
B0
|D2m−1ω|2|Dω|2 dx.
We use Ho¨lder’s inequality and Sobolev embedding to obtain
ˆ
B0
|D2m−1ω|2|Dω|2 dx
≤ ‖Dω‖2L2m(B0)‖D2m−1ω‖2L 2mm−1 (B0)(4.27)
≤ C‖Dω‖2L2m(B0)
(
‖Dω‖2L2m(B0) + ‖D2mω‖2L2(B0)
)
.
Next we examine the cases where i ∈ {2, . . . ,m}. Ho¨lder’s inequality gives
(4.28)
ˆ
B0
|D2m−iω|2|Diω|2 dx ≤ ‖D2m−iω‖2
L
2
θ2m−i (B0)
‖Diω‖2
L
2
θi (B0)
,
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where
θi =
m− 2
2m(m− 1)i+
1
2(m− 1) .
Using Lemma B.21 with i 7→ i− 1, s 7→ 2m− 2, qi 7→ 2θi , p1 7→ 2m, and p2 7→ 2mm−1 we have
‖Diω‖
L
2
θi (B0)
≤ C‖Dω‖1−
i−1
2m−2
L2m(B0)
(
‖D2m−1ω‖
L
2m
m−1 (B0)
+ ‖Dω‖L2m(B0)
) i−1
2m−2
.
We substitute this back into (4.28):
ˆ
B0
|D2m−iω|2|Diω|2 dx ≤ C‖Dω‖2L2m(B0)
(
‖D2m−1ω‖
L
2m
m−1 (B0)
+ ‖Dω‖L2m(B0)
)2
.
Now we are in the same situation as we were with (4.27). We apply Sobolev embedding and
Ho¨lder’s inequality in exactly the same way:
ˆ
B0
|D2m−iω|2|Diω|2 dx ≤ C‖Dω‖2L2m(B0)
(
‖Dω‖2L2m(B0) + ‖D2mω‖2L2(B0)
)
.
The general case is obtained by applying the dilation x 7→ r0x to the previous estimate. 
In what follows we require the following Lp-estimate on the non-linearity of (4.6).
Lemma 4.20. Let d,m ∈ N, n ∈ N≥2, p ∈ [1,∞) such that 2p ≥ d, • ∈ {−,+, ◦}, and
U0 = U
•(q0, r0, R; d,m) ∈ Λc,∂p (R; d,m). Suppose that u ∈ C∞(U0;Sn−1). Then
‖fm(u)‖Lp(U0) ≤ C
(
r
−2m+ d+2m
p
0 ‖Du‖2L∞t Ldx(U0) + ‖Du‖L∞t Ldx(U0)‖D
2mu‖Lp(U0)
)
,
where C = C(d, p,m). Note that the constant is independent of U0. 
Proof. We first consider the case where r0 = 1. This means that if U0 ∈ Λ∂p(R; d,m) then
R ≥ 2. Let J ⊂ R and Ω ⊂ Rd such that U0 = J × Ω ⊂ R×Rd.
Using (4.8) we have
(4.29) ‖fm(u)‖Lp(Ω) ≤ C
m∑
i=1
‖|D2m−iu| |Diu|‖Lp(Ω).
We look at each term in the sum separately. For a fixed t ∈ J , Ho¨lder’s inequality yields
(4.30) ‖|D2m−iu(t, ·)| |Diu(t, ·)|‖Lp(Ω) ≤ ‖D2m−iu(t, ·)‖L2p(Ω)‖Diu(t, ·)‖L2p(Ω).
For j ∈ {1, · · · , 2m− 1}, Lemma B.22 gives
‖Dju(t, ·)‖L2p(Ω) ≤ C
(
‖Du(t, ·)‖1−θj
Ld(Ω)
‖D2mu(t, ·)‖θjLp(Ω) + ‖Du(t, ·)‖Ld(Ω)
)
≤ C‖Du(t, ·)‖1−θj
Ld(Ω)
(‖D2mu(t, ·)‖Lp(Ω) + ‖Du(t, ·)‖Ld(Ω))θj ,
where
θj =
1
2
2j − d
p
2m− d
p
.
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Note that θ2m−j + θj = 1.
We substitute this back into (4.30) and then we substitute the resulting expression into (4.29)
giving
‖fm(u)‖Lp(Ω) ≤ C‖Du(t, ·)‖Ld(Ω)
(‖Du(t, ·)‖Ld(Ω) + ‖D2mu(t, ·)‖Lp(Ω)) .
Next we integrate in time over J :
‖fm(u)‖Lp(U0) ≤ C
(
‖Du‖2L∞t Ldx(U0) + ‖Du‖L∞t Ldx(U0)‖D
2mu‖Lp(U0)
)
.
The general case is obtained by applying the parabolic rescaling (t, x)→ (rm0 t, r0x) to the above
estimate. 
Next we have a utility lemma which will help us begin our bootstrap for higher regularity
assuming that the critical quantity
´ |Du|d dx does not concentrate.
Lemma 4.21. Let d ∈ N≥2, m ∈ N, n ∈ N≥2, p ∈ [1,∞) such that 2p ≥ d, • ∈ {−, ◦}, and
U0 = U
•(q0, r0, R; d,m) ∈ Λc,∂p (R; d,m). Suppose that u ∈ C∞(U0∪ ΓˆU0;Sn−1) solves (1.2) with
boundary data g ∈ C∞(Pd(U0 ∪ ΓˆU0);Sn−1) on ΓˆU0. If ΓˆU0 = ∅ we set g = 0. Then
‖D1,2mu‖Lp( 12U0) ≤ C
(
1 +
1
r0
)2m (
1 + ‖Du‖2L∞t Ldx(U0) + ‖g‖W 2m,p(PdU0)
)
+ C‖Du‖L∞t Ldx(U0)‖D2mu‖Lp(U0),
where C = C(d, p,m). 
Proof. We first consider the case where r0 = 1. If U0 ∈ Λ∂p this means that R ≥ 2.
Now set u˜ = u− g. Observe that{
Hmu˜ = fm(u)− (−∆)mg in U0, and
Dαu˜ = 0 on ΓˆU0 for |α| ≤ m− 1.
We use Lemma 4.15:
‖D1,2mu˜‖Lp( 12U0) ≤ C
(‖fm(u)− (−∆)mg‖Lp(U0) + ‖u˜‖Lp(U0)) .
Hence
‖D1,2mu‖Lp( 12U0) ≤ C
(‖fm(u)‖Lp(U0) + ‖u‖Lp(U0) + ‖g‖W 2m,p(PdU0)) .
Next we apply Lemma 4.20:
‖D1,2mu‖Lp( 12U0) ≤ C
(
1 + ‖Du‖2L∞t Ldx(U0) + ‖g‖W 2m,p(PdU0)
+ ‖Du‖L∞t Ldx(U0)‖D2mu‖Lp(U0)
)
.
The general case is obtained by applying the parabolic rescaling (t, x)→ (rm0 t, r0x) to the above
estimate. 
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The following corollary is a consequence of applying the Absorption lemma (Lemma 4.8) to the
previous result.
Corollary 4.22. Let d ∈ N≥2, m ∈ N, n ∈ N≥2, p ∈ [1,∞) such that 2p ≥ d, • ∈ {−, ◦},
and U0 = U
•(q0, r0, R; d,m) ∈ Λc,∂p (R; d,m). Suppose that u ∈ C∞(U0 ∪ ΓˆU0;Sn−1) solves (1.2)
with boundary data g ∈ C∞(Pd(U0 ∪ ΓˆU0);Sn−1) being satisfied on ΓˆU0. If ΓˆU0 = ∅ we set
g = 0. Then there exists an ε1 = ε1(d, p,m) ∈ (0, 1] such that: if
‖Du‖L∞t Ldx(U0) ≤ ε1,
then
(4.31) ‖D1,2mu‖Lp( 12U0) ≤ C
(
1 +
1
r0
)2m (
1 + ‖g‖W 2m,p(PdU0)
)
,
where C = C(d, p,m). 
Remark 4.23. Note that in the case of p = 2 one can prove a stronger inequality than (4.31).
More precisely the dependence on g can be reduced from ‖g‖W 2m,2(U0) to Em(g). This would
be analogous to [47, Lemma 3.7] in the harmonic map case, [29, Lemma 3.3] in the biharmonic
case, and to [15, Corollary 4.2] in the polyharmonic map case. However, in this chapter we do
not require this stronger estimate and therefore will not prove it. 
The next lemma will help us to bootstrap our regularity.
Lemma 4.24. Let d ∈ N≥2, m, s ∈ N, n ∈ N≥2, p ∈ [p0,∞) where p0 is the same as in Lemma
4.4 (note that this implies 2p > d), • ∈ {−, ◦}, and U0 = U•(q0, r0, R; d,m) ∈ Λc,∂p (R; d,m).
Suppose that u ∈ C∞(U0 ∪ ΓˆU0;Sn−1) solves (1.2) with boundary data g ∈ C∞(Pd(U0 ∪
ΓˆU0);S
n−1) being satisfied on ΓˆU0. If ΓˆU0 = ∅ we set g = 0. Then for all ε > 0 we have
‖ (D1,2m)s+1 u‖Lp( 12U0)
≤ C
(
1 +
1
r0
)2m(s+1){(
1 + ‖u‖
Y
s,(1+4m)p
m (U0)
)1+4m
+ ‖g‖W 2m(s+1),p(PdU0)
}
+ ε‖ (D1,2m)s+1 u‖Lp(U0),
where C = C(ε, d,m, p, s). 
Proof. First we consider the special case where r0 = 1. Note that if U0 ∈ Λ∂p(R; d,m) then
R ≥ 2.
Set u˜ = u− g and observe that{
Hmu˜ = fm(u)− (−∆)mg in U0,
Dαu˜ = 0 on ΓU0 for |α| ≤ m− 1.
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We apply Lemma 4.15 to u˜:
‖ (D1,2m)s+1 u˜‖Lp( 12U0) ≤ C(‖ (D1,2m)s (fm(u)− (−∆)mg) ‖Lp(U0)
+ ‖fm(u)− (−∆)mg‖Lp(U0) + ‖u˜‖Lp(U0)
)
.
Hence
(4.32)
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C(1 + ‖ (D1,2m)s fm(u)‖Lp(U0)
+ ‖fm(u)‖Lp(U0) + ‖g‖W 2m(s+1),p(PdU0)
)
.
Next we focus on estimating fm(u). Let s
′ ≥ 0, σ ∈ {0, . . . , s′}, and α = (α1, α2, α3), γ =
(γ1, γ2, γ3) be multi-indices. Applying Leibniz’s rule to fm(u), keeping in mind (4.8), we see
|∂σt D2m(s
′−σ)fm(u)|
=
∣∣∣∣∣ ∑
j0,j1,j2≥0
j0+j1+j2=m
j0,j1<m
cm,j0,j1,j2∂
σ
t D
2m(s′−σ) (Dj2∆j0u1 : Dj2∆j1u2)u3
∣∣∣∣∣
≤ C(m, s′)
m∑
i=1
∑
|α|=σ
∑
|β|=2m(s′−σ)
|∂α1t Dβ1+2m−iu| |∂α2t Dβ2+iu| |∂α3t Dβ3u|
≤ C(m, s′)
∑
|γ|=2m(s′+1)
max γ<2m(s′+1)
∑
|α|=σ
2mα≤γ
3∏
j=1
|∂αjt Dγj−2mαju|.
Therefore,
‖ (D1,2m)s′ fm(u)‖Lp(U0) = s′∑
σ=0
‖∂σt D2m(s
′−σ)fm(u)‖Lp(U0)
≤ C(m, s′)
∑
|γ|=2m(s′+1)
max γ<2m(s′+1)
∑
2mα≤γ
∥∥∥∥∥
3∏
j=1
∂
αj
t D
γj−2mαju
∥∥∥∥∥
Lp(U0)
.
From the Trilinear estimate (Lemma 4.4) this yields
‖ (D1,2m)s′ fm(u)‖Lp(U0) ≤ C(ε, d,m, p, s′)(1 + ‖u‖Y s′,(1+4m)pm (U0))1+4m
+ ε‖ (D1,2m)s′+1 u‖Lp(U0).
We substitute this into (4.32) and relabel ε:
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C (1 + ‖u‖Y s,(1+4m)pm (U0))1+4m
+ C‖g‖W 2m(s+1),p(PdU0) + ε‖(D1,2m)s+1u‖Lp(U0).
The general case follows by applying the parabolic scaling (t, x) 7→ (r2m0 t, r0x) to the previous
estimate. 
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Next we take ε sufficiently small, depending only on d, m, and s, in the previous lemma so that
we may apply the Absorption Lemma (Lemma 4.8).
Corollary 4.25. Let d ∈ N≥2, m, s ∈ N, n ∈ N≥2, p ∈ [p0,∞) where p0 is the same as in
Lemma 4.4 (note that this implies 2p > d), • ∈ {−, ◦}, and U0 = U• ∈ (q0, r0, R; d,m) ∈
Λc,∂p (R; d,m). Suppose that u ∈ C∞(U0 ∪ ΓˆU0;Sn−1) solves (1.2) with boundary data g ∈
C∞(Pd(U0 ∪ ΓˆU0);Sn−1) being satisfied on ΓˆU0. If ΓˆU0 = ∅ we set g = 0. Then
‖(D1,2m)s+1u‖Lp( 12U0)
≤ C
(
1 +
1
r0
)2m(s+1) (
‖g‖W 2m(s+1),p(PdU0) +
(
1 + ‖(D1,2m)su‖L(1+4m)p(U0)
)1+4m)
,
where C = C(d,m, p, s). 
Now we iterate Corollary 4.25.
Lemma 4.26. Let d ∈ N≥2, m, s ∈ N, n ∈ N≥2, p ∈ [p0,∞) where p0 is the same as in Lemma
4.4 (note that this implies 2p > d), • ∈ {−, ◦}, and U0 = U•(q0, r0, R; d,m) ∈ Λc,∂p (R; d,m).
Suppose that u ∈ C∞(U0;Sn−1) solves (1.2) with boundary data g ∈ C∞(PdU0;Sn−1) being
satisfied on ΓˆU0. If ΓˆU0 = ∅ we set g = 0. Then
‖(D1,2m)s+1u‖Lp(2−sU0) ≤ C
(
1 +
1
r0
)C′ (
1 + ‖g‖W 2m(s+1),(1+4m)s−1p(PdU0)
+ ‖D1,2mu‖L(1+4m)sp(U0)
)(1+4m)s
,
where C = C(d,m, p, s) and C ′ = C ′(d,m, s). 
Proof. For s′ ∈ N and p′ ∈ [p0,∞) we set
A(s′, p′) := 1 + ‖(D1,2m)s′u‖Lp′ (2−s′+1U0), and
B(s′, p′) := ‖g‖W 2m(s′+1),p′ (PdU0).
Applying Corollary 4.25 with U0 7→ 2−s′+1U0 gives
A(s′ + 1, p′)
≤ C(d,m, p′, s′)
(
1 +
1
r0
)2m(s′+1) [
B(s′, p′) + A(s′, (1 + 4m)p′)1+4m
]
.
We now iterate this recurrence relation to obtain
A(s+ 1, p) ≤ C
(
1 +
1
r0
)C′ ( s∑
i=1
B
(
i, (1 + 4m)s−ip
)(1+4m)s−i
+ A (1, (1 + 4m)sp)(1+4m)
s
)
.
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Hence
‖(D1,2m)s+1u‖Lp(2−sU0) ≤ C
(
1 +
1
r0
)C′ ( s∑
i=1
‖g‖(1+4m)s−i
W 2m(i+1),(1+4m)
s−ip(PdU0)
+
[
1 + ‖D1,2mu‖L(1+4m)sp(2−s+1U0)
](1+4m)s )
≤ C
(
1 +
1
r0
)C′ (
1 + ‖g‖W 2m(s+1),(1+4m)s−1p(PdU0)
+ ‖D1,2mu‖L(1+4m)sp(U0)
)(1+4m)s
. 
The next lemma shows that if
´ |Du|d dx remains locally unconcentrated then we obtain
local C∞-convergence. This shows that singularities cannot develop where
´ |Du|d dx remains
unconcentrated.
Lemma 4.27 (C∞ convergence). Let d ∈ N≥2, m ∈ N, n ∈ N≥2, and
U0 = U
+(q0, r0, R; d,m) ∈ Λc,∂p (R; d,m),
where q0 = (t0, x0). Suppose that u ∈ C∞(U0 ∪ ΓˆwU0;Sn−1) solves (1.2) with boundary data
g ∈ C∞(Pd(U0 ∪ ΓˆwU0);Sn−1) on ΓˆwU0. If ΓˆwU0 = ∅ we set g = 0. Then there exists an ε1 =
ε1(m, p) ∈ (0, 1] such that: if ‖Du‖L∞t Ldx(U0) ≤ ε1 then there exists a unique v ∈ C∞(Pd(U0 ∪
ΓˆwU0);S
n−1) such that u(t, ·)→ v in C∞(Pd((σU0)∪Γˆw(σU0))) as t↗ t0 +r2m0 for all σ ∈ (0, 1).

Proof. Let p0 be the same as in Lemma 4.4.
Take x ∈ Pd(U0 ∪ ΓˆwU0) and observe that there is a δ > 0 such that
B0 = B(x, δ, 1; d) ∈ Λc,∂(R; d),
and B0 ⊂ Pd(U0). Now it suffices to show that u(t, ·) restricted to 2−s−1B0 is Cauchy in
W 2ms,p0(2−s−1B0; Rn) for all s ∈ N.
For each ε > 0 we set
Uε = U
−((r2m0 − ε, x), δ, 1; d,m) = B0 × (r2m0 − ε− δ2m, r2m0 − ε].
By assuming that ε and δ are sufficiently small we have that Uε ⊂ U0. For s ∈ N0, and
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r2m0 − ε− (2−s−1δ)2m < τ1 < τ2 ≤ r2m0 − ε we calculate:
(4.33)
‖D2msu(τ2, ·)−D2msu(τ1, ·)‖Lp0 (2−s−1B0)
=
∥∥∥∥ˆ τ2
τ1
∂tD
2msu(τ, ·) dτ
∥∥∥∥
Lp0 (2−s−1B0)
≤
ˆ τ2
τ1
‖∂tD2msu(τ, ·)‖Lp0 (2−s−1B0) dτ
≤
ˆ τ2
τ1
‖ (D1,2m)s+1 u(τ, ·)‖Lp0 (2−s−1B0) dτ
≤ |τ2 − τ1|1−
1
p0
(ˆ r2m0 −ε
r2m0 −ε−(2−s−1δ)2m
‖ (D1,2m)s+1 u(τ, ·)‖p0Lp0 (2−s−1B0) dτ
) 1
p0
≤ |τ2 − τ1|1−
1
p0 ‖ (D1,2m)s+1 u‖Lp0 (2−s−1Uε),
where Ho¨lder’s inequality was used to obtain the second last inequality.
For s ≥ 1, Lemma 4.26 and Corollary 4.22 give
(4.34)
‖ (D1,2m)s+1 u‖Lp0 (2−s−1Uε)
≤ C(d,m, p0, s, δ)
(
1 + ‖g‖
W 2m(s+1),(1+4m)
s−1p0( 12Uε)
+ ‖D1,2mu‖L(1+4m)sp0( 12Uε)
)(1+4m)s
≤ C(d,m, p0, s, δ)
(
1 + ‖g‖
W 2m(s+1),(1+4m)
s−1p0( 12Uε)
+ ‖g‖W 2m,(1+4m)sp0 (Uε)
)(1+4m)s
≤ C
(
d,m, p0, s, δ, ‖g‖W 2m(s+1),(1+4m)sp0 (Pd(U0))
)
.
For s = 0, Corollary 4.22 gives
(4.35) ‖D1,2mu‖Lp0( 12Uε) ≤ C(d, p0,m, δ, ‖g‖W 2m,p0 (Pd(Uε))).
We substitute (4.34) and (4.35) into (4.33):
(4.36)
‖D2msu(τ2, ·)−D2msu(τ1, ·)‖Lp0 (2−s−1B0)
≤ |τ2 − τ1|1−
1
p0C
(
d,m, p0, s, δ, ‖g‖W 2m(s+1),(1+4m)sp0 (Pd(U0))
)
,
for any r2m0 − ε− (2−s−1δ)2m < τ1 < τ2 ≤ r2m0 − ε. However, ε > 0 was arbitrary (as long as it
is sufficiently small) so (4.36) is true for r2m0 − (2−s−1δ)2m ≤ τ1 < τ2 < r2m0 . 
The next lemma establishes a point-wise bound on the gradient away from the origin for
equivariant maps in terms of only E2 and distance of the point from the origin. In particular
this will be used to show that, in the equivariant case,
´ |Du|4 dx cannot concentrate away
from the origin in the critical biharmonic map heat flow.
Lemma 4.28. Let d ∈ N, n ∈ N≥2, a ∈
(
0, 1
2
)
, T > 0, and
u = {sinψ, cosψ}xˆ ∈ C∞(B(0, 1; d);Sn−1)
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such that ψ(0) = 0. Then
‖Du‖L∞([0,T ]×(B(0,1;d)−B(0,a;d))) ≤ CK(a)
(
1 + |∂rψ(1)|2 + E2(u)
) 1
2 +
C
a
,
where
K(a) ≤

1 for d = 1,(
log
(
1
2a
)) 1
2 for d = 2,
Ca1−
d
2 for d ≥ 3,
and C = C(d). 
Proof. We observe:
(4.37)
ˆ
B(0,1;d)
|∆u|2 dx ≤ C
ˆ
B(0,1;d)
|D2u|2 dx, and
ˆ
B(0,1;d)
|D2u|2 dx ≤ C
(ˆ
B(0,1;d)
|∆u|2 dx+
ˆ
B(0,1;d)
|D2g|2 dx
)
,
for all g ∈ C∞(B(0, 1; d)) such that u− g ∈ H20 (B(0, 1; d)), where the last inequality is simply
due to standard L2 elliptic theory.
Assume that g has the form g(rxˆ) = {a(r), b(r)}xˆ. The condition that Dαg = Dαu on
∂B(0, 1; d) for each |α| ≤ 1 becomes
a(1) = sinψ(0, 1), ∂ra(1) = cosψ(0, 1) ∂rψ(0, 1);
b(1) = cosψ(0, 1), and ∂rb(1) = − sinψ(0, 1)∂rψ(0, 1).
Let η ∈ C∞([0,∞), [0, 1]) be a cutoff function such that η ≡ 0 on [0, 1
4
]
and η ≡ 1 on [3
4
,∞).
We set
a(r) = η(r) (sinψ(0, 1) + cosψ(0, 1) ∂rψ(0, 1)(r − 1)) , and
b(r) = η(r) (cosψ(0, 1)− sinψ(0, 1) ∂rψ(0, 1)(r − 1)) .
We have
‖D2g(x)‖L∞(B(0,1;d)) ≤ C (1 + |∂rψ(1)|) .
We substitute this back into (4.37):
(4.38)
ˆ
B(0,1;d)
|D2u|2 dx ≤ C (1 + |∂rψ(1)|2 + E2(u)) .
Because u is equivariant we may write
(4.39)
ˆ
B(0,1;d)
|D2u(x)|2 dx ≥ C
ˆ 1
0
rd−1|D2u(reˆ1)|2 dr
≥ C
ˆ 1
0
rd−1|∂2ru(reˆ1)|2 dr.
Recall that
u(reˆ1) = eˆ1 sinψ(r) + eˆd+1 cosψ(r).
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Therefore,
∂ru = (eˆ1 cosψ − eˆd+1 sinψ)∂rψ, and
∂2ru = (eˆ1 cosψ − eˆd+1 sinψ)∂2rψ − (eˆ1 sinψ + eˆd+1 cosψ)(∂rψ)2.
Hence
(4.40) |∂2ru|2 = (∂2rψ)2 + (∂rψ)4.
Substituting this into (4.39) and then into (4.38) yields
(4.41)
ˆ 1
0
rd−1|∂2rψ(r)|2 dr ≤ C
(
1 + |∂rψ(1)|2 + E2(u)
)
.
Before we proceed we note that
(4.42) |D {g0(r), g1(r)}xˆ|2 = |∂rg0(r)|2 + |∂rg1(r)|2 + d− 1
r2
|g0(r)|2.
Since u = {sinψ, cosψ}xˆ we have
(4.43)
ˆ 1
0
rd−1
(
|∂rψ|2 + d− 1
r2
| sinψ|2
)
dr ≤ C
ˆ
B(0,1;d)
|Du|2 dx.
Applying Sobolev embedding, followed by Ho¨lder’s inequality, and then using (4.41) and (4.43)
gives, for a ∈ (0, 1
2
)
,
‖∂rψ‖L∞([a,1]) ≤ 1
1− a
ˆ 1
a
|∂rψ| dr +
ˆ 1
a
|∂2rψ| dr
≤ CK(a)
(ˆ 1
0
rd−1|∂rψ|2 dr +
ˆ 1
0
rd−1|∂2rψ|2 dr
) 1
2
≤ CK(a)
(
1 + |∂rψ(1)|2 + E2(u) +
ˆ
B(0,1;d)
|Du|2 dx
) 1
2
,
where
K(a) =
(ˆ 1
a
1
rd−1
dr
)1/2
≤

1 for d = 1,(
log
(
1
2a
)) 1
2 for d = 2,
Ca1−
d
2 for d ≥ 3.
Interpolation on the order of smoothness (see [1, Theorem 5.2]) gives
ˆ
B(0,1;d)
|Du|2 dx ≤ C
(ˆ
B(0,1;d)
|u|2 dx+
ˆ
B(0,1;d)
|D2u|2 dx
)
.
Using this, along with the fact that |u| = 1, and (4.38), yields
‖∂rψ‖L∞([a,1]) ≤ CK(a)
(
1 + |∂rψ(1)|2 + E2(u)
) 1
2 .
We substitute this into (4.42):
‖Du‖L∞(B(0,1;d)−B(0,a;d)) ≤ CK(a)
(
1 + |∂rψ(1)|2 + E2(u)
) 1
2 +
C
a
. 
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Remark 4.29. The previous result is in a similar spirit to [19, Lemma 4.5] which studied the
axially symmetric harmonic map heat flow. However, in that proof the author used Schauder
theory to obtain the bound away from the axis of symmetry, whereas our proof above is more
elementary. After noting the connection between axial symmetry and our equivariance ansatz,
namely that axially symmetric maps are equivariant on slices perpendicular to the axis of sym-
metry, the following question arises: could ideas from the above proof yield a more elementary
proof than the one in [19]? The answer is no. Because of our second order energy, our proof
only depends on the fact that H1(I) ↪→ L∞(I) for I ⊂ R a bounded interval. In the harmonic
map case we would need L2(I) ↪→ L∞(I), which is not true. Therefore, we see that this is one
of the few cases in which the higher order energy makes life easier. 
In the next lemma we follow the same strategy to obtain interior estimates away from the origin
that do not depend on the boundary data.
Lemma 4.30. Let d ∈ N, n ∈ N≥2, a ∈
(
0, 1
4
)
, T > 0, and
u = {sinψ, cosψ}xˆ ∈ C∞(B(0, 1; d);Sn−1)
such that ψ(0) = 0. Then
‖Du‖
L∞(B(0, 1
2
;d)−B(0,a;d))) ≤ CK(a) (1 + E2(u))
1
2 +
C
a
,
where
K(a) ≤

1 for d = 1,(
log
(
1
2a
)) 1
2 for d = 2,
Ca1−
d
2 for d ≥ 3,
and C = C(d). 
Proof. In the calculations that follow we assume that R ∈ [1
2
, 1
]
. Observe:
(4.44)
ˆ
B(0,R;d)
|∆u|2 dx ≤ C
ˆ
B(0,R;d)
|D2u|2 dx, and
ˆ
B(0,R;d)
|D2u|2 dx ≤ C
( ˆ
B(0,R;d)
|∆u|2 dx+
ˆ
B(0,R;d)
|D2g|2 dx
)
,
for all g ∈ C∞(B(0, R; d)) such that u− g ∈ H20 (B(0, R; d)).
We assume that g has the form g(rxˆ) = {a(r), b(r)}xˆ. The condition that Dαg = Dαu on
∂B(0, R; d) for each |α| ≤ 1 becomes
a(R) = sinψ(t, R), ∂ra(R) = cosψ(t, R) ∂rψ(t, R);
b(R) = cosψ(t, R), and ∂rb(R) = − sinψ(t, R) ∂rψ(t, R).
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Let η ∈ C∞([0,∞); [0, 1]) be a cutoff function such that η ≡ 0 on [0, 1
4
]
and η ≡ 1 on [3
4
,∞).
Using η we set
a(r) = η
( r
R
)(
sinψ(t, R) + cosψ(t, R) ∂rψ(t, R)
( r
R
− 1
))
, and
b(r) = η
( r
R
)(
cosψ(t, R)− sinψ(t, R) ∂rψ(t, R)
( r
R
− 1
))
.
We have
‖D2g‖L∞(B(0,R;d)) ≤ C(k) (1 + |∂rψ(R)|) .
We substitute this back into (4.44):
(4.45)
ˆ
B(0,R;d)
|D2u(x)|2 dx ≤ C (1 + |∂rψ(R)|2 + E2(u)) .
Since u is equivariant we may write
(4.46)
ˆ
B(0,R;d)
|D2u|2 dx ≥ C
ˆ R
0
rd−1|D2u(reˆ1)|2 dr
≥ C
ˆ R
0
rd−1|∂2ru(reˆ1)|2 dr.
Recall (4.40):
|∂2ru|2 = (∂2rψ)2 + (∂rψ)4.
Substituting this into (4.46) and then into (4.45) yields
(4.47)
ˆ R
0
rd−1|∂2rψ|2 dr ≤ C
(
1 + |∂rψ(R)|2 + E2(u)
)
.
Since u = {sinψ, cosψ}xˆ we have
(4.48)
ˆ R
0
rd−1
(
|∂rψ(t, r)|2 + d− 1
r2
| sinψ(t, r)|2
)
dr ≤ C
ˆ
B(0,R;d)
|Du(t, x)|2 dx.
Applying Sobolev embedding, followed by Ho¨lder’s inequality, and then using (4.47) and (4.48),
gives
‖∂rψ‖L∞([a, 1
2
]) ≤
1
1
2
− a
ˆ 1
2
a
|∂rψ| dr +
ˆ 1
2
a
|∂2rψ| dr
≤ CK(a)
(ˆ R
0
rd−1|∂rψ|2 dr +
ˆ R
0
rd−1|∂2rψ|2 dr
) 1
2
≤ CK(a)
(
1 + |∂rψ(t, R)|2 + E2(u) +
ˆ
B(0,R;d)
|Du|2 dx
) 1
2
,
where
K(a) =
(ˆ 1
2
a
1
rd−1
dr
)1/2
≤

1 for d = 1,(
log
(
1
2a
)) 1
2 for d = 2,
Ca1−
d
2 for d ≥ 3.
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Interpolation on the order of smoothness (see [1, Theorem 5.2]) yields
ˆ
B(0,1;d)
|Dv|2 dx ≤ C
(ˆ
B(0,1;d)
|v|2 dx+
ˆ
B(0,1;d)
|D2v|2 dx
)
,
where v ∈ H2(B(0, 1; d)), Applying the rescaling Rx 7→ x to the above estimate and replacing
v with u gives
ˆ
B(0,R;d)
|Du|2 dx ≤ C
(
R−2
ˆ
B(0,R;d)
|u|2 dx+R2
ˆ
B(0,R;d)
|D2u|2 dx
)
.
Using this, along with the facts that |u| = 1 and R ∈ [1
2
, 1
]
, and (4.45), yields
‖∂rψ‖L∞([a, 1
2
]) ≤ CK(a)
(
1 + |∂rψ(R)|2 + E2(u)
) 1
2 ,
We substitute this into (4.42):
‖Du‖2
L∞(B(0, 1
2
;d)−B(0,a;d)) ≤ 2‖∂rψ‖
2
L∞((a, 1
2
])
+
C
a2
≤ C[K(a)]2 (1 + |∂rψ(R)|2 + E2(u))+ C
a2
.
Now we average over R ∈ [1
2
, 1
]
:
‖Du‖2
L∞(B(0, 1
2
;d)−B(0,a;d)) ≤ C[K(a)]
2
(
1 +
ˆ 1
1
2
|∂rψ|2 dr + E2(g)
)
+
C
a2
≤ C[K(a)]2 (1 + E2(u)) + C
a2
,
which is the desired estimate. 
Remark 4.31. Rescaling the above yields, for u an equivariant map on B(0, R; d),
‖Du‖
L∞(B(0,R
2
;d)−B(0,aR;d)) ≤ CR−1K(a)(1 + E2(u;B(0, R; d)))
1
2 + Ca−1R−1,
where a, K and C are the same as in Lemma 4.30. 
We now would like to obtain estimates on the maximal time of existence of classical solutions to
the equivariant critical biharmonic map heat flow in terms of the concentration of the
´ |Du|4 dx
energy at the origin. Before we do this we extend [15, Proposition 4.6] to deal with our situation
which involves boundary.
The extension is rather straightforward. The only difference is that the following proofs rely
more on covering lemmas, whereas the proof in [15] employs the efficient use of cutoff functions.
First we have a lemma which studies the local evolution of
´ |Du|4 dx.
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Lemma 4.32. Let r0 ∈
(
0, 1
2
]
, B0 = B(x0, r0, 1; 4) ∈ Λ(1; 4), T > 0, and Q = (0, T ] ×
B(0, 1; 4). Suppose that u ∈ C∞(Q ∪ ΓQ) solves (1.2), for m = 2, with initial-boundary data
g ∈ C∞(B(0, 1; 4)). Then
sup
t∈[0,T ]
ˆ
1
2
B0
|Du(t, x)|4 dx ≤
ˆ
B0
|Dg|4 dx+ CTr−40
κ
3
2 + κ
ε
+ C
(
ε+
κ+ κ
1
2
ε
)ˆ T
0
ˆ
B0
|D4u(t, x)|2 dx dt,
where ε > 0 and
κ := sup
t∈[0,T ]
ˆ
B0
|Du(t, x)|4 dx. 
Proof. Let η ∈ C∞(R; [0, 1]) such that η(x) = 1 when |x| < 1
2
and η = 0 when |x| > 1. Set
η˜(x) = η
(
|x−x0|
r0
)
.
We differentiate, integrate by parts, and then finally use (4.6):
1
4
∂t
ˆ
B(0,1;4)
η˜4|Du|4 dx =
ˆ
B(0,1;4)
η˜4|Du|2(Du : D∂tu) dx
= −
4∑
j=1
ˆ
B(0,1;4)
∂tu · ∂xj(η˜4|Du|2∂xju) dx
≤ C
ˆ
B0
|∆2u− f2(u)|
(
r−10 |Du|3 + |Du|2|D2u|
)
dx.
We apply Young’s inequality with ε ∈ (0, 1]:
(4.49)
1
4
∂t
ˆ
B(0,1;4)
η˜4|Du|4 dx
≤ ε
ˆ
B0
|D4u|2 dx+ C
ε
ˆ
B0
(r−20 |Du|6 + |Du|4|D2u|2 + |D3u|2|Du|2
+ |D2u|4) dx.
Next we apply Lemma 4.19:
(4.50)
ˆ
B0
(|D2u(t, x)|4 + |D3u(t, x)|2|Du(t, x)|2) dx
≤ Cκ 12
(
r−40 κ
1
2 +
ˆ
B0
|D4u(t, x)|2 dx
)
.
Now we move our attention towards
I := r−20
ˆ
B0
|Du|6 dx and II :=
ˆ
B0
|Du|4|D2u|2 dx.
Ho¨lder’s inequality gives us
(4.51) I ≤ Cr−10 ‖Du(t, ·)‖6L8(B0) and II ≤ C‖Du‖4L8(B0)‖D2u‖2L4(B0).
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Therefore, we focus on estimating
A := ‖Du(t, ·)‖L8(B0) and B := ‖D2u(t, ·)‖L4(B0).
First we use Lemma B.23 on A:
A ≤ C‖Du(t, ·)‖
3
4
L4(B0)
(
r−20 ‖Du(t, ·)‖L4(B0) + ‖D4u(t, ·)‖L2(B0)
) 1
4 ,
then Lemma B.24 on B:
B ≤ C‖Du(t, ·)‖
1
2
L4(B0)
(
r−20 ‖Du(t, ·)‖L4(B0) + ‖D4u(t, ·)‖L2(B0)
) 1
2 .
We substitute these estimates into (4.51), giving
I ≤ Cr−10 κ
9
8
(
r−20 κ
1
4 + ‖D4u(t, ·)‖L2(B0)
) 3
2
,
and
II ≤ Cκ
(
r−20 κ
1
4 + ‖D4u(t, ·)‖L2(B0)
)2
.
Next we substitute the above estimates on I and II along with (4.50) into the right hand side
of (4.49):
1
4
∂t
ˆ
B(0,1;4)
η˜4|Du|4 dx
≤ ε
ˆ
B0
|D4u|2 dx+ C
ε
(I + II)
+
C
ε
ˆ
B0
(|D3u|2|Du|2 + |D2u|4) dx.
≤ ε
ˆ
B0
|D4u|2 dx+ C
ε
[
r−10 κ
9
8
(
r−20 κ
1
4 + ‖D4u(t, ·)‖L2(B0)
) 3
2
+ κ
(
r−20 κ
1
4 + ‖D4u(t, ·)‖L2(B0)
)2 ]
+
C
ε
κ
1
2
(
r−40 κ
1
2 +
ˆ
B0
|D4u(t, x)|2 dx
)
≤ ε
ˆ
B0
|D4u|2 dx+ C
ε
(
r−40 κ
3
2 + r−40 κ
+ r−10 κ
9
8‖D4u(t, ·)‖
3
2
L2(B0)
+
(
κ+ κ
1
2
)
‖D4u(t, ·)‖2L2(B0)
)
.
Young’s inequality gives
r−10 κ
9
8‖D4u(t, ·)‖
3
2
L2(B0)
≤ C
(
r−40 κ
3
2 + κ‖D4u(t, ·)‖2L2(B0)
)
.
Hence
1
4
∂t
ˆ
B(0,1;4)
η˜4|Du|4 dx ≤
(
ε+ C
κ+ κ
1
2
ε
)ˆ
B0
|D4u|2 dx+ Cr−40
κ
3
2 + κ
ε
.
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We integrate this over [0, t], for t ∈ (0, T ], to obtain the desired result:
sup
t∈[0,T ]
ˆ
1
2
B0
|Du(t, x)|4 dx ≤
ˆ
B0
|Dg|4 dx+ CTr−40
κ
3
2 + κ
ε
+ C
(
ε+
κ+ κ
1
2
ε
)ˆ T
0
ˆ
B0
|D4u(t, x)|2 dx dt. 
Now we estimate the lifespan of a solution to the critical biharmonic map heat flow.
Lemma 4.33. Let n ∈ N≥2, T > 0, Q = (0, T ]× B(0, 1; 4), r0 ∈
(
0, 1
2
]
, and ε1 ∈ (0, 1] be the
same as in Lemma 4.27. Suppose that u ∈ C∞(Q ∪ ΓQ;Sn−1) solves (1.2), for m = 2, with
initial-boundary data g ∈ C∞(B(0, 1; 4);Sn−1). Then there exists an ε˜1 ∈ (0, ε1) and a C0 > 0
such that: if
sup
B′∈Λ(1,r0;4)
ˆ
B′
|∆g|2dx ≤ C0ε˜1,
then
sup
t∈[0,T0]
sup
B′∈Λ(1,r0;4)
ˆ
B′
(|∆u(t, x)|2 + |Du(t, x)|4) dx ≤ ε˜1,
where
T0 = min
{
T,C∗ε˜1r40
}
,
C∗ = C
(
1 + E2(g) +
´
B(0,1;4)
|D4g|2 dx
)−1
, and C is universal. 
Proof. We set
Υ(t, r) := sup
s∈[0,t]
sup
B′∈Λ(1,r;4)
ˆ
B′
(|∆u(t, x)|2 + |Du(t, x)|4) dx,
for t ∈ [0, T ] and r ∈ (0, 1
2
]
.
First we show that for each r ∈ (0, 1
2
]
the map t 7→ Υ(t, r) is continuous. We set
f(t, x) :=
ˆ
B(x,r,1;4)
(|∆u(t, x)|2 + |Du(t, x)|4) dx,
for t ∈ [0, T ] and x ∈ Ω0 where Ω0 = B(0, 1− r; 4) ∪ ∂B(0, 1; 4). Our claim then follows from
Lemma 4.40.
We let ε˜ ∈ (0, ε1) and K0 ∈ (0, 12) be arbitrary, and assume that
sup
B′∈Λ(1,r0;4)
ˆ
B′
|∆g|2dx ≤ K0ε˜.
We set
T ∗ := sup{t ∈ [0, T ] : Υ(t, r0) ≤ ε˜}.
Via our supposition, the fact that t 7→ Υ(t, r0) is continuous, and the fact that
Υ(t, r) ≤ 2 sup
s∈[0,t]
sup
B′∈Λ(1,r;4)
ˆ
B′
|∆u(t, x)|2 dx,
CHAPTER 4. BLOWUP AWAY FROM THE ORIGIN 71
we have that Υ(T ∗, r0) ≤ ε˜ and T ∗ > 0 since K0 < 12 . If T ∗ = T then we are done. Therefore,
in what follows we assume that T ∗ < T .
We let r′ ∈ (0, r0], B0 ∈ Λ(1, r′; 4) and t ∈ [0, T ∗]. Observe that there exists a B′0 ∈ Λ(1, r0; 4)
such that B0 ⊂ B′0. The local energy inequality (Lemma 4.13) gives
(4.52)
ˆ T ∗
0
ˆ
1
2
B0
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ∗]
ˆ
1
2
B0
|∆u(t, x)|2 dx
≤
ˆ
B0
|∆g|2 dx+ C
(
(r′)−4T ∗E2(g) + (r′)−2
ˆ T ∗
0
ˆ
B0
|D3u(t, x)|2 dx dt
)
.
From Lemma 4.32 we have
(4.53)
sup
t∈[0,T ∗]
ˆ
1
2
B0
|Du(t, x)|4 dx ≤
ˆ
B0
|Dg|4 dx+ C ′(ε˜, ε)(r′)−4T ∗
+ C
(
ε+
ε˜+ ε˜
1
2
ε
)ˆ T ∗
0
ˆ
B0
|D4u(t, x)|2 dx dt,
where ε > 0. We add (4.52) and (4.53) together:
(4.54)
ˆ T ∗
0
ˆ
1
2
B0
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ∗]
ˆ
1
2
B0
(|∆u(t, x)|2 + |Du(t, x)|4) dx
≤
ˆ
B0
(|∆g|2 + |Dg|4) dx+ C(r′)−4T ∗E2(g) + C ′(ε˜, ε)(r′)−4T ∗
+ C(r′)−2
ˆ T ∗
0
ˆ
B0
|D3u(t, x)|2 dx dt
+ C
(
ε+
ε˜+ ε˜
1
2
ε
)ˆ T ∗
0
ˆ
B0
|D4u(t, x)|2 dx dt.
Now we turn our attention towards
´
B0
|D3u(t, x)|2 dx. We use Ho¨lder’s inequality and Lemma
B.21 to obtain
(4.55)
ˆ
B0
|D3u(t, x)|2 dx ≤ (r′) 23‖D3u(t, ·)‖2
L
12
5 (B0)
≤ C
(
(r′)
2
3‖Du‖
2
3
L4(B0)
‖D4u‖
4
3
L2(B0)
+ (r′)−2‖Du‖2L4(B0)
)
≤ C
(
(r′)
2
3 ε˜
1
6
(ˆ
B0
|D4u(t, x)|2 dx
) 2
3
+ (r′)−2ε˜
1
2
)
.
Hence
ˆ T ∗
0
ˆ
B0
|D3u(t, x)|2 dx dt ≤ C
(
(r′)
2
3 ε˜
1
6 (T ∗)
1
3
(ˆ T ∗
0
ˆ
B0
|D4u(t, x)|2 dx dt
) 2
3
+ (r′)−2ε˜
1
2T ∗
)
.
CHAPTER 4. BLOWUP AWAY FROM THE ORIGIN 72
Now we substitute this back into (4.54) and then apply Young’s inequality:
(4.56)
ˆ T ∗
0
ˆ
1
2
B0
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ∗]
ˆ
1
2
B0
(|∆u(t, x)|2 + |Du(t, x)|4) dx
≤
ˆ
B0
(|∆g|2 + |Dg|4) dx+ C(r′)−4T ∗E2(g) + C ′(ε˜, ε)(r′)−4T ∗
+ C(r′)−
4
3 ε˜
1
6 (T ∗)
1
3
(ˆ T ∗
0
ˆ
B0
|D4u(t, x)|2 dx dt
) 2
3
+ C
(
ε+
ε˜+ ε˜
1
2
ε
)ˆ T ∗
0
ˆ
B0
|D4u(t, x)|2 dx dt
≤
ˆ
B0
(|∆g|2 + |Dg|4) dx+ C(r′)−4T ∗E2(g) + C ′(ε˜, ε)(r′)−4T ∗
+ C
(
ε+
ε˜+ ε˜
1
2
ε
)ˆ T ∗
0
ˆ
B0
|D4u(t, x)|2 dx dt.
Next we turn our attention towards
´ T ∗
0
´
B0
|D4u(t, x)|2 dx dt. From Section 4.1 and Lemma
4.19 we have
(4.57)
ˆ
B0
|∆2u(t, x)|2 dx ≤ C
(ˆ
B0
|∂tu(t, x)|2 dx
+
ˆ
B0
(|Du(t, x)|2|D3u(t, x)|2 + |D2u(t, x)|4) dx)
≤ C
(ˆ
B0
|∂tu(t, x)|2 dx+ (r′)−4ε˜+ ε˜ 12
ˆ
B0
|D4u(t, x)|2 dx
)
,
for t ∈ [0, T ∗]. Next, L2-elliptic theory, see Corollary 4.17, yields
ˆ
1
2
B0
|D4u(t, x)|2 dx ≤ C
( ˆ
B0
|∆2u(t, x)|2 dx+
ˆ
B0
|D4g(x)|2 dx
+ (r′)−8
(ˆ
B0
|u(t, x)|2 dx+
ˆ
B0
|g(x)|2 dx
))
≤ C
(ˆ
B0
|∆2u(t, x)|2 dx+
ˆ
B0
|D4g(x)|2 dx+ (r′)−4
)
,
for t ∈ [0, T ]. We substitute (4.57) into the above:
ˆ
1
2
B0
|D4u(t, x)|2 dx
≤ C
(ˆ
B0
|∂tu(t, x)|2 dx+
ˆ
B0
|D4g(x)|2 dx+ ε˜ 12
ˆ
B0
|D4u(t, x)|2 dx+ (ε˜+ 1)(r′)−4
)
for t ∈ [0, T ∗].
We integrate this in time, apply Lemma 4.14, and then take ε˜ sufficiently small, in order to
absorb the
sup
B′∈Λ(1,r0;4)
ˆ T ∗
0
ˆ
B′
|D4u(t, x)|2 dx dt
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on the right into the left hand side:
(4.58)
sup
B′∈Λ(1,r0;4)
ˆ T ∗
0
ˆ
B′
|D4u(t, x)|2 dx dt
≤ C
(
sup
B′∈Λ(1,r0;4)
ˆ T ∗
0
ˆ
B′
|∂tu(t, x)|2 dx dt+ T ∗
ˆ
B(0,1;4)
|D4g|2 dx+ r−40 T ∗
)
.
Next we apply Lemma 4.14 to (4.56):
sup
B′∈Λ(1,r0;4)
ˆ T ∗
0
ˆ
B′
|∂tu(t, x)|2 dx dt+ Υ(T ∗, r0)
≤ C
{
sup
B′∈Λ(1,r0;4)
ˆ
B′
|∆g|2 dx+ T ∗r−40 (E2(g) + C ′(ε˜, ε))
+
(
ε+
ε˜+ ε˜
1
2
ε
)
sup
B′∈Λ(1,r0;4)
ˆ T ∗
0
ˆ
B′
|D4u(t, x)|2 dx dt
}
.
We substitute (4.58) into the above:
sup
B′∈Λ(1,r0;4)
ˆ T ∗
0
ˆ
B′
|∂tu(t, x)|2 dx dt+ Υ(T ∗, r0)
≤ C
{
sup
B′∈Λ(1,r0;4)
ˆ
B′
|∆g|2 dx+ T ∗r−40 (E2(g) + C ′(ε˜, ε))
+
(
ε+
ε˜+ ε˜
1
2
ε
)(
sup
B′∈Λ(1,r0;4)
ˆ T ∗
0
ˆ
B′
|∂tu(t, x)|2 dx dt
+ T ∗
ˆ
B(0,1;4)
|D4g|2 dx+ r−40 T ∗
)}
.
We may now take ε and ε˜ sufficiently small to obtain
ε˜ = Υ(T ∗, r0) ≤ CK0ε˜+ CT ∗
(
r−40 + r
−4
0 E2(g) +
ˆ
B(0,1;4)
|D4g|2 dx
)
.
We may take K0 sufficiently small so that
T ∗ ≥ Cε˜r40
(
1 + E2(g) +
ˆ
B(0,1;4)
|D4g|2 dx
)−1
.
Therefore, we have shown the existence of an ε˜1 and a C0, namely ε˜ and K0, such that the
statement of this lemma is true. 
We combine Lemma 4.33, the higher regularity results from Corollary 4.22 and Lemma 4.26,
and the C∞-convergence given by Lemma 4.27 to obtain the following corollary.
Corollary 4.34. Let n ∈ N≥2, g ∈ C∞(B(0, 1; 4)), r0 ∈
(
0, 1
2
]
, and Q = (0, T ) × B(0, 1; 4),
where T = C∗ε˜1r40, and ε˜1 and C
∗ are the same as in Lemma 4.33. Suppose that
sup
B0∈Λ(1,r0;4)
ˆ
B0
|∆g|2dx ≤ C0ε˜1,
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where C0 is from Lemma 4.33. Then there exists a u ∈ C∞(Q ∪ ΓQ;Sn−1) solving (1.2), for
m = 2, in Q with initial-boundary data g. 
The next lemma will help us estimate the lifespan of classical equivariant solutions to the critical
biharmonic map heat flow in terms of only the concentration at the origin. It is a local version
of the driving chain of inequalities behind Lemma 4.33.
Lemma 4.35. Let σ ∈ (0, 2
5
)
, B0 = B(x0, r0, 1; 4) ∈ Λc(1; 4), T > 0, and Q = (0, T ] ×
B(0, 1; 4). Suppose that u ∈ C∞(Q ∪ ΓQ;S4) is a solution to (1.2), for m = 2, with initial-
boundary data g ∈ C∞(B(0, 1; 4);S4). Then there exists an ε2 > 0 such that if
sup
B′=B(x,σr0;4) ⊂⊂ B0
‖Du‖L∞t L4x([0,T ]×B′) ≤ ε2,
then
ˆ T
0
ˆ
1
2
B0
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
2
B0
(|∆u(t, x)|2 + |Du(t, x)|4) dx
≤ C
ˆ
B0
|∆g|2 dx+ C ′Tσ−4r−40 ,
where C ′ = C ′(E2(g)). 
Proof. Initially we will follow the same ideas as in Lemma 4.33. For
B1 = B(x, r; 4) ⊂⊂ B(0, 1; 4),
with r ≤ 1
2
, Lemma 4.13 gives:
(4.59)
ˆ T
0
ˆ
1
2
B1
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
2
B1
|∆u(t, x)|2 dx
≤
ˆ
B1
|∆g|2 dx+ C
(
r−4TE2(g) + r−2
ˆ T
0
ˆ
B1
|D3u(t, x)|2 dx dt
)
.
From Lemma 4.32 we obtain
(4.60)
sup
t∈[0,T ]
ˆ
1
2
B1
|Du(t, x)|4 dx
≤
ˆ
B1
|Dg|4 dx+ Cε
ˆ T
0
ˆ
B1
|D4u(t, x)|2 dx dt
+
C
ε
(
Tr−4
(
‖Du‖6L∞t L4x([0,T ]×B1) + ‖Du‖
4
L∞t L4x([0,T ]×B1)
)
+
(
‖Du‖4L∞t L4x([0,T ]×B1) + ‖Du‖
2
L∞t L4x([0,T ]×B1)
)
·
ˆ T
0
ˆ
B1
|D4u(t, x)|2 dx dt
)
.
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We estimate in the same manner as in (4.55) and follow this up with Young’s inequality to
obtain ˆ
B1
|D3u(t, x)|2 dx ≤ r 23‖D3u(t, ·)‖2
L
12
5 (B1)
≤ C
(
r
2
3‖Du‖
2
3
L4(B1)
‖D4u‖
4
3
L2(B1)
+ r−2‖Du‖2L4(B1)
)
≤ C ′′(ε)r−2‖Du‖2L4(B1) + εr2
ˆ
B1
|D4u|2 dx.
Finally, we integrate in time:
ˆ T
0
ˆ
B1
|D3u(t, x)|2 dx dt ≤ C ′(ε)r−2T‖Du‖2L∞t L4x([0,T ]×B1)
+ εr2
ˆ T
0
ˆ
B1
|D4u(t, x)|2 dx dt.
We substitute this into (4.59), then add the result to (4.60), and finally use |Du|2 ≤ |∆u| since
|u| ≡ 1:
(4.61)
ˆ T
0
ˆ
1
2
B1
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
2
B1
(|∆u(t, x)|2 + |Du(t, x)|4) dx
≤ 2
ˆ
B1
|∆g|2 dx
+ C ′(ε)Tr−4
(
E2(g) +
‖Du‖6L∞t L4x([0,T ]×B1) + ‖Du‖
2
L∞t L4x([0,T ]×B1)
ε
)
+ C
(
ε+
‖Du‖4L∞t L4x([0,T ]×B1) + ‖Du‖
2
L∞t L4x([0,T ]×B1)
ε
)ˆ T
0
ˆ
B1
|D4u(t, x)|2 dx dt.
Next we focus on
´ T
0
´
B1
|D4u(t, x)|2 dx dt. From Section 4.1, Lemma 4.19, and L2 elliptic
theory:
ˆ
1
2
B1
|D4u(t, x)|2 dx ≤ C
ˆ
B1
|∆2u(t, x)|2 dx
≤ C
( ˆ
B1
|∂tu(t, x)|2 dx+ r−4‖Du(t, ·)‖4L4(B1)
+ ‖Du(t, ·)‖2L4(B1)
ˆ
B1
|D4u(t, x)|2 dx
)
.
We now integrate in time to obtain
(4.62)
ˆ T
0
ˆ
1
2
B1
|D4u(t, x)|2 dx dt
≤ C
(ˆ T
0
ˆ
B1
|∂tu(t, x)|2 dx dt+ r−4T‖Du‖4L∞t L4x([0,T ]×B1)
+ ‖Du‖2L∞t L4x([0,T ]×B1)
ˆ T
0
ˆ
B1
|D4u(t, x)|2 dx dt
)
.
CHAPTER 4. BLOWUP AWAY FROM THE ORIGIN 76
Let B′1 = B(x
′, r′; 4) ⊂⊂ B(0, 1; 4). We have (4.62) for each B1 = B(x, r; 4) ⊂ B′1, hence via
the absorption lemma (Lemma 4.5) we have
(4.63)
ˆ T
0
ˆ
1
2
B′1
|D4u(t, x)|2 dx dt ≤ C
(ˆ T
0
ˆ
B′1
|∂tu(t, x)|2 dx dt+ (r′)−4Tε42
)
,
provided that ‖Du‖L∞t L4x([0,T ]×B′1) ≤ ε2 for sufficiently small ε2 > 0.
Recall that B′1 ⊂⊂ B(0, 1; 4) was arbitrary. Hence we substitute (4.63) into (4.61), with B′1 7→
B1 giving
ˆ T
0
ˆ
1
4
B1
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
4
B1
(|∆u(t, x)|2 + |Du(t, x)|4) dx
≤ 2
ˆ
B1
|∆g|2 dx+ C ′′′(ε, ε2, E2(g))Tr−4 + C
(
ε+
ε42 + ε
2
2
ε
) ˆ T
0
ˆ
B1
|∂tu(t, x)|2 dx dt,
provided that ‖Du‖L∞t L4x([0,T ]×B1) ≤ ε2.
Again let B′1 = B(x
′, r′; 4) ⊂⊂ B(0, 1; 4), with r′ ≤ 1
2
, and let C = {B(x, σ
4
r′; 4)
}
x∈B′1
. Besi-
covitch’s covering theorem gives a finite sub-collection C ′ ⊂ C which still covers B′1 such that
each point in B′1 is in at most N elements of C ′ where N only depends on the dimension, which
in this case is four. Next, we take the subset C ′′ ⊂ C ′ of balls which intersect with 1
2
B′1 and
observe that every element of C ′′ is compactly contained within B′1. Using C ′′ we have
ˆ T
0
ˆ
1
2
B′1
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
2
B′1
(|∆u(t, x)|2 + |Du(t, x)|4) dx
≤ C
ˆ
B′1
|∆g|2 dx+ C ′(ε, ε2, E2(g))T (σr′)−4 + C
(
ε+
ε42 + ε
2
2
ε
) ˆ T
0
ˆ
B′1
|∂tu(t, x)|2 dx dt,
if
sup
B′=B(x,σr′;4) ⊂⊂ B′1
‖Du‖L∞t L4x([0,T ]×B′) ≤ ε2.
Again B′1 ⊂⊂ B(0, 1; 4) was arbitrary and so apply the Absorption lemma (Lemma 4.5):
ˆ T
0
ˆ
1
2
B0
|∂tu(t, x)|2 dx dt+ sup
t∈[0,T ]
ˆ
1
2
B0
(|∆u(t, x)|2 + |Du(t, x)|4) dx
≤ C
ˆ
B0
|∆g|2 dx+ C ′(E2(g))Tσ−4r−40 ,
if
sup
B4=B(x,σr0;4) ⊂⊂ B0
‖Du‖L∞t L4x([0,T ]×B4) ≤ ε2,
and ε, ε2 are sufficiently small. 
The following results provide an estimate on the lifespan of a classical equivariant solution to
the critical biharmonic map heat flow in terms of the concentration of
´ |Du|4 dx at the origin.
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Lemma 4.36. Let T > 0, Q = (0, T ]× B(0, 1; 4), r0 ∈
(
0, 1
2
]
, B0 = B(0, r0; 4), and ε1 ∈ (0, 1]
be the same as in Lemma 4.27. Suppose that
u = {sinψ, cosψ}xˆ ∈ C∞(Q ∪ ΓQ;S4),
such that ψ(t, 0) = 0 for t ∈ [0, T ], is an equivariant solution to (1.2), for m = 2, with
equivariant initial-boundary data g ∈ C∞(B(0, 1; 4);S4). Then there exists an ε˜1 ∈ (0, ε1) and
C0 > 0 such that: if
(4.64)
ˆ
B0
|∆g|2 dx ≤ C0ε˜1,
then
sup
t∈[0,T0]
ˆ
1
2
B0
(|∆u(t, x)|2 + |Du(t, x)|4) dx ≤ ε˜1,
where T0 = min {T,C∗ε˜1r40} and C∗ = C∗(E2(g), ∂rψ(0, 1)). 
Proof. We follow a similar strategy as in the proof to Lemma 4.33.
Set
Υ(t) := sup
s∈[0,t]
ˆ
1
2
B0
(|∆u(s, x)|2 + |Du(s, x)|4) dx.
Let ε˜ ∈ (0, ε1) and K0 ∈ (0, 12), and assume that
(4.65)
ˆ
B0
|∆g|2 dx ≤ K0ε˜.
Set
T ∗ := sup{t ∈ [0, T ] : Υ(t) ≤ ε˜}.
The continuity of Υ and (4.64) ensures T ∗ > 0 for any sufficiently small K0. If T ∗ = T we are
done, so from now we assume that T ∗ < T .
Lemma 4.35 gives, for all σ ∈ (0, 2
5
)
,
(4.66) sup
t∈[0,T ∗]
ˆ
1
2
B0
(|∆u(t, x)|2 + |Du(t, x)|4) dx ≤ C ˆ
B0
|∆g|2 dx+ C ′(E2(g))T ∗σ−4r−40 ,
provided that
(4.67) sup
B′=B(x,σr0;4) ⊂⊂ B0
‖Du‖L∞t L4x([0,T ∗]×B′) ≤ ε2,
where ε2 is from Lemma 4.35.
After using the definitions of Υ and T ∗, along with (4.65) and (4.66), we have
ε˜ = Υ(T ∗) ≤ 2CK0ε˜+ C ′(E2(g))T ∗σ−4r−40 .
Hence if K0 is sufficiently small we have
T ∗ ≥ C(E2(g), σ)r40 ε˜.
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This shows the existence of an ε˜1 and C0, namely ε˜ and K0 respectively, such that the statement
of our proposition is true.
All that is left to do is show (4.67) for some σ ∈ (0, 2
5
)
. We split this up into two cases. First
if B1 = B(x, σr0; 4) ⊂ 12B0 then
‖Du‖L∞t L4x([0,T ∗]×B1) ≤ Υ(T ∗)
1
4 ≤ ε˜ 14 .
Now if B1 = B(x, σr0; 4) is not contained in
1
2
B0 then
dist(B1, 0) ≥
(
1
2
− 2σ
)
r0 ≥ 1
4
r0,
as long as σ ≤ 1
8
. We apply Lemma 4.28:
‖Du‖L∞t L4x([0,T ∗]×B1) ≤ Cσr0‖Du‖L∞t L∞x ([0,T ∗]×B1) ≤ C ′′′(E2(g), ∂rψ(1))σ.
Therefore,
sup
B1=B(x,σr0;4) ⊂⊂ B0
‖Du‖L∞t L4x([0,T ]×B1) ≤ max{C ′′′(E2(g), ∂rψ(1))σ, ε˜
1
4},
which we may make smaller than ε2 by taking σ and ε˜1 sufficiently small. 
By repeating the reasoning that lead to Corollary 4.34 with the extra ingredient of Lemma 4.28
we obtain the following corollary.
Corollary 4.37. Let r0 ∈
(
0, 1
2
]
, and Q = (0, T ] × B(0, 1; 4) where T = C∗ε˜1r40 with C∗ and
ε˜1 coming from Lemma 4.36. Suppose that g ∈ C∞(B(0, 1; 4)) is equivariant and thatˆ
B(0,r0;4)
|∆g|2dx ≤ C0ε˜1,
where C0 is from Lemma 4.36. Then there exists an equivariant u ∈ C∞(Q ∪ ΓQ;S4) solving
(1.2), for m = 2, in Q with initial-boundary data g. 
Leading up to the time of a possible blowup we would like to show that a suitable rescaling of
our solution converges to a ‘bubble’. To do this we need uniform estimates on some Sobolev
norms of our solutions. The following lemma achieves this.
Lemma 4.38. Let d ∈ N≥2, m, s ∈ N, n ∈ N≥2, R > 0, r0 ∈ (0, rm] where rm = min
{
R
2
,
(
T
2
) 1
2m
}
,
t0 ∈ R, T > 0, p ∈ [p0,∞) where p0 is the same as in Lemma 4.4 (note that this implies 2p > d),
Q = (t0, t0 + T ] × B(0, R; d), B0 = B(x0, r0, R; d) ∈ Λc,∂(R; d), and ε1 = ε1(d, p,m) ∈ (0, 1] is
the same as in Corollary 4.22. Suppose that u ∈ C∞(Q ∪ ΓQ;Sn−1) solves (1.2) with bound-
ary/initial data g ∈ C∞(B(0, R; d);Sn−1). If
‖Du‖L∞t Ldx([t0,t0+T ]×B0) ≤ ε1,
then we have the estimate
‖(D1,2m)s+1u‖Lp([t0+ 12T,t0+T ]×2−s−1B0) ≤ C
(
1 +
1
r0
)C
T
(
1 + ‖g‖(1+4m)s
W 2m(s+1),(1+4m)
sp(B0)
)
,
where C = C(d,m, p, s, R). 
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Proof. Without loss of generality we assume that t0 = 0.
We have a collection of parabolic cylinders
U =
{
U−
((
T − 1
2
ir2ms , x0
)
, rs, R; d,m
)}
0≤i≤ T
r2ms
,
where rs = 2
−s−1r0. Note that 2s+1U ∈ Λc,∂(R; d,m) and 2s+1U ⊂ Q for each U ∈ U .
We apply Lemma 4.26 with U0 7→ 2sU for each U ∈ U :
(4.68)
‖(D1,2m)s+1u‖Lp(U) ≤ C
(
1 +
1
r0
)C (
1 + ‖g‖W 2m(s+1),(1+4m)s−1p( 12B0)
+ ‖D1,2mu‖L(1+4m)sp(2sU)
)(1+4m)s
.
Next we apply Corollary 4.22 with U0 7→ 2s+1U , where U ∈ U and p 7→ (1 + 4m)sp, yielding
‖D1,2mu‖L(1+4m)sp(2sU) ≤ C
(
1 +
1
r0
)2m
(1 + ‖g‖W 2m,(1+4m)sp(B0)).
Now we substitute this into (4.68) and apply Ho¨lder’s inequality:
‖(D1,2m)s+1u‖Lp(U)
≤ C
(
1 +
1
r0
)C (
1 + ‖g‖W 2m(s+1),(1+4m)s−1p( 12B0) + ‖g‖W 2m,(1+4m)sp(B0)
)(1+4m)s
≤ C
(
1 +
1
r0
)C (
1 + ‖g‖W 2m(s+1),(1+4m)sp(B0)
)(1+4m)s
.
Hence
‖(D1,2m)s+1u‖Lp([ 12T,T ]×2−s−1B0) ≤
∑
U∈U
‖(D1,2m)s+1u‖Lp(U)
≤ C
(
1 +
1
r0
)C
#U
(
1 + ‖g‖(1+4m)s
W 2m(s+1),(1+4m)
sp(B0)
)
≤ C
(
1 +
1
r0
)C
T
(
1 + ‖g‖(1+4m)s
W 2m(s+1),(1+4m)
sp(B0)
)
. 
Now we use this lemma to obtain the uniform Sobolev space estimates.
Lemma 4.39. Let d ∈ N≥2, m, s ∈ N, r ≥ 2, R ≥ 4r, U0 = U−(0, R; d,m), p ∈ [p0,∞),
where p0 is the same as in Lemma 4.4, and ε1 = ε1(d, p,m) ∈ (0, 1] be the same as in Corollary
4.22. Suppose that u ∈ C∞(U0 ∪ ΓU0;Sd) is an equivariant solution of (1.2) with equivariant
initial-boundary data g ∈ C∞(B(0, R; d);Sd). Then if
(4.69) ‖Du‖L∞t Ldx([−2r2m,0]×B(0,1;d)) ≤ ε1
is satisfied we can find a constant C = C(d,m, p, s, r, E2(g;B(0, R; d))) such that there holds:
‖(D1,2m)s+1u‖Lp(U−(0,r;d,m)) ≤ C
(
1 + ‖D2m(s+1)g‖(1+4m)sL∞(B(0,R;d))
)
. 
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Proof. First we use our assumption (4.69) and Lemma 4.38 with t0 7→ −2r2m, T 7→ 2r2m,
R 7→ r and B0 7→ B(0, 1; d):
(4.70) ‖(D1,2m)s+1u‖Lp([−r2m,0]×B(0,2−s−1;d)) ≤ C
(
1 + ‖g‖(1+4m)s
W 2m(s+1),(1+4m)
sp(B(0,1;d))
)
.
Now we focus on estimating
(4.71) ‖(D1,2m)s+1u‖Lp([−r2m,0]×(B(0,r;d)−B(0,2−s−1;d))).
Remark 4.31 gives
‖Du‖L∞([−2r2m,0]×(B(0,2r;d)−B(0,2−s−2;d))) ≤ C.
Let σ ∈ (0, 2−s−3). We can find a collection of balls C = {Bi = B(xi, σ; d)}Ni=1 with xi ∈
B(0, r; d)−B(0, 2−s−1; d), N ≤ Cσ−d, and the collection {2−s−1Bi}Ni=1 forms a cover of
B(0, r; d)−B(0, 2−s−1; d)
such that each x ∈ ⋃Ni=1Bi is contained within at most C ′(d) elements of C.
For each Bi ∈ C we have
‖Du‖L∞t Ldx([−2r2m,0]×Bi) ≤ Cσ.
Therefore, if σ is sufficiently small (depending only on the same parameters as C) then we have,
for each Bi ∈ C,
‖Du‖L∞t Ldx([−2r2m,0]×Bi) ≤ ε1.
For each Bi ∈ C we use this and Lemma 4.38 with t0 7→ −2r2m, T 7→ 2r2m, B0 7→ Bi, and
R 7→ 2r to obtain
(4.72) ‖(D1,2m)s+1u‖Lp([−r2m,0]×2−s−1Bi) ≤ C
(
1 + ‖g‖(1+4m)s
W 2m(s+1),(1+4m)
sp(Bi)
)
.
We estimate (4.71) by decomposing using the cover C, using (4.72) to estimate locally, and
finally combine everything together again using the local finiteness of C:
‖(D1,2m)s+1u‖pLp([−r2m,0]×(B(0,r;d)−B(0,2−s−1;d)))
≤
(
N∑
i=1
‖(D1,2m)s+1u‖Lp([−r2m,0]×2−s−1Bi)
)p
≤ C
[
N∑
i=1
(
1 + ‖g‖(1+4m)s
W 2m(s+1),(1+4m)
sp(Bi)
)]p
≤ C
N∑
i=1
(
1 + ‖g‖(1+4m)sp
W 2m(s+1),(1+4m)
sp(Bi)
)
≤ C
(
1 + ‖g‖(1+4m)sp
W 2m(s+1),(1+4m)
sp(B(0,2r;d))
)
.
Hence
(4.73) ‖(D1,2m)s+1u‖pLp([−r2m,0]×(B(0,r;d)−B(0,2−s−1;d))) ≤ C
(
1 + ‖g‖(1+4m)sp
W 2m(s+1),(1+4m)
sp(B(0,2r;d))
)
.
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Now we combine this with (4.70):
(4.74) ‖(D1,2m)s+1u‖Lp(U−(0,r;d,m)) ≤ C
(
1 + ‖g‖(1+4m)s
W 2m(s+1),(1+4m)
sp(B(0,2r;d))
)
.
Next we focus on
‖g‖W 2m(s+1),(1+4m)sp(B(0,2r;d)).
Interpolating on the order of smoothness (see [1, Theorem 5.2]) gives, for j ∈ {0, . . . , 2m(s+1)}
and v ∈ C∞(B(0, 1; d);Sn−1),
‖Djv‖L(1+4m)sp(B(0,1;d)) ≤ C
(‖v‖L(1+4m)sp(B(0,1;d)) + ‖D2m(s+1)v‖L(1+4m)sp(B(0,1;d))) .
Next we use Ho¨lder’s inequality, while recalling that v maps into Sn−1, to obtain
‖Djv‖L(1+4m)sp(B(0,1;d)) ≤ C
(
1 + ‖D2m(s+1)v‖L∞(B(0,1;d))
)
.
Rescaling the above inequality with 2rx 7→ x and applying the resulting inequality to g while
recalling that r ≥ 2 and in this lemma C is allowed to depend on r, d, m, s, and p, gives
‖Djg‖L(1+4m)sp(B(0,2r;d)) ≤ C
(
1 + ‖D2m(s+1)g‖L∞(B(0,2r;d))
)
.
Summing over j gives
‖g‖W 2m(s+1),(1+4m)sp(B(0,2r;d)) ≤ C
(
1 + ‖D2m(s+1)g‖L∞(B(0,2r;d))
)
.
We now substitute this back into (4.74):
‖(D1,2m)s+1u‖Lp(U−(0,r;d,m)) ≤ C
(
1 + ‖D2m(s+1)g‖(1+4m)sL∞(B(0,R;d))
)
. 
We are now ready to prove our main result.
4.6 Proof of Theorem 1.10
1. Let x ∈ B(0, 1; 4) \ {0}. We can find a δ ∈
(
0, |x|
2
)
sufficiently small so that Bx =
B(x, δ, 1; 4) ∈ Λc,∂(1; 4). It suffices to show that u(t, ·) restricted to 1
2
Bx converges to a limit in
C∞(1
2
Bx; R
4).
We use Lemma 4.28 to obtain
‖Du‖L∞t L4x([0,T )×Bx) ≤ Cδ‖Du‖L∞([0,T )×Bx) ≤ C(∂rψ(0, 1), E2(g), |x|)δ.
Hence by taking δ sufficiently small we may apply Lemma 4.27 to u on
Ux = U
+((T − δ4, x), δ, 1; 4, 2) ∈ Λc,∂p (1; 4, 2),
which yields the desired result. Note that Ux ⊂ Q ∪ ΓQ for sufficiently small δ.
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2. Here we follow the general lines of reasoning in [55, Theorem A. (4)]. See the proofs of [47,
Theorem 4.3], [29, Theorem 1.2], and [15, Theorem 2.1. (iii)] for similar ideas. One may also
draw parallels between the ideas here and those used to prove a similar result for the Willmore
flow, see [27, Theorem 5.1].
We first set
e = min
{
C0ε˜1, ε
1
4
1
}
,
where ε˜1 and C0 are from Corollary 4.37, ε1 = ε1(p0) is from Corollary 4.22, and p0 is from
Lemma 4.4.
We define the ‘bubble radius’:
R0(t) :=

1
2
if
´
B(0, 1
2
;4)
|∆u(t, x)|2 dx < e,
min
{
r ∈ (0, 1/2] : ´
B(0,r;4)
|∆u(t, x)|2 dx ≥ e
}
otherwise.
We note that R0 is lower semi-continuous on [0, T ).
Observe that R0(t)↘ 0 as t↗ T : otherwise we could use Corollary 4.37 to extend the solution
smoothly past T , which would be a contradiction. We can hence find a monotone strictly
increasing sequence {tk}k∈N such that:
1. tk ↗ T as k →∞;
2. rk = R0(tk) ≤ 2−k−1, for k ∈ N; and
3. R0(t) > R0(tk) for all t ∈ [0, tk), for k ∈ N.
Next we rescale our solution u. For k ∈ N we set
(4.75) uk(t, x) = u(r
4
kt+ tk, rkx) ∈ C∞([−r−4k tk, 0]×B(0, r−1k ; 4);S4).
Due to scale invariance we have H2uk = f2(uk) and
1. E2(uk(t, ·);B(0, r−1k ; 4)) ≤ E2(g) for all t ∈ [−r−4k tk, 0];
2. E2(uk(0, ·);B(0, 1; 4)) = e; and
3. E2(uk(t, ·);B(0, 1; 4)) ≤ e for all t ∈ [−r−4k tk, 0).
Lemma 4.39 gives
(4.76) ‖(D1,4)s+1uk‖Lp0 (U−(0,r;4,2))) ≤ C(p0, s, r, E2(gk))))
(
1 + ‖D4(s+1)gk‖9sL∞(B(0,r−1k ;4))
)
,
where s ∈ N, r ≥ 2, gk(x) = g(rkx), and k is sufficiently large. Rescaling with rkx 7→ x yields
‖D4(s+1)gk‖L∞(B(0,r−1k ;4)) = r
4(s+1)
k ‖D4(s+1)g‖L∞(B(0,1;4)).
CHAPTER 4. BLOWUP AWAY FROM THE ORIGIN 83
Next we substitute this into (4.76) and use the fact that rk ∈ (0, 14 ]:
‖(D1,4)s+1uk‖Lp0 (U−(0,r;4,2))) ≤ C(p0, s, r, E2(g))))
(
1 + r
4(s+1)9s
k ‖D4(s+1)g‖9
s
L∞(B(0,1;4))
)
≤ C(p0, s, r, E2(g), ‖D4(s+1)g‖L∞(B(0,1;4))).
Since this holds for every s ∈ N we have via compactness an ω ∈ C∞((−∞, 0]×R4;S4) and a
subsequence ukl such that ukl → ω in C∞loc(R×R4). Since ukl solves (1.2) with m = 2, taking
the limit of H2ukl = f(ukl) yields H2ω = f2(ω).
We fix R > 0 and calculate:ˆ
U−(0,R;4,2)
|∂tω(t, x)|2 dx dt = lim
l→∞
ˆ
U−(0,R;4,2)
|∂tukl(t, x)|2 dx dt
= lim
l→∞
ˆ
U−(0,R;4,2)
r8kl |∂tu(r4klt+ tkl , rklx)|2 dx dt
= lim
l→∞
ˆ
U−((tkl ,0),rklR;4,2)
|∂tu(t, x)|2 dx dt
= 0,
where the last inequality comes from the energy inequality (Lemma 4.9) and the fact that
the Lebesgue measure of U−((tkl , 0), rklR; 4, 2) ⊂ R5 converges to zero as l → ∞. Therefore,
∂tω = 0 on (−∞, 0]×R4, since R > 0 was arbitrary.
Hence ω(0, ·) is a biharmonic map from R4 into S4 with E2(ω(0, ·); R4) ≤ E2(g), such that
ukl(0, ·)→ ω(0, ·) in C∞loc(R4;S4) as l→∞. Moreover,
E2(ω(0, ·);B(0, 1; 4)) = e > 0,
hence ω(0, ·) is non-constant.
Now we show that ω(0, ·) is equivariant. We let R ∈ O(4) and denote ukl(0, ·) and ω(0, ·) simply
as ukl and ω. Using (2.2):
‖Dα(R • ukl(R−1x)−R • ω(R−1x))‖C0(B(0,r;4)) ≤ C(R, |α|)‖ukl − ω‖C|α|(B(0,r;4)) → 0 as l→∞,
where α is an arbitrary multi-index and r > 0. Therefore, R • (ukl ◦R−1) → R • (ω ◦R−1) as
l→∞ in C∞loc(R4).
We know that ukl is equivariant, hence ukl → R • (ω ◦R−1) as l → ∞ in C∞loc(R4) for all
R ∈ O(4). However, the limit of ukl has to be unique. Therefore, R • (ω ◦R−1) = ω for all
R ∈ O(4) which says that ω is equivariant.
3. The following argument closely follows the ideas from [29, Theorem 1.2], [15, Theorem 2.1],
and [55, Theorem A. (2)], and is included for the convenience of the reader. Again, see the
proof of [47, Section 4] for similar ideas.
We use the notation ω = ω(0, ·) ∈ C∞(R4;S4). First we wish to show that
(4.77)
ˆ
R4
|D2ω|2 dx+
ˆ
R4
|Dω|4 dx <∞.
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Since |ω| ≡ 1 on R4, we have |Dω|2 ≤ |∆ω|, henceˆ
R4
|Dω|4 dx ≤ E2(ω; R4) ≤ E2(g) <∞.
Next, we focus on showing that ˆ
R4
|D2ω|2 dx <∞.
For this we let R > 0 be arbitrary, and observe that
(4.78)
ˆ
B(0,R;4)
|D2ω|2 dx = lim
l→∞
ˆ
B(0,R;4)
|D2ukl(0, x)|2 dx
= lim
l→∞
ˆ
B(0,rklR;4)
|D2u(tkl , x)|2 dx
≤ lim sup
l→∞
ˆ
B(0,1;4)
|D2u(tkl , x)|2 dx.
Recalling (4.37), we see thatˆ
B(0,1;4)
|D2u(tkl , x)|2 dx ≤ C
(ˆ
B(0,1;4)
|∆u(tkl , x)|2 dx+
ˆ
B(0,1;4)
|D2g|2 dx
)
≤ C
(
E2(g) +
ˆ
B(0,1;4)
|D2g|2 dx
)
.
We combine this with (4.78), and then take the limit R→∞, to obtainˆ
R4
|D2ω|2 dx ≤ C
(
E2(g) +
ˆ
B(0,1;4)
|D2g|2 dx
)
<∞.
With this our demonstration of (4.77) is finished.
Recall that ω has finite energy on R4. Let r > 0 be arbitrary. For R > 0 we calculate:
1
2
ˆ
B(0,R;4)
|∆ω|2 dx = 1
2
ˆ
R4
|∆ω|2 dx−
(
1
2
ˆ
R4
|∆ω|2 dx− 1
2
ˆ
B(0,R;4)
|∆ω|2 dx
)
≥ ε20 + oR→∞(1),
where ε20 is from the statement of the theorem. The fact that ε
2
0 > 0 is known as the gap
phenomenon and was proven in the biharmonic map case by [29, Theorem 1.1] and later in the
polyharmonic map case by [15, Theorem 2.1 (ii)]; see also [55, Corollary 2.3] for an alternative
proof in the biharmonic case.
Hence
ε20 + oR→∞(1) ≤
1
2
lim
l→∞
ˆ
B(0,R;4)
|∆ukl(0, x)|2 dx
=
1
2
lim
l→∞
ˆ
B(0,R;4)
r4kl |∆u(tkl , rklx)|2 dx
=
1
2
lim
l→∞
ˆ
B(0,Rrkl ;4)
|∆u(tkl , x)|2 dx
≤ 1
2
lim sup
t↗T
ˆ
B(0,r;4)
|∆u(t, x)|2 dx.
Upon taking the limit R→∞ we have our result.
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4.7 Auxiliary Results
This section contains proofs of some auxiliary results that have been used in this chapter.
Lemma 4.40. Let (X, τ) be a sequentially compact topological space, T > 0, and f : [0, T ]×
X → R be continuous with respect to the product topology on [0, T ] ×X, where [0, T ] takes
the standard topology induced by R. Then the function F : [0, T ]→ R defined via
F (t) = sup
s∈[0,t]
max
x∈X
f(s, x)
is continuous. 
Proof. First we set
F0(t) = max
x∈X
f(t, x) for t ∈ [0, T ].
Our first task is to show that F0 : [0, T ]→ R is continuous.
Hoping for a contradiction we assume that F0 is not continuous on [0, T ]. This implies that
there exists a t0 ∈ [0, T ], a sequence {tn}n∈N ⊂ [0, T ], and an ε > 0 such that tn → t0 as
n → ∞ but |F (tn) − F (t0)| ≥ ε for all n ∈ N. For each tn there exists a xn ∈ X such that
F0(tn) = f(tn, xn) and there exists an x0 ∈ X such that F0(t0) = f(t0, x0).
Since X is sequentially compact upon restricting ourself to a subsequence (we also take the
corresponding subsequence of tn and, for convenience, we refer to these subsequences by tn and
xn) we have xn → x∞ ∈ X, hence
|f(t0, x∞)− f(t0, x0)| ≥ ε.
Hence we have
(4.79) f(t0, x0) ≥ f(t0, x∞) + ε.
There exists an N ∈ N such that for all n ≥ N we have
f(tn, xn) < f(t0, x∞) +
1
4
ε, and
f(tn, x0) > f(t0, x0)− 1
4
ε.
We use these and (4.79):
f(tn, x0) > f(t0, x0)− 1
4
ε ≥ f(t0, x∞) + 3
4
ε > f(tn, xn) +
1
2
ε > max
x∈X
f(tn, x).
This is our desired contradiction. Therefore, F0 : [0, T ]→ R is continuous.
We finish by showing that if F ∗0 : [0, T ] → R is continuous then the function F ∗ : [0, T ] → R,
defined via F ∗(t) = maxs∈[0,t] F ∗0 (s), is continuous also.
To show this we prove the following two statements:
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1. limε↘0 F ∗(t+ ε) = F ∗(t) for every t ∈ [0, T ), and
2. limε↘0 F ∗(t− ε) = F ∗(t) for every t ∈ (0, T ].
For the first statement we have, for sufficiently small ε > 0,
F ∗(t+ ε) = max{F ∗(t), max
s∈[t,t+ε]
F ∗0 (s)}.
Since F ∗0 is continuous we have
lim
ε↘0
max
s∈[t,t+ε]
F ∗0 (s) = F
∗
0 (t).
Hence
lim
ε↘0
F ∗(t+ ε) = F ∗(t).
This proves the first statement.
Finally we prove the second statement. We divide the proof into two cases. In the first case
we assume that there is a t0 ∈ [0, t) such that F ∗(t) = F ∗0 (t0). Therefore, for sufficiently small
ε > 0, more precisely ε > 0 such that t− ε > t0, we have F ∗(t− ε) = F ∗(t). Upon taking the
limit as ε↘ 0 we are done.
The other case is when F ∗(t) = F ∗0 (t) and F
∗
0 (s) < F
∗(t) for all s ∈ [0, t). In this case we know
that, for sufficiently small ε > 0,
F ∗0 (t− ε) ≤ F ∗(t− ε) < F ∗0 (t).
Hence upon taking the limit we have
lim
ε↘0
F ∗(t− ε) = F ∗0 (t) = F ∗(t),
which finishes the proof. 
Our proof of the following covering lemma is in the spirit of the Vitalli covering lemma.
Lemma 4.41. Let d, s ∈ N, r ≥ 2, and σ ∈ (0, 2−s−3). There exists a collection of balls
C = {Bi = B(xi, σ; d)}Ni=1 such that:
1. xi ∈ B(0, r; d) \B(0, 2−s−1; d);
2. N ≤ C(d, r, s)σ−d;
3. the collection {2−s−1Bi}Ni=1 covers B(0, r; d) \B(0, 2−s−1; d); and
4. each x ∈ ⋃Ni=1Bi is contained within at most C ′(d, s) elements of C. 
CHAPTER 4. BLOWUP AWAY FROM THE ORIGIN 87
Proof. Let C ′ = {Bi = B(xi, 2−s−2σ; d)}Ni=1 for xi ∈ B(0, r; d) \ B(0, 2−s−1; d) be a maximally
disjoint collection.
Since the balls in this collection are pairwise disjoint we see from a simple volume argument
that N ≤ 2(s+2)drdσ−d. From the maximality of this collection we see that the collection
{B(xi, 2−s−1σ; d)}Ni=1 is a cover of B(0, r; d) \ B(0, 2−s−1; d). We assert that we can take C =
{B(xi, σ; d)}Ni=1 and the above conditions of this lemma will be satisfied.
We have already shown that properties 1, 2, and 3 hold for C. All that is left to show is property
4. Let x ∈ Rd be arbitrary. If x ∈ Bi(xi, σ; d) for some i ∈ {1, . . . , N} then this means that
Bi (xi, 2
−s−2σ; d) ⊂ B(x, (1 + 2−s−2)σ; d). Since C ′ was a disjoint collection a simple volume
argument shows that the number of balls covering x is at most (1 + 2s+2)d. 
Chapter 5
A strategy: the harmonic case
In this chapter we study the equivariant harmonic map heat flow from B(0, 1; 2) into S2. Our
aim is to isolate energy concentration at the origin as the cause for blowup while avoiding the
indirect argument based on [47]. The ideas in this chapter may be of independent interest or
may be useful in future research concerning the O(d)-equivariant polyharmonic map heat flow.
This chapter is set out as follows. In Sections 5.1 and 5.2 we collect some useful formulas
and estimates. Then in Section 5.3 we refine Struwe’s argument from [47]. One of the main
ingredients in [47] is the interpolation inequality [47, Lemma 3.1]. Using the equivariance of
our map we are able to prove a stronger interpolation inequality. This allows us to conclude
that blowup corresponds to energy concentrating at the origin. Hence if we can control the
energy concentration at the origin then we may extend our solution in time. We still follow the
strategy of [47] with the exception that we ignore the fact that there are at most only finitely
many space-time singular points for the general flow as this is not known to be true for the
higher order polyharmonic map heat flows. Finally in Section 5.4 we give a proof of a slightly
modified version of Hardy’s inequality which is used throughout this chapter.
Before we start we need to introduce some terms and notation. We rewrite (2.5):
∂tψ = Ldψ + F(ψ),
where
Ldψ = ∂2rψ +
d− 1
r
∂rψ − d− 1
r2
ψ, and(5.1)
F(ψ) = d− 1
r2
(ψ − 1
2
sin(2ψ)).
Note that, when it is clear, we may write L instead of Ld.
We have the following growth estimate on F :
(5.2) |F(ψ)|2 ≤ C (d− 1)
2
r4
ψ6.
We define the localised energy, for R0 ∈ (0, 1],
(5.3) E(u;R0) =
ˆ
B(0,R0;d)
|Du|2 dx.
88
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Throughout this chapter, except when explicitly stated otherwise, we use ψ and u interchange-
ably for the same map, related by (1.4), if u is equivariant.
In this chapter we allow our constants to depend on d without explicitly indicating it.
Recall that, in relation to our equivariance assumption, we globally assume ψ(0) = 0. This is
without loss of any generality, because of remarks 1.2 and 1.3.
The author would like to acknowledge Pietro Majer’s answer to a question posed by the author
on mathoverflow.net, see [34]. This answer demonstrated the utility of Hardy’s inequality in
proving the estimates that are integral to this chapter.
5.1 Miscellaneous formulas
In this section we collect some formulas which will become useful in the later sections. First
we know the energy density for the Dirichlet energy is |Du|2. What we would like to do is to
write this in terms of ψ when u is equivariant. For |x| > 0 and i = 1, 2, . . . , d we differentiate
(1.4):
∂xiu(x) =
([
ei
|x| −
xxi
|x|3
]
sinψ(|x|) + xxi|x|2 cosψ(|x|) ∂rψ(|x|),−
xi
|x| sinψ(|x|) ∂rψ(|x|)
)
.
We now calculate |Du(x)|2:
(5.4)
|Du(x)|2 =
d∑
i=1
|∂xiu(x)|2
=
d∑
i=1
∣∣∣∣[ ei|x| − xix|x|3
]
sinψ(|x|) + xix|x|2 cosψ(|x|) ∂rψ(|x|)
∣∣∣∣2
+
d∑
i=1
|xi|2
|x|2 sin
2 ψ(|x|)|∂rψ(|x|)|2
=
d− 1
|x|2 sin
2 ψ(|x|) + cos2 ψ(|x|)|∂rψ(|x|)|2 + sin2 ψ(|x|)|∂rψ(|x|)|2
= |∂rψ(|x|)|2 + d− 1|x|2 sin
2 ψ(|x|).
Therefore, for equivariant u : B(0, 1; d)→ Sd there holds E(u;R0) = E(ψ;R0), where
(5.5) E(ψ;R0) = |B(0, 1; d)|
ˆ R0
0
rd−1
(
|∂rψ|2 + (d− 1)sin
2 ψ
r2
)
dr.
We set E(ψ) := E(ψ; 1). Next we present an integration by parts formula for Ld.
Lemma 5.1. Suppose g, h ∈ C∞([0, R]) are such that h(R) = 0 and d ∈ N≥2. Then
ˆ R
0
rd−1(Ldg)h dr = −
ˆ R
0
rd−1
(
(∂rg)(∂rh) +
d− 1
r2
gh
)
dr. 
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Proof. We integrate by parts:
ˆ R
0
rd−1(Ldg)h dr =
ˆ R
0
rd−1(∂2rg +
d− 1
r
∂rg)h dr − (d− 1)
ˆ R
0
rd−3gh dr
=
ˆ R
0
∂r(r
d−1∂rg)h dr − (d− 1)
ˆ R
0
rd−3gh dr
= −
ˆ R
0
rd−1(∂rg)(∂rh) dr − (d− 1)
ˆ R
0
rd−3gh dr. 
5.2 Functional inequalities
In this section we prove some interpolation inequalities in the spirit of [47, Lemma 3.1]. Upon
first glance this section may appear without motivation. However, after reading the next
section the motivation for these inequalities becomes clear. The first interpolation inequality
is analogous to that proved in [47, Lemma 3.1].
Lemma 5.2. Let g ∈ C∞([0, R]; R) where R > 0 such that g(0) = 0. Then for any R0 ∈ (0, R]
we have the estimate
(5.6)
ˆ R
0
g6
r3
dr ≤ C
(
1
R20
(ˆ R
0
r|∂rg|2 dr
)3
+
(ˆ R0
0
r|∂rg|2 dr
)2 ˆ R0
0
r|∂2rg|2 dr
)
.
Proof. Rescaling the above inequality with the change of coordinates r 7→ R0r gives
ˆ R/R0
0
g6
r3
dr ≤ C
(ˆ R/R0
0
r|∂rg|2 dr
)3
+
(ˆ 1
0
r|∂rg|2 dr
)2 ˆ 1
0
r|∂2rg|2 dr
 .
Therefore, if suffices to prove the above inequality with R0 = 1 and R ≥ 1, that is,
(5.7)
ˆ R
0
g6
r3
dr ≤ C
((ˆ R
0
r|∂rg|2 dr
)3
+
(ˆ 1
0
r|∂rg|2 dr
)2 ˆ 1
0
r|∂2rg|2 dr
)
.
We begin by splitting the left hand side of (5.6) as
ˆ R
0
g6
r3
dr =
ˆ 1
0
g6
r3
dr +
ˆ R
1
g6
r3
dr =: I + II.
If R = 1 then II = 0. From now we suppose that R > 1.
In order to estimate II we obtain a point-wise estimate on g. For ρ ∈ [1, R] and s ∈ [1
2
, 1] we
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estimate using the fundamental theorem of calculus and Ho¨lder’s inequality:
|g(ρ)| ≤ |g(s) +
ˆ ρ
s
∂rg dr|
≤ |g(s)|+
ˆ ρ
s
|∂rg| dr
≤ |g(s)|+
ˆ ρ
1
2
|∂rg| dr
≤ |g(s)|+
(ˆ ρ
1
2
1
r
dr
)1/2(ˆ R
1
2
r|∂rg|2 dr
)1/2
≤ |g(s)|+ | log(2ρ)|1/2
(ˆ R
0
r|∂rg|2 dr
)1/2
.
We average with respect to s over [1
2
, 1] and then apply Ho¨lder’s inequality:
|g(ρ)| ≤ C
(ˆ 1
1/2
|g| dr + | log(2ρ)|1/2
(ˆ R
0
r|∂rg|2 dr
)1/2)
≤ C
((ˆ 1
1/2
|g|6 dr
)1/6
+ | log(2ρ)|1/2
(ˆ R
0
r|∂rg|2 dr
)1/2)
≤ C
((ˆ 1
1/2
g6
r3
dr
)1/6
+ | log(2ρ)|1/2
(ˆ R
0
r|∂rg|2 dr
)1/2)
≤ C
((ˆ 1
0
g6
r3
dr
)1/6
+ | log(2ρ)|1/2
(ˆ R
0
r|∂rg|2 dr
)1/2)
.
Now employ this bound to estimate II:
(5.8)
II ≤ C
((ˆ R
1
1
r3
dr
)(ˆ 1
0
g6
r3
dr
)
+
ˆ R
1
| log(2r)|3
r3
dr
(ˆ R
0
r|∂rg|2 dr
)3)
≤ C
((ˆ ∞
1
1
r3
dr
)(ˆ 1
0
g6
r3
dr
)
+
ˆ ∞
1
| log(2r)|3
r3
dr
(ˆ R
0
r|∂rg|2 dr
)3)
≤ C
(
I +
(ˆ R
0
r|∂rg|2 dr
)3)
.
Next we estimate I. An application of Hardy’s inequality (see Section 5.4) yields, recalling that
g(0) = 0,
I ≤ C
ˆ 1
0
r3|∂rg|6 dr.
We finish the estimate by proving the inequality
(5.9)
ˆ 1
0
r3|∂rg|6 dr ≤ C
((ˆ 1
0
r|∂rg|2 dr
)3
+
(ˆ 1
0
r|∂rg|2 dr
)2 ˆ 1
0
r|∂2rg|2 dr
)
.
First we decompose the domain of integration into dyadic intervals:
(5.10)
ˆ 1
0
r3|∂rg|6 dr =
∞∑
k=0
ˆ 2−k
2−k−1
r3|∂rg|6 dr
∼
∞∑
k=0
2−3k
ˆ 2−k
2−k−1
|∂rg|6 dr.
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We estimate each of the terms in the sum separately.
We need a Sobolev type interpolation inequality for ‖∂rg‖L∞([2−k−1,2−k]). Sobolev embedding
gives
(5.11) ‖(∂rg)2‖2L∞([ 1
2
,1])
≤ C
((ˆ 1
1/2
r|∂rg|2 dr
)(ˆ 1
1/2
r|∂2rg|2 dr
)
+
(ˆ 1
1/2
r|∂rg|2 dr
)2)
.
Now we estimate the k = 0 term in (5.10) using (5.11):
(5.12)
ˆ 1
1/2
|∂rg|6 dr ≤ ‖(∂rg)2‖2L∞([1/2,1])
ˆ 1
1/2
|∂rg|2 dr
≤ C
((ˆ 1
1/2
r|∂rg|2 dr
)3
+
(ˆ 1
1/2
r|∂rg|2 dr
)2 ˆ 1
1/2
r|∂2rg|2 dr
)
.
Next we estimate the k > 0 terms in a similar manner. For ρ ∈ [2−k−1, 2−k] and s ∈ [1
2
, 1]
we obtain the following point-wise estimate on ∂rg. We have via the fundamental theorem of
calculus:
(∂rg(ρ))
2 = (∂rg(s))
2 + 2
ˆ ρ
s
(∂rg)(∂
2
rg) dr
≤ (∂rg(s))2 + 2
ˆ 1
2−k−1
|∂rg||∂2rg| dr.
Applying Ho¨lder’s inequality to the last term and then averaging with respect to s over [1
2
, 1]
yields
|∂rg(ρ)|2 ≤ C
(ˆ 1
1/2
|∂rg|2 dr +
(ˆ 1
2−k−1
|∂rg|2 dr
)1/2(ˆ 1
2−k−1
|∂2rg|2 dr
)1/2)
≤ C
(ˆ 1
0
r|∂rg|2 dr + 2k
(ˆ 1
2−k−1
r|∂rg|2 dr
)1/2(ˆ 1
2−k−1
r|∂2rg|2 dr
)1/2)
.
Hence
(5.13)
‖(∂rg)2‖2L∞([2−k−1,2−k])
≤ C
((ˆ 1
0
r|∂rg|2 dr
)2
+ 22k
(ˆ 1
2−k−1
r|∂rg|2 dr
)(ˆ 1
2−k−1
r|∂2rg|2 dr
))
.
Now we estimate the k > 0 terms in (5.10) using (5.13):
(5.14)
ˆ 2−k
2−k−1
|∂rg|6 dr ≤ ‖(∂rg)2‖2L∞[2−k−1,2−k]
ˆ 2−k
2−k−1
|∂rg|2 dr
≤ C
(
2k
(ˆ 1
0
r|∂rg|2 dr
)2 ˆ 2−k
2−k−1
r|∂rg|2 dr
+ 23k
(ˆ 2−k
2−k−1
r|∂rg|2 dr
)(ˆ 1
0
r|∂rg|2 dr
)(ˆ 1
0
r|∂2rg|2 dr
))
.
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We substitute the estimates (5.12) and (5.14) back into (5.10):
ˆ 1
0
r3|∂rg|6 dr ≤ C
((ˆ 1
1/2
r|∂rg|2 dr
)3
+
(ˆ 1
1/2
r|∂rg|2 dr
)2 ˆ 1
1/2
r|∂2rg|2 dr
+
∞∑
k=1
2−2k
(ˆ 1
0
r|∂rg|2 dr
)2 ˆ 2−k
2−k−1
r|∂rg|2 dr
+
∞∑
k=1
(ˆ 2−k
2−k−1
r|∂rg|2 dr
)(ˆ 1
0
r|∂rg|2 dr
)(ˆ 1
0
r|∂2rg|2 dr
))
≤ C
((ˆ 1
0
r|∂rg|2 dr
)3
+
(ˆ 1
0
r|∂rg|2 dr
)2 ˆ 1
0
r|∂2rg|2 dr
)
,
which is the desired inequality (5.9). Combining this with (5.8) yields
ˆ R
0
g6
r3
dr ≤ C
((ˆ R
0
r|∂rg|2 dr
)3
+
(ˆ 1
0
r|∂rg|2 dr
)2 ˆ 1
0
r|∂2rg|2 dr
)
.
This is precisely (5.7) and hence yields (5.6). 
The next lemma shows that L2g controls ∂2rg in a suitable norm.
Lemma 5.3. Let R > 0 and g ∈ C∞([0, R]; R) be such that g(0) = 0. Then we have the
estimate
(5.15)
ˆ R
0
r|∂2rg|2 dr ≤
ˆ R
0
r|L2g|2 dr.
Before we prove this lemma it is important, in what follows, to observe that
ˆ R
0
r|L2g|2 dr <∞.
If we estimate naively with the triangle inequality we obtain
ˆ R
0
r|L2g|2 dr ≤ C
(ˆ R
0
r|∂2rg|2 dr +
ˆ R
0
1
r
|∂rg|2 dr +
ˆ R
0
1
r3
|g|2 dr
)
.
The right hand side of the above is not necessarily finite. However, we may exploit some
cancellation properties in L2g. Recalling that g(0) = 0, Taylor’s theorem with remainder, gives
g(r) = r∂rg(r)−
ˆ r
0
σ∂2rg(σ) dσ.
Hence for r ∈ [0, R] we have
|L2g| ≤ |∂2rg|+
1
r2
∣∣∣∣ˆ r
0
σ∂2rg(σ) dσ
∣∣∣∣ ≤ C‖∂2rg‖L∞([0,R]).
From this we see that ˆ R
0
r|L2g|2 dr ≤ C(R)‖∂2rg‖2L∞([0,R]) <∞.
We now move onto the proof of the lemma.
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Proof. Rescaling the inequality (5.15) with the change of coordinates r 7→ Rr yields
ˆ 1
0
r|∂2rg|2 dr ≤
ˆ 1
0
r|L2g|2 dr.
Therefore, it suffices to prove the desired inequality with R = 1.
Let ε ∈ (0, 1). We rearrange (5.1) to obtain
∂2rg = L2g −
1
r
∂rg +
1
r2
g.
We multiply this through by r∂2rg and then integrate over [ε, 1]:
(5.16)
ˆ 1
ε
r|∂2rg|2 dr =
ˆ 1
ε
r(∂2rg)(L2g) dr −
ˆ 1
ε
(∂2rg)(∂rg) dr +
ˆ 1
ε
1
r
(∂2rg)(g) dr.
Ho¨lder’s inequality yields
ˆ 1
ε
r(∂2rg)(L2g) dr ≤
1
2
ˆ 1
ε
r|L2g|2 dr + 1
2
ˆ 1
ε
r|∂2rg|2 dr.
Substituting this into (5.16) we obtain
(5.17)
ˆ 1
ε
r|∂2rg|2 dr ≤
ˆ 1
ε
r|L2g|2 dr − 2
ˆ 1
ε
(∂2rg)(∂rg) dr + 2
ˆ 1
ε
1
r
(∂2rg)(g) dr
=:
ˆ 1
ε
r|L2g|2 dr − I + II.
Firstly we examine I. We evaluate the integral:
2
ˆ 1
ε
(∂2rg)(∂rg) dr =
ˆ 1
ε
∂r((∂rg)
2) dr =
[
(∂rg)
2
]1
ε
.
Now we examine II. We integrate by parts repeatedly:
2
ˆ 1
ε
1
r
(∂2rg)(g) dr =
[
2
r
(∂rg)(g)
]1
ε
− 2
ˆ 1
ε
1
r
|∂rg|2 dr + 2
ˆ 1
ε
1
r2
(∂rg)(g) dr
=
[
2
r
(∂rg)(g)
]1
ε
− 2
ˆ 1
ε
1
r
|∂rg|2 dr +
ˆ 1
ε
1
r2
∂r(g
2) dr
=
[
2
r
(∂rg)(g) +
1
r2
(g)2
]1
ε
− 2
ˆ 1
ε
1
r
|∂rg|2 dr + 2
ˆ 1
ε
1
r3
|g|2 dr.
We substitute the estimates for I and II back into (5.17):
(5.18)
ˆ 1
ε
r|∂2rg|2 dr ≤
ˆ 1
ε
r|L2g|2 dr − 2
ˆ 1
ε
1
r
|∂rg|2 dr + 2
ˆ 1
ε
1
r3
|g|2 dr
+
[
2
r
(∂rg)(g) +
1
r2
|g|2 − |∂rg|2
]1
ε
.
Next we examine the term ˆ 1
ε
1
r3
|g|2 dr.
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We estimate in the style of Hardy’s inequality (see Section 5.4). We integrate by parts and
apply Ho¨lder’s inequality to obtain
ˆ 1
ε
1
r3
|g|2 dr = −1
2
ˆ 1
ε
∂r
(
1
r2
)
|g|2 dr
= −
[
1
2r2
g2
]1
ε
+
ˆ 1
ε
1
r2
(g)(∂rg) dr
≤ −
[
1
2r2
g2
]1
ε
+
1
2
ˆ 1
ε
1
r3
|g|2 dr + 1
2
ˆ 1
ε
1
r
|∂rg|2 dr.
Upon rearranging this we see that
ˆ 1
ε
1
r3
|g|2 dr ≤ −
[
1
r2
g2
]1
ε
+
ˆ 1
ε
1
r
|∂rg|2 dr.
We substitute this back into (5.18):
ˆ 1
ε
r|∂2rg|2 dr ≤
ˆ 1
ε
r|L2g|2 dr +
[
2
r
(∂rg)(g)− 1
r2
|g|2 − |∂rg|2
]1
ε
.
Using Cauchy-Schwarz and the fact that g(0) = 0 we observe that[
2
r
(∂rg)(g)− 1
r2
|g|2 − |∂rg|2
]1
ε
= 2(∂rg(1))(g(1))− |g(1)|2 − |∂rg(1)|2
− 2
ε
(∂rg(ε))(g(ε)) +
1
ε2
|g(ε)|2 + |∂rg(ε)|2
≤ oε↘0(1).
Hence ˆ 1
ε
r|∂2rg|2 dr ≤
ˆ 1
ε
r|L2g|2 dr + oε↘0(1),
and the desired estimate is obtained after taking the limit ε↘ 0. 
We have another interpolation inequality which will be used later in Lemma 5.12.
Lemma 5.4. Suppose g, h ∈ C∞([0, R]; R) where R > 0 and g(0) = h(0) = 0. Then the
following estimate holds:
ˆ R
0
1
r
g2h2 dr ≤ C
({
1
R2
(ˆ R
0
r|∂rg|2 dr
)3
+
(ˆ R
0
r|∂rg|2 dr
)2 ˆ R
0
r|∂2rg|2 dr
}1/3
·
(ˆ R
0
rh2 dr
)1/3(ˆ R
0
(
r|∂rh|2 + h
2
r
)
dr
)2/3)
. 
Before we prove this we first prove a preparatory estimate.
Lemma 5.5. Let g ∈ C∞([0, R]; R) where g(0) = 0 and R > 0. Then we have the estimate
ˆ R
0
g3 dr ≤ C
(ˆ R
0
rg2 dr
)1/2 ˆ R
0
(
r|∂rg|2 + g
2
r
)
dr. 
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Proof. As previously, rescaling the above inequality with the change of coordinates r 7→ Rr
gives ˆ 1
0
g3 dr ≤ C
(ˆ 1
0
rg2 dr
)1/2 ˆ 1
0
(
r|∂rg|2 + g
2
r
)
dr,
and so it suffices to prove the desired inequality with R = 1.
We follow a similar strategy to the proof of Lemma 5.2. We decompose [0, 1] dyadically:
ˆ 1
0
g3 dr =
∞∑
k=0
ˆ 2−k
2−k−1
g3 dr,
and estimate each of the terms in the sum separately.
Using Ho¨lder’s inequality we estimate:
(5.19)
ˆ 2−k
2−k−1
g3 dr ≤
(ˆ 2−k
2−k−1
|g| dr
)
‖g‖2L∞([2−k−1,2−k])
≤ C2−k/2
(ˆ 2−k
2−k−1
|g|2 dr
)1/2
‖g‖2L∞([2−k−1,2−k]).
Now we apply Sobolev embedding:
‖g‖2L∞([2−k−1,2−k]) ≤ C
(
2k
ˆ 2−k
2−k−1
|g|2 dr + 2−k
ˆ 2−k
2−k−1
|∂rg|2 dr
)
.
We substitute this estimate into (5.19):
ˆ 2−k
2−k−1
g3 dr ≤ C
2−3k/2(ˆ 2−k
2−k−1
|g|2 dr
)1/2 ˆ 2−k
2−k−1
|∂rg|2 dr + 2k/2
(ˆ 2−k
2−k−1
|g|2 dr
)3/2
≤ C2−k/2
(
2k
ˆ 2−k
2−k−1
|g|2 dr + 2−k
ˆ 2−k
2−k−1
|∂rg|2 dr
)(ˆ 2−k
2−k−1
|g|2 dr
)1/2
≤ C
(ˆ 1
0
r|g|2 dr
)1/2 ˆ 2−k
2−k−1
(
1
r
|g|2 + r|∂rg|2
)
dr.
Summing over k ∈ N0 yields the desired inequality. 
Now we can prove the desired bilinear estimate.
Proof of Lemma 5.4. Using Ho¨lder’s inequality we have
(5.20)
ˆ R
0
1
r
g2h2 dr ≤
(ˆ R
0
g6
r3
dr
)1/3(ˆ R
0
h3 dr
)2/3
.
Now we apply Lemma 5.2 with R0 = R to the first factor on the right hand side and Lemma
5.5 to the second:(ˆ R
0
g6
r3
dr
)1/3
≤ C
{(ˆ R
0
r|∂rg|2 dr
)2 ˆ R
0
r|∂2rg|2 dr +
1
R2
(ˆ R
0
r|∂rg|2 dr
)3}1/3
,
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and (ˆ R
0
h3 dr
)2/3
≤ C
(ˆ R
0
rh2 dr
)1/3(ˆ R
0
(
r|∂rh|2 + h
2
r
)
dr
)2/3
.
Substituting these estimates into (5.20) gives the desired estimate. 
Finally we present a weighted Sobolev-type inequality.
Lemma 5.6. Suppose g ∈ C∞(0, 1). Then for all p ≥ 1 we have the estimate
(5.21)
(ˆ 1
0
r|g|p dr
)1/p
≤ C
(ˆ 1
0
r(|g|2 + |∂rg|2) dr
)1/2
,
where C = C(p). 
Proof. Set
Λ =
(ˆ 1
0
r(|g|2 + |∂rg|2) dr
) 1
2
.
We split
´ 1
0
r|g|p dr into two pieces:
ˆ 1
0
r|g|p dr =
ˆ 1/2
0
r|g|p dr +
ˆ 1
1/2
r|g|p dr =: I + II.
First we concentrate on I. We obtain a point-wise estimate on g on (0, 1
2
] in the same manner
as was done in Lemma 5.2. For ρ ∈ (0, 1
2
] and s ∈ [1
2
, 3
4
], we have from the fundamental theorem
of calculus and the triangle inequality:
|g(ρ)| ≤ |g(s)|+
ˆ 3/4
ρ
|∂rg| dr.
We average over s ∈ [1
2
, 3
4
] and then apply Ho¨lder’s inequality:
|g(ρ)| ≤ C
((ˆ 3/4
1/2
|g|2 dr
)1/2
+ | log ρ|1/2
(ˆ 3/4
ρ
r|∂rg|2 dr
)1/2)
≤ C(1 + | log ρ|1/2)Λ.
Now we can estimate I:
I ≤ C(p)
(ˆ 1/2
0
r dr +
ˆ 1/2
0
r| log r|p/2 dr
)
Λp ≤ C(p)Λp.
Next we examine II. We use Sobolev embedding to obtain
II =
ˆ 1
1/2
r|g|p dr
≤
ˆ 1
1/2
|g|p dr
≤ C(p)
(ˆ 1
1/2
(|g|2 + |∂rg|2) dr
)p/2
≤ C(p)Λp.
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Combining the estimates for I and II gives us
ˆ 1
0
r|g|p dr ≤ C(p)Λp,
and we are done. 
5.3 Solution estimates
In [47] Struwe considers the critical harmonic map heat flow. He shows that if one can control
the energy concentration of a solution then one can extend the solution in time. Therefore, he
shows that if finite-time blowup occurs then it coincides with energy concentrating on smaller
and smaller balls. In this section we follow the lines of [47] but our equivariance assumption
allows use to refine his results to show directly that blowup in the equivariant case corresponds
to energy concentration at the origin.
Note that throughout this section, unless explicitly stated otherwise, we work solely in the
critical dimension, that is, d = 2. Next we look at the energy inequality. This is standard,
see [47], but we would like it in a form reflecting our symmetry. Recall the standard energy
inequality
Lemma 5.7. Let d ∈ N, n ∈ N≥2, and u ∈ C∞([0, T ] × B(0, 1; d)) be a solution to (1.2) for
m = 1 and N = Sn−1. Then we have:
1
2
ˆ T
0
ˆ
B(0,1;d)
|∂tu|2 dx dt+ sup
t∈[0,T ]
E(u(t, ·)) ≤ E(u0). 
Note that in [47] Struwe only considers manifolds without boundary. However, one can prove
Lemma 5.7 in exactly the same way since ∂tu = 0 on [0, T ]× ∂B(0, 1; d).
Using (5.5) we have the following corollary.
Corollary 5.8. Let ψ ∈ C∞([0, T ]× [0, 1]) be a solution to (2.5). Then
|B(0, 1; d)|
2
ˆ T
0
ˆ 1
0
rd−1|∂tψ|2 dr dt+ sup
t∈[0,T ]
E(ψ(t, ·)) ≤ E(ψ0). 
Next we obtain an estimate on the second derivative of ψ in terms of the energy concentration
at the origin.
Lemma 5.9. Let ψ ∈ C∞([0, T ]× [0, 1]; R) be a solution to (2.5) and R0 ∈ (0, 1). Then there
exists ε1 > 0 such that if E(ψ(t, ·);R0) ≤ ε1 for all t ∈ [0, T ] then
ˆ T
0
ˆ 1
0
r|L2ψ|2 dr dt ≤ CE0
(
1 +
TE20
R20
)
,
where E0 = E(ψ0) is the initial energy. 
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Proof. Since ψ solves (2.5), after squaring both sides and integrating we obtain
(5.22)
ˆ 1
0
r|L2ψ|2 dr ≤ C
(ˆ 1
0
r|∂tψ|2 dr +
ˆ 1
0
rF(ψ)2 dr
)
.
Now we use the growth estimate (5.2), Lemma 5.2, and the energy inequality (Corollary 5.8):
ˆ 1
0
rF(ψ)2 dr ≤ C
ˆ 1
0
ψ6
r3
dr ≤ C
(
E30
R20
+ E(ψ;R0)2
ˆ R0
0
r|∂2rψ|2 dr
)
.
Next we apply Lemma 5.3 and our assumption on E(ψ(t, ·);R0) to yield
(5.23)
ˆ 1
0
rF(ψ)2 dr ≤ C
(
E30
R20
+ ε21
ˆ R0
0
r|L2ψ|2 dr
)
.
We substitute this into (5.22):
(5.24)
ˆ 1
0
r|L2ψ|2 dr ≤ C
(ˆ 1
0
r|∂tψ|2 dr + E
3
0
R20
+ ε21
ˆ 1
0
r|L2ψ|2 dr
)
.
Hence if ε1 is sufficiently small we can absorb the last term into the left hand side of (5.24):
(5.25)
ˆ 1
0
r|L2ψ|2 dr ≤ C
(ˆ 1
0
r|∂tψ|2 dr + E
3
0
R20
)
.
Finally we integrate in t and use the energy inequality (Corollary 5.8) to obtain
ˆ T
0
ˆ 1
0
r|L2ψ|2 dr dt ≤ C
(ˆ T
0
ˆ 1
0
r|∂tψ|2 dr dt+ TE
3
0
R20
)
≤ C
(
E0 +
TE30
R20
)
,
which is the desired estimate. 
Remark 5.10. It is desirable to work on a bounded domain such as B(0, 1; 2) instead of R2,
because in the R2 case we may not assume a priori that
ˆ ∞
0
r|L2ψ|2 dr <∞.
Hence the step from (5.24) to (5.25) is not straightforward. 
Remark 5.11. It may seem more desirable to estimate F (ψ) by
|F(ψ)|2 ≤ C (d− 1)
2
r4
|ψ|2,
instead of using (5.2), because this requires lower integrability of ψ. However, if one uses this
growth estimate and tries to estimate this in the same manner as in Lemma 5.2 then one ends
up needing to estimate
(5.26)
ˆ R
0
|∂rψ|2
r
dr.
Unfortunately one cannot simply use Hardy’s inequality (see Section 5.4) here. Using (5.2) we
circumvent the need to control (5.26). 
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Lemma 5.9 shows, roughly speaking, that (2.5) smooths initial data. This is the same phe-
nomenon observed for the linear heat equation. Moreover the lemma provides a quantitative
estimate of this smoothing in terms of the energy concentration at the origin.
Next we show that if we have control of the energy concentration at the origin then we can
obtain uniform in time (bounded away from t = 0) estimates on the second derivative of our
solution.
Lemma 5.12. Let ψ ∈ C∞([0, T ] × [0, 1]; R) be a solution to (2.5) and R0 ∈ (0, 1). There
exists ε1 > 0 such that if E(ψ(t, ·);R0) ≤ ε1 for all t ∈ [0, T ] then for all t0 ∈ (0, T ) there holds:
(5.27) sup
t∈[t0,T ]
ˆ 1
0
r|L2ψ(t, r)|2 dr ≤ C
(
1 +
1
t0
)
,
where E0 = E [ψ0] is the initial energy and C = C(E0, T, R0). Moreover, keeping E0 and R0
fixed, the constant in (5.27) is monotone non-decreasing with increasing T . 
Proof. From (2.5) we have
(5.28)
ˆ 1
0
r|L2ψ|2 dr ≤ C
(ˆ 1
0
r|∂tψ|2 dr +
ˆ 1
0
rF(ψ)2 dr
)
.
Therefore, we will begin by estimating
´ 1
0
r|∂tψ|2 dr. Differentiating (2.5) with respect to t,
testing against r∂tψ and integrating, yields
(5.29)
ˆ 1
0
r(∂2t ψ)(∂tψ) dr =
ˆ 1
0
r(L2∂tψ)(∂tψ) dr +
ˆ 1
0
1
r
(1− cos(2ψ))|∂tψ|2 dr
=: I + II.
Noting ∂tψ(1) = 0, we can apply Lemma 5.1 to obtain
I = −
ˆ 1
0
r(|∂r∂tψ|2 + |∂tψ|
2
r2
) dr.
Using the growth estimate |1− cos(2ψ)| ≤ C|ψ|2 in II yields
II ≤ C
ˆ 1
0
1
r
|ψ|2|∂tψ|2 dr.
We substitute our estimates for I and II back into (5.29):
(5.30)
1
2
∂t
ˆ 1
0
r|∂tψ|2 dr +
ˆ 1
0
r
(
|∂r∂tψ|2 + |∂tψ|
2
r2
)
dr ≤ C
ˆ 1
0
1
r
|ψ|2|∂tψ|2 dr.
We now set
A1(t) :=
ˆ 1
0
r|∂tψ|2 dr,
A2(t) :=
ˆ 1
0
r
(
|∂r∂tψ|2 + |∂tψ|
2
r2
)
dr, and
B1(t) :=
ˆ 1
0
r|∂2rψ|2 dr.
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We use Lemma 5.4 and the energy inequality (Corollary 5.8):
(5.31)
1
2
∂tA1(t) + A2(t) ≤ CE2/30 (E0 +B1(t))1/3(A1(t))1/3(A2(t))2/3.
Now applying Young’s inequality to the right hand side of (5.31) yields
(5.32) ∂tA1(t) + A2(t) ≤ CE20(E0 +B1)A1(t).
Since A2 ≥ 0 we can apply Gronwall’s inequality to estimate A1. Therefore, for 0 ≤ t0 ≤ t ≤ T
we have
A1(t) ≤ exp
(
C
{
E30T + E
2
0
ˆ T
0
B1(s) ds
})
A1(t0).
However, from Lemma 5.3 and Lemma 5.9 we have that
(5.33)
ˆ T
0
B1(s) ds ≤
ˆ T
0
ˆ 1
0
r|L2ψ|2 dr dt ≤ CE0
(
1 +
TE20
R20
)
.
Hence
A1(t) ≤ exp
(
CE30
{
1 + T +
TE20
R20
})
A1(t0).
We substitute this estimate back into (5.28) to obtain, for 0 ≤ t0 ≤ t ≤ T ,
(5.34)
ˆ 1
0
r|L2ψ(t, r)|2 dr ≤ C(E0, T, R0)
ˆ 1
0
r|∂tψ(t0, r)|2 dr + C
ˆ 1
0
rF(ψ(t, ·))2 dr.
Using (5.2), Lemma 5.2, and Lemma 5.3 we estimate the last term analogously to (5.25):
ˆ 1
0
r|F [ψ(t, r)]|2 dr ≤ C
ˆ 1
0
|ψ(t, r)|6
r3
dr
≤ C
(
E30
R20
+ E(ψ(t, ·);R0)2
ˆ R0
0
r|L2ψ|2 dr
)
≤ C
(
E30
R20
+ ε21
ˆ R0
0
r|L2ψ|2 dr
)
.
We substitute this into (5.34):
ˆ 1
0
r|L2ψ(t, r)|2 dr ≤ C(E0, T, R0)
(ˆ 1
0
r|∂tψ(t0, r)|2 dr + 1
)
+ Cε21
ˆ R0
0
r|L2ψ|2 dr.
Hence if ε1 is sufficiently small then we have the estimate
sup
t∈[t0,T ]
ˆ 1
0
r|L2ψ(t, r)|2 dr ≤ C(E0, T, R0)
(
1 +
ˆ 1
0
r|∂tψ(t0, r)|2 dr
)
.
Therefore, for any s ∈ [0, t0] we have
sup
t∈[t0,T ]
ˆ 1
0
r|L2ψ(t, r)|2 dr ≤ sup
t∈[s,T ]
ˆ 1
0
r|L2ψ(t, r)|2 dr
≤ C(E0, T, R0)
(
1 +
ˆ 1
0
r|∂tψ(s, r)|2 dr
)
.
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We average over s ∈ [0, t0] to obtain
sup
t∈[t0,T ]
ˆ 1
0
r|L2ψ(t, r)|2 dr ≤ C(E0, T, R0)
(
1 +
1
t0
ˆ t0
0
ˆ 1
0
r|∂tψ(s, r)|2 dr ds
)
.
Finally apply the energy inequality (Corollary 5.8):
sup
t∈[t0,T ]
ˆ 1
0
r|L2ψ(t, r)|2 dr ≤ C(E0, T, R0)
(
1 +
1
t0
)
. 
As a corollary of this we obtain Lp estimates on Du for equivariant solutions of (1.2), for m = 1,
in terms of the energy concentration at the origin.
Corollary 5.13. Suppose u ∈ C∞([0, T ) × B(0, 1; 2);S2) is an equivariant solution to (1.2),
with m = 1 and N = S2, p > 2 is an even integer, and R0 ∈ (0, 1). There exists an ε1 > 0 such
that if E(u(t, ·);R0) ≤ ε1 for all t ∈ [0, T ) then for all t0 ∈ (0, T ) the following estimate holds:
sup
t∈[t0,T )
ˆ
B(0,1;2)
|Du|p dx ≤ C
(
1 +
1
t
p/2
0
)
,
where E0 = E(u0) is the initial energy and C = C(p, E0, T, R0). 
Proof. Recall that for equivariant u we are assuming, without loss of generality, that the
associated longitudinal distance ψ satisfies ψ(t, 0) = 0 for all t ∈ [0, T ). Using (5.4) we estimate
as follows:
(5.35)
ˆ
B(0,1;2)
|Du|p dx ∼
ˆ 1
0
r
(
|∂rψ|2 + sin
2 ψ
r2
)p/2
dr
≤ C(p)
(ˆ 1
0
r|∂rψ|p dr +
ˆ 1
0
|ψ|p
rp−1
dr
)
.
Since p > 2 is even, via Hardy’s inequality (see Section 5.4), we have
ˆ 1
0
|ψ|p
rp−1
dr ≤ C(p)
ˆ 1
0
r|∂rψ|p dr.
We substitute this into (5.35):
ˆ
B(0,1;2)
|Du|p dx ≤ C(p)
ˆ 1
0
r|∂rψ|p dr.
Next we apply Lemma 5.6 with g 7→ ∂rψ:
ˆ
B(0,1;2)
|Du|p dx ≤ C(p)
(ˆ 1
0
r(|∂rψ|2 + |∂2rψ|2) dr
)p/2
.
Finally we use Lemmas 5.3, 5.12, and the energy inequality (Corollary 5.8) to obtain
sup
t∈[t0,T )
ˆ
B(0,1;2)
|Du|p dx ≤ C(p, E0, T, R0)
(
1 +
1
t0
)p/2
≤ C(p, E0, T, R0)
(
1 +
1
t
p/2
0
)
. 
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Therefore, if we have control over the energy concentration at the origin up to some time
T ∈ (0,∞) then we gain Lp control over Du, for any p ∈ [1,∞), up to the same time. This
gives us control over a norm relative to which (1.2), for m = 1, is subcritical. Standard
bootstrap arguments involving Lp and Schauder estimates then tell us that we may extend our
solution past T . Therefore, this time is not a singular time. Contrapositively, we have that
if T ∈ (0,∞) is the first singular time, then energy must concentrate at the origin. This was
what we set out to prove.
5.4 Hardy’s inequality
We direct the reader to [26] for a broad treatment of Hardy’s inequality. For our purposes
we need a slightly modified version of the standard Hardy’s inequality. Therefore, for the
convenience of the reader, we give a quick proof of this modified inequality.
Theorem 5.14 (Modified Hardy’s Inequality). Suppose R ∈ (0,∞] and f ∈ C1([0, R)) such
that f(0) = 0. Then for α > 1 and p a positive even integer such that p− α + 1 > 0 we have
(5.36)
ˆ R
0
x−αfp dx ≤ C
ˆ R
0
xp−α(∂rf)p dx,
where C = C(α, p). 
Before we begin the proof we note that the two integrals appearing in (5.36) are finite. We set
ε = p− α + 1 > 0. Firstly,ˆ R
0
x−αfp dx =
ˆ R
0
xε−1
(
f
x
)p
dx
≤ ‖∂xf‖pL∞([0,R))
ˆ R
0
xε−1 dx
<∞.
Secondly, ˆ R
0
xp−α(∂rf)p dx =
ˆ R
0
xε−1(∂rf)p dx
≤ ‖∂xf‖pL∞([0,R))
ˆ R
0
xε−1 dx
<∞.
Now we move onto the proof.
Proof. Integration by parts yields
(5.37)
ˆ R
0
x−αfp dx =
ˆ R
0
∂x
(
x−α+1
−α + 1
)
fp dx
=
[
x−α+1
−α + 1f
p
]R
0
− p−α + 1
ˆ R
0
x−α+1fp−1 ∂xf dx.
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Since −α + 1 < 0, p is even, and p− α + 1 > 0, we have
(5.38)
[
x−α+1
−α + 1f
p
]R
0
≤ 0.
We now use Ho¨lder’s inequality to obtain
(5.39)
ˆ R
0
x−α+1|f |p−1|∂xf | dx ≤
(ˆ R
0
x−αfp dx
) p−1
p
(ˆ R
0
xp−α(∂xf)p dx
)1/p
.
We substitute (5.38) and (5.39) back into (5.37):
ˆ R
0
x−αfp dx ≤ C(α, p)
ˆ R
0
xp−α(∂xf)p dx. 
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Appendix A
Notation
1. Throughout this work C, C ′, C ′′, and so on represent positive constants. Different occur-
rences of these may have different values. If one of these constants depends on some pa-
rameter, for example d, then we indicate this, unless explicitly stated otherwise, by writing
C = C(d).
2. As a shorthand we write, for A,B ≥ 0, A ∼ B to indicate that there exists universal
constants C1, C2 > 0 such that C1A ≤ B ≤ C2A. If these constants depend on some
parameters, for example d, then we indicate this, unless explicitly stated otherwise, by
writing A ∼d B.
3. By A ⊂ B we mean that A is either a proper subset of B or is equal to B.
4. For a function f we set
supp f = {x ∈ X : f(x) 6= 0}.
Note that in the literature it is common to take the closure of this set as the support of a
function.
5. For X ⊂ Y we set 1X to be the indicator function of X, that is,
1X(x) =
1 if x ∈ X,0 if x ∈ Y \X.
6. If A is a finite set we denote the number of elements in A by #A.
7. If α is a d-dimensional multi-index then we set α! = (α1!) · · · (αd!).
8. If α and β are two d-dimensional multi-indices such that β ≤ α then we set(
α
β
)
=
α!
β! (α− β)! .
9. For Ω ⊂ Rd, we denote the convex hull of Ω by conv(Ω).
109
APPENDIX A. NOTATION 110
10. We let S(Rd) denote the usual Schwartz space, see for example [9, Chapter 1 Section 7],
given by all f ∈ C∞(Rd) such that
sup
x∈Rd
|xαDβf(x)| <∞,
for all multi-indices α and β.
11. We define the half-space
Rd+ = {x ∈ Rd : xd > 0}.
12. We set B(x0, r; d) := {x ∈ Rd : |x− x0| < r}, where x0 ∈ Rd and r > 0.
13. We define B(x0, r, R; d) := B(x0, r; d) ∩B(0, R; d).
14. We define the cylinder Q = J × Ω ⊂ R × Rd, where J ⊂ R is a bounded interval with
non-empty interior and Ω ⊂ Rd is open and bounded. The base of Q is
ΓbQ := {inf J} × Ω,
the wall is
ΓwQ := (J \ {inf J})× ∂Ω,
the corner is
ΓcQ := {inf J} × ∂Ω,
and finally the parabolic boundary is
ΓQ := ΓbQ unionsq ΓwQ unionsq ΓcQ.
The trunk of the cylinder is
trunk(Q) = J.
15. Let Q = J × Ω be a cylinder. We use the notation LptW k,px (Q) := Lp(J ;W k,p(Ω)). Other
spaces are defined similarly.
16. For k ∈ N set
Hk0 (Ω) := {u ∈ Hk(Ω) : Dαu = 0 on ∂Ω for |α| ≤ k − 1 in the trace sense}.
17. For m ∈ N, s ∈ N0, and an arbitrary seminorm [·], we write
[(D1,2m)su] :=
s∑
i=0
[∂itD
2m(s−i)u].
18. For k ∈ N0 we set
Dku : Dkv :=
∑
|α|=k
Dαu Dαv.
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19. If B is a bilinear functional then we set
B[Dku,Dkv] :=
∑
|α|=k
B[Dαu,Dαv].
20. For t0 ∈ R, r > 0, and m ∈ N we define the following sub-intervals of R:
I◦(t0, r;m) := (t0 − r2m, t0 + r2m),
I−(t0, r;m) := (t0 − r2m, t0],
I+(t0, r;m) := [t0, t0 + r
2m).
21. Let q0 = (t0, x0) ∈ R×Rd. We define the following parabolic cylinders:
U•(q0, r; d,m) := I•(t0, r;m)×B(x0, r; d),(A.1)
U•(q0, r, R; d,m) := I•(t0, r;m)×B(x0, r, R; d),(A.2)
where • ∈ {−,+, ◦}. When the context is clear we may drop the d and/or m.
22. In the case of the parabolic cylinders defined in (A.1) and (A.2) we introduce the slightly
modified operators Γˆb, Γˆw, Γˆc, and Γˆ. First of all we define
∂ˆB(x0, r; d) = ∅, ∂ˆB(x0, r, R; d) = B(x0, r; d) ∩ ∂B(0, R; d),
and
∂ˆI◦(t0, r;m) = ∂ˆI−(t0, r;m) = ∅ and ∂ˆI+(t0, r;m) = {t0}.
In the following formulas • ∈ {−,+, ◦}. We have for the base:
ΓˆbU
•(q0, r; d,m) := ∂ˆI•(t0, r;m)×B(x0, r; d),
ΓˆbU
•(q0, r, R; d,m) := ∂ˆI•(t0, r;m)×
(
B(x0, r, R; d) \ ∂ˆB(x0, r, R; d)
)
,
the wall :
ΓˆwU
•(q0, r; d,m) :=
(
I•(t0, r;m) \ ∂ˆI•(t0, r;m)
)
× ∂ˆB(x0, r; d) = ∅,
ΓˆwU
•(q0, r, R; d,m) :=
(
I•(t0, r;m) \ ∂ˆI•(t0, r;m)
)
× ∂ˆB(x0, r, R; d),
and the corner :
ΓˆcU
•(q0, r; d,m) := ∂ˆI•(t0, r;m)× ∂ˆB(x0, r; d) = ∅,
ΓˆcU
•(q0, r, R; d,m) := ∂ˆI•(t0, r;m)× ∂ˆB(x0, r, R; d).
As before Γˆ = Γˆb unionsq Γˆw unionsq Γˆc.
23. For σ > 0 we set σB(x, r; d) = B(x, σr; d) and σB(x, r, R; d) = B(x, σr, R; d). This notation
is used with the parabolic cylinders from (A.1) and (A.2) in exactly the same way.
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24. For s ∈ N0 and p ∈ [1,∞] we say that u ∈ Y s,pm (Q) if and only if for each i ∈ {0, 1, . . . , s}
we have that ∂itu ∈ L1loc(Q) exists in the weak sense and
∂itu ∈ LptW 2m(s−i),px (Q).
We equip Y s,pm (Q) with the norm:
‖u‖Y s,pm (Q) := ‖u‖Lp(Q) + ‖(D1,2m)su‖Lp(Q).
25. For R > 0 define
Λc(R; d) := {B(x0, r; d) ⊂⊂ B(0, R; d)},
Λ◦(R; d) := {B(x0, r; d) ⊂ B(0, R; d)}, and
Λ∂(R; d) := {B(x0, r, R; d) : |x0| = R and r ≤ R/2} .
26. For •, •′ ∈ {c, ◦, ∂} we write Λ•,•′(R; d) := Λ•(R; d) ∪ Λ•′(R; d).
27. Let Pd : R×Rd → Rd be defined by Pd(t, x1, . . . , xd) = (x1, . . . , xd).
28. Now define:
Λcp(R; d,m) := {U(q0, r; d,m) : PdU(q0, r; d,m) ∈ Λc(R; d)},
Λ◦p(R; d,m) := {U(q0, r; d,m) : PdU(q0, r; d,m) ∈ Λ◦(R; d)}, and
Λ∂p(R; d,m) := {U(q0, r, R; d,m) : PdU(q0, r; d,m) ∈ Λ∂(R; d)}.
29. For •, •′ ∈ {c, ◦, ∂} let Λ•,•′p (R; d) := Λ•p(R; d) ∪ Λ•′p (R; d).
30. We set
Λ•(R, r; d) = {B(x0, r0, R; d) ∈ Λ•(R; d) : r0 = r}.
We use analogous notation with the parabolic counterparts of Λ•. Note that
B(x0, r0, R; d) ∈ Λc,◦(R; d)
implies that B(x0, r, R; d) = B(x0, r; d).
31. Finally we define
Λ(R; d) = Λc(R; d) ∪ Λ◦(R; d) ∪ Λ∂(R; d), and
Λp(R; d,m) = Λ
c
p(R; d,m) ∪ Λ◦p(R; d,m) ∪ Λ∂p(R; d,m).
Appendix B
Estimates on Sobolev norms
In this appendix we collect estimates involving Sobolev norms, which are used repeatedly in
this thesis.
B.1 Preliminaries
Here we collect preliminary facts that we will use to obtain our desired estimates in Section
B.2. Note that Lemmas B.2 and B.13 play an important role in the boundary estimates of
Chapter 4.
B.1.1 Geometric conditions of domains
In this subsection we follow the presentation in [1]. In what follows let Ω ⊂ Rd be a domain,
that is, a connected open subset of Rd.
First we consider the cone condition. For y ∈ Rd, ν ∈ Rd − {0}, ρ > 0, and 0 < κ ≤ pi the set
K =
{
x ∈ Rd : x = y or 0 < |x− y| ≤ ρ,∠(x− y, ν) ≤ κ
2
}
is called a finite cone with vertex y, height ρ, aperture κ, and axis direction ν.
Definition B.1 ([1, 4.6 (The Cone Condition)]). Ω ⊂ Rd satisfies the cone condition if there
exists a finite cone K such that each x ∈ Ω is the vertex of a finite cone Kx contained in Ω
and congruent to K. Note that Kx need not be obtained from K by parallel translation, but
simply rigid motion. 
Next we prove that the domains in Λ(R, 1; d) satisfy the cone condition with a cone whose
dimensions do not depend on R.
Lemma B.2. Let ρ = 10−3, κ = pi
15
, and K be a finite cone with height ρ and aperture κ.
Then any B0 ∈ Λ(R, 1; d) satisfies the cone condition with this K. 
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Before we prove this we define some notions that will be of assistance.
For an x ∈ B(0, r; d) and a ν ∈ Sd−1 we consider the ray based at x pointing in the direction
of ν. We denote the length of the segment of this ray contained within B(0, r; d) by b(x, ν, r).
We have that b(x, ν, r) is the positive root of the quadratic
|x|2 + t2 + 2tx · ν = r2.
Therefore,
b(x, ν, r) = −x · ν + (r2 + (x · ν)2 − |x|2) 12 .
If x 6= 0 then we set x˜ = x|x| and we have
b(x, ν, r) = |x| (−xˆ · ν) + (r2 − |x|2 (1− (−xˆ · ν)2)) 12 =: b0(|x|,−xˆ · ν, r).
Note that −xˆ is the direction towards the centre of the ball. If x = 0 we can unambiguously
set b0(0, φ, r) = r for all φ ∈ [−1, 1]. An elementary computation shows that φ 7→ b0(|x|, φ, r)
is monotone strictly increasing in φ when |x| ∈ (0, r).
Now that we have defined b and b0 we are ready to prove Lemma B.2.
Proof of Lemma B.2. First we consider B0 ∈ Λ∂(R, 1; d). Note that this forces R ≥ 2. Due
to symmetry it suffices to consider the sets
ΩR = B(0, 1; d) ∩B(Reˆd, R; d),
where R ≥ 2.
Let C1 =
(
21− 10 · 3 12
) 1
2
. Throughout this proof we denote the direction of the cone Kx by
νx.
If x ∈ B(0, 1; d) ∩ B(Reˆd, R− ρ; d) =: ΩR;1 then we take νx = −x. It is clear that Kx ⊂
B(Reˆd, R; d) regardless of the choice of νx. All that is left to show is that Kx ⊂ B(0, 1; d). For
this it suffices to show that ρ ≤ b0
(|x|, cos (κ
2
)
, 1
)
for all |x| ∈ [0, 1). It is easy to show that if
φ ∈ [1
2
, 1
]
then
(B.1) inf
|x|∈[0,1)
b0 (|x|, φ, 1) = 1.
We have ρ < 1 and cos
(
κ
2
) ≥ 1
2
. Hence Kx ⊂ B(0, 1; d).
Now consider x ∈ B(0, 1− ρ; d) ∩ B(Reˆd, R; d) =: ΩR;2. In this case we take νx = Reˆd − x.
Clearly we have Kx ⊂ B(0, 1; d) regardless of νx. We wish to show that
ρ ≤ b0
(
|x−Reˆd|, cos
(κ
2
)
, R
)
.
Observe that for all r > 0, φ ∈ [−1, 1], and |x| ∈ [0, r) we have
b0(|x|, φ, r) = r b0
( |x|
r
, φ, 1
)
.
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Using this, along with the fact that cos
(
κ
2
) ≥ 1
2
, and (B.1) gives
(B.2)
inf
|x−Reˆd|∈[0,R)
b0
(
|x−Reˆd|, cos
(κ
2
)
, R
)
= R inf
|x−Reˆd|∈[0,R)
b0
( |x−Reˆd|
R
, cos
(κ
2
)
, 1
)
= R.
Since ρ < 1, there holds Kx ⊂ B(Reˆd, R; d).
Finally, we consider x ∈ ΩR \ (ΩR;1 ∪ ΩR;2) =: ΩR;3. In this case we take νx = eˆd − x. We now
proceed to verify that Kx ⊂ ΩR.
We are interested in the set ∂B(0, 1; d) ∩ ∂B(Reˆd, R; d). An elementary calculation yields
(B.3)
∂B(0, 1; d) ∩ ∂B(Reˆd, R; d)
=
{
x ∈ Rd : xd = 1
2R
and |(x1, . . . , xd−1)| =
(
1− 1
4R2
) 1
2
}
.
Let y ∈ ∂B(0, 1; d)∩ ∂B(Reˆd, R; d). The inward pointing unit normal of ∂B(0, 1; d) at y is −y.
We calculate:
(B.4) − y ·
(
eˆd − y
|eˆd − y|
)
=
1− 1
2R[(
1− 1
2R
)2
+ 1− 1
4R2
] 1
2
=
1
2
(
2−R−1) 12 ≥ 3 12
8
1
2
.
The inward pointing unit normal of ∂B(Reˆd, R; d) at y is
Reˆd−y
|Reˆd−y| . We calculate:
(B.5)
(
Reˆd − y
|Reˆd − y|
)
·
(
eˆd − y
|eˆd − y|
)
=
((
R− 1
2R
)2
+ 1− 1
4R2
)− 1
2
((
1− 1
2R
)2
+ 1− 1
4R2
)− 1
2 (
R +
1
2
− 1
2R
)
=
(1 +R)(2R− 1) 12
2R
3
2
≥ 2− 12 .
We now estimate
sup
x∈ΩR;3
dist(x, ∂B(0, 1; d) ∩ ∂B(Reˆd, R; d)).
For x ∈ ΩR;3 we set x˜ = (x1, . . . , xd−1) so that x = (x˜, xd). For x ∈ ΩR;3 we have
(B.6) (1− ρ)2 < |x˜|2 + x2d < 1,
and
(R− ρ)2 < |x˜|2 + (R− xd)2 < R2.
Therefore,
|x˜|2 ∈ (max{(1− ρ)2 − x2d, (R− ρ)2 − (R− xd)2},min{1− x2d, R2 − (R− xd)2}) ,
which leads to
(R− ρ)2 − (R− xd)2 < 1− x2d and R2 − (R− xd)2 > (1− ρ)2 − x2d.
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Hence if x ∈ ΩR;3 then
(1− ρ)2
2R
< xd <
2ρR + 1− ρ2
2R
.
This yields
(B.7)
∣∣∣∣xd − 12R
∣∣∣∣ < ρ.
Using (B.6) and (B.7) we compute the following restrictions on x˜ for x ∈ ΩR;3. If R ≤ 12ρ then
|x˜|2 − 1 + 1
4R2
< −
(
1
2R
− ρ
)2
+
1
4R2
= ρ
(
1
R
− ρ
)
≤ 1
2
ρ.
On the other hand, if R > 1
2ρ
then
|x˜|2 − 1 + 1
4R2
≤ 1
4R2
<
1
4
ρ.
Therefore, in either case we have
|x˜|2 − 1 + 1
4R2
≤ 1
2
ρ.
Next we use (B.6) and (B.7) to obtain, for x ∈ ΩR;3,
|x˜|2 − 1 + 1
4R2
> (1− ρ)2 −
(
1
2R
+ ρ
)2
− 1 + 1
4R2
= −ρ
(
2 +
1
R
)
≥ −5
2
ρ.
Therefore, we have
(B.8)
∣∣∣∣|x˜|2 − 1 + 14R2
∣∣∣∣ ≤ 52ρ,
hence |x˜| > 5
1
2
4
. Therefore,
(B.9) |x˜|+
(
1− 1
4R2
) 1
2
>
5
1
2 + 15
1
2
4
.
Combining (B.8) and (B.9) gives
(B.10)
∣∣∣∣∣|x˜| −
(
1− 1
4R2
) 1
2
∣∣∣∣∣ ≤ 105 12 + 15 12 ρ.
Next we combine (B.7) and (B.10) to obtain
sup
x∈ΩR;3
dist(x, ∂B(0, 1; d) ∩ ∂B(Reˆd, R; d)) ≤ C1ρ.
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Given an x = (x˜, xd) ∈ ΩR;3, the closest point in ∂B(0, 1; d) ∩ ∂B(Reˆd, R; d) to x is
yx =
([
1− 1
4R2
] 1
2 x˜
|x˜| ,
1
2R
)
.
We are interested in calculating ∠(−x, eˆd − x) and ∠(Reˆd − x, eˆd − x). For λ ∈ {0, R} we
examine
I :=
λeˆd − x
|λeˆd − x| ·
eˆd − x
|eˆd − x| −
λeˆd − yx
|λeˆd − yx| ·
eˆd − yx
|eˆd − yx| .
We set
A1 =
λeˆd − x
|λeˆd − x| , A2 =
eˆd − x
|eˆd − x| ,
and
B1 =
λeˆd − yx
|λeˆd − yx| , B2 =
eˆd − yx
|eˆd − yx| .
We have
|I| = |A1 · A2 −B1 ·B2|
= |(A1 −B1) · A2 +B1 · (A2 −B2)|
≤ |A1 −B1||A2|+ |B1||A2 −B2|
= |A1 −B1|+ |A2 −B2|.
We let δx = x− yx and recall that |δx| ≤ C1ρ. Estimating |A1 −B1| and |A2 −B2| is the same
as estimating
II :=
∣∣∣∣ λ1eˆd − x|λ1eˆd − x| − λ1eˆd − yx|λ1eˆd − yx|
∣∣∣∣ ,
for λ1 ∈ {0, 1, R}. Next we carry out this estimate on II:
II =
|(|λ1eˆd − yx| − |λ1eˆd − yx − δx|)(λ1eˆd − yx)− |λ1eˆd − yx|δx|
|λ1eˆd − yx||λ1eˆd − yx − δx|
≤ 2C1ρ|λ1eˆd − yx − δx|
≤ 2C1ρ|λ1eˆd − yx| − C1ρ
≤ 2C1ρ
1− C1ρ
≤ 4C1ρ.
Hence |I| ≤ 8C1ρ. Next we combine this with (B.4) and (B.5) to obtain
λeˆd − x
|λeˆd − x| ·
eˆd − x
|eˆd − x| ≥
3
1
2
8
1
2
− 8C1ρ,
for λ ∈ {0, R}. We have that
max{∠(−x, eˆd − x),∠(Reˆd − x, eˆd − x)} ≤ cos−1
(
3
1
2
8
1
2
− 8C1ρ
)
≤ 3pi
10
.
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For any z ∈ Kx \ {x} we have
max{∠(−x, z − x),∠(Reˆd − x, z − x)} ≤ 3pi
10
+
κ
2
≤ pi
3
.
Therefore, to show that Kx ⊂ ΩR it suffices to show that
(B.11) ρ ≤ min{b0(|x|, φ, 1),b0(|x−Reˆd|, φ, R)},
for all φ ∈ [φ0, 1], where φ0 = cos
(
pi
3
)
= 1
2
, and x ∈ Rd such that |x| > 1 − ρ and |Reˆd − x| >
R− ρ. We recall (B.1) and (B.2) which tell us that, for such φ and x,
min{b0(|x|, φ, 1),b0(|x−Reˆd|, φ, R)} ≥ 1 > ρ.
This concludes the proof in the case of B0 ∈ Λ∂(R, 1; d).
We now consider the remaining case, that is, when B0 ∈ Λ◦,c(R, 1; d). Due to translation
invariance, we may assume that B0 = B(0, 1; d). Clearly, B(0, 1; d) satisfies Definition B.1 with
a cone of the dimensions given in the statement of this lemma. 
Next we discuss the strong local Lipschitz condition of a domain. For δ > 0 and Ω ⊂ Rd let
Ωδ = {x ∈ Ω : dist(x, ∂Ω) < δ} and
Ωδ = {x ∈ Ω : B(x, δ; d) ⊂ Ω}.
Definition B.3 ([1, 4.9 (The Strong Local Lipschitz Condition)]). Ω satisfies the strong local
Lipschitz condition if there exist positive numbers δ and M , a locally finite open cover {Uj}
of ∂Ω, and, for each j a real-valued function fj of n − 1 variables, such that the following
conditions hold:
i. For some finite R, every collection of R + 1 of the sets Uj has empty intersection.
ii. For every pair of points x, y ∈ Ωδ such that |x− y| < δ, there exists j such that
x, y ∈ Vj := {x ∈ Uj : dist(x, ∂Uj) > δ}.
iii. Each function fj satisfies a Lipschitz condition with constant M .
iv. For some Cartesian coordinate system (ζj,1, · · · , ζj,n) in Uj, Ω ∩ Uj is represented by the
inequality
ζj,n < fj(ζj,1, · · · , ζj,n−1). 
There is another geometric condition called the Minimal Smoothness Condition, which is equiv-
alent to Definition B.3. However, the conditions of the Minimal Smoothness Condition are
usually easier to verify. Note that the proof showing Minimal Smoothness implies Strong Local
Lipschitz is much less trivial than the reverse implication. This indicates that, in some rough
sense, the conditions of the Strong Local Lipschitz condition are ‘stronger’ than the conditions
of the Minimal Smoothness condition.
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Definition B.4 (Minimal smoothness [46, p. 189]). Let d ∈ N and Ω ⊂ Rd be open. We say
that ∂Ω is minimally smooth if there exists an ε > 0, an N ∈ N, an M > 0, a sequence {Uj}
of open sets, and for each j a real-valued function fj : R
d−1 → R such that:
i′. If x ∈ ∂Ω, then B(x, ε; d) ⊂ Uj, for some j.
ii′. No point of Rd is contained in more than N elements of {Uj}.
iii′. Each fj satisfies the Lipschitz condition with a constant no greater than M .
iv′. For each j there exists some Cartesian coordinate system (ζj,1, · · · , ζj,n) in Uj so that
Ω ∩ Uj is represented by the inequality
ζj,n < fj(ζj,1, · · · , ζj,n−1). 
Remark B.5. Observe that Condition i′ of Definition B.4 is equivalent to requiring that
∂Ω ⊂
⋃
j
U εj . 
Remark B.6. In [46] a set satisfying Definition B.4 is only required to be open, not a do-
main. In this sense there are sets satisfying Definition B.4 which do not satisfy Definition B.3.
However, since all of the open sets we deal with are also domains, we interchangeably use the
adjectives open and domain to describe sets. 
Next we show that if Ω ⊂ Rd is open, then Ω satisfies the Strong Local Lipschitz condition if
and only if ∂Ω is minimally smooth. First we prove the forward direction.
Lemma B.7. Let d ∈ N, δ > 0, M > 0, R ∈ N, {Uj} be a collection of open subsets of Rd,
and for each j let fj be a a function from R
d−1 → R. Moreover, let Ω ⊂ Rd be an open subset
which satisfies Definition B.3 with the parameters mentioned in the previous sentence. Then
∂Ω satisfies Definition B.4 using the same {Uj}, {fj}, and M as above, and setting N = R+ 1
and ε = 1
4
δ. 
Proof. We first show i′. We let x ∈ ∂Ω. We can find an x′ ∈ Ω such that |x′ − x| < ε, so
x′ ∈ Ωε ⊂ Ωδ. Next we use Condition ii. from Definition B.3 with x 7→ x′ and y 7→ x′ to obtain
a j such that B(x′, δ) ⊂ Uj. Finally, we have B(x, ε) ⊂ B(x′, δ) ⊂ Uj.
Condition ii′ easily follows from Condition i of Definition B.3. Conditions iii′ and iv′ are exactly
the same as the conditions iii and iv of Definition B.3 respectively. 
Now we show the reverse implication.
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Lemma B.8. Let d ∈ N, ε > 0, N ∈ N, M > 0, {Uj} be a collection of open subsets of Rd,
and for each j let fj be a a function from R
d−1 → R. Moreover, let Ω ⊂ Rd be an open subset
such that ∂Ω satisfies Definition B.4 with the parameters listed in the previous sentence. Then
Ω satisfies the Strong Local Lipschitz Condition using the same M and {fj} as above, and
setting δ = 1
4
ε, R = N , and Uj 7→ Wj, where
(B.12) Wj = {x ∈ Uj : ∃ B(x′, ε; d) ⊂ Uj such that x ∈ B(x′, ε; d)} =
(
U εj
)
ε
.
Before we proceed with the proof we have a lemma that will be of assistance.
Lemma B.9. Let R > 4 and z ∈ Rd \ {0} be such that B(z,R; d) ∩B(0, 1; d) 6= ∅. Then{
y ∈ ∂B(0, 2; d) : ∠(y, z/|z|) ≤ pi
4
}
⊂ B(z,R; d). 
Proof. Due to the rotational symmetry of our setup we may take, without loss of generality,
z = αeˆd, where α > 0. The condition that B(z, R; d) ∩B(0, 1; d) 6= ∅ is equivalent to requiring
that α < R + 1.
For α0 > 0 we set
Υ(α0) = ∂B(0, 2; d) ∩B(α0eˆd, R; d).
Observe that for α0 ≤ 2, Υ(α0) = ∂B(0, 2; d), because R > 4. Also, because R > 4, for
0 < α1 < α2 we have Υ(α2) ⊂ Υ(α1). Hence
Υ(R + 1) ⊂
⋂
α∈(0,R+1)
B(z,R; d) ∩ ∂B(0, 2; d).
This leads us to focus on Υ(R+1). For (x˜, xd) ∈ Rd we have that (x˜, xd) ∈ ∂B((R+1)eˆd, R; d)∩
∂B(0, 2; d) if and only if
|x˜|2 + x2d = 4 and |x˜|2 + (xd −R− 1)2 = R2.
Solving this system yields
xd =
R + 5
2
R + 1
and |x˜| =
(
4−
(
R + 5
2
R + 1
)2) 12
,
hence {
y ∈ ∂B(0, 2; d) : ∠(y, eˆd) ≤ pi
4
}
⊂ Υ(R + 1).
Therefore, {
y ∈ ∂B(0, 2; d) : ∠(y, eˆd) ≤ pi
4
}
⊂
⋂
α∈(0,R+1)
B(z, R; d) ∩ ∂B(0, 2; d). 
Now we present the proof of Lemma B.8.
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Proof of Lemma B.8. Condition i follows easily from condition ii′ of Definition B.4. Condi-
tions iii and iv follow easily from conditions iii′ and iv′ of Definition B.4. Next, we focus on
Condition ii.
Let x, y ∈ Ωδ such that |x− y| < δ. We wish to show that there exists a j such that
x, y ∈ {x ∈ Wj : dist(x, ∂Wj) > δ}.
Since x ∈ Ωδ, there exists an x′ ∈ ∂Ω such that |x− x′| ≤ δ, hence |y − x′| ≤ 2δ. Next we use
Condition i′ of Definition B.4 to obtain a j such that B(x′, ε) ⊂ Uj. Clearly, B(x′, ε) ∈ W j.
We have x, y ∈ B(x′, ε), since 2δ < ε. Now for • ∈ {x, y}, we have
dist(•,Wj) ≥ dist(•, ∂B(x′, ε)) ≥ ε− 2δ > δ,
which is what we wished to show.
We see that Definition B.3 requires the {Uj} to form a locally finite cover. First we show that
{Wj} forms a cover of ∂Ω. We let x ∈ ∂Ω. There exists a j such that B(x, ε; d) ⊂ Uj, which
implies that x ∈ Wj. Next, we move on to showing that this cover is locally finite.
We will prove this by contradiction, and hence we assume that the cover formed by {Wj} is not
locally finite. Therefore, there exists an x ∈ Rd such that for all ε0 > 0 the set B(x, ε0; d) has
non-trivial intersection with infinitely many elements of {Wj}. For convenience, we translate
so that x = 0.
We fix an ε0 > 0 such that ε0 <
ε
4
. We have a sub-collection {Wji}i∈N such that Wji ∩
B(0, ε0; d) 6= ∅. For each ji we choose an element of Wji ∩ B(0, ε0; d), denoted by yji . The
definition of Wji yields the existence of a zji ∈ Rd such that B(zji , ε; d) ⊂ Wji and yji ∈
B(zji , ε; d).
Condition ii′ of Definition B.4 and the definition of Wji gives
(B.13)
∑
i∈N
1Wji (x) ≤ N for all x ∈ Rd.
We let g : Rd → Sd−1 ∪ {0} be defined via
g(x) =
0 if x = 0x/|x| otherwise.
Given a z′ ∈ Sd−1 ∪ {0} we consider all the balls of the form B(z, ε; d) such that B(z, ε; d) ∩
B(0, ε0; d) 6= ∅ and g(z) = z′. We denote this collection of balls by Λ(z′).
We let y ∈ B(0, 2ε0; d) and z′ ∈ Sd−1. By applying the dilation x 7→ ε0x, Lemma B.9 says that
if ∠(y, z′) ≤ pi
4
then
y ∈
⋂
B′∈Λ(z′)
B′.
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Recalling (B.13), we know that there are only finitely many non-vanishing zji such that ∠ (y, zji) ≤
pi
4
. By choosing different values for y, we see that there are only finitely many non-vanishing
zji .
We have 2ε0eˆd ∈
⋃
B′∈Λ(0), because Λ(0) = {B(0, ε; d)}. Therefore, the same reasoning as above
tells us that there are only finitely many vanishing zji . Putting this all together tells us that
there are only finitely many zji . Since there is a one-to-one correspondence between the zji and
the Wji we have our desired contradiction. 
Remark B.10. Let Ω ⊂ Rd be open such that ∂Ω satisfies Definition B.4. Then we can replace
the Uj by Wj, see (B.12), while keeping all the other parameters the same and satisfying all
the conditions of Definition B.4. Therefore, in light of the argument above, we may always
assume that the {Uj} from Definition B.4 form a locally finite cover. Clearly, if we replace Uj
by Wj then conditions ii
′, iii′, iv′ still hold. Next, we examine condition i′. If x ∈ ∂Ω then
B(x, ε; d) ⊂ Uj for some j, which implies that x ∈ U εj ⊂ Wj. 
Analogously to Lemma B.2 we next prove that the domains in Λ(R, 1; d) satisfy Definition B.4
with parameters ε, M , and N that don’t depend on R.
Lemma B.11. Let d ∈ N≥2 and ε = 110
(
2−1 + 2−
3
2
)
. There exists constants N = N(d) and
M = M(d) such that any B0 ∈ Λ(R, 1; d) is minimally smooth in the sense of Definition B.4
with these ε, M , and N . 
Remark B.12. Via Lemma B.8 we know that the domains in Λ(R, 1; d) satisfy Definition B.3
with parameters δ and M which do not depend on R. 
Before we prove this lemma we need a preparatory result.
Lemma B.13. Let d ∈ N≥2, θ ∈
(
0, pi
2
)
, r0 > 0, r1 = r0(1 − sin θ)/2, nˆ ∈ Sd−1 such that
∠(nˆ, eˆd) ≤ θ, and V = B(−nˆr0, r0; d)∩B(0, r1; d). There exists an M = M(d, θ) > 0 such that
there holds
V = {x ∈ B(0, r1; d) : xd < f(x1, . . . , xd−1)},
where f : Rd−1 → R satisfies the Lipschitz condition with constant M . 
Proof. Let x˜ ∈ span{eˆ1, . . . , eˆd−1}. We would like to know for what t the line t 7→ x˜ + teˆd
intersects ∂B(−nˆr0, r0; d). Such t satisfy
(B.14)
∣∣∣∣ x˜r0 + tr0 eˆd + nˆ
∣∣∣∣2 = 1.
We solve for t to obtain
t
r0
= −nˆ · eˆd ±
(
(nˆ · eˆd)2 − |x˜|
2
r20
− 2nˆ · x˜
r0
) 1
2
.
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For y ∈ Rd−1 we set
h±(y) = −r0 nˆ · eˆd ±
(
r20(nˆ · eˆd)2 − |y|2 − 2r0 nˆ · (y, 0)
) 1
2 .
For x = (x1, . . . , xd) ∈ Rd we set x˜ = (x1, . . . , xd−1, 0). For x ∈ B(0, r1; d) we have
(B.15) r20(nˆ · eˆd)2 − |x˜|2 − 2r0 nˆ · x˜ ≥
1
2
r20(1− sin θ) > 0,
which implies that
V = {x ∈ B(0, r1; d) : h−(x˜) < xd < h+(x˜)}.
We also observe that
h−(x˜) = −r0 nˆ · eˆd −
(
r20(nˆ · eˆd)2 − |x˜|2 − 2r0 nˆ · x˜
) 1
2 ≤ −r0 cos θ ≤ −2r1.
Therefore,
V = {x ∈ B(0, r1; d) : xd < h+(x˜)}.
Next we are interested in the Lipschitz constant of h+. Note that for |y| < r1 we have that
h+(y) is smooth. Using B.15 we calculate, for i ∈ {1, . . . , d− 1} and y ∈ B(0, r1; d− 1),
|∂yih+(y)| =
(
r20(nˆ · eˆd)2 − |y|2 − 2r0 nˆ · (y, 0)
)− 1
2 |xi + r0nˆi| ≤ 2
3
2
(1− sin θ) 12 .
Therefore, for y1, y2 ∈ B(0, r1; d− 1), we have
(B.16) |h+(y2)− h+(y1)| ≤ 2
3
2d
1
2
(1− sin θ) 12 |y2 − y1|.
Via Kirszbraun’s Theorem, we may extend h+ to be a Lipschitz function on the whole of R
d−1
with the same Lipschitz constant as in (B.16). This yields our desired f . 
Now we move onto the proof of Lemma B.11.
Proof of Lemma B.11. First we consider B0 ∈ Λ∂(R, 1; d). Note that this forces R ≥ 2. Due
to the translational and rotational invariance of our situation it suffices to consider
ΩR = B(0, 1; d) ∩B(Reˆd, R; d),
for R ≥ 2.
In what follows, we set σ = 2−1 − 2− 32 : note that this means ε = 1
10
σ, A = ∂B(0, 1; d) ∩
∂B(Reˆd, R; d) and B = ∂Ω \ A.
First we will investigate whether ∂ΩR is locally Lipschitz. Note that this property remains
invariant under rigid transformations. Take a point y ∈ A. We let nˆ1 and nˆ2 be the outward
pointing normals at y of ∂B(0, 1; d) and ∂B(Reˆd, R; d) respectively. By (B.3), we see that
∠ (nˆ1, nˆ2) < pi2 , hence nˆ1 + nˆ2 6= 0. We translate ΩR so that y 7→ 0. Next we rotate such that
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nˆ1 + nˆ2 is parallel to and points in the same direction as the d-th coordinate axis. After this
rotation, we see nˆ1 7→ mˆ1, nˆ2 7→ mˆ2, and ΩR transforms to
Ω˜R = B(−mˆ1, 1; d) ∩B(−Rmˆ2, R; d).
Observe that ∠(mˆi, eˆd) < pi4 for i ∈ {1, 2}, since ∠(nˆ1, nˆ2) < pi2 . Next, we invoke Lemma B.13,
to obtain
(B.17) B(−mˆ1, 1; d) ∩B(0, σ; d) = {x ∈ B(0, σ; d) : xd < f1(x1, . . . , xd−1)},
and
(B.18) B(−mˆ2, R; d) ∩B(0, σR; d) = {x ∈ B(0, σR; d) : xd < f2(x1, . . . , xd−1)},
where f1, f2 : R
d−1 → R both satisfy the Lipschitz condition with the constant M = M(d)
from Lemma B.13, which is denoted in this argument by M1.
By using (B.17) and (B.18), along with the fact that R ≥ 2, we have
Ω˜R ∩B(0, σ; d) = {x ∈ B(0, σ; d) : xd < min{f1(x1, . . . , xd−1), f2(x1, . . . , xd−1)}} .
Note that
min{f1(x1, . . . , xd−1), f2(x1, . . . , xd−1)} : Rd−1 → R,
is Lipschitz with the same constant M1.
Next, we consider a point y ∈ B. We set r = min{1
2
, dist(y, A)
}
. We may transform Ω ∩
B(y, r; d) by a rigid motion so that it becomes either:
1. B(eˆd, 1; d) ∩B(0, r; d); or
2. B(Reˆd, R; d) ∩B(0, r; d).
We have
B(eˆd, 1; d) ∩B(0, r; d) = {x ∈ B(0, r; d) : xd > f3(x1, . . . , xd−1), }
and
B(Reˆd, 1; d) ∩B(0, r; d) = {x ∈ B(0, r; d) : xd > Rf3(R−1x1, . . . , R−1xd−1)},
where
f3(x1, . . . , xd−1) = 1−
(
1− |(x1, . . . , xd−1)|2
) 1
2 .
We observe that f3 is Lipschitz on B
(
0, 1
2
; d− 1) ⊃ B(0, r; d − 1). We let M2 be the best
Lipschitz constant for f3 on B
(
0, 1
2
; d− 1). Since R ≥ 2, we know that (x1, . . . , xd−1) 7→
Rf3(R
−1x1, . . . , R−1x3) satisfies the Lipschitz condition with constant M2 on B
(
0, 1
2
; d− 1).
In what follows we set r0 =
9
10
σ. We choose points {y1;i}N1i=1 ⊂ A so that the collection
of balls C1 =
{
B
(
y1;i,
1
4
r0; d
)}N1
i=1
is a maximally disjoint collection, and hence in particular
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N1 = N1(d) <∞. Since C1 is maximally disjoint, we have
{
B
(
y1;i,
1
2
r0; d
)}N1
i=1
forms a cover of
A, and hence C ′1 = {B (y1;i, r0; d)}N1i=1 forms a cover of A 12 r0 .
Next, we let r1 =
7
20
σ, and choose points {y2;i}N2i=1 ⊂ ∂ΩR \A 1
2
r0
such that the collection of balls
C2 =
{
B
(
y2;i,
1
2
r1; d
)}N2
i=1
is a maximally disjoint collection, and hence in particular N2 = N2(d) < ∞. Therefore,
C ′2 = {B (y2;i, r1; d)}N2i=1 forms a cover of ∂ΩR \ A 12 r0 .
Next we set
C ′′1 = {B (y1;i, r0 + ε; d)}N1i=1 and C ′′2 = {B (y2;i, r1 + ε; d)}N2i=1 .
In Definition B.4 we set {Ui} = C ′′1 ∪ C ′′2 . Clearly, these sets form a cover of ∂ΩR. We wish to
show that this cover satisfies the conditions of Definition B.4. Clearly, Condition i′ is satisfied.
Condition ii′ is satisfied with N = N1 +N2.
From the observations above we see that conditions iii′ and iv′ are satisfied withM = max{M1,M2},
since r0 + ε = σ and
r1 + ε =
9
20
σ ≤ min
{
1
2
r0,
1
2
}
.
Finally, we consider B0 = B(x0, 1, R; d) ∈ Λ◦,c(R; d). Due to translation invariance we may
assume that B0 = B(0, 1; d). In this case we choose points {y3;i}N3i=1 ⊂ ∂B0 such that the
collection C3 =
{
B
(
y3;i,
1
8
; d
)}N3
i=1
is a maximally disjoint collection, and hence in particular
N3 = N3(d) <∞. Therefore, C ′3 =
{
B
(
yi,
1
4
; d
)}N3
i=1
is a cover of ∂B0.
Next, we set C ′′3 = {B(yi, 14 + ε; d)}N3i=1. In Definition B.4 we set {Ui} = C ′′3 . Clearly, these sets
form a cover of ∂B0. We wish to show that this cover satisfies the conditions of Definition B.4.
Clearly, Condition i′ is satisfied. Condition ii′ is satisfied with N = N3. From the observations
above we see that conditions iii′ and iv′ are satisfied with M = M2, since 14 + ε ≤ 12 .
Therefore, in either case we have showed that every element of Λ(R, 1; d) is minimally smooth
with ε = 1
10
σ, N = N(d), and M = M(d). 
B.1.2 Stein’s extension theorem
First we define a special Lipschitz domain.
Definition B.14 ([46, p. 181 and p. 189]). Let d ∈ N≥2 and M > 0. We call Ω ⊂ Rd a
special Lipschitz domain if either:
1. Ω =
{
x ∈ Rd : xd > f(x1, . . . , xd−1)
}
, where f : Rd−1 → R satisfies the Lipschitz condition
with constant M ; or
2. Ω is obtained by rotating a set of the type as described in Case 1. 
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We have the following theorem for special Lipschitz domains.
Theorem B.15 ([46, Theorem 5’ §VI.3.2]). Let d ∈ N and Ω be a special Lipschitz domain
in Rd+1. Then there exists a linear extension operator E taking appropriate functions on Ω to
functions on Rd+1 with the property that E maps W k,p(Ω) continuously into W k,p(Rd+1) for
all p ∈ [1,∞] and k ∈ N0. Moreover the norms of these mappings have bounds which depend
only on the number d, the order of differentiability k, and M from the definition of a special
Lipschitz domain. 
Now we move onto consider the general case. The statement of [46, Theorem 5 §VI.3.1] does
not explicitly state the parameter dependence of the operator norm of the extension operator.
This led the author to examine closely the details of the proof found in [46]. Although the
overall strategy of the proof is sound, there are numerous technical errors. Because of this, we
produce our own proof which explicitly gives the parameter dependence of the operator norm
of the extension operator, expands some calculations, and avoids the errors in the original. We
closely follow the general strategy found in [46], and in some places follow it verbatim.
Theorem B.16. Let d ∈ N≥2, N ∈ N, ε > 0, M > 0, and Ω ⊂ Rd be a domain which is
minimally smooth in the sense of Definition B.4 with the parameters ε, M , and N just stated.
Then there exists a linear extension operator E taking appropriate functions defined on Ω to
functions defined on Rd. Moreover, for any k ∈ N0 and p ∈ [1,∞] we have that E is a bounded
linear operator from W k,p(Ω) into W k,p(Rd) with the estimate
‖Ef‖Wk,p(Rd) ≤ C‖f‖Wk,p(Ω),
where C = C(k, ε, d,M,N). 
Before we prove this we state the following preparatory results.
Lemma B.17 ([46, Proposition on p. 191]). Suppose A(x) =
∑∞
i=1 ai(x), and for each x at
most N of the terms {ai(x)} are non-vanishing. Then, for p ∈ [1,∞),
‖A‖Lp(Rd) ≤ N1−
1
p
( ∞∑
i=1
‖ai‖pLp(Rd)
) 1
p
,
and for p =∞ we have that
‖A‖L∞(Rd) ≤ N sup
i∈N
‖ai‖L∞(Rd). 
The next preparatory result provides an estimate on
∥∥∥1g∥∥∥
Ck(Ω)
for appropriate g.
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Lemma B.18. Let d ∈ N, k ∈ N0, Ω ⊂ Rd be open, and g ∈ Ck(Ω) such that
inf
x∈Ω
|g(x)| > 0.
Then x 7→ 1
g(x)
is in Ck(Ω) and we have the estimate
(B.19)
∥∥∥∥1g
∥∥∥∥
Ck(Ω)
≤ C
(
1 + ‖g‖Ck(Ω) +
∥∥∥∥1g
∥∥∥∥
L∞(Ω)
)2k+1−1
,
where C = C(d, k). 
Proof. First we prove the qualitative fact: if g ∈ Ck(Ω) satisfies the conditions of the lemma
then 1
g
∈ Ck(Ω). We proceed via induction. We denote this previous statement by (Hk). The
base case (H0) is trivial. Now we move onto showing that (Hk) ⇒ (Hk+1) for all k ∈ N0. In
other words, we know that (Hk) is true and g ∈ Ck+1(Ω), and we wish to show that 1g ∈ Ck+1(Ω).
For any |α| = 1, we have
Dα
(
1
g
)
= −D
αg
g2
.
The right hand side is a product of functions in Ck(Ω), namely Dαg and 1
g
. Since Ck(Ω) is a
Banach algebra, (Hk+1) is true and our inductive argument is complete.
Now we focus on the quantitative estimate (B.19). If k = 0 then this estimate is trivial. Before
we proceed, we note that Ck(Ω) is a Banach algebra and
(B.20) ‖fg‖Ck(Ω) ≤ C(d, k)‖f‖Ck(Ω)‖g‖Ck(Ω),
for all f, g ∈ Ck(Ω)
If g ∈ Ck+1(Ω) then, for any |α| = 1,∥∥∥∥Dα(1g
)∥∥∥∥
Ck(Ω)
=
∥∥∥∥Dαgg2
∥∥∥∥
Ck(Ω)
≤ C(d, k)‖g‖Ck+1(Ω)
∥∥∥∥1g
∥∥∥∥2
Ck(Ω)
,
hence ∥∥∥∥1g
∥∥∥∥
Ck+1(Ω)
≤ C(d, k)‖g‖Ck+1(Ω)
∥∥∥∥1g
∥∥∥∥2
Ck(Ω)
.
Iterating this starting from the k = 0 case gives us our desired estimate. 
We are now in a position to prove Theorem B.16.
Proof of Theorem B.16. Let η ∈ C∞(Rd) be such that ´
Rd
η(x) dx = 1, η(x) = 0 if |x| ≥ 1,
and η(x) > 0 if |x| < 1. For any δ > 0 we set ηδ(x) = δ−dη
(
x
δ
)
.
It follows from standard properties of mollifiers, see for example [1, Corollary 2.25], that there
holds, for any g ∈ L∞(Rd),
(B.21) ‖Dk(ηδ ∗ g)‖L∞(Rd) ≤ C(k, d, δ)‖g‖L∞(Rd).
APPENDIX B. ESTIMATES ON SOBOLEV NORMS 128
For each i we set
λi = η2−4ε ∗ 1U2−3εi .
Observe that:
1. suppλi ⊂ U2−4εi ;
2. if x ∈ U (3)(2−4)εi then λi(x) = 1; and
3. Via (B.21) we have, for all i and p ∈ [1,∞],
(B.22) ‖λi‖Ck(Rd) ≤ C(k, d, ε).
We define three more sets:
U0 =
{
x ∈ Rd : dist(x,Ω) < 2−4ε} ,
U+ =
{
x ∈ Rd : dist(x, ∂Ω) < 1
2
ε
}
, and
U− =
{
x ∈ Ω : dist(x, ∂Ω) > 2−3ε} .
We regularise the characteristic functions of these sets in a manner similar to the above by
setting λ• = η2−4ε ∗ 1U• for • ∈ {0,+,−}. Observe that the supports of λ0, λ+, and λ− are
respectively Ω2−3ε, {x ∈ Rd : dist(x, ∂Ω) < (9)(2−4)ε}, and {x ∈ Ω : dist(x, ∂Ω) > 2−4ε}.
Observe that, in particular:
1. if x ∈ Ω then λ0(x) = 1;
2. if x ∈ Rn such that dist(x, ∂Ω) ≤ (7)(2−4)ε then λ+(x) = 1; and
3. if x ∈ Ω such that dist(x, ∂Ω) ≥ (3)(2−4)ε then λ−(x) = 1.
By using (B.21) we obtain, for all • ∈ {0,+,−} and p ∈ [1,∞],
(B.23) ‖λ•‖Ck(Rd) ≤ C(k, d, ε).
Next we set
Λ+(x) =
0 if λ0(x) = 0,λ0(x)( λ+(x)λ+(x)+λ−(x)) otherwise,
and
Λ−(x) =
0 if λ0(x) = 0λ0(x)( λ−(x)λ+(x)+λ−(x)) otherwise.
Note that if λ0(x) 6= 0 then x ∈ Ω2−3ε, hence λ+(x) + λ−(x) > 0. Therefore, Λ+ and Λ− are
well defined on the whole of Rd. Observe that for x ∈ Ω we have Λ+(x) + Λ−(x) = 1. Using
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(B.23) and Lemma B.18, we obtain
(B.24)
‖Λ+‖Ck(Rd) =
∥∥∥∥λ0( λ+λ+ + λ−
)∥∥∥∥
Ck(Ω2−3ε)
≤ C(d, k)‖λ0‖Ck(Rd)‖λ+‖Ck(Rd)
∥∥∥∥ 1λ+ + λ−
∥∥∥∥
Ck(Ω2−3ε)
≤ C(d, k, ε)
(
1 + ‖λ+ + λ−‖Ck(Rd) +
∥∥∥∥ 1λ+ + λ−
∥∥∥∥
L∞(Ω2−3ε)
)2k+1−1
≤ C(d, k, ε).
Similarly, we have for Λ−:
(B.25)
‖Λ−‖Ck(Rd) =
∥∥∥∥λ0( λ−λ+ + λ−
)∥∥∥∥
Ck(Ω)
≤ C(d, k)‖λ0‖Ck(Rd)‖λ−‖Ck(Rd)
∥∥∥∥ 1λ+ + λ−
∥∥∥∥
Ck(Ω)
≤ C(d, k, ε)
(
1 + ‖λ+ + λ−‖Ck(Rd) +
∥∥∥∥ 1λ+ + λ−
∥∥∥∥
L∞(Ω)
)2k+1−1
≤ C(d, k, ε).
Since Ω is minimally smooth, we have the sequence of domains {Ui} from Definition B.4. Recall
that for each Ui there exists an associated special Lipschitz domain Ωi, and associated to each
of these we have an extension operator Ei whose properties are stated in Theorem B.15. We
are now ready to define our extension operator E. For f ∈ Lp(Rd), we set
(B.26) (Ef)(x) =
Λ−(x)f(x) if Λ+(x) = 0,Λ+(x)(∑i λi(x)(Ei(λif))(x)∑
i λ
2
i (x)
)
+ Λ−(x)f(x) otherwise.
We note the following things about this definition.
1. Observe that supp Λ− ⊂⊂ Ω, hence Λ−(x)f(x) is well defined for all x ∈ Rd.
2. Since suppλi ⊂ Ui and the cover {Ui} satisfies Condition ii′ of Definition B.4, we know that
only finitely many terms in each of the summations are non-zero.
3. We let x be such that Λ+(x) > 0, or more generally x ∈ Rd such that dist(x, ∂Ω) < (9)(2−4)ε.
There exists a Uj such that x ∈ U (7)(2
−4)ε
j , hence λj(x) = 1. Therefore,
∑
i λ
2
i (x) ≥ 1
whenever Λ+(x) > 0.
4. For each i and any f ∈ W k,p(Ω) we see that λif ∈ W k,p(Ωi) and supp(λif) ⊂ Ω ∩ U2−4εi .
Using Theorem B.15, we have Ei(λif) ∈ W k,p(Rd). The terms of λi(x) in∑
i
λi(x)(Ei(λif))(x)
ensure that only finitely many of the terms in the sum are non-zero.
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5. Next we show that (Ef)(x) = f(x) for all x ∈ Ω. We let x ∈ Ω. We prove this in two cases.
First we assume that Λ+(x) = 0, which implies that Λ−(x) = 1. Therefore, (Ef)(x) = f(x)
follows trivially. Next we assume that Λ+(x) > 0. In such a case there exist finitely many
indices i1, . . . , ik, where k ≤ N and λij(x) 6= 0 for j ∈ {1, . . . , k}. We calculate:
(Ef)(x) = Λ+(x)
(∑k
j=1 λij(x)(Eij(λijf))(x)∑k
j=1 λ
2
ij
(x)
)
+ Λ−(x)f(x)
= Λ+(x)
(∑k
j=1 λ
2
ij
(x)f(x)∑k
j=1 λ
2
ij
(x)
)
+ Λ−(x)f(x)
= Λ+(x)f(x) + Λ−(x)f(x)
= f(x).
We now estimate ‖E‖B(Wk,p(Ω)→Wk,p(Rd)). We let f ∈ W k,p(Ω), and use (B.24) and (B.25) to
calculate
(B.27)
‖Ef‖Wk,p(Rd) ≤
∥∥∥∥Λ+(∑i λi(Ei(λif))∑
i λ
2
i
)∥∥∥∥
Wk,p(supp Λ+)
+ ‖Λ−f‖Wk,p(Ω)
≤ C(d, k)
(
‖Λ+‖Ck(Rd)
∥∥∥∥ 1∑
i λ
2
i
∥∥∥∥
Ck(supp Λ+)
∥∥∥∥∥∑
i
λi(Ei(λif))
∥∥∥∥∥
Wk,p(Rd)
+ ‖Λ−‖Ck(Rd)‖f‖Wk,p(Ω)
)
≤ C(k, ε, d)
(∥∥∥∥ 1∑
i λ
2
i
∥∥∥∥
Ck(supp Λ+)
∥∥∥∥∥∑
i
λi(Ei(λif))
∥∥∥∥∥
Wk,p(Rd)
+ ‖f‖Wk,p(Ω)
)
.
Next, we wish to estimate ∥∥∥∥ 1∑
i λ
2
i
∥∥∥∥
Ck(supp Λ+)
.
We first note that
∑
i λ
2
i ∈ Ck(supp(Λ+)) due to the relationship between λi and Ui and the
fact that the cover {Ui} is locally finite, see Remark B.10. Recall that
(B.28)
∑
i
λ2i (x) ≥ 1,
when Λ+(x) > 0. Using Lemmas B.18 and B.17, ii
′ of Definition B.4, and (B.28), we estimate:
(B.29)
∥∥∥∥ 1∑
i λ
2
i
∥∥∥∥
Ck(supp Λ+)
≤ C(d, k)
1 + ∥∥∥∥∥∑
i
λ2i
∥∥∥∥∥
Ck(Rd)
+
∥∥∥∥ 1∑
i λ
2
i
∥∥∥∥
L∞(supp Λ+)
2k+1−1
≤ C(d, k)
(
1 +N
(
sup
i
‖λi‖Ck(Rd)
)2)3k
≤ C(k, ε, d,N).
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Next, we estimate another important part of (B.27). Using Lemma B.17 and Condition ii′ of
Definition B.4, we obtain∥∥∥∥∥∑
i
λi(Ei(λif))
∥∥∥∥∥
Wk,p(Rd)
≤ C(d, k)
∑
|α|≤k
∥∥∥∥∥∑
i
Dα (λiEi(λif))
∥∥∥∥∥
Lp(Rd)
≤ C(d, k)N1− 1p
∑
|α|≤k
(∑
i
‖Dα (λiEi(λif)) ‖pLp(Rd)
) 1
p
.
Now by using Theorem B.15 and Condition ii′ of Definition B.4, we obtain
(B.30)
∥∥∥∥∥∑
i
λi(Ei(λif))
∥∥∥∥∥
Wk,p(Rd)
≤ C(d, k)N1− 1p sup
i
‖λi‖Ck(Rd)
(∑
i
‖Ei(λif)‖pWk,p(supp(λi))
) 1
p
≤ C(k, ε, d)N1− 1p sup
i
‖Ei‖B(Wk,p(Ωi)→Wk,p(Rd))
(∑
i
‖λif‖pWk,p(Ωi)
) 1
p
≤ C(k, ε, d,M)N1− 1p
(∑
i
‖f‖p
Wk,p(Ωi∩Ui)
) 1
p
≤ C(k, ε, d,M,N)‖f‖Wk,p(Ω).
We substitute (B.29) and (B.30) into (B.27), to obtain:
‖Ef‖Wk,p(Rd) ≤ C(k, ε, d,M,N)‖f‖Wk,p(Ω),
which is the desired estimate. 
Remark B.19. It is clear from (B.26) that, if Ω ⊂ Rd is a bounded domain, then supp(Ef)
is bounded. 
B.1.3 Littlewood-Paley theory
For a concise introduction to Littlewood-Paley theory see [49, Appendix A]. We will now present
the bare minimum of what we need from [49, Appendix A].
Let η ∈ C∞c (B(0, 2; d); [0, 1]) be a radially symmetric bump function such that η ≡ 1 on
B(0, 1; d). Define a dyadic number N ∈ 2Z to be a real number of the form N = 2j, where
j ∈ Z.
We define the Littlewood-Paley projection operators to be
PNu = F−1
[
φ
(
1
N
·
)
− φ
(
2
N
·
)]
∗ u,
where N ∈ 2Z and F−1 is the inverse Fourier transform.
Now we list the facts that we use in the next section:
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1. From [49, p. 333] we see that PN is bounded from L
p(Rd) into Lp(Rd) for d ∈ N, p ∈ [1,∞],
and N ∈ 2Z. Moreover,
(B.31) ‖PN‖B(Lp(Rd)→Lp(Rd)) ≤ C(d, p).
2. We have that PNu = ΦN ∗ u where
ΦN = F−1
[
φ
(
1
N
·
)
− φ
(
2
N
·
)]
∈ S(Rd),
and S(Rd) is the usual Schwartz space, see 10 in Appendix A. If u ∈ C∞c (Rd) then differen-
tiation under the integral sign yields Dα(PNu) = PN(D
αu). Furthermore, if u ∈ Lq(Rd) for
some q ∈ [1,∞] then Dα(Pnu) = (DαΦN) ∗ u.
Let s ∈ N and p ∈ [1,∞]. If u ∈ W s,p(Rd) and |α| ≤ s then, by approximating u by C∞c
functions, we have Dα(PNu) = PN(D
αu).
3. Let s ∈ N0 and 1 ≤ p ≤ q ≤ ∞. The following Bernstein inequalities, which are [49, (A.4)
and (A.6)] respectively, are extremely useful:
(B.32) ‖PNDsu‖Lp(Rd) ∼p,s,d N s‖PNu‖Lp(Rd),
and
(B.33) ‖PNu‖Lq(Rd) ≤ C(p, q, d)N
d
p
− d
q ‖PNu‖Lp(Rd).
We are now ready to prove our desired estimates.
B.2 Estimates
First we present an interpolation inequality between Sobolev spaces for functions defined on
the whole of Rd. This lemma plays a role in our analysis similar to the role played by [15,
Lemma 3.1] in Gastel’s analysis. In fact our proof is in the same spirit as [15, Lemma 3.1].
Lemma B.20. Let d ∈ N, s ∈ N≥2, k ∈ {1, . . . , s − 1}, and 1 ≤ p2 ≤ p1 ≤ ∞ such that
p2 <∞ and
(B.34)
s− 1
p2
+
1
p1
≤ s
2
.
Then for all u ∈ C∞c (Rd) we have the estimate
‖Dku‖Lqk (Rd) ≤ C‖u‖1−
k
s
Lp1 (Rd)
‖Dsu‖
k
s
Lp2 (Rd)
,
where
1
qk
=
k
s
(
1
p2
− 1
p1
)
+
1
p1
,
and C = C(d, p1, p2, s). 
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Proof. If u = 0 on Rd then we are done. From now we assume that u is not identically zero
on Rd.
First we prove the inequality for the case where s = 2, k = 1, and q = q1. We let ε > 0, and
then integrate by parts:
ˆ
Rd
(|Du|2 + ε) q−22 |Du|2 dx = −
ˆ
Rd
(|Du|2 + ε) q−22 (∆u)u dx
− (q − 2)
d∑
i=1
ˆ
Rd
(|Du|2 + ε) q−42 (Du ·Duxi)uxiu dx
≤ 4dp1p2
p1 + p2
ˆ
Rd
(|Du|2 + ε) q−22 |D2u||u| dx.
Next we use dominated convergence and take the limit ε↘ 0, to obtain
ˆ
Rd
|Du|q dx ≤ 4dp1p2
p1 + p2
ˆ
Rd
|Du|q−2|D2u||u| dx.
By applying Ho¨lder’s inequality and then cancelling, we obtain
‖Du‖Lq(Rd) ≤
(
4dp1p2
p1 + p2
) 1
2
‖u‖
1
2
Lp1 (Rd)
‖D2u‖
1
2
Lp2 (Rd)
.
Now we consider the cases where s ≥ 3. We set Ai = log
(‖Diu‖Lqi (Rd)). The s = 2 case tells
us that, while keeping in mind (B.34),
Ai ≤ logC(d, p1, p2) + 1
2
Ai−1 +
1
2
Ai+1,
for i ∈ {1, · · · , s− 1}. Therefore,
(B.35) − (Ai−1 + Ai+1 − 2Ai) = 2 logC(d, p1, p2)− 2αi,
where αi ≥ 0 and i ∈ {1, . . . , s− 1}.
We now look closer at the linear system defined by (B.35). Given a vector B = (B0, . . . , Bs) ∈
Rs we set (∆˜B)i = (Bi−1 +Bi+1 − 2Bi) for i ∈ {1, . . . , s− 1}.
If we fix B0 and Bs we can uniquely solve (∆˜B)i = 0 for i ∈ {1, . . . , s− 1}. The solution is
BHi =
(
1− i
s
)
B0 +
i
s
B1.
Next we consider the case where B0 = Bs = 0 and
(−∆˜B)i = δi,j for i ∈ {1, . . . , s− 1},
where j ∈ {1, . . . , s − 1} and δi,j is the usual Kronecker δ. We denote the unique solution to
this equation as Bj. Observe that Bji > 0 for each i ∈ {1, . . . , s− 1} and
max
i∈{0,...,s}
Bji ≤ C ′(s).
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We now use the linearity of (B.35) to solve for Ai:
Ai ≤
(
1− i
s
)
A0 +
i
s
A1 + 2
s−1∑
j=1
Bji logC(d, p1, p2)
≤
(
1− i
s
)
A0 +
i
s
A1 + C
′(s) logC(d, p1, p2).
Hence
‖Dku‖Lqk (Rd) ≤ C(d, p1, p2, s)‖u‖1−
k
s
Lp1 (Rd)
‖Dsu‖
k
s
Lp2 (Rd)
. 
We now extend the above interpolation inequality to the domains in Λ(R; d) using Stein’s
extension theorem, see Lemma B.16. Observe that the constant in our estimate does not
depend on r0.
Lemma B.21. Let d, s ∈ N≥2, k ∈ {1, . . . , s− 1}, 1 ≤ p2 ≤ p1 ≤ ∞ such that p2 <∞ and
s− 1
p2
+
1
p1
≤ s
2
,
and B0 = B(x0, r0, R; d) ∈ Λ(R; d). Then for all u ∈ C∞(B0) we have the estimate
‖Dku‖Lqk (B0) ≤ C
(
‖u‖1−
k
s
Lp1 (B0)
‖Dsu‖
k
s
Lp2 (B0)
+ r
−k+ d
qk
− d
p1
0 ‖u‖Lp1 (B0)
)
,
where
1
qi
=
i
s
(
1
p2
− 1
p1
)
+
1
p1
,
and C = C(p1, p2, s, d). 
Proof. We prove the lemma for the case r0 = 1. The general case follows by dilation. If
B0 ∈ Λ∂(R; d) then this forces R ≥ 2.
Lemma B.20 gives us
(B.36) ‖Dku‖Lqk (Rd) ≤ C(p1, p2, s, d)‖u‖1−
k
s
Lp1 (Rd)
‖Dsu‖
k
s
Lp2 (Rd)
,
for all u ∈ C∞c (Rd).
We let u ∈ C∞(B0). From Theorem B.16 and Remark B.19 we have Eu ∈ C∞c (Rd), and from
(B.36) we have
(B.37) ‖DkEu‖Lqk (Rd) ≤ C(d, p1, p2, s)‖Eu‖1−
k
s
Lp1 (Rd)
‖DsEu‖
k
s
Lp2 (Rd)
.
Using Lemma B.11, Theorem B.16, and (B.37), we obtain
‖Dku‖Lqk (B0) ≤ ‖DkEu‖Lqk (Rd)
≤ C(d, p1, p2, s)‖Eu‖1−
k
s
Lp1 (Rd)
‖DsEu‖
k
s
Lp2 (Rd)
≤ C(d, p1, p2, s)‖u‖1−
k
s
Lp1 (B0)
‖u‖
k
s
W s,p2 (B0)
.
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Next, we use [1, Theorem 5.2], and then Ho¨lder’s inequality, to obtain
‖Dku‖Lqk (B0) ≤ C(d, p1, p2, s)‖u‖1−
k
s
Lp1 (B0)
(‖Dsu‖Lp2 (B0) + ‖u‖Lp2 (B0)) ks
≤ C(d, p1, p2, s)‖u‖1−
k
s
Lp1 (B0)
(‖Dsu‖Lp2 (Rd) + ‖u‖Lp1 (B0)) ks ,
and we are done. 
The next inequalities combine Sobolev embedding and interpolation. They are proved using
basic Littlewood-Paley theory.
Lemma B.22. Let d, s ∈ N, k ∈ N0 such that k < s, B0 = B(0, r0, R; d) ∈ Λ(R; d), and
p ∈ [1,∞) such that 2p > d. Then there exists a constant C = C(d, p, s) such that for all
u ∈ C∞(B0), we have
‖Dku‖L2p(B0) ≤ C
(
‖u‖1−θ
Ld(B0)
‖Dsu‖θLp(B0) + r
d
2p
−k−1
0 ‖u‖Ld(B0)
)
,
where
θ =
k + 1− d
2p
s+ 1− d
p
. 
Proof. We prove the lemma for the case r0 = 1. The general case follows by dilation. Note
that if B0 ∈ Λ∂(R; d) then this forces R ≥ 2.
First we suppose that u ∈ C∞c (Rd). We will now make use of the Littlewood-Paley projection
operators discussed in Section B.1.3. Using the triangle inequality and (B.32), we obtain
‖Dku‖L2p(Rd) ≤
∑
N∈2Z
‖PN(Dku)‖L2p(Rd) ≤ C(p, s, d)
∑
N∈2Z
Nk‖PNu‖L2p(Rd).
Using (B.33) and (B.31), we have, for all N ∈ 2Z,
(B.38) ‖PNu‖L2p(Rd) ≤ C(d, p)N1−
d
2p‖PNu‖Ld(Rd) ≤ C(d, p)N1−
d
2p‖u‖Ld(Rd).
On the other hand, using (B.32), (B.33), and (B.31), we obtain
(B.39)
‖PNu‖L2p(Rd) ≤ C(d, s)N−s‖DsPNu‖L2p(Rd)
≤ C(d, s)N−s+ d2p‖DsPNu‖Lp(Rd)
≤ C(d, s)N−s+ d2p‖Dsu‖Lp(Rd).
We use (B.38) for N ≤ 1 and (B.39) for N > 1, to obtain
(B.40)
‖Dku‖L2p(Rd) ≤ C(d, p, s)
( ∞∑
i=0
2−i(k+1−
d
2p
)‖u‖Ld(Rd) +
∞∑
i=1
2i(k+
d
2p
−s)‖Dsu‖Lp(Rd)
)
≤ C(d, p, s)
( ∞∑
i=0
2−1+
d
2p‖u‖Ld(Rd) +
∞∑
i=1
2
d
2p
−1‖Dsu‖Lp(Rd)
)
≤ C(d, p, s) (‖u‖Ld(Rd) + ‖Dsu‖Lp(Rd)) .
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If one makes the substitution u(x) 7→ v(λx), where λ > 0, into the above, we obtain
‖Dkv‖L2p(Rd) ≤ C(d, p, s)
(
λ−1−k+
d
2p‖v‖Ld(Rd) + λs−k−
d
2p‖Dsv‖Lp(Rd)
)
,
for all v ∈ C∞c (Rd). By choosing λ appropriately, we obtain, for all v ∈ C∞c (Rd),
(B.41) ‖Dkv‖L2p(Rd) ≤ C(d, p, s)‖v‖1−θLd(Rd)‖Dsv‖θLp(Rd).
Using this with Stein’s extension theorem and estimating in exactly the same way as in Lemma
B.21, we obtain our desired inequality. 
Next, we prove another inequality, similar in spirit to Lemma B.22, using basic Littlewood-Paley
theory. This inequality is our analogue of [29, (2.7)].
Lemma B.23. Let B0 = B(x0, r0, R; 4) ∈ Λ(R; 4). Then there exists a universal constant C
such that
‖u‖L8(B0) ≤ C
(
‖u‖
3
4
L4(B0)
‖D3u‖
1
4
L2(B0)
+ r
− 1
2
0 ‖u‖L4(B0)
)
. 
Proof. We follow the exactly the same strategy as in the proof of Lemma B.22. We prove the
lemma for the case r0 = 1. The general case follows by dilation. Note that if B0 ∈ Λ∂(R; 4)
then this forces R ≥ 2.
First we suppose that u ∈ C∞c (R4). Using the triangle and the Bernstein inequalities (B.32)
and (B.33), we obtain
(B.42)
‖u‖L8(R4) ≤
∞∑
i=0
‖P2−iu‖L8(R4) +
∞∑
i=1
‖P2iu‖L8(R4)
≤ C
( ∞∑
i=0
2−
i
2‖u‖L4(R4) +
∞∑
i=1
2−
3i
2 ‖D3u‖L2(R4)
)
≤ C (‖u‖L4(R4) + ‖D3u‖L2(R4)) .
Repeating the rescaling strategy implemented to obtain (B.41), we obtain
‖u‖L8(R4) ≤ C‖u‖
3
4
L4(R4)‖D3u‖
1
4
L2(R4).
Using this with Stein’s extension theorem and estimating in exactly the same way as in Lemma
B.21, we obtain our desired inequality. 
The following inequality results from interpolation and Sobolev embedding.
Lemma B.24. Let B0 = B(x0, r0, R; 4) ∈ Λ(R; 4). Then there exists a universal constant C
such that
‖Du‖L4(B0) ≤ C
(
‖u‖
1
2
L4(B0)
‖D3u‖
1
2
L2(B0)
+ r−10 ‖u‖L4(B0)
)
,
for all u ∈ C∞(B0). 
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Proof. We prove the lemma for the case r0 = 1. The general case follows by dilation. Note
that if B0 ∈ Λ∂(R; 4) this forces R ≥ 2.
Theorem 5.2 in [1] yields the estimate
(B.43) ‖Du‖L4(B0) ≤ C‖u‖
1
2
L4(B0)
(‖u‖L4(B0) + ‖D2u‖L4(B0)) 12 .
From Lemma B.2 we know that we can choose a constant C that does not depend on R.
Now by using Sobolev embedding, see Theorem 4.1, followed by [1, Theorem 5.2] and Ho¨lder’s
inequality, we obtain
‖D2u‖L4(B0) ≤ C
(‖D2u‖L2(B0) + ‖D3u‖L2(B0))
≤ C (‖u‖L2(B0) + ‖D3u‖L2(B0))
≤ C (‖u‖L4(B0) + ‖D3u‖L2(B0)) .
We substitute this into (B.43) to finish. 
Appendix C
Lp-estimates
For completeness, in this appendix we consider the Lp-estimates for higher-order parabolic
equations. In [45], Solonnikov proves such estimates for very general parabolic systems. How-
ever, the results in [45] are not exactly what we need. It is probable that by examining the
arguments in [45] we could modify the theorems to obtain what we desire. However, for the
sake of simplicity, we prefer to build upon the main results from [8].
More precisely, our aim is to obtain local Lp-estimates in the interior and at the wall of parabolic
cylinders of the form (0, T )×B(0, R; d), for T,R > 0, with the dependency of the estimate on
R made explicit. The local estimates are straightforward, and are obtained by localising [8,
Theorem 2], whilst using [8, Remark 1]. We could have simply cited this, but for completeness
we carry out this localisation in Section C.1
Localising [8, Theorem 6], whilst using [8, Remark 1], addresses the local estimates at the wall
of a parabolic cylinder. Recall that for our application we need an explicit dependence of the
estimate on R for domains of the form (0, T ) × B(0, R; d), for T,R > 0. The proof of [8,
Theorem 6] is a sketch of a standard boundary flattening procedure. However, the dependence
of the estimate’s constant on the domain is not provided in sufficient detail, specifically the
meaning of “C2m−1,1 norm of the domain,” to yield the required estimates. Instead we carry
out this boundary flattening procedure in detail ourselves. This reduces the problem to that of
a half-space which is handled by [8, Theorem 4]. This is carried out in Section C.2.
We now describe the set up of [8]. The authors in [8] study higher-order parabolic systems in
both divergence and non-divergence form with complex-valued functions and coefficients. Our
situation is simpler, since everything is real-valued and we only consider scalar equations, not
systems, in non-divergence form. We consider the differential operator, containing only spatial
derivatives,
Lu =
∑
|α|≤m,|β|≤m
AαβDαDβu,
where m ∈ N.
Since we only deal with scalar equations and real-valued coefficients, for each pair of multi-
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indices α and β, we have Aαβ : R1+d → R. The parabolic equation we study is
(C.1) ∂tu+ (−1)mLu = f.
We assume that all the coefficients are measurable and bounded, more specifically
|Aαβ| ≤
δ−1 if |α| = |β| = m,K otherwise,
for positive constants δ and K. We impose the Legendre-Hadamard condition on the leading
coefficients, as per [8, (2)]. Since we are only considering a scalar equation and our coefficients
are real-valued, [8, (2)] reduces to
(C.2)
∑
|α|=|β|=m
Aαβ(t, x)ξαξβ ≥ δ|ξ|2m,
for all (t, x) ∈ Rd+1 and ξ ∈ Rd, where ξα = ξα11 · · · ξαdd .
Next, we describe the regularity condition on the leading coefficients used in [8]. We let
oscx(A
αβ, U−((t, x), r; d,m)) =
 
U−((t,x),r;d,m)
∣∣∣∣Aαβ(s, y)−  
B(x,r;d)
Aαβ(s, z) dz
∣∣∣∣ dy ds,
and define
A#R = sup
q∈Rd+1
sup
r∈(0,R]
sup
|α|=|β|=m
oscx(A
αβ, U−(q, r; d,m)).
The authors of [8] impose the following small mean oscillation assumption, which depends on
a parameter ρ > 0, which will be specified later.
Assumption 1 (ρ). There is a constant R0 ∈ (0, 1] such that A#R0 ≤ ρ. 
We split up our proof of the Lp-estimates into two cases: estimates in the interior and estimates
at the wall. We begin with the interior estimates.
C.1 Interior estimates
We first look at the special case U0 ∈ Λ◦p(R; d,m). Before we prove the interior estimates we
set up some notation:
AT := (−∞, T )×Rd,
and explicitly describe the corollary obtained by combining [8, Theorem 2] with [8, Remark 1].
Furthermore, since we only deal with a scalar equation, in the statements of [8] we set n = 1.
Theorem C.1 ([8, Theorem 2 and Remark 1]). Let d ∈ N≥2, m ∈ N, p ∈ (1,∞), T > 0,
f ∈ Lp(AT ) such that f |A0 ≡ 0 almost everywhere, and u ∈ Y 1,pm (AT ) such that u|A0 ≡ 0 almost
everywhere. Furthermore, we suppose that u solves
ut + (−1)mLu = f in AT .
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Then there exists a ρ = ρ(d,m, p, δ) such that under Assumption 1 (ρ), there exists a constant
C = C(d,m, p, δ,K,R0, T ) such that
‖D1,2mu‖Lp(AT ) ≤ C‖f‖Lp(AT ). 
We first have a preparatory lemma.
Lemma C.2. Let d ∈ N≥2, m ∈ N, s ∈ N0, p ∈ (1,∞), ε ∈ (0, 1], • ∈ {−, ◦}, U0 =
U•(q0, r0; d,m) ∈ Λ◦p(R; d,m), and u ∈ C∞(U0). Then there exist a constant C = C(d,m, p, s, ε)
such that
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C (‖ (D1,2m)sHmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0))(C.3)
+ ε‖ (D1,2m)s+1 u‖Lp(U0). 
Proof. We first consider the case U0 = U
•((1, 0), 1; d,m) and s = 0. We let
η ∈ C∞c (U◦((1, 0), 1; d,m); [0, 1])
be a smooth cutoff function such that η| 1
2
U◦((1,0),1;d,m) ≡ 1. We set
T =
1 if • = −,2 if • = ◦.
We compute
|Hm(ηu)− ηHmu| ≤ C(d,m)
(
|∂tη||u|+
2m−1∑
k=0
|D2m−kη||Dku|
)
≤ C(d,m) 1U0
2m−1∑
k=0
|Dku|.
We set v = ηu, and observe that v ∈ C∞(AT ), v| 1
2
U0
≡ u, v|A0 ≡ 0, and Hmv = g in AT , where
(C.4) |g| ≤ C(m, d) 1U0
(
2m−1∑
k=0
|Dku|+ |Hmu|
)
,
and g|A0 ≡ 0.
We calculate:
(−∆)mv =
∑
i∈{1,...,d}m
(
∂2i1 · · · ∂2im
)
v =
∑
|α|=|β|=m
δα,β
|α|!
α!
DαDβv,
hence we may take
Aαβ =
δα,β|α|!/α! if |α| = |β| = m,0 otherwise,
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for |α|, |β| ≤ m. Since the coefficients of A are constant, the regularity condition given by
Assumption 1 is trivially satisfied for any ρ > 0 with R0 = 1. Next, we verify (C.2). We let
ξ ∈ Rd, and compute
(C.5)
∑
|α|=|β|=m
Aαβξαξβ =
∑
|α|=m
|α|!
α!
(ξα)2 =
d∑
i1,...,im=1
ξ2i1 · · · ξ2im = |ξ|2m.
Furthermore, the leading coefficients of A are bounded by C(d,m) and A has no lower-order
coefficients. Hence, we may choose δ = δ(d,m) and K = 1.
We apply Theorem C.1:
‖D1,2mv‖Lp(AT ) ≤ C(d,m, p)‖g‖Lp(AT ),
hence, using (C.4) with v| 1
2
U0
≡ u yields
‖D1,2mu‖Lp( 12U0) ≤ C(d,m, p)
(
‖Hmu‖Lp(U0) + ‖u‖LptW 2m−1,px (U0)
)
.
We apply Lemma C.17 to obtain, for any ε1 ∈ (0, 1],
(C.6) ‖D1,2mu‖Lp( 12U0) ≤ C0(d,m, p)
(
‖Hmu‖Lp(U0) + ε−(2m−1)1 ‖u‖Lp(U0) + ε1‖D1,2mu‖Lp(U0)
)
.
We may assume that C0 ≥ 1, hence we may find an ε1 such that C0ε1 = ε:
‖D1,2mu‖Lp( 12U0) ≤ C(d,m, p, ε)
(‖Hmu‖Lp(U0) + ‖u‖Lp(U0))+ ε‖D1,2mu‖Lp(U0).
This is the case s = 0 finished.
Next, we keep U0 the same, but consider the case s ≥ 1. We let i ∈ {0, . . . , s}, α be a multi-
index such that |α| = 2m(s − i), and set w = ∂itDαu. We substitute u 7→ w into (C.6), and
then use the fact that i ∈ {0, . . . , s} and α such that |α| = 2m(s− i) are arbitrary:
(C.7)
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C(d,m, p)(‖ (D1,2m)sHmu‖Lp(U0)
+ ε
−(2m−1)
1 ‖
(
D1,2m
)s
u‖Lp(U0) + ε1‖
(
D1,2m
)s+1
u‖Lp(U0)
)
.
We apply Lemma C.17 to u to obtain, for any ε2 ∈ (0, 1]:∥∥(D1,2m)s u∥∥
Lp(U0)
≤ C(d,m, p, s)
(
ε2
∥∥∥(D1,2m)s+1 u∥∥∥
Lp(U0)
+ ε
−(2m(s+1)−1)
2 ‖u‖Lp(U0)
)
.
We substitute this back into (C.7) to obtain
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C(d,m, p, s)(‖ (D1,2m)sHmu‖Lp(U0)
+
(
ε
−(2m−1)
1 ε2 + ε1
)
‖(D1,2m)s+1u‖Lp(U0)
+ ε
−(2m−1)
1 ε
−(2m(s+1)−1)
2 ‖u‖Lp(U0)
)
.
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We set ε2 = ε
2m
1 :
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C1(d,m, p, s)
(
‖ (D1,2m)sHmu‖Lp(U0) + ε1‖ (D1,2m)s+1 u‖Lp(U0)
+ ε
1−4m2(s+1)
1 ‖u‖Lp(U0)
)
.
We may assume that C1 ≥ 1, hence we may find an ε1 such that C1ε1 = ε:
(C.8)
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C(d,m, p, s, ε) (‖ (D1,2m)sHmu‖Lp(U0) + ‖u‖Lp(U0))
+ ε‖ (D1,2m)s+1 u‖Lp(U0).
This is the case s ≥ 0 done.
The general case of U0 = U
•(q0, r0; d,m) ∈ Λ◦p(R; d,m) and s ∈ N0 is obtained by applying the
parabolic dilatation (t, x) 7→ (r2m0 t, r0x) to (C.8). 
We now prove the interior Lp-estimates by applying the Absorption lemma, see Lemma 4.8, to
the estimate from Lemma C.2.
Lemma C.3. Let d ∈ N≥2, m ∈ N, s ∈ N0, p ∈ (1,∞), • ∈ {−, ◦}, U0 = U•(q0, r0; d,m) ∈
Λ◦p(R; d,m), and u ∈ C∞(U0). Then there exist a constant C = C(d,m, p, s) such that
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C (‖ (D1,2m)sHmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)) . 
Proof. For U ⊂ U0, we set
S(U) = ‖ (D1,2m)s+1 u‖Lp(U).
For U1 = U(q1, r1; d,m) ⊂ U0, we have, from Lemma C.2,
(C.9) r
2m(s+1)
1 S
(
1
2
U1
)
≤ E + ε r2m(s+1)1 S (U1) ,
where
E = C(d,m, p, s, ε)
(
r
2m(s+1)
0 ‖
(
D1,2m
)s
Hmu‖Lp(U0) + ‖u‖Lp(U0)
)
.
For sufficiently small ε = ε(d,m, s), we apply Lemma 4.8, to see:
S
(
1
2
U0
)
≤ C(d,m, p, s)
(
‖ (D1,2m)sHmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)) ,
hence
‖ (D1,2m)s+1 u‖Lp( 1
2
U0)
≤ C(d,m, p, s)
(
‖ (D1,2m)sHmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)) . 
We now move our focus to the Lp-estimates at the wall.
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C.2 Estimates at the boundary
In this section we obtain Lp-estimates of solutions to Hmu = f at the wall of parabolic cylinders
of the form (0, T ) × B(0, R; d), for T,R > 0. Our approach is to flatten the wall, and then to
use [8, Theorem 4] to estimate the solutions to the transformed version of Hmu = f which is
now posed on a half-space. First we examine how our problem transforms under this flattening.
We let
ΩR = B(0, 1; d) ∩B(Reˆd, R; d)
and
∂ˆΩR = B(0, 1; d) ∩ ∂B(Reˆd, R; d),
where R ≥ 2. For x ∈ Rd we write x = (x˜, xd). Observe that
ΩR =
{
x ∈ B(0, 1; d) : xd > RG
(
x˜
R
)}
,
where
G(y) = 1− (1− |y|2) 12 ,
for y ∈ B(0, 1; d− 1). We set F (r) = 1− (1− r2) 12 , for r ∈ [0, 1].
We define the map Ψ : B(0, R; d− 1)×R→ B(0, R; d− 1)×R:
Ψ(x) = x−RF
( |x˜|
R
)
eˆd.
Observe that Ψ−1 : B(0, R; d− 1)×R→ B(0, R; d− 1)×R is given by
Ψ−1(y) = y +RF
( |y˜|
R
)
eˆd,
hence Ψ is a C∞ diffeomorphism from B(0, R; d− 1)×R into itself which flattens ∂ˆΩR.
For x ∈ B(0, R; d− 1)×R, we calculate:
DΨ(x) = I−

0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
∂x1G
(
x˜
R
)
∂x2G
(
x˜
R
) · · · ∂xd−1G ( x˜R) 0

and
D(Ψ−1)(x) = I +

0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
∂x1G
(
x˜
R
)
∂x2G
(
x˜
R
) · · · ∂xd−1G ( x˜R) 0
 .
Since DΨ(x) and D(Ψ−1)(x) are lower-triangular with ones on the main diagonal, we have
(C.10) | det(DΨ(x))| = | det(D(Ψ−1)(x))| = 1,
for all x ∈ B(0, R; d− 1)×R.
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Remark C.4. The fact | det(D(Ψ−1))| ≡ 1 on x ∈ B(0, R; d − 1) ×R could also be deduced
from | det(DΨ(x))| ≡ 1 on x ∈ B(0, R; d− 1)×R via the inverse function theorem. 
We now wish to present a lemma that is useful in dealing with expressions that undergo re-
peated application of the chain rule. However, before we present the desired lemma we have to
introduce some notation: for i ∈ {1, . . . , d}m, we set a(i) to be the multi-index defined by
a(i)k = # {l ∈ {1, . . . ,m} : il = k} ,
for k ∈ {1, . . . , d}. We are now ready for the lemma.
Lemma C.5. Let d ∈ N, U, V ⊂ Rd be open, Φ ∈ C∞(U ;V ), u ∈ C∞(V ), and α be a
d-dimensional multi-index such that |α| ≥ 1. Observe that
Dαu =
(
∂α1x1 · · · ∂αdxd
)
u =
(
∂xi1 · · · ∂xi|α|
)
u,
where {il}|α|l=1 is monotonically non-decreasing, and hence is uniquely determined by α. Then
(C.11)
Dα(u ◦ Φ) =
∑
j∈{1,...,d}|α|
(Da(j)u ◦ Φ)(∂xi1Φj1 · · · ∂xi|α|Φj|α|)
+
∑
1≤|β|<|α|
(Dβu ◦ Φ)Pαβ (DΦ, . . . , D1+|α|−|β|Φ),
where Pαβ is a homogeneous polynomial of degree |β|. 
Proof. We will prove this lemma by induction. Note that the |α| = 1 case is simply the usual
chain rule, so we will not explicitly prove it here. It is more convenient to start our induction
from |α| = 2, as opposed to the |α| = 1 case.
Base case. First we focus on the case |α| = 2. We compute
∂xi1∂xi2 (u ◦ Φ) =
d∑
j1,j2=1
(∂xj1∂xj2u ◦ Φ)
(
∂xi1Φ
j1
) (
∂xi2Φ
j2
)
+
d∑
j1=1
(∂xj1u ◦ Φ) ∂xi1∂xi2Φj1 ,
and this verifies the base case.
Inductive step. We let k ∈ N≥2, and assume that (C.11) is true for all |α| = k. Our task is
to prove (C.11) for all |α| = k + 1. Therefore, we let |α| = k + 1 be arbitrary. As noted in the
statement of the lemma, there exists a unique non-decreasing {il}k+1l=1 such that
Dαu =
(
∂xi1 · · · ∂xik+1
)
u.
We let α′ be the multi-index derived from α by subtracting one from the last non-zero slot of
α, hence |α′| = k and Dαu = ∂xik+1Dα
′
u. We apply our inductive hypothesis to Dα
′
u, and then
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differentiate with respect to xik+1 :
Dα(u ◦ Φ) =
∑
j∈{1,...,d}k
∂xik+1
[
(Da(j)u ◦ Φ) (∂xi1Φj1 · · · ∂xikΦjk)
]
+
∑
1≤|β|<k
∂xik+1
[
(Dβu ◦ Φ)Pα′β (DΦ, . . . , D1+k−|β|Φ)
]
=
∑
j∈{1,...,d}k+1
(Da(j) ◦ Φ) (∂xi1Φj1 · · · ∂xik+1Φjk+1)
+
∑
j∈{1,...,d}k
(Da(j) ◦ Φ) ∂xik+1 (∂xi1Φj1 · · · ∂xikΦjk)
+
∑
1≤|β|<k
d∑
j=1
(∂xjD
βu ◦ Φ)
(
∂xik+1Φ
j
)
Pα
′
β (DΦ, . . . , D
1+k−|β|Φ)
+
∑
1≤|β|<k
(Dβu ◦ Φ) ∂xik+1
(
Pα
′
β (DΦ, . . . , D
1+k−|β|Φ)
)
=: I + II + III + IV.
In what follows, if β is a multi-index with βj > 0 then by β
j we mean the multi-index derived
from β by subtracting one from the j-th slot of β. We rewrite II:
II =
∑
|β|=k
(Dβu ◦ Φ)
∑
j∈{1,...,d}k
s.t. a(j)=β
∂xik+1
(
∂xi1Φ
j1 · · · ∂xikΦjk
)
,
and III:
III =
∑
1≤|βˆ|<k
d∑
j=1
(Dβˆ+eˆju ◦ Φ)
(
∂xik+1Φ
j
)
Pα
′
βˆ
(DΦ, . . . , D1+k−|βˆ|Φ)
=
∑
1≤|βˆ|<k
d∑
j=1
∑
2≤|β|≤k
1β=βˆ+eˆj (D
βu ◦ Φ)
(
∂xik+1Φ
j
)
Pα
′
βj (DΦ, . . . , D
2+k−|β|Φ)
=
∑
2≤|β|≤k
(Dβu ◦ Φ)

d∑
j=1
∑
1≤|βˆ|<k
1β=βˆ+eˆj 1βj>0
(
∂xik+1Φ
j
)
Pα
′
βj (DΦ, . . . , D
2+k−|β|Φ)

=
∑
2≤|β|≤k
(Dβu ◦ Φ)
{
d∑
j=1
1βj>0
(
∂xik+1Φ
j
)
Pα
′
βj (DΦ, . . . , D
2+k−|β|Φ)
}
.
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Therefore,
II + III + IV =
∑
|β|=k
(Dβu ◦ Φ)
{ ∑
j∈{1,...,d}k
s.t. a(j)=β
∂xik+1
(
∂xi1Φ
j1 · · · ∂xikΦjk
)
+
d∑
j=1
1βj>0
(
∂xik+1Φ
j
)
Pα
′
βj (DΦ, D
2Φ)
}
+
∑
2≤|β|<k
(Dβu ◦ Φ)
{
d∑
j=1
1βj>0
(
∂xik+1Φ
j
)
Pα
′
βj (DΦ, . . . , D
2+k−|β|Φ)
+ ∂xik+1
(
Pα
′
β (DΦ, . . . , D
1+k−|β|Φ)
)}
+
∑
|β|=1
(Dβu ◦ Φ) ∂xik+1
(
Pα
′
β (DΦ, . . . , D
kΦ)
)
.
To finish this proof it suffices to prove the following three statements:
1. for each |β| = k,
∑
j∈{1,...,d}k
s.t. a(j)=β
∂xik+1
(
∂xi1Φ
j1 · · · ∂xikΦjk
)
+
d∑
j=1
1βj>0
(
∂xik+1Φ
j
)
Pα
′
βj (DΦ, D
2Φ)
is a homogeneous polynomial of order k in DΦ and D2Φ;
2. for each 2 ≤ |β| ≤ k − 1,
d∑
j=1
1βj>0
(
∂xik+1Φ
j
)
Pα
′
βj (DΦ, . . . , D
2+k−|β|Φ) + ∂xik+1
(
Pα
′
β (DΦ, . . . , D
1+k−|β|Φ)
)
is a homogeneous polynomial of order |β| in DΦ, . . . , Dk+2−|β|Φ; and
3. for |β| = 1,
∂xik+1
(
Pα
′
β (DΦ, . . . , D
kΦ)
)
is a homogeneous polynomial of order one in DΦ, . . . , Dk+1Φ.
These statements follow easily from the inductive hypothesis and the product rule for differen-
tiation. 
Before we continue, we introduce some notation. For d ∈ N, U, V ⊂ Rd, I ⊂ R, Φ : U → V ,
and u : I × V → R, we define u} Φ : I × U → R by
u} Φ(t, x) = u(t,Φ(x)),
for (t, x) ∈ I × U .
The next lemma helps us estimate a function after the change of coordinates x 7→ Ψ(x) or
y 7→ Ψ−1(y).
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Lemma C.6. Let d ∈ N, k ∈ N, p ∈ [1,∞], I ⊂ R an interval with non-empty interior,
U, V ⊂ Rd be open, Φ ∈ C∞(U ;V ) be a diffeomorphism from U onto V such that | det(Du)| ≡
1, and u ∈ C∞(I × V ). Then there exists a constant C = C (d, k, ‖DΦ‖Ck−1(U)) such that
‖Dk(u} Φ)‖Lp(I×U) ≤ C‖u‖LptWk,px (I×V ). 
Proof. First we consider the case k = 1. For i ∈ {1, . . . , d} and (t, x) ∈ I × U , we have
∂xi(u(t,Φ(x))) =
d∑
j=1
uxj(t,Φ(x))∂xiΦ
j(x),
hence
(C.12)
‖D(u} Φ)‖Lp(I×U) ≤ C
(
d, ‖DΦ‖L∞(U)
) ‖Du} Φ‖Lp(I×U)
≤ C (d, ‖DΦ‖L∞(U)) ‖Du‖Lp(I×V ),
where we have used our assumption that | det(DΦ)| ≡ 1 in the last step.
For k ≥ 2, we let |α| = k, and apply Lemma C.5 to x 7→ u(t, x):
Dα(u} Φ) =
∑
j∈{1,...,d}
(
Da(j)u} Φ
) (
∂xi1Φ
j1 · · · ∂xikΦjk
)
+
∑
1≤|β|<k
(
Dβu} Φ
)
Pαβ
(
DΦ, · · · , D1+k−|β|Φ) .
We then estimate:
(C.13)
‖Dα(u} Φ)‖Lp(I×U)
≤
∑
j∈{1,...,d}k
∥∥Da(j)u} Φ∥∥
Lp(I×U)
(∥∥∂xi1Φj1∥∥L∞(U) · · · ∥∥∥∂xikΦjk∥∥∥L∞(U)
)
+
∑
1≤|β|<k
∥∥Dβu} Φ∥∥
Lp(I×U)
∥∥Pαβ (DΦ, · · · , D1+k−|β|Φ)∥∥L∞(U) .
From Lemma C.5 we know that Pαβ is a homogeneous polynomial of degree |β|. Therefore,
Pαβ
(
DΦ, · · · , D1+k−|β|Φ) is the sum of a number of monomials, the number of monomials
depending only on α and β, of order |β|. The L∞(U) norm of each factor of each monomial
can be bounded by ‖DΦ‖Ck−|β|(U). Since |α| = k and |β| < k, we see that each monomial can
be bounded by C(d, k)‖DΦ‖|β|
Ck−|β|(U), hence∥∥Pαβ (DΦ, · · · , D1+k−|β|Φ)∥∥L∞(U) ≤ C(d, k)‖DΦ‖|β|Ck−|β|(U).
We substitute this back into (C.13), to obtain
‖Dα(u} Φ)‖Lp(I×U) ≤
∑
j∈{1,...,d}k
∥∥Da(j)u} Φ∥∥
Lp(I×U) ‖DΦ‖
k
L∞(U)
+ C(d, k)
∑
1≤|β|<k
∥∥Dβu} Φ∥∥
Lp(I×U) ‖DΦ‖
|β|
Ck−|β|(U).
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Next, we use | det(DΦ)| ≡ 1, and then estimate, to see
(C.14)
‖Dα(u} Φ)‖Lp(I×U) ≤
∑
j∈{1,...,d}k
∥∥Da(j)u∥∥
Lp(I×V ) ‖DΦ‖
k
L∞(U)
+ C(d, k)
∑
1≤|β|<k
∥∥Dβu∥∥
Lp(I×V ) ‖DΦ‖
|β|
Ck−|β|(U).
≤ C(d, k, ‖DΦ‖Ck−1(U))
(∥∥Dku∥∥
Lp(I×V ) +
k−1∑
l=1
∥∥Dlu∥∥
Lp(I×V )
)
≤ C(d, k, ‖DΦ‖Ck−1(U))‖u‖LptWk,px (I×V ).

Next, we consider how ∆m changes under the change of coordinates x 7→ Ψ(x).
Lemma C.7. Let d ∈ N≥2, m ∈ N, I ⊂ R be an interval with non-empty interior, u ∈
C∞(I × ΩR), and set
v = u}Ψ−1 ∈ C∞(I ×Ψ(ΩR)).
Then there exist linear operators L0,M0 : C
∞(I ×Ψ(ΩR))→ C∞(I ×Ψ(ΩR)) such that:
1. for (t, x) ∈ I × ΩR,
∆mu(t, x) = L0v(t,Ψ(x)) +M0v(t,Ψ(x));
2. for (t, x) ∈ I × ΩR,
L0v(t,Ψ(x)) =
∑
|α|=|β|=m
(
Aαβ0 ◦Ψ(x)
)
DαDβv(t,Ψ(x)),
where
(C.15) Aαβ0 ◦Ψ(x) =
∑
j∈{1,...,d}m
s.t. a(j)=α
∑
k∈{1,...,d}m
s.t. a(k)=β
m∏
l=1
∇Ψjl(x) · ∇Ψkl(x),
for |α| = |β| = m and x ∈ ΩR; and
3. for p ∈ [1,∞], s ∈ N0, and w ∈ C∞(I×Ψ(ΩR)), there exists a constant C = C(d,m, s) such
that
s∑
k=0
‖∂ktM0w‖LptW 2m(s−k),px (I×Ψ(ΩR)) ≤ C
s∑
k=0
‖∂kt w‖LptW 2m(s+1−k)−1,px (I×Ψ(ΩR)). 
Remark C.8. Since Ψ is a C∞ diffeomorphism from B(0, R; d − 1) ×R onto itself, by rear-
ranging (C.15) we obtain a definition for Aαβ0 on all of B(0, R; d − 1) ×R, for |α| = |β| = m.

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Proof. 1. We apply Lemma C.5 with Φ = Ψ to v(t, ·), for t ∈ I:
(C.16)
∆mu(t, x) =
∑
i∈{1,...,d}m
(
∂2xi1 · · · ∂
2
xim
)
(v(t,Ψ(x)))
=
∑
i,j,k∈{1,...,d}m
(
Da(j)Da(k)v(t,Ψ(x))
) m∏
l=1
(
∂xilΨ
jl(x)
)(
∂xilΨ
kl(x)
)
+
∑
|β|≤2m−1
Dβv(t,Ψ(x))Pm,dβ (DΨ(x), . . . , D
2m+1−|β|Ψ(x))
=: L0v(t,Ψ(x)) +M0v(t,Ψ(x)),
for (t, x) ∈ I × ΩR, where Pm,dβ is a homogeneous polynomial of degree |β|.
2. For (t, x) ∈ I × ΩR, we compute
L0v(t,Ψ(x)) =
∑
j,k∈{1,...,d}m
(
Da(j)Da(k)v(t,Ψ(x))
) ∑
i∈{1,...,d}m
m∏
l=1
(
∂xilΨ
jl(x)
)(
∂xilΨ
kl(x)
)
=
∑
j,k∈{1,...,d}m
(
Da(j)Da(k)v(t,Ψ(x))
) m∏
l=1
∇Ψjl(x) · ∇Ψkl(x)
=
∑
|α|=|β|=m
{ ∑
j∈{1,...,d}m
s.t. a(j)=α
∑
k∈{1,...,d}m
s.t. a(k)=β
m∏
l=1
∇Ψjl(x) · ∇Ψkl(x)
}
DαDβv(t,Ψ(x)).
Therefore,
L0v(t,Ψ(x)) =
∑
|α|=|β|=m
(
Aαβ0 ◦Ψ(x)
)
DαDβv(t,Ψ(x)),
with the Aαβ0 from (C.15).
3. From (C.16), we have
(C.17) M0w(t, y) =
∑
|β|≤2m−1
Dβw(t, y)Pm,dβ (DΨ ◦Ψ−1(y), . . . , D2m+1−|β|Ψ ◦Ψ−1(y)),
for (t, y) ∈ I ×Ψ(ΩR).
We let k ∈ {0, . . . , s}, and α be a multi-index such that |α| ≤ 2m(s− k). Taking ∂ktDα of both
sides of (C.17), we see
∂ktD
αM0w(t, y)
=
∑
|β|≤2m−1
∑
γ≤α
(
α
γ
)(
∂ktD
β+γw(t, y)
)
Dα−γ
(
Pm,dβ (DΨ ◦Ψ−1(y), . . . , D2m+1−|β|Ψ ◦Ψ−1(y))
)
.
Therefore,
(C.18)
‖∂ktDαM0w‖Lp(I×Ψ(ΩR))
≤ C(d,m, s)
∑
|β|≤2m−1
∑
γ≤α
(∥∥∂ktDβ+γw∥∥Lp(I×Ψ(ΩR))
·
∥∥∥Dα−γ (Pm,dβ (DΨ ◦Ψ−1, . . . , D2m+1−|β|Ψ ◦Ψ−1))∥∥∥
L∞(Ψ(ΩR))
)
.
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We define Fm,dβ : ΩR → R via
Fm,dβ (x) = P
m,d
β (DΨ(x), . . . , D
2m+1−|β|Ψ(x)),
and hence
Pm,dβ (DΨ ◦Ψ−1(y), . . . , D2m+1−|β|Ψ ◦Ψ−1(y)) = Fm,dβ ◦Ψ−1(y),
for y ∈ Ψ(ΩR).
For y ∈ Ψ(ΩR), we thus have
(C.19) ‖Fm,dβ ◦Ψ−1‖L∞(Ψ(ΩR)) = ‖Fm,dβ ‖L∞(ΩR),
and
(C.20)
∥∥∥D (Fm,dβ ◦Ψ−1)∥∥∥
L∞(Ψ(ΩR))
≤ C(d)‖D(Ψ−1)‖L∞(Ψ(ΩR))‖DFm,dβ ‖L∞(ΩR).
For y ∈ Ψ(ΩR) and l ∈ N≥2, we apply Lemma C.5, to see
|Dl(Fm,dβ ◦Ψ−1(y))| ≤ C(d, l)
∑
1≤|β′|≤l
∣∣∣Dβ′Fm,dβ ◦Ψ−1(y)∣∣∣ ∣∣∣P˜ l,dβ′ (D(Ψ−1)(y), . . . , D1+l−|β′|(Ψ−1)(y))∣∣∣ ,
where each P˜ l,dβ′ is a homogeneous polynomial of degree |β′|. Therefore,
(C.21) ‖Dl(Fm,dβ ◦Ψ−1)‖L∞(Ψ(ΩR)) ≤ C
(
d, l, ‖D(Ψ−1)‖Cl−1(Ψ(ΩR))
) ∑
1≤|β′|≤l
∥∥∥Dβ′Fm,dβ ∥∥∥
L∞(ΩR)
.
We combine (C.19), (C.20), and (C.21):
‖Dl(Fm,dβ ◦Ψ−1)‖L∞(Ψ(ΩR)) ≤ C
(
d, l, ‖D(Ψ−1)‖Cmax{0,l−1}(Ψ(ΩR))
) ∑
0≤|β′|≤l
∥∥∥Dβ′Fm,dβ ∥∥∥
L∞(ΩR)
,
for l ∈ N0.
Observe thatDβ
′
Fm,dβ (x) is a homogeneous polynomial of order |β| inDΨ(x), . . . , D2m+1+|β
′|−|β|Ψ(x),
hence
‖Dl(Fm,dβ ◦Ψ−1)‖L∞(Ψ(ΩR)) ≤ C
(
d, l,m, |β|, ‖D(Ψ−1)‖Cmax{0,l−1}(Ψ(ΩR)), ‖DΨ‖C2m+1+l−|β|(ΩR)
)
,
for l ∈ N0. We substitute this back into (C.18), to obtain
‖∂ktDαM0w‖Lp(I×Ψ(ΩR))
≤ C (d,m, s, ‖D(Ψ−1)‖Cmax{0,2ms−1}(Ψ(ΩR)), ‖DΨ‖C2m(s+1)+1(ΩR)) ∥∥∂kt w∥∥LptW 2m(s+1−k)−1,px (I×Ψ(ΩR))
Therefore,
(C.22)
s∑
k=0
‖∂ktM0w‖LptW 2m(s−k),px (I×Ψ(ΩR))
≤ C (d,m, s, ‖D(Ψ−1)‖Cmax{0,2ms−1}(Ψ(ΩR)), ‖DΨ‖C2m(s+1)+1(ΩR))
·
s∑
k=0
∥∥∂kt w∥∥LptW 2m(s+1−k)−1,px (I×Ψ(ΩR)) .
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Next, we estimate ‖DlΨ‖L∞(ΩR) and ‖Dl(Ψ−1)‖L∞(Ψ(ΩR)), for l ∈ N. Firstly, we look at the
first-order derivatives:
∂xiΨ
j(x) = δi,j − δd,j(1− δi,d)∂xiG
(
x˜
R
)
,
for x ∈ ΩR. Therefore, using the fact that R ≥ 2, we see that
‖DΨ‖L∞(ΩR) ≤ C(d)
(
1 + ‖∇G‖L∞(B(0, 12 ;d−1))
)
≤ C(d).
Next, we look at the higher-order derivatives, that is, l ≥ 2, while again using the fact that
R ≥ 2:
‖DlΨ‖L∞(ΩR) ≤ C(d, l)R1−l‖DlG‖L∞(B(0, 12 ;d−1)) ≤ C(d, l).
Therefore, for any l ∈ N:
(C.23) ‖DlΨ‖L∞(ΩR) ≤ C(d, l).
Analogous calculations give us, for l ∈ N,
(C.24) ‖Dl(Ψ−1)‖L∞(Ψ(ΩR)) ≤ C(d, l).
We substitute this back into (C.22):
s∑
k=0
‖∂ktM0w‖LptW 2m(s−k),px (I×Ψ(ΩR)) ≤ C(d,m, s)
s∑
k=0
∥∥∂kt w∥∥LptW 2m(s+1−k)−1,px (I×Ψ(ΩR)) . 
In order to apply [8, Theorem 4] we need our specific L for (C.1) to be defined on the whole
of Rd in order to satisfy Assumption 1. 1 When we finally prove the Lp-estimates at the
wall we use cutoff functions to restrict attention to ΩR, hence we may modify A0 outside of
B(0, 1; d− 1)×R. We set
(C.25) Xi,j(x˜) =
δd,j if i = d,δi,j − δd,j∂xiG ( x˜R) otherwise,
for i, j ∈ {1, . . . , d} and x˜ ∈ B(0, R; d− 1). We observe that
(C.26) ∂xiΨ
j(x) = Xi,j(x˜),
for i, j ∈ {1, . . . , d} and x ∈ B(0, R; d− 1)×R.
By substituting (C.26) into (C.15), we obtain, for |α| = |β| = m and x ∈ B(0, R; d− 1)×R,
Aαβ0 ◦Ψ(x) =
∑
j∈{1,...,d}m
s.t. a(j)=α
∑
k∈{1,...,d}m
s.t. a(k)=β
m∏
l=1
(
d∑
i=1
Xi,jl(x˜)Xi,kl(x˜)
)
.
1We are grateful to H. Dong, the first author of [8], for clarifying this for us in a personal communication.
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If we set y = Ψ(x), for x ∈ B(0, R; d − 1) × R, then y˜ = x˜, and since Aαβ0 ◦ Ψ(x) does not
depend on xd, we have
(C.27) Aαβ0 (y) =
∑
j∈{1,...,d}m
s.t. a(j)=α
∑
k∈{1,...,d}m
s.t. a(k)=β
m∏
l=1
(
d∑
i=1
Xi,jl(y˜)Xi,kl(y˜)
)
,
for y ∈ B(0, R; d− 1)×R.
We let ι ∈ C∞c
(
B
(
0, 11
10
; d− 1) ; [0, 1]) be a smooth cutoff function such that ι|B(0,1;d−1) ≡ 1.
Next, we define
(C.28) Aˆαβ0 (y) = ι(y˜)A
αβ
0 (y) + (1− ι(y˜)) δα,β
|α|!
α!
,
which is defined for all y ∈ Rd. Furthermore, Aˆαβ0 (y) = Aαβ0 (y) for y ∈ B (0, 1; d− 1)×R. We
set
(C.29) Lˆ0v =
∑
|α|=|β|=m
Aˆαβ0 D
αDβv.
Since the coefficients of L0 and Lˆ0 do not depend on t, in the following we will treat them as
functions from Rd into R.
Next, we prove various properties of Lˆ0.
Lemma C.9. Suppose d ∈ N≥2 and m ∈ N. Then there exists a δ = δ(d,m) > 0 such that
the following statements are true:
1. Aˆαβ0 is smooth, hence measurable, on R
d for every |α| = |β| = m, and for every k ∈ N0
there exists a constant C = C(d,m, k) such that
‖Aˆ0‖Ck(Rd) :=
∑
|α|,|β|=m
‖Aˆαβ0 ‖Ck(Rd) ≤ C;
2. for every ρ > 0, the coefficients of Lˆ0 satisfy Assumption 1 (ρ) with an R0 = R0(d,m, ρ) ∈
(0, 1];
3. the coefficients of Lˆ0 satisfy (C.2) with the above stated δ; and
4. |Aˆαβ0 | ≤ δ−1, for every |α| = |β| = m. 
Proof. 1. From the definition of Aˆαβ0 , see (C.28), we see that Aˆ
αβ
0 is smooth on R
d, if Aαβ0 is
smooth on B
(
0, 11
10
; d− 1)×R. Furthermore, we see that Aαβ0 is smooth on B (0, 1110 ; d− 1)×R,
if G is smooth on B
(
0, 11
20
; d− 1), since R ≥ 2, which is clearly true. We now move onto the
quantitative estimates.
We let k ∈ N0 be arbitrary. Using the fact that Ck(Rd) with its usual norm
(C.30) ‖u‖Ck(Rd) =
∑
|α|≤k
‖Dαu‖L∞(Rd)
APPENDIX C. LP -ESTIMATES 153
is a Banach algebra, we have:
(C.31) ‖Aˆαβ0 ‖Ck(Rd) ≤ C
(
d,m, k, ‖ι‖Ck(Rd)
) (‖Aαβ0 ‖Ck(B(0, 1110 ;d−1)×R) + 1) .
Before we continue, we set up some notation. For any semi-norm [·], we set
[X] =
d∑
i,j=1
[Xi,j].
Again, using the fact that Ck(Rd) with (C.30) as norm is a Banach algebra, we estimate from
(C.27), to obtain
(C.32) ‖Aαβ0 ‖Ck(B(0, 1110 ;d−1)×R) ≤ C(d,m, k)‖X‖
2m
Ck(B(0, 1110 ;d−1))
.
Note that the previous expression is well-defined, because from (C.25) we see that Xi,j is
defined on B(0, R; d − 1) ⊃ B (0, 11
10
; d− 1), and from (C.27), we see that Aαβ0 is defined on
B(0, R; d− 1)×R ⊃ B (0, 11
10
; d− 1)×R, since R ≥ 2.
Next, we use (C.25), to see
|DlXi,j(x˜)| ≤ 1 +R−l
∣∣∣∣Dl∇G( x˜R
)∣∣∣∣ ,
for i, j ∈ {1, . . . , d} and x˜ ∈ B(0, R; d− 1). We use this, to see
‖Xi,j‖Ck(B(0, 1110 ;d−1)) ≤ C(d, k)
k∑
l=0
(
1 +R−l‖Dl∇G‖L∞(B(0, 1110R ;d−1))
)
≤ C(d, k)
(
1 + ‖∇G‖Ck(B(0, 1120 ;d−1))
)
,
for i, j ∈ {1, . . . , d}, where we have used the fact that R ≥ 2 to obtain the last inequality.
Therefore,
‖X‖Ck(B(0, 1110 ;d−1)) ≤ C(d, k)
(
1 + ‖∇G‖Ck(B(0, 1120 ;d−1))
)
.
We substitute this back into (C.32), to obtain
‖Aαβ0 ‖Ck(B(0, 1110 ;d−1)×R) ≤ C
(
d,m, k, ‖∇G‖Ck(B(0, 1120 ;d−1))
)
≤ C(d,m, k).
We substitute this back into (C.31) to obtain the desired result.
2. For (t, y) ∈ Rd+1 and r > 0, we use 1 from this lemma, to compute:
oscx(Aˆ
αβ
0 , U
−((t, y), r; d,m)) =
 
U−((t,y),r;d,m)
∣∣∣∣Aˆαβ0 (s, y′)−  
B(y,r;d)
Aˆαβ0 (s, z) dz
∣∣∣∣ dy′ ds
≤ 2‖Aˆ0‖C1(Rd) r
≤ C(d,m)r,
hence (
Aˆ0
)#
R
= sup
q∈Rd+1
sup
r∈(0,R]
sup
|α|=|β|=m
oscx(Aˆ
αβ
0 , U
−(q, r; d,m))
≤ C0(d,m)R.
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Therefore, for any ρ > 0, our operator Lˆ0 satisfies Assumption 1 (ρ) with
R0 = min
{
1,
ρ
C0(d,m)
}
= C(d,m, ρ).
3 and 4. We will now show that there exists a δ0 = δ0(m) > 0 such that A
αβ
0 (y) satisfies
(C.33)
∑
|α|=|β|=m
Aαβ0 (y)ξ
αξβ ≥ δ0|ξ|2m,
for all ξ ∈ Rd and y ∈ B (0, 11
10
; d− 1)×R. For such ξ and y, we use (C.27):
∑
|α|=|β|=m
Aαβ0 (y)ξ
αξβ =
∑
|α|=|β|=m
{ ∑
j∈{1,...,d}m
s.t. a(j)=α
∑
k∈{1,...,d}m
s.t. a(k)=β
m∏
l=1
(
d∑
i=1
Xi,jl(y˜)Xi,kl(y˜)
)}
ξαξβ.
We manipulate the expression on the right, to obtain
(C.34)
∑
|α|=|β|=m
Aαβ0 (y)ξ
αξβ =
∑
|α|=|β|=m
{ ∑
j∈{1,...,d}m
s.t. a(j)=α
∑
k∈{1,...,d}m
s.t. a(k)=β
m∏
l=1
(
d∑
i=1
Xi,jl(y˜)Xi,kl(y˜)
)}
ξαξβ
=
∑
j,k∈{1,...,d}m
(
m∏
l=1
d∑
i=1
Xi,jl(y˜)Xi,kl(y˜)
)
ξa(j)ξa(k)
=
∑
j,k∈{1,...,d}m
(
m∏
l=1
d∑
i=1
(ξjlXi,jl(y˜)) (ξklXi,kl(y˜))
)
=
m∏
l=1
d∑
i,j,k=1
(ξjXi,j(y˜)) (ξkXi,k(y˜))
=
m∏
l=1
d∑
i=1
(
d∑
j=1
ξjXi,j(y˜)
)(
d∑
k=1
ξkXi,k(y˜)
)
=
m∏
l=1
d∑
i=1
(
d∑
j=1
ξjXi,j(y˜)
)2
.
Next, we focus on
d∑
j=1
ξjXi,j(y˜).
We substitute the definition of Xi,j, see (C.25), into the previous expression, to obtain
d∑
j=1
ξjXi,j(y˜) =

∑d
j=1 ξjδd,j if i = d,∑d
j=1 ξj
[
δi,j − δd,j∂xiG
(
y˜
R
)]
otherwise
=
ξd if i = d,ξi − ξd∂xiG( y˜R) otherwise,
for i ∈ {1, . . . , d}. Observe that
d∑
j=1
ξjXi,j(y˜) =
(
ξ − ξd∇G
(
y˜
R
))
i
,
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if we consider G to be a function from B(0, 1; d − 1) × R which is independent of the last
coordinate. We substitute this back into (C.34):
∑
|α|=|β|=m
Aαβ0 (y)ξ
αξβ =
m∏
l=1
∣∣∣∣ξ − ξd∇G( y˜R
)∣∣∣∣2 = ∣∣∣∣ξ − ξd∇G( y˜R
)∣∣∣∣2m .
Since R ≥ 2, y˜ ∈ B (0, 11
10
; d− 1), and
‖∇G‖L∞(B(0, 1120 ;d−1)) = ‖F
′‖L∞([0, 1120 ]) =
11
3
√
31
< 1,
we have ∑
|α|=|β|=m
Aαβ0 (y)ξ
αξβ ≥
(
1− 11
3
√
31
)2m
|ξ|2m,
which is our desired inequality (C.33), where δ0 =
(
1− 11
3
√
31
)2m
> 0.
Next, we let y ∈ Rd be arbitrary. Recall from (C.5) that∑
|α|=|β|=m
δα,β
|α|!
α!
ξαξβ = |ξ|2m.
For y ∈ Rd, we combine this and (C.33):∑
|α|=|β|=m
Aˆαβ0 (y)ξ
αξβ =
∑
|α|=|β|=m
(
ι(y˜)Aαβ0 (y) + (1− ι(y˜)) δα,β
|α|!
α!
)
ξαξβ
≥ (ι(y˜)δ0 + (1− ι(y˜))) |ξ|2m
≥ δ0|ξ|2m.
Finally, we will show the existence of a δ = δ(d,m) such that δ ≤ δ0 and
δ ≤ 1
1 + ‖Aˆ0‖C0(Rd)
.
From Part 1 of this lemma we know that there exists a constant C1 = C1(d,m) > 0 such that
1
1 + ‖Aˆ0‖C0(Rd)
≥ C1.
Therefore, we may set δ = min{δ0, C1} > 0 which clearly only depends on d and m. 
Before we continue we set up some notation. For r ∈ (0, 1], R ≥ 2, d ∈ N≥2, m ∈ N, and
• ∈ {−, ◦}, we set
U•(r, R; d,m) = I•(1, r;m)× (B(0, r; d) ∩B(Reˆd, R; d)) ,
ΓˆwU•(r, R; d,m) = I•(1, r;m)× (B(0, r; d) ∩ ∂B(Reˆd, R; d)) ,
V•(r, R; d,m) = I•(1, r;m)×Ψ (B(0, r; d) ∩B(Reˆd, R; d)) , and
ΓˆwV•(R; d,m) = I•(1, r;m)×Ψ (B(0, r; d) ∩ ∂B(Reˆd, R; d)) .
Next, we consider u a solution to Hmu = f , and calculate the equation satisfied by v = u}Ψ−1.
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Lemma C.10. Let d ∈ N≥2, m ∈ N, R ≥ 2, • ∈ {−, ◦}, and U0 = U•(1, R; d,m). We suppose
that f ∈ C∞(U0) and u ∈ C∞(U0 ∩ ΓˆwU0) solves{
∂tu+ (−∆)mu = f in U0 and
Dαu = 0 for |α| ≤ m− 1 on ΓˆwU0.
Furthermore, we set V0 = V•(1, R; d,m) and v = u}Ψ−1 ∈ C∞(V0 ∪ ΓˆwV0). Then v solves{
∂tv + (−1)mLˆ0v = g in V0 and
∂kydv = 0 for k ∈ {0, . . . ,m− 1} on ΓˆwV0,
where
g(t, y) = f(t,Ψ−1(y)) + (−1)mM0v(t, y),
for (t, y) ∈ V0. Here Lˆ0 and M0 are given by Lemma C.7 and (C.29). 
Proof. From Lemma C.7, we obtain
∆mu(t, x) = L0v(t,Ψ(x)) +M0v(t,Ψ(x)),
hence
∂tv(t,Ψ(x)) + (−1)mL0v(t,Ψ(x)) = f(t, x) + (−1)m+1M0v(t,Ψ(x)) = g(t,Ψ(x)),
for (t, x) ∈ U0. Furthermore, since Aˆ0(y) = A0(y) when y˜ ∈ B(0, 1; d− 1), we obtain
∂tv(t, y) + (−1)mLˆ0v(t, y) = g(t, y),
for (t, y) ∈ V0.
All that is left to show are the boundary conditions, that is,
∂kydv = 0 for k ∈ {0, . . . ,m− 1} on ΓˆwV0.
Since u|ΓˆwU0 ≡ 0, we have v|ΓˆwV0 ≡ 0. If m ≥ 2 then
∂ydv(t, y) =
d∑
i=1
∂xiu(t,Ψ
−1(y))
(
∂ydΨ
−1(y)
)i
.
Since (t, y) ∈ ΓˆwV0 implies that (t,Ψ−1(y)) ∈ ΓˆwU0, and Dαu = 0 on ΓˆwU0 for |α| = 1, we have
∂ydv|ΓˆwV0 ≡ 0. Finally, we look at the case k ∈ {2, . . . ,m − 1}. For fixed t ∈ I•(1, 1;m), we
apply Lemma C.5 to y 7→ u(t,Ψ−1(y)) = v(t, y), to see
∂kydv(t, y) =
∑
j∈{1,...,d}k
(Da(j)u(t,Ψ−1(y)))(∂yd(Ψ
−1)j1 · · · ∂yd(Ψ−1)jk)
+
∑
1≤|β|<k
(Dβu(t,Ψ−1(y)))P (0,...,0,k)β (D(Ψ
−1)(y), · · · , Dk+1−|β|(Ψ−1)(y)).
Again, since (t, y) ∈ ΓˆwV0 implies that (t,Ψ−1(y)) ∈ ΓˆwU0, and Dαu ≡ 0 in ΓˆwU0 for all
|α| ≤ m− 1, we have ∂kydv|ΓˆwV0 ≡ 0. 
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Before we prove the boundary estimates, we explicitly describe the corollary obtained by com-
bining [8, Theorem 4] with [8, Remark 1]. Furthermore, since we only deal with scalar equations,
we assume that n = 1. Before we state the corollary, we define some notation:
A+T = (−∞, T )×Rd+, and
ΓˆwA+T = (−∞, T )× ∂Rd+.
Theorem C.11 ([8, Theorem 4 and Remark 1]). Let d ∈ N≥2, m ∈ N, p ∈ (1,∞), T > 0,
f ∈ Lp(A+T ) such that f |A+0 ≡ 0 almost everywhere, and u ∈ Y 1,pm (A
+
T ) such that u|A+0 ≡ 0
almost everywhere. Furthermore, we suppose that u solves{
ut + (−1)mLu = f in A+T and
∂kxdu = 0 for k ∈ {0, . . . ,m− 1} on ΓˆwA+T ,
where the boundary condition is interpreted in the trace sense. Then there exists a ρ =
ρ(d,m, p, δ) such that under Assumption 1 (ρ), there exists a constant C = C(d,m, p, δ,K,R0, T )
such that
‖D1,2mu‖Lp(A+T ) ≤ C‖f‖Lp(A+T ). 
Remark C.12. Note that in [8] Rd+ = {x ∈ Rd : x1 > 0}. However, since (C.2) and
Assumption 1 (ρ) are rotation invariant, we may simply rotate the set up in [8] so that Rd+ =
{x ∈ Rd : xd > 0}. 
We now look at higher-order estimates for solutions to (C.1) on A+T .
Lemma C.13. Let d ∈ N≥2, m ∈ N, p ∈ (1,∞), T > 0, f ∈ C∞(A+T ) such that f |A+0 ≡ 0, and
u ∈ C∞(A+T ∪ ΓˆwA+T ) such that u|A+0 ≡ 0. Furthermore, suppose that u solves
(C.35)
{
ut + (−1)mLu = f in A+T and
∂kxdu = 0 for k ∈ {0, . . . ,m− 1} on ΓˆwA+T ,
where L contains no lower-order terms, and the remaining leading-order coefficients are inde-
pendent of t and smooth in x on Rd, that is, L has the form
Lu(t, x) =
∑
|α|=|β|=m
Aαβ(x)DαDβu(t, x).
Let ρ = ρ(d,m, p, δ) be the same as the one required in Theorem C.11. Then under Assumption
1 (ρ) and for any s ∈ N0, there exists C = C
(
d,m, s, p, δ, R0, T, ‖A‖C2ms(Rd)
)
such that
‖ (D1,2m)s+1 u‖Lp(A+T ) ≤ C (‖f‖Y s,pm (A+T ) + ‖u‖Lp(A+T )) . 
In order to reduce notational burden, we let every constant in the following proof depend
implicitly on d,m, p, δ, R0, and T .
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Proof. We will prove this lemma by induction on s ∈ N0.
Base case. For s = 0 the desired estimates is
‖D1,2mu‖Lp(A+T ) ≤ C
(
‖f‖Lp(A+T ) + ‖u‖Lp(A+T )
)
,
which is a simple consequence of Theorem C.11.
Inductive step. We now assume that we have proven the lemma for a specific value of
s = k ∈ N0. Our task is now to prove the lemma for s = k + 1. We observe that ∂tu solves
(C.35) with f 7→ ∂tf . We apply our inductive hypothesis along with Theorem C.11:
(C.36)
‖ (D1,2m)k+1 ∂tu‖Lp(A+T ) ≤ C (k, ‖A‖C2mk(Rd)) (‖∂tf‖Y k,pm (A+T ) + ‖∂tu‖Lp(A+T ))
≤ C (k, ‖A‖C2mk(Rd)) ‖f‖Y k+1,pm (A+T ).
This gives us the estimate
(C.37)
k+2∑
i=1
‖∂itD2m(k+2−i)u‖Lp(A+T ) ≤ C
(
k, ‖A‖C2mk(Rd)
) ‖f‖Y k+1,pm (A+T ).
If we can estimate ‖D2m(k+2)u‖Lp(A+T ), we can then obtain an estimate on ‖ (D
1,2m)
k+2
u‖Lp(A+T ).
We let γ be a multi-index such that |γ| = 2m and γd = 0. We have that v = Dγu solves{
vt + (−1)mLv = f˜ in A+T and
∂kxdv = 0 for k ∈ {0, . . . ,m− 1} on ΓˆwA+T ,
where
(C.38) f˜ = Dγf + (−1)m+1
∑
|α|=|β|=m
∑
σ<γ
(
γ
σ
)(
Dγ−σAαβ
) (
Dα+β+σu
)
.
We apply our inductive hypothesis:
(C.39) ‖ (D1,2m)k+1 v‖Lp(A+T ) ≤ C (k, ‖A‖C2mk(Rd)) (‖f˜‖Y k,pm (A+T ) + ‖v‖Lp(A+T )) .
We estimate ‖f˜‖Y k,pm (A+T ) using (C.38) and the definition of Y
k,p
m (see 24 in Appendix A):
(C.40)
‖f˜‖Y k,pm (A+T ) ≤ ‖D
γf‖Y k,pm (A+T ) + C
∑
|α|=|β|=m
∑
σ<γ
‖ (Dγ−σAαβ) (Dα+β+σu) ‖Y k,pm (A+T )
= ‖Dγf‖Y k,pm (A+T ) + C
∑
|α|=|β|=m
∑
σ<γ
(
‖ (Dγ−σAαβ) (Dα+β+σu) ‖Lp(A+T )
+ ‖ (D1,2m)k [(Dγ−σAαβ) (Dα+β+σu)] ‖Lp(A+T )).
We use the definition of Y k,pm (see 24 in Appendix A), and interpolate by applying [1, Theorem
5.2] on Rd+, and then integrating in time, to obtain
(C.41)
‖Dγf‖Y k,pm (A+T ) = ‖D
γf‖Lp(A+T ) + ‖
(
D1,2m
)k
Dγf‖Lp(A+T )
≤ C(k)
(
‖f‖Lp(A+T ) + ‖D
2m(k+1)f‖Lp(A+T )
)
+ ‖ (D1,2m)k+1 f‖Lp(A+T )
≤ C(k)‖f‖Y k+1,pm (A+T ).
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We estimate, to obtain
(C.42)
∑
|α|=|β|=m
∑
σ<γ
‖ (Dγ−σAαβ) (Dα+β+σu) ‖Lp(A+T ) ≤ C(‖A‖C2m(A+T ))‖u‖LptW 4m−1,px (A+T ).
We use Leibniz’s rule, to obtain
(C.43)
∑
|α|=|β|=m
∑
σ<γ
‖ (D1,2m)k [(Dγ−σAαβ) (Dα+β+σu)] ‖Lp(A+T )
≤ C(k, ‖A‖C2m(k+1)(Rd))
k∑
i=0
‖∂itu‖LptW 2m(k+2−i)−1,px (A+T ).
We now substitute (C.41), (C.42), and (C.43) back into (C.40), to obtain:
‖f˜‖Y k,pm (A+T ) ≤ C(k, ‖A‖C2m(k+1)(A+T ))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
‖∂itu‖LptW 2m(k+2−i)−1x (A+T )
)
.
We substitute this estimate back into (C.39):
‖ (D1,2m)k+1Dγu‖Lp(A+T )
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
)
.
Therefore,
(C.44)
∑
|α|=2m(k+2)
s.t. αd≤2m(k+1)
‖Dαu‖Lp(A+T )
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
)
.
Next, we suppose that γd > 0. We introduce some new notation by settingA
dd := A(0,...,0,m)(0,...,0,m).
We substitute ξ = eˆd into (C.2):
Add(x) ≥ δ,
for all x ∈ Rd. We set Γ = (0, . . . , 0, 2mk) and v = DΓ+γ∂2mxd u. We rearrange (C.35):
Add∂2mxd u = (−1)mf + (−1)m+1ut −
∑
|α|=|β|=m
s.t. αd+βd<2m
AαβDαDβu.
We differentiate both sides of this with respect to DΓ+γ:
Addv = (−1)mDΓ+γf + (−1)m+1DΓ+γut −
∑
σ<Γ+γ
(
Γ + γ
σ
)(
DΓ+γ−σAdd
) (
Dσ∂2mxd u
)
−
∑
|α|=|β|=m
s.t. αd+βd<2m
∑
σ≤Γ+γ
(
Γ + γ
σ
)(
DΓ+γ−σAαβ
) (
Dα+β+σu
)
.
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We estimate using (C.36) and (C.44):
‖Dγ∂2m(k+1)xd u‖Lp(A+T )
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) + ‖
(
D1,2m
)k+1
∂tu‖Lp(A+T )
+ ‖u‖
LptW
2m(k+2)−1,p
x (A+T )
+
∑
|α|=2m(k+2)
s.t. αd<2m(k+1)+γd
‖Dαu‖Lp(A+T )
)
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) + ‖u‖LptW 2m(k+2)−1,px (A+T )
+
∑
|α|=2m(k+2)
s.t. αd<2m(k+1)+γd
‖Dαu‖Lp(A+T )
)
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
+
∑
|α|=2m(k+2)
s.t. 2m(k+1)<αd<2m(k+1)+γd
‖Dαu‖Lp(A+T )
)
.
Therefore, for l ∈ {1, . . . , 2m}, we obtain
(C.45)
∑
|α|=2m(k+2)
s.t. αd=2m(k+1)+l
‖Dαu‖Lp(A+T )
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
+
l−1∑
l′=1
∑
|α|=2m(k+2)
s.t. αd=2m(k+1)+l
′
‖Dαu‖Lp(A+T )
)
.
For l ∈ {1, . . . , 2m}, we set
Ql =
l∑
l′=1
∑
|α|=2m(k+2)
s.t. αd=2m(k+1)+l
′
‖Dαu‖Lp(A+T ).
For l ∈ {1, . . . , 2m− 1}, we have
Ql+1 ≤ C
(
k, ‖A‖C2m(k+1)(Rd)
)(‖f‖Y k+1,pm (A+T ) + k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T ) +Ql
)
.
We iterate this recurrence relation:
(C.46)
Q2m ≤ C
(
k, ‖A‖C2m(k+1)(Rd)
)(
Q1 + ‖f‖Y k+1,pm (A+T )
+
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
)
.
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Using (C.45), we obtain
Q1 =
∑
|α|=2m(k+2)
s.t. αd=2m(k+1)+1
‖Dαu‖Lp(A+T )
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
)
.
We combine this with (C.44) and (C.46):
‖D2m(k+2)u‖Lp(A+T )
=
∑
|α|=2m(k+2)
s.t. αd≤2m(k+1)
‖Dαu‖Lp(A+T ) +Q2m
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
)
.
We combine this with (C.37):
‖ (D1,2m)k+2 u‖Lp(A+T )
≤ C (k, ‖A‖C2m(k+1)(Rd))
(
‖f‖Y k+1,pm (A+T ) +
k∑
i=0
∥∥∂itu∥∥LptW 2m(k+2−i)−1,px (A+T )
)
.
We apply Lemma C.17:
‖ (D1,2m)k+2 u‖Lp(A+T ) ≤ C (k, ‖A‖C2m(k+1)(Rd)) (‖f‖Y k+1,pm (A+T ) + ‖u‖Lp(A+T )) ,
which is the estimate we are after. 
Before we prove the Lp-estimates at the wall, we have an analogue of Lemma C.2.
Lemma C.14. Let d ∈ N≥2, m ∈ N, s ∈ N0, p ∈ (1,∞), ε ∈ (0, 1], • ∈ {−, ◦}, and
U0 = U
•(q0, r0, R; d,m) ∈ Λ∂p(R; d,m). Suppose that u ∈ C∞(U0 ∪ ΓˆwU0) satisfies Dαu = 0 on
ΓˆwU0 for |α| ≤ m− 1. Then there exists a constant C = C (d,m, s, p, ε) such that
‖ (D1,2m)s+1 u‖Lp( 12U0)
≤ C
(
r−2ms0 ‖Hmu‖Lp(U0) + ‖
(
D1,2m
)s
Hmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)
)
(C.47)
+ ε‖ (D1,2m)s+1 u‖Lp(U0). 
In order to reduce our notational burden, we let every constant in the following proof depend
implicitly on d,m, s, and p.
Proof. Since our situation is invariant under translation and rotation, we first rotate in space so
that x0 7→ −Reˆd, where q0 = (t0, x0), and then translate in space and time so that (t0,−Reˆd) 7→
(1, 0). After such a transformation, we have U0 = U•(r, R; d,m). We set V0 = V•(r, R; d,m).
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First we consider the case r = 1. We set v = u}Ψ−1 ∈ C∞(V0 ∪ ΓˆwV0). From Lemma C.10 we
know that v solves {
∂tv + (−1)mLˆ0v = g in V0 and
∂kydv = 0 for k ∈ {0, . . . ,m− 1} on ΓˆwV0,
where
g(t, y) = f(t,Ψ−1(y)) + (−1)mM0v(t, y)
and f = Hmu, for (t, y) ∈ V0, and Lˆ0 is from (C.29).
We let η ∈ C∞c (U◦((1, 0), 1; d,m); [0, 1]) be a smooth cutoff function such that η| 1
2
U◦((1,0),1;d,m) ≡
1, and ζ = η } Ψ−1 ∈ C∞c ((0, 2) × Ψ(B(0, 1; d)); [0, 1]). We extend ζ smoothly to all of Rd+1
by setting ζ ≡ 0 on Rd+1 \ ((0, 2)×Ψ(B(0, 1; d)). Observe that
ζ|(1−2−2m,1+2−2m)×Ψ(B(0, 1
2
;d)) ≡ 1.
For l, k ∈ N0, we use the fact that ‖∂ltDkη‖L∞(Rd+1) ≤ C(l, k), and apply Lemma C.5, keeping
in mind (C.24):
‖∂ltDkζ‖L∞((0,2)×Ψ(B(0,1;d))) = ‖Dk(∂ltη }Ψ−1)‖L∞((0,2)×Ψ(B(0,1;d)))
≤ C (l, k, ‖D(Ψ−1)‖Cmax{1,k−1}(Ψ(B(0,1;d)))) k∑
i=1
‖∂ltDiη‖L∞((0,2)×B(0,1;d))
≤ C(l, k).
Since ζ ≡ 0 outside (0, 2)×Ψ(B(0, 1; d)), we have
(C.48) ‖∂ltDkζ‖L∞(Rd+1) ≤ C(l, k).
We set
T =
1 if • = −,2 if • = ◦.
We set w = ζv and I = Lˆ0w − ζLˆ0v, and calculate:
I =
∑
|α|=|β|=m
∑
γ<α+β
(
α + β
γ
)
Aˆαβ0
(
Dα+β−γζ
)
(Dγv) .
Hence
‖I‖Y s,pm (A+T ) = ‖I‖Lp(A+T ) +
s∑
l=0
‖∂ltD2m(s−l)I‖Lp(A+T )
≤ C
( ∑
|α|=|β|=m
∑
γ<α+β
(
‖Aˆαβ0
(
Dα+β−γζ
)
(Dγv) ‖Lp(A+T )
+
s∑
l=0
∥∥∥∂ltD2m(s−l) (Aˆαβ0 (Dα+β−γζ) (Dγv))∥∥∥
Lp(A+T )
))
≤ C‖Aˆ0‖C2ms(Rd)‖ζ‖Cs+2m(s+1)(Rd+1)
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0) .
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Lemma C.9 Part 1 and (C.48) hence yield:
(C.49) ‖I‖Y s,pm (A+T ) ≤ C
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0) .
We see that w solves {
∂tw + (−1)mLˆ0w = g˜ in A+T and
∂kydw = 0 for k ∈ {0, . . . ,m− 1} on ΓˆwA+T ,
where
(C.50) g˜ = ζg + (−1)mI + ∂tζv.
Observe that w|A+0 ≡ g˜|A+0 ≡ 0.
We apply Lemma C.13, along with Lemma C.9, to w, to see:
‖ (D1,2m)s+1w‖Lp(A+T ) ≤ C (‖g˜‖Y s,pm (A+T ) + ‖w‖Lp(A+T )) .
Next, we use w = ζv, to see
(C.51)
‖ (D1,2m)s+1 v‖Lp(V•( 12 ,R;d,m)) ≤ ‖ (D1,2m)s+1 w‖Lp(A+T )
≤ C
(
‖g˜‖Y s,pm (A+T ) + ‖w‖Lp(A+T )
)
≤ C
(
‖g˜‖Y s,pm (A+T ) + ‖v‖Lp(V0)
)
.
We now wish to estimate ‖g˜‖Y s,pm (A+T ). In order to do this we want to estimate ‖ζg‖Y s,pm (A+T ). We
estimate, using (C.48) and Leibniz’s rule, to see
(C.52)
‖ζg‖Y s,pm (A+T ) ≤ ‖ζg‖Lp(A+T ) +
s∑
l=0
‖∂ltD2m(s−l)(ζg)‖Lp(A+T )
≤ C
s∑
l=0
‖∂ltg‖LptW 2m(s−l),px (V0)
≤ C
(
s∑
l=0
‖∂ltf }Ψ−1‖LptW 2m(s−l),px (V0) +
s∑
l=0
‖∂ltM0v‖LptW 2m(s−l),px (V0)
)
=: C(A+B).
Next, we estimate A and B separately. First we estimate B using Lemma C.7 Part 3, to obtain
(C.53) B ≤ C
s∑
l=0
‖∂ltv‖LptW 2m(s+1−l)−1,px (V0).
We now turn our attention towards A. We apply Lemma C.6, along with (C.10) and (C.24):
A ≤ C
s∑
l=0
‖∂ltf‖LptW 2m(s−l),px (U0).
APPENDIX C. LP -ESTIMATES 164
If s = 0 then
A ≤ C‖f‖Lp(U0) ≤ C‖f‖Y s,pm (U0).
If s ≥ 1 then we interpolate by applying Lemma C.17, to see
A ≤ C
s∑
l=0
‖∂ltf‖LptW 2m(s−l),px (U0)
≤ C‖f‖Y s,pm (U0).
Therefore, in any case,
(C.54) A ≤ C‖f‖Y s,pm (U0).
We now combine (C.53), (C.54), and (C.52), to finish our estimate on ζg:
‖ζg‖Y s,pm (A+T ) ≤ C
(
‖f‖Y s,pm (U0) +
s∑
l=0
‖∂ltv‖LptW 2m(s+1−l)−1,px (V0)
)
.
We combine this with (C.49) and (C.50), while keeping in mind (C.48), to obtain our desired
estimate on g˜:
‖g˜‖Y s,pm (A+T ) ≤ C
(
‖f‖Y s,pm (U0) +
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0)
)
.
We substitute this estimate back into (C.51):
(C.55) ‖ (D1,2m)s+1 v‖Lp(V•( 12 ,R;d,m)) ≤ C
(
‖f‖Y s,pm (U0) +
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0)
)
.
We now wish to use this estimate on v to obtain an estimate on u. Our first step is to estimate
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0)
in terms of u. We first substitute the definition of v into the above, to see
(C.56)
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0) ≤ C s∑
l=0
∑
|α|≤2m(s+1−l)−1
∥∥Dα (∂ltu}Ψ−1)∥∥Lp(V0) .
Next, we apply Lemma C.6, while keeping in mind (C.10), to see
(C.57)
∥∥Dα (∂ltu}Ψ−1)∥∥Lp(V0) ≤ ∥∥D|α| (∂ltu}Ψ−1)∥∥Lp(V0)
≤ C
(
|α|, ∥∥D(Ψ−1)∥∥
C|α|−1(Ψ(ΩR))
)
‖∂ltu‖LptW |α|,px (U0),
where |α| > 0 and l ∈ N0. For α = 0 and l ∈ N0, we simply use (C.10), to see∥∥∂ltu}Ψ−1∥∥Lp(V0) = ‖∂ltu‖Lp(U0).
For k ∈ N, (C.24) gives us
‖Dk(Ψ−1)‖L∞(ΩR) ≤ C(k).
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We substitute this back into (C.57), to see∥∥Dα (∂ltu}Ψ−1)∥∥Lp(V0) ≤ C (|α|) ‖∂ltu‖LptW |α|,px (U0),
where |α| > 0 and l ∈ N0. Finally, we substitute this back into (C.56) to obtain our desired
estimate:
(C.58)
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0) ≤ C s∑
l=0
‖∂ltu‖LptW 2m(s+1−l)−1,px (U0).
We now continue with our aim of using (C.55) to obtain an estimate on u. Our next step is to
obtain a lower bound on
‖ (D1,2m)s+1 v‖Lp(V•( 12 ,R;d,m))
it terms of u. We approach this by first estimating
‖ (D1,2m)s+1 u‖Lp(U•( 12 ,R;d,m))
in terms of v. An analogous calculation to the one that lead to (C.58), but now swapping the
roles of u and v, and using (C.23) instead of (C.24), yields
(C.59)
‖ (D1,2m)s+1 u‖Lp(U•( 12 ,R;d,m))
≤ C
s+1∑
l=0
‖∂ltv‖LptW 2m(s+1−l)x (V•( 12 ,R;d,m))
≤ C
(
‖ (D1,2m)s+1 v‖Lp(V•( 12 ,R;d,m)) + s+1∑
l=0
‖∂ltv‖LptW 2m(s+1−l)−1,px (V•( 12 ,R;d,m))
)
Next, we estimate the second term on the right of the above in terms of u. An analogous
calculation to the one that lead to (C.58), yields
s+1∑
l=0
‖∂ltv‖LptW 2m(s+1−l)−1,px (V•( 12 ,R;d,m)) ≤ C
s∑
l=0
‖∂ltu‖LptW 2m(s+1−l)−1,px (U•( 12 ,R;d,m)).
We substitute this back into (C.59), to obtain
(C.60)
‖ (D1,2m)s+1 u‖Lp(U•( 12 ,R;d,m))
≤ C
(
‖ (D1,2m)s+1 v‖Lp(V•( 12 ,R;d,m)) + s∑
l=0
‖∂ltu‖LptW 2m(s+1−l)−1,px (U•( 12 ,R;d,m))
)
.
We now combine (C.55), (C.58), and (C.60), to obtain
‖ (D1,2m)s+1 u‖Lp(U•( 12 ,R;d,m))
≤ C
(
‖ (D1,2m)s+1 v‖Lp(V•( 12 ,R;d,m)) + s∑
l=0
‖∂ltu‖LptW 2m(s+1−l)−1,px (U•( 12 ,R;d,m))
)
≤ C
(
‖f‖Y s,pm (U0) +
s∑
l=0
∥∥∂ltv∥∥LptW 2m(s+1−l)−1,px (V0) + s∑
l=0
‖∂ltu‖LptW 2m(s+1−l)−1,px (U•( 12 ,R;d,m))
)
.
≤ C
(
‖f‖Y s,pm (U0) +
s∑
l=0
‖∂ltu‖LptW 2m(s+1−l)−1,px (U0)
)
.
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We apply Lemma C.17:
‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C(ε1) (‖f‖Y s,pm (U0) + ‖u‖Lp(U0))+ C0ε1‖ (D1,2m)s+1 u‖Lp(U0),
for any ε1 ∈ (0, 1]. We may assume that C0 ≥ 1, hence we may choose an ε1 such that C0ε1 = ε.
Therefore,
(C.61) ‖ (D1,2m)s+1 u‖Lp( 12U0) ≤ C(ε) (‖f‖Y s,pm (U0) + ‖u‖Lp(U0))+ ε‖ (D1,2m)s+1 u‖Lp(U0).
After recalling that f = Hmu, we see that this is our desired estimate.
The general case of U0 = U
•(q0, r0, R; d,m) ∈ Λ∂p(R; d,m) is obtained by applying the parabolic
dilatation (t, x) 7→ (r2m0 t, r0x) to (C.61). 
We now prove the boundary estimates by applying the Absorption lemma, see Lemma 4.8, to
the estimate from Lemma C.14.
Lemma C.15. Let d ∈ N≥2, m ∈ N, s ∈ N0, p ∈ (1,∞), • ∈ {−, ◦}, and U0 = U•(q0, r0, R; d,m) ∈
Λ∂p(R; d,m). Suppose that u ∈ C∞(U0 ∪ ΓˆwU0) satisfies Dαu = 0 on ΓˆwU0 for |α| ≤ m − 1.
Then there exists a constant C = C (d,m, s, p) such that
‖ (D1,2m)s+1 u‖Lp( 12U0)
≤ C
(
r−2ms0 ‖Hmu‖Lp(U0) + ‖
(
D1,2m
)s
Hmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)
)
. 
Proof. For U ⊂ U0, we set
S(U) = ‖ (D1,2m)s+1 u‖Lp(U).
We let U1 = U(q1, r1, R; d,m) ∈M be arbitrary, where M is defined in the statement of Lemma
4.8.
If U1 ∈ Λ◦p(R; d,m) we use Lemma C.2, and if U1 ∈ Λ∂p(R; d,m) we use Lemma C.14, to obtain
(C.62) r
2m(s+1)
1 S
(
1
2
U1
)
≤ E + ε r2m(s+1)1 S (U1) ,
where
E = C(d,m, p, s, ε)
(
r2m0 ‖Hmu‖Lp(U0) + r2m(s+1)0 ‖
(
D1,2m
)s
Hmu‖Lp(U0) + ‖u‖Lp(U0)
)
.
Since U1 ∈M is arbitrary, for sufficiently small ε = ε(d,m, s), we apply Lemma 4.8, to see
S
(
1
2
U0
)
≤ C(d,m, p, s)
(
r−2ms0 ‖Hmu‖Lp(U0) + ‖
(
D1,2m
)s
Hmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)
)
,
hence
‖ (D1,2m)s+1 u‖Lp( 12U0)
≤ C(d,m, p, s)
(
r−2ms0 ‖Hmu‖Lp(U0) + ‖
(
D1,2m
)s
Hmu‖Lp(U0) + r−2m(s+1)0 ‖u‖Lp(U0)
)
. 
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C.3 Interpolation
Throughout this appendix we have been using the interpolation lemma, Lemma C.17. This
interpolation lemma is a space-time analogue of [1, Theorem 5.2]. The purpose of this section
is to prove this lemma, but before this we have a preparatory result.
Lemma C.16. Suppose that d ∈ N≥2, ρ > 0, κ ∈ (0, pi], K a finite cone of height ρ and
aperture κ, Ω ⊂ Rd a domain which satisfies the cone condition with K, and I ⊂ R an open
interval. Then there exist ρ′ = ρ′(ρ, κ, diam(I)) > 0 and κ′ = κ′(ρ, κ, diam(I)) ∈ (0, pi) such
that I × Ω satisfies the cone condition with a finite cone K ′ of height ρ′ and aperture κ′. 
Proof. We set
L =
14 diam(I) if diam(I) <∞,1 otherwise.
We first consider the set
Q = [0, L]×K0,
where
K0 =
{
y ∈ Rd : y = 0 or 0 < |y| ≤ ρ,∠(y, eˆd) ≤ 1
2
κ
}
.
Observe that K0 is congruent to K.
We set x0 =
1
2
ρeˆd, t0 =
1
2
L, ν = (t0, x0), and
r0 = sup{r > 0 : B((t0, x0), r; d+ 1) ⊂ [0, L]×K0}.
Observe that r0 ≤ 12L, r0 > 0, since (t0, x0) ∈ int([0, L] × K0), and B((t0, x0), r0; d+ 1) ⊂
[0, L] ×K0. We let T ⊂ Rd+1 be the unique d-dimensional affine hyperplane passing through
(t0, x0) which is orthogonal to ν. We set
S = B((t0, x0), r0; d+ 1) ∩ T.
Observe that
S =
{
y ∈ T : ∠(y, ν) ≤ arctan
(
r0
ρ′
)}
,
where ρ′ = |(t0, x0)| = 12 (L2 + ρ2)
1
2 > 0. Since r0 ∈
(
0, 1
2
L
]
and ρ′ > 0, observe that
arctan
(
r0
ρ′
)
∈ (0, 1
2
pi
)
. We now define the finite cone
K ′0 =
{
y ∈ Rd+1 : y = 0 or 0 < |y| ≤ ρ′,∠(y, ν) ≤ κ
′
2
}
,
where κ′ = 2 arctan
(
r0
ρ′
)
∈ (0, pi). Observe that K ′0 ⊂ conv({0}∪S). Since {0}, S ⊂ [0, L]×K0
and [0, L] × K0 is convex, we have K ′0 ⊂ [0, L] × K0. Note that L only depends on diam(I),
and this in turn implies that ρ′ only depends on ρ and diam(I) and r0 only depends on ρ, κ,
and diam(I), and this in turn implies that κ′ only depends ρ, κ, and diam(I).
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Next, we consider the set [−L, 0] × K0, as opposed to [0, L] × K0. For this we simply reflect
the K ′0 above through the {y2 = 0, . . . , yd+1 = 0} ⊂ Rd+1 hyperplane. We define the linear
transformation M ∈ O(d + 1) by My = (−y1, y2, . . . , yd+1), for y ∈ Rd+1. Using M2 = id, we
observe that
(C.63)
MK ′0 =
{
y ∈ Rd+1 : ∃y′ ∈ K ′0 s.t. y = My′
}
=
{
y ∈ Rd+1 : ∃y′ ∈ K ′0 s.t. My = y′
}
=
{
y ∈ Rd+1 : My ∈ K ′0
}
=
{
y ∈ Rd+1 : y = 0 or 0 < |y| ≤ ρ′,∠(My, ν) ≤ κ
′
2
}
.
We calculate:
∠(My, ν) = arccos(My · ν) = arccos(y ·Mν) = ∠(y,Mν).
We substitute this back into (C.63):
MK ′0 =
{
y ∈ Rd+1 : y = 0 or 0 < |y| ≤ ρ′,∠(y,Mν) ≤ κ
′
2
}
.
Since two finite cones of the same height and aperture are congruent, we have MK ′0 is a finite
cone congruent to K ′0 with vertex at the origin, and MK
′
0 ∈ [−L, 0]×K0.
We now show that I × Ω satisfies the cone condition with K ′0. For each t ∈ I, we observe that
either [t, t+ L] ⊂ I or [t− L, t] ⊂ I, so we set
Jt =
[t, t+ L] if [t, t+ L] ⊂ I[t− L, t] otherwise.
We let (t, x) ∈ I × Ω. There exists a finite cone Kx ⊂ Ω congruent to K with vertex x. We
observe that K0 is a finite cone congruent to Kx with vertex at the origin and axis direction eˆd.
It suffices to show that there exists a finite cone congruent to K ′0 with vertex at (t, x) that is
contained within Jt×Kx ⊂ I ×Ω. This is equivalent to demonstrating the existence of a finite
cone, denoted by K ′(t,x), congruent to K
′
0 with vertex at the origin which is contained within
J˜t ×K0, where
J˜t =
[0, L] if Jt = [t, t+ L][−L, 0] otherwise.
Using K ′0 we see that this last statement is true. 
Now we are ready to prove our interpolation lemma which is a space-time analogue of [1,
Theorem 5.2].
Lemma C.17. Let d ∈ N≥2, m ∈ N, s ∈ N, p ∈ [1,∞), R ≥ 2, ε ∈ (0, 1], I ⊂ R an
interval with non-empty interior, and Ξ ∈ {Rd,Rd+, B(0, 1; d),ΩR}. Furthermore, suppose that
k ∈ {0, . . . , s− 1} and α is a d-dimensional multi-index such that 0 < 2mk + |α| < 2ms. Then
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there exists a constant C = C(d,m, p, s, diam(I)) such that, for all u ∈ C∞(I × Ξ), we have
the estimate
(C.64) ‖∂ktDαu‖Lp(I×Ξ) ≤ C
(
ε‖ (D1,2m)s u‖Lp(I×Ξ) + ε−(2ms−1)‖u‖Lp(I×Ξ)) .
To lessen our notational burden, in the following proof we let every constant depend implicitly
on d,m, p, s, and diam(I).
Proof. Since ∂I×Ξ is a set of measure zero, (C.64) is equivalent to itself with the replacement
I 7→ int(I). Therefore, we may assume, without loss of generality, that I is open.
Observe that, because of Lemma B.2, there exists a finite cone K ⊂ Rd such that any element
of
{
Rd,Rd+, B(0, 1; d),ΩR
}
satisfies the cone condition with this K. Furthermore, because of
Lemma C.16, there exists a finite cone K ′ ⊂ Rd+1 whose dimensions only depend on diam(I)
such that I × Ξ satisfies the cone condition with K ′.
We set
(C.65) Υ =
s−1∑
k=1
2m(s−k)−1∑
l=0
‖∂ktDlu‖Lp(I×Ξ) +
2ms−1∑
l=1
‖Dlu‖Lp(I×Ξ).
Our aim is to show that
(C.66) Υ ≤ C (ε‖ (D1,2m)s u‖Lp(I×Ξ) + ε−(2ms−1)‖u‖Lp(I×Ξ)) .
We let k ∈ {0, . . . , s − 1} and l ∈ N0 such that 0 < 2mk + l < 2ms. We fix t ∈ I, and apply
[1, Theorem 5.2.] to x 7→ u(t, x):
‖∂ktDlu(t, ·)‖Lp(Ξ) ≤ C
(
ε1‖∂ktD2m(s−k)u(t, ·)‖Lp(Ξ) + ε
− l
2m(s−k)−l
1 ‖∂kt u(t, ·)‖Lp(Ξ)
)
≤ C
(
ε1‖
(
D1,2m
)s
u(t, ·)‖Lp(Ξ) + ε
− l
2m(s−k)−l
1 ‖∂kt u(t, ·)‖Lp(Ξ)
)
,
where ε1 ∈ (0, 1]. We integrate this in t over I:
(C.67) ‖∂ktDlu‖Lp(I×Ξ) ≤ C
(
ε1‖
(
D1,2m
)s
u‖Lp(I×Ξ) + ε
− l
2m(s−k)−l
1 ‖∂kt u‖Lp(I×Ξ)
)
.
Next, we focus on ‖∂kt u‖Lp(I×Ξ). We apply [1, Theorem 5.2]:
(C.68)
‖∂kt u‖Lp(I×Ξ) ≤ C
(
ε2
s∑
k′=0
‖∂k′t Ds−k
′
u‖Lp(I×Ξ) + ε−
k
s−k
2 ‖u‖Lp(I×Ξ)
)
≤ C
(
ε2‖
(
D1,2m
)s
u‖Lp(I×Ξ) + ε2Υ + ε−
k
s−k
2 ‖u‖Lp(I×Ξ)
)
,
where ε2 ∈ (0, 1]. We substitute this back into (C.67):
‖∂ktDlu‖Lp(I×Ξ) ≤ C
((
ε1 + ε
− l
2m(s−k)−l
1 ε2
)
‖ (D1,2m)s u‖Lp(I×Ξ) + ε− l2m(s−k)−l1 ε− ks−k2 ‖u‖Lp(I×Ξ)
+ ε
− l
2m(s−k)−l
1 ε2Υ
)
.
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We set ε2 = ε
1+ l
2m(s−k)−l
1 :
‖∂ktDlu‖Lp(I×Ξ) ≤ C
(
ε1‖
(
D1,2m
)s
u‖Lp(I×Ξ) + ε
− l+2mk
2m(s−k)−l
1 ‖u‖Lp(I×Ξ) + ε1Υ
)
.
For k ∈ {0, . . . , s− 1} and 0 < l + 2mk < 2ms, we have
l + 2mk
2m(s− k)− l ≤ 2ms− 1,
hence
‖∂ktDlu‖Lp(I×Ξ) ≤ C
(
ε1‖
(
D1,2m
)s
u‖Lp(I×Ξ) + ε−(2ms−1)1 ‖u‖Lp(I×Ξ) + ε1Υ
)
.
We substitute this back into (C.65):
Υ ≤ C
(
ε1‖
(
D1,2m
)s
u‖Lp(I×Ξ) + ε−(2ms−1)1 ‖u‖Lp(I×Ξ) + ε1Υ
)
.
There exists an ε2 = ε2(d,m, p, s, diam(I)) ∈ (0, 1] such that for ε1 ∈ (0, ε2]:
Υ ≤ C
(
ε1‖
(
D1,2m
)s
u‖Lp(I×Ξ) + ε−(2ms−1)1 ‖u‖Lp(I×Ξ)
)
.
Observe that ε · ε2 ∈ (0, ε2], hence we substitute ε1 = ε · ε2 into the previous estimate:
Υ ≤ C
(
ε · ε2‖
(
D1,2m
)s
u‖Lp(I×Ξ) + ε−(2ms−1)ε−(2ms−1)2 ‖u‖Lp(I×Ξ)
)
≤ C (ε‖ (D1,2m)s u‖Lp(I×Ξ) + ε−(2ms−1)‖u‖Lp(I×Ξ)) .
This is our target inequality (C.66), hence we are done. 
