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Abstract
Strongly correlated ab initio calculations based on the GW method and
their application to Vanadium Dioxide
by Jamie BOOTH, B.App.Sci. (Chemistry), Ph.D. (Chemistry)
It is demonstrated that the signatures of the Hubbard Model in the
strongly interacting regime can be simulated by modifying the screening
in the limit of zero wavevector in Projector-Augmented Wave GW calcu-
lations for systems without significant nesting. This modification, when
applied to the Mott insulator CuO, results in the opening of the Mott gap
by the splitting of states at the Fermi level into upper and lower Hubbard
bands, and exhibits a giant transfer of spectral weight upon electron dop-
ing. The method is also employed to clearly illustrate that the M1 and M2
forms of vanadium dioxide are fundamentally different types of insulator.
Standard GW calculations are sufficient to open a gap in M1 VO2, which
arise from the Peierls pairings filling the valence band, creating homopolar
bonds. The valence band wavefunctions are stabilized with respect to the
conduction band, reducing polarizability and pushing the conduction band
eigenvalues to higher energy. The M2 structure however opens a gap from
strong on-site interactions; it is a Mott insulator.
The correlation between the energy landscape and electronic structure
of the metal-insulator transition of vanadium dioxide and the atomic mo-
tions occurring is also probed using first principles calculations and high
resolution X-ray diffraction. DFT calculations find an energy barrier be-
tween the high and low temperature phases corresponding to contraction
followed by expansion of the distances between vanadium atoms on neigh-
bouring sub-lattices. X-ray diffraction reveals anisotropic strain broadening
in the low temperature structure’s crystal planes, however only for those
with spacings affected by this compression/expansion. GW calculations
reveal that traversing this barrier destabilises the bonding/anti-bonding
splitting of the low temperature phase. This precise atomic description of
the origin of the energy barrier separating the two structures will facilitate
more precise control over the transition characteristics for new applications
and devices.
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1Chapter 1
Introduction
This thesis revolves around an investigation of the lattice and electronic
structures of vanadium dioxide (VO2). The following sections give an in-
troduction to the lattice structures of various VO2 polymorphs, and why
they are technologically useful. The phenomenon central to this utility is
that VO2 undergoes a reversible metal-insulator transition at ∼ 340 K as it
is cooled. The underlying physics of this transition arises from the valence
electrons interacting strongly, and the physics of strong electron interac-
tions is reviewed after the introduction to the VO2 system. Following this,
an introduction to methods of calculating electronic structures from first
principles is given, focusing on the technique used in this investigation: the
GW Approximation.
1.1 Vanadium Dioxide
The enormous interest in the compound vanadium dioxide stems from its
metal-insulator transition, which was first reported by Morin (Morin, 1959).
The transition occurs at ∼ 340 K, and above this temperature VO2 exists in
a tetragonal structure conforming to the P42/mnm (No. 136) space group,
with cell parameters a = b = 4.5546 Å, and c = 2.8514 Å, (Eyert, 2002). This
high temperature form is metallic, although characterized as a “bad metal",
(Tomczak and Biermann, 2007; Qazilbash et al., 2007; Donos and Hartnoll,
2012). As vanadium’s electronic structure is 3d1, the VO2 formula unit of
the tetragonal structure contains a single unpaired electron, and therefore
a half-filled band. The vanadium atoms sit in the centre of Jahn-Teller dis-
torted oxygen octahedra. The long axes of the octahedra alternate between
being aligned along 〈110〉 and 〈1¯1¯0〉 as 〈110〉 is traversed, thereby forming
two distinct sub-lattices. Figure 1.1 illustrates this arrangement.
The two sub-lattices form parallel chains of vanadium atoms, one dis-
placed by 〈1/2, 1/2, 1/2〉. Each sub-lattice chain is therefore comprised of 3d1
atomic sites separated by ∼ 2.85 Å, which suggests that the system can be
described by a relatively simple Hamiltonian, which will be discussed later.
Below the transition temperature, vanadium dioxide can exist in one
of two different monoclinic structures (Eyert, 2002). The most commonly
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utilized is labelled M1, and is of the P21/c (No. 14) form, with unit cell
parameters a = 2c T = 5.7517 Å, b = bT = 4.5378 Å, c = 5.3825 Å, and β
= 122.646 ◦ (Longo and Kierkegaard, 1970), where the subscript T refers
to the tetragonal structure. The transition from the tetragonal form to this
M1 structure can be summarized as the vanadium atoms which inhabit the
centres of the oxygen octahedra pairing along the tetragonal c-axis (which
becomes the monoclinic a-axis). This is accompanied by an “antiferroelec-
tric twist", which consists of a slight displacement away from the centre of
the octahedron in the b- and c-axes. Figure 1.2 illustrate this transforma-
tion using the same projections as those used for the tetragonal structure in
Figure 1.1. This pairing forms a long-short pattern of internuclear spacings
of the vanadium atoms, which doubles the unit cell size in the monoclinic a
direction. Therefore the M1 unit cell can be though of as two tetragonal cells
joined along the tetragonal c-axis, with a 32.646 ◦ rotation of the tetragonal
b-axis. Of note is the fact that all of the vanadium atoms in the M1 structure
pair up.
The other monoclinic form commonly observed, particularly in experi-
ments in which stress or strain is input (Park et al., 2013) or when the system
is doped with chromium (Marezio et al., 1971), is the M2 structure. This low
temperature form has the C2/m (No. 12) structure, and unit cell parameters
of a = 2aT = 9.0664 Å, b = 2cT = 5.7970 Å, c = aT = 4.5255 Å, and β = 91.88
◦ (Marezio et al., 1971), where again the subscript T refers to the tetragonal
structure.
(A) (B)
FIGURE 1.1: A) View of the high temperature Tetragonal structure of VO2 down
the c-axis illustrating the different orientations of the oxygen octahedra which
form two distinct sub-lattices, and B) view down 〈100〉. In this thesis oxygen
atoms will always be coloured red, and in all vanadium dioxide structures the
vanadium atoms are coloured grey.
Figure 1.3 illustrates the M2 structure using the same projections as 1.1
and 1.2. The M2 unit cell can be characterized a doubling of the tetragonal
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(A) (B)
FIGURE 1.2: A) View of the low temperature M1 structure of VO2 down the a-axis
illustrating the antiferroelectric shift of the vanadium atoms (grey) within the
oxygen (red) octahedra, B) the same structure viewed down the b-axis,
illustrating the pairing of the vanadium atoms into short (black arrows) and long
(blue arrows) internuclear spacings.
(A) (B)
FIGURE 1.3: A) View of the low temperature M2 structure of VO2 down the b-axis
illustrating the antiferroelectric shift of the vanadium atoms (grey) within the
oxygen (red) octahedra on only one sub-lattice, B) the same structure viewed
down the c-axis, illustrating the pairing of the vanadium atoms on one sub-lattice
(black arrows), while the other sub-lattice experiences an antiferroelectric twist
(blue arrows).
unit cell in the tetragonal b- and c-axes, resulting in a cell which is four
times the volume of the tetragonal cell, and which has a very slight increase
of the angle between the tetragonal a- and b-axes (∼ 1.9 ◦).
The atomic arrangements in the M2 structure differ significantly from
the M1 form, as the two sub-lattices exhibit distinctly different distortions.
The vanadium chain at the corner of the tetragonal cell pairs along the
tetragonal c-axis, however it does not undergo the antiferrolectric twist of
the M1 form. The other chain does exhibit an antiferroelectric twist, but does
not pair along the tetragonal c-axis.
There is another form of monoclinic VO2 which is observed in exper-
iments and is variously named the M3 structure or T -form, where the T
stands for triclinic (Marezio et al., 1971; Park et al., 2013). This structure
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occurs as a transition state between the M1 and M2 forms (Park et al., 2013),
and is not important in the context of the metal-insulator transition, and
will not be discussed further.
In a nutshell, the structural phase transition of tetragonal VO2 can pro-
ceed in one of two ways: all of the vanadium atoms pair up and twist,
resulting in a doubling of the tetragonal unit cell and a tilt of the tetragonal
b-axis by 32.646 ◦ forming the M1 structure, or a transition in which one
tetragonal sub-lattice pairs, while the other sub-lattice exhibits an antiferro-
electric twist, manifesting a slight tilt in the tetragonal a-axis, which results
in a unit cell which is four times the size of the tetragonal unit cell, the M2
structure.
1.2 Metal-Insulator Transitions
The following two sections review two underlying mechanisms by which
materials that are insulating (metallic) can become metallic (insulating),
which are considered to be at play in the metal-insulator transitions of the
vanadium oxides. The first is the Peierls Mechanism (Peierls, 1955) in which
a metallic crystalline solid breaks its symmetry by doubling its unit cell
size and becomes insulating. The second is the Mott-Hubbard transition
in which a competition between the kinetic energy of the electrons and the
repulsion between them when their wavefunctions overlap significantly re-
sults in localization of the electrons. Both mechanisms become important
when an electron band is at, or near half-filling.
1.2.1 Band Theory
Before we discuss the effects of the atomic and inter-electron potentials on
the band structures of solids it is helpful to review the concept of a band
structure. Consider a one-dimensional chain of N atoms each having a sin-
gle electron, and impose periodic boundary conditions on the chain. For
convenience we assume that the only relevant process is hopping of the
electrons between sites, and that the Coulomb potential between electrons
on doubly occupied sites is negligible. Following the crystal clear exposi-
tion of Xiao-Giang Wen (Wen, 2013) we can write the Hamiltonian for this
system as:
Hˆ = −
∑
〈i,j〉
tij |i〉〈j| (1.1)
where tij is the energy to hop (or tunnel) between sites i and j and 〈i, j〉 de-
notes all pairs of sites which hopping can occur between. The inter-site
hopping energy is a quantum mechanical phenomenon. Classically the
electrons bound to the atoms would be confined by the positive nuclear
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potential. However the exponential decay of quantum mechanical wave-
functions inside potential barriers means that the wavefunction can “leak"
outside the barrier and be non-zero on other atoms. The probability for
an electron on one site to be found in another position state is simple the
component of one state vector in the other, i.e. the wavefunction overlap.
This overlap occurs via the exponential tails of the wavefunctions, and thus
the tunnelling is quantum mechanical in nature. This system is illustrated
schematically in Figure 1.4.
FIGURE 1.4: Schematic illustration of a tight-binding system in which electrons
are localized on atoms, but wavefunction overlap between position states allows
tunnelling through the potential barriers in between the atomic sites.
This constitutes a metallic tight binding system in which the energies of
the electrons in the position states on the isolated atoms are set to zero, and
the electrons hop between orbitals localised on the atomic sites, denoted by
the state vectors |i〉. From the translation symmetry of the system we note
that tij = ti+n,j+n. The translation operator for this system is:
T =
∑
i
|i+ 1〉〈i| (1.2)
which acts as per:
T |i〉 = |i+ 1〉 (1.3)
We can re-write the Hamiltonian as:
Hˆ = −
∑
n
∑
i
ti+n,j |i+ n〉〈i| (1.4)
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however the hopping only depends on n, how long the hop is, not where
the hop started, so we can write:
Hˆ = −
∑
n
∑
i
tn|i+ n〉〈i| = −
∑
n
tn
∑
i
|i+ n〉〈i| (1.5)
since tn is not a function of the site variable i. Since:∑
i
|i+ n〉〈i| = Tn (1.6)
where Tn is the translation operator applied n times, then the Hamiltonian
is a function of the translation operator:
Hˆ = −
∑
n
tnT
n (1.7)
Therefore the eigenvectors of the Hamiltonian will be eigenvectors of the
translation operator, which are plane waves. Applying the translation op-
erator to a momentum state |k〉, where
|k〉 = 1√
N
eikj |j〉 (1.8)
gives:
T |k〉 = 1√
N
∑
j
eikj |j + 1〉 (1.9)
We can re-write the summation indices to get:
T |k〉 = 1√
N
∑
j
eik(j−1)|j〉 = 1√
N
e−ik
∑
j
eikj |j〉 (1.10)
Thus the eigenvalue of the translation operator is eik and,
Tn|k〉 = e−ikn|k〉 (1.11)
Thus the Hamiltonian now gives:
Hˆ|k〉 = −
∑
n
tne
−ikn|k〉 (1.12)
and our eigenvalues can be read off as:
(k) = −
∑
n
tne
−ikn (1.13)
Noting that we must set tn = t∗−n to make the Hamiltonian Hermitian, and
limiting the system to nearest neighbour hopping only, this means that the
only t are t1 = t∗−1 and the sum will cancel their imaginary parts, all other t
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are zero and we can sum the exponentials to get:
(k) = −t(eik + e−ik) = −2tcos(k) (1.14)
The form of these bands with the hopping energy t = 1 and the lattice
-π - π
2
π
2
π k
-1.0
-0.5
0.5
1.0
Energy
FIGURE 1.5: Plot of the form of the tight-binding band of equation 1.14 in the first
Brillouin zone, with the hopping energy t = 1 and the lattice spacing equal to
unity.
spacing a = 1 is plotted in Figure 1.5, and from this plot we see that the
energies of the system as a function of wavevector can be described by a
smooth function in momentum space which is termed an energy “band".
Despite the huge approximations in this simple example, Angle-Resolved
Photoemission (ARPES) has confirmed experimentally that in crystals the
band picture is a valid approximation to the dispersion relations of elec-
trons. The above picture is not unique, we could have started from a free
electron picture (i.e. a simple quadratic dispersion) and added the tendency
of the electrons to form bound states at atomic sites as a perturbation and
proceeded from there, and indeed this is how the Peierls mechanism is for-
mulated below. However, this kind of “tight-binding" approximation used
above is usually how the effects of strong electron correlations are explored,
as the more correlated orbitals are highly localised in position space (indeed
this localisation is what generates the strong correlations), and therefore
this approach will be useful later.
1.2.2 The Peierls Mechanism
While writing a textbook on one dimensional quantum-mechanical models
Rudolf Peierls discovered an instability in one-dimensional chains of atoms
with half-filled bands (Peierls, 1955). This “Peierls instability" describes the
susceptibility of the chain to a structural distortion which doubles the size
of the unit cell. That is, a lattice symmetry-breaking transition occurs in
which the atoms pair up, forming a Charge Density Wave (CDW) with the
periodicity of the new lattice. This transition opens up a gap at the edge
of the Brillouin Zone (BZ), and thus turns the previously metallic struc-
ture with a half-filled band into an insulator. This mechanism is referenced
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heavily in this thesis and therefore the mathematics are presented in detail
below, and the exposition of Fowler (Fowler, 2007) is followed closely.
Consider a one-dimensional conductor comprised ofN atoms space dis-
tance a apart. The total length of the chain is then L = Na, and we impose
periodic conditions. We approximate the Hamiltonian describing the elec-
trons in the system with that of a non-interacting electron gas perturbed by
the periodic potential of the nuclei:
H = H0 + V =
p2
2m
+ V (x) (1.15)
where V (x) = V (x+ a). The eigenstates of H0 are free electrons and can be
represented by plane waves:
|k〉 = 1√
L
eikx (1.16)
eikL = 1 (1.17)
∴ k = 2pin
L
(1.18)
H0|kn〉 = E0n|kn〉 (1.19)
E0 =
~2k2n
2m
(1.20)
where n is an integer, and from here on will be implicit. For divalent atoms
there is a total of 2N electrons which fill the momentum states between
±kF = ±pi/a. Treating the lattice potential as a perturbation, we can do
perturbation theory, and therefore must find the matrix elements of V (x)
between the eigenstates of H0, i.e.:
0〈k′|V (x)|k〉0 = 1
L
∫
dxei(k−k
′)xV (x) (1.21)
This is a Fourier component Vk−k′ of V (x). Since V (x) is periodic (V (x) =
V (x + a)), the only non-zero Fourier components will have wavevectors
which are integer multiples of the reciprocal lattice vector: Vk 6= 0 if k =
nK, where K = 2pi/a. Therefore the lattice potential can be written:
V (x) =
∑
n
VnKe
inKx (1.22)
Since the potential is real we also have: V−nK = V ∗nK . We ignore the n = 0
component as it is a constant, which eliminates the first order correction and
focus only on the second order correction. We also only consider the n = ±1
components, as the others can be treated similarly. For these components,
Vk−k′ is only non zero for matrix elements between k and k′ = k ±K.
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FIGURE 1.6: Illustration of the avoided crossing of Equation 1.27 forming
between intersecting bands at the Brillouin Zone edge (pia ) for a one dimensional
chain of atoms with uniform spacing a = 1.
Turning the perturbative crank:
E2k =
∑
k′ 6=k
|0〈k|V |k′〉0|2
E0k − E0k′
(1.23)
=
|0〈k|V |k +K〉0|2
E0k − E0k+K
+
|0〈k|V |k −K〉0|2
E0k − E0k−K
(1.24)
=
|VK |2
E0k − E0k+K
+
|V−K |2
E0k − E0k−K
(1.25)
What is immediately apparent is that if E0k − E0k±K u 0 the series will di-
verge, rather than converge and in this system at k = ±pi/a the free elec-
tron eigenvalues are exactly degenerate, so the perturbation series blows
up. However since the periodic potential only connects single states that
differ by K, there is only one non-zero matrix element between each state
near the Brillouin zone boundary and another similar in energy near the
other boundary, i.e k and k − 2pi/a. What is needed is to diagonalise in the
subspace spanned by these two states |k〉0 and |k −K〉0.
The matrix elements of the full Hamiltonian in this subspace are:[
E0K V
∗
K
VK E
0
k−K
]
(1.26)
Diagonalizing gives:
E± =
1
2
(E0k + E
0
k−K)±
√(
E0k − E0k−K
2
)2
+ |VK |2 (1.27)
This form is typical of an avoided crossing, and we see that at the Bril-
louin zone boundary the states |pia 〉 and |−pia 〉 are separated by K and thus
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Epi/a − E−pi/a = 0 and the splitting is |VK |. Away from the zone bound-
ary the energy difference dominates and the solutions are approximated
by their unperturbed values. Thus in the region of the zone boundary, the
filled states are shifted down in energy, while the empty states shift up. This
shift stabilises the valence band with respect to the conduction band, and
Figure 1.6 illustrates this schematically.
So far this is just a standard result of electrons in a weak periodic po-
tential, however something interesting occurs when the ions have one elec-
tron, rather than two. In this case the electrons will fill the band between
momentum states −pi/2a and pi/2a, corresponding to a difference of pi/a. If
a periodic potential was introduced with this wavevector, then as per the
calculation for the filled valence band case the electrons near k = ±pi/2a
will have their energies lowered. A lattice distortion with wavevector pi/2a
corresponds to the atoms pairing up, creating a new unit cell which is twice
as large in real space, and thus has a Brillouin zone which is half the size of
the un-distorted chain. Therefore a gap will open up at the edge of this new
Brillouin zone, and since the edge of the new Brillouin zone corresponds
to the Fermi wavevector, all of the electrons in the Brillouin zone will have
their energies lowered by some amount given by equation 1.27. If the atoms
were not monovalent, but divalent, or some mixture, then some electrons
would have their energies raised and the system would be less stable.
To determine the total energy benefit, we need to integrate the energy
change in the monovalent case over k. Again following Fowler (Fowler,
2007) we simplify the calculation by assuming that the states in the regions
of the new Brillouin zone boundaries make the greatest contributions to
lowering the energy. We also linearise the dispersion relation near the Fermi
surface, writing the gradient dE/dk = ~2k/m = ~p/m = ~ν, and we write:
E0k = E
0
pi
2a
+ ~ν(k − pi
2a
) = E0pi
2a
+ ~νq (1.28)
where:
q = k − pi
2a
(1.29)
For the filled states, q is negative near pi/2a. The density of states in k-
space is a constant, 2 × L/2pi = L/pi (two spin states). Setting K = pi/a we
integrate using 1.27:
2L
pi
∫ pi
2a
0
dk
(
E0k − E0−
)
=
2L
pi
∫ pi
2a
0
dk
(
1
2
(E0k − E0k−K) +
√(
E0k − E0k−K
2
)2
+ |VK |2
)
(1.30)
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Using the linearized dispersion relation, and setting K to pi/2a
(E0k − E0k−K) = 2~νq (1.31)
This gives:
2L
pi
∫ pi
2a
0
dk
(
E0k − E0−
)
=
2L
pi
∫ 0
−D
dq
(
~νq +
√
(~νq)2 + |VK |2
)
(1.32)
We can be vague about the lower limit of the integral −D as the form will
turn out to be logarithmic. To do the integral we divide the range of inte-
gration into |~νq| 6 |VK | and |~νq| > |VK | and estimate the contributions
separately. For the former case the integrand is of order |VK |, and the region
of integration ∆q corresponding to |~νq| 6 |VK | is of order |VK |/~ν, so the
integral in this range is of order (L/~ν)|VK |2. For the second region where
|~νq| > |VK | the integral can be written:
2L
pi
∫ 0
−D
dq
(
~νq +
√
(~νq)2 + |VK |2
)
=
2L
pi
∫ 0
−D
dq
(
~νq + |~νq|
√
1 +
|VK |2
(~νq)2
)
(1.33)
We expand the square root, and the leading terms cancel because q is nega-
tive, leaving the main contribution from the second term which is:
∆E ≈ 2L|VK |2
∫ −|VK |
−D
1
2~ν
dq
pi|q| =
L|VK |2
pi~ν
ln
|VK |
D
(1.34)
For sufficiently small |VK | the logarithm will be large and negative, and
will dominate the any term proportional to V 2K . However, the elastic cost of
deforming the lattice by pairing the atoms will be proportional to V 2K and
therefore some dimerization will always happen. Thus, a one-dimensional
equally spaced linear chain with a half-filled band is unstable, and likely
to undergo a metal-insulator transition. In the case of vanadium dioxide,
the tetragonal structure contains an evenly spaced linear chain of 3d1 vana-
dium atoms which then dimerize in the M1 structure at the same time as
an insulating gap opens. At face value this seems compatible with the
Peierls mechanism, and in the ensuing decades after the discovery of the
VO2 metal-insulator transition many researchers were comfortable assign-
ing the Peierls mechanism as the underlying cause of the transition. How-
ever, there are other mechanisms, with one in particular being favoured by
many researchers as an explanation of the behaviour of VO2.
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1.2.3 The Mott-Hubbard Mechanism
The most convincing competitor to the Peierls mechanism for describing
the metal-insulator transition of VO2 is that of a Mott-Hubbard transition
from a metal to a strongly correlated insulator. This “Mott-Hubbard" model
arose out of the puzzling behaviour of transition metal oxides such as NiO,
which although containing an unpaired electron per unit cell, and thus a
half-filled band, was not metallic but rather insulating with a wide exci-
tation gap (Imada, Fujimori, and Tokura, 1998). The structures of oxides
such as NiO and CoO2 contain no dimerizations characteristic of the Peierls
mechanism, which is consistent with the existence of unpaired electrons
in the unit cell, and thus some other mechanism must be at play. Rudolf
Peierls (Imada, Fujimori, and Tokura, 1998) in 1937 suggested that since the
transition metal d-orbitals which make up the half-filled bands are strongly
localized around the nuclei, then the electrons will have well-defined po-
sition states centered on the nuclei. For systems with one electron per site,
the motion of electrons requires hopping to a new localised d-orbital. If
the site to which the electron hops is occupied, then the Coulomb repulsion
generated between the electrons occupying the same site will be significant,
providing an energy barrier to itinerant behaviour.
While a number of papers addressed this model more rigorously, it was
not until 1963 and the work of John Hubbard (Hubbard, 1963), that a rigor-
ous foundation for this behaviour was formulated using the Green Function
formalism of Zubarev (Zubarev, 1960). As with the Peierls mechanism, the
Hubbard Model is referenced heavily in this thesis and the simplest analytic
solution is presented in detail below for the reader’s convenience.
As per the Peierls mechanism, consider a chain of atoms with one elec-
tron per site occupying a narrow, half-filled band of s-orbitals. We express
the position state wavefunctions of the electrons in terms of the localized
Wannier functions:
φ(x) =
1√
N
∑
k
ψk(x) (1.35)
where N denotes the number of atoms. Therefore we can write:
ψk(x) =
1√
N
∑
i
eik.Riφ(x−Ri) (1.36)
where the sum runs over all of the atomic positions Ri. We define c
†
kσ
and ck,σ to be the creation and annihilation operators for an electron with
wavevector k and spin σ. The corresponding real space creation and anni-
hilation operators are then c†iσ and ciσ for site i and spin σ. Therefore the
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momentum space operators become:
c†kσ =
1√
N
∑
i
eik.Ric†iσ ckσ =
1√
N
∑
i
eik.Riciσ (1.37)
Using a Hamiltonian which consists of a kinetic energy term for the elec-
trons which describes the hopping of the electrons from site-to-site, and a
Coulomb interaction term between the electrons, Hubbard proposed that
the dominant interactions would come from Coulomb terms evaluated at
the same site. Thus in our notation, the only interaction term couples posi-
tions x and x′ on the same site i, and is given by:
U =
〈
ii|1
r
|ii
〉
= e2
∫
dxdx′
φ∗(x−Ri)φ(x−Ri)φ∗(x′ −Ri)φ(x′ −Ri)
|x− x′|
(1.38)
This generates the Hamiltonian:
Hˆ =
∑
i,j
∑
σ
tijc
†
iσcjσ +
1
2
U
∑
i,σ
niσni,−σ (1.39)
This is known as the "Hubbard Hamiltonian", and describes the behaviour
of the electrons as characterised by the competition between the hopping
terms, tij which are negative, and the on-site Coulomb repulsion U . If the
hopping is dominant, such as at high temperature, then the electrons are
itinerant and well described by a tight-binding band picture. If the interac-
tion term dominates, then the system localises and is insulating.
To find a solution, Hubbard invoked the Hartree-Fock approximation
to 1.39, which linearizes the interaction term: niσni−σ becomes niσ〈ni−σ〉+
ni−σ〈niσ〉, where 〈. . . 〉 denotes the average in the Grand Canonical ensem-
ble. Restricting attention to the class of solutions for which the occupation
corresponds to the average occupation number, i.e. 〈niσ〉 = nσ for all i, the
Hamiltonian becomes:
Hˆ =
∑
i,j
∑
σ
tijc
†
iσcjσ + U
∑
iσ
n−σc
†
iσciσ (1.40)
In momentum space the translational invariance of the system reduces this
to:
Hˆ =
∑
kσ
(
k + Uni−σ
)
c†kσckσ (1.41)
The solution of this in the atomic limit, in which the U term dominates
was derived by Hubbard using the Green function techniques of Zubarev
(Zubarev, 1960), which, like Hubbard, we review here.
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If X is an operator, the expectation value of X is given in the Grand
Canonical ensemble by:
〈X〉 = 1
Z
tr{Xe−β(Hˆ−µN)} Z = tr{e−β(Hˆ−µN)} (1.42)
Set ~ = 1 and let
A(t) = eiHˆtA(0)e−iHˆt and B(t′) = eiHˆt
′
B(0)e−iHˆt
′
(1.43)
be two operators, then the retarded (+) and advanced (-) Green functions
are defined:
〈〈A(t);B(t′)〉〉± = ±iθ[±(t− t′)]〈[A(t), B(t′)]η〉 (1.44)
where θ(x) is the step function and [A,B]η = AB − ηBA with η = ±1
according to convenience. These functions satisfy the equation of motion:
i
d
dt
〈〈A(t);B(t′)〉〉± = δ(t− t′)〈[A(t), B(t′)]η〉+ 〈〈[A(t), H];B(t′)〉〉± (1.45)
They are also functions of t − t′ and therefore their Fourier transforms can
be defined for real E as:
〈〈A;B〉〉±E =
1
2pi
∫ ∞
−∞
dt〈〈A(t);B(0)〉〉±eiEt (1.46)
For the retarded (+) case this integral also converges for complex E pro-
vided =E > 0, and so 〈〈A;B〉〉+E is a regular function of E in the upper half
plane. For the advanced case (-) 〈〈A;B〉〉−E is regular in the lower half plane
if =E < 0. Therefore:
〈〈A;B〉〉E = 〈〈A;B〉〉+E if =E > 0 or 〈〈A;B〉〉−E if =E < 0 (1.47)
This will be a regular function throughout the entire complex plane except
on the real axis. It can be shown (really!) that:
E〈〈A;B〉〉E = 1
2pi
〈
[A,B]η
〉
+
〈〈
[A,H];B
〉〉
E
(1.48)
Zubarev also showed that:
〈B(t′)A(t))〉 = i lim
→0
∫ ∞
∞
[
〈〈A;B〉〉E+i − 〈〈A;B〉〉E−i
] e−iE(t−t′)
eβ(E−µ) − η (1.49)
It is the last two equations we will be most concerned with.
We now concentrate on finding an expression for the Green function:
Gσjk(E) = 〈〈cjσ; c†kσ〉〉E (η = −1) (1.50)
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Using this in 1.49 and setting j = k, t − t′ = 0 and summing over j we get
for the mean number of electrons per atom of spin σ:
nσ =
1
N
∑
j
〈c†jσcjσ〉 =
i
N
lim
→0
∑
j
∫ ∞
0
dE
[
Gσjj(Ei)−Gσjj(E − i)
]
eβ(E−µ) + 1
(1.51)
This equation reveals that we can write the density of states per atom of
spin σ as:
ρσ(E) =
1
N
∑
j
〈c†jσcjσ〉 =
i
N
lim
→0
∑
j
[
Gσjj(Ei)−Gσjj(E − i)
]
(1.52)
Defining the mean band energy as t0:
t0 =
1
N
∑
k
k (1.53)
in the limit of zero bandwidth, k is just t0 for all k and the system Hamil-
tonian becomes:
Hˆ = t0
∑
i,σ
niσ +
1
2
U
∑
i,σ
niσni−σ (1.54)
Therefore we can compute the commutator:
[ciσ, Hˆ] = t0ciσni−σ + Uciσni−σ (1.55)
Plugging into 1.48 gives:
EGσij(E) =
1
2pi
δij + t0G
σ
ij(E) + UΓ
σ
ij(E) (1.56)
where:
Γσij(E) = 〈〈ni−σciσ; c†jσ〉〉E (η = −1) (1.57)
Referring again to 1.48 we can solve for Γσij by computing that {ni−σciσ, c†jσ} =
δijni−σ, and we also note that particle number commutes with Hˆ , and we
get:
EΓσij(E) =
1
pi
δij〈ni−σ〉+ t0Γσij + U〈〈n2i−σciσ; c†jσ〉〉E (1.58)
In this simplified system, n2iσ = niσ and thus the last term is just UΓ
σ
ij and
we can solve to get:
Γσij(E) =
1
2pi
δij
〈ni−σ〉
E − t0 − U (1.59)
From our simplification that 〈niσ〉 is independent of i and σ we have 〈niσ〉 =
1
2n, and using this and the expression for Γ
σ
ij in 1.48:
Gσij(E) =
1
2pi
δij
[
1− 12n
E − t0 +
1
2n
E − t0 − U
]
(1.60)
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This gives for the density of states:
ρσ(E) = (1− 1
2
n)δ(E − t0) + 1
2
nδ(E − t0 − U) (1.61)
Thus the system behaves as though it has two energy levels, t0 and t0+U . If
an electron is injected onto a site which is empty, it will have energy E = t0,
while if the site is filled, its energy will be E = t0 + U . Therefore adding
an electron to an already filled site generates an energy penalty, given by U .
This is the basis for localization in “Mott-Hubbard" systems. If the kinetic
energy term is unable to overcome this “on-site" repulsion, then for a half-
filled system, the electrons will each occupy a single site and be unable to
move, generating an insulator. This suggests that the solution of the Hub-
bard Hamiltonian is somewhat classical in nature. The localisation results
from the U term suppressing the t term, however the t term is a result of the
exponential wavefunction tails which arise from solving the Schroedinger
equation. Therefore the suppression of this hopping is a suppression of the
exponential behaviour, which is in turn a suppression of the quantum me-
chanical nature of the system. We might therefore expect that the electron
wavefunctions will be extremely localised in space due to the atomic poten-
tial barriers, far more confined than for a system in which fluctuations are
more favoured, a point that will be important in Chapter 2.
Of course, the above derivation makes some huge simplifying assump-
tions, most significantly assuming the atomic limit and real-world systems
such as NiO are far more complex. For example, diagonalisation of the
Hubbard Hamiltonian with finite t will result in a ground state with some
admixture of double occupancies, unless the on-site interaction is infinite,
which is not the case in real systems. Such complexity requires numerical
solutions of 1.41, as analytic solutions in more than one dimension have
proven elusive. The two dimensional case of the Mott-Hubbard model is
considered to underpin the behaviour of the High Temperature Supercon-
ducting Cuprates and Pnictides (Lee, Nagaosa, and Wen, 2006) and a com-
prehensive review and benchmarks of numerical approaches to its solution
is presented in Leblanc et al., 2015.
The above proof of the splitting of the energy levels of Mott insulators
is somewhat trivial, however more complete solution of the electron corre-
lation problem in Mott insulators was given by Hubbard in a subsequent
paper (Hubbard, 1964), and from this the most significant feature of the
electronic structure of Mott insulators was clearly presented: the splitting of
the states at the Fermi level and their broadening due to correlations gives
rise to the “Hubbard bands". A schematic of the differences in the density
of states ρσ(E) for metals and band or Mott insulators is presented in Fig-
ure 1.7. The first panel shows the density of states expected for a metallic
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structures, which manifests as a broad peak with straddles the Fermi level.
The large number of states just above the Fermi level results in plenty of
potential for excitation and thus scattering into different momentum states
by the valence electrons generating long-lived quasiparticles, or excitation
by an applied potential generating electric current are possible.
(A) (B)
(C) (D)
(E) (F)
FIGURE 1.7: Schematics of the densities of states at the Fermi level (EF ) for a) a
metal, b) a band insulator, c) a Mott insulator showing the distinctive upper- and
lower Hubbard bands equidistant from EF , d) a doped metal, e) a doped band
insulator and f) a doped Mott insulator.
Figure 1.7b shows the DOS for a band insulator. Unlike the metal the
Fermi level falls between the bands, and therefore there are no empty states
available at low energies. Therefore there are no quasiparticles, and the
generation of an electric current requires a large applied potential to scatter
states to the valence band. The DOS for a Mott insulator is illustrated in
Figure 1.7c. However, unlike a band insulator, in which the bands have
gaps between them, and the filling results in the Fermi level falling in one
such gap, for a Mott insulator the DOS without the strong interaction U
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is given by that of Figure 1.7a, turning on the strong interaction splits the
bands, as the empty states are those which result in double occupancies
and therefore incur the energy penalty. Thus the metallic DOS of Figure
1.7a splits into two “Hubbard Bands", referred to as the lower and upper
Hubbard Bands for the low and high energy states respectively.
The fact that the splitting of the Hubbard Bands is generated by an inter-
action incurred by creating an excited state has significant consequences for
doping. While doping a metal simply generates a slight shift in the Fermi
level to higher energy (this is illustrated schematically in Figure 1.7d, and
doping a band insulator shifts the Fermi level into the valence band, result-
ing in a metallic structure (see Figure 1.7e), doping a Mott insulator is very
different.
Going back to our 1D linear chain which is half-filled, imagine swap-
ping out one of the atoms for an atom with two valence electrons (and a
correspondingly larger nuclear charge). The added electron will sit on or
near the dopant nucleus due to its higher nuclear charge. However, any ex-
citation of this system will result in another double occupancy. That is, scat-
tering one of the electrons from one site to another will in general involve
the same process as for the undoped structure as the chain still consists
of singly occupied atoms (apart from the dopant of course), and therefore
hopping will incur an energy penalty. Therefore, for a doped Mott insu-
lator, the excitation gap is maintained. The doped states will be at higher
energy due to the double occupancy from the two valence electrons of the
dopant atom, however the greater nuclear charge partially stabilizes this.
Therefore, the doped states will sit just above the lower Hubbard Band.
What is seen then is what is called a “giant transfer of spectral weight" as
the states associated with the doped electron “cross the gap" to sit at the top
of the lower Hubbard Band, and an excitation gap to the upper Hubbard
band remains, this is illustrated in Figure 1.7f. The “giant" term refers to
the fact that this change can be on the order of 1 eV, which is > 11,500 K.
A significant change in energy. This phenomenon was clearly seen by Sing
et al., 2011 in photoemission experiments on the Mott insulator TiOCl. The
authors doped their TiOCl samples by adding alkali metal atoms (Na or
K) between the TiOCl layers, which dopes electrons onto the Ti sites. The
authors found that the doped electrons resulted in d2 Ti sites, which sat at
higher energy than the singly occupied sites, but the Mott gap to the up-
per Hubbard band was maintained. Note that this type of doping is subtly
different from the substitutional doping example used above, however it is
substitutional doping that we will concentrate on in this work, as it is the
type of doping employed to modulate the critical temperature of the VO2
transition.
These two signatures of Mott physics, the splitting of the density of
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states into the upper and lower Hubbard bands, and the giant transfer of
spectral weight personify the differences between Mott systems and con-
ventional band insulators or metallic systems, and thus the test of any com-
putational approach for the electronic structure of real Mott insulators, such
as V2O3 or CuO is to be able to reproduce these phenomena.
1.3 Electronic Structure
The work described in this thesis concentrates on exploring the differences
in electronic structures which arise from transition between different crystal
structures. Obviously, given the content of the preceding section this will
be focused on the electronic structures of the different phases of vanadium
oxides, although the electronic structure of the well-known Mott material
CuO is also explored. The appropriate Hamiltonian for the electron wave-
functions in an atomic system is (Aryasetiawan and Gunnarsson, 1998):
Hˆ =
∑
i
[
− 1
2
∇2(ri) + Vn−e(ri)
]
+
1
2
∑
i 6=j
1
|ri − rj| (1.62)
Where we follow Aryasetiawan and Gunnarsson, 1998 and use atomic units:
h¯ = m = e = 1, and Vn−e(r) is the potential arising from the interaction
of the electrons with the positively charged nuclei. The main difficulty in
solving this Hamiltonian for the wavefunctions are the electron-electron
interactions in the last term. This is a non-local interaction and therefore
computational extremely demanding to calculate. However, for strongly
correlated materials, of the type studied in this thesis, this is where all the
“magic" happens. In metals and other weakly correlated materials, these
interactions are weak and can be approximated by local equations which
considerably reduce the computational load. However, when these inter-
actions become strong, not only do the standard computational methods
break down, but extremely interesting and useful phenomena arise, such
as High Temperature Superconductivity, Colossal Magnetoresistance, and
Metal-Insulator Transitions (Takagi and Hwang, 2010). In the following
sections some approaches to the calculation of electronic structures are in-
troduced, and their relative merits discussed.
1.4 Computational Approaches for MITs in Real Ma-
terials
1.4.1 Density Functional Theory
By far the most popular (and for good reason) approach to the calculation
of the electronic structures of real materials is Density Functional Theory.
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This approach was pioneered theoretically in the 1960s by Walter Kohn, first
with Piere Hohenberg and then Lu Sham. The technique’s utility is based
upon the premise that a local observable, the density n(r), is a unique func-
tion of the local potential V (r) (such as the nuclear potential of a crystalline
array), and the system properties such as the total energy are functionals
of this density. Therefore if a way to determine the ground state electron
density can be found, then the most significant properties of interest, such
as the total energy and the electronic density of states, can be calculated
directly.
To proceed with a basic description we need to reformulate the Rayleigh-
Ritz variational procedure for the electron wavefunction to the electron
density. We follow Chapter 7 of Giovani and Vignale closely (Giuliani and
Vignale, 2005). Consider an N -electron system and its governing Hamilto-
nian:
Hˆ = Tˆ + Hˆe−e + Vˆ (1.63)
Tˆ is the electron kinetic energy and Hˆe−e is the electron-electron interaction.
Vˆ is the potential energy of an associated external local potential, which for
our purposes is the nuclear potential of the lattice V (r). This can be written:
Vˆ =
∫
V (r)nˆ(r)dr (1.64)
where:
nˆ(r) =
N∑
i=1
δ(r− rˆi) (1.65)
is the density operator (not to be confused with the density matrix, which
is sometimes given the name density operator). To convert the Rayleigh-
Ritz variational procedure from the wavefunction to the density we follow
Giuliani and Vignale (Giuliani and Vignale, 2005) and use the constrained
search algorithm of Levy (Mirzaei, 2010). The Rayleigh-Ritz principle gives
the ground state energy by minimising the expectation value of Hˆ with
respect to the antisymmetric wavefunction ψ:
E = min
ψ
〈ψ|Hˆ|ψ〉 (1.66)
To find the wavefunction ψ which minimises the energy we proceed in two
steps. First we pick a density and minimise the energy, then we minimise
the energy with respect to the density. Picking a trial density n(r) and min-
imising the energy within the subset of wavefunctions which generate this
density:
EV [n] = min
ψ→n(r)
〈ψ|Hˆ|ψ〉 (1.67)
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= F [n] +
∫
V (r)n(r)dr (1.68)
where:
F [n] = min
ψ→n(r)
〈ψ|Tˆ + Hˆe−e|ψ〉 (1.69)
We then minimise EV [n] with respect to the density which leads to the vari-
ational principle:
E = min
n(r)
{
F [n] +
∫
V (r)n(r)dr
}
(1.70)
From this form we see that the complexity of the original problem is con-
tained in the functional F [n]. Defining the functional derivative D(r) of a
functional F [n] by:
lim
η→0
F [n(r) + ηδn(r)]− F [n(r)]
η
=
∫
D(r)δn(r)dr. (1.71)
D(r) =
δF [n(r)]
δn(r)
(1.72)
and applying this to 1.70 gives:
EV [n(r) + ηδn(r)]− EV [n(r)] = η
∫ [
δF [n(r)]
δn(r)
+ V (r)
]
δn(r)dr+O(η2)
(1.73)
From 1.70 the quantity in square brackets must vanish, or we could lower
the energy by choosing a different sign for η, thus:
δF [n(r)]
δn(r)
= −V (r) (1.74)
subject to the condition that ∫
n(r)dr = N (1.75)
In 1964 Hohenberg and Kohn showed that the knowledge of the ground
state density could (in principle) determine the Hamiltonian, the ground
state wavefunction and therefore all ground state properties of the system.
The proof can be simply expressed as per the argument of Giuliani and
Vignale (Giuliani and Vignale, 2005). An electronic density denoted n(r′)
is said to be V-representable if it can occur in the ground state of Hˆ with a
suitable local potential. This potential is unique, that is two potentials which
differ by more than a trivial constant cannot generate the same ground state
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electron density. To prove this, assume that we can find two different po-
tentials V (r) and V ′(r) which differ by more than a constant such that:
Hˆ = Tˆ + Hˆe−e + Vˆ (1.76)
Hˆ ′ = Tˆ + Hˆe−e + Vˆ ′ (1.77)
have the same ground state density n(r). Denoting the ground states of
Hˆ and Hˆ ′ by |ψ〉 and |ψ′〉 respectively we see that |ψ′〉 cannot be an eigen-
state of Hˆ and vice versa because if |ψ〉 was a ground state of both Hˆ with
eigenvalue E and Hˆ ′ with eigenvalue E˜ then:
[
Vˆ (r)− Vˆ ′(r)] = (E − E˜)|ψ〉 (1.78)
Given that the potentials V and V ′ are local this would mean that they differ
by a constant, which goes against our hypothesis. The Rayleigh-Ritz varia-
tional treatment of the density (See Appendix A), generates the inequality:
E = 〈ψ|Hˆ|ψ〉 < 〈ψ′|Hˆ|ψ′〉 (1.79)
= 〈ψ′|Hˆ ′ + Vˆ − Vˆ ′|ψ′〉 (1.80)
= E′ +
∫ [
V (r)− V ′(r)]n(r)dr (1.81)
Rearranging gives:
E′ < E +
∫ [
V ′(r)− V (r)] (1.82)
and summing the inequalities for E and E′ gives:
E + E′ < E′ + E (1.83)
which is obviously false. Thus we conclude that the ground state density
uniquely determines (up to a constant) the local external potential V (r) that
gives rise to it (Giuliani and Vignale, 2005).
Thus for a given system under study, we know V (r) and therefore if
we can find an expression for F [n] we can in principle calculate the ground
state energy and density. However, we do not know the form of F [n] and
to-date no exact method of its calculation is known. Thus we need to find
an approximation for it. In 1965, Kohn and Sham showed that a viable
approximation can be found by representing the ground state density of
the interacting electrons by the ground state density of some non-interacting
system in a different local potential, VKS(r) (Kohn and Sham, 1965). The
ground state density can then be found by minimising the non-interacting
energy functional:
E0VKS [n] = Ts[n] +
∫
VKS(r)n(r)dr (1.84)
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where
Ts[n] = min
ψ→n(r)
〈ψ|Tˆ |ψ〉 (1.85)
is the non-interacting kinetic energy functional. Since this is a non-interacting
system we have from 1.74:
δF [n(r)]
δn(r)
=
δTs[n(r)]
δn(r)
= −VKS(r) (1.86)
Decomposing F [n]:
F [n] = Ts[n] + EH [n] + Exc[n] (1.87)
where Ts is the non-interacting kinetic energy functional, EH is the Hartree
energy functional:
EH [n] =
e2
2
∫
dr
∫
dr′
n(r)n(r′)
|r− r′| (1.88)
and Exc[n] is a remainder, known as the exchange-correlation energy func-
tional. We can now define the stationarity condition by:
δTs[n(r)]
δn(r)
= −V (r)− VH(r)− Vxc(r) (1.89)
where:
VH [n] = e
2
∫
dr′
n(r′)
|r− r′| (1.90)
and
Vxc(r) ≡ Exc(r)
δn(r)
(1.91)
is the exchange correlation potential and is a local potential, even though
its functional dependence on the density is non-local. We can now write the
Kohn-Sham potential as:
VKS(r) = V (r) + VH(r) + Vxc(r) (1.92)
Thus finding the ground state density of the non-interacting system equates
minimisingE0VKS [n]. Therefore, to find the ground state density of the inter-
acting system, we simply solve the “Kohn Sham" equations for the orbitals
φα(r, s):[
− ~
2
2m
∇2 + V (r) + VH(r) + Vxc(r)
]
φα(r, s) = αφα(r, s) (1.93)
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where α = 1, . . . , N and 1 < 2 . . . N . The ground state density is given
by:
n(r) =
N∑
α=1
∑
s
|φα(r, s)|2 (1.94)
This approach, solving the “Kohn-Sham" equations to get the density, and
from this calculating the properties of the system has a number of advan-
tages. The first is that it is based on a non-interacting system and therefore is
guaranteed to get the right results for non-interacting systems. In addition,
the functional F [n] no longer needs to be approximated, only the exchange-
correlation part, Exc[n] and its functional derivative Vxc[n] do. Since Exc[n]
is usually smaller than EH [n] (Giuliani and Vignale, 2005) the hope is that
errors in the approximation of Exc[n] translate to small errors in the cal-
culated properties of the system. For weakly interacting systems this is
for the most part true, however for systems in which the electrons interact
strongly, this is not the case, as we will see. Also, because the Kohn-Sham
potential is local, the Kohn-Sham equations are much simpler to solve than
the Hartree-Fock equations.
1.4.2 Exchange-Correlation Potentials
In order to solve the system 1.93 a form for Vxc(r) is specified as a func-
tional of the density, and the equations can be solved iteratively. However
the specification of Vxc is non-trivial. The following sections describe two
common approaches to exchange-correlation.
The Local Density Approximation (LDA)
Considered the workhorse of the DFT approach, the LDA is the simplest ap-
proach to exchange-correlation, and assumes that the density can be treated
locally as a homogeneous electron gas.
ELDAxc =
∫
drρ(r)xc(ρ) (1.95)
where xc(ρ) is the exchange-correlation energy per particle of a homoge-
neous electron gas of density ρ. The exchange-correlation potential is then
given by the functional derivative with respect to the density:
vLDAxc [ρ(r)] =
δELDAxc
δρ(r)
= xc(ρ) + ρ(r)
∂xc(ρ)
∂ρ
(1.96)
The exchange-correlation energy xc(ρ) is a linear combination of the ex-
change and correlation energies, xc(ρ) = x(ρ) + c(ρ). The exchange part
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is given by the Dirac functional:
x[ρ(r)] = −3
4
( 3
pi
) 1
3
ρ(r) (1.97)
while values for c(ρ) have been determined by Quantum Monte Carlo
(QMC) (Ceperley and Alder, 1980) and fitted with an interpolating func-
tion to provide an analytic form, usually that of Vosko, Wilk, and Nusair,
1980. This QMC-based exchange-correlation prompted an explosion in ab
initio studies of materials, as despite its simple basis and extremely approx-
imate form, it proved highly successful for crystalline materials.
The Generalised Gradient Approximation (GGA)
The LDA most significantly fails when the density of a system changes
rapidly with respect to position. Such densities occur in molecules most
generally, but also in crystalline materials. One attempt to rectify this incor-
porates information from the gradient of the density.
Exc = Exc[ρ(r)∇ρ(r)] (1.98)
Therefore, while the functional is still local, it does take into account how
fast the density is changing. While conceptually simple, in practice this gen-
erates far more complicated mathematical forms. However despite these
complications the approach is still fast and in general can provide signifi-
cant improvements over the LDA. The GGA parametrisation used in this
work is that of Perdew, Burke, and Ernzerhof, 1996.
1.4.3 The DFT+U Method
This approach was introduced in the mid 1990s (Anisimov, Aryasetiawan,
and Lichtenstein, 1997) as a way of incorporating the effect of the Hub-
bard U term into DFT calculations. The premise of the technique is that
the contribution to the DFT total energy by the electrons which DFT under-
estimates can be subtracted out and replaced by terms which specifically
include the on-site Coulomb repulsion (Himmetoglu et al., 2014):
EDFT+U [ρ(r)] = EDFT [ρ(r)] + EHub[{nlσmm′}]− EDC [{nlσ}] (1.99)
where EDFT+U is the total energy of the modified DFT calculation, EDFT
is the energy of a standard DFT calculation, EHub is the Hubbard interac-
tion energy, and EDC is the double counting term. For example in a system
which has unpaired d-orbital electrons (e.g. 3d1), this term would be the
DFT contribution from the d-electrons. The terms nlσmm′ are the occupation
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numbers of the localised (in our example 3d) orbitals labelled by site num-
ber l, the m and m′ label the angular momentum state (i.e. the mZ) of the
interacting orbitals, and σ labels the spin.
While it is possible to use this method to open band gaps in materials
that traditional DFT methods determine to be metallic, it suffers from a
number of drawbacks. The biggest of these is that it is based on DFT, and
therefore is fundamentally inappropriate for the calculation of band gaps,
as DFT is a ground state theory. Another issue is that when implemented a
method of subtracting the double-counting term needs to be selected, and
this is non-trivial and according to Himmetoglu et al., 2014 the best method
of achieving this is still an open question.
Nevertheless, for applications in which the total energy of the system
is needed, such as comparing relative stabilities or calculating phonon fre-
quencies, the DFT+U method represents by far the most convenient choice
for strongly correlated systems, and for large cells or surfaces it is the only
choice available. For band structures however, its use (at least for bulk ma-
terials with relatively small unit cells) is limited to providing input wave-
functions for GW calculations, which are introduced in the following sec-
tion.
1.4.4 Pseudopotentials
DFT and its variant have been very successful at predicting and reproduc-
ing the more gross features of the electronic structures of real materials,
in some cases surprisingly so. However there is one significant difficulty
to calculations identified in the early days of quantum mechanics which
needed to be overcome to reduce the computational load to manageable
levels. For crystalline or bulk systems, the electron wavefunction is sharply
peaked around the atomic nuclei, and therefore requires many Fourier com-
ponents to reproduce exactly. This significantly slows down calculations,
and is in general a rather unnecessary complication, as it is the shared
electron density between the atoms which is of most interest. Therefore,
a number of different approaches to solving this problem have been pro-
posed over the years based on the concept of a pseudopotential. The idea
is that rather than reproducing the potential due to the electrons near the
nucleus exactly, an effective potential is constructed which matches the ex-
act potential outside the core region, which is the region outside a cutoff
radius rc. Inside this spherical region the effective potential is constructed
using functions which are not planes waves, such as real space hydrogenic
orbitals.
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1.4.5 The Projector Augmented Wave (PAW) Method
In the PAW method utilized in the Vienna Ab Initio Simulation Package
(VASP) code (Kresse and Joubert, 1999) which was introduced by Blochl,
1994 and is used exclusively in this work, the all electron wavefunctions
|ψnk〉 are expanded as per (Gajdoš et al., 2006):
|ψnk〉 = |ψ˜nk〉+
∑
i
(|φi〉 − |φ˜i〉)〈p˜i|ψ˜nk〉 (1.100)
The |ψ˜nk〉 are the pseudowavefunctions, related to the cell periodic part of
the wavefunctions (u˜nk) through:
|ψ˜nk〉 = eikr|u˜nk〉 (1.101)
and the u˜nk are expanded in plane waves. The partial waves |φi〉, are so-
lutions of the radial Schroedinger equation for a reference atom, while the
pseudo-partial waves (|φ˜i〉) are equivalent to the |φi〉 outside the core radius
rc, and the projector functions are dual to the partial waves, 〈p˜i|φj〉 = δij .
The subscript i thus denotes the atomic position Ri, angular momentum li
and mi, and the band index. While algebraically such an implementation is
much more intensive than using a large set of plane waves, computation-
ally it is far less demanding.
1.4.6 The Elastic Band Method
For metal-insulator transitions which involve a structural transformation a
natural question to ask would be: what is happening to the electronic struc-
ture of the system across the transition from one structure to another? To
answer this question one must have i) a way of determining the electronic
structure accurately (such as DFT), and ii) a way of finding the minimum
energy path between the structures, which is assumed (usually a priori) to
be the path that the system takes in configuration space. Transition path-
ways and transitions states between structures are of significant interest to
chemists attempting to determine reaction pathways, and thus the field of
quantum chemistry has developed computational tools for such investiga-
tions. In this thesis, it is one of these tools that was adapted to determine
the minium energy pathway between the tetragonal and M1 forms of vana-
dium dioxide: the Nudged Elastic Band Method (NEB).
The NEB method uses a two-point boundary condition, meaning that
the initial and final states must be known, i.e. the M1 and tetragonal struc-
tures in this work. Conceptually the process then requires dividing up the
“path" between the two end points into a number of “images" or transition
structures. This is a fairly simple process and can be easily implemented
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by determining the vectors which take each atom in one structure to their
positions in the other, and dividing their lengths into steps which give the
required number of images. The transition structures are then generated by
adding the requisite number of step vectors. This gives a linear interpola-
tion between the structures, which almost certainly will not correspond to
the minimum energy path. The method takes these structures as input, and
adds a “spring" force between the images and performs a minimisation of
the total energies of the images.
Historically one of the the most significant issues with the “chain of
states" method (i.e. specifying a string of images and minimising the en-
ergy) has been that optimisation algorithms can miss the most important
features of the energy landscape due to bunching of the images in some
parts resulting in spreading out and therefore loss of resolution in others.
This issue is usually a result of the introduction of the spring force between
the images.
If the path between two structures in a system is dividing up into P + 1
images, with images 0 and P labelling the endpoints, then the “object func-
tion" SPEB (where PEB stands for plain elastic band) is defined as (Henkel-
man, Uberuaga, and Jonsson, 2000):
SPEB(Ri, . . . ,RP−1) =
P∑
i=0
E(Ri) +
P∑
i=1
k(P )(Ri −Ri−1)
2
(1.102)
where Ri parametrises the ith image, E(Ri) is the energy of image i, and
k(P ) is the spring constant of imageP . The force on each image i is (Henkel-
man, Uberuaga, and Jonsson, 2000):
Fi = −∇E(Ri) + Fsi (1.103)
where Fsi is the spring force. In order to prevent image bunching or sliding
and thus improve resolution the NEB method projects out the parallel com-
ponent of the true force, and the perpendicular component of the spring
force. Thus the spring only acts tangentially to the energy path keeping the
images separated, and the only components of the true force used are those
which are perpendicular to the path, which allows the path to slide from
side to side. The force on image i then becomes (Henkelman, Uberuaga,
and Jonsson, 2000):
F0i = −∇E(Ri)|⊥ + Fsi · τ‖τ‖ (1.104)
where τ‖ is tangent vector of the energy path. This projection is known as
“nudging", and gives significant improvements for minimum energy path
calculations (Henkelman, Uberuaga, and Jonsson, 2000).
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1.4.7 Many-Body Perturbation Theory and the GW Approxima-
tion
Parallel to the development of Density Functional Theory in the 1960s, physi-
cists were grappling with perturbative approaches to calculating the prop-
erties of the homogeneous electron gas. This approach was based on the
field theoretic techniques developed by particle physicists, and from the
mid 1950s to the mid 1960s tremendous progress was made, culminating
in the publication of seminal textbooks such as “Interacting Fermi Sys-
tems" (Nozieres, 1964) and “Quantum Field Theoretic Methods in Statistical
Physics" (Abrikosov, Gor’kov, and Dzyaloshinskii, 1965). The key advan-
tage to such an approach is that while DFT is a ground state theory and
cannot be used rigorously to explore the properties of excited states (al-
though it commonly is, as in many cases its agreement with experiment
is reasonable), field theoretic methods include such properties as a mat-
ter of course. For real materials which undergo metal-insulator transitions
precise knowledge of the band structure and in particular the opening of
band gaps is required for even a basic understanding of the mechanisms in-
volved. Thus, many-body perturbation theory (as the approach is known)
represents a rigorous and therefore attractive approach to the properties of
electron liquids.
Many-body perturbation theory is based on the application of quantum
field theory to many-body problems. In Condensed Matter systems it is
usually the electrons we are interested in analysing (although the approach
is applied to phonons, magnons etc. too) and thus the basic components
are the electron propagator or Green function, and the 4-fermion interaction
vertex. From these the interactions between the electrons can be expanded
as series’ of Feynman diagrams and summed over.
The Green function for a single electron in momentum space can be
decomposed into: iG+(k2,k1, t2− t1)t2>t1 is the probability amplitude that
if at time t1 a particle is added to the interacting system in momentum state
k1(r)in its ground state, that at time t2 the system will be in its ground state
with an added particle in state k2(r). iG−(k2,k1, t2− t1)t2<t1 is the reverse,
it is the probability amplitude that if a particle of momentum k1 removed
from the interacting ground state at time t2, then at time t1 the system will
be in its ground state with a particle removed from k1. These are referred
to as the “Retarded" and “Advanced" propagators respectively, and the full
Green function is then:
G(k2,k1, t2 − t1) = G+(k2,k1, t2 − t1)t2>t1 +G−(k2,k1, t2 − t1)t26t1(1.105)
= −θt2−t1〈Ψ0|{ck2(t2)c†k1(t1)}|Ψ〉+ θt1−t2〈Ψ0|{ck2(t2)c
†
k1
(t1)}|Ψ0〉(1.106)
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Fermion Propagator
Photon Propagator
FIGURE 1.8: Diagrammatic representation of the fermion and photon
propagators.
k−q l+q
k l
FIGURE 1.9: Diagrammatic representation of the 4-fermion interaction. In this
case all fermions are electrons, holes are displayed with their propagator arrows
facing backwards in time.
Where {. . . } denotes anti-commutation, and θ(t) is the Heaviside step func-
tion. Using the integral representation of the step function and expressing
the creation c†(t) and annihilation c(t) operators in the Heisenberg repre-
sentation, we compute the form of the non-interacting or “bare" propagator
as:
G(k, ω) =
1
ω − k ± iδ (1.107)
In the perturbative approach to interacting electrons in condensed mat-
ter systems, the electron self-energy (the many-body approximation of the
exchange-correlation term) is determined by summing over Feynman dia-
grams constructed from electron propagators, photon propagators and in-
teraction vertices. Unlike the Standard Model of Particle Physics (SM), the
fundamental interaction vertex is not tree-level, but a four-fermion vertex
which describes the scattering of electrons into new momentum states by
other electrons or holes.
Pictorially the relevant propagators are given in Figure 1.8. The interac-
tion or scattering vertex is given in terms of the momentum transferred by
the photon by:
Vq =
∫
d(r)
∫
d(r′)φ∗k−q(r
′)φ∗l+q(r)φk(r
′)φl(r)
|r− r′| (1.108)
and the relevant diagrammatic representation is given in Figure 1.9 which
describes the amplitude for the scattering of incoming momentum states
k, l into outgoing momentum states k− q, l+ q with the photon carrying
the transferred momentum (time is flowing up the page however for pic-
torial convenience this may not always be the case). There are of course
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k
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FIGURE 1.10: Diagrammatic representation of the Hartree term of the Coulomb
interaction of a propagating electron with the background charge density.
k
l
k
FIGURE 1.11: Diagrammatic representation of the Fock term of the Coulomb
interaction of a propagating electron with the background charge density.
variations on this, such as the interaction between two holes, which are de-
picted with their propagator arrows pointing backwards in time.
The bare or “unscreened" Coulomb interaction between electrons is usu-
ally computed in mean field form by solving the Hartree-Fock equations,
and diagrammatically the two contributions: the direct or Hartree term,
and the exchange or Fock term, are represented by the graphs of Figures
1.10 and 1.11 respectively. These correspond to a kind of instantaneous ver-
sion of the scattering in Figure 1.9. In Figure 1.10 a propagating electron
in momentum state emits a photon and scatters to a different momentum
state, this photon instantaneously knocks another electron in momentum
state l into a different momentum state, which decays immediately into its
original state, re-emitting the photon which kicks the propagating electron
back into its original momentum state, k. The Fock term involves the two
electrons switching positions (particle exchange) but apart from that the
process is the same.
In real materials this bare Coulomb interaction (Figure 1.9) between
electrons and holes is screened, as the charges (electrons or holes) tend
to move away from each other to minimise the Coulomb potential. This
is called “Polarization" and occurs via scattering. An example of this is
given in 1.12, in which an electron in momentum state k emits a photon
of wavevector q at time t, which is absorbed by an electron in momentum
state p scattering it to momentum state p+ q. At time t′ the electron in
state p+ q emits a photon of wavevector q and decays back to its original
momentum state p, the photon is re-absorbed by the electron in state k− q
scattering it back to its original momentum state k. Evaluation of terms in
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FIGURE 1.12: Diagrammatic representation the opening of a polarisation bubble
at time t and its subsequent closing at time t′.
the perturbation series such as that of Figure 1.12 produces rather compli-
cated integral forms, which can be cleaned up slightly by transforming to
frequency space. The amplitude corresponding to this diagram is:
A(k, t2 − t1) = (−1)
∑
q,p
∫ −∞(1−iη)
+∞(1−iη)
dtdt′[iG0(k, t− t1)][−iVq][iG0(k− q, t′ − t)]×
×[G0(p, t− t′)][iG0(p+ q, t′ − t)][−iVq][iG0(k, t2 − t′)]
(1.109)
where the positive infinitesimal η terms in the integration limits ensure
convergence. In frequency space this becomes:
A(k, ω) = (−1)[iG0(k, ω)]2
∑
p,q
∫
d
2pi
dβ
2pi
[iG0(k− q, ω − )][iG0(p, β)]×
×[iG0(p+ q, β + )][−iVq]2
(1.110)
We see from this expression that frequency is conserved at interaction
vertices in the same manner as momentum. In addition, the Fourier trans-
form decouples the external propagators G0(k, ω), and the remainder is a
term which describes the interaction of the electron in momentum state k
with its environment. This is an example of an electron “self-energy" pro-
cess. The electron in momentum state k re-emerges at time t′ in the same
momentum state, however it has undergone an interaction with its envi-
ronment, in this case, the electron in momentum state p. In frequency space
we can then decouple the part of the diagram, giving it the general form of
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(a) (b)
FIGURE 1.13: Diagrammatic representation of the self energy Σ(k, ω) with a) the
bare Coulomb interaction Vq and b) the effective Coulomb interaction W (q, ω).
Figure 1.13a.
These kinds of interactions, which express the probability of an electron
being scattered out of its original momentum state modify the form of the
free propagator to:
G(k, ω) =
1
ω − k − Σ(k, ω) + iδ (1.111)
The self energy Σ(k, ω) is in general complex, and the real part shifts the
eigenvalue k, while the imaginary part adds a lifetime (an inverse energy,
i.e. the larger the imaginary part of the self-energy the shorter the lifetime).
This form of the propagator thus incorporates the effects of a particle inter-
acting with, and being affected by, its environment. Such a “particle" with
a shifted eigenvalue and finite lifetime is called a “Quasiparticle".
The self-energy is the many-body perturbation theory analogue of the
Exchange Correlation energy, which can be seen from inspection of the
“quasiparticle equation" (Shishkin and Kresse, 2006):
(
Tˆ + Vˆn−e + VH − EQPk
)
ψk(r) +
∫
d3r′Σ(r, r′, EQPk )ψk(r
′) = 0 (1.112)
where Tˆ is the kinetic energy operator, Vˆn−e is the local (nuclear) potential
and VˆH is the Hartree potential. This is obviously a Shroedinger equation
similar to equation 1.93, with the self-energy operator substituted in for
the “exchange-correlation potential" and acting on the single particle wave-
functions ψk and not the Kohn-Sham wavefunctions.
Taking the decoupling a step further, we can decompose the diagram
of Figure 1.13a into two parts corresponding to the fermion propagator,
and the photon propagator. We can then write an expression for the pho-
ton propagator which includes interactions such as the bubble of Figure
1.12 and all variations thereof, and interactions with other electrons and all
variations thereof. This modified (or renormalised) photon propagator is
termed the “effective interaction", W (q, ω) and is typically represented by
a double wavy line, as per Figure 1.13b.
This gives us some clue as to how to proceed with more accurate cal-
culations than those achievable via DFT. The strategy is two-fold: first a
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set of input wavefunctions to feed into equation 1.112 is required, typically
this is done for real materials using DFT. The second hurdle is to arrive
at an approximation for the effective interaction W (q, ω), from which the
self-energy can be calculated.
Lars Hedin, 1965 derived a method of determining the electron self-
energy Σ(k, ω) by expanding the perturbation series for interacting elec-
trons in powers of the screened interaction W (q, ω), and defined a series of
self-consistent equations which could be used to determine the self-energy.
These equations are now called the “Hedin Equations", and form the basis
of the “GW Approximation" to the calculation of electronic band structures.
The Hedin equations (Hedin, 1965) can be represented schematically by:
χ0 = −iGGΓ (1.113)
Γ = 1 +
δΣ
δG
GGΓ (1.114)
W = −1ν (1.115)
 = 1− νχ0 (1.116)
Σ = iGWΓ (1.117)
where G is a single particle Green function, χ0 is the irreducible po-
larizability, Γ is a Vertex Function, W is the screened interaction,  is the
quantum dielectric matrix, and Σ is the self-energy. The most significant
difficulty in implementing these equations in ab initio codes is the compu-
tation of the vertex function Γ(q, ω). This requires huge resources and is
only feasible for small unit cells with very few electrons, such as silicon,
and is most commonly implemented as interaction vertices between elec-
trons and holes, which generates the Bethe-Salpeter equation (Salpeter and
Bethe, 1951), and whose solution allows for the inclusion of excitonic effects
into the self-energy (Schmidt et al., 2003)). Therefore the polarizability ma-
trix, χ = −iGGΓ, is usually evaluated by setting Γ equal to the unit matrix,
and the Green functions used are non-interacting or “bare" (Hybertsen and
Louie, 1987; Gajdoš et al., 2006; Shishkin and Kresse, 2006).
Within these restrictions, the computation of the effective interaction
becomes a sum over polarisation bubbles, commonly referred to as the
screened interaction (which may also be used to refer to the more general
effective interaction) illustrated in Figure 1.14. Fortunately this sum is eas-
ily computed by noting that we expect the amplitudes to be less than unity,
and that we can sum over the wavevectors of the photon propagators q for
each series of diagrams separately. Thus we can write:
Wq(ω) =
∑
k
(
νq + νqG0(k, ω)G0(k+ q, ω)νq+
+νqG0(k, ω)G0(k+ q, ω)νqG0(k, ω)G0(k+ q, ω)νq + . . .
) (1.118)
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FIGURE 1.14: Diagrammatic representation screened interaction generated by
summing over bubble diagrams.
Writing G0(k, ω)G0(k+ q, ω) as χ0(q, ω) and factoring out a Coulomb ver-
tex νq:
Wq(ω) = νq
[
1 + νqχ
0(q, ω) + [νqχ
0(q, ω)]2 + . . .
]
(1.119)
The series in square brackets is geometric with |νqχ0(q, ω)| < 1 and can be
summed to give:
Wq(ω) =
νq
1− νqχ(q, ω) (1.120)
which is equation 1.115 after substituting in equation 1.116. Restricting the
computation of the self-energy to just a sum over bubble diagrams is called
the “Random Phase Approximation" for historical reasons, and is the ba-
sis for most computational implementations of the GW Approximation in
ab initio codes. Of course, stating the Hedin equations and implementing
them are not equivalent, and the following details how the ab initio pack-
age used for GW calculations in this work, the Vienna Ab Initio Simulation
Package, or VASP, implements their approach. The description of Shishkin
and Kresse, 2006 who implemented the VASP GW code is followed closely.
Standard perturbation theory provides a computational form of this
independent-particle polarizability matrix weighted by the Hartree-Fock
overlap integrals for the vertex in reciprocal space, (χ0(ω)) as per (Hybert-
sen and Louie, 1987):
χ0(q, ω) =
1
Ω
∑
GG′
∑
nn′
2wk(fn′p+q − fnp)
× 〈ψn
′p+q|e−i(q+G)r|ψnp〉〈ψnp|ei(q+G
′)r′ |ψn′p+q〉
ω + n′p+q − np + iηsgn[np − n′p+q] (1.121)
The polarizability is combined with the Coulomb interaction into the di-
electric matrix (equation 1.116) as per (Shishkin and Kresse, 2006):
q(G,G
′, ω) = δG,G′ − 4pie
2
|q+G||q+G′|χ
0
q(G,G
′, ω) (1.122)
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This dielectric matrix screens the bare Coulomb interaction to generate
the screened interaction (equation 1.115):
Wq(G,G
′, ω) = 4pie2
1
|q+G|
−1
q (G,G
′, ω)
1
|q+G′| (1.123)
The computational version of equation 1.117 is then given by:
Σ¯(ω)nknk =
1
Ω
∑
qGG′
∑
n′
i
2pi
∫ ∞
0
dω′W¯q(G,G′, ω′)
× 〈ψnk|e−i(q+G)r|ψn′k−q〉〈ψn′k−q|ei(q+G′)r′ |ψnk〉
× ( 1
ω + ω′ − n′k−q + iηsgn[n′k−q − µ]
− 1
ω − ω′ − n′k−q + iηsgn[n′k−q − µ]
)
(1.124)
Thus the two vertices of the screened interaction are split, with the pho-
ton propagator terms appearing in equations 1.122 and 1.123, while the
Hartree-Fock overlap integrals are the angle-bracket terms contained in
equations 1.121 and 1.124. In the VASP implementation of the GW approxi-
mation the bare Coulomb kernel is subtracted from the screened interaction
to make the frequency integral in equation 1.124 well-behaved. This term
is then added back into the self-energy:
W¯q(G,G
′, ω′) = Wq(G,G′, ω′)− νbareq (G,G′) (1.125)
Σ(ω)nk,nk = Σ¯(ω)nk,nk + 〈ψnk|νx|ψnk〉 (1.126)
From equations 1.115 and 1.116 we see that the screened interaction
W (q, ω) is bounded from above by the Hartree-Fock interaction, and thus
in real systems ranges from small values, when the dielectric response (q)
is large, up to this Hartree-Fock limit.
The elephant in the computational room however, is whether the GW
Approximation based on the RPA can accurately, or even qualitatively, re-
produce the electronic structures of Mott insulators such as M2 vanadium
dioxide. The last one-to-two decades of research, in which the computa-
tional power to perform RPA-based GW calculations on real systems has
been developed has shown that the answer is an emphatic: No.
1.5 Strong Electron Correlations
“Strong electron correlations" is the moniker given to behaviour encapsu-
lated by the Hubbard Hamiltonian (1.41). Over wide ranges of temperature
and composition this seemingly simple model generates a lot of interest-
ing and very useful behaviour. In transition metal oxides in particular it
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generates phenomena such as high temperature superconductivity, colossal
magnetoresistance and of interest in this work: metal-insulator transitions,
which offer enormous potential for new generations of devices (Dagotto,
2005; Takagi and Hwang, 2010). The development of density functional
theory (DFT) (Hohenberg and Kohn, 1964) and its applications to weakly
correlated materials such as the p-block semiconductors has significantly fa-
cilitated material design. Strongly correlated materials however, have not
received such benefits as accurate approximations to the quantum many-
body problem encapsulated in the Hubbard Hamiltonian have proven elu-
sive (Imada, Fujimori, and Tokura, 1998). Density Functional Theory fails
spectacularly when applied to Mott insulating systems, (Aryasetiawan and
Gunnarsson, 1998), predicting them to be metals, rather than insulators due
to the neglect of non-local interactions. However it is precisely the neglect
of these non-local interactions which makes DFT so computationally cheap
and indeed this why it was originally developed. The approach therefore
is fundamentally at odds with the nature of the strong correlation problem.
For real systems, only two credible approaches to rigorous electronic
structures exist, Dynamical Mean Field Theory, and the GW Approxima-
tion. However, due to the inherent difficulty of the many-body problem,
neither have managed to make as much progress as the community would
like.
Dynamical Mean Field Theory (Kotliar et al., 2006) in its DFT+DMFT
form takes input wavefunctions from Density Functional Theory for the
bands of interest, then applies sophisticated Monte Carlo approaches to the
interactions of these electrons via the model Hubbard Hamiltonian. DMFT
has provided significant insight into the nature of some strongly correlated
systems such as V2O3 (Mo et al., 2003), LaO1−xFxFeAs, and FeSe (Aichhorn
et al., 2010). The technique revolves around isolation of the bands of in-
terest, and projecting them into real space, usually onto Wannier functions,
(Lechermann et al., 2006) which are a natural basis for the Hubbard Model
(indeed, this was the basis chosen by Hubbard himself). Contributions to
the electron self-energy from screening and scattering are evaluated using
a Mean Field Approximation based on the Anderson Impurity Model, or
cluster variations (Kotliar et al., 2006). Despite such successes, DMFT and
its variations require considerable power and sophistication when applied
to real systems. Other complementary techniques therefore become attrac-
tive when the number of correlated bands in the system is large. While
there have been applications of DMFT to the problem of the metal-insulator
transition of VO2, and in particular the natures of the insulating M1 and M2
states (Biermann et al., 2005; Brito et al., 2016), there is still some conjec-
ture as to whether the ground state of the M1 structure is of the Mott or
the Peierls form (Belozerov et al., 2012; Weber et al., 2012). In addition, for
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doped VO2 systems which require large unit cells to model, the resources
required for DMFT calculations are far out of reach.
The GW Approximation has also been brought to bear on the issue of
the ground states of Mott insulating systems. However, to maintain com-
putational tractability, the self-energy is constructed using non-interacting
Green functions and completely neglects electron scattering diagrams, and
thus significant modification is required to apply the GW Approximation
to Mott insulating systems.
By far the most common method of “correcting" the RPA-based GW
method is to modify the input wavefunctions and eigenvalues by calculat-
ing them using either the DFT+U approach of Anisimov et al. (Anisimov,
Aryasetiawan, and Lichtenstein, 1997) or with hybrid functionals (Heyd,
Scuseria, and Ernzerhof, 2003). Jiang et al., 2009 employed the LDA+U
method to the electronic structures of oxides of the lanthanides and the first
row transition metal oxides MnO, FeO, CoO and NiO. Considerable im-
provement was found in the band gaps in both studies.
Rödl et al., 2015 compared self-consistent GW calculations using input
wavefunctions from DFT+U and hybrid functional calculations utilizing
different iteration schemes for the calculation of the photoemission spec-
trum of CuO. Of these, the authors found that self-consistency in both eigen-
values and wavefunctions vastly overestimated the band gap if the static
screening was first approximated by the HSE06 functional (Heyd, Scuse-
ria, and Ernzerhof, 2003) or PBE+U calculations. The authors found that
an approach in which a screened Coulomb interaction in good agreement
with experiment was used and held fixed achieved the best approximation
to experimental data.
Lany, 2013 introduced an arbitrary (attractive) on-site addition to the
local potential to GW calculations of 3d metal oxides (including CuO) in an
attempt to both obtain band gaps with better agreement with experiment,
and fix the incorrect band ordering generated by using hybrid functional
input to GW calculations. Again considerable improvement was found for
band gaps and band ordering. We discuss the basis of the DFT+U and hy-
brid functional input approach in comparison to the method developed in
this work in Chapter 3.
Gatti and Guzzo, 2013 applied the “GW+C" method (the C stands for
Cumulant), which is obtained from a decoupling of the elements of the ex-
act one-electron Green function in the Dyson equation, (Guzzo et al., 2011)
to the study the effect of satellites on the electronic structure of SrVO3. This
approach successfully renormalized the V 3d bands and satellites near the
Fermi level from first principles. This renormalization gave good agree-
ment with experiment, without the use of model Hamiltonians.
Recently, some attempts to apply GW to strongly correlated systems
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have focused on combining it with DMFT, however the significant theo-
retical and computational complexity has so far limited this approach to
model Hamiltonians (Ayral, Werner, and Biermann, 2012; Ayral, Biermann,
and Werner, 2013) adatoms on surfaces (Hansmann et al., 2013) and SrVO3
(Tomczak et al., 2012; Sakuma, Werner, and Aryasetiawan, 2013).
1.6 Thesis Aims and Scope
Given the technological significance of strongly correlated materials, and
the enormous advantages that density functional theory has provided for
the development of weakly correlated materials, it is natural to explore
whether the same advantages can be developed for correlated systems. To-
date while Dynamical Mean Field Theory has proved somewhat successful,
its applications have been limited due to its computational cost. The GW
Approximation has become significantly more viable in the last few years
due to increases in available computational power, however its application
to strong correlations has been hampered by the difficulty of incorporating
Mott Physics into the calculations. In this thesis, a modification of the GW
Approximation is introduced which is able to reproduce the two most sig-
nificant characteristics of Mott physics: the splitting of the density of states
at the Fermi level into the Hubbard bands, and the giant transfer of spectral
weight upon doping.
Chapter two outlines the physical and theoretical basis of the method,
and applies it to the Mott insulating system CuO. Chapter three applies
the method to the Mott insulating form of VO2; the M2 structure. Chapter
four applies the method to the technologically significant tungsten-doped
form of M1 VO2 and finds the structural transformation which occurs upon
tungsten doping consistent with a transition from band to Mott insulating
behaviour. Chapter five differs somewhat in scope as it is concerned with
the structural characteristics of the M1 VO2 phase transition, and in partic-
ular determining the basis for the energy barrier between the high and low
temperature structures.
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Chapter 2
Modifying the GW
Approximation
The data contained in this chapter comprises some of that published in the
journal article:
Hubbard Physics in the PAW GW Approximation, J. M. Booth, D. W. Drumm,
P. S. Casey, J. S. Smith and S. P. Russo, The Journal of Chemical Physics, 144,
244110, (2016)
2.1 Introduction
This chapter presents a method of modifying the GW approximation to in-
clude Hubbard Model Physics which is physically motivated, and man-
ages to reproduce two signatures of strong electron correlations, namely the
splitting of the density of states at the Fermi level into the upper and lower
Hubbard bands, and the giant transfer of spectral weight that occurs upon
doping. The method is applied as a “proof of concept" to the Mott Insulator
CuO, as it is a low symmetry crystal, which is crucial for this method as
explained later. It is also unambiguously a Mott Insulator, unlike M1 VO2,
over which some questions remain.
Figure 2.1 presents the structure of CuO. From Figure 2.1a) it is evi-
dent that the structure consists of interleaved copper and oxygen planes
stacked in the c-axis direction, while the (1¯01) planes consist of a square lat-
tice of copper atoms connected by oxygens, the planes are not connected in
the square arrangement of the cuprate superconductors however. Instead
the copper-oxygen bonds form long-long-short-short arrangements in the
plane. The Mott-Hubbard planes are the ab (001) planes, an example of
which is given in Figure 2.1b). The copper atoms form a triangular arrange-
ment in which the inter-copper spacing in the base of the triangle (along
the b-axis) is 3.41 Å, while the sides of the triangles are 2.88 Å. Therefore
the shortest inter-copper hopping distances form chains running parallel to
〈110〉 stacked in a two-dimensional monoclinic array (2.1c)).
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(A)
(B)
(C)
FIGURE 2.1: a) The structure of CuO viewed down 〈010〉, b) isolated view of the
(4,0,0) Mott-Hubbard plane of CuO and c) a view of the (1¯,1¯,0) plane exhibiting
the parallel chains of short inter-copper distances. As per vanadium oxides
structures the oxygen atoms are coloured red and for all CuO structures the
copper atoms are coloured blue.
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2.2 Computational Approach and Assumptions
The approach taken in this work is based around the following assump-
tions: i) the GW Approximation based on the screened interaction calcu-
lated in the RPA gets the electronic structure “mostly" correct. This assump-
tion infers that RPA-based GW calculations can be “corrected" for the effects
of scattering in the self-energy, ii) in the systems studied in this work the
most significant scattering contributions to the self-energy of electrons near
the Fermi level (EF ), incur the Hubbard U energy penalty as they are tran-
sitions out of the ground state, and therefore incur a higher admixture of
double occupancies, iii) these transitions manifest in the low q limit of the
dielectric response, and thus the transitions which create double occupan-
cies manifest in this limit, iv) correlations will heavily suppress transitions
for high frequencies, such that the static limit of χ0(q, ω) is a more accurate
representation of the response of real systems.
Of these three assumptions, ii) and iv) are the most difficult to justify.
Assumption iii) follows from ii) and is supported by calculations; if ii) holds
then calculating (q, ω) on different q-point grids should give the same re-
sults, and this is indeed the case. For all systems studied in this work,
the dielectric response only depends on the low q transitions. Changing
the number of q points leaves the response invariant. Justification of as-
sumption i) follows from the data itself. If RPA-GW can be corrected (using
sound theoretical arguments) such that agreement with experimental re-
sults is achieved, then the approach is justified. We take the same approach
to the justification of assumption iv), which has the added benefit of signif-
icantly reducing the computational resources required.
Assumption ii) depends to a large extent on the method used to gener-
ate the input wavefunctions. The system studied here CuO is Monoclinic
and this Monoclinic structure results from the adoption of a charge density
wave which stabilizes the oxygen states, reducing their energies with re-
spect to the metal d-states at the Fermi level. This stabilization arises from
the nuclear potential, and is thus well reproduced by DFT. For these sys-
tems, DFT provides an adequate starting point for the method described
here. For other systems, such as Cu2O this is not the case, and the method
used to generate the input wavefunctions must be modified accordingly,
such as by employing the DFT+U method, (Anisimov, Aryasetiawan, and
Lichtenstein, 1997) or Hybrid Functionals (Heyd, Scuseria, and Ernzerhof,
2003). Lany, 2013 also employed an arbitrary attractive potential to fix the
incorrect band ordering in Cu2O generated by DFT.
Thus the overall premise of this work is that: in ab initio calculations of
Mott systems of low symmetry, the creation of double occupancies results
from the low q limit of the dielectric matrix, and that modification of the
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RPA screening in this limit can generate the signatures of Mott physics in
the electronic structure.
2.3 Polarisability and Scattering
Figure 2.2 lists some of the relevant Feynman diagrams for the processes
under consideration in this study. Figure 2.2a illustrates a polarization bub-
ble, which are summed over in the Random Phase Approximation (RPA) to
generate the RPA self-energy. It represents an electron in momentum state
k emitting a photon of wavevector q at time t, leaving it in momentum state
k− q. This photon is absorbed by state p, promoting it to state p+ q, leav-
ing a hole in state p. At time t′ state p+ q emits a photon of wavevector q,
decaying back into state p, which is absorbed by state k− q returning it to
the original momentum state k.
The RPA polarizability χ(q, ω) gives the amplitude for bubbles of this
type to occur (this is equation 1.121 without the overlap integrals):
χ(q, ω) =
∑
pnn′
fn′p+q − fnp
ω − n′p+q + np ± iη (2.1)
This will go “on-shell" when ω − n′p+q + np ≈ 0. For a metal with
many states available near the Fermi level, n′p+q − np ≈ 0 for many tran-
sitions, and so ω is small. This corresponds to t′ − t → ∞, and therefore
the polarization bubbles are long-lived, and the electrons are well screened.
Taking this RPA interaction as a starting point (Assumption i), we can ex-
plore the effect of strong correlations by adding an interaction with another
momentum state, k′.
Let’s consider constructing an excited state, since if GW calculations
compute an incorrect band gap, then these states are where it is failing.
If the charge density constructed by DFT is roughly correct, the unpaired
electrons distribute themselves in states localised to the nuclear potentials
of the atoms (i.e. tight-binding, see section 1.2.1). An excited state will
attempt to screen the Coulomb interaction between it and the other mo-
mentum states to lower the interaction potential energy. If the scattering
transitions between the filled and the low-energy available states calcu-
lated by DFT (these are calculated from the wavefunctions that are input to
the GW method in this work) correspond transitions to states with higher
admixtures of double occupancies, thus incurring a higher admixture of
the U -term (Assumption ii)). If we assume that all transitions out of the
ground state incur the Hubbard effective U , and that this is large with re-
spect to the t term, then the amplitude for another momentum state to in-
teract with the bubble and close it to return the system to the ground state
will be (relatively) large. The first order approximation to this scattering
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FIGURE 2.2: Feynman diagrams of relevant interactions in the systems studied, a)
Polarization bubble of the type summed over to generate the screened interaction
in the Random Phase Approximation, b) scattering vertex Γ(k,k′) resulting from
the interaction of the polarization bubble with another momentum state, c) as per
b) but with a large overlap shifting the characteristic frequency of the bubble to
higher ω, d) scattering vertex with Hartree interaction at later time, e) low q limit
of the vertex and f) low q limit, and limit as ω →∞ of the vertex.
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process: Γ(k,k′) (Nozières and Luttinger, 1962), is illustrated in Figure 2.2b
(exchange variants, in which each interaction ν(q) results in exchange are
also possible but not pictured). The second interaction, ν ′(q), is given by:
ν ′(q) =
∫
d3r
∫
d3r′φ∗p(r)φ∗k′+q(r
′)φp+q(r)φk′(r′)
|r− r′| (2.2)
For interactions between momentum states constructed from d-orbitals,
|r − r′| is small, and thus the interaction is strong. Therefore, this large
amplitude will close the polarization bubble at some time t′′ < t′. The fre-
quency at which the scattering vertex goes “on-shell" shifts to higher ω,
which is illustrated in Figure 2.2c: the large amplitude for the interaction
between p+ q and k′ reduces the characteristic time the bubble stays open,
shifting t′′ closer to t. By reduces, what’s meant is that the closing of the
bubble by scattering back to the original states becomes more probable.
This shift to higher frequency results in a stronger interaction between
states k and p at longer times. Figure 2.2d illustrates this using a Hartree
bubble (although an exchange interaction, i.e. Figure 1.11, is also possible).
Since the scattering process closes the bubble at time t′′, a bare Coulomb in-
teraction is now possible at time t′′′, whereas without scattering the polar-
ization bubble would still be open, and this interaction would be screened.
Since the probability of the scattering vertex occurring is large due to the
on-site overlap, diagrams such as Figure 2.2d may dominate those of Figure
2.2a, resulting in more interactions between the momentum states. We can
think of this as approximating the interactions of excited states not by us-
ing the screened interaction as the small quantity which we use to expand,
but the polarizability: χ0(q, ω) is now the small quantity, and therefore the
expansion:
W (q, ω) = ν(q)
[
1 + ν(q)χ0(q, ω) + [ν(q)χ0(q, ω)]2 + . . .
]
(2.3)
in the low q limit can be truncated at zero order to ν(q). This then implies
that the GW Approximation which is the truncation of an expansion in the
small parameter W (q, ω) is no longer valid, and the interaction is now of
the order of ν(q), which is larger, and expansion in this parameter is what
the GW Approximation is designed to get around. However consideration
of the effect of the Hubbard U on the higher order self-energy terms reveals
that this truncation is well justified.
Figure 2.3 lists some higher order Feynman diagram expansion of the
self-energy term, Σ(k, ω). The first diagram exhibits a second order pro-
cess (two powers of W (q, ω)), and we note that if t′ < t′′ then the diagram
is reducible and does not contribute. Therefore t′ must be greater than t′′,
however in the argument presented above, the effect of the Hubbard U is
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FIGURE 2.3: Higher order self-energy terms arising in the expansion of the
self-energy in the screened interaction, which in this specific case is represented
by a single wiggly line.
to send t′ − t → 0. Therefore processes in which t′ < t′′ will be very high
frequency (i.e. energy) perturbations, and this will true of all high order
contributions. Since we are interested in the low energy excitations, we ex-
pect that these terms will also not contribute, and we can truncate the self-
energy expansion at first order. Therefore, the GW Approximation remains
valid in the Mott limit, even though the expansion for W (q, ω) has been
truncated at first order. From equation 1.118 we note that in the RPA-based
GW approximation, the screened interaction is evaluated by summing over
bubble diagrams for each value of q separately, and therefore, since the ef-
fect of the Hubbard U is introduced by truncated the expansion forW (q, ω)
for values of q in which |q| → 0, it is therefore possible to use the full RPA
expansion for the screened interaction for the higher q terms while trun-
cating W (q, ω) in the low q limit. Thus the truncation of the expansion of
Σ(k, ω) to first order embodied in the GW approximation remains valid for
both regimes.
In addition, from the Hubbard Model (equation 1.39) we see that the
tendency of strongly correlated systems is to suppress quantum fluctua-
tions in position. We see from equation 1.61 that any transition out of the
filled lower Hubbard band is suppressed by U . The Hartree-Fock interac-
tion used in the GW calculations (ν(q)) and used to simplify the Hubbard
Hamiltonian to equation 1.41 is a mean field interaction and thus ignores
quantum fluctuations, and therefore qualitatively encodes the description
of the electronic behaviour derived by Hubbard: suppression of fluctua-
tions due to on-site repulsion.
In addition to the above caveat, the description used highlights the phys-
ical interpretation of the diagrammatic approach, which is suggestive, but
not rigorous. For the reader who finds this interpretation a problem, it may
help to reinterpret the approach sketched in Figure 2.2 as: when expand-
ing the perturbation series for the screened interaction, the most significant
48 Chapter 2. Modifying the GW Approximation
terms are ladder terms involving two momentum states, which truncate the
bubble expansion for the screened interaction.
Computing the RPA dielectric function for CuO using a single q point
and comparing this to a calculation using the full q grid reveals that the
dielectric response, 1 − ν(qχ0(q, ω)) is dominated by the low q transitions
(note that this does not imply that the self-energy has a similar dependence),
due to the photon propagator. The results are identical to the precision used
in these calculations. Therefore, if the method used to generate the input
wavefunctions is correct, but does not account for the on-site interaction
(e.g. DFT), these low q transitions correspond to inter-site hopping, gen-
erating double occupancies. Since the dielectric response takes the form of
a polarization bubble multiplied by a photon propagator, the creation of
polarization bubbles which generate an energy penalty in the form of the
Hubbard U term will be found in the low q limit, and the scattering dia-
gram which closes the bubbles will be the low q limit of Figure 2.2d, which
is pictured in Figure 2.2e. From momentum conservation, if the photon
propagator gives a ∼ 1/q2 dependency of the dielectric response, then the
scattering vertex, Γ(k,k′), which “corrects" the RPA screening, Figure 2.2b,
must have the same q dependence at first order as the dielectric response.
We make the ansatz that in the absence of significant Fermi surface nesting,
the scattering which modifies the RPA leading to Hubbard physics mani-
fests in the low q limit, i.e. transitions from on- or just below the Fermi
surface, to just above it. In addition, this suggests that in the limit of q→ 0
the momentum states entering the scattering vertex are unchanged, i.e. for-
ward scattering.
From the preceding argument, the consequences of on-site interactions
from Mott systems will manifest as a change in the frequency dependence
of the RPA screening. As mentioned in section 1.5, the most common method
of correcting this discrepancy is use the DFT+U approach, or a hybrid func-
tional such as HSE06 which mixes in exact exchange to calculate the input
wavefunctions. These shift the conduction band eigenvalues to higher en-
ergy, thus increasing the frequency of the polarization response. That is,
these modify n′k+q, such that n′p+q − np > 0 (equation 2.1), increasing
the frequency at which the process goes on-shell, and un-screening the low
frequency interactions. However, there is another possibility. Rather than
adjusting the eigenvalues, the frequency at which a bubble goes on-shell
can be adjusted.
Strong correlations in which electron localization is observed experi-
mentally suggest that there is a considerable shift of the frequency depen-
dence of the bubbles. Thus if the Hubbard U term is large, corresponding
to large amplitudes for the interaction at t′′, the characteristic time of the
polarization bubble will approach zero. This means that the Hartree-Fock
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interaction is effectively unscreened. A schematic of this is presented in
Figure 2.2f, where the instantaneous closing of the polarization bubble is
effectively a Hartree interaction (again, exchange is also a possibility), fol-
lowed by further unscreened interactions. Thus the scattering vertex, (Fig-
ure 2.2b) which is a function of two single-particle Green functions, can be
represented by one Green function. This reduces the computational load to
that of a standard GW calculation.
Therefore, if on-site interactions are generated by the low q limit of
(q, ω), then replacing the RPA response with the bare Hartree-Fock inter-
action for on-site interactions will simulate strong correlations. How this is
achieved is detailed below.
2.3.1 On-site Interactions in the Projector Augmented Wave Method
In the PAW method (Blochl, 1994) utilized in the Vienna Ab Initio Simula-
tion Package (VASP) code (Kresse and Joubert, 1999) the all electron wave-
functions |ψnk〉 are expanded as per (Gajdoš et al., 2006):
|ψnk〉 = |ψ˜nk〉+
∑
i
(|φi〉 − |φ˜i〉)〈p˜i|ψ˜nk〉 (2.4)
The |ψ˜nk〉 are the pseudowavefunctions, related to the cell periodic part of
the wavefunctions (u˜nk) through:
|ψ˜nk〉 = eikr|u˜nk〉 (2.5)
and the u˜nk are expanded in plane waves. The partial waves |φi〉, are so-
lutions of the radial Schroedinger equation for a reference atom, while the
pseudo-partial waves (|φ˜i〉) are equivalent to the |φi〉 outside a core radius
rc, and the projector functions are dual to the partial waves, 〈p˜i|φj〉 = δij .
The subscript i thus denotes the atomic position Ri, angular momentum
li and mi, and the band index. Equations 1.121 and 1.124 require matrix
elements of the form:
〈ψn′k+q|e−iqr|ψnk〉 (2.6)
to be calculated. Following Gajdoš et al., 2006 this can be written:∫
Bn′k+q,nk(r)d
3r (2.7)
where:
Bn′k+q,nk(r) ≡ eiqrψ∗n′k+q(r)ψnk(r) (2.8)
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Inserting the PAW expansion (equation 2.4) this becomes (Gajdoš et al.,
2006):
Bn′k+q,nk(r) = u˜
∗
n′k+q(r)u˜nk(r)+∑
ij
〈u˜n′k+q|p˜ik+q〉〈u˜nk+q|p˜ik+q〉
× eiq(r−Ri)[φi(r)φj(r)− φ˜i(r)φ˜j(r)] (2.9)
In the low q limit the exponential is expanded as per (Gajdoš et al., 2006):
eiq(r−Ri) = 1 + iq(r−Ri) + o(q2) (2.10)
The cell-periodic parts of the wavefunctions in k-space are also expanded
to first order around the valence wavefunctions:
u˜nk+q = u˜nk + q∇ku˜nk + o(q2) (2.11)
The low q limit of the exchange charge density then becomes (Gajdoš et al.,
2006):
lim
q→0
〈ψn′k+q|e−iqr|ψnk〉 = |q|〈qˆβn′k|u˜nk〉 (2.12)
where qˆ = q/|q| and, (Gajdoš et al., 2006)
|βnk〉 = (1 +
∑
i
|p˜ik〉Qij〈p˜jk|)|∇ku˜nk〉+
i(
∑
ij
|p˜ik〉Qij〈p˜jk|(r−Ri)|u˜nk〉)− i(
∑
ij
|p˜ik〉~τij〈p˜jk|u˜nk〉) (2.13)
with
Qij =
∫
Ω(PAW )
[φi(r)φj(r)− φ˜i(r)φ˜j(r)]d3r (2.14)
~τij =
∫
Ω(PAW )
(r−Ri)[φi(r)φj(r)− φ˜i(r)φ˜j(r)]d3r (2.15)
By setting |∇ku˜nk〉 = 0 in equation 2.12, the planewave terms are elim-
inated, leaving only the augmentation sphere contributions. All of the cell
periodic functions occur in overlap integrals with the projector functions,
which are just the expansion coefficients for the all electron wavefunction
(equation 2.4). The 〈u˜n′k+q|u˜nk〉 drop out due to orthogonality, and the only
other cell-periodic terms are of the form 〈∇ku˜n′k+q|...|u˜nk〉, which are set to
zero. To see this more clearly, we can write the charge density at a point r
the for two orbitals a and b as (Blochl, 1994)
ψ∗a(r)ψb(r) = nab(r) = n˜ab(r)− n˜1ab(r) + n1ab(r) (2.16)
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where n˜ab(r) comes from the planewave expansion in equation 2.5, and
the other two terms with the superscript 1, n˜1ab(r) and n
1
ab(r) are one-center
terms coming from the |φ˜i〉 and |φi〉 respectively. They are only evalu-
ated on the radial PAW grid (Shishkin and Kresse, 2006) and thus only
overlap when they correspond to the same atomic site, Ri = Rj . Setting
|∇ku˜nk〉 = 0 in equation 2.12 is equivalent to eliminating the first term on
the right-hand side of equation 2.16, leaving only the one-center terms. This
reduction means that the interaction is non-zero only between the atomic-
like wavefunctions inside the augmentation spheres on the same site, i.e.
the interaction is on-site.
In the implementation of the GW approximation used in this study,
(Shishkin and Kresse, 2006) the dielectric matrix of equation 1.122 is set
equal to the unit diagonal whenever terms inside atomic spheres are evalu-
ated, resulting in a bare Hartree-Fock interaction. Thus, by eliminating the
plane wave terms in the low q limit, a very strong (Hartree-Fock) on-site
only interaction replaces the screened interaction in the self-energy. Un-
screening the interaction in this manner will therefore simulate the behavior
of the scattering vertex of Figure 1b, as the polarization bubbles are largely,
although not completely, eliminated as is explained below.
From equations 2.7 and 2.8 it is also clear that the magnitudes of the
bare Coulomb terms are controlled in part by the derivatives of the cell pe-
riodic parts of the wavefunctions, arising from the first order expansion,
equation 2.11. These derivatives are evaluated in gapless systems using
second order perturbation theory (Gajdoš et al., 2006), which creates issues
for self-consistency, as once the first round of quasiparticle shifts are eval-
uated the DFT Hamiltonian is no longer valid. Such gapless systems also
include Mott insulators if DFT is used to generate the input wavefunctions.
It is obvious however, that setting these terms to zero, |∇ku˜nk〉 = 0, will
both remove this obstacle to self-consistency, and reduce the magnitudes
of the overlap integrals which weight the interaction 〈ψnk|νx|ψnk〉. There-
fore, the removal of the |∇ku˜nk〉 terms from the calculation has two effects.
They both completely unscreen the low q interactions, by setting the di-
electric matrix to the unit diagonal, and also reduce the magnitudes of the
bare Coulomb terms added into the self-energy. This effectively replaces
the screened interaction at low q with a stronger interaction, however in
which small amount of screening is still present. Note that when the self-
energy is evaluated as per equation 1.124, the full PAW wavefunctions are
used, which are orthonormal.
The limitation of this approach to long range interactions in this work
renders the method applicable only to low symmetry Mott systems which
do not exhibit significant Fermi surface nesting at finite wavevector. If nest-
ing is present, then the polarizability χ(q) will exhibit a peak at the nesting
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wavevector, corresponding to a significant amplitude for particle-hole for-
mation. Since our method does not penalize pair bubbles at finite q, the
interactions will be underestimated by the RPA correlations, as usual. How-
ever, despite this, the results for low symmetry systems are in general quite
illuminating.
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FIGURE 2.4: Brillouin zone and high symmetry points used in the band structure
plots of CuO in this chapter, after Bradley and Cracknell, 1972.
2.3.2 Computational Details
The computational scheme used for CuO was as follows. The experimen-
tally determined structural parameters (Wyckhoff, 1963) were used as in-
put to density functional theory (Kohn and Sham, 1965; Kresse and Furth-
müller, 1996) calculations on 8× 8× 6 Monkhorst-Pack k-space grids, using
the Generalized Gradient Approximation approach to exchange and cor-
relation of Perdew, Burke, and Ernzerhof, 1996 and the Brillouin zone in-
tegration approach of Blochl, Jepsen, and Andersen, 1994. No initial spin
ordering was assumed in all calculations. GW calculations were performed
using the implementation of Shishkin and Kresse (Shishkin and Kresse,
2006; Shishkin and Kresse, 2007) in the Vienna Ab Initio Simulation Package
(VASP) (Kresse and Furthmüller, 1996) in either fully frequency dependent,
or static (ω = 0) modes using 256 bands. The frequency dependent calcu-
lations were performed as one-shot G0W0 calculations, while the Partially-
Screened GW calculations utilized three self-consistency iterations (G3W3).
An energy cutoff of 200 eV was used for all GW calculations. The high sym-
metry paths of the band structure plots of this chapter were constructed
from the Brillouin zone of Figure 2.4, in line with the work of Heinemann,
Eifert, and Heiliger, 2013 and Rödl et al., 2015.
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2.4 Results and discussion
2.4.1 Preliminary Calculations
Figure 2.5a illustrates the density of states (DOS) near the Fermi level of a
Hartree-Fock calculation, and as is commonly observed, while the Hartree-
Fock approach does open a gap, it is overestimated (∼ 2.3 eV as opposed
to the experimental value of 1.4-1.7 eV, Heinemann, Eifert, and Heiliger,
2013), and predicts the ground state to be Ferromagnetic, again contra-
dicting experimental data. Figure 2.5b presents a standard (unmodified)
spin-resolved G0W0 calculation of the states at the Fermi level. As is ex-
pected from the independent particle-RPA approach, the non-interacting
Green functions and neglect of scattering vertices over-screens the Hartree-
Fock interaction, resulting in metallic behavior. In fact, very little difference
is exhibited between the G0W0 and DFT calculations.
Figure 2.6 presents a comparison of DFT and G0W0 calculations of CuO,
and as noted in the main text, there is very little difference between the two
band structures. Small discrepancies are apparent at Γ (0,0,0), andE (0,0,12 ),
and the low energy d-states shift to slightly lower energy in the GW calcu-
lation, however the unpaired d-states (the two bands crossing EF ) over-
lap almost uniformly. Standard GW calculations based on the independent
particle polarizability ignore electron scattering diagrams, and as Figure 2.6
indicates, while the GW approximation is capable of producing significant
improvements over DFT for band insulators and semiconductors Shishkin
and Kresse, 2007, for strongly correlated materials the approach does not
capture the essential physics. This diagram does however suggest that the
8×8×6 k-point mesh used in the modified and unmodified GW calcula-
tions is sufficient to describe the electronic band structure of CuO, as the
DFT bands were calculated with a much finer k-point mesh, and the agree-
ment with the GW data for the d-band states at the Fermi level is almost
perfect. For this reason we will use the DFT bands for comparisons in sub-
sequent band structures, as they are virtually identical to the GW data and
much more convenient to plot.
2.4.2 Modified GW Calculations
Figure 2.7a illustrates the effect of modifying the standard GW calculation
of 2.6 to include strong electron correlations. Clear splitting of the states
at the Fermi level into two characteristic peaks, the upper and lower Hub-
bard bands (UHB and LHB labels on Figure 2.7a, compare this with the
schematic of 1.7c) is exhibited and the magnitude of this splitting compares
relatively favourably with the experimentally determined values of the ex-
citation gap of 1.4-1.7 eV, (Heinemann, Eifert, and Heiliger, 2013) and the
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FIGURE 2.5: a) DOS near the Fermi level obtained from a Hartree-Fock
calculation of CuO b) DOS near the Fermi level obtained from an unmodified
frequency-dependent spin-resolved G0W0 calculation.
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FIGURE 2.6: Comparison of the DFT (Blue lines) and G0W0 (unmodified i.e. no
modification of the screened interaction, black circles) band structures of CuO.
overall shape of the DOS is in reasonable agreement with Rödl et al., 2015
apart from some broadening of the low energy oxygen p-states (not shown)
which we return to later. However there is another experimental signature
of Mott systems which must be simulated in order for the technique to be
considered an accurate reproduction. When doped with electrons or holes,
Mott systems exhibit a “giant transfer of spectral weight” which clearly il-
lustrates the failure of band theory for these systems, (Eskes, Meinders, and
Sawatzky, 1991, see Figure 1.7). In a system well-described by band theory,
if an electron is doped into the conduction band, the Fermi level shifts up,
and the conduction band intersects the Fermi level with minimal change
in dispersion. In a Mott system, adding a small number of carriers is not
expected to significantly affect the t/U balance, and the system is still ex-
pected to be gapped. Therefore, any previously empty state in the upper
Hubbard band which is filled upon doping must then cross the gap to sit in
the lower Hubbard band, which significantly changes band dispersion.
This effect was clearly observed in recent photoemission experiments on
TiOCl (Sing et al., 2011). Figure 2.7b presents static PS-G3W3 calculations of
CuO doped with one electron (with a flat compensating background charge
added). When compared to Figure 2.7a, it is clear that spectral weight has
shifted from the upper Hubbard band to sit at the leading edge of the lower
Hubbard band. Figure 2.8 illustrates how this occurs. Figure 2.8a is a com-
parison of the DFT and static PS-G3W3 band structure calculations using an
8×8×6 k-point mesh. We use DFT for this comparison rather than standard
GW data as the standard GW data is virtually identical to the DFT data
(see 2.6), and the lower computational cost of DFT allows us to use much
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FIGURE 2.7: a) DOS obtained from a static PS-G3W3 calculation of CuO, b) DOS
obtained from a static PS-G3W3 calculation of CuO doped with one electron.
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FIGURE 2.8: a) Left panel: DFT (gray lines) and static PS-G3W3 (black filled
circles) band structures of CuO, right panel: corresponding density of states. b)
Left panel: DFT (gray lines) and static PS-G3W3 (black filled circles) band
structures of electron doped CuO and right panel: corresponding density of
states. PS-GW derived eigenvalues are fitted with blue splines as a guide to the
eye.
higher k-space resolution. Figure 2.8b presents the same data for the elec-
tron doped structure. The calculations of the undoped structure reveal that
the effect of unscreening the low q interactions is to split the spectral weight
at the Fermi level, pushing filled states to lower energy, and unfilled states
to higher energy. As noted in numerous DMFT calculations, band crossings
at the Fermi level still exist (Aichhorn et al., 2009; Aichhorn et al., 2010; Fer-
ber et al., 2012; Werner et al., 2012). Electron doping (Figure 2.8b) fills the
lowest lying states in the upper Hubbard band, which Figure 2.8a indicates
are around the Γ point, dropping them onto the leading edge of the lower
Hubbard band, at approximately -1 eV.
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FIGURE 2.9: a) Comparison of spin-resolved PS-GW data for CuO obtained with
0,1,2 and 3 self-consistency steps, b) Comparison of spin-independent PS-GW
data obtained using zero up to six self-consistency steps.
2.4.3 Convergence Testing
While the PS-GW data of Figures 2.7 and 2.8 is promising, for a method to
be convincing it really needs to converge to a numerically or at least quali-
tatively correct solution. If the PS-GW data diverges to something unphys-
ical, it suggests that the physical basis for the calculation is either flawed,
or the calculation needs adjustment. Figure 2.9 presents convergence tests
for the CuO data in both spin-resolved (2.9a)) and spin-independent (2.9b))
forms. The use of the spin-independent approach was necessitated by the
calculations hitting the wall-time imposed on our computational infrastruc-
ture. The spin-independent calculations are less computationally demand-
ing allowing more self-consistency iterations to be used. From Figure 2.9a)
it is clear that the calculations converge very rapidly to the solution pre-
sented in Figure 2.7. Proceeding with a spin-independent approach allow-
ing for six self-consistency iterations reveals that the calculation converges
in three steps. This is a significant result, as it represents the fact that the
signatures of Mott-Hubbard Physics are the solution to the PS-GW formu-
lation, and not just a step along the way to an unphysical result.
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2.4.4 Comparison of frequency dependent and COHSEX data
Figure 2.10 details the effect of removing frequency dependence from the
GW calculations. Figures 2.10a-b plot G0W0 and G0W0Γ0 calculations on
CuO, illustrating that the inclusion of the Γ0 modifications has very little
effect on the low energy oxygen p-bands, apart from a rigid shift to lower
energy due to the formation of the Hubbard bands. Figure 2.10c plots
G3W3Γ0 COHSEX calculations of pure CuO, while Figure 2.10d presents
a comparison of the Hubbard bands of the G0W0Γ0 and G3W3Γ0 COHSEX
calculations, with the leading edges of the lower Hubbard bands aligned
in energy. Comparing Figures 2.10b, 2.10c and 2.10d it is clear that the use
of the COHSEX approximation broadens the oxygen p-bands, however the
broadening of the lower Hubbard band, while noticeable, is on the order of
7-8 %.
2.4.5 Effect of k-point resolution
As mentioned in the methods section, changes in k-point resolution do af-
fect the results generated, however this fortunately occurs in a predictable,
and understandable manner. Figure 2.11 illustrates a comparison of CuO
data using two different resolutions, 8×8×6 and 12×12×4. These results
are not spin-resolved, as this is beyond our computational capabilities for
a 12×12×4 k-point grid. The electronic densities of states (Figure 2.11a in-
dicate that the effect of increasing the resolution is to narrow the splitting
between the upper and lower Hubbard bands. The 12×12×4 band structure
(Figure 2.11b) reveals more detail. The lower resolution data of 2.8a indi-
cates that the effect of increasing stronger correlations is to split the eigen-
values either side of the Fermi level, creating the Hubbard bands. Figure
2.11b suggests that the effect of increasing the k-point resolution narrows
this splitting, however the band dispersions begin to follow the DFT results
more closely. Comparison of the Γ-B-A and Γ-Y -A directions of Figures
2.8a and 2.11b shows that the higher resolution data retains the dispersion
of the DFT data, while the lower resolution data exhibits much flatter dis-
persion, indicating stronger correlations.
To understand this, it is instructive to recall the form of the independent
particle polarizability (Hybertsen and Louie, 1987; Shishkin and Kresse,
2006):
χ0(G,G′, ω,q) =
1
Ω
∑
ωGG′
∑
nn′kq
2wk(fn′k+q − fnk)
× 〈ψn
′k+q|e−i(q+G)r|ψnk〉〈ψnk|ei(q+G
′)r′ |ψn′k+q〉
n′k+q − nk − ω + iηsgn[nk − n′k+q] (2.17)
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FIGURE 2.10: Electronic densities of states of CuO displaying the low energy d-
and p- states in addition the those at EF calculated using a) G0W0, b) frequency
dependent PS-G0W0, c) static PS-G3W3 and d) static PS-G3W3 doped with one
electron.
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FIGURE 2.11: a) Densities of states of CuO calculated using k-point meshes of
12×12×4 (black) and 8×8×6 (blue), b) 12×12×4 band structure (black circles
fitted with blue splines) compared to DFT (gray lines).
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Concentrating on the angle-bracket term, the screening of the bare Hartree-
Fock interaction is facilitated by the overlap integrals of the Bloch states,
|ψn′k+q〉 and |ψnk〉. It is obvious that this screening will depend on the num-
ber of Bloch states in k-space (the resolution of the k-point grid basically),
weighted by the energy difference between the initial and final states (the
denominator in equation (1)). The PS-GW process penalizes polarizabili-
ties for q →0, however this does not capture the expected quadratic form
of the Coulomb correlations in momentum space. If a relatively coarse k-
point grid is used, the q 6= 0 polarizabilties near the initial state |ψnk〉 are
not present in the calculation of χ0(ω). Therefore to mimic strong correla-
tions, transitions to these states do not need to be modified. However, if
only the q → 0 transitions are modified, and a higher k-point resolution is
used, then the polarizabilities to states nearby in k-space are included in the
calculation, and in this method, are unmodified. Thus the Hartree-Fock in-
teraction is screened with greater facility as the k-point resolution increases,
reducing correlations. This suggests that changes in k-point resolution rep-
resent a crude method of determining the effect of changing the correlation
strength in these low symmetry structures.
2.5 Conclusions
In summary, accounting for scattering due to on-site repulsion in the low
q limit of the polarizability in GW calculations of Mott insulators correctly
reproduces some of the signatures of Mott physics. Specifically, for the low-
symmetry structure of CuO in which significant Fermi surface nesting is
not expected, the approach generates the splitting of the states at the Fermi
level into the upper and lower Hubbard bands, and the giant transfer of
spectral weight with electron doping.
The approach described however rests upon the assumption that after
construction of the input wavefunctions and eigenvalues by DFT, the low
q dielectric response contains all of the polarizations that create double oc-
cupancies, and nothing else. While mathematically there is certainly a low
q dependence due to the photon propagator, at present the approach is not
widely applicable. However, the computation of the response function is
far less taxing than the self-energy, and the possibility exists to implement
a more rigorous approach to the determination of transitions which gen-
erate double occupancies. If such an approach could be found, modified
self-energy calculations of the kind presented here could provide signifi-
cant insight into the nature of Mott insulating materials from an ab initio
perspective, and thus significantly facilitate materials design. In the mean
time though, the method will be used to explore a system of significant
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technological interest, the doped M1 and undoped M2 forms of vanadium
dioxide.

65
Chapter 3
Application to M2 Vanadium
Dioxide
The data contained in this chapter comprises some of that included in the
journal articles:
1. Hubbard Physics in the PAW GW Approximation, J. M. Booth, D. W.
Drumm, P. S. Casey, J. S. Smith and S. P. Russo, The Journal of Chem-
ical Physics, 144, 244110, (2016)
2. An Ab Initio Description of a Mott Metal-InsulatorTransition: M2 Vana-
dium Dioxide, J. M. Booth, D. W. Drumm, P. S. Casey, J. S. Smith, S. K.
Bhargava and S. P. Russo, submitted to ACS Applied Materials and
Interfaces.
3.1 Introduction
Turning now to the technologically significant problem of the natures of the
insulating phases of vanadium dioxide (Nakano et al., 2012; Liu et al., 2012;
Park et al., 2013; Budai et al., 2014), the development of new devices based
on nanostructures of vanadium dioxide is complicated by the fact that the
phase diagram of VO2 is non-trivial. In doped systems (Pouget et al., 1974)
or systems under uniaxial strain (Marezio et al., 1971) the M2 insulating
structure forms. Its morphology is different from that of the M1 structure
in that only half of the vanadium chains undergo a Peierls distortion, but
no antiferroelectric distortion, while the other half undergo the antiferro-
electric distortion but not the Peierls pairing (see Figures 1.1, 1.2 and 1.3).
Studies on VO2 nanobeams and nanowires in particular (Zhang, Chou, and
Lauhon, 2009; Sohn et al., 2009; Jones et al., 2010; Guo et al., 2011) reveal
that stress and strain in nanobeam configurations commonly result in the
appearance of the M2 structure when cooling tetragonal VO2. Recent work
by Park et al., 2013 identified a triple point between the tetragonal, M1 and
M2 structures in the stress-temperature phase diagram.
However, while a wealth of information, both theoretical and experi-
mental, exists concerning the M1 to tetragonal transition, the M2 structure’s
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properties and dynamics have received considerably less attention. The re-
cent focus on nanobeams and the study of Park et al., 2013 highlight the fact
that this gap needs to be bridged.
The most significant reason for this gap is that the M2 form of VO2 is a
Mott Insulator (Pouget et al., 1974), and this renders many of the standard
theoretical approaches to determination of the system’s properties inappli-
cable. In particular Density Functional Theory, while extremely success-
ful when applied to weakly correlated systems, fails spectacularly when
applied to Mott systems due to its inability to correctly address non-local
electron correlations. Eyert, 2002 explored some of the properties of the
electronic structure of M2 VO2 using DFT and concluded that within the
limits of the LDA, the Peierls chain displayed character similar to the M1
structure, while the antiferroelectric chain was tetragonal-like in electronic
character.
However, the aforementioned lack of non-local correlations renders DFT
a poor approximation. In particular the calculations were unable to open a
band gap at the Femri level in either the M1 or the M2 phase, and thus the
exact mechanism for the gap opening in M2 VO2 could not be rigorously
determined. Other approaches have been developed to address non-local
and strong electron correlations, such as DFT+U (Anisimov, Aryasetiawan,
and Lichtenstein, 1997), hybrid DFT functionals (such as HSE03 and B3LYP)
which mix in an empirical amount of exact exchange (Heyd, Scuseria, and
Ernzerhof, 2003), and Dynamical Mean Field Theory (Kotliar et al., 2006).
However, the application of these methods to M2 is limited to the hybrid
functional study of Eyert, 2011, and the DMFT studies of Tomczak, Aryase-
tiawan, and Biermann, 2008 and Brito et al., 2016. The first two studies
focused almost exclusively on the M1 structure, while the study or Brito et
al., 2016 computed the band structure and self energy, however the authors
did not discuss how the band gap arises from the atomic rearrangements of
the tetragonal structure. In this chapter we bridge this gap by employing
the PS-GW approach.
3.2 Methods
3.2.1 Structures and Computational Parameters
The M1 and M2 structures used were those of Andersson, 1954 and Marezio
et al., 1971 respectively. The M1 structure was first relaxed to a ground state
using GGA DFT (PBE) (Perdew, Burke, and Ernzerhof, 1996). The M2 struc-
ture was not relaxed, as DFT underestimates the correlation energy (Eyert,
2002) and thus reaches an incorrect ground state. 6 × 6 × 6 and 4 × 6 × 6
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Monkhorst-Pack k-space grids were used for the M1 and M2 structures re-
spectively and the GW calculations were performed again with VASP using
256 bands, after first calculating input wavefunctions using DFT with PBE
GGA functionals. The static PS-GW calculations of the M2 structure utilized
four self-consistency steps (G4W4) and 256 bands. The Brillouin zone and
high symmetry points used in the band structure plots of the M1 structure
were as per those of CuO (see Figure 2.4), while for the M2 structure those
of Figure 3.1 were employed.
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ky
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FIGURE 3.1: Brillouin zone and high symmetry points used in the band structure
plots of the M2 form of vanadium dioxide in this work, after Bradley and
Cracknell, 1972.
In order to examine the effects of the structural distortions occurring
across the metal-insulator transition on the electronic structure, structures
intermediate to the tetragonal and M2 forms were generated as follows.
The “Peierls Paired" structure consists of the M2 structure with the anti-
ferroelectric distortion removed, i.e. the antiferromagnetic chains in Fig-
ure 1.3 are symmetrized such that they are evenly spaced and collinear as
per those of the tetragonal structure. The “M2 Tetragonal" structure is gen-
erated by removing both the antiferroelectric and Peierls distortions. This
creates a structure in which the vanadium atoms are all evenly spaced and
collinear, however their internuclear distances are slightly larger than the
metallic tetragonal structure, and the structure retains the monoclinic β an-
gle of 91.88 ◦. Thus, calculations of the electronic structure of the “Peierls
Paired" form illustrate the effect of introducing the Peierls pairing to the
high temperature tetragonal structure, while the “M2 Tetragonal" structure
explores the effect of expanding the inter-vanadium spacing, which occurs
when the AF chain is created, but decouples the Peierls pairing and the in-
creased bonding in the z-axes of the octahedra occuring via the shifts in the
(201) plane (see Figure 1.3).
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FIGURE 3.2: Convergence testing for the PS-GW M2 data. The density of states
converges within three self-consistency steps (PS-G3W3), after which very small
fluctuations are observed.
3.2.2 Convergence Testing
Figure 3.2 illustrates how well the PS-GW M2 data converges with each self-
consistency step. Due to the (relatively) large number of electrons in the M2
structure (200 for our calculations), five self-consistency steps represents
the limit of our computational resources. However, as Figure 3.2 illustrates,
the differences between data using three, four or five self-consistency steps
is very minor, indicating that the calculation can be considered to have con-
verged for the number of steps used here: four.
3.3 Results and Discussion
Figure 3.3 presentsG0W0 calculations on the M1 form. This structure under-
goes an insulator-metal transition at ∼ 340 K as it spontaneously changes
from the monoclinic P21/c structure to the tetragonal P42/mnm form (Good-
enough, 1971) Figure 3.3a presents a comparison of the DFT and G0W0
bands, and the respective densities of states and the data clearly illustrates
that the G0W0 calculations result in splitting of the bands with respect to
the DFT calculation, with the empty conduction band simply shifting up-
wards, with minimal change in dispersion. The gap magnitude of ∼ 0.7 eV
is in excellent agreement with the experimental value, which is also ∼ 0.70
eV (Shin et al., 1990) and the scCOHSEX-G0W0 calculations of Gatti et al.,
2007.
Figures 3.3b-c present charge density isosurfaces of the valence (Fig.
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FIGURE 3.3: a) Left panel: M1 VO2 band structures calculated using DFT (gray
lines) and unmodified frequency-dependent G0W0 (black filled circles fitted with
blue splines), right panel: corresponding DFT (gray line) and G0W0 (blue filled
curve) densities of states, b) charge density isosurface of the valence band of M1
VO2, and c) charge density isosurface of the conduction band of M1 VO2. Both
isosurfaces perspectives correspond to the (01¯1) plane.
3.3a) and conduction (Fig. 3.3c) bands in the (1¯,1,0) plane (the “conduc-
tion band" is the first peak above the Fermi level in the Density of States).
As expected from the well-known Peierls distortion of the M1 structure,
the pairing of the vanadium nuclei results in bonding density between
the nuclei, while the conduction band consists of the corresponding anti-
bonding states, thus confirming that the gap in M1 VO2 opens via bond-
ing/antibonding splitting. The magnitude is significantly underestimated
by DFT however. Figures 3.3b-c indicate that Peierls pairing produces an
increase in the inter-vanadium local potential, which stabilizes bonding
wavefunctions with respect to conduction states, shifting the conduction
band eigenvalues to higher energy.
The question of precisely how the insulating gap of vanadium diox-
ide opens has been the subject of vigorous debate for decades with some
(Goodenough, 1971; Eyert, 2002) suggesting a band theoretical basis, while
others (Zylberstein and Mott, 1975) preferring the Mott-Hubbard picture.
From the data of Figure 3.3 it seems that the band picture can account for
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the vast majority of the changes in band structure occurring. The DFT (grey
lines) bands exhibit clear splitting raising them above the Fermi level ex-
cept at C, which sits at the Fermi level. Applying the GW Approximation
pushes these states upwards in energy, creating a band insulator. This DFT
and subsequent GW calculation were performed on a structure which was
first relaxed with respect to the DFT Hamiltonian. The effect of this relax-
ation was to slightly exaggerate the Peierls distortion with respect to the
experimentally determined structure (a shortening of the intervanadium
spacing of approximately 2.5 %). Thus the opening of this gap in these
calculations was accomplished by carefully performing a geometry relax-
ation with DFT, then constructing a self-energy from the DFT wavefunc-
tions, which resulted in a band insulator with a gap in perfect agreement
with experiment. We thus conclude that as far as the work contained in
this thesis is concerned, M1 VO2 is a band insulator and henceforth will be
treated as such (a full discussion of this with respect to the changes in the
tetragonal Fermi surface from structural distortions would require another
thesis to address properly, however publications are being prepared which
do explore this perspective).
Figure 3.4 illustrates that this is not the case for the M2 form. M2 vana-
dium dioxide also undergoes an insulator-metal transition, although at slightly
higher temperature (353 K, Booth and Casey, 2009a), coincident with a
structural transition from monoclinic C2/m to the same tetragonal P42/mnm
structure as the M1 form (Pouget et al., 1974). However, the monoclinic
form differs significantly in structure. In the M1 form all of the vanadium
atoms form Peierls paired chains running down the monoclinic a-axis, which
experience a slight antiferroelectric twist that has components in both the
b- and c-axes. The M2 form however, has two distinct chain structures.
One half of the vanadium atoms form a Peierls paired chain, however this
chain is not antiferroelectrically distorted, but rather the vanadium atoms
are collinear. The remaining vanadium atoms form an antiferroelectrically
distorted chain, however one in which the inter-vanadium spacing is uni-
form (i.e. no Peierls pairing, se Figures 1.1,1.2 and 1.3 for a comparison of
the M1 and M2 structures). This structure has been regarded as a Mott in-
sulator since the 1970s, due to experiments by Pouget et al., 1974 who used
51V NMR Knight shifts to resolve the two vanadium environments in Cr-
doped VO2. Figure 3.4a presents a comparison of a standard G0W0 calcula-
tion of the M2 structure using a grid of 30 frequency points with DFT data.
While some splitting of the DOS at the Fermi level is evident in comparison
to DFT, a peak is still observed at EF . The G0W0 band structure confirms
that the while there is splitting of the bands, states are evident at the Fermi
level in the Z − Γ − A directions and at L. This splitting is suggestive of
the lower Hubbard band-quasiparticle peak-upper Hubbard band splitting
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FIGURE 3.4: a) Left Panel: M2 VO2 band structures calculated using DFT (gray
lines) and unmodified frequency-dependent G0W0 (black filled circles, fitted with
blue splines), right panel: corresponding DFT (gray line) and G0W0 (blue filled
curve) densities of states, b) charge density isosurface of the valence band of M2
VO2, c) charge density isosurface of the quasiparticle peak of M2 VO2, d) charge
density isosurface of the conduction band of M2 VO2, e) projected densities of
states of the Peierls chain vanadium atoms of M2 VO2, f) projected densities of
states of the antiferroelectric chain vanadium atoms of M2 VO2.
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FIGURE 3.5: a) Projected densities of states of the Peierls chain vanadium atoms
of M2 VO2, b) projected densities of states of the antiferroelectric chain vanadium
atoms of M2 VO2.
(Kotliar et al., 2006) observed in DMFT studies of correlated metals such as
paramagnetic V2O3 (Mo et al., 2003), however closer inspection reveals a
more practical way to regard these features.
Given that the structure contains a Peierls chain, it is expected that there
will be some bonding-antibonding splitting observed, as per the M1 struc-
ture. However, as this chain does not undergo antiferroelectric distortion,
the vanadium and oxygen orbitals along the z-axis of the chain are not
Peierls paired. Therefore a non-bonding, metallic band is expected to ex-
ist at EF . Figures 3.4b-d illustrate this with charge density isosurfaces of
the lower valence band (Figure 3.4b), the “quasiparticle” band (Figure 3.4c),
and the conduction band (Figure 3.4d). Clearly, the valence band contains
all of the bonding density, while the quasiparticle and conduction bands are
non-bonding/antibonding. Projecting the density of states onto atomic-like
orbitals on the Peierls chain vanadium atoms (Figure 3.5a) illustrates that
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FIGURE 3.6: a) Left Panel: M2 VO2 band structures calculated using DFT (gray
lines) and static PS-G4W4 (black circles, fitted with blue splines), right panel:
corresponding DFT (gray line) and static PS-G4W4 (blue filled curve) densities of
states, b) static PS-G4W4 projected densities of states of the Peierls chain
vanadium atoms of M2 VO2 and c) static PS-G4W4 projected densities of states of
the antiferroelectric chain vanadium atoms of M2 VO2.
the quasiparticle peak is indeed mostly non-bonding 3dz2−r2 states. The
antiferromagnetic (AF) chain (Figure 3.5b) in contrast exhibits more mixed
character at EF . Thus, Figures 3.4 and 3.5 indicate that in contrast to the
M1 structure, standard G0W0 calculations predict that the M2 structure is
metallic due to the reduced bonding/antibonding splitting brought about
by the change in structure. This is at odds with the experimentally deter-
mined insulating behaviour.
Static PS-G4W4 calculations however suggest far more localised behaviour.
The density of states at EF (Figure 3.6a) is considerably reduced, with the
spectral weight splitting in a fashion similar to the CuO data of Fig 2.7a,
with some states moving down to form a broad lower Hubbard band with
the Peierls bonding states, while some move upwards into the antibonding
band, creating an upper Hubbard band, separated from the lower Hubbard
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band by a “gap" of ∼ 1 eV. The band structure (Figure 3.6a) reveals con-
siderable depletion of the states at the Fermi level, with the valence states
shifting downwards as the gap opens, and the oxygen p-states at ∼ -3 to -4
eV shift concurrently. The observed splitting, like that observed in the CuO
data of Figure ??c, is not complete. Band crossings still exist, and thus some
small but finite density of states exists at EF . DMFT data (Brito et al., 2016)
does not show such finite DOS, however it is at this stage unclear whether
the difference is a manifestation of scattering at finite q which is missed by
our approach (although this seems likely), or due to the projection process
used to isolate the correlated orbitals in DMFT. The projected DOSs for the
Peierls chain (Figure 3.6b) illustrates that the non-bonding 3dz2−r2 states
observed in the G0W0 calculation have disappeared from the gap, as have
the mixed d-states of the AF chain (Figure 3.6d). It is evident that increasing
the effect of electron correlations splits the metallic non-bonding states into
Hubbard bands, as expected of a Mott insulator.
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FIGURE 3.7: PS-GW band structures (black filled circles fited with blue splines) of
the a) “M2 Tetragonal structure" and b) the “M2Peierls Paired" structure.
Figures 3.7a-b present the PS-GW (filled circles) band structures of the
“M2 Tetragonal" structure and the “Peierls Paired" structures respectively,
both fitted with blue splines to guide the eye. Like the M2 structure, the
“M2 Tetragonal" structure also exhibits considerable splitting of the states
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near EF into Hubbard bands, which is obviously difficult to confirm ex-
perimentally, given that this structure does not exist. This is to be expected
however, given that the true tetragonal structure is itself strongly correlated
(Biermann et al., 2005), and thus does not exist at 0 K either. However, what
it does provide is a way of determining which states move due to the two
different structural distortions by comparing it to both the M2 and “Peierls
Paired" structures.
(A)
(B)
(C)
FIGURE 3.8: a) Charge density isosurface in the (201) plane of the “Peierls Paired
structure" along from the lower Hubbard band and restricted to the M → Z
region of the first Brillouin zone, b) Charge density slice in the (201) plane around
the Peierls Paired vanadium atoms of the lower Hubbard band, and c) the upper
Hubbard band.
A comparison of Figures 3.7a-b with figure 3.6a reveals that the Peierls
distortion results in considerable stabilisation of states in the M → Z direc-
tion in the lower Hubbard band. In the “M2 Tetragonal" structure, the state
atM sits in the upper Hubbard band, while the subsequent states are below
EF , indicating that the associated band crosses from the upper to the lower
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Hubbard band. However, in both the M2 and the “Peierls Paired" struc-
tures, the M → Z region consists of a flat band sitting well below EF in the
lower Hubbard band. Therefore, the imposition of the Peierls pairing has
stabilised these states, dropping the band below EF across this region of
k-space. We can get an idea of why this occurs by plotting a charge density
isosurface corresponding to these points (Figure 3.8a).
The isosurface of this charge density in the (201) plane indicates that
these “stabilised" states correspond almost entirely to charge density con-
centrated on the Peierls paired vanadium atoms. The charge density also
extends across the interstitial region between the short V-V distance, creat-
ing bonding density between the Peierls pairs. Thus, from Figures 3.7 and
3.8a the effect of imposing Peierls pairings on the tetragonal structure is the
formation of bonding density, pulling the bonding states below EF , with a
corresponding destabilisation of the antibonding states.
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FIGURE 3.9: a)DOS comparison of the M2 Tetragonal and Peierls Paired
Structures (the blue shaded region is of significance for Figure 3.10), b) Charge
density of the M2 structure in the (201) plane, c) Charge density of the Peierls
Paired structure in the (201) plane, d) Charge density of the states comprising the
peak marked by the asterisk in Figure 3.9a in the (201) plane.
In addition to the localization induced by the increased nuclear po-
tential overlap, the breaking of the tetragonal symmetry will result in a
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decrease in the exchange charge density between points in k-space corre-
sponding to bonding and anti-bonding states. Figures 3.8b-c illustrate this
using charge density slices of the lower and upper Hubbard bands in the
(201) plane respectively. As the atoms are paired, the previously symmetric
states split into bonding (Figure 3.8b) and anti-bonding (Figure 3.8c) combi-
nations. The overlap of these wavefunctions will obviously decrease given
the different forms of the charge density on the Peierls paired chain. There-
fore, the overlap integrals corresponding to transition between these states
in the polarizability matrix 2.1 will be smaller. This results in more of the
bare Hartree-Fock interaction being included, increasing correlations and
splitting states at the Fermi level.
Figure 3.9a presents the eDOSs of the “M2 Tetragonal" and the “Peierls
Paired" structure. While both structures exhibit the characteristic Mott-
Hubbard splitting, a peak in the eDOS of the “Peierls Paired" structure has
developed, just below the upper Hubbard band, indicated by the asterisk.
Figures 3.9b and 3.9c illustrate the charge density of the lower Hubbard
bands of the M2 structure and the “Peierls Paired" structure, and it is ap-
parent that the lower Hubbard band of the M2 structure is comprised of
a significant number of states which contain bonding density between the
Peierls Paired vanadium atoms, while the “Peierls Paired" structure’s lower
Hubbard band contains non-bonding density on the Peierls chain. Figure
3.9d illustrates the charge density of the peak of Figure 3.9a, which clearly
resembles the M2 lower Hubbard band much more closely. Thus the ef-
fect of the Peierls distortions is to form bonding density between the paired
vanadium atoms, which will localize itinerant electrons, reducing correla-
tions, confirming the data of Tomczak and Biermann, 2007 who concluded
from cluster-DMFT data that the dimerization is a Peierls-type localization
driven by strong correlations in the metallic structure.
3.3.1 Antiferroelectric Distortion
The remaining question to answer is that of the nature of the antiferroelec-
tric distortion observed on the chain which does not Peierls pair. The are
two possible explanations for this: one is that the zig-zag displacement in-
creases the distance between the vanadium atoms and therefore reduces or-
bital overlap and therefore the tendency of electrons to hop between atoms.
The other is that the Peierls pairing which pushed the vanadium atoms
together on the neighbouring chains results in an electrostatic repulsion ef-
fect which pushes the vanadium atoms away from the pairing on the an-
tiferroelectric chain. As the vanadium atoms on neighbouring chains are
displaced by 〈12 , 12 , 12〉, this means that as one atom is pushed up by the a
Peierls pairing on one side of an AF chain, then the neighbouring atom will
be pushed down by the chain on the other side (see Figure 1.3). The first
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FIGURE 3.10: a) Charge density in the (201) plane corresponding to the states of
the shaded blue region in Figure 3.9a, b) Comparison of the oxygen partial
densities of states of the M2 and “Peierls Paired" structures. In this figure the
shaded blue region of b) highlights the shift of the oxygen partial density of states
between the M2 and the “Peierls Paired" structures, while in Figure 3.9 it
highlights the same shift but compares the “M2 tetragonal" and “Peierls Paired"
structures.
scenario is difficult to probe without incorporating the effects of antiferro-
magnetism, which would require the use of Monte Carlo techniques. The
second scenario however is easily investigated using DFT-GW and the re-
sults are presented here.
Figure 3.9a illustrates that in the “Peierls Paired" structure, bonding is
not enough to drop the states into the lower Hubbard band. It is easy to
reconcile this by examining the changes in bond lengths introduced by the
antiferroelectric distortion. In the M2 structure the internuclear distance
between the apical oxygen and the antiferroelectrically distorted vanadium
atoms is 2.12 Å, while in the “Peierls Paired" structure it is 1.915 Å (marked
by the double-headed arrows on Figures 3.9b and 3.9d respectively). This
discrepancy results in greater nuclear potential overlap in the “Peierls Paired"
structure, which will bind the nearby electrons into a smaller region and in-
crease the energies of the associated bonding states due to repulsion. The
blue highlighted region of Figure 3.9a illustrates that a shift to higher en-
ergy is indeed observed in the oxygen states.
Figure 3.10a transforms this highlighted region to charge density, and
reveals that as expected, this density is mostly concentrated on the apical
bridging oxygen atoms, marked by the letter A in the Figure. Figure 3.10b
illustrates the partial densities of states of the apical oxygen atoms of the
“Peierls Paired" structure and the M2 structure, and the “Peierls Paired"
structure clearly exhibits the same shift observed in the total density of
states of Figure 3.9a. This shift is only observed on the apical oxygen atoms,
confirming that it is due to the decrease in the V-O distance. Such an in-
crease in the charge density in this region will result in d-electrons in this
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region experiencing stronger repulsion which, as Figure 3.9a indicates, al-
most completely counteracts the decrease in energy from the Peierls pair-
ing. Increasing the V-O bond distance by introducing the anti-ferroelectric
distortion lowers the energies of the oxygens states, dropping them back
into the broad oxygen p-band. Thus the antiferroelectric distortion of the
AF chain is revealed as a consequence of electrostatic repulsion generated
by the Peierls pairing, which also increases the V-V distance along the chain,
expanding the unit cell. However their may be some influence on this dis-
tortion resulting from the antiferromagnetic ordering of the spins of the d1
states, and thus a combination of these two mechanisms may be active.
This also reveals the unusual stabilization of the bonding states in the
M → Z region of the Peierls Paired structure (Figure 3.7a); these states
contain almost no charge density on the apical oxygen atoms. Therefore this
electrostatic repulsion is minimal, and the states sit in the lower Hubbard
band.
3.4 Conclusion
Putting all of this together, the data generated indicates that M2 VO2 com-
bines band/Peierls and Mott-Hubbard insulating mechanisms to transition
from the metallic to the insulating state. The Peierls pairing of one half of
the interleaved vanadium chains localizes electrons and results in bond-
ing/antibonding splitting. This symmetry breaking reduces the exchange
charge density terms in Equations 1.121 and 1.124 as the wavefunctions of
the bonding and anti-bonding states have decreased overlap. This Peierls
pairing antiferroelectrically distorts the remaining chains due to electro-
static considerations, which expands the unit cell in the tetragonal c-axis
direction, and additionally increases the inter-vanadium spacing, localiz-
ing the itinerant electrons in a bandwidth controlled Mott-Hubbard mech-
anism. The effect of each component of the structural phase transition is
therefore seen to be the localization of electrons, confirming that, similarly
to the M1 structure, the transition is driven by strong electron correlations
in the metallic structure.
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Chapter 4
Tungsten-doped Vanadium
Dioxide
The data contained in this chapter comprises some of that included in the
arXiv submission:
Electronic structure of tungsten-doped vanadium dioxide: from band to Mott in-
sulator, J. M. Booth, D. W. Drumm, P. S. Casey, J. S. Smith and S. P. Russo,
arXiv:1507.00105 (2015), which will be submitted to a journal for publica-
tion.
4.1 Introduction
Many methods of controlling the critical temperature of M1 VO2 revolve
around disrupting this Peierls pairing, such as the input of stress or strain
(Wei et al., 2009), or doping (Lawton and Theby, 1995). Doping with tung-
sten has long been known to reduce Tc by ∼ 23 K per atomic percent of
tungsten (Lawton and Theby, 1995). However, when viewed through the
lens of band theory, this presents something of a paradox, as doping carri-
ers into pure VO2 should result in a metallic structure. Experiments confirm
however, that VO2 doped with< 10 % tungsten remains insulating (Tang et
al., 1985). In addition, photoemission experiments reveal that tungsten as-
sumes the place of a vanadium atom in the VO2 lattice, but does not Peierls
pair with neighbouring atoms (Tang et al., 1985), despite having the va-
lence electrons to do so (unlike e.g. p-type doping with Ti). Rather, the
local environment of the tungsten is tetragonal, while the structure retains
an overall P21/c symmetry. This is in contrast to doping with chromium,
which despite being in the same group as tungsten, promotes the formation
of the Mott insulating M2 structure at dopant percentages as low as 0.5 %
(Marezio et al., 1971).
Figure 4.1 compares the different geometries involved: Figure 4.1a illus-
trates the Peierls paired and antiferroelectrically distorted vanadium chain
in the undoped compound. Figure 4.1b illustrates a substitutionally doped
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Experimental Vanadium Chain
Substitutional Doping
Experimental Doped Configuration
a
b
c
c
a
FIGURE 4.1: a) Undoped vanadium chain running along the monoclinic a-axis, b)
substitutionally doped chain used in the calculations of Figures 2 and 3, and c)
experimentally determined doped geometry used in the calculations of Figure 4.
The oxygen atoms are as usual coloured red and the vanadiums grey, however
the blue dopant atom is in this case tungsten.
chain, in which the tungsten adopts the position of a vanadium atom. Fig-
ure 4.1c corresponds to the experimentally observed (Tang et al., 1985; Booth
and Casey, 2009a) tungsten environment; the tungsten atom sits equidis-
tant from the neighbouring vanadium atoms, and in the center of the oxy-
gen octadehron, i.e. with no Peierls pairing or antiferroelectric distortion.
Given that the insulating state occurs via the vanadium atoms in the tetrag-
onal structure forming pairs and undergoing an antiferroelectric distor-
tion (Goodenough, 1971), disruption of this structural rearrangement as per
Figure 4.1c, combined with the extra carriers would appear from a band
theoretical view to transform tungsten-doped VO2 to a metallic structure.
Unless of course the experimentally observed insulating behaviour in the
doped structure arises due to strong correlations in the partially filled band.
The resolution of such a paradox from a computational perspective has
been out of reach, due to the failure of ab initio methods to reproduce Mott
physics (Aryasetiawan and Gunnarsson, 1998; Burke, 2012). In 2 and Booth
et al., 2016, it was revealed that GW calculations can be modified to include
strong local k-space correlations (the “Partially Screened GW" method or
PS-GW), and can reproduce two significant characteristics of Mott physics:
the splitting of partially filled bands into the upper and lower Hubbard
bands, and the giant transfer of spectral weight upon carrier doping. The
ability of this approach to reproduce these characteristics means that it is
now possible to investigate systems in which the rigid band model fails,
and in this Chapter it is applied to the study of tungsten-doped VO2. It is
found that the non-stoichiometric number of electrons results in a transition
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from band to Mott insulating behaviour.
4.2 Methods
The M1 VO2 structure (Andersson, 1954) was first relaxed to the ground
state using PBE-GGA (Perdew, Burke, and Ernzerhof, 1996) Density Func-
tional Theory (DFT) and the Brillouin zone integration method of Blochl,
Jepsen, and Andersen, 1994. 6× 6× 6, 4× 6× 6, 4× 4× 4 Monkhorst-Pack
(Monkhorst and Pack, 1976) k-space grids were used for the 25 %, 12.5 %
and 3.1 % tungsten-doped structures, which were comprised of one, two
and eight VO2 unit cells in 1× 1× 1, 2× 1× 1, and 2× 2× 2 configurations
respectively, in which a single vanadium atom was replaced with tungsten.
The justification for an approach in which the unit cell size is increased to
drop the dopant percentage is: if a single supercell with different dopant
percentages was used, plotting a band structure to determine the effect of
the dopant on the bands would be exponentially more difficult than using
a single unit cell, as the bands require “unfolding". This is an extremely
difficult, time-consuming and often error-prone process. Therefore, given
that the same effect can be implemented by simply increasing the cell size
while keeping the number of dopant atoms fixed at one, and which allows
far simpler and more accurate band structure plotting, this was the process
used.
The GW calculations were performed using the implementation of Shishkin
and Kresse (Shishkin and Kresse, 2006; Shishkin and Kresse, 2007) as con-
tained in the Vienna Ab Initio Simulation Package (VASP) (Kresse and Furth-
müller, 1996), after first calculating input wavefunctions using DFT with
the (PBEPerdew, Burke, and Ernzerhof, 1996) approach to the exchange-
correlation functional. The standard, or unmodified, GW calculations were
performed on a frequency grid of 30 points, using a cutoff energy of 200
eV. Strong correlations were included by using the PS-GW method (Booth
et al., 2016). Five self-consistency steps were used for the 12.5 % doped
structures, while four and two steps were used for the 12.5 % and 3.1 %
doped structures respectively, and all strongly correlated calculations were
performed at a single frequency point, ω=0. The Brillouin zone and high
symmetry points used were as per Figure 2.4.
4.3 Results and Discussion
We investigate this problem by first examining the effect of substitution-
ally exchanging one vanadium atom for tungsten on the band structure
and density of states (DOS) of VO2, and then reduce the concentration to
more experimentally accessible values. Figure 4.2a illustrates the results of
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FIGURE 4.2: a) Left panel: G0W0 band structure of M1 VO2 (black circles) and
corresponding DFT bands (gray lines), Right panel: corresponding G0W0 density
of states (DOS) b) DOSs of VO2 doped with one tungsten atom using G0W0 (red)
and PS-G5W5 (black), c) Left panel: G0W0 (black circles) and DFT (gray lines)
band structures of tungsten doped VO2, Right panel: corresponding G0W0 DOS,
and d) Left panel: PS-G5W5 (black circles) and DFT (gray lines) band structures of
tungsten doped VO2, and Right panel: corresponding PS-G5W5 DOS.
unmodified G0W0 calculations on the M1 structure of VO2 (corresponding
to the vanadium chain environment of Figure 4.1a). In all plots presented
in this work the Fermi level is set to zero energy. The GW band structure
(black filled circles) exhibits substantial splitting of the valence and conduc-
tion bands at EF in contrast to the DFT bands (gray lines), in which the gap
manifests as a slight splitting of the bands at EF . The calculated GW gap is
∼ 0.70 eV, in excellent agreement with photoemission measurements (also
∼ 0.70 eV, Shin et al., 1990). Therefore, for M1 VO2, screening the Hartree-
Fock interaction with the dielectric matrix resulting from non-interacting
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Green functions is sufficient to reproduce the experimental characteristics
of the undoped structure.
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FIGURE 4.3: a) Left panel: G0W0 (black circles) and DFT (gray lines) band
structures of tungsten doped VO2, Right panel: corresponding G0W0 DOS, and b)
Left panel: PS-G5W5 (black circles) and DFT (gray lines) band structures of
tungsten doped VO2, and Right panel: corresponding PS-G5W5 DOS.
However, Figure 4.2b indicates that for substitutionally tungsten-doped
VO2 (Figure 4.1b) this is not the case. The red trace corresponds to the DOS
of an unmodified G0W0 calculation of a VO2 unit cell with one tungsten
atom replacing one of the vanadiums. The DOS suggests that upon dop-
ing, the Fermi level shifts into the conduction band, which is dragged down
slightly, thus reducing the gap between the original valence band and con-
duction band. The shift of the Fermi level results in a metallic structure,
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FIGURE 4.4: a) PS-G5W5 DOSs of VO2 doped with one (red) and two (black)
tungsten atoms, b) Left panel: PS-G5W5 (black circles) and DFT (gray lines) band
structures of VO2 doped with two tungsten atoms and Right panel:
corresponding PS-G5W5 DOS.
with a large number of empty states sitting at and just above EF .
This situation embodies the failure of the rigid band model for strongly
correlated materials. Pure VO2 has a filled valence band (Figure 4.2a).
Therefore, any doped states will necessarily inhabit the conduction band.
However the conduction states consist of a broad mix of bands, correspond-
ing to a peak in the DOS of approximately 2.5 eV. There are no gaps, and
therefore shifting the Fermi level into this peak will create a metallic struc-
ture. Figure 4.3a illustrates the band structure corresponding to the G0W0
data of Figure 4.2b. The Fermi level intersects the conduction band minima
at Γ, C, E and D. The good agreement between the G0W0 and DFT data
of 4.3a makes it apparent that there will be a continuum of states available
above EF , as the bands vary smoothly in k-space. Therefore, since pure
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VO2 has a filled valence band, according to band theory, a dopant level on
the order of a few atomic percent tungsten will result in a metallic structure
due to the large number of states above EF .
Given that tungsten-doped VO2 is found to be an insulator experimen-
tally, and taking into account the existence of the Mott insulating M2 struc-
ture of VO2 which can be brought about by Cr doping (Pouget et al., 1974;
Eyert, 2002), the most obvious place to look for an explanation is if the
structure becomes a Mott insulator upon doping with tungsten. We can
gain some idea of the plausibility of this by first incorporating strong cor-
relations into the substitutionally doped structure, and then looking at the
effects of the experimentally observed structural distortion in this context.
Adding strong local k-space correlations results in the black trace of Fig-
ure 4.2b (PS-G5W5), and the band structure of Figure 4.3b. Comparing the
DOSs of Figure 4.2b reveals that strong correlations split the filled states
below EF from the bulk of the conduction states, generating a broad low
density region straddling the Fermi level. Comparing the band structures
of Figures 4.3a-b indicates that this feature results from the filled conduc-
tion band minima at and around Γ, C, E and D shifting to lower energy,
while the empty states are pushed upwards.
Figure 4.4 reveals the effect of increasing the dopant percentage. The
DOS data of Figure 4.4a shows that adding another tungsten atom causes
more states to cross the gap from the conduction band, adding to the small
peak observed in the one atom doped structure at∼ -1.0 eV. This transfer of
spectral weight suggests that this peak is in fact the lower Hubbard band.
Such an effect is consistent with the behaviour expected in a Mott material
(Eskes, Meinders, and Sawatzky, 1991), and observed in photoemission ex-
periments on TiOCl (Sing et al., 2011), and in PS-GW data of CuO (Figure
2.7, Booth et al., 2016).
The band structure of Figure 4.4b indicates that these states again come
from the conduction band minima, with more states from around the min-
ima at Γ, C, E and D crossing the gap, and also one of the flat bands in
the A→ E region being filled. The magnitude of the DOS at EF is roughly
unchanged by doping, and considerably smaller than the G0W0 structure
(Figure 4.3a), suggesting that strong local correlations will result in a struc-
ture which has fewer conduction states near EF . Experimentally, tungsten-
doped VO2 also exhibits a symmetrization of the internuclear distances
around the tungsten atom (see Figure 4.1c). Figure 4.5 investigates the effect
of this by comparing standard G0W0 data with a more strongly correlated
PS-G5W5 calculation.
Figure 4.5a plots the DOS data of each calculation, and reveals that ac-
cording to standard G0W0 calculations (red trace) the experimentally ob-
served symmetrization of the tungsten atom results in the original band
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FIGURE 4.5: a) G0W0 (red) and PS-G5W5 (black) DOSs of tungsten doped VO2
with internuclear symmetrisation around the dopant atom, b) Left panel: G0W0
(black circles) and DFT (gray lines) band structures of the symmetrised, doped
structure, Right panel: corresponding G0W0 DOS.
gap closing completely, generating a metallic structure with an∼ 3 eV peak
in the DOS straddling EF . Thus, band theory suggests that rather than the
structure rearranging to preserve an insulating state, it becomes even more
metallic. In context this is unsurprising given that VO2 is metallic above Tc
via the adoption of a tetragonal structure. Therefore, according to band the-
ory, distorting the structure to reduce Peierls pairing takes the monoclinic
form towards the tetragonal form, closing the gap. Including strong corre-
lations in the calculation however, reveals very different behaviour (Figure
4.6a). When compared with Figure 4.3b, we see that the original valence
band and the doping-induced lower Hubbard band which are separated in
energy in the undistorted structure, corresponding to the band minima at
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Γ, C, E and D, have been combined into a single valence band. This lower
Hubbard band is now split from the upper Hubbard band by ∼ 1.2 eV.
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FIGURE 4.6: a) Left panel: PS-G5W5 (black circles) and DFT (gray lines) band
structures of this structure, Right panel: corresponding PS-G5W5 DOS, and b)
comparison of the DOSs of VO2 with dopant percentages of 25 % (red), 12.5 %
(black) and 3.1 % (filled blue curve).
This symmetrization of the local environment of the tungsten dopant
observed in photoemission experiments (Tang et al., 1985; Booth and Casey,
2009a) (see Figure 4.1c) can be reconciled by starting from a Mott insulating
ansatz. From Figures 4.2 and 4.3, the most significant effect of introducing
a tungsten donor is to dope an electron into the conduction band. From
figures 4.2a and 4.4a, it is apparent that undoped M1 VO2 already has a
filled valence band, therefore tungsten doping introduces an electron into
the system, creating a partially filled band. If the tungsten atom Peierls
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pairs with a vanadium atom, the extra electron will interact with both elec-
trons of the pairing, as the pairing will decrease the hopping energy by re-
duced the internuclear spacing, and creating potential overlap between the
atoms. However if the structure symmetrizes, the two valence electrons on
the tungsten atom localize to it, and the single d-electron of the vanadium
localizes on the vanadium site, reducing interactions. In this respect, this
symmetrization is a classic Mott transition; increasing internuclear spacing
giving rise to smaller correlations. The fact that this symmetrization co-
incides with the environment observed in the high temperature tetragonal
structure supports DMFT data which indicates that the metallic tetragonal
structure is highly correlated (Biermann et al., 2005).
The W0.25V0.75O2 doped structure of Figure 4.6a corresponds to a dopant
percentage of 25 %, which is much higher than those commonly used to ad-
just Tc. At this percentage the structure would be expected to be metallic
experimentally (Tang et al., 1985). Figure 4.6b explores the effect of reduc-
ing the dopant concentration from 25 % through 12.5 % to 3.1 % (scaled
such that they integrate to the same total number of states). As the dopant
percentage decreases, the density of states at EF decreases concurrently,
suggesting that the structure becomes increasingly more insulating as the
dopant amount tends to zero, consistent with the fact that fewer carriers are
being doped into the structure. This data indicates that at dopant percent-
ages designed to drop Tc to approximately room temperature (∼ 2-3 %),
tungsten doped VO2 will exhibit insulating character.
4.4 Conclusions
In summary, by including strong correlations in GW calculations on tungsten-
doped VO2 it becomes evident that doping carriers into the band insu-
lating VO2 structure results in a switch to Mott insulating behavior. The
added electron inhabits the conduction band minima, and strong local cor-
relations in k-space split these minima from the rest of the bands, while a
concurrent disruption of the Peierls pairing created by the dopant atom re-
sults in them combining with the original valence band into a broad, mixed
Peierls/Hubbard band. The data suggests that a modification of the pure
VO2 structure which results in an increase in electron number will create a
Mott insulating defect band in which the Peierls pairing is disrupted, and
the structure seeks to minimize correlations by symmetrizing the hopping
distances around the defect. Therefore, tungsten-doped structures of VO2
will exhibit a mixed band/Mott insulating character.
91
Chapter 5
Electronic and Lattice
Structural Transitions of M1
VO2
The data contained in this chapter comprises that published in the journal
article:
Correlating the energetics and atomic motions of the metal-insulator transition of
M1 vandium dioxide, J. M. Booth, D. W. Drumm, P. S. Casey, J. S. Smith, A. J.
Seeber, S. K. Bhargava and S. P. Russo, Scientific Reports, 6, 26391, (2016)
In addition, the diffraction data presented in this chapter was acquired
by the author at the Australian synchrotron in 2009 with Dr Phil Casey, and
the analysis using the technique of Stephens, 1999 was performed by Dr
Aaron Seeber (Figure 5.5).
5.1 Introduction
The reversible phase transition of VO2 at∼ 340 K occurs between a low tem-
perature, insulating monoclinic structure, and a high temperature, metallic
tetragonal form (Morin, 1959; Zylberstein and Mott, 1975; Eyert, 2002). The
transition between between the insulating and metallic forms results in a
switch from transparent to absorbing in the near infra-red (Verleur, Barker,
and Berglund, 1968; Zylberstein and Mott, 1975; Eyert, 2002), which can oc-
cur on time-scales as low as femtoseconds when triggered by laser pumping
(Cavalleri et al., 2001). While this transition was first identified by Morin in
1959 (Morin, 1959) and explored more thoroughly in the 1970s by authors
such as Goodenough (Goodenough, 1971), Pouget (Pouget et al., 1974) and
Mott (Zylberstein and Mott, 1975), the last decade has seen an explosion of
research into devices based upon this transition (Wei et al., 2009; Nakano
et al., 2012; Wei et al., 2012; Liu et al., 2012; Park et al., 2013). The trigger for
this has in part been the maturation of fabrication procedures which allow
nanostructures of vanadium dioxide to be grown and utilized (Cao et al.,
2009; Wu, Feng, and Xie, 2013).
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Much of the existing theoretical research has been devoted to answering
the question of whether the insulating form of VO2 is a band- or a Mott-
Hubbard insulator (Zylberstein and Mott, 1975; Wentzcovitch, Schulz, and
Allen, 1994; Eyert, 2002; Tomczak, Aryasetiawan, and Biermann, 2008), in
an effort to determine the roles of both correlations and lattice symmetry
breaking in the transition, with most work confirming that both effects are
important (Biermann et al., 2005; Tomczak and Biermann, 2007; Gatti et al.,
2007; Tomczak, Aryasetiawan, and Biermann, 2008; Belozerov et al., 2012).
However, a complete description of the interplay between the energetics,
the atomic rearrangements and the electronic structure of VO2 as it transi-
tions between the monoclinic and tetragonal structures has remained elu-
sive. Device design and optimization requires detailed knowledge of the
energy landscape across the transition with respect to changes in the lattice
structures. This knowledge has become particularly important in recent
years with the development of devices based upon the modulation of the
metal-insulator transition of VO2 by inputting stress or strain (Sohn et al.,
2009; Cao et al., 2009; Jones et al., 2010; Aetukuri et al., 2013; Park et al.,
2013).
Evidence for a soft mode connecting the tetragonal to the monoclinic
structures was found as far back as 1978 by Terauchi and Cohen, 1978, who
found a lattice instability at the R point of the tetragonal structure using
diffuse X-ray scattering. Gervais and Kress, 1985 used a shell model to
calculate the phonon dispersion curves of the tetragonal form of VO2, and
also found a softening of the lowest frequency mode at the R point.
Beginning with the work of Cavalleri et al., 2001 pump-probe measure-
ments have shed considerable light on the lattice dynamics occurring across
the transition. A structural “bottleneck" associated with the phonon con-
necting the monoclinic and tetragonal structures was observed upon hole
photo-doping (Cavalleri et al., 2004) suggesting that the insulating phase
depends significantly on the lattice potential, indicating band-like charac-
ter. Kim et al. (Kim et al., 2006), used pump-probe measurements in con-
junction with X-ray diffraction and found that the sharp resonance corre-
sponding to the monoclinic Ag peak disappears at the transition with lower
energy and less intense tetragonal Bg resonances replacing them. Wall et al.,
2012 also used pumping to modify the lattice local potential and examine
its effects on the coherent phonon spectrum of VO2, as an example of the
general applicability of the use of pumping to induce a change in lattice
potential, which can be used to study relaxation processes. However, a the-
oretical description of the interplay between the lattice potential and the
atomic and electronic structure has proven elusive.
The computational study of Zheng and Wagner, 2015 utilised the Quan-
tum Monte Carlo approach to show that the MIT is a direct consequence of
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FIGURE 5.1: a) view down 〈001〉 of the tetragonal structure, the (110) planes are
indicated by black lines, b) view down 〈100〉M1 structure, the (011) planes are
indicated by black lines, illustrating that they correspond to the same distance as
the tetragonal (110) planes, c) view down 〈010〉 of the tetragonal structure, the
(101) planes are indicated with black lines, d) view down 〈010〉 of the M1
structure, with the (2¯02) planes are marked with black lines. These are shifted by
one half of a lattice spacing for better comparison to the tetragonal (101) planes,
illustrating that both correspond to the same distance, e) same perspective as b)
but with the “V-V Corner Long", “V-V Corner Short", “V-O Apical Long" and
“V-O Apical Short" distances marked and f) same perspective as d) but with the
“V-V Chain Short" and “V-V Chain Long" distances indicated by the letters “S"
and “L" respectively.
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the change in structure, that is the monoclinic structure is insulating, and
the tetragonal form exhibits metallic behaviour. While sounding trivial,
there has been some conjecture over the coincidence of the structural and
electronic phase transitions (Laad, Craco, and Müller-Hartmann, 2006; Kim
et al., 2006) which Zheng and Wagner, 2015, and also this work resolve.
Chen et al., 2015 explored the properties of the parameter space spanned
by the β angle and the tetragonal c-axis using the DFT+U approach (Anisi-
mov, Zaanen, and Andersen, 1991) and suggested that changing orbital
occupancy is initially responsible for opening the band gap as a result of
dimerisation, which is widened by a subsequent increase in the antiferro-
electric distortion.
Thus what is missing from the literature as it currently stands is an ex-
ploration of the energy landscape of the structural phase transition with re-
spect to the metal-insulator transition in terms of exactly what constitutes
the separation between the two structures. The intent of this work is to uti-
lize a comprehensive computational approach to determining the processes
occurring during the metal-insulator and structural phase transitions, and
to combine it with experimental data to confirm the predictions of our cal-
culations. Specifically, the outstanding questions we seek to answer are: i)
literature data suggests a latent heat of ∼ 40 J/g for the transition (Booth
and Casey, 2009b) to what does this energy barrier correspond? Which
particular atomic motions give rise to this barrier, ii) if a minimum en-
ergy path can be mapped between the structures, and the aforementioned
atomic displacements determined, what are the effects of these displace-
ments on the electronic structure? Are the structural phase transitions and
metal-insulator transitions necessarily coincident as suggested by Zheng
and Wagner, 2015?
We start by computing the lowest energy path between the structures
using the nudged elastic band technique (Henkelman, Uberuaga, and Jon-
sson, 2000) and density functional theory to determine this energy land-
scape. The DFT data reveal that in order for the structural transition to
occur, the inter-vanadium spacing along the [110] or [11¯0] directions must
be compressed, generating electronic repulsion and thus an energy barrier.
High resolution X-ray diffraction measurements reveal anisotropic strain
related to the atomic spacing in these directions in the monoclinic struc-
ture, which is not present in the tetragonal form. Frequency-dependent GW
calculations reveal that the top of the barrier corresponds to the opening
of the gap due to bonding/anti-bonding splitting as the vanadium atoms
dimerise. The data indicate that the most efficient modulations of the tran-
sition temperature involve stress input along [110] or [11¯0] of the tetragonal
structure or the [011] or [011¯] directions of the monoclinic structure, consis-
tent with the action of doping with tungsten (Booth and Casey, 2009a).
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FIGURE 5.2: Total free energies (eV, black filled circles) of the structures across the
transition from a combination of DFT geometry relaxations and the elastic band
method. M and T correspond to the monoclinic and tetragonal structures
respectively, while the intermediate structures are denoted by step numbers.
5.2 Methods
Variable temperature Synchrotron X-ray Powder Diffraction was conducted
at the Australian Synchrotron Powder Diffraction Beamline. Samples were
sealed in 0.3 mm borosilicate glass capillaries. Prior to data collection, the
wavelength was set at 0.82732 Å using a Si (111) double crystal monochro-
mator. The exact wavelength was refined using the NIST 660b LaB6 stan-
dard reference material. A Cyberstar hot-air blower was used to control
the temperature to within 0.1 − 0.2 ◦C at each data collection temperature.
Traces were recorded for 5 minutes at each of the two detector settings after
the sample had reached the set point temperature and equilibrated for 10
minutes.
Quantitative Rietveld analysis was performed on the data using the
Bruker TOPASTM V4.2 program to determine the weight percentage of phases
present. Background signal was described using a Chebyshev polynomial
linear interpolation function. A broad pseudo-Voight function was also
used to model the background contribution form the capillary. Cell param-
eters, atom positions, (tightly constrained) isotropic thermal parameters,
Gaussian and Lorentzian contributions to peak full widths at half maxi-
mum and scale factor were all refined.
The anisotropic broadening of the diffraction peaks observed in Figure
4 was hypothesized to originate from one of two sources. Either there was
some anisotropy in the crystallite shapes, leading to broadening of lines cor-
responding to directions in which fewer planes are stacked, or the crystal
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FIGURE 5.3: Variation of characteristic distances of the VO2 structure across the
energy path determined by the elastic band calculations. The data points (filled
black circles) are linearly interpolated to guide the eye. Of note are monotonic
trends with step progression of all distances apart from V-V Corner long, which
initially contracts, then expands. Illustrations of what each distance corresponds
to are contained in Figure 5.1.
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grains exhibit a distribution of residual strains originating from the transi-
tion from tetragonal to monoclinic. Thermal effects were deemed an un-
likely origin, as refinements produced similar thermal parameters at all
temperatures, and the anisotropic broadening observed is smaller at higher
temperature. In addition, the Debye-Waller factor (Debye, 1913; Waller,
1923) tends to reduce the scattered intensity, however in comparisons be-
tween the equivalent monoclinic and tetragonal peaks, such as (011)M and
(110)T the peaks integrate to the same total intensity. Employing Jarvi-
nen’s method (Jarvinen, 1993) to account for anisotropic broadening led to
rather poor fits in comparison to those generated by the Stephens method
(Stephens, 1999) for strain broadening, indicating that while some crystal-
lite size ansiotropy may exist, the broadening is dominated by the strain
distribution.
Strain analysis of the X-ray data was performed using the method devel-
oped by Stephens (Stephens, 1999) which is a phenomenological approach
to determining the contributions to broadening induced by anisotropic vari-
ations in plane spacings. We repeat the central thesis of this approach here,
but for a more complete treatment the reader is referred to the original
work: Stephens, 1999.
The spacing of planes with Miller indices hkl is given by:
1
d2
= Mhkl = Ah
2 +Bk2 + Cl2 +Dkl + Ehl + Fhk (5.1)
Re-labeling the metric parameters {A, ..., F} as {αi} and assuming that they
have Gaussian distributions characterised by a covariance matrix Ci,j =
〈(αi − 〈αi〉)(αj − 〈αj〉)〉, the variance of Mhkl can be written:
σ2(Mhkl) =
∑
i,j
Cij
∂M
∂αi
∂M
∂αj
(5.2)
which since ∂M/∂α1 = h2, ∂M/∂α5 = hl etc. can be re-written:
σ2(Mhkl) =
∑
HKL
SHKLh
HkK lL (5.3)
where from equations (1) and (2) the terms SHKL are obviously defined for
H + K + L = 4. The contribution from anisotropic strain broadening to
the full-width-half-maximum (FWHM) of a diffraction line can be written
using the Bragg equation and (4) as:
ΓA = [σ
2(Mhkl)]
1/2 tanθ
Mhkl
(5.4)
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This ΓA is combined with the usual parameters for Gaussian and Loren-
tizian line-widths to give expressions for anisotropically broadened line-
shapes which are fitted to the experimental data, and the Shkl are extracted
from the fit. The Gaussian and Lorentzian broadening parameters of Tables
I and II were extracted from fits to the individual peaks presented in the
data of Figure 4.
5.2.1 Force calculations
The monoclinic (Andersson, 1954) and tetragonal (Marezio et al., 1971) struc-
tural parameters were input to DFT geometry relaxations using the VASP
code (Kresse and Furthmüller, 1996) and the Generalized Gradient Approx-
imation to exchange and correlation of Perdew et al. (Perdew, Burke, and
Ernzerhof, 1996) on 6×6×6 and 8×8×6 Monkhorst-Pack (Monkhorst and
Pack, 1976) k-space grids. The structures were then relaxed to their respec-
tive ground states using Methfessel and Paxton smearing (Methfessel and
Paxton, 1989) and the conjugate gradient algorithm. Upon reaching the
desired ground states, a 1×1×2 supercell of the tetragonal structure was
constructed in order to have the same dimensions as the monoclinic form.
The Cartesian atomic positions of the tetragonal structure were then
subtracted from those of the monoclinic structure, which generated vec-
tors describing the movement of the atoms across the transition. Vectors
describing the changes in unit cell dimensions were obtained in the same
manner. These vectors were then divided such that 10 structures were gen-
erated, with the monoclinic structure being the first, and the tetragonal be-
ing the last and the intermediate structures are labelled “Step 1" to “Step
8". The elastic band technique (Henkelman, Uberuaga, and Jonsson, 2000)
was then applied to these structures, in order to find the minimum energy
path between them. The use of DFT to determine the total energies of Fig-
ure 2 from the structures optimised by the elastic band method, rather than
DFT+U or hybrid functionals stems from the requirement to maintain a con-
sistent Hamiltonian for the calculation of the energies along the minimum
energy path as the energy landscape, by definition, will be Hamiltonian
dependent.
5.2.2 Electronic Structure
The relaxed structural parameters were used as input to Density Functional
Theory (Kohn and Sham, 1965) calculations on 6×6×6 Monkhorst-Pack k-
space grids, again using the Generalized Gradient Approximation (GGA)
approach to exchange and correlation of Perdew, Burke, and Ernzerhof,
1996 with the Brillouin zone integration approach of Blochl, Jepsen, and
Andersen, 1994. Frequency-dependent GW calculations (Hedin, 1965) were
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performed using the implementation of Shishkin and Kresse (Shishkin and
Kresse, 2006) in the Vienna Ab Initio Simulation Package (Kresse and Furth-
müller, 1996). The GW calculations were performed using a grid of 50 fre-
quency points and an energy cutoff of 200 eV, and the Brillouin zone and
high symmetry points used in band structure plot are as per Figure 2.4
5.3 Results
5.3.1 Structural Rearrangements
The relevant structural characteristics of tetragonal and M1 VO2 are pre-
sented in Figure 5.1. Figures 5.1a and 5.1b compare the view of the tetrag-
onal structure down 〈001〉T (the subscript T or M refers to tetragonal or
monoclinic respectively) with the view of the M1 structure down 〈100〉M .
The comparison illustrates that the structural rearrangements occurring in
the transition from the tetragonal to the monoclinic structure orthogonal
to the monoclinic a-axis can be summarized as an alternating off-set of the
vanadium atoms from the centers of the oxygen octahedra. This off-set oc-
curs in the long axis of the octahedra. The (110)T and (011)M planes of
the tetragonal and monoclinic structure are also indicated with black lines,
which reveals that they correspond to equivalent atomic spacings in each
structure (although due to a slight expansion of the tetragonal structure its
diffraction peak manifests at slightly lower angle).
Figures 5.1c-d present a comparison of the tetragonal and M1 struc-
tures down 〈010〉 (this axis is coincident for the tetragonal and monoclinic
structures), which indicates that the changes occurring across the struc-
tural phase transition parallel to the monoclinic a-axis consist of the evenly
spaced vanadium atoms (the “vanadium chains") of the tetragonal struc-
ture pairing up (the so-called Peierls pairing), forming an alternating long-
short pattern of inter-vanadium spacing. The (101)T and (2¯02)M planes
are indicated in the tetragonal and monoclinic structures respectively, the
(2¯02)M plane has been shifted by one half of its spacing to illustrate that it
is the equivalent distance in the monoclinic structure of the (101)T plane.
Figure 5.1e illustrates the four characteristic distances of interest in this
study which are orthogonal to the monoclinic a-axis. The V-O Apical Long
V-O Apical Short distances describe the amount to which the vanadium
atoms are off-set from the center of the octahedron; if the numbers are equal
then the atom sits at the center of the oxygen octahedron. The V-V Corner
Long and Short distances describe the two shortest distances between the
vanadium atoms on neighboring chains, these distances lie parallel to the
(101)T and (200)M , (2¯01)M planes respectively. Figure 1f defines the V-V
Chain Long (indicated by the letter “L") and short (“S") distances. These
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are the distances between the vanadium atoms in the chain which under-
goes Peierls pairing. If both distances are equal, as in the tetragonal struc-
ture, the vanadium atoms are evenly spaced. As the tetragonal structure
transforms into the monoclinic form, the atoms pair up and one of these
distances decreases, while the other increases.
5.3.2 Nudged Elastic Band Calculations
The total free energies of the structures obtained along the minimum energy
path between the monoclinic and tetragonal structures determined by the
nudged elastic band method are plotted in Figure 5.2. While the energies
of the monoclinic and tetragonal structures are almost degenerate, there is
a clear energy barrier between the two structures. This corresponds to an
energy of 18.6 J/g, which compares favourably with the experimentally ob-
served specific heat of the phase transition of ∼ 40 J/g (Booth and Casey,
2009b). However, this result poses the obvious question: to what does this
barrier correspond to in terms of the structural rearrangements? Figures
5.3a-f plot the a) V-V Chain Short (aka Peierls) spacing, b) the V-V Chain
long distance, c) the V-V Corner Short distance, d) the V-V Corner Long
distance, e) the V-O Apical Short and f) V-O Apical Long distance. Fig-
ures 5.3a-b indicate that the Peierls pairing distance increases continuously
across the transition from monoclinic to tetragonal, while unsurprisingly,
the corresponding long inter-vanadium distance decreases monotonically.
This data simply expresses the fact that the evenly spaced vanadium atom
chains running along the tetragonal c-axis (monoclinic a-axis) experience
a Peierls distortion and adopt a long-short internuclear spacing configura-
tion. The monotonicities of the plots do not suggest an origin for the energy
barrier of Figure 5.2.
Figures 5.3c-d however tell a different story. Figure 5.3c indicates that
the short distance between the central vanadium atoms and the corner vana-
dium atoms (see Figure 5.1c) increases monotonically across the transition,
however the longer distance (plotted in Figure 3d) initially contracts, and
then expands. Comparison of Figures 5.2 and 5.3 suggest that the peak of
the total energy corresponds approximately to the minimum in the long V-
V corner distance. Figures 5.3e-f illustrate the trends of the apical vanadium-
oxygen distances, and the shorter distance again displays a monotonic in-
crease across the metal-insulator transition, however the longer distance
initially plateaus, before decreasing significantly.
Thus the only behavior occurring across the metal-insulator transition
consistent with an energy barrier, i.e. an initial increase and subsequent
decrease, is the compression and expansion of the long V-V corner dis-
tance. This indicates that the force needed to effect the transition between
the structures is directed approximately along the diagonals of the unit
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FIGURE 5.4: X-ray diffraction data and corresponding fits of a) the monoclinic
(011) and tetragonal (110) peaks, b) the monoclinic (2¯02), (2¯11) and (200) peaks
and the corresponding tetragonal (101) peak, c) the monoclinic (020) and (002)
peaks and the corresponding tetragonal (200) peak, d) the monoclinic (012) and
(021) peaks and the corresponding tetragonal (210) peak, and e) the monoclinic
(022) and corresponding tetragonal (220) peaks.
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cell, perpendicular to the vanadium chains. This corresponds to the [110]T
and [11¯0]T directions of the tetragonal structure. These directions describe
the spacing of the {110} planes of the tetragonal structure, and the {011}
planes of the monoclinic structure. Such an effect closely mirrors the ob-
servations of Pouget et al., 1975, who found that inputting a uniaxial stress
along the [110]T direction resulting in the appearance of the M2 monoclinic
form of vanadium dioxide. X-ray absorption also revealed that changes in
this distance in tungsten-doped VO2 correlated with the amount of tung-
sten doped into the lattice and therefore the degree to which the transition
temperature was depressed (Booth and Casey, 2009a). Thus this direction
seems to be of significance in the structural phase transition. Investigation
of any changes in these spacings occurring may therefore confirm the pre-
diction of the computational approach.
Plane σ
(110) 5.7×10−3
(101) 6.1×10−3
(200) 6.8×10−3
(210) 6.7×10−3
(220) 6.7×10−3
TABLE 5.1: Gaussian broadening parameters (σ) of the fits to the diffraction peaks
of the tetragonal structure.
Plane σ Γ
(011) 1.05×10−2 7.7×10−3
(011) 1.03×10−2 7.8×10−3
(2¯02) 5.2×10−3 1.9×10−3
(2¯11) 5.2×10−3 1.8×10−3
(200) 5.2×10−3 1.7×10−3
(020) 4.4×10−3 3.2×10−3
(002) 5.7×10−3 1.5×10−3
(021) 1.04×10−2 1.17×10−2
(012) 1.2×10−2 1.02×10−2
(022) 2.08×10−2 9.7×10−3
(022) 1.08×10−2 2.5×10−2
TABLE 5.2: Gaussian (σ) and Lorentzian (Γ) broadening parameters of the Voigt
fits to the diffraction peaks of the monoclinic structure.
5.3.3 High Resolution X-ray Diffraction
To determine if there was any manifestation of the effects of this distortion
in experimental data, high resolution X-ray diffraction was performed us-
ing the powder diffraction beamline at the Australian Synchrotron. Diffrac-
tion data of a sample of pure VO2 were recorded above and below the
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FIGURE 5.5: a) Temperature-dependent comparison of strain broadening
parameters extracted using the Stephens method. S022M and S400M correspond to
the covariances of the B and C reciprocal axes and the variance of the A axis for
the Monoclinic structure respectively and are plotted in black. S220T and S400T are
the equivalent parameters for the Tetragonal structure, plotted in red. b)
Comparison of the Monoclinic Stephens strain parameters with no component
along the Monoclinic b-axis and c) Comparison of the S121M , S022M and S202M
parameters, illustrating that while there is some correlation between broadening
involcing the a- and c axes, it is far smaller than the broadening involving both
the b- and c-axes.
structural phase transition temperature of ∼ 340 K, and Figure 5.4 illus-
trates the most significant properties. Figure 5.4a contrasts the (110)T and
(011)M peaks respectively (which correspond to the same planes, see Fig-
ures 5.1a-b). The data shows clearly that the transition from tetragonal to
monoclinic results in slight splitting and considerable broadening of the
peaks corresponding to the inter-vanadium distances along the [110]T and
[11¯0]T directions.
However, this broadening is not uniform. Figure 5.4b illustrates the
(101)T peak, and a triplet corresponding to the (2¯02)M , (2¯11)M , and (200)M
peaks (from low to high angle). In this case, the (101)T and (2¯02)M peaks
correspond to the same distance, and despite a difference in amplitude, the
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peak shapes are very similar. Therefore, the data indicates that these dis-
tances do not experience any broadening as the structure transforms from
tetragonal to monoclinic.
Figures 5.4c-e confirm this preferential orientation: Figure 5.4c contrasts
the (200)T and (020)M ,(002)M peaks (again, which describe the same spac-
ing) and similarly to Figure 5.4b, no broadening is apparent. Figure 5.4d
however, which contrasts the (210)T and the (021)M ,(012)M peaks does ex-
hibit the broadening observed in the (110)T to (011)M transition of Figure
5.4a. Figure 5.4e provides confirmation of the data of Figure 5.4a: it corre-
sponds to the peaks at half the spacing: (220)T and (022)M , and as before,
broadening is observed.
Tables 5.1 and 5.2 presents the fit parameters of the tetragonal and mon-
oclinic peaks of Figure 5.4 respectively, which confirms this trend; the tetrag-
onal peaks exhibit Gaussian broadening, however it is almost constant across
the spectrum, varying only by a maximum of 10% from the mean. The
monoclinic data on the other hand shows systematic variation. While the
(2¯02)M , (2¯11)M , (200)M , (020)M and (002)M peaks exhibit roughly simi-
lar Gaussian broadening to the tetragonal peaks and a small amount of
Lorentz broadening, the (011)M , (021)M , (012)M and (022)M are far broader.
They exhibit Gaussian broadening which is approximately twice that of the
tetragonal and other monoclinic peaks, and Lorentz broadening which is in
some cases an order of magnitude larger, for example the (200) and (021)
peaks.
Thus the data indicates that peaks of the form (0xx) or (0xy) experience
significantly more broadening than other orientations. Such spacings de-
scribe distances with the same orientation as that of Figure 5.3d; directed
toward the neighbouring vanadium chain. This disorder may be reconciled
with the NEB data by taking into account the effects of defects and grain
boundaries in the structure of the experimental sample. Figure 35.3d in-
dicates that a distance is initially compressed, and subsequently extends.
Figure 5.2 suggests that this compression costs energy. Thus, if structural
defects are present which allow dissipation of this energy, the transforma-
tion to the monoclinic structure may be incomplete. Obviously individual
grain boundaries will place limits on the extent of the propagation of this,
and therefore it is possible that due to this, the strain broadening of the
individual grains comprise a distribution which is anisotropic in nature.
To investigate the possible manifestation of this, anisotropic strain broad-
ening parameters were extracted using the Stephens method (Stephens,
1999). Figure 5.5a plots the magnitudes of the S022 and S040 contributions
to the broadening for the M1 structure for five temperatures below the crit-
ical point, and contrasts them with the equivalent Tetragonal S400 and S220
contributions respectively (the mismatch in indices between the monoclinic
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and tetragonal parameters is due to the aforementioned different naming
conventions of crystallographic axes in the cells, thus S040M = S400T and
S022M = S220T ). The co-existence of the monoclinic and tetragonal struc-
tures near the critical temperature creates issues for fitting, and thus the
data of Figure 5.5 is limited to those points near the transition temperature
which exhibited the best fitting parameters.
While the S040M data is independent of temperature, and approximately
equivalent in magnitude to the S400T data, the S022M data diverges as the
temperature approaches the critical point. This contrasts sharply with the
S220T data which is almost un-correlated, as S220T = -1.4, which is very close
to zero. This data therefore indicates that as the critical temperature is ap-
proached from below, the contributions to peak broadening from variations
in the h and k spacing become increasingly correlated, and the magnitudes
of the variances increase rapidly. In other words, the broadening observed
contains components along both the crystallographic a and b axes.
Figure 5.5b illustrates that the Stephens parameters corresponding to
the only the b-axis (S040), and those with no contribution at all from the b-
axis are low in magnitude, and show no temperature dependencies. Figure
5.5c illustrates that while there is a correlation between the monoclinic a-
and b-axes in the behaviour of the S220M parameter, it is dwarfed by the
behaviour of the parameters in which contributions from the b- and c-axes
are present: S121M and S022M .
Figures 5.5a-c thus reveal that the diffraction data contains contribu-
tions to the broadening of the peaks which is anisotropic in nature, and that
the most significant contributions are those of the S022 and S121 parameters,
while the tetragonal structure shows no significant correlation in the equiv-
alent parameters. This data is therefore in line with the data of Figure 5.4,
and Tables 5.1 and 5.2, and supports the hypothesis that the energy barrier
between the structures corresponds to the compression and expansion of
the characteristic distance of Figure 5.3d.
The observed behaviour of the S220 data is in some respects not sur-
prising, as when plotted as a function of temperature, it is basically an un-
normalized temperature correlation function of the variances of the a* and
b* axes. The divergence of this correlation at the Tc point is in line with crit-
ical behaviour expected at a phase transition, however, we do not attempt
to explore this aspect in this work.
5.3.4 Electronic Structure
What remains to be determined however, is the effect of these structural
rearrangements on the electronic structure. There is little question that the
electronic structures of the tetragonal and monoclinic forms are metallic
and insulating respectively (Zheng and Wagner, 2015), however of interest
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FIGURE 5.6: GW band eigenvalues (filled black circles fitted with blue splines to
guide the eye, left panel) and electronic densities of states (filled blue curve, right
panel) of a) the M1 structure, b) the “Step 1" structure, c) the “Step 2" structure
and d) the “Step 3" structure. The Step numbers correspond to the total energy
points in Figure 2.
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in this study is the behaviour of the band structure across this structural
phase transition, in order to determine whether the structural and elec-
tronic phase transitions are intrinsically related, or in fact merely coinci-
dent. The next section explores this in detail.
The band structures of the monoclinic ground state, and structures “Step
1", “Step 2" and “Step 3" calculated using the GW approximation (black
filled circles, fitted with blue splines) are presented in Figure 5.6. The den-
sities of states are plotted next to each band structure, on the same energy
scale (blue filled curve). As expected, the monoclinic structure is insulating,
with a band gap of∼ 0.70 eV, in excellent agreement with experiments (0.70
eV, Shin et al., 1990).
However as the structure transitions to the slightly more symmetric
forms of Step 1 and Step 2 the densities of states indicate that the gap closes,
and the structure becomes metallic. The corresponding band structures in-
dicate that this occurs via two simultaneous mechanisms. The dispersions
of the valence bands in the Γ → A direction suggests that in comparison
to the band minima at Γ, the higher energy states near EF are shifting
upwards, most significantly near A and D. At the same time, the conduc-
tion band minima at Γ shift downwards. In structure “Step 2" the conduc-
tion and valence bands overlap (this was determined by inspection of the
charge density), and the indirect gap closes. The band structure of Figure
5.6c, when compared with the total energy data of Figure 5.2, indicates that
the electronic band gap destabilises before the top of the energy barrier is
crested.
We can gain a better idea of how the structural transitions are affect-
ing these states by transforming them to real space charge densities and
comparing them. Figures 5.7a-b present charge density isosurfaces of the
valence and conduction band states at Γ in the (01¯1) plane of the ground
state monoclinic structure respectively, while Figures 5.7c-d present charge
density isosurfaces in the (01¯1) plane of the valence and lowest energy con-
duction band states at the D point of the M1 structure.
From comparison of Figures 5.7a-b, it is obvious that the valence band
state at Γ consists of shared charge density between the vanadium (grey
spheres) atoms, while the conduction band state corresponds to isolated
density on each vanadium atom. This suggests that the gap between the
valence and conduction bands arises from bonding/antibonding splitting.
The same story is repeated at D. The valence band state contains density
linking the Peierls paired vanadium atoms, while the conduction band state
consists again of isolated density on each vanadium atom. The band struc-
ture data of Figure 5.6 indicate that as the structure transitions away from
the M1 form and towards the tetragonal, the splitting between these states
decreases considerably, with the eigenvalues at D crossing over by Step 3.
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This charge density, combined with the eigenvalues, and the inter-vanadium
spacing data of Figure 5.3 indicate that as the structural phase transition
progresses, starting from the M1 structure, the inter-vanadium distance of
the Peierls pairs increases, destabilising bonding states with respect to anti-
bonding states, narrowing the gap between the conduction and valence
bands, until it disappears completely and the structure becomes metallic.
Figure 5.8 plots the value of the local potential along a line segment
connecting the Peierls paired vanadium atoms of the M1, “Step 3", “Step 6"
and tetragonal structures, and from the data, it is obvious that as the inter-
vanadium distance increases, the height of the potential barrier between
the nuclei also increases. This increase will significantly affect the wave-
functions of the highest energy electrons which are obviously less tightly
bound, resulting in less electron sharing between the paired atoms, conse-
quently raising the energy of bonding configurations with respect to anti-
bonding.
(A) (B)
(C) (D)
FIGURE 5.7: Charge densities in the (01¯1) plane of a) the highest valence band
state at Γ, b) the lowest conduction band state at Γ, c) the highest valence band
state at D and d) the lowest conduction band state at D. The conduction and
valence band states correspond to bonding and anti-bonding configurations
respectively, and thus as the gap narrows between them across the transition (see
Figure 6) this indicates the bonding-anti bonding splitting is being reduced which
results in the closing of the electronic band gap. Vanadium atoms are gray, while
oxygen atoms are red.
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FIGURE 5.8: Total local potentials (eV) along a line segment connecting the Peierls
paired vanadium atoms of the M1, Step 3, Step 6 and tetragonal structures. The
inter-vanadium distances have been shifted such that the midpoints of each
segment coincide, in order to align the potential barriers.
5.4 Conclusion
A more complete picture of the processes occurring across the VO2 struc-
tural/electronic phase transition can now be pieced together using the data
presented. The barrier which separates the structures is a consequence of
the need to compress the inter-vanadium spacing along the [011] and [011¯]
directions of the monoclinic structure in order to effect the structural phase
transition. This mirrors the appearance of the M2 structure of VO2 upon
the input of strain along the [110]T direction (Pouget et al., 1975). These
displacements result in the destabilisation of the bond/anti-bonding split-
ting of the monoclinic structure, due to the increase in the potential barrier
between the Peierls paired vanadium atoms. This results in the conduction
and valence bands overlapping; an insulator-metal transition.
If the energy barrier is indeed a consequence of the atomic motion of
Figure 5.3d, then attempts to manipulate the transition temperature which
involve modulation of the stress or strain along the [110]T and [01¯1]T direc-
tions would produce the most significant effects. This is consistent with X-
ray absorption studies (Booth and Casey, 2009a) which indicate that the de-
pression of the transition temperature by tungsten-doping correlates with
an increase in the V-V corner spacing. If the energy increase of Figure 5.2
is a consequence of electronic repulsion, then increasing the V-V corner
distances will lower the repulsion due to contraction as the increased in-
ternuclear separation will result in a lowering of the electrostatic potential
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between the atoms, reducing the barrier height.
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6.1 Conclusions
The problem of incorporating the effects of strong electron interactions in
electronic structure calculations has a long history. However since the dis-
covery of phenomena such as high temperature superconductivity, colossal
magnetoresistance and metal-insulator transitions, the search for solutions
to this problem has taken on increased urgency. In this thesis it has been
shown that accounting for scattering due to on-site repulsion in the low q
limit of the polarizability in GW calculations of Mott insulators correctly re-
produces some of the signatures of Mott physics. Specifically, for the low-
symmetry structure of CuO in which significant Fermi surface nesting is
not expected, the approach generates the splitting of the states at the Fermi
level into the upper and lower Hubbard bands, and the giant transfer of
spectral weight with electron doping.
When applied to M2 vanadium dioxide the data generated indicates
that M2 VO2 combines band/Peierls and Mott-Hubbard insulating mech-
anisms to transition from the metallic to the insulating state. The Peierls
pairing of one half of the interleaved vanadium chains localizes electrons
and results in bonding/antibonding splitting. This reduces the screening of
excited states as the wavefunctions of the bonding and anti-bonding states
have decreased overlap. This Peierls pairing antiferroelectrically distorts
the remaining chains due to simple electrostatic considerations, which ex-
pands the unit cell in the tetragonal c-axis direction, and additionally in-
creases the inter-vanadium spacing, localizing the itinerant electrons in a
bandwidth controlled Mott-Hubbard mechanism. The effect of each com-
ponent of the structural phase transition is therefore seen to be the localiza-
tion of electrons, confirming that, similarly to the M1 structure, the transi-
tion is driven by strong electron correlations in the metallic structure.
By including strong correlations in GW calculations on tungsten-doped
VO2 it becomes evident that doping carriers into the band insulating VO2
structure results in a switch to Mott insulating behaviour. The added elec-
tron inhabits the conduction band minima, and strong local correlations
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in k-space split these minima from the rest of the bands, while a concur-
rent disruption of the Peierls pairing created by the dopant atom results
in them combining with the original valence band into a broad, mixed
Peierls/Hubbard band. The data suggests that a modification of the pure
VO2 structure which results in an increase in electron number will create a
Mott insulating defect band in which the Peierls pairing is disrupted, and
the structure seeks to minimize correlations by symmetrizing the hopping
distances around the defect. Therefore, tungsten-doped structures of VO2
will exhibit a mixed band/Mott insulating character.
The approach developed in this thesis however rests upon the assump-
tion that after construction of the input wavefunctions and eigenvalues by
DFT, the low q dielectric response contains all of the polarizations that cre-
ate double occupancies, and nothing else. While mathematically there is
certainly a low q dependence due to the photon propagator, this is not yet
widely applicable as a more systematic determination of the validity of this
assumption is required. However, the computation of the response function
is far less taxing than the self-energy, and the possibility exists to implement
a more rigorous approach to the determination of transitions which gen-
erate double occupancies. If such an approach could be found, modified
self-energy calculations of the kind presented here could provide signifi-
cant insight into the nature of Mott insulating materials from an ab initio
perspective, and thus significantly facilitate materials design.
In addition to the above work, a more complete picture of the processes
occurring across the VO2 structural/electronic phase transition was pre-
sented. The fact that a temperature of 340 K is required to force a transi-
tion from the monoclinic form to the tetragonal crystal structure indicates
that an energy barrier exists between the two structures. In this work it
was shown that this barrier is a consequence of the need to compress the
inter-vanadium spacing along the [011] and [011¯] directions of the mono-
clinic structure. This mirrors the appearance of the M2 structure of VO2
upon the input of strain along the [110] direction of the tetragonal structure
(Pouget et al., 1975). These displacements result in the destabilisation of
the bond/anti-bonding splitting of the monoclinic structure, due to the in-
crease in the potential barrier between the Peierls paired vanadium atoms.
This results in the conduction and valence bands overlapping; an insulator-
metal transition.
If the energy barrier is indeed a consequence of this atomic motion,
which both computational and X-ray diffraction data presented in this the-
sis suggest, then attempts to manipulate the transition temperature which
involve modulation of the stress or strain along the [110] and [01¯1] direc-
tions of the tetragonal structure would produce the most significant effects.
Work is currently under way to confirm this in doped vanadium dioxide,
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and oxygen-defected systems.
6.2 Future Work
While the data presented suggests a promising avenue for exploring the
physics of strong electron correlations, a number of questions remain to be
answered as to the viability, and possible refinement of the method. Some
of these questions go to the heart of the strongly-correlated electron prob-
lem, and in particular the assumption that they are well-described by the
Hubbard Model.
The first and most significant issue is that the technique has a physi-
cal basis, but lacks mathematical rigour. The truncation of the modified
screening to just the low q transitions needs to be more rigorously justified.
It seems likely that such a rigorous justification may lead to the opening of
clear “band gaps" rather than the band splitting seen in the PS-GW data.
While the band splitting is valuable, particularly with respect to the effect
of doping, in experiments Mott materials are insulators, and thus even the
very small density of states at the Fermi level resulting from the PS-GW
calculations should be split into the upper and lower Hubbard bands.
Another issue is that the Quasiparticle equation (1.112) which is used to
generate the band eigenvalues relies on a linearized self-energy:
(
Tˆ + Vˆn−e + VH − EQPk
)
ψk(r) +
∫
d3r′Σ(r, r′, EQPk )ψk(r
′) = 0 (6.1)
This is calculated by iteration (Newton-Raphson root-finding):
EQPnk ← EQPnk + ZnkR
[〈ψnk|T + Vn−e + VH + Σ(EQPnk )|ψnk〉 − EQPnk ] (6.2)
Where the normalization factor, Znk, is given by:
Znk =
(
1−R〈ψnk| ∂
∂ω
Σ(ω)|
EQPnk
|ψnk〉
)−1
(6.3)
and R stands for the real part of the derivative. Linearization in this man-
ner may result in loss of information in the eigenvalues. However, this is
a general drawback of the GW method itself, and such a resolution, while
necessary for accurate energies, would be a lengthy process and require
considerable expertise. However such an extension would allow more ac-
curate calculation of the spectral function and thus better comparisons with
experimental data.
However, there is an aspect of the data which raises some very inter-
esting questions. It has proven extremely difficult to generate the giant
transfer of spectral weight in doped Mott systems, and the fact that such
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a simple modification such as the PS-GW method can be successful sug-
gests there may be something deeper at play. As mentioned many times
in this work, the PS-GW method only modifies the screening of the low
q transitions. What this means in practical terms is that long wavelength
(or equivalently: low energy) interactions are those modified and they are
made stronger. This suggests that in Mott systems, a fair approximation of
the physics can be found by increasing the coupling of the interactions at
low energies.
There are other systems in which such an effect is seen in the coupling.
Yang-Mills theories such as the SU(3)-based strong interaction between quarks
(Kogut and Susskindt, 1974) exhibit precisely this effect: at low energies the
interactions are extremely strong, binding the quarks together so strongly
that they are never individually observed. While it may seem far-fetched
to contemplate an analogue of the strong interaction with its eight gluons,
a strongly coupled SU(2) gauge theory would exhibit the same effect and
rely on mediating interactions with only three vector bosons, a more man-
ageable number.
Since the discovery of high temperature superconductivity in the cuprates,
which in their undoped forms are Mott insulators (Keimer et al., 2015), find-
ing computationally efficient methods of solving the Hubbard Model has
been seen in the Condensed Matter community to be of paramount impor-
tance. However, the Hubbard model (Hubbard, 1963) is an extraordinarily
abstracted and simplified model that ignores all of the details of the under-
lying lattice and its possible excitations, apart from a simple competition
between hopping, and electron-electron repulsion. Thirty years later, con-
siderable effort has been devoted to this endevour, as the study of Leblanc
et al., 2015 demonstrates. However despite thirty years of effort a mecha-
nism for how the cuprates transition to superconductors remains elusive.
The appearance of the transfer of spectral weight of Figure 2.8 when an
analogue of confinement is used to generate band eigenvalues may indi-
cate that the reason that the effort expended on the Hubbard Model has not
borne fruit is that the model itself is flawed.
Particle physicists have blazed a trail which condensed matter physi-
cists have eagerly followed, and embraced some of the concepts used whole-
heartedly. Indeed this entire thesis is based upon the approximation to
the electron self-energy derived by Lars Hedin (Hedin, 1965) using field
theoretic techniques developed by particle physicists. However, the more
sophisticated, deeper aspects of the Standard Model of Particle Physics,
such as the Yang-Mills theories of the weak and strong interactions, have
remained almost entirely unused. For nearly 50 years there has been a suc-
cessful theory of strong interactions between fermions which has, by and
large, been ignored in Condensed Matter circles. Perhaps it is time to set
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aside the almost absurd simplification of the Hubbard Model and ask what
we can learn about strong interactions from Particle Physics.
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