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Substrates are essential in liquid crystal applications. The imperfection intrinsic to a sub-
strate imposes heterogeneous surface perturbations on the system, the response to which is of both
fundamental and applied interest. In this thesis we present a systematic theoretical study of liquid
crystal cells with a heterogeneous substrate and study the stability of liquid crystal order under
these random surface perturbations as well as induced random textures.
We nd that surface heterogeneity can have a substantial inuence on the bulk liquid crystal
order. For a substrate imposing a strong surface random pinning, topological defects are expected
to be induced. Motivated by this we studied as an example a vortex with winding 2p imposed
on the surface. We present an exact three-dimensional solitonic solution to the sine-Gordon-type
Euler-Lagrange equation describing the induced bulk texture with a prescribed polar tilt angle on
a planar substrate and escaping into the third dimension in the bulk. The solution is relevant
to characterization of a Schlieren texture in nematic liquid-crystal lms with tangential (in-plane)
substrate alignment.
On the other hand we expect that for weak surface heterogeneities no topological defects are
induced by the surface pinning, leading to only elastic distortions. To understand this regime, we
model a thick nematic liquid crystal cell with a random heterogeneous substrate as a bulk xy model
with quenched disorder conned to a surface, and study its statistical properties. We nd that at
long scales the nematic order is marginally unstable to such surface pinning. We compute short
scale correlations and the characteristic length scale that separates the short and long distance
behaviors using the random torque approximation. To characterize the induced random texture at
long scales, we study the system by the functional renormalization group and matching methods,
and nd universal logarithmic and double-logarithmic distortions in two and three dimensions,
iv
respectively. We also study nite-thickness cells with a second homogeneous substrate, obtaining
crossover behaviors in the nematic texture as a function of pinning strength and cell thickness. We
derive the corresponding polarized light microscopy signal for future comparison with experiments.
We extend the theory to a smectic cell with weak surface heterogeneities. We model this
system as a harmonic elastic model with both surface random positional and surface orientational
random pinning. Similar to the surface nematic problem, we studied the short and long scale
behaviors. We calculate the two length scales along and perpendicular to the smectic layers on the
heterogeneous substrate characterizing anisotropic ordered domains (beyond which smectic order
is absent). We then apply the functional renormalization group to characterize elastic smectic
distortions on long scales. We nd a three dimensional Cardy-Ostlund-like phase transition between
a thermal smectic state at high temperature and a glass-like pinned state at lower temperature.
We compute the corresponding polarized light microscopy signal and based on it argue that this
glass transition provides a reasonable explanation for recent experimental observations in smectic
cells.
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Chapter 1
Introduction
1.1 Liquid Crystals
Liquid crystals are states of matter intermediate between an isotropic liquid and a crystalline
solid. Their optical, electrical and magnetic properties have similar anisotropy to crystals while
they have high uidity and coalescence of droplets similar to liquids [1, 2]. In liquid crystals
the molecules can ow like in a uid along at least one direction out of three spatial axes, and
the molecules are oriented along a certain direction on average within macroscopically small but
microscopically large regions. They exhibit higher orientational order in contrast to conventional,
isotropic uids and lower positional order than crystals.
In 1888, while examining the properties of various derivatives of cholesterol, which are now
known as cholesteric liquid crystals, Austrian botanical physiologist Friedrich Reinitzer was the
rst to observe liquid crystal order [3]. Besides the distinct color eects that other researchers had
observed, he found that cholesteryl benzoate melts dierently from other materials exhibiting two
melting points, rst into a cloudy and then into a clear liquid. Otto Lehmann and von Zepharovich
both examined the material and indicated that the intermediate \uid" was crystalline. The name
\liquid crystal" was rst suggested by Lehmann as iessende Kristalle (owing crystal) in German
in 1889 [4].
The early experiments on liquid crystals were in bulk materials before Charles Mauguin
started the rst experiment on liquid crystals in thin layers conned between plates in 1911 [5].
In 1922, Georges Friedel was able to describe the structure and properties of liquid crystals and
2classied them into three types: nematics, smectics and cholesterics [6]. Even though the eect
essential to the liquid crystal display technology, the Freedericksz transition, was observed by
Vsevolod Frederiks as early as 1927, liquid crystals remained a purely scientic curiosity before
1969, when Hans Kelker succeeded in synthesizing a substance that had a nematic phase at room
temperature, MBBA [7]. From then on, the liquid crystals were extensively studied from both the
basic scientic and applied technological perspectives.
Today, liquid crystals are widely used in liquid crystal display (LCD) panels of televisions,
portable devices, cell phones and projectors, liquid crystal tunable lters (LCTFs), liquid crystal
wave plates, smart glasses, liquid crystal thermometers, and many other applications. In addition
to the scientic interests in these novel materials, the expanding range of applications also requires
a better understanding of liquid crystals.
1.2 Classication of liquid crystals
Liquid crystals can be divided into two classes, thermotropic liquid crystals that exhibit
phase transitions as a function of temperature, and lyotropic liquid crystal phases controlled by the
concentration of the building blocks [2].
1.2.1 Thermotropic liquid crystals
The building blocks of thermotropic liquid crystals are usually small, highly anisotropic or-
ganic molecules with rod-like or disk-like shapes. For rod-like molecules at high temperatures, the
materials exhibit a conventional isotropic uid phase with neither positional order of the molecular
centers of mass nor orientational order of long axis of the molecules (directors). When the tem-
perature is lowered, orientational order and/or a certain degree of positional order develops, and
the material undergoes a transition from an isotropic uid into one of the liquid crystal phases:
nematic, smectic-A and smectic-C phases [1], as illustrated in Fig. 1.1.
Liquid crystal systems can be characterized by the energy of elastic orientational and po-
sitional distortions. The nematic liquid crystals have orientational order but no positional order,
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Figure 1.1: Illustration of possible phases of rod-like organic molecules as the temperature is lowered
(from right to left): liquid, nematic, smectic-A, smectic-C and crystal phases.
with molecules free to move in three dimensions as in an ordinary isotropic uid. The local average
molecular orientation is dened as the director n^, and in non-polar materials there is a head-tail
symmetry of n^ $  n^. At long scales a smooth distortion of the nematic is characterized by the
Frank free energy density [1]
fn =
K1
2
(r  n^)2 + K2
2
[n^  (r n^)]2 + K3
2
[n^ (r n^)]2; (1.1)
whereK1, K2 andK3 are the elastic constants associated with the splay, twist and bend distortions.
Typically these elastic constants are comparable to each other with typical values around 10 pN .
For simplicity, a single elastic constant approximation K1 = K2 = K3 = K is often used in
theoretical calculations, and will be utilized here.
In the smectic phases, the molecules form well-dened layers. Within each smectic layer
the molecules can ow like in a two-dimensional liquid, while the layers pack together forming a
one-dimensional crystal. In the smectic-A phase, the molecular directors are perpendicular to the
layers (i.e. are aligned along the layer normal) while in the lower-temperature smectic-C phase the
molecules are tilted with respect to the layer normal. The energy density of an elastic distortion
u(x) in a smectic state is governed by [2]
fsm =
K
2
(r2?u)2 +
B
2

@zu  1
2
(ru)2
2
; (1.2)
in which u is the layer displacement with respect to the ground state and z^ is the direction of
the layer normal. The rst curvature term captures the energy cost of a splay deformation of the
4underlying nematic molecules (uctuation of layers along the x direction). The second term arises
from changes in layer spacing corrected by non-linear elasticity associated with tilting of smectic
layers by a small angle  = r?u [8]. This Grinstein-Pelcovits non-linearity in the second term is
required by the global rotational invariance of the layers [9], which have important consequences
in smectic cells [8, 10, 11, 12].
The liquid crystal material also exhibits a variety of other phases. Those composed of disk
shaped molecules form discotic nematic phases, in which the disk normals are aligned. Disk shaped
molecules can also form columnar phases in which molecules are packed into one-dimensional uid
columns that organize into a two dimensional crystal lattice [2]. In chiral molecular materials like
pure cholesterol esters, or with chiral molecules dissolved in non-chiral nematic matrix, the material
exhibits a helical distortion of a locally nematic state. At lower temperatures such a cholesteric
nematic phase undergoes a transition into a smectic-C* (* denotes chiral) phase, as well as double
twist blue phases [1]. More recently discovered banana shaped bent-core (even achiral) molecules
can exhibit spontaneously polar smectic-C phase as a result of the interplay of layer tilting and
molecular polarity [13].
1.2.2 Lyotropic liquid crystals
Liquid crystals are also found in certain colloidal solutions, such as aqueous solutions of
tobacco mosaic virus, and certain polymers. These lyotropic liquid crystals are controlled by the
concentration of the building blocks rather than temperature.
The most widely studied of such systems are composed of lipid molecules with hydrophilic and
hydrophobic parts. The lipid molecules usually have one or two hydrophobic hydrocarbon chains
and a hydrophilic group with a charge or a dipole moment. In water, these molecules self-organize
into structures in which the hydrophilic part is in contact with water, while the hydrophobic parts
aggregates to shield themselves from water. Such structures include spherical micelles, cylindrical
micelles, bilayer sheets like cell membranes, and so on. Liquid crystal phases can further form from
these structures, e.g., cylindrical micelles organizing into a nematically ordered liquid, and bilayers
5forming smectic liquid crystals [2].
1.3 The random surface pinning mechanism and surface disorder
In most applications of liquid crystals, the material is conned by a pair of plates (substrates).
The substrates are treated (e.g. polymer coated and brushed) to achieve a desired orientation in the
cell, by anchoring the molecules on the surface in a preferred direction. The anchoring mechanisms
depend strongly on the properties of materials, the structure and coating of the substrates, and
the interaction between them [14]. Two types of commonly used surface anchoring are planar
alignment where molecules are required to be parallel to the substrate, and homeotropic alignment
that requires molecules to be perpendicular to the substrate.
Usually, the surface anchoring is treated as a uniform alignment with a anchoring strength
and a preferred direction to calculate the molecular conguration in liquid crystal cells. With
director n^ and preferred direction v^, the surface anchoring energy density is
fsp =  W
2
(n^  v^)2; (1.3)
in which W is the anchoring strength on the order of 10 7J=m2 for weak anchoring and a few
orders of magnitudes higher for strong anchoring [14].
However, in real systems the anchoring cannot be perfect. Often there are impurity molecules
in the liquid crystal that get absorbed onto the substrate and change the anchoring properties [14].
Besides, the surface cannot be absolutely at, usually showing roughness from atomic steps and/or
islands on structureless substrates. In the case of anchoring by periodic and smooth grooves [15],
surface disorder could arise from an irregular structure of rubbed or evaporated grooves.
These imperfections induce surface disorders on the substrates, and thus inuence the prop-
erty of liquid crystals in contact with them, which is the subject of this thesis.
61.4 Theoretical and experimental motivation
It is theoretically interesting to study the surface heterogeneities in liquid crystal systems.
There has been considerable progress in understanding the phenomenology of ordered condensed
states subject to bulk random heterogeneities over the past several decades, which are generically
present in real materials [16, 17, 18]. These include \dirty" charge-density waves [19], supercon-
ductors [20] and magnets, as well as superuid helium [21] and liquid crystals [10, 11, 12] in the
random environment of aerogel and other porous matrices.
Much of the detailed understanding came from the analysis of the xy-, O(N)-, and related
smectic [10, 11] random-eld models, in the pioneering works by Larkin [22, 23], Fisher [24] and
Nattermann [25], and extensive subsequent studies by Le Doussal and co-workers [26, 27, 28, 29, 30]
using a combination of replica variational and functional renormalization group (RG) methods. At
low temperature and weak disorder (neglecting enigmatic eects of topological defects that may
become important on much longer scales), the state is characterized by elastic distortions with
universal power-law correlations controlled by a nontrivial zero-temperature xed point, the so-
called \Bragg" (elastic) glass [27, 28, 31, 32, 33, 34].
Theoretical discussions have been intensively focused on bulk heterogeneity, where the disor-
der extends over the full sample. Despite the fact that in many realizations the random pinning
is conned to a subspace, i.e. a surface of the sample, there has been little attention paid to sur-
face heterogeneity except for the seminal work of Feldman and Vinokur on xy model with surface
disorder [35]. In this thesis, we present our recent work on surface disordered nematic and smectic
cells [36, 37, 38].
The commonly observed Schlieren texture [39] is a manifestation of such surface pinning in
nematic cells. Recent studies also include photo-alignment and dynamics in self-assembled liquid
crystalline monolayers [40, 41, 42, 43], as well as memory eects and multistability in alignment of
nematic cell with heterogeneously rubbed substrate pairs [44] and surface disorder induced small
director uctuations in a planar-homeotropic hybrid nematic cell [45]. The existence of the corre-
7sponding phenomena in smectic liquid crystals has been recently revealed in ferroelectric smectic-C
cells in a book-shelf geometry [46, 47]. This latter system exhibits a long-scale smectic layer dis-
tortion, driven by collective random surface pinning, and awaits a detailed description.
In this thesis, we systematically study liquid crystal cells with surface heterogeneities. Al-
though we do not provide an analysis specic to these experiments, we expect that the theoretical
frame work established here along with the generic results we will help to achieve this goal.
1.5 Outline of the thesis
The remainder of this thesis will be organized as follows.
In Chapter 2 we present our study of a nematic liquid crystal cell subjected to a surface
constraint of a 2p-vortex conguration on the substrate [48]. We nd an exact solitonic solution
of the director conguration, which shows that the surface vortex escapes into the third dimension
in the bulk.
In Chapter 3 nematic liquid crystal cells with weak surface heterogeneity are investigated. The
characteristic lengths and short scale correlation functions are calculated by variational methods in
cells with one disordered substrate and another substrate with three types of boundary condition:
Dirichlet, Neumann and half-innite. Characterizing the behavior at large scales is much more
challenging as the surface disorder dominates and must be treated nonlinearly. To this end, we
employed the functional renormalization group (FRG) and matching methods to study the nature
of the random nematic surface pinning distortions. The RG ow equations are obtained and large
distance correlation functions are derived. We utilize these to give the theoretical predictions of
the polarized light microscopy of such systems.
Smectic cells with both surface random orientational and surface random positional disorders
are studied in Chapter 4. A harmonic elastic model with surface disorders is rst proposed and then
analyzed at small and large distances, similar to the analysis of nematic cells. The characteristic
lengths and the correlation functions are calculated. For larger distances we derived the functional
renormalization group ow equation and observed a Cardy-Ostlund-like phase transition in three
8dimension. The induced tilt of molecules with respect to the average layer normal direction (z) is
expected to be observable under polarized light microscopy.
In Chapter 5 we conclude with ongoing research projects, future directions, and a summary
of the thesis.
Chapter 2
Conical soliton escape into a third dimension of a surface vortex *
2.1 Introduction
Topological defects are central to a complete description of ordered phases of condensed
matter, ranging from superconductors to liquid crystals [1]. Defects' energetics controls the stability
of the ordered state to thermal uctuations [49, 50, 51, 52], random material heterogeneities [53]
and external perturbations [2]. A complete rigorous classication [54] is now available for most bulk
ordered states.
This has been particularly fruitful in understanding a rich variety of topological defects that
are found in liquid-crystal phases. However, in many physical contexts, as, for example, arising in
liquid crystals conned inside a thin display cell, much of the physics is controlled by a substrate
interaction which competes with the bulk energetics [1]. In such surface-dominated situations, only
an incomplete understanding of defect structure and stability is available.
One important and extensively studied example of this type discovered by Meyer [55] is that
of a uniaxial nematic liquid crystal conned to a thin long capillary with homeotropic alignment at
the cylindrical surface. The resulting boundary condition forces an integer winding of the nematic
director eld, which for a two-dimensional (xy) eld would trap a vortex line along the axis of the
capillary. However, such a defect is unstable for a three-dimensional (3D) director eld and away
from the boundary exhibits an escape into the third dimension, removing the line singularity as
* Based on L. Radzihovsky and Q. Zhang, Conical soliton escape into a third dimension of a surface vortex,
Phys. Rev. E 79, 041702 (2009).
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described by Meyer's solution [55].
A familiar schlieren surface texture seen in phase contrast microscopy is a hallmark of nematic
liquid crystals, reecting surface-induced disclinations (vortices in the nematic director eld). The
texture details, e.g., appearance of integer versus half-integer vortices, have been suggested to
distinguish between the uniaxial and biaxial nematic states [56, 57]. New advanced bulk imaging
techniques, such as, for example, uorescence confocal polarizing microscopy, have also allowed
imaging of the full three-dimensional textures associated with such surface defects [58].
Figure 2.1: A nematic director eld n^(x) constrained to a 2-vortex on a surface z = 0 with a planar
alignment rendered in 3D in (a) and in a 2D projection in (b). The corresponding bulk texture
conguration n^(x) that minimizes the Frank energy is calculated analytically in this chapter and
is illustrated in Fig. 2.2.
Motivated by the above discussion, here we consider a problem of a 3D nematic with a planar
(parallel) surface alignment, with an integer vortex imposed on a substrate, as illustrated in Fig. 2.1.
In contrast to the long capillary case [55], that clearly exhibits translational invariance along its
axis, reducing it to one dimension (1D), here the system is manifestly three-dimensional [two-
dimensional (2D), once azimuthal symmetry is included], and therefore in principle considerably
more complicated.
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Here we present a derivation of an exact solution to the single Frank elastic constant Euler-
Lagrange (E-L) equation that describes a bulk texture induced by a surface 2p-vortex, with p the
integer azimuthal vortex winding number. It is described in terms of the polar angle (r?; z) =
s(z=r?) of the director eld n^(x) that we nd to be given by
s(t) = 2arccot
h
t+
p
t2 + 1
pi
: (2.1)
Illustrated in Fig. 2.2 for p = 1, the bulk texture is a conical soliton that describes the nematic
director's escape into the third dimension away from the imposed surface 2p-vortex with a strong
planar alignment.
Figure 2.2: Exact conical soliton solution (here projected onto z r? plane) of the nematic director
eld, n^(x), describing escape into the third dimension of a surface 2-vortex.
The director n^(x) conguration corresponding to Eq. (2.1) coincides with a section of the
Saupe's point p-defect [59] [tan =2 = (tan =2)jpj, with  the polar angle in the spherical coordinates]
when restricted to a subspace above a planar substrate. For p = 1 the above result reduces to a
well-known simple texture, given by half of the hedgehog (skyrmion) conguration, n^(x) = x^.
Application of Saupe's p = 1-defect to a surface vortex problem was also previously explored by
Kleman [60] and was shown to satisfy the simplest homogeneous boundary conditions arising from
a model pinning potential [60].
To summarize our contributions, we present a derivation (in cylindrical coordinates, mapping
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the Euler-Lagrange equation to that of a dissipative particle with a time-dependent mass) of Saupe's
solution [Eq. (2.1)]. This approach is likely extendable (even if approximately) to the study of other
interesting problems involving surface defects, where the reduction to Saupe's point defect solution
no longer holds. Our slight generalization of Saupe's solution allows us to discuss and connect
to weak and strong anchorings. Finally, we present an analysis of the energetics, comparing the
conical soliton escape to other competing textures. We discover a counterintuitive dependence of
the p-vortex energy on p, showing that it is asymptotically linear in p, in contrast to the standard
p2 dependence. This has important implications for the stability of p > 1 surface vortices against
ssion into p lower winding number (p = 1) vortices.
2.2 Model
We consider a 3D model of a nematic liquid crystal, characterized by a nematic unit director
eld, n^(x), with x = (r?; z). The energy is given by a Hamiltonian
H = Hel +Hs; (2.2)
where Hel is the bulk elastic energy of the Frank model
Hel =
1
2
Z
d2r?dz

K1(r  n^)2 +K2[n^  (r n^)]2 +K3[n^ (r n^)]2

; (2.3)
and Hs is the surface pinning energy, localized at z = 0,
Hs =
Z
d2r?dzVs(r?)(z)(z^  n^)2; (2.4)
where z^ is the surface normal. In the single elastic constant approximation, K1 = K2 = K3 = K,
the elastic energy reduces to
Hel =
K
2
Z
d2r?dz(rn^)2: (2.5)
In the above we have dropped the boundary terms as they do not aect the E-L equation.
Parametrizing the unit director eld
n^ = (sin  cos; sin  sin; cos ) (2.6)
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in terms of polar and azimuthal angles  and , Hel reduces to
Hel =
K
2
Z
d2r?dz

(r)2 + sin2 (r)2

: (2.7)
We can include surface anchoring through a boundary condition on n^(r?; z = 0) = n^0(r?), nding
the corresponding solution and then minimizing over n^0(r?) in the presence of Vs(r?).
We focus on the solution n^(x) subject to a constraint of a 2p-vortex (p 2 Z) at z = 0. The
2p surface winding is imposed by taking
(r?; z = 0) = p'+ '0; (2.8)
where ' = arctan(y=x) is the azimuthal angle of the cylindrical coordinate system x = (r? cos'; r? sin'; z).
The arbitrary constant angle '0 gives a family of textures induced by spiral surface defects for
0 < '0 < =2. These interpolate between a pure splay surface \aster" defect for '0 = 0, [illustrat-
ed in Fig. 2.1(a)] and a pure bend surface \vortex" defect for '0 = =2.
The resulting elastic energy is then given by
Hel =
K
2
Z
d2r?dz

(r)2 + p
2
r2?
sin2 

; (2.9)
leading to the Euler-Lagrange equation that determines the texture conguration (x),
r2   p
2
2r2?
sin 2 = 0: (2.10)
Focusing for simplicity on azimuthally symmetric boundary conditions, we search for a '-
independent solution (r; z), satisfying
r2@2r + r@r + r
2@2z  
p2
2
sin 2 = 0; (2.11)
with a surface constraint (r; z = 0) = 0(r). We have simplied the notation by denoting r?  r.
2.3 Solution of the Euler-Lagrange equation
Despite the fact that the E-L equation, Eq. (2.11) is nonlinear and two-dimensional, its one-
(and periodic array-) soliton solution can be found exactly [59]. Intuition about the form of the
14
solution can be obtained by neglecting the r-derivative terms and then noting that the resulting
equation is of a standard 1D sine-Gordon type along z, with period . It thus admits a soliton
solution connecting tilt angle (r; z =  1) =  to (r; z = +1) = 0 which has a width given by
z(r) = r at a transverse distance r from the vortex.
2.3.1 Exact conical soliton solution
Motivated by the above observation and by the translational invariance of the E-L equation
along z, we search for a soliton solution of the form
(r; z)  s

z + z0
r

: (2.12)
We note that this restricted form precludes a study of other than a constant boundary condition
at z =  z0. Since in general the symmetry dictates a nontrivial radial variation in the director
tilt angle at the surface with the distance r from the vortex, we anticipate that the above form of
the solution is an exact description only for an innitely strong planar alignment on a substrate
at z =  z0 = 0. For nite planar surface anchoring, given large azimuthal strain near the vortex,
we expect a meron conguration with 0(r)  0 in the vicinity of the vortex (near r = 0) and
growing to =2 with increasing distance r from it. As we will see below, the radial surface variation
0(r)  (r; z = 0) can be qualitatively captured by the solution s(z0=r) at z = 0, by adjusting z0.
While this single degree of freedom (z0) is in principle insucient to capture an arbitrary form of
the surface boundary condition, 0(r), we proceed to explore this class of solutions[61]. We expect
it to be a good approximation for strong planar anchoring, characterized by a vanishing z0 and
corresponding to 0(r)  =2 for nearly all r, excluding a small core region of radius z0. We will
treat the weakly anchored case in a complementary way.
As a function of the scaling variable t = (z + z0)=r, the E-L equation simplies to
m(t)s + (t) _s   p
2
2
sin 2s = 0; (2.13)
where
m(t) = t2 + 1; (2.14)
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(t) = t: (2.15)
Solutions of Eq. (2.13) can be most easily obtained by its identication with Newton's equa-
tion for a particle at position (t) at time t, moving in a periodic potential V () = p
2
4 cos 2 and
characterized by time-dependent mass and friction coecients m(t) and (t), respectively. This
type of identication is quite analogous to a standard sine-Gordon model, where, in contrast, the
ctitious particle has a constant mass and no friction. In this latter case the solution is easily ob-
tained by a guaranteed existence of an integral of motion, the energy of the particle, which reduces
the solution to a single integral. In our problem, the time dependence of the mass and nite friction
would, at rst sight, be expected to preclude the existence of such \conservation of energy" integral
of motion. However, a key observation is that the two eects can exactly compensate each other if
the condition
(t) =
1
2
_m(t) (2.16)
is satised (as it is in our problem), which leads to an \energy" conservation law
d
dt

1
2
m(t) _s
2
+
p2
4
cos 2s

= 0: (2.17)
Indeed this is, guaranteed by the fact that the E-L Eq. (2.10) came from a minimization (of Hel)
principle.
The resulting integral of \motion,"
1
2
m(t) _2s +
p2
4
cos 2s =
p2
4
E; (2.18)
with p2E=4 as the ctitious particle's energy, then easily allows us to reduce the problem to a single
integral Z t
t0
dt0
pp
m(t0)
=  
p
2
Z s
=2
d0p
E   cos 20 ; (2.19)
where, in the above we have made a choice of the negative square-root. The parameter t0 dened
by s(t0) = =2 determines the tilt angle 0 at the boundary at z =  z0. The other constant of
\motion," E, is also crucial to the nature of the solution. It is quite clear that for half-innite
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space boundary conditions (see Fig. 2.1) E must be chosen to be E = 1  so that the solution is a
single soliton in t. In the mechanics analogy it corresponds to a particle at t =  1, starting out
at  = , with the energy just equal to the potential energy, i.e., with an innitesimally vanishing
initial velocity, rolling down the hill for  1 < t < t0 and then climbing back up to the top at  = 0
as t! +1.
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Figure 2.3: Solitonic p = 1 solution from Eq. (2.21) for (a) t0 = 0, corresponding to perfect planar
alignment, 0 = =2 at z =  z0, and (b) t0 =  0:5, corresponding to a uniform tilt of 0 = 1:11
radians at the z =  z0 boundary.
Using m(t) = t2 + 1, Eq. (2.19) is easily integrated,Z t
t0
dt0
pp
t02 + 1
=  
Z s
=2
d0
sin 0
;
p ln
"
t+
p
t2 + 1
t0 +
p
t20 + 1
#
= ln cot(s=2); (2.20)
and leads to our main result
s(t) = 2arccot
" 
t+
p
t2 + 1
t0 +
p
t20 + 1
!p#
; (2.21)
illustrated in Fig. 2.3. The corresponding director eld texture is shown in Fig. 2.2.
The solution satises the Euler-Lagrange equation with a uniform tilt 0 boundary condition,
(r; z =  z0) = 0 = 2arctan

t0 +
q
t20 + 1
p
(2.22)
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on the z =  z0 surface. Clearly, 0 is also the asymptotic tilt angle at large r (vanishing t), and in
terms of it, the solution can be equivalently written as
s(t) = 2arccot

cot
0
2

t+
p
t2 + 1
p
; (2.23)
which is illustrated for p = 1 in Fig. 2.3.
We focus on the asymptotically planar alignment, (r ! 1; z) = 0 = =2, corresponding
to t0 = 0. On the physical surface boundary at z = 0, the tilt angle is then given by a nontrivial
function of r,
(r; z = 0) = 0(r) = s(z0=r); (2.24)
= 2arccot

z0=r +
q
z20=r
2 + 1
p
; (2.25)
that describes the escape into the third dimension [vanishing 0(r)] on the surface z = 0 inside a
disk of radius z0, as illustrated in Fig. 2.4. As anticipated above, z0 allows only a single parameter
adjustment of the boundary condition, physically controlled by Vs [61]. An innitely strong surface
anchoring, Vs !1, gives a perfectly planar alignment, 0(r) = =2, characterized by z0 ! 0.
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Figure 2.4: Surface tilt angle 0(r) for a (p = 1) 2-vortex, showing surface escape into the third
dimension (a meron), conned to a radius z0.
We note, however, that a more general boundary condition, 0(r) can be imposed by gener-
alizing above exact solution to an r-dependent z0(r). Although the resulting s([z+ z0(r)]=r) is no
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longer an exact solution to the E-L equation, for a small @rz0 it is an accurate approximation and
can be employed as a good variational ansatz.
2.3.2 Pontryagin index of conical solitons
The solitonic solutions p(x) = s(t), Eq. (2.23) (indexed by p), together with p(x) = p',
give the unit director eld n^p(x) according to the parametrization of Eq. (2.6). When restricted to
a two-dimensional closed surface, e.g., a sphere Sx2 in coordinate space x, n^p(x^) gives a mapping
of this coordinate sphere Sx2 into another sphere S
n^
2 , where n^ \lives." Such mappings fall into
topologically distinct classes that form the second homotopy group, H2(Ss) = Z, corresponding
to distinct ways of wrapping a coordinate sphere around a target space sphere. The classes are
characterized by the Pontryagin topological index
Q =
1
8
Z
dakijkn^  (@in^ @jn^); (2.26)
where dak is the kth component of the innitesimal surface element pointing along the local surface
normal. We have computed Q for our director eld solutions n^p(x), and found that Q = p.
2.3.3 Weak surface pinning (small ) analysis
For weak surface pinning the tilt angle 0(r) is small, corresponding to a large z0, and for a
large range 0 < r < z0, solution Eq. (2.23) reduces to
(t) =
0
t+
p
t2 + 1
p
= 0
p
t2 + 1  t
p
: (2.27)
We can compare this result with that obtained by studying the linearized [62] Euler-Lagrange
equation,
r2@2r(r; z) + r@r(r; z) + r
2@2z(r; z)  p2(r; z) = 0: (2.28)
This dierential equation is separable. Letting (r; z) = R(r)Z(z), it becomes
(
R00
R
+
1
r
R0
R
  p
2
r2
) =  Z
00
Z
=  k2; (2.29)
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where the sign of the constant  k2 is chosen negative to ensure a well-behaved solution that decays
at large z. Keeping only the decaying solution, Z(z) is given by
Z(z) = Z0e
 kz: (2.30)
Noting that the equation for R(r) is the Bessel equation of order p in variable kr, the full solution
of the E-L equation for weak pinning is given by
(r; z) =
Z 1
0
dkakJp(kr)e
 kz (2.31)
where the coecients ak are determined by the boundary condition at z = 0, namely by 0(r) =
(r; z = 0). Using the orthogonality of Bessel functions, these are given by
ak = k
Z 1
0
drr(r; 0)Jp(kr): (2.32)
We note that, in contrast to the full solitonic solution, Eq. (2.21) [where we were only able to impose
a boundary condition with a specic r dependence, 0(r) = s(z0=r), displayed in Fig. 2.4], here we
can obtain a solution (r; z) for an arbitrary r-dependent boundary condition (r; z = 0) = 0(r).
To compare to the full solution, we choose a constant boundary condition 0, for which
ak = k
Z 1
0
drr0Jp(kr); (2.33)
= 0 p=k; (2.34)
where a convergence factor e 0+kr had to be introduced to make the integral into
R1
0 dxxJp(x)e
 0+x,
which is well dened and equal to p. Using these expansion coecients ak inside Eq. (2.31) we nd
(r; z) = 0p
Z 1
0
dk
k
Jp(kr)e
 kz; (2.35)
= 0
 r
z2
r2
+ 1  z
r
!p
; (2.36)
in complete agreement with the small 0 limit [Eq. (2.27)] of the full solitonic solution.
20
2.4 Energetics
2.4.1 Conical soliton energy
The bulk elastic energy corresponding to the surface vortex solution s(t) found above is
straightforwardly computed by plugging into the elastic Hamiltonian and evaluating the spatial
integrals. We thereby obtain
E(p)s (0; z0)  Hel[s(t)]; (2.37)
=
1
2
K
Z
d2rdz

(rs)2 + p
2
r2
sin2 s

; (2.38)
= 2p2K
Z Lr
0
dr
Z 1
z0=r
dt sin2 s; (2.39)
where we take advantage of the energy integral of \motion," Eq. (2.18), to eliminate (rs)2, and Lr
is the extent of the system in the radial direction. Using the explicit solution for s(t) and dening
x(t) = t+
p
t2 + 1;
x0  x(t0) = (tan(0=2))1=p ; (2.40)
we obtain
E(p)s (0; z0) = 2K
Z Lr
0
dr"(x0; x(z0=r); p); (2.41)
where
"(x0; x(z0=r); p) = 2p
2
Z 1
x(z0=r)
dx
x2 + 1
x2((x=x0)p + (x0=x)p)
2 : (2.42)
2.4.1.1 p=1 vortex energy
Specializing to the case of p = 1 surface vortex, above energy is simplied and can be
calculated analytically
E(1)s (0; z0) = 4K
Z Lr
0
dr
Z 1
x(z0=r)
dxx20
x2 + 1
(x2 + x20)
2
;
 2K
Z Lr
0
dr"(x0; x(z0=r); 1); (2.43)
 2Kz0
Z 1
z0=Lr
dtt 2"(x0; x(t)); (2.44)
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where
"(x0; x; 1) =

2
x0 + x
x20   1
x20 + x
2
  x0 arccotx0
x
+
1
x0
arctan
x0
x
: (2.45)
For a vanishing z0, x = x(z0=r) = 1, and we nd
E(1)s (0; 0) = 2KLr"(x0; 1; 1); (2.46)
where
"(x0; 1; 1) =

2
x0 +
x20   1
x20 + 1
2
  x0 arccotx0 + 1
x0
arctanx0 (2.47)

8><>:
8
3x
2
0; for x0  1;

2 + 2(x0   1); for x0 ! 1 :
(2.48)
Using the relation 0(x0) [Eq. (2.40)] to express the soliton energy in terms of the surface tilt angle
0, we obtain the energy E
(1)
s (0; 0) of a surface 2-vortex plotted in Fig. 2.5.
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Figure 2.5: Energy "(0; 1; 1) (in units of 2KLr) of the soliton texture due to a 2 surface vortex
as a function of the surface tilt angle 0, together with its parabolic approximation, "  a20, with
a tted to be 0:64 (the two curves are indistinguishable).
For asymptotic planar alignment 0(r !1) = =2 (t0 = 0 and x0 = 1)
"(1; x) =

2
  arctanx+ arccotx: (2.49)
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Substituting this into Eq. (2.44) we nd
E(1)s (=2; z0) = 2KLrg(z0=Lr); (2.50)
where the scaling function g(z^0) is given by
g(z^0) =

2
+ arccot

z^0 +
q
z^20 + 1

  arctan

z^0 +
q
z^20 + 1

+
1
2
z^0 ln

z^20
1 + z^20

: (2.51)
2.4.1.2 p vortex energy
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Figure 2.6: Energy "(0; 1; p)=p [in units of 2KLr"(0; 1; 1)] of the soliton texture induced by
a 2p surface vortex as a function of its topological charge p, displayed for surface tilt angles
0 = =2; =3; =4; =6 (top to bottom).
For a p > 1 charge vortex, energy E
(p)
s can only be evaluated numerically. Focusing on z0 = 0
for simplicity,
E(p)s (0; 0) = 2KLr"(x0; 1; p); (2.52)
where we evaluate "(x0; 1; p) numerically and display "(x0; 1; p)=p as a function of charge p for
various values of x0 in Fig. 2.6. As can be seen from this gure, despite the fact that the naive
p dependence of "(x0; 1; p) in Eq. 2.42 is the standard p
2 found in a 2D vortex, the p dependence
coming from the integral reduces it to an asymptotically linear one at large p,
"(x0; 1; p 1)  (1  cos 0)p: (2.53)
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This nding has the important qualitative implication that one winding-p surface vortex (one
p-boojum) has a lower energy than p winding-1 surface vortices (p 1-boojums). This contrasts
strongly with the standard 2D vortex case where a p-vortex always has a higher energy than p
unit-vortices and thus always ssions into them.
2.4.2 Competing states
We can compare the energy of the solitonic state, s[(z + z0)=r], discussed above with com-
peting states illustrated in Fig. 2.7. To this end, we estimate energetics by a simple scaling analysis
for a system of size Lr  Lz, focusing on the strong planar alignment, 0 = =2.
Figure 2.7: Competing states for a surface 2-vortex boundary condition, with (a) vortex line and
(b) domain-wall texture extensions into the bulk.
2.4.2.1 Vortex line
One competing conguration is the \vortex line" state that extends the surface 2-vortex
into a straight vortex line with (z) = 0 = =2, independent of z, as shown in Fig. 2.7 (a). The
energy of such a state is clearly given by
Evortexline =
K
2
Z
1
r2
2rdrdz / KLz ln Lr
a
; (2.54)
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where a is the core radius of the vortex line, set by the coherence length.
2.4.2.2 Domain wall
Another possible texture is that of a 2D domain wall of thickness a, where (z) exhibits a
uniform (i.e., r independent) escape into the third dimension, changing from 0 = =2 to  = 0
over a microscopic distance a, as shown in Fig. 2.7 (b). The corresponding energy is given by
Edomainwall =
K
2
Z Lr
0
2rdr
Z a
0
dz

=2
a
2
/ KL2r=a; (2.55)
scaling with the area of the cell.
2.4.2.3 Conical soliton surface vortex
The energy of a conical soliton surface vortex can be similarly estimated. We rst note that
by virtue of the E-L equation, all three (z derivatives, r derivatives, and sin2 ) contributions are
comparable, and therefore we can focus on one of them. Estimating the elastic energy based on
the z derivatives, we observe that the strain is conned to a soliton width along z that at radius r
is given by z  r. Thus the estimate is quite similar to the previous case of the domain wall but
with strain spread out over region between the cones z = r and z = 0 rather than conned to a
slab 0 < z < a. This leads to an estimate
Es  K
Z Lr
0
2rdr
Z r
0
dz

=2
r
2
/ KLr; (2.56)
which agrees qualitatively with our exact computation, Eq. (2.46).
Since the conical soliton solution scales only linearly with Lr, we conclude that the domain-
wall solution (scaling as L2r), is not competitive with the other two solutions. On the other hand, the
relative competition between the vortex line and conical soliton solutions depends on the relative
ratio of Lz and Lr.
For Lz > Lr, the vortex line solution is clearly energetically more costly, and the conical
soliton texture is the preferred state. On the other hand, for a thin cell with width Lz = w < Lr
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a more detailed analysis is required. The vortex line energy is still clearly given by Evortexline =
Kw ln Lra .
To compute the conical soliton energy in a cell of a nite width w requires an extension of the
solution to a nite geometry. For a nite width cell with free and planar boundary conditions on the
top and bottom substrates respectively, our exact solution s(t) is a good description. Its energy
can be simply estimated. Examining Fig. 2.2, it is clear that for w < Lr, there are two additive
energy contributions for this texture. For the region 0 < r < w, the contribution is identical to that
made in Eq. (2.56). On the other hand, for the region r > w, the strain eld is that of a 2-vortex
line with length w and core radius w. Putting these two contributions together, we nd
Econic soliton  Kw +Kw ln Lr
w
; (2.57)
 Kw(1 + ln Lr
a
  ln w
a
) < Evortex line; (2.58)
for cell thickness w  a.
Figure 2.8: A solitonic texture describing escape into a third dimension of two 2-vortices conned
to top and bottom substrates of a nite width cell.
Unfortunately, we have been unable to nd an exact solution for the experimentally more
relevant case of non-free (e.g., symmetric planar) boundary conditions on both substrates. The
diculty has to do with the failure of a periodic soliton solution [obtained by picking the integration
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constant in Eq. (2.18) to be E < 1 and matching its period to the width of the cell; see the
Appendix. A.1] to enforce xed z (as opposed to xed t) boundary conditions.
However, a good approximate symmetric solution, illustrated in Fig. 2.8, is given by
ws (r; z) = s((w=2  jzj)=r): (2.59)
This solution describes a cell with two planar aligning substrates at z = w=2. Its only shortcoming
is a small slope discontinuity in the z derivative at z = 0 (the center plane of the cell).
Chapter 3
Nematic liquid crystal cells with \dirty" substrates *
When surface heterogeneities are weak, no topological defects exist and the properties of the
system are determined by elastic uctuations and distortions. In this chapter, we study nematic
liquid crystal cells with a heterogeneous substrate.
3.1 Introduction
3.1.1 Motivation and background
Over the past several decades, there has been considerable progress in understanding the
phenomenology of ordered condensed matter states subject to random heterogeneities, generically
present in real materials [16, 17, 18]. These include \dirty" charge-density waves [19], supercon-
ductors [20] and magnets, as well as superuid helium [21] and liquid crystals [10, 11, 12] in the
random environment of aerogel and other porous matrices.
Much of the detailed understanding has come from the analysis of the xy-, O(N)-, and related
smectic [10, 11] random-eld models, in the pioneering works by Larkin [22, 23], Fisher [24] and
Nattermann [25], and extensive subsequent studies by Le Doussal and co-workers [26, 27, 28, 29, 30]
using a combination of replica variational and functional renormalization group (RG) methods. At
low temperature and weak disorder (neglecting enigmatic eects of topological defects that may
become important on much longer scales), the state is characterized by elastic distortions with
* Based on L. Radzihovsky and Q. Zhang, Liquid crystal cells with \dirty" substrates, Phys. Rev. Lett.103,
167802 (2009); Q. Zhang and L. Radzihovsky, Stability and distortions of liquid crystal order in a cell with a hetero-
geneous substrate, Phys. Rev. E 81, 051701 (2010).
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universal power-law correlations controlled by a nontrivial zero-temperature xed point, the so-
called \Bragg" (elastic) glass [27, 28, 31, 32, 33, 34].
Theoretical discussions have focused intensively on the bulk heterogeneity, where the disorder
extends over the full sample. Despite that in many realizations the random pinning is conned to
a subspace, i.e. a surface of the sample, there is little work on this except [35]. A technologically
relevant example shown in Fig. 3.1 is that of a liquid crystal cell (e.g., of a laptop display), where a
dirty substrate imposes random pinning that competes with liquid crystal ordering. In this chapter,
we study nematic liquid crystal cells in the presence of a heterogeneous substrate [36, 37].
Figure 3.1: Nematic (left) and smectic (right) liquid crystal cells of thickness w with both sub-
strates favoring a planar alignment. The front substrate favors a random heterogeneous in-plane
orientation, while the back substrate is rubbed and therefore picks out an ordering orientational
axis.
The commonly observed Schlieren texture [39] is a manifestation of such surface pinning
in nematic cells. Recent studies also include photo-alignment and dynamics in self-assembled
(liquid crystalline) monolayers [40, 41, 42, 43], as well as memory eects and multistability in
alignment of nematic cells with heterogeneous random anchoring substrate [44] and surface disorder-
induced small director uctuation in a planar-homeotropic hybrid nematic cell [45]. The existence of
the corresponding phenomena in smectic liquid crystals has been recently revealed in ferroelectric
smectic-C cells in a book-shelf geometry [46]. This latter system exhibits a long-scale smectic
layer distortion, thought to be driven by collective random surface pinning, and awaits a detailed
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description. Although we do not provide an analysis specic to these experiments here, we expect
that results presented in this chapter are a rst step toward this goal.
We conclude the introduction below by summarizing our main results. The rest of the
chapter is organized as follows. In Sec. 3.2, as a simplest description of nematic liquid crystal
cell, we present a model for an xy system ordered in a homogeneous bulk, but randomly pinned
on a surface. In Sec. 3.3 we analyze this model within the random-torque Larkin approximation,
valid on short length scales. To study the physics on longer length scales we employ the functional
renormalization group (FRG) in Sec. 3.4.1, combining it with matching methods in Sec. 3.4.2,
to compute the asymptotics of orientational correlation functions. We briey consider the limit of
strong surface pinning in Sec. 3.5. In Sec. 3.6, we discuss application and extension of our ndings to
nematic and smectic liquid crystals, and analyze experimental signatures of heterogeneous surface-
driven distortions in a crossed-polarizer-analyzer light microscopy. We conclude in Sec. 3.7.
3.1.2 Summary of the results
In this chapter, we study the stability and distortions of a nematic liquid crystal order in
a cell with a random heterogeneous substrate. We model this system as a bulk d-dimensional xy
model with quenched random-eld disorder conned to a (d   1)-dimensional surface [63], and
analyze its stability under surface pinning and compute the corresponding correlation functions.
As we will show, many of the tools developed in the context of the bulk disorder can be adapted
to this ubiquitous surface-pinning problem.
Since the random pinning is conned to a surface, one might a priori expect its eects to be
vanishingly weak compared to the ordering tendency of the homogeneous bulk, and thus the xy
order to be stable under weak surface disorder in any dimension. Our ndings contrast sharply
with this naive intuition. Namely, our key qualitative observation is that the xy order in such a
d-dimensional system with d  dlc, where
dlc = 3; (3.1)
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is always destabilized by arbitrary weak random surface pinning [35, 36]. For d > 3, the xy order
requires a nite threshold of heterogeneity to be destroyed. Thus, while the lower-critical dimension
of dlc = 3 for the system with surface disorder is indeed reduced relative to that of the bulk pinning
problem, (characterized by d
(bulk)
lc = 4 [23, 64]), surface heterogeneity has a qualitatively strong
eect on the bulk ordering even in the thermodynamic limit.
The above observation can be simply understood from a generalization of the Imry-Ma ar-
gument [64] to the surface-pinning problem [35, 36]. For an ordered region of size L, interaction
with the surface random eld can lower the energy by Epin  Vp
p
Np  1=2f L(d 1)=2, where Vp
is a typical pinning strength with zero mean and with variance f  V 2p =d 10 (0 is the pinning
correlation length) and Np is the number of surface pinning sites. Since a surface distortion on scale
L extends a distance L into the bulk, the corresponding elastic energy cost scales as Ee  KLd 2,
where K is the elastic stiness. By comparing these energies, it is clear that for d < 3, on suf-
ciently long scales, L > L  (K2=f )
1
3 d , the surface heterogeneity always dominates over the
elastic energy, and thus on these long scales always destroys long-range xy order for arbitrary weak
surface pinning.
A more detailed analysis extends the argument to three dimensions (3D). The corresponding
surface Larkin length scale [23], beyond which the T = 0 orientational order on the random surface
(z = 0) is destroyed, is given by
L = ae
cK2=f ; for d = 3; (3.2)
=

(3  d)(2)2K2
Cd 1f
 1
3 d
; for d < 3; (3.3)
with a is a microscopic cuto of order of a few nanometers in the context of liquid crystals, set by
the molecular size, c = 83, and Cd 1 = 22 d(1 d)=2= (d 12 ) as in Sec. 3.4.1.
At a distance z  a away from the substrate (into the homogeneous bulk), the orientational
order distortions (characterized by mean-squared uctuations of ) across a region of size L decay
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according to
h2(0; z)i

L

8><>: 1 
2z
L
(ln L2z + 1  ); 2z  L
L
2z e
 2z=L ; 2z  L
for d = 2;

8><>: 1   (d  2)(
2z
L
)3 d; 2z  L
(3  d) L2z e 2z=L ; 2z  L
for 2 < d < 3;

8><>: 1 
ln(2z=a)
ln(L=a)
; 2z  L
L=2z
ln(L=a)
e 2z=L ; 2z  L
for d = 3; (3.4)
where   0:58 is the Euler's constant. Thus, we nd that the orientational order distortions
induced by the heterogeneous surface penetrate a distance L into the bulk.
The physics is more complex on in-plane (x) length scales longer than L, where the random-
torque Larkin approximation is invalid and the  nonlinearities of the pinning potential, V (;x),
must be taken into account. To access these longer scales, we employed FRG and matching methods.
On the substrate (z = 0), for d < 3 we nd (q is an in-plane wave vector)
jqj2 
8><>:
f
K2
1
q2
; q  1=L
c(d)
qd 1 ; q  1=L
for d < 3; (3.5)
where c(d) is a universal number [given in Eq. (3.96)], that in the physically relevant case of d = 2
is given by c(2) = 
3
9 . At the lower-critical dimension, d = 3, the distortion variance is given by
jqj2 
8><>:
f
K2
1
q2
; q  1=L
 239 1q2 ln(qa) ; q  1=L
for d = 3: (3.6)
These give the correlation function C(x; z1; z2) = h((x; z1)  (0; z2))2i, where h  i is a
thermal average and    is a quenched disorder realization average, with the latter dominating the
former at low temperatures. We report its full spatial dependence in Secs. 3.3 and 3.4.2 and in
Figs. 3.10 and 3.13. On the substrate (z = 0), its asymptotics in two dimensions are given by
C
(1)
2D (x; 0; 0) 
8><>: 8
2 x
2L
; x L
82 + 2
2
9 ln(x=L); x L;
(3.7)
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for x L with nite z, the correlation function is given by
C
(1)
2D (x; z; z)  b2e 2z=L +
2
9
ln

1 +
x2
(2z + L)2

; (3.8)
in which b2 is a weak function of 2z=L. In the physically most relevant three dimensions, on the
substrate, it is given by [35, 36, 37]
C
(1)
3D (x; 0; 0) 
8><>:
82
ln (L=a)
ln(x=a); x L
82 + 2
2
9 ln
h
ln(x=a)
ln(L=a)
i
; x L:
(3.9)
At large x L with nite z, the correlation function is
C
(1)
3D (x; z; z)  b3e 2z=L +
22
9
8>>>>><>>>>>:
ln [ ln(x=a)ln(L=a) ]; 2z  L  x
ln [ ln(x=a)ln(2z=a) ]; L  2z  x
x2
16z2
1
ln (2z=a) ; L  x 2z;
(3.10)
in which b3 is also a weak function of 2z=L. The exponentially decaying parts of both two-
dimensional (2D) and 3D results are contributions from short length scales below the Larkin length,
for z  L.
With an eye to liquid crystal cell applications, we also analyzed a nematic cell of nite
thickness w, with (as above) a heterogeneous bottom substrate, and a top substrate with homo-
geneous Dirichlet or homogeneous Neumann boundary conditions. Not surprisingly, this presents
new crossover as a function of the ratio, w=L, of the cell thickness w to the Larkin length in a
(innitely) thick cell.
For the Larkin length in the Dirichlet cell, illustrated in Fig. 3.6 we nd

(D)
L 
8><>: L; L  wcdwd+1
(L L)d ; L . 

L;
(3.11)
where L = adw is the crossover \bulk" Larkin length beyond which eects of nite cell thickness
become important, c2 = 1; a2  1:71; 2 = 1 and c3  0:79; a3  1:23; 3 = 1=2.
The above behavior in the Dirichlet cell is a manifestation of a crossover as a function of
cell thickness (or equivalently disorder strength) from a weakly ordered state for a thick cell (and
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strong disorder) to a strongly ordered state for a thin cell (and weak disorder). The crossover is
more clearly reected in the surface xy orientational order parameter  = heii, that in d < 3 is
given by
 d<3 
8><>: e
 (w=L)3 d ; thin cell, w  L
e 

L
w
d
; thick cell, w  L;
(3.12)
and in 3D the orientational order parameter, illustrated in Fig. 3.2, is given by
 3D 
8><>:
 
a
w
L ; thin cell, w  L
e 
h
ln(L=a)
ln(w=a)
i3D
; thick cell, w  L;
(3.13)
where d = (3  d)2=18, 3D = 2=18 are universal exponents [given in Eqs. (3.106) and (3.108)]
and  = 22, L = 2
2= ln(L=a) are nonuniversal constants.
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Figure 3.2: Orientational order parameter  (w; 0) (controlling light transmission through a liquid
crystal cell) at the random pinning substrate of a 3D Dirichlet cell of thickness w.
In contrast, for a cell with a Neumann boundary condition on the top substrate, the Larkin
length, illustrated in Fig. 3.6, is given by

(N )
L 
8>>>>><>>>>>:
L; w  L
wd
8><>:
p
2 ln(1:2L=w); d = 3
(5 d3 d)
1
5 d (L)
3 d
5 d ; d < 3
w  L;
(3.14)
with d =
2
5 d and the state is disordered, i.e.,  = 0 for arbitrary weak random pinning.
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We expect these crossovers as a function of w=L to be relevant to understanding ordering
in real liquid crystal cells. They should be accessible experimentally in a setup of the type used in
Ref. [44].
3.2 The model
Figure 3.3: Schematic illustration of the orientational distortions in an xy-model system conned to
a thickness w cell with random pinning on the bottom substrate and Dirichlet boundary condition
(rubbed substrate) on the top substrate. A Larkin domain (dened by the faint dashed curve) of
size L is also depicted.
As a \toy" model of a nematic liquid crystal cell with a dirty substrate and thickness w,
illustrated in Fig. 3.3, we employ a d-dimensional surface random-eld xy model characterized by
a Hamiltonian
H =
Z 1
 1
dd 1x
Z w
0
dz

K
2
(r(r))2   V [(r);x](z)

: (3.15)
In above (r) is the xy-eld distortion at a point r  (x; z), V [(x; z);x](z) is the random pinning
potential with a 2 periodicity of , characterized by zero mean and Gaussian distribution with
variance
V (;x)V (0;x0) = R(  0)d 1(x  x0); (3.16)
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conned to the bottom substrate at z = 0, and we impose either a Dirichlet [(x; z)jz=w = 0] or a
Neumann [@z(x; z)jz=w = 0] boundary condition on the top homogeneous substrate at z = w .
A more realistic model must of course include nonplanar director distortions, characterized by
an additional polar angle, as well as point and line (strength 1=2 disclinations) topological defects
allowed by the 3D headless nematic director eld, n^. We discuss the eects of these additional
ingredients in Sec. 3.6. The long-scale behavior of the coarse-grained periodic (period 2) variance
function R() characterizes low-temperature properties of our system and will therefore be our
main focus.
3.2.1 Dimensional reduction
Because the random pinning potential in the Hamiltonian, Eq. (3.15), is conned to the bot-
tom substrate at z = 0, no nonlinearities appear in the bulk (0 < z < w) of the cell. Consequently,
as in other similar problems [65, 66], it is possible and convenient to focus on the random sub-
strate and exactly eliminate the bulk degrees of freedom of (x; z) in favor of the random substrate
eld 0(x)  (x; z = 0). This can be done via a constrained path-integral by integrating out
(x; z) with the constraint (x; z = 0) = 0(x), thereby obtaining an eective (d  1)-dimensional
Hamiltonian for 0(x) [65]. Equivalently [67, 68], we can eliminate (x; z) by solving the bulk
Euler-Langrange equation r2(r) = 0. To this end, we Fourier transform (x; z) with respect to
x, obtaining an equation for (q; z) =
R
dd 1x(x; z)e iqx,
@2z(q; z)  q2(q; z) = 0; (3.17)
whose solutions for the boundary conditions of interest are obtained by elementary methods
(1)(q; z) = 0(q)e qz; w !1; (3.18)
(D)(q; z) = 0(q)
sinh [q(w   z)]
sinh (qw)
; Dirichlet; (3.19)
(N )(q; z) = 0(q)
cosh [q(w   z)]
cosh (qw)
; Neumann: (3.20)
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We summarize the above three boundary condition cases by
(a)(q; z) = 0(q)'
(a)(q; z); (3.21)
where the mode functions '(a)(q; z) are implicitly dened by Eqs. (3.18)-(3.20).
Substituting these relations into the Hamiltonian, Eq. (3.15), we obtain the (d 1)-dimensional
(surface) Hamiltonian
Hs =
Z
dd 1q
(2)d 1
1
2
 (a)q j0(q)j2  
Z
dd 1xV [0(x);x]; (3.22)
which characterizes the behavior of the eld 0(x) conned to the random substrate at z = 0.
In the equation above, label a ranges over \free" (w ! 1), Dirichlet, and Neumann boundary
conditions on the z = w substrate, with corresponding kernels given by
 (1)q = Kq; w !1; (3.23)
 (D)q = Kq coth(qw); Dirichlet; (3.24)
 (N )q = Kq tanh(qw); Neumann: (3.25)
As expected, the nite-thickness Dirichlet ( 
(D)
q ) and Neumann ( 
(N )
q ) kernels for w ! 1 reduce
to the case of the free kernel, Kq. The q nonanalyticity and long- wavelength stiening (relative
to the bulk Kq2 kernel) of the latter arises due to a mediation of surface distortions by long-range
deformations in the bulk of the cell. In the opposite limit of a thin cell and long scales, as expected,
the Dirichlet kernel reduces to a \massive" one, K=w, and the Neumann kernel simplies to Kwq2,
characteristic of an ordinary surface (without a contact with the bulk) xy model. The advantage
of the dimensional reduction above is that formally the formulation of the random surface problem
becomes identical to that of the extensively studied bulk random pinning problem [24, 25, 26, 27, 28]
but in one lower dimension and with a modied long-range elasticity.
3.2.2 Replicated model
To compute self-averaging quantities, (e.g., the disorder-averaged free energy), it is convenient
(but not necessary) to employ the replica \trick" [69], which allows us to work with a translationally
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invariant eld theory at the expense of introducing n replica elds (with the n ! 0 limit to be
taken at the end of the calculation). For the free energy, this procedure relies on the identity for
the ln(x) function
F =  T lnZ =  T lim
n!0
Zn   1
n
: (3.26)
After replicating and integrating over the random potential V [;x] using Eq. (3.16), we obtain
Zn =
Z
[d0 ]e
 H(r)s [0 ]=T : (3.27)
The eective translationally invariant replicated Hamiltonian H
(r)
s [0 ] is given by
H(r)s =
nX

Z
dd 1q
(2)d 1
1
2
 (a)q j0 (q)j2  
1
2T
nX
;
Z
dd 1xR[0 (x)  0 (x)]: (3.28)
We will use this Hamiltonian, (3.28), in our subsequent RG analysis of the system.
3.3 Larkin analysis
3.3.1 Random torque model
As with bulk quenched disorder, the nontrivial nature of the surface-pinning problem is
encoded in the nonlinear dependence of the random surface potential V [0(x);x] on 0(x) in Hs,
Eq. (3.22). However, in an approximation rst employed by Larkin [22] (that now bears his name),
for small 0 distortions we can Taylor-expand the random potential to linear order [70] in 0
H(L)s 
Z
dd 1q
(2)d 1
1
2
 (a)q j0(q)j2  
Z
dd 1x (x)0(x)

Z
q

1
2
 (a)q j0(q)j2   ( q)0(q)

; (3.29)
in which
R
q =
R dd 1q
(2)d 1 for simplicity, and obtain a harmonic Hamiltonian characterized by 0-
independent random surface torque
(x) = @0V [0(x);x]

0=0
= V 0[0;x]: (3.30)
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The random torque inherits Gaussian statistics from that of the random potential V [0(x);x], with
its variance given by
(x)(x0) =  R00(0)d 1(x  x0) (3.31)
 fd 1(x  x0): (3.32)
3.3.2 Correlation functions
The resulting surface Larkin model (valid on scales shorter than L) is quadratic in 0(x) and
can therefore be analyzed exactly by standard methods. The basic quantity of primary interest is
the Fourier transform of the disorder- and thermally averaged two-point correlation function
hqq0i = hqihq0i+ h(q   hqi)(q0   hq0i)i
= [C(q) + CT (q)] (2)
d 1d 1(q+ q0); (3.33)
with
C
(a)
;Larkin(q) =
fh
 
(a)
q
i2 ; (3.34)
C
(a)
T;Larkin(q) =
T
 
(a)
q
; (3.35)
with the Larkin approximations for the T = 0 distortions of 0(x) and its thermal uctuations
about this pinned ground state, respectively. Because of the respective structures of C(q) and
CT (q), at long scales (small q) the quenched-disorder-driven distortions in the ground state clearly
dominate over small thermal uctuations. Thus, for the remainder of the chapter we will focus on
the behavior of the system at T = 0.
The real-space correlation function
C(x; z; z0) = h((x; z)  (0; z0))2i; (3.36)
which describes surface and bulk distortions follows via a Fourier transform of Eq. (3.34), combined
with Eqs. (3.18)-(3.20). Specializing for simplicity to the case z = z0, we compute
C
(a)
L (x; z; z)  2f
Z
dd 1q
(2)d 1
(1  cosq  x)
"
'(a)(q; z)
 
(a)
q
#2
(3.37)
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for the three boundary conditions of interest, with the subscript \L" indicating that these results
are valid only in the Larkin approximation. These correlation functions are shown in Figs. 3.4, 3.8,
and 3.11.
For an innitely thick cell (w ! 1), the asymptotics (for a  x  L) are given by (see
Appendix B.3.2)
C
(1)
L (x; z; z) 
2f
K2
Z
q
(1  cosq  x)e 2qz
q2
; for x L;

8><>: x; z = 0x2
2zL
e 2z=L ; z  x
; for d = 2;

8><>:

x
L
3 d
; z = 0
x2(2z)1 d
3 dL
 (d  1; 2zL ); z  x
; for d < 3;

8><>:
ln (x=a)
ln (L=a)
; z = 0
( x
2z
)2(1+ 2z
L
)
ln(L=a)
e 2z=L ; z  x
; for d = 3, (3.38)
in which
R
q =
R dd 1q
(2)d 1 for simplicity, and by denition the correlation vanishes as x! 0.
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Figure 3.4: Numerically evaluated Larkin (x < L) correlation functions for a nite-thickness
cell w, with Dirichlet and Neumann top substrates in 2D (left) and 3D (right). In both gures,
the thicker black curve corresponds to the innite cell thickness, above it are the results for the
Neumann substrate (with w=L = 1; 0:5; 0:1, bottom to top), and below it are the results for the
Dirichlet substrate (with w=L = 1; 0:5; 0:1, top to bottom). As expected, the Dirichlet (Neumann)
homogeneous substrate reduces (enhances) orientational distortions of , with its inuence growing
with reduced cell thickness and weaker disorder, controlled by w=L.
For a cell of thickness w with Dirichlet and Neumann boundary conditions on the top sub-
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strate, the correlation functions are given by
C
(D)
L (x; z; z) 
2f
K2
Z
q
(1  cosq  x) sinh2 q(w   z)
q2 cosh2 qw
; (3.39)
C
(N )
L (x; z; z) 
2f
K2
Z
q
(1  cosq  x) cosh2 q(w   z)
q2 sinh2 qw
: (3.40)
For a thick cell (w > L), these can be approximated by the innite cell results given above. For a
thin cell (w < L) with a top Dirichlet substrate, their asymptotics are given by
C
(D)
L (x; z; z) 
8><>:
(3  d)( wL )3 d; z  w  x
(3  d) (z w)2
wd 13 dL
; z . w  x
for d < 3: (3.41)
The asymptotics for d = 3 and for the Neumann boundary conditions are more involved and are
best evaluated numerically. They are displayed in Fig. 3.4.
3.3.3 Limits of validity: Larkin length
An important feature of the Larkin approximation is that it can be used to estimate its own
range of validity. The Larkin model (3.29) breaks down when the Taylor expansion in 0 that led
to it becomes invalid. This can be estimated by looking at the mean-squared distortions of 0,
given by
h20(x)i 
Z
q
C
(a)
 (q) 
Z
q
fh
 
(a)
q
i2 : (3.42)
Focusing rst on an innitely thick cell, characterized by  
(1)
q = Kq, we note that for d < dlc = 3,
mean-squared uctuations of 0(x) diverge at long length scales. Thus, we nd that [35, 36]
dlc = 3 (3.43)
is the lower-critical dimension for the stability of the xy order in the presence of a random surface
quenched pinning. This value of dlc = 3 is to be contrasted with the d
(bulk)
lc = 4 [22, 64] of a system
(spontaneously breaking continuous symmetry) subjected to bulk disorder. Thus, for d  3, we can
dene the (so-called) Larkin length, L as the scale at which 0 distortions grow to order 1 (that
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we take to be 2, for concreteness). That is, the self correlation
h20(x)i =
f
K2
Z 1=a
1=L
dd 1q
(2)d 1
1
q2
(3.44)
diverges with the system extent L, and the value of L at which h20(x)i = (2)2 is achieved is
identied as the Larkin length L. This denition gives (see Appendix B.1) the Eqs. (3.2) and (3.3)
L = ae
cK2=f ; for d = 3;
=

(3  d)(2)2K2
Cd 1f
 1
3 d
; for d < 3;
with a a microscopic cuto of order of a few nanometers set by the molecular size, c = 83, and
Cd 1 = 22 d(1 d)=2= (d 12 ) as in Sec. 3.4.1.
Since the orientational order parameter
 = heii  e h2i=2 (3.45)
(somewhat crudely assuming Gaussian correlations in  in the second line above) decays with
increasing rms, the Larkin length, L, is the scale beyond which the orientational order falls o
signicantly.
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Figure 3.5: Mean-squared distortion within the Larkin approximation as a function of z=L for 2D
and 3D systems.
As discussed in the Sec. 3.1, the mean-squared distortions of (x; z) are suppressed away
from the random substrate. Within the Larkin approximation on scale L and for w ! 1, these
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distortions decay with z  a according to (see Appendix B.3.1)
h2(0; z)i

L

8><>: 1 
2z
L
(ln L2z + 1  ); 2z  L
L
2z e
 2z=L ; 2z  L
for d = 2;

8><>: 1   (d  2)(
2z
L
)3 d; 2z  L
(3  d) L2z e 2z=L ; 2z  L
for 2 < d < 3;

8><>: 1 
ln(2z=a)
ln(L=a)
; 2z  L
L=2z
ln(L=a)
e 2z=L ; 2z  L
for d = 3: (3.46)
The complete numerically-evaluated behavior is displayed in Fig. 3.5. Thus, the bulk orientational
order heals on the scale of the Larkin length L.
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Figure 3.6: Larkin lengths with dierent boundary conditions on the top substrate, for d = 2 (left)
and d = 3 (right). For thick cells (w  L), the asymptotic behavior (D;N )L  L is as expected.
For longer L, i.e., weaker surface pinning and thinner cell, 
(D)
L (
(N )
L ) is always longer (shorter)
than L for the innite-thickness cell, consistent with the ordering (disordering) eect of the nite
cell thickness. For the Dirichlet homogeneous substrate, the eective Larkin length diverges at
L=w  1:71 for d = 2 and L=w  1:23 for d = 3, with the asymptotics quoted in the text.
In the interest of applications to liquid crystal cells, we generalize this analysis to a system
with nite thickness, w (along z). For a homogeneous Dirichlet boundary condition on the top
substrate of the cell, we have
h20(x)i
(D)
= (2)2 =
f
K2
Z 1=a
1=
(D)
L
dd 1q
(2)d 1
tanh2 qw
q2
; (3.47)
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which gives (see Appendix B.1.3) Eq. (3.11)

(D)
L 
8><>: L; L  wcdwd+1
(L L)d ; L . 

L;
with L = adw the crossover \bulk" Larkin length, c2 = 1; a2  1:71; 2 = 1, and c3  0:79; a3 
1:23; 3 = 1=2. The complete behavior of 
(D;N )
L in 2D and 3D is illustrated in Fig. 3.6.
This behavior is quite consistent with physical expectations. For a cell thicker than the bulk
Larkin length, L (thick cell and/or strong disorder), there is little impact of the top substrate on
the range of the nite xy order, which is dominated by the random lower substrate. However, for
a thin cell and/or weak disorder, such that the bulk Larkin length exceeds the cell thickness, the
Dirichlet substrate eectively enforces xy-order alignment across the cell, suppressing rms0 below
2 and thereby causing the cell Larkin scale, 
(D)
L , to diverge.
It is important to emphasize that this divergence is not an indication of a sharp transition.
One signature of this is the fact that the \crossover" scale L is a function of a relatively arbitrary
constant [taken here to be (2)2] in the denition of the Larkin length. Rather, the divergence
of 
(D)
L , Eq. (3.11), is a signal of a crossover from a weakly xy-ordered state (for strong disorder
and a thick cell) for L  w to a strongly xy-ordered state (for weak disorder and a thin cell) for
L  w. In both limits, the aligning Dirichlet substrate dominates over the random one, leading to
long-range xy order. We will support this assertion with a detailed FRG calculation in Sec. 3.4.1.
For a cell with a Neumann boundary condition on the top substrate, the Larkin length, shown
in Fig. 3.6, is dened by
h20(x)i
(N )
= (2)2 =
f
K2
Z 1=a
1=
(N )
L
dd 1q
(2)d 1
1
q2 tanh2 qw
: (3.48)
This gives

(N )
L 
8>>>>><>>>>>:
L; w  L
wd
8><>:
p
2 ln(1:2L=w); d = 3
(5 d3 d)
1
5 d (L)
3 d
5 d ; d < 3
w  L;
(3.49)
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with
d =
2
5  d: (3.50)
Strongly contrasting to the case of the Dirichlet top substrate, this result is again consistent with
our expectations. We expect that for a thin cell, w  L, such a Neumann cell becomes a thin
(d 1)-dimensional lm, reducing to a (d 1)-dimensional xy system pinned by (d 1)-dimensional,
i.e., bulk disorder, characterized by the expected lower critical dimension of 5 (that is, dlc  1 = 4).
Thus, on length scales exceeding the Larkin lengths, 
(a)
L , 0 distortions become large and lead to a
breakdown of the Larkin model, (3.29) and of the predicted correlation functions [e.g., Eqs. (3.38)
and (3.41)] calculated from it.
3.4 Physics beyond L
On length scales longer than the crossover scale 
(a)
L , large 0 distortions are in the nonlinear
regime and the eects of the random potential V [0(x);x] must be treated nonperturbatively. As
with the bulk disorder problems, this can be done systematically using a renormalization-group
analysis [24, 27, 28] in an expansion in  = dlc   d = 3  d about the lower critical dimension.
3.4.1 Functional renormalization-group analysis
It is convenient to work with the translationally invariant replicated Hamiltonian, H
(r)
s as
given in Eq. (3.28). We employ the standard momentum-shell RG transformation [71] by separating
the xy eld into long- and short-scale contributions according to 0 (x) = 

0<(x) + 

0>(x), and in
the nonlinearity R[0 (x)   0 (x)] perturbatively integrate out the large wave vector part 0>(x)
that takes support in an innitesimal shell =b < q <   1=a, with b = e`. We follow this with
a rescaling of lengths and of the long-wavelength part of the eld
x = bx0; (3.51)
q = b 1q0; (3.52)
0<(bx
0) = 00(x
0); (3.53)
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0<(q
0=b) = bd 100(q
0); (3.54)
so as to restore the UV cuto back to . In Eq. (3.53), we make a convenient choice of zero
scaling dimension for the real-space eld 0(x). This is dictated by the convenience of keeping the
periodicity of the disorder variance R() xed at 2.
3.4.1.1 Innitely thick cell: w !1
We rst focus on an innitely thick cell, dened by w  L. The above rescaling leads to
zeroth order RG ows of the eective couplings [72] that for a thick cell are given by
K(b) = bd 2K ; (3.55)
R(; b) = bd 1R(); (3.56)
indicating that in d > 2, the eective strengths of both elastic and pinning energies grow at long
scales relative to the thermal energy, T . This is a reection of the fact that in d > 2 the physics is
controlled by the zero-temperature ground-state competition between elastic and pinning energies,
both much larger than the thermal energy at long scales. Equivalently, to emphasize this physics,
we can rescale T according to
T (b) = b (d 2)T
 b T; (3.57)
so as to keep the elastic energy xed at order 1. With this convenient rescaling convention, the
measure of the eective pinning strength grows according to
R(; b) = b3 dR(); (3.58)
modied by a factor (T (b)=T )2 = b2(d 2) relative to that in Eq. (3.56) due to the factor of 1=T 2 in
H
(r)
s =T , Eq. (3.28). Equivalently, without the rescaling of T , the dimensionless combination that
arises in the coarse-graining analysis is given by R()=K2, and its zeroth order ow is given by
Eq. (3.58).
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In either convention, we nd that for d < 3, the inuence of the random surface pinning
grows at long scales relative to the elastic energy, consistent with the scaling and Larkin analysis
that gave dlc = 3.
The statistical symmetry [73] of the bulk Hamiltonian, H (3.15), under an arbitrary local
rotation (r) ! (r) + (r) guarantees that the ow of K(b), Eq. (3.55), and, equivalently, the
thermal exponent
 = d  2; (3.59)
are exact, i.e., they do not exhibit any coarse-graining corrections. This can equivalently be seen
from the replicated Hamiltonian (3.28), where the pinning nonlinearity, R[0 (x)  0 (x)] depends
only on the dierence between dierent replica elds, i.e., is independent of the \center of mass"
eld
Pn
=1 

0 . That is, the only nonlinearity in H
(r)
s is symmetric under a replica-independent
local rotation 0 (r) ! 0 (r) + (r) and under coarse graining can therefore only generate terms
that also exhibit this symmetry. Thus, it cannot generate a correction to the elastic term, which
clearly lacks this symmetry, implying that K is not renormalized by the pinning disorder.
An important consequence of the periodic nonlinearityR() and the eective zero-temperature
physics, rst emphasized by Fisher [24], is that all monomials or (equivalently) harmonics in the
expansion of R() are equally relevant in d < dlc. Thus, a functional RG analysis that follows the
coarse-graining ow of the whole function R() is necessary. The method is by now quite standard
[24, 26, 27, 28, 29] and is straightforwardly adapted to the surface-pinning problem, characterized
by H
(r)
s , Eq. (3.28).
We limit the FRG analysis to one-loop order, performing the momentum-shell integration
over the high-wave-vector components 0> perturbatively in the nonlinearity R[

0 (x) 0 (x)]. We
nd that the change in the Hamiltonian due to this coarse graining is given by
H(r)s [

0<] = hHp[0< + 0>]i>  
1
2T
hH2p [0< + 0>]ic> : : : ; (3.60)
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where Hp[

0 ] is the nonlinear pinning part of the Hamiltonian H
(r)
s , Eq. (3.28),
Hp =   1
2T
nX
;
Z
dd 1xR[0 (x)  0 (x)]; (3.61)
and the averages over short scale elds, 0>, above are performed with the quadratic (elastic K)
part of H
(r)
s . The superscript c denotes a cumulant average, hH2p ic = hH2p i   hHpi2.
To lowest order in R() (dropping a constant term) we nd that H
(r)
s [0<] is given by
H
(r)
s1 =  
1
2T
X
;
Z
x
hR(0   0 )i>
   1
4T
X
;
Z
x
R00(0<   0<)h(0>   0>)2i>
   1
2T
Z >
q
T
 
(1)
q
X
;
Z
x
R00(0<   0<); (3.62)
which when compared to the denition of Hp gives
R(1)()  `Cd 1d 2 T
K
R00(): (3.63)
In the above, the prime indicates a partial derivative with respect to , and Cd = Sd=(2)
d =
1=[ (d=2)2d 1d=2], with Sd the surface area of a d-dimensional unit sphere.
The contribution to second order in R() is given by
H
(r)
s2   
1
8T 3
1
2
X
1;1;2;2
Z
x1;x2
R00[10<(x1)  10<(x1)]
R00[20<(x2)  20<(x2)]I2211 (x1;x2) ; (3.64)
where
I2211 =
1
2
D
(10>(x1)  10>(x1))2(20>(x2)  20>(x2))2
Ec
>
: (3.65)
Keeping only the most relevant (two-replica) terms and comparing to Hp, we obtain
R(2)()  `g2

1
2
R00()R00() R00()R00(0)

; (3.66)
where the constant g2 is dened by
` g2 =
Z >
q
1
[ 
(1)
q ]2
 `Cd 1
d 3
K2
: (3.67)
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Combining the rst and second-order contributions to R(), Eqs. (3.63) and (3.66), with the
length and eld rescalings, Eqs. (3.55) and (3.56), we obtain the FRG ow equation
@`R^() = R^() + Cd 1d 2
T
K
R^00() +
1
2
R^00()R^00()  R^00()R^00(0); (3.68)
where
R^()  Cd 1
d 3
K2
R() (3.69)
is the dimensionless measure of surface disorder.
(i) 2 < d < 3. Because, as noted above, T=K ows to zero as b2 d = b , for d > 2
(independent of the rescaling convention) the system is described by the zero-temperature xed
point, the second term on the right-hand side in Eq. (3.68) can be neglected near d = 3, and the
FRG equation reduces to [24, 27, 28, 29, 35]
@`R^() = R^() +
1
2
R^00()R^00()  R^00()R^00(0): (3.70)
We note that, aside from constant prefactors in the denition of R^(; `) and a reduced lower-
critical dimension giving  = 3 d, the ow equation for the dimensionless disorder measure R^(; `)
is identical to that of the bulk pinning problem [24, 27, 28]. Consequently, the long-scale properties
of the low-temperature phase are described by the same xed point function,
R^00() =  

1
6
(  )2   
2
18

; (3.71)
periodically extended (period 2), with the minimum at the cusp given by R^00(0) =   
2
9 .
(ii) d = 3. Temperature remains irrelevant at d = 3 (as for any d > 2), allowing us to continue
to work at T = 0. At this lower-critical dimension,  = 3   d = 0 and the ow equation (3.70)
reduces to
@`R^() =
1
2
R^00()R^00()  R^00()R^00(0): (3.72)
Since it is of the form @`f   f2, we expect the solution R^(; `) to decay as 1=` and so take its
form to be
R^(; `) =
R^0(; `)
`+ `0
: (3.73)
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with the function R^0 satisfying
(`+ `0)@`R^0() = R^0() +
1
2
R^000()R^
00
0()  R^000()R^000(0): (3.74)
In terms of a new ow variable t = ln (`+ `0), the equation for R^0(; t) is identical to that for
R^(; `), Eq. (3.70), with  = 1. Thus, on the scale beyond the Larkin length (when R^0 has crossed
away from the Gaussian xed point toward the nontrivial xed point), we nd that for large `,
R^00(; `) =
1
`

 1
6
(  )2 + 
2
18

; (3.75)
with R^00(0; `) =  29` also decaying with `. This is the same as the result obtained by Chitra et al.
[74] at the lower-critical dimension of d = 4 for the xy model with bulk random-eld disorder. For
this special case of an innitely thick (w !1) 3D cell, the above result also reproduces the earlier
nding in Ref. [35].
(iii) d = 2. In two (bulk) dimensions (d = 2),  = 0 leads to  = T=(K) that is xed
under the RG ow, and the long-scale behavior is no longer controlled by a zero-temperature xed
point. Instead, the nite temperature selects eigenfunctions of the RG ow, Eq. (3.68), that near
the Gaussian xed point are harmonics cos(n) (n integers), with eigenvalues
n = 1  n2 T
K
: (3.76)
Focusing on the eigenfunction cos with the largest eigenvalue, 1, the FRG ow reduces to a
standard RG ow equation
@`g =

1  T
K

g   g2 (3.77)
for a single amplitude of this lowest harmonic of R().
As illustrated in Fig. 3.7, g decays to the g = 0 xed line for T > K  Tg and grows to a
xed line
g = 1  T
K
(3.78)
for T < K  Tg. Thus, we nd that the 2D cell exhibits a Cardy-Ostlund-like [53] phase transition
at
Tg = K (3.79)
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Figure 3.7: Flow of g at d = 2: for T < K it ows to the g = 1  TK xed line, and for T > K,
it ows to g = 0 xed line, corresponding to a glass transition at Tg = K.
between a high-temperature phase in which surface pinning is smoothed away by thermal uc-
tuations at long scales, and a low-temperature glassy pinned phase, controlled by the nontrivial
g(T ) xed line. This surface-pinned state (and the associated transition) is quite similar to the
super-rough phase of a crystal surface grown on a random substrate [73], to the 1+1 vortex glass
phase of ux-line vortices (conned to a plane) in type-II superconductors [20, 34, 75], and to 3D
smectic liquid crystals pinned by a random porous environment of e.g., aerogel [11].
One key distinction here is the irrelevance in 2D of the tilt pinning potential [72]
Htilt =
h
T
nX
;
Z
dd 1x(r0  r0 )2; (3.80)
in contrast to its relevance in these other bulk pinning systems [20, 73, 34, 75, 11], where it leads to
a super-rough phase characterized by ln2 x roughness. This dierence leads to a distinct behavior of
correlation functions in the pinned phase for the surface-pinning problem. Because this 2D case is
somewhat academic, with our main focus on the experimentally relevant 3D cell, we do not explore
it any further here.
3.4.1.2 Finite-thickness cell
We now focus on the behavior of a nite thickness cell with Dirichlet or Neumann boundary
conditions on the top homogeneous substrate. Much of the RG analysis of the previous section
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extends to this case after substitutions of  
(D)
q and  
(N )
q , Eqs. (3.62) and (3.67), respectively, for
 (1). With these changes the rescalings Eqs. (3.55) and (3.56) are supplemented with the exact
ow equation for the cell thickness
w(b) = b 1w: (3.81)
The zero-temperature ow equation takes the same form as for an innite cell, with a 2
(D); (N ),
@`R^a() = 
(a)(`)R^a() +
1
2
R^00a()R^
00
a()  R^00a()R^00a(0); (3.82)
except that the constant  = 3  d is replaced by `-dependent functions (D)(`), (N )(`), given by
(D)(`) =   4w(`)
sinh[2w(`)]
; Dirichlet; (3.83)
(N )(`) = +
4w(`)
sinh[2w(`)]
; Neumann; (3.84)
for the two boundary conditions on the top substrate. The dimensionless disorder variance functions
in Eqs. (3.83) and (3.84) are dened, respectively, by
R^D()  Cd 1
d 3
K2 coth2(w)
R(); (3.85)
R^N ()  Cd 1
d 3
K2 tanh2(w)
R(): (3.86)
The limiting cases of these ow equations can be easily understood. For a thick cell ! !1
equations for both (top substrate) boundary conditions reduce to the innite cell analyzed in the
previous section. In the opposite extreme of a microscopically thin cell, such that w  1, the
(a)(`) functions reduce to
(D)(`)  1  d; for w  a; (3.87)
(N )(`)  5  d; for w  a; (3.88)
corresponding to ow equations for a (d 1)-dimensional bulk random-eld xy model, which in the
case of the Dirichlet boundary condition is in a uniform external eld. In this Dirichlet case, the
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eigenvalue is negative for any physical dimension, showing that random pinning is always dominated
by the ordering eld of the rubbed top substrate. In contrast, in the Neumann case, the ow as
expected is identical to that of a (d  1) bulk system with the eigenvalue 4  (d  1) = 5  d.
For a more realistic situation of a nite cell thickness w, there is a crossover from an innite
d-dimensional cell limit at small ` such that w(`) 1 to an eective (d  1)-dimensional system
for w(`) 1. The corresponding crossover scale is given by bw = w=a. An independent crossover
scale encoded in the ow equations, Eq. (3.82), is set by a scale bL at which the nonlinear terms
become comparable to the linear ones, where the ow leaves the vicinity of the Gaussian xed point
and (in the bulk system, i.e., for w = 1) would approach the nontrivial xed point (3.71). From
the ow equations, Eq. (3.82), one can see that this latter scale is simply set by the Larkin length,
with bL = L=a.
As we discuss below, the detailed nature of distortions strongly depends on the relative size
of these two crossover scales and on the type of boundary condition on the homogeneous substrate.
We naturally designate the two cases, w  L and w  L, as the thin and the thick cell regimes,
respectively.
3.4.2 Correlation function
We now turn to a calculation of correlation functions. As discussed earlier, on short scales
(smaller than the Larkin length), these can be simply computed using the random-torque model
of Sec. 3.3. However, as we have seen in Sec. 3.4.1, for d  3 the eective pinning becomes strong
(compared to the elastic energy) on scales longer than the Larkin length, leading to a breakdown of
the perturbative expansion and of the random-torque model. Nevertheless, we can utilize the above
FRG, which eectively allows us to treat pinning nonperturbatively to overcome this diculty. To
see this, we note that the power of the renormalization group is that it establishes a connection
between a correlation function at a small wave vector (which is impossible to calculate in pertur-
bation theory due to the aforementioned infra-red divergences) to the same correlation function at
large wave vectors (short scales), which can be easily calculated in a controlled perturbation theory
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[76, 77, 27, 28, 73, 11].
This relation for the Fourier transform of the surface (z = 0) correlation function C(q) is
given by
C[q;K;w; R^a] = e
(d 1)`C[qe`;K(`); w(`); R^a(`)] ; (3.89)
where the prefactor on the right-hand side comes from the dimensional rescalings of Sec. 3.4.1,
remembering the momentum-conserving  function in the denition of C(q), and for simplicity we
chose to keep T xed under rescaling. We then choose the rescaling variable ` such that
qe` =  ; (3.90)
which allows us to reexpress ` on the right hand side of Eq. (3.89) in terms of the wave vector q
C[q;K;w; R^a] =


q
d 1
C[;K(`); w(`); R^a(`)] : (3.91)
Because the correlation function on the right-hand side is evaluated at large wave vectors, it is
easily computed perturbatively in a weak pinning potential R^a(; `) if the latter is indeed small
at long scale e`a, i.e., if the pinning is weak. To lowest order, the computation can be done with
the replicated random-torque (Larkin) surface model
H
(r)
s;L =
1
2
Z
q
 nX

 (a)q (`)j0 (q)j2  
1
2T (`)
nX
;
R00a(0; `)

0 (q)

0 ( q)

; (3.92)
which gives
C(a)[;K(`); w(`); R^a(`)]  T (`)
 
(a)
 (`)
  R
00
a(0; `)h
 
(a)
 (`)
i2    R00a(0; `)h
 
(a)
 (`)
i2 ; (3.93)
where in the last line we neglect the subdominant thermal part. To evaluate the resulting correlation
function
C(a)[q;K;w; R^a]   


q
d 1 R00a(0; `)h
 
(a)
 (`)
i2 (3.94)
requires an explicit analysis of the ow for specic boundary conditions.
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3.4.2.1 Innitely thick cell: w !1
We rst focus on an innitely thick cell, for which the above correlation function reduces to
C[q;K;1; R^]    1
qd 1
d 3R00(0; `)
K2(`)
   1
qd 1
R^00(0; `)
Cd 1
; (3.95)
where in the second line we use Eq. (3.69) to express the result in terms of the dimensionless
disorder variance.
(i) 2 < d < 3. As we learned in the previous section, for this range of dimensions, at large
` [which by Eq. (3.90) corresponds to small q], the dimensionless pinning variance ows to a xed
point (3.71), giving
C[q;K;1; R^]  1
qd 1
(3  d)2
9Cd 1
; (3.96)
as presented in Sec. 3.1.
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Figure 3.8: For d = 2, the contribution of short-scales 1=L < q < a
 1 to the correlation function
C(x; z; z) for dierent x values (from bottom to top): 0:1, 0:3, 0:5, 10, 100L. At small x (e.g.,
x = 0:1L, blue curve at the bottom) CL(x; z; z) is very small but x-dependent, while at large x
values (shown for x = 10; 100L, the nearly overlapping higher curves), the contribution is nearly
x-independent: at z = 0, it is a constant around 82 and decays rapidly to zero.
We can now use this result to compute real-space correlations on in-plane scales x  L,
characterized for z = z0 by
C(x; z; z) = h((x; z)  (0; z))2i
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= 2
Z
dd 1q
(2)d 1
(1  cosq  x) e 2qzC(q)
 CL(x; z; z) + C(x; z; z): (3.97)
In the above, CL(x; z; z) is a (nearly) x-independent contribution to the correlation function from
short scales,  1L < q < a
 1, where the Larkin approximation [random-torque model, Eq. (3.29),
from Sec. 3.3] is valid and is given by (see Appendix B.3.2)
CL(x; z; z)  2f
K2
Z
q
(1  cosq  x)e 2qz
q2
 (3  d)82

2z
L
3 d
 (d  3; 2z=L; 2z=a); for x L
 82
8><>: 1 
2z
L
(ln L2z + 1  ); a 2z  L
L
2z e
 2z=L ; 2z  L
for d = 2; (3.98)
with  (p; z1; z2) =
R z2
z1
tp 1e tdt the generalized incomplete gamma function and   0:58 Euler's
constant. In contrast to its small x (x L) behavior, Eq. (3.38), CL(x; z; z) is x-independent for
x L, and is plotted in Fig. 3.8.
The second long-scale part, C(x; z; z) in Eq. (3.97) is a universal contribution [determined
by the xed point function, Eq. (3.71)], that for d = 2 and low temperatures (when 2D eects
discussed in Sec. 3.4.1 can be neglected) can be straightforwardly computed. It is compactly given
by (see Appendix B.3.3)
C(x; z; z)  2(3  d)
2
9Cd 1
Z
dd 1q
(2)d 1
1  cosq  x
qd 1
e 2qz
 
2
9
ln

1 +
x2
(2z + L)2

; for x L, d = 2; (3.99)
and is plotted in Fig. 3.9.
The full 2D correlation function C(x; z; z) [dened by Eqs.(3.38), (3.97)-(3.99)] is plotted in
Fig. 3.10.
(ii) d = 3. For a three-dimensional (innite-thick) cell the pinning is marginally irrelevant,
with the large ` solution given by Eq. (3.75). Using this inside Eq. (3.95), we obtain
C[q;K;1; R^]   1
q2 ln(qa)
2
9C2
; for d = 3: (3.100)
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Figure 3.9: Long-scale contribution, C(x; z; z), to the 2D correlation function as a function of
x; z. In the left (right) gure, it is plotted as a function of x (z) for a series of z (x) values:
z = 0; 1; 2; 10; 100L (x = 1; 10; 100L). The approximation
2
9 ln
h
1 + x
2
(2z+L)2
i
(dotted black)
provides an excellent interpolation to the overall x; z dependence.
The short-scale part, CL(x; z; z), is similar to Eq. (3.98), which when evaluated in 3D reduces
to (see Appendix B.3.2)
CL(x; z; z)  2f
K2
Z a 1
 1L
d2q
(2)2
(1  cosq  x)e 2qz
q2
 8
2
ln(L=a)
 (0; 2z=L; 2z=a); for x L
 82
8><>: 1 
ln(2z=a)
ln(L=a)
; a 2z  L
L=2z
ln(L=a)
e 2z=L ; 2z  L
for d = 3; (3.101)
where CL(x; z; z), plotted in Fig. 3.11, is again nearly x-independent for x  L, as the only
x-dependence enters through cosq  x, which averages to zero for these large wave vectors with
qx 1.
For d = 3, the long-scale universal part C(x; z; z) in Eq. Eq. (3.97) is obtained directly from
the xed-point function (3.75) [35, 36], derived in Appendix B.3.3, and it is given by
C(x; z; z)    2
2
9C2
Z
d2q
(2)2
1  cosq  x
q2 ln(qa)
e 2qz; for x L, d = 3;
  2
2
9
"
1
4
Z 1
0
dk
ke 2kz=x
ln(ka=x)
+
Z x=L
1
dk
e 2kz=x
k ln(ka=x)
#
;
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Figure 3.10: Full 2D correlation function C(x; z; z) in the left (right) gure plotted as a function x
(z) for a series of z (x) values: z = 0; 0:1; 1; 2; 10L (from top to bottom) [x = 0:3; 3; 5; 10L (from
bottom to top)]. For z  L, the correlation is dominated by C(x; z; z).
 2
2
9
8>>>>><>>>>>:
ln [ ln(x=a)ln(L=a) ]; 2z  L  x
ln [ ln(x=a)ln(2z=a) ]; L  2z  x
x2
16z2
1
ln (2z=a) ; L  x 2z
(3.102)
and is plotted in Fig. 3.12.
Thus on the z = 0 substrate, at long x L length scales and for a thick 3D cell, we nd
C(x; 0; 0)  2
2
9
ln

ln(x=a)
ln(L=a)

;
 2
2
9
ln[ln(x=a)]; (3.103)
as claimed in Sec. 3.1 and rst found in Ref. [35]. The complete 3D correlation function C(x; z; z)
is plotted in Fig. 3.13.
We conclude this section with a computation of the surface orientational order parameter,
 (w; 0) = hei(x;0)i
 e h2(x;0)i=2; (3.104)
which is crudely approximated by assuming Gaussian correlations in (x; 0). This order parameter
is of particular interest in relation to the application of our results to a nite-thickness cell with a
Dirichlet or a Neumann boundary condition imposed on the homogeneous substrate (see Fig. 3.1).
Because, as we have seen above [see, e.g., Eqs.(3.44) and (3.103)], in the limit of an innitely
thick cell (w !1) rms grows without bound with system size L, the orientational order parameter
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Figure 3.11: For d = 3, the contribution of short-scales 1=L < q < a
 1 to the correlation function
C(x; z; z) with dierent x values (from bottom to top): 0:1, 0:5, 1, 10, and 100L. At small x (e.g.,
x = 0:1L, blue curve at the bottom), CL(x; z; z) decays very fast and is x-dependent, while at
large x values (shown for x = 10; 100L, the nearly overlapping higher curves), the contribution is
nearly x-independent: at z = 0, it is a constant around 82 and decays rapidly to zero.
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Figure 3.12: Long-scale part of the 3D correlation function C(x; z; z) plotted in the left
(right) gure as a function of x (z) for dierent z (x) values: z = 0; 2; 10; 100L (from top
to bottom) [x = 2; 10; 100L (from bottom to top)]. The dashed curve is the approximation
22
9 ln [ln (x=a)= ln (L=a)] summarizing in in-plane correlations on the heterogeneous (z = 0) sub-
strate.
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Figure 3.13: Full 3D correlation function C(x; z; z) in the left (right) gure plotted as a function
of x (z) for a series of z (x) values: z = 0; 0:01; 0:2; 1; 2L (from top to bottom) [x = 0:3; 3; 5; 10L
(from bottom to top)]. For z  L, the total correlation function is dominated by C(x; z; z).
 (w; 0) vanishes in the thermodynamic limit. For the more realistic situation of a nite cell, the
decay of orientational order is determined by the cell thickness, w, and the nature of the boundary
conditions on the homogeneous substrate.
3.4.2.2 Crossover in a Dirichlet cell
In contrast to the bulk behavior, for a cell with a Dirichlet (homogeneous) substrate we
expect growth of root-mean uctuations of  to be suppressed by the alignment by the homogeneous
substrate. Thus, in this case  (w; 0) is nonzero and the orientational order is stable for an arbitrarily
thick (but nite) cell.
We can analyze  (w; 0) by estimating rms(w) using the results of FRG found in Sec. 3.4.1.
To this end, we examine the asymptotics of the FRG ow in Eqs. (3.81) and (3.82). For a thin
cell (dened by w  L), w(`) = e `w reaches the microscopic scale a at e`w = w=a and therefore
(D)(` > `w)     2 = 1   d before e`

L = L=a. Since beyond `

w, 
(D)(` > `w) < 0, pinning is
irrelevant and the ow is cut o at the scale e`

w , so scales beyond L are not probed (the ow never
leaves the vicinity of the Gaussian xed point), and rms can be accurately computed within the
Larkin approximation (random-torque model), cut o by w.
In contrast, for a thick cell (dened by w  L), the ow crosses over to the vicinity of the
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nontrivial xed point R (leaves the Gaussian xed point) before it is cut-o by the nite w. In
this case, on longer scales, e` > w=a e`L  L=a, the uctuations are cut-o by w (by the ow's
return to the Gaussian xed point). In this thick cell regime, rms(w) is thus given by the matching
calculation of Sec. 3.4.2 with the diverging L (> L) dependence cut o by w.
Following this crossover allows us to calculate rms(w). For a thin cell, w  L and d < 3,
we have
h20i =
Z
dd 1q
(2)d 1
C(D)(q)

Z w 1
0
dd 1q
(2)d 1
fw
2
K2
+
Z a 1
w 1
dd 1q
(2)d 1
f
K2q2
 42

w
L
3 d
; for w  L, d < 3; (3.105)
where we used the Larkin approximation Eq. (3.34) together with Eq. (3.24), valid for w  L
since the Dirichlet ow in Eq. (3.82) never leaves the vicinity of the Gaussian xed point.
For a thick cell, w  L and d < 3, we have
h20i =
Z
dd 1q
(2)d 1
C(D)(q)

Z  1L
w 1
dd 1q
(2)d 1
2
9Cd 1
1
qd 1
+
Z a 1
 1L
dd 1q
(2)d 1
f
K2q2
 
2
9
ln(w=L) + 4
2; for w  L, d < 3; (3.106)
where we neglect the subdominant contribution from scales longer than w (where the RG ow for
R(`) \turns around" and heads back toward the Gaussian xed point, i.e., pinning is irrelevant), in
the rst term of the second line approximate the  correlator C(q) by its xed-point value (3.96),
valid for w=L  1 (such that the ow approaches the vicinity of the nontrivial xed point), and
approximate C(q) in the second term by its Gaussian xed point expression (Larkin approximation),
valid for  1L < q < a
 1. We also used the denition of L to approximate the second term in the
last line by (2)2.
Repeating above estimates for d = 3, for a thin cell (w  L), we nd
h20i 
Z a 1
w 1
d2q
(2)2
f
K2q2
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 42 ln(w=a)
ln(L=a)
; for w  L, d = 3; (3.107)
and for a thick cell (w  L),
h20i 
Z  1L
w 1
d2q
(2)2
2
9C2
 1
q2 ln(qa)
+
Z a 1
 1L
d2q
(2)2
f
K2q2
 
2
9
ln

ln(w=a)
ln(L=a)

+ 42; for w  L, d = 3; (3.108)
where we employ the same asymptotic approximations as for d < 3.
Putting these crossovers together, we nally obtain the surface orientational order parameter
 (w; 0) for thin and thick cells in d < 3,
 d<3 
8><>: e
 22(w=L)3 d ; thin cell, w  L
e 22

L
w
d
; thick cell, w  L;
(3.109)
and in 3D
 3D 
8><>:
 
a
w
L ; thin cell, w  L
e 22
h
ln(L=a)
ln(w=a)
i3D
; thick cell, w  L;
(3.110)
where d = (3  d)2=18, 3D = 2=18 are universal exponents [given in Eqs. (3.106) and (3.108)]
and L = 2
2= ln(L=a) is a nonuniversal constant. The 3D surface order parameter for such a
Dirichlet cell of thickness w is illustrated in Fig. 3.2.
3.4.2.3 Crossover in a Neumann cell
The above analysis straightforwardly extends to a nite-thickness cell with the Neumann
boundary condition on the homogeneous substrate. At long scales, a nite-thickness Neumann
cell reduces to an eective \lm," i.e., a d   1-dimensional bulk random-eld xy model. Thus,
we expect the disordering eect of the random pinning to be enhanced compared to the w ! 1
system, where additional homogeneous bulk degrees of freedom have a stabilizing eect against
pinning (dlc reduced from 4 down to 3).
This is reected in the behavior of both of the correlators in the random-torque model [given
by Eqs. (3.25) and (3.34)], and in a FRG ow that becomes more divergent on scales e` > e`

w = w=a,
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as (N )(` > `w) !  + 2 = 5   d > . Hence, in contrast to the Dirichlet cell (where nite w
suppresses the eect of the random potential), in a Neumann cell the nite thickness enhances the
eects of random surface pinning. Consequently, independent of the Neumann cell thickness, the
orientational order parameter,  , vanishes for L!1.
3.5 Strong pinning limit
In all of the above analysis, we focused on the most interesting weak surface disorder, where
pinning is collective, dominating the elastic energy only on the macroscopic length scales, longer
than L  a. This assumption is what justied our treatment of the elastic energy as dominant (at
least on short scales, smaller than L), allowing an expansion about the ordered  = 0 (nematic)
state. However, it is quite possible that in some (e.g., liquid crystal) applications, it is the opposite
limit of strong pinning that is of interest.
In the latter strong-disorder limit, the surface-pinning potential (by denition) dominates
over the elastic energy at all, even microscopic scales, with Vp > K=a. To treat this regime, we
instead perturb in the elastic energy about a random ground state, s0(x), that exactly minimizes
the random pinning potential V [0(x);x]. That is, (@0V )j0(x)=s0(x) = 0. We then expand about
this random ground state, obtaining
Hs 
Z
dd 1q
(2)d 1

K
2
qj0(q)j2 + g
2
j0(q)  s0(q)j2

; (3.111)
where g =  @20V j0(x)=s0(x)  Vp=(2)2. A minimization of the above Hamiltonian then straight-
forwardly gives
0(q)  g
Kq + g
s0(q): (3.112)
From this analysis we can readily identify a strong-coupling pinning length
s = K=g;
 K

1=2
f

(d 1)=2
0 ;
 (3 d)=2L (d 1)=20 ; (3.113)
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which is the scale below which the xy-order parameter no longer faithfully follows spatial variations
of the local random potential, and thus it is a strong-coupling version of the Larkin length. In the
above, we restored the pinning potential correlation length 0 to also account for the more realistic
case where 0 is distinct and longer than the microscopic molecular cuto scale a. Hence we
conclude that below the pinning correlation length 0, there is a crossover from the weak to the
strong pinning limit when the (weak-coupling) Larkin length, L, drops down to s. On these
shorter scales, the collective pinning analysis of previous sections and the corresponding results
break down.
3.6 Application to liquid crystal cells
As discussed in the Sec. 3.1, liquid crystal cells provided a strong motivation for our study of
orientational order in the presence of surface random pinning. However, although there is qualitative
overlap, in detail a model of a surface-pinned liquid crystal cell be quite dierent from the basic xy
model studied above. Furthermore, the detailed model very much depends on the specic nature
of the liquid crystal phase and thus requires an extensive study that lies beyond the scope of this
chapter. However, to put our above results for the xy model in a physical context, we now briey
examine a formulation of a surface-pinning problem for real liquid crystals, focusing on nematic
and smectic phases, deferring their detailed analysis to a future study.
3.6.1 Nematic liquid crystal phase
The key distinction between the nematic liquid crystal phase and the xy model studied so
far is the nature of the Goldstone modes, that for a nematic is described by a three-dimensional
unit vector (strictly speaking with opposite ends identied forming an RP2 manifold), the nematic
director
n^ = (cos  cos'; cos  sin'; sin ); (3.114)
as opposed to its xy-model counterpart, where it is a single azimuthal (planar) angle, , with the
polar angle  xed at zero by some easy-plane anisotropy. We note that, in the above, we chose a
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somewhat nonstandard (but here convenient for treating parallel surface alignment) convention for
. We also implicitly ignored the dicult question of proliferation of topological defects and the
corresponding stability of the elastic glass. In the case of weak disorder we expect their eects to
set in on much longer length scales, thereby providing a wide intermediate range of scales where
the defect-free model is of interest.
In the nematic phase, the bulk energy of a nematic director n^(r) is described by the well-
known Frank-Oseen expression [1]
HF =
1
2
Z
dd 1xdz

Ks(r  n^)2 +Kt [n^  (r n^)]2 +Kb [n^ (r n^)]2

: (3.115)
Within a simplifying one-elastic-constant approximation, Ks = Kt = Kb  Kn, and together with
the surface-pinning energy and polar parameterization, Eq. (3.114), the above equation gives the
elastic Hamiltonian for the nematic surface-pinned cell
Hnematic =
Kn
2
Z
dd 1x
Z w
0
dz

(r)2 + cos2 (r')2+Hpin; (3.116)
where the surface-anchoring energy
Hpin =  
Z
dd 1x

(W0 + V (2';x)) cos
2 jz=0 +Ww cos2 jz=w

(3.117)
corresponds to a purely homogeneous planar ( = 0) alignment on the top (z = w) substrate and
planar alignment with a heterogeneous azimuthal component on the bottom (z = 0) substrate. The
latter is encoded in a random pinning function V (;x) with 2 periodicity in , as described in
Sec. 3.2, with  = 2' capturing the n^$  n^ symmetry of the nematic liquid crystal phase so that
the heterogeneity has  periodicity in '.
For a thin cell and weak random pinning on the bottom substrate, such that the scale of
V (;x) is much smaller than W0, clearly the planar alignment, while of random strength (on the
bottom substrate), remains planar on both substrates. We further note that because (r)2 (com-
puted within the xy-model approximation) remains nite in the physically interesting dimensions
(i.e., infrared convergent for d > 1) and is small for weak pinning (decaying into the bulk with z),
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based on Fredericks transition phenomenology [1], we do not expect planar surface alignment by
W0;w to be overturned by a weak second term in Eq. (3.116).
Thus, with the exception of small regions (that are rare for weak disorder),  = 0 is the
solution that minimizes the total energy. With this, the nematic cell model reduces to the surface
random-eld xy model for the director's azimuthal orientation  = 2', studied above [35, 36].
Hence, for weak pinning, all of xy-model results detailed above apply directly to a nematic liquid
crystal cell.
In contrast, we expect strong pinning to lead to large azimuthal distortions that will be ac-
companied by big  variations both on the random substrate and in the bulk. For intermediate
pinning strengths, the system can perhaps even exhibit a random Fredericks-like transition corre-
sponding to a bulk escape from a planar surface conguration, driven by a large (r)2  1=w2.
We leave the detailed study of the associated subtleties for this system, which distinguish it from
the simple xy model, to a future research project.
3.6.2 Smectic liquid crystal phase
Another important realization of a random surface-pinning problem is that of a smectic liquid
crystal on a heterogeneous substrate, as for example realized in recent experiments [46] mentioned
in Sec. 3.1. We will focus on the experimentally and theoretically more interesting case of the
bookshelf geometry, illustrated in Fig. 3.1, where layers and director are, respectively, perpendicular
and parallel to the substrate. Choosing the coordinate system as indicated in Fig. 3.14, so that the
smectic layers lie parallel to the (x; y) plane, with the average layer normal along the z axis and
the random substrate located at y = 0 and running perpendicular the y axis, the total energy is
given by
Hsm =
Z
dd 1x
Z w
0
dy

K
2
(r2?u)2 +
B
2
(@zu)
2

+Hpin; (3.118)
where the rst two terms describe the usual smectic elasticity, with bending and compressional
elastic constants K and B (for simplicity taken to be harmonic [78]), and the last term is a surface-
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pinning energy given by
Hpin =
Z
dd 1xdy(y)

W
2
(n^  y^)2   (n^  g(r))2   V [u; r]

;

Z
dd 1xdy(y)

W
2
(ny)
2   h(x)nx   V [u;x]

;

Z
dd 1xdy(y)

W
2
(@yu)
2   h(x)@xu  V [u;x]

; (3.119)
where for convenience we have dened r = (z; x; y)  (x; y) and extended its x to d  1 dimensions
transverse to y.
Figure 3.14: Cartoon of smectic liquid crystal cell with random substrate at y = 0. The substrate
xes large orientation transversely, modeled by W (ny)
2  W (@yu)2, and the surface disorder
randomly pins layer positions through V [u;x](y) and layer orientations through (n^  g(r))2 
h(x)@xu.
In the above expression, theW and g(x) terms are the homogeneous and random components
of the orientational pinning [W inducing a homogeneous parallel to the surface director alignment
and g(x) capturing random azimuthal director pinning within the heterogeneous substrate plane]
and V [u;x] is the positional pinning of surface layers with the random substrate [10, 11]. In getting
to the nal form we expanded n^ about its pinning-free orientation along z^ and used the smectic
\Higgs mechanism" [1, 11] to make a replacement n^? ! r?u, valid inside a smectic phase.
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Following the procedure used for the xy model, this randomly surface-pinned smectic mod-
el can be used to analyze the phenomenology of a smectic liquid crystal cell with the hopes of
understanding long-scale random textures observed in Ref. [46]. Because (as illustrated above)
the smectic elasticity and pinning dier qualitatively from that of an xy model, we expect a phe-
nomenology that is qualitatively distinct from that found for the simple xy model and the nematic
phase found above. We leave the interesting and nontrivial study of a random smectic cell to
Chapter 4.
3.6.3 Experimental observables
One attractive feature of liquid crystals is that their orientational order can be readily studied
via light microscopy. In its simplest form, the technique utilizes a crossed polarizer-analyzer pair on
the front and back of a cell, typically transversely oriented. In this geometry, the spatial (within the
xy plane) distribution of the transmitted light intensity through the cell is sensitive to the azimuthal
variation of the local optic axis and therefore measures the director's planar spatial distribution.
For a fully ordered planar nematic state, with a uniform director orientation at an azimuthal
angle ' with respect to the polarizer (or analyzer), the transmitted light intensity I through a
uniaxial cell of thickness w is given by [1]
Iw = I0 sin
2(2') sin2(=2): (3.120)
In the above,  = o   e = 2(ne   no)w= is the phase dierence between ordinary and ex-
traordinary components of light with wavelength , respectively, characterized by no, ne indices of
refraction. In the simplest case of the director uniformly aligned along the polarizer (' = 0) or
the analyzer (' = =2), this leads to a uniformly vanishing transmitted light intensity. Conversely,
the maximum light transmission is produced for a =4 uniform director orientation relative to the
polarizer (or equivalently, transversely-crossed analyzer). The last factor in Eq. (3.120) leads to
transmission color selectivity with optical anisotropy and cell thickness.
For a spatially nonuniform director variation, the analysis of the transmitted light intensity
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is more complicated. However, for a nematic variation on a scale longer than light's transverse
coherence length (a typical situation for illumination with an incoherent source), the output inten-
sity simply images the transverse (xy) optic axis variation, with each coherence region treatable
as an independent column of depth w. Furthermore, in the limit that the spatial variation along
z is also smooth on the scale of light's wavelength, the transmission through each column can be
treated in Mauguin limit, where light components along and perpendicular to the optic axes simply
adiabatically follow the local director orientation n^(x; z).
For a =2-crossed polarizer-analyzer pair, standard analysis in this Mauguin limit then gives
the output light intensity (after the analyzer at z = 0), as derived in Appendix B.4
Iw(x) = I0j cos'(x; 0) sin'(x; w)eie   sin'(x; 0) cos'(x; w)eio j2
= I0 sin
2['(x; w)  '(x; 0)] cos2(=2) + I0 sin2['(x; w) + '(x; 0)] sin2(=2): (3.121)
For the director on the back substrate aligned (by the Dirichlet boundary conditions) with the
polarizer axis (and perpendicular to the analyzer), i.e., '(x; w) = 0, the output signal simplies
considerably to
Iw(x) = I0 sin
2['(x; 0)] (3.122)
and is thus directly related to the local surface orientational order parameter,  (x; 0) = ei2'(x;0) 
ei(x;0) studied in this chapter. For example, the spatially averaged transmission through a Dirichlet
cell is given by
Iw = hIw(x)i
=
1
2
I0

1  hei0(x)i

=
1
2
I0
 
1   (w; 0) ; (3.123)
in which  (w; 0) is computed in Eqs. (3.109) and (3.110). Thus, for this choice of geometry, a
thin Dirichlet cell has the expected vanishing transmission, that grows with cell thickness to its
maximum value of 1=2. More stringent tests of our predictions can further be made by comparing
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transverse spatial correlations of light transmission, hIw(x)Iw(x0)i, with orientational correlation
functions to which these are clearly directly related according to
hIw(x)Iw(x0)i = I20 hsin2 '(x; 0) sin2 '(x0; 0)i
 I20

1
4
  1
2
e h
2
0i=2 +
1
8
e h(0(x) 0(x0))2i=2

: (3.124)
An even more direct probe of director correlations is possible through the polarized confocal mi-
croscopy [79, 80], where an image of the local director orientation at each depth z can be produced.
A numerical computation of director correlation functions measured in this way allows a detailed
comparison to results predicted here.
3.7 Summary and Conclusion
In this chapter, we have studied the stability of random distortions in an xy model perturbed
by random surface pinning, and have discussed our ndings in the context of nematic liquid crystal
cell with a dirty non-rubbed substrate. We nd that for a thick 3D cell, at long scales, the
disordering eects of the bulk random substrate always marginally dominate over the bulk nematic
order. Thus, 3D nematic order is marginally unstable, with orientational \roughness" growing as
ln[ln(x=a)] on long scales. We have also extended these results to a nite-thickness cell dened by
a second homogeneous substrate with parallel Dirichlet and Neumann boundary conditions. Not
surprisingly, in the former case the nematic order is stabilized to arbitrary long scales, but with the
nematic order parameter (and the corresponding birefringence) exhibiting a crossover from a large
value for a thin (weakly heterogeneous) cell, to a small value for a thick (strongly heterogeneous)
cell at a characteristic cell thickness set by the Larkin length, L. We expect our predictions to be
experimentally testable via polarizer-analyzer transmission microscopy and by studying how the
nematic order is recovered in response to a tunable in-plane aligning electric or magnetic eld. We
propose that the predicted statistical properties (correlation functions) of the random substrate-
induced director textures can be quantitatively tested using the polarized confocal microscopy
[79, 80].
Chapter 4
Random pinning transition in smectic liquid crystal cells with random substrate
In Chapter 3 we studied nematic liquid crystal cells with surface heterogeneity. In this
chapter, we will continue the discussion in Sec. 3.6.2 of smectic liquid crystal cells with surface
heterogeneities. Here, besides the existence of surface random pinning of molecular directors (thus
acts on the layer normal orientation), there is also surface random pinning on the position of layers.
4.1 Introduction
Over the past several decades there has been considerable progress in understanding the
phenomenology of ordered condensed states subject to random heterogeneities, generically present
in real materials [16]. More recently, attention has turned to systems where heterogeneity is conned
to a surface [35, 36, 37] such as, e.g., liquid crystal cells with dirty substrates. These surface
disordered systems are of considerable interest and exhibit phenomenology qualitatively distinct
from their bulk disordered counterparts.
The commonly observed Schlieren texture [39] is a manifestation of such surface pinning in
nematic cells. Recent studies also include photo-alignment and dynamics in self-assembled liquid
crystalline monolayers [43, 42], as well as memory eects and multistability in the alignment of
nematic cells with a heterogeneous random anchoring substrate [44]. The existence of the corre-
sponding phenomena in smectic liquid crystals has been recently revealed in ferroelectric smectic-C
cells in a book-shelf geometry [46, 47]. This latter system exhibits long-scale smectic layer distor-
tions, driven by collective random surface pinning, and awaits a detailed theoretical description.
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A schematic of such a smectic liquid crystal cell appears in Fig. 4.1, with a \dirty" front
substrate imposing two kinds of surface disorders: surface pinning, which pins the molecules to
dierent orientation at dierent positions (random orientational/tilt disorder), and the surface
pinning which provides a random potential for the layer position (random positional disorder).
These surface disorders would in general have two consequences, driving the layers to have elastic
distortions and inducing topological defects, e.g. declination lines. While the later is dicult to
capture using a simple continuum theory, as a rst step we consider the elastic distortions only in
this chapter.
y
z
x
0
x]
x[
Figure 4.1: A schematic of a smectic liquid crystal cell in the presence of surface disorders, with
regions enclosed by dashed lines indicating domains within which the perturbative treatment of
surface disorder is valid.
Using a harmonic theory of smectic liquid crystal elasticity with surface disorder, which
characterizing a half-innite bookshelf smectic cell subject to surface heterogeneities, we studied
the distortion of the smectic layers, characterized by a Larkin-like length scale given by z  2x=
that relates the length scale along the layer normal (z) and parallel to the layer (x) from either
random tilt or random positional disorders, where  =
p
K=B is the associated length of smectic
liquid crystal. With x;z  , this leads to elongated regions along the z direction dominated by
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elasticity, as shown on the heterogeneous substrate in Fig. 4.1.
At distances longer than the Larkin lengths, we employed the functional renormalization
group (FRG) method to study the eects of surface disorder. A Cardy-Ostlund-like phase transition
is found in three dimensions (3D), and in systems with a wide smectic-A phase ranges this phase
transition may be observed. In such systems, long scale behavior is not inuenced by the surface
random positional disorder coupling v for temperatures T > Tg, while for lower temperatures the
long scale measurement of v would be proportional to (Tg   T ). Moreover, the surface random
tilt strength has an additional part proportional to (Tg   T )2 at temperatures below the transition
temperature Tg. This system thus provides a possible experimental realization of the Cardy-Ostlund
phase transition.
The reminder of this chapter is organized as follows. In Sec. 4.2 we present a simple de-
scription of a half-innite bookshelf smectic cell with surface heterogeneity, and derive the eective
surface theory by dimensional reduction. In Sec. 4.3, the surface random positional disorder is
treated within the Larkin approximation and expanded to linear order for small eld at small dis-
tances, and intermediate length scales and the short scale correlations are derived. In Sec. 4.4 we
present a functional renormalization group calculation to obtain the long scale properties, further
simplication and matching methods are applied, and a Cardy-Ostlund like phase transition is
observed. In Sec. 4.5 we derive a theory for a surface disordered smectic cell with layers parallel to
the substrates and show that it mimics a familiar bulk disordered xy model. In Sec. 4.6 predictions
of polarized light microscopy in surface disordered bookshelf smectic cells are made, and in Sec. 4.7
we summarize this chapter.
4.2 Model
Neglecting the elastic nonlinearity [9], we model a half-innite bookshelf geometry smectic
cell with a heterogeneous substrate by the energy functional
Hbulk =
Z
dd 1x
Z 1
0
dy

K
2
(r2?u)2 +
B
2
(@zu)
2

+Hpin; (4.1)
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in which u(x; y) is the distortion of smectic layer at position r = (x; y), and in 3D x = (x; z) is a
2-dimensional variable. The pinning imposed by surface disorder on the front (y = 0) substrate is
given by
Hpin =
Z
dd 1x

W
2
(@yu)
2 +
WQ
2
(@xu)
2   h(x)@xu  V [u;x]

; (4.2)
in which the rst two terms represent pinning of layers when the substrate is specially treated (for
example coated by polymer and rubbed). For strong alignment and weak substrate disorder, we
can set @yu = 0 at y = 0 and thus minimize the rst pinning term. For the purpose of evaluating
the inuence of surface disorder, we notice that WQ contributes to the  q in Eq. (4.8) in a trivial
way and will ignore it for the simplicity of calculation. As mentioned in Sec. 1.3 and Chapter 3, the
imperfectness of the substrate imposes surface disorder on the system. The term  h(x)@xu is the
surface random tilt disorder, which may possibly originate from irregular surface topography due
to imperfect surface treatment or even lack of treatment, as described in Appendix C.1. On the
surface of substrate there may be chemical groups that pin the liquid crystal molecules in certain
positions, thus contributing to the surface random positional disorder potential V [u;x], and that
may also pin the molecules in directions other than the layer normal direction (z), thus contributing
to the surface random tilt disorder. These disorders have Gaussian distributions with variances
h(x)h(x0) = fd 1(x  x0); (4.3)
V [u(x);x]V [u0(x0);x0] = Rv(u  u0)d 1(x  x0): (4.4)
In general, the random surface torque h may also depend on the layer position u, and a more general
variance f (u   u0) could be a function of the layer distortion eld u. However, as indicated by
the river-bottom experiment [47], the appearance of patterns depends strongly on whether the
substrate is \sticky" (polyimide coated) or \slippery" (coated with glymo), and thus the surface
random positional disorder Rv(u) is more relevant to this experiment. Although we derive the
functional renormalization group ow equations with both nonlinearities treated as functions of
u, the surface random tilt disorder is eventually treated as a simple strength f at long scales in
Sec. 4.4.2.
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4.2.1 Dimensional reduction
Since the surface disorder is conned to the front substrate at y = 0, there is no nonlinearities
appear in the bulk (y > 0) of the system. Consequently, it is convenient to exactly eliminate the bulk
degrees of freedom u(x; y) in favor of the eld on the random substrate, u0(x)  u(x; y = 0). This
can be done via a constrained path-integral method by integrating out u(x; y) with a constraint
u(x; y = 0) = u0(x), thereby obtaining an eective (d   1)-dimensional Hamiltonian for u0(x)
[65]. Equivalently (for T = 0 properties), we can eliminate u(x; y) by solving the Euler-Lagrange
equation
Kr4?u B@2zu = f(x)(y); (4.5)
with f(x)(y) representing the boundary condition that imposes u0(x) on the substrate. To
this end, we Fourier transform u(x; y) over (x; y), obtaining an algebraic equation for u(q; qy) =R
dd 1xdyu(x; y)e iqx iqyy whose solution after Fourier transform qy becomes (as shown in Ap-
pendix C.2) [38]
u(qx; qz; y) = u0(qx; qz)e
  yp
2
qp
2q4x+q
2
z+q
2
x
h
cos
 yp
2
qp
2q4x + q
2
z   q2x

+
qp
2q4x + q
2
z + q
2
xqp
2q4x + q
2
z   q2x
sin
 yp
2
qp
2q4x + q
2
z   q2x
i
; (4.6)
in which  =
p
K=B is the associated length comparable to the microscopic length a (determined
by the layer thickness or molecular size) when the system is far away from phase transitions [1]. At
y = 0, we set @yu = 0 to minimize the rst pinning term
W
2 (@yu)
2 in (4.2). In general, the relative
importance of the sine contribution depends on the system and the pinning strength W . For very
strong pinning alignment (innite W ), this is a valid approximation.
After substituting the above solution into (4.1) and integrating the y degree of freedom out
in an half innite system (0  y <1), the elastic term simplies to
HSurface =
Z
dd 2qxdqz
(2)d 1
 q
2
ju0(qx; qz)j2  
Z
dd 1x

h(x)@xu0 + V [u0;x]

; (4.7)
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conned to the random substrate at y = 0, with
 q = B
p
2
p
2q4x + q
2
z
qp
2q4x + q
2
z + q
2
x: (4.8)
We have now obtained an eective surface Hamiltonian for the system. The same result could be
obtained by solving the Euler-Lagrange equation and specifying the boundary conditions, as in the
nematic liquid crystal cell with surface disorder [37].
4.2.2 Replicated model
It is often convenient to work with a translation-invariant eld theory, possible via the
standard replica \trick" [69], at the expense of introducing n replica elds (with the n ! 0 limit
taken at the end of the calculation). The disorder-averaged free energy is given by F =  T lnZ =
 T limn!0 Zn 1n , with Zn =
R
[du0 ]e
 H(r)Surface[u0 ]=T , where the eective translation invariant repli-
cated Hamiltonian H
(r)
Surface[u

0 ] is given by
H
(r)
Surface =
nX

Z
dd 2qxdqz
(2)d 1
 q
2
ju0 (qx; qz)j2 +
1
4T
X
;
Z
dd 2xdzf j@x(u0 (x; z)  u0 (x; z))j2
  1
2T
X
;
Z
dd 2xdzRv(u0 (x; z)  u0 (x; z)): (4.9)
The advantage of the dimensional reduction above is that formally the problem becomes quite
similar to the extensively studied bulk random pinning model [24, 25, 27, 28] in one lower dimension
and with a modied elasticity encoded in  q, Eq. (4.8). In general, the surface random tilt disorder
may also be eld dependent, and f (u

0 (x; z)  u0 (x; z)) should be used in the above equation.
4.3 Results within the intermediate scales: linear approximation
4.3.1 Random force (linear) approximation
The importance of surface pinning can be assessed by computing distortions hu20i (dominated
by the zero-temperature distortions) within the Larkin approximation [22], which amounts to a
linear random force approximation, F (x) = @u0V [u0(x);x]

u0=0
to the random potential V [u0;x],
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with inherited Gaussian statistics and variance F (x)F (x0)  vd 1(x x0) =  R00v(0)d 1(x x0).
Then the disorder pinning in momentum space becomes
Hpin =
Z
dd 1qx
(2)d 1
h
iqxh(qx; qz)  F (qx; qz)
i
u0( qx; qz): (4.10)
Within this approximation, the correlation of the layer distortion on the random substrate
(y = 0) is
CLarkin(q) =
T
 q
+
fq
2
x +v
 2q
; (4.11)
including the thermal contribution
CT;Larkin(q) =
T
 q
; (4.12)
and the contributions from both types of surface disorders
C;Larkin(q) =
fq
2
x +v
 2q
: (4.13)
At long distances (small wavelengths) of more interest the contribution from thermal uc-
tuation is less important than the surface disorder contribution. Thus we only consider the more
relevant contribution from surface disorder.
4.3.1.1 Power counting
For various ranges of qx and qz, the elastic kernel  q can be simplied as
 q 
8><>: B
p
2q
3=2
z ; q2x  qz;
B
p
22q3x; q
2
x  qz:
(4.14)
Notice that there is a 2 : 1 ratio for of powers of qx and qz. We can use the power counting method
to predict the critical dimensions of this system.
The correlation function contribution from surface random positional disorder is given as
C;Larkin(q) =
v
 2q
 v
(B
p
2q
3=2
z +B
p
22q3x)
2
: (4.15)
Thus, the eld uctuation is approximately
hu2i 
Z
dd 2qxdqz
q6x
 q
d 2+2
x
q6x
 qd 6x ; (4.16)
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the critical dimension of the surface random positional disorder is 6. The same result could be
obtained for the qz piece, as
hu2i 
Z
dd 2qxdqz
q3z
 q
(d 2)=2+1
z
q3z
 q(d 6)=2z : (4.17)
For the surface random tilt disorder, we have
C;larkin(q) =
fq
2
x
 q
: (4.18)
To obtain the critical dimension, we note that
hu2i  f
Z
q2xd
d 2qxdqz
q6x
 q
2+d 2+2
x
q6x
 qd 4x ; (4.19)
so we know for the surface random tilt disorder the critical dimension is 4. Power counting of qz
gives us the same result
hu2i  f
Z
q2xd
d 2qxdqz
q3z
 q
1+(d 2)=2+1
z
q3z
 q(d 4)=2z ; (4.20)
with critical dimension 4.
The power counting calculation can predict the critical dimension of the system. Here, we
found that the critical dimensions for surface random positional and surface random tilt disorders
are 6 and 4, respectively. Within the bulk disordered smectic system [11], for random positional
disorder along the x direction we have
hu2i 
Z
dd 1qxdqz
(q4x + q
2
x)
2
 q
d 1+2
x
q8x
 qd 7x ; (4.21)
which gives a critical dimension of 7. Similarly, random tilt disorder gives a critical dimension of
5. Thus, as for the surface disordered nematic situation discussed in Chapter 3 and Ref. [36, 37],
a surface disordered smectic problem has a critical dimension that is one dimension lower than the
corresponding bulk disordered situation.
4.3.2 Intermediate length scales
The Larkin approximation predicts its own validity in that it is only valid within a distance
where the distortion of u0 is small. Simple analysis gives hu20(x)i 
R
q
f q
2
x+v
 2q
, which we nd to
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diverge with surface extent (Lx; Lz) for surface random tilt disorder, f , for d  dflc = 4, and for
the surface random positional disorder, v, for d  dvlc = 6.
We identify the substrate extent Lx or Lz at which these root mean square uctuations grow
to the order of the microscopic length a as x or z, often called Larkin regime and length [22] in
other (e.g. charge density wave, vortex lattice, random eld magnets) contexts. The Larkin lengths
are dened as the cuto lengths with which the self correlation of u0 reaches order a,
hu20(x; z)i = a2; (4.22)
in which a is the microscopic length set by the layer spacing or the molecular size of a smectic
liquid crystal molecule (not necessarily the same in both x and z directions).
We should notice that the self correlation has contributions from both surface random posi-
tional disorder and surface random tilt disorder. Thus, the values of x;z depend on the strengths
of both types of disorder. As calculated in Appendix C.3, in 3D the self correlation diverges with
the system x extent Lx as
hu20(x)i 
Z
q
fq
2
x +v
 2q
 (   2)v
122B23
L3x +
(   2)f
42B23
Lx; (4.23)
and the length scale x is determined by the equation
(   2)v
122B23
3x +
(   2)f
42B23
x  a2: (4.24)
To obtain the Larkin length z along the z direction, we notice that the self correlation diverges
with the z extent Lz as
hu20(x)i 
Z
q
fq
2
x +v
 2q
 v
C3zB23=2
L3=2z +
B(3)f
B25=2
L1=2z ; (4.25)
and z is given by the equation
v
C3zB23=2
3=2z +
B(3)f
B25=2
1=2z  a2; (4.26)
in which C3z and B(3) are constants of order 1 given in Appendix C.3.
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With the strengths of disorders, v and f , and B,  and a known, the Larkin lengths x;z
can be determined from Eqs. (4.24) and (4.26). These length scales correspond to domains on
the random substrate within which a small uctuation expansion of the surface random positional
disorder is valid, and the elastic energy dominates over the disorder term in the Hamiltonian.
Moreover, with one of the disorders having relatively weaker eects than the other one (v !
0 or f ! 0), we can calculate the characteristic length scales (Larkin lengths) with only one of
the two surface disorders present and thus have
x;z = x;z(
f
x;z; 
v
x;z)  minffx;z; vx;zg; (4.27)
in which as derived in Appendix C.3,8><>: 
f
x =
42
( 2)
B23a2
f
;
fz =
h
1
B(3)
B25=2a2
f
i2
;
(4.28)
are the length scales for a smectic system with surface random tilt disorder only, and8><>: 
v
x =
h
C3x
B23a2
v
i1=3
;
vz =
h
C3z
B23=2a2
v
i2=3
:
(4.29)
are the results for a smectic system with surface random positional disorder only.
It is easy to see that with both surface random tilt and random positional disorder there is a
relationship between the length scale along the layers and along the layer normal, z  2x=, which
we could also nd out by comparing Eqs. (4.24) and (4.26). Considering systems in which the
disorder strengths f and v are very weak and thus z;x  , then the domains on the random
substrate are much longer along the layer normal direction (z), z  x, as shown schematically in
Fig. 4.1.
4.3.3 Correlation function at short scales
As shown in Appendix C.4, with Eq. (4.11) we can calculate the correlation function, C(x; z) =
h[u0(x; z)  u0(0; 0)]2i, within the Larkin regime (x  x and z  z). The correlation functions
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along the layer (x) and layer normal (z) directions contributed by surface random tilt disorder are8>><>>:
Cf (x; 0)  2a2
h

2
x
fx
  12 x
2
x
f
x
i
;
Cf (0; z)  2a2
p

2
q
z
fz
  16 z
2p
(z)3
f
z

;
(4.30)
in which x;z and 
f
x;z are given in Sec. 4.3.2. For small distances x x and z  z the behaviors of
these correlation functions are plotted in Fig. 4.2. The contribution from surface random positional
disorder is 8><>:
Cv(x; 0)  2a2
h
3xx2
2(vx)
3   4 ( xvx )
3
i
;
Cv(0; z)  2a2
hp
2( zvz
)3=2   3z2
2
p
z(vz )
3
i
;
(4.31)
in which x;z and 
v
x;z are given in Sec. 4.3.2. For small distances, x x and z  z, the behaviors
of these correlation functions are plotted in Fig. 4.3 where for Cv(x; 0) we used a x  vx for
simplicity of plotting.
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Figure 4.2: The correlation functions on the heterogeneous substrate along the x and z directions,
contributed by the surface random tilt disorder. These behaviors are only good for (x; z)  x;z.
For larger distances, renormalization group and matching methods are needed to calculate the
correlation functions.
Thus, for distances smaller than the Larkin lengths, (x; z)  x;z, on the random substrate
we observe power law correlations with dierent exponents along or perpendicular to the layers.
The correlation function at very small distances increases linearly along x and as
p
z along z, and
is dominated by the surface random positional disorder.
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Figure 4.3: The correlation function on the heterogeneous substrate along the x and z directions,
contributed by the surface random positional disorder. These behaviors are only valid for (x; z)
x;z, while for larger distances, renormalization group and matching methods are needed to calculate
the correlation function.
4.4 Physics at longer scales
On length scales longer than the crossover scales x;z, the distortions of u0 grow into a
nonlinear regime, where random force model is clearly inadequate, and the eects of the surface
disorders must be treated nonperturbatively. As with bulk disorder problems, this can be done
systematically using an FRG analysis [24, 27, 28].
4.4.1 Renormalization group analysis
We employ the standard momentum-shell RG transformation [71] by separating the layer
uctuation eld into long and short scale contributions according to u0 (x; z) = u

0<(x; z)+u

0>(x; z)
and perturbatively in the surface disorder terms integrating out the high wavevector piece u0>(x; z)
that takes support in an innitesimal shell =b < qx <   1=a, with b = e`. We follow this with
a rescaling of lengths and the long wavelength part of the eld in real space:
x = b x0; (4.32)
z = bwz0; (4.33)
u0<(bx
0; bwz0) = bu0 (x
0; z0); (4.34)
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and in momentum space
qx = b
 1qx; (4.35)
qz = b
 wqz; (4.36)
u0<(b
 1q0x; b
 wq0z) = b
d 2+w+u0 (q
0
x; q
0
z); (4.37)
so as to restore the UV cuto back to . Because the smectic liquid crystal is periodic under
translations of multiples of the layer spacing, it is convenient to set the arbitrary eld dimension
 = 0 [11] and take w = 2 so that the associated length  =
p
K=B is not rescaled.
We will focus on an innitely thick cell with the Hamiltonian given in Eq. (4.9) where both
disorder strengths are general functions of u0(x; z), and employ the functional renormalization
group method. The above rescaling leads to zeroth order RG ows of the eective couplings, that
for a thick cell are given by
 0q = b
d q; (4.38)
B0 = bd 3B; (4.39)
f (u; b) = b
d 2f (u); (4.40)
Rv(u; b) = b
dRv(u); (4.41)
where T is kept xed. Here, we derive the theory with a eld dependent surface random tilt disorder
non-linearity f (u).
The Hamiltonian can be separated into three parts
H
(r)
Surface = H0 +Hf +Hv : (4.42)
We limit the FRG analysis to one-loop order, performing the momentum shell integration over the
high-wave-vector components u0> perturbatively in the nonlinearities f (u

0 (x; z)  u0 (x; z)) and
v(u

0 (x; z)  u0 (x; z)). We nd that the change in the Hamiltonian due to this coarse graining is
given by
H(r)s = hHf i> + hHvi>  
1
2T
hH2f ic>  
1
2T
hH2vic>  
1
T
hHfHvic> + : : : ; (4.43)
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in which the random tilt disorder term in the Hamiltonian is
Hf =
1
4T
X
;
Z
dd 2xdzf (u0 (x; z)  u0 (x; z))j@x(u0 (x; z)  u0 (x; z))j2; (4.44)
and the random positional term in the Hamiltonian is
Hv =  
1
2T
X
;
Z
dd 2xdzRv(u0 (x; z)  u0 (x; z)): (4.45)
We then evaluate each term. Averaging out the high-wave-vector component in the surface
random tilt disorder term in Eq. (4.43) we have
hHf i> =
1
4T
X
;
Z
dd 2xdz
Z

~f ()hei(u0 (x;z) u

0 (x;z))j@x(u0 (x; z)  u0 (x; z))j2i>;
=
1
4T
X
;
Z
dd 2xdz
Z

~f ()e
i(u0<(x;z) u0<(x;z))
hei(u0>(x;z) u0>(x;z))j@x(u0<(x; z)  u0<(x; z) + u0>(x; z)  u0>(x; z))j2i>;
=
1
4T
X
;
Z
dd 2xdz
Z

~f ()e
i(u0<(x;z) u0<(x;z))hei(u0>(x;z) u0>(x;z))

h
j@x(u0<(x; z)  u0<(x; z))j2 + j@x(u0>(x; z)  u0>(x; z))j2
i
i>; (4.46)
in which the cross term is linear and thus makes no contribution. The key part of the rst term in
the above equation is
hei(u0>(x;z) u0>(x;z))i> = 1
Z>0
Z
[du0>]e
i(u0>(x;z) u0>(x;z))e H
>
0 =T ; (4.47)
= e 
2f ; (4.48)
in which Z>0 is the partition function of the high-wave vector components of the system
Z>0 =
Z
[du0>]e
 H>0 =T ; (4.49)
and f is given by
f = C
>
T;(0) G>T;;(0);
=
Z 
e `
dd 2qx
(2)d 2
Z 1
 1
dqz
2
T
 q
(1  );
 `(1  ): (4.50)
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For d = 3 it is easy to show that  = T2B , which is a constant under the renormalization ow. We
can see that with the expansion e 2f = 1 2f+   , the zeroth order term contributes to the
rescaling result and the rst order term contributes to the surface random tilt disorder nonlinearity
as

(1)
f (u) = +
00
f (u)`; (4.51)
with 0 indicating derivation respect to u.
It is easy to see that the average in the last term of Eq. (4.46) would contribute to the surface
random positional disorder nonlinearity Rv(u). To lowest order, we calculate the average
hei(u0>(x;z) u0>(x;z))j@x(u0>(x; z)  u0>(x; z))j2i>
 hj@x(u0>(x; z)  u0>(x; z))j2i>; (4.52)
= 2
Z 
e `
dd 2qx
(2)d 2
Z 1
 1
dqz
2
Tq2x
 q
(1  ); (4.53)
 2`(1  ); (4.54)
while for d = 3 we have  = 
2
2B , which contributes
R(1a)v (u) =  f (u)`: (4.55)
We now consider the surface random positional disorder term in Eq. (4.43),
hHvi> =  
X
;
1
2T
Z
dd 2xdzhRv(u0 (x; z)  u0 (x; z))i>
  
X
;
1
2T
Z
dd 2xdzhRv(u0<(x; z)  u0<(x; z))
+
1
2
R00v(u

0<(x; z)  u0<(x; z))(u0>(x; z)  u0>(x; z))2i> (4.56)
=  
X
;
1
2T
Z
dd 2xdz
h
Rv(u

0<(x; z)  u0<(x; z))
+
1
2
R00v(u

0<(x; z)  u0<(x; z))h(u0>(x; z)  u0>(x; z))2i>
i
; (4.57)
in which the rst term gives the rescaling result, the linear order term in u0> makes no contribution
and thus ignored, and the last term makes a rst order contribution to the surface random positional
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disorder
R(1b)v (u) = R
00
v(u)`; (4.58)
which together with Eq. (4.55) gives the full rst order contribution to the surface random positional
disorder.
Similarly, the second order contributions in Eq. (4.43) could be evaluated as in Appendix C.5.
Summing all the contributions up to second order together, we have the functional renormalization
group ow equations of the two surface disorder non-linearities:
@`f (u; `) = (d  2)f (u) + 00f (u) A2R00v(u)R(4)v (u) A4f (u)00f (u)
 A5
h
f (u)
00
f (u) f (u)00f (0) f (0)00f (u)
i
 A6

1
2
0f (u)
0
f (u) 0f (u)0f (0)

+A1

00f (u)R
00
v(u) 00f (0)R00v(u) 00f (u)R00v(0)

; (4.59)
@`Rv(u; `) = dRv(u)  f (u) + R00v(u) +A1

1
2
R00v(u)R
00
v(u) R00v(u)R00v(0)

+A3
h1
2
f (u)f (u)
 f (u)f (0)
i
 A5

f (u)R
00
v(u) f (0)R00v(u) f (u)R00v(0)

; (4.60)
in which the coecients A1, A2, A3, A4 and A5 are given in Appendix C.5.
4.4.2 Simple form of surface random pinning
In general, we need to treat the non-linearities f (u) and Rv(u) in (4.9) as possibility nor-
malization of the functions under coarse graining [24, 27, 28, 11]. However, we nd that for the
physical case of interests for a 3D cell it is sucient to use a surface random tilt disorder strength
f that does not depend on u, and a simple approximation of the surface random positional dis-
order non-linearity. The surface random positional disorder is represented by only the lowest and
most relevant single cosine moment,
Rv(u) = v cos (q0u); (4.61)
where q0 = 2=a is the wave number. All higher moments satisfying the periodic requirement of
this nonlinearity are less relevant and can thus be ignored [38], as we will show in Sec. 4.4.2.1.
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With these simple forms of non-linearity substituted into (4.60) and (4.60), the ow of the
surface disorder strengths are
@`f = f +
A2
2
q60
2
v; (4.62)
@`v = (3  q20)v  A12vq40; (4.63)
in which  = T2B , A1 =
 2
82B233
and A2 =
 2
162B235
are non-universal coecients. The
dimensionless coupling of the surface random positional disorder, ^v = A1q
4
0v, ows as
@`^v = (3  Tq
2
0
2B
)^v   ^2v: (4.64)
The solution to this ow equation is illustrated in Fig. 4.4, where ^v decays to the ^

v = 0 xed
line for T > 6B=q20  Tg, and grows to the
^v = (3 
Tq20
2B
) (4.65)
xed line for T < Tg.
1.0
********************************************************************************************
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*
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*
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*
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Tq02
6 ΠBΛ
D
`
v
Figure 4.4: Flow of ^v at d = 3: for T < 6B=q
2
0, it ows to a xed line ^

v = (3   Tq
2
0
2B)
and for T > 6B=q20 it ows to the xed line ^

v = 0. This corresponds to a glass transition at
Tg = 6B=q
2
0
We nd that the 3D surface disordered smectic cell exhibits a Cardy-Ostlund-like [53] phase
transition at Tg = 6B=q
2
0, between a high-temperature phase, in which surface pinning is s-
moothed away by thermal uctuations at long scales and a low-temperature glassy pinned phase
controlled by the nontrivial ^v(T ) xed line. This surface pinned state (and the associated transi-
tion) is quite similar to the super-rough phase of a crystal surface grown on a random substrate [73],
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to the 1+1 vortex glass phase of ux-line vortices (conned to a plane) in type II superconductors
[34, 75], and to 3D smectic liquid crystal pinned by a random porous environment of, e.g., aerogel
[11].
The dimensionless coupling of the surface random tilt disorder, ^f = A1q
4
0f , ows as
@`^f = ^f +
q20
42
^2v: (4.66)
From this equation, we can tell that even if the bare value of ^f is zero, under the ow of renor-
malization the surface random eld disorder, v, will generate surface random tilt contribution
and ^f (`) will turn out to be non-zero. For T > Tg, we showed that ^v ! 0, so the ow equation
becomes @`^v = ^f , with trivial solution ^f (`) = ^fe
`, in which ^f is the nonuniversal dimen-
sionless \bare" coupling. It is clear that the surface random tilt disorder is strongly relevant.
For T < Tg, the dimensionless strength of the surface random positional disorder approaches
a non-zero value, ^v ! ^v > 0. One can replace the ^v in Eq. (4.66) by its xed point value and
obtain
^f (`) =
h
^f +
q20
42
(^v)
2
i
e`   q
2
0
42
(^v)
2: (4.67)
Similar to the bulk disorder result [11], as ` ! 1 this has the same asymptotic behavior as in
the high temperature phase, ^f0e
`, while the nonuniversal constant (^f0) has an additional part
/ (Tg   T )2 at T < Tg.
4.4.2.1 Higher orders in the surface random positional disorder non-linearity
The periodicity of the smectic model under translation of layer spacing requires the random
positional disorder to be a periodic function of the layer spacing a. In the previous considerations,
we took Rv(u) to be the lowest possible cosine function. To justify that, in three dimensional
harmonic elastic theory, we consider the nth harmonic moment
Rv(u) = gn cos (nq0u): (4.68)
Plugging this into the ow equation for Rv(u), Eq. (4.60), we obtain a ow equation for gn:
@`gn = (3  n2q20)gn  A1n4q40g2n: (4.69)
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When comparing this with Eq. (4.63), we can see that the eigenvalue of the nth moment is (3  
n2q20). With  a constant xed under the RG ow, this implies that all higher harmonics of the
random positional disorder are comparably irrelevant when the n = 1 moment is relevant.
However, from the denition of  in Eq. (4.50) we can see that in general d dimensions it is
a function of `, with a ow equation
@(`)
@`
=  (d  3)(`); (4.70)
which indicates an exponential form of (`) = (0)e (d 3)`. With this in mind, the  term in the
ow equation of nth moment could be ignored as `!1, and thus
@`gn = dgn  A1n4q40g2n; (4.71)
and the non-zero xed value of gn is
gn =
d
A1n4q40
; (4.72)
which is relatively small for higher nth moments as n increases. So, even in the physically impracti-
cal but theoretically interesting situation of d > 3, it is still a good approximation to only consider
the lowest moment with n = 1.
4.4.3 Matching analysis predictions
When T < Tg, the surface random positional disorder is relevant. For systems close to the
Cardy-Ostlund transition temperature Tg that (3 q20) 1, the xed point value of dimensionless
random tilt disorder is small (^v  1). We can use the matching method to relate the correlation
function at small wavevectors (large distance) to the results at large wavevectors (small distance),
where the perturbation expansion is valid. Based on the rescaling relations, we have
C[qx; qz;  q(0);f (0);v(0)]  hu

0 (qx; qz)u

0 (q
0
x; q
0
z)
2(q+ q0)
= e(1+!)`C[e
`qx; e
!`qz;  q(`);f (`);v(`)]; (4.73)
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and we choose the value of ` = ln (=qx) so that the right hand side of above equation can be safely
perturbatively evaluated. Thus we have
C[qx; qz;  q(0);f (0);v(0)] = (

qx
)1+!C [; (=qx)
!qz;  

q(`
);f (`);v(`)]; (4.74)
and for ` ! 1 we have qx ! 0, where ` is big enough that the disorder strengths on the right
hand side are replaced by xed values.
The right-hand side could be calculated with the results within Larkin regime in Sec. 4.3.1,
as
C [; (=qx)
!qz;  

q(`
);f (`);v(`)] =
T
 q(`)
+
f (`
)2 +v(`)
 2q(`
)
; (4.75)
in which the parameters are calculated using the recursion relations Eq. (4.39-4.41) at ` =
ln (=qx):
 q(`
) = (

qx
)3 q; (4.76)
f (`
) =
^f (`
)
A1(`)q40
=

qx

f +
1
42A1q20
(^v)
2

; (4.77)
v(`
) =
^v(`
)
A1(`)q40
=
^v
A1q40
: (4.78)
Here A1(`) = A1 is a constant given in Eq. (C.83). In the last two equations we assume that `

large enough that the ^v(`
) has owed to its xed point value given in Sec. 4.4.2, and the low
temperature solution of ^f (`) is used, with `
 large enough that the second term in Eq. (4.67) can
be ignored.
With these results and the matching formula Eq. (4.74), we obtain the correlation function
for small wave vectors:
C [qx; qz;  q;f ;v] =
T
 q
+
h
f +
1
42A1q20
(^v)2
i
q2x +
q3x
3
1
A1q40
^v
 2q
; (4.79)
in which  q is the bare form given in (4.8), f is the bare value of random tilt disorder, and ^

v
is the xed value given in (4.65). It is easy to see that the q
3
x
3
^v term contributed by the surface
random positional disorder is negligible as qx ! 0 compared with the contribution of the surface
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random tilt disorder. Thus, the dierence between this result and the high temperature phase is
the enhancement of the surface random tilt disorder strength from f to f +
1
42A1q20
(^v)2.
Matching methods are used to calculate the correlations at small wave vectors by relating
them to the results within the Larkin regime. The contribution of the surface random tilt disorder
to the correlation in momentum space is given by
Cf (q) =
h
f +
1
42A1q20
(^v)2
i
q2x
 2q
; (4.80)
which is the same form as the large wave vector result except for the presence of an extra contribu-
tion proportional to the (^v)2. The direct contribution of surface random positional disorder to the
correlation function is comparably small and thus negligible at small wavevectors (large distance).
4.5 Smectic cell with layers parallel to the substrates
In a smectic cell with layers parallel to the substrates in the presence of a heterogeneous
substrate, we can write the Hamiltonian as
Hsm =
Z
dd 1x
Z w
0
dz

K
2
(r2?u)2 +
B
2
(@zu)
2

;+Hpin; (4.81)
with the z axes is perpendicular to the substrates. Without considering the surface disorder at
z = 0, the system would prefer to have layers parallel to the (x; y) plane and thus the molecules
would have director n^ = z^. The existence of surface disorder induces small tilt on the director,
n^ = (nx; ny; z^)=
q
1 + n2x + n
2
y: (4.82)
And thus the surface pinning at z = 0 is given by Hpin, which can be written as
Hpin =
Z
dd 1xdz(z)

 W (n^  z^)2   (n^  g(r))2   V [u; r]

; (4.83)

Z
dd 1xdz(z)

 W + W
2
(n2x + n
2
y)  h(x)  n  V [u;x]

; (4.84)

Z
dd 1xdz(z)

W
2
(r?u)2   h(x)  (r?u)  V [u;x]

; (4.85)
where we made use of the variation of the director n = (nx; ny; 0)  r?u, and in the last
equation we ignored an irrelevant constant. The rst term represents the surface homeotropic
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alignment that orients molecules perpendicular to the substrates, the (n^  g(r))2  h(x)  (r?u)
term characterizes the surface random tilt disorder on the substrate, and the last term represents
the surface random positional disorder.
4.5.1 Dimensional reduction
To study this system, we rst try to do dimensional reduction in favor of the eld u(x; y; z)jz=0 
u0(x; y) at z = 0 in a half-innite cell. It is easy to write down the equation of motion in the bulk
along the lines of the bookshelf result (4.5) we obtained previously in Sec. 4.2.1
Kr4?u(x; y; z) B@2zu(x; y; z) = 0: (4.86)
By Fourier transforming (x; y) into q = (qx; qy), i.e. u(qx; qy; z) =
R
u(x; y; z)e iqxx iqyydxdy, this
equation becomes
K(q4y + 2q
2
xq
2
y + q
4
x)u(qx; qy; qz) B@2zu(qx; qy; qz) = 0: (4.87)
There are two solutions of this dierential equation, but in the half-innite cell we disregard the
one increasing with z and thus obtain (with q = jqj)
u(q; z) = u0(q)e
 q2z: (4.88)
Plugging this back into the Hamiltonian and integrating over the z degrees of freedom, we obtain
H0 =
Z
d2q
(2)2
p
KB
2
q2ju0(q)j2 (4.89)
=
Z p
KB
2
(r?u0(x))2dxdy; (4.90)
and in momentum space the pinning part becomes
Hpin =
Z
d2q
(2)2
hW
2
q2ju0(q)j2   iq  h( q)u0(q)  f( q)u0(q)
i
; (4.91)
where we expanded the surface random positional disorder to linear order in u0 for small elds, as
in the Larkin approximation. These disorders have correlations given by
hi(q)hj(q0) = f (2)2(q+ q0)i;j ; (4.92)
f(q)f(q0) = v(2)2(q+ q0); (4.93)
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with f and v the strength of the surface random tilt disorder and the surface random positional
disorder, respectively.
By applying the \replica" trick mentioned in Sec. 4.2, the translationally dependent problem
can be converted into a translationally invariant problem, given by
H(r)s =
nX
;
Z
d2q
(2)2
hpKB +W
2
q2ju0(q)j2;   fq
2 +v
2T
u0 (q)u

0 ( q)
i
; (4.94)
where for simplicity we dene a new elasticity parameter    pKB +W . It turns out that the
smectic elasticity after dimensional reduction and the surface homeotropic alignment contribute at
the same order of the stiness, yielding a 2d xy type of elasticity.
This resulting surface Larkin model (valid on scales shorter than L) is quadratic in u0(q)
and can therefore be analyzed exactly by standard methods. The basic quantity of primary interest
is the Fourier transform of the disorder- and thermally-averaged two-point correlation function
hu0(q)u0(q0)i = hu0(q)ihu0(q0)i+ h(u0(q)  hu0(q)i)(u0(q0)  hu0(q0)i)i; (4.95)
= [C(q) + CT (q)] (2)
2(q+ q0); (4.96)
with
C;Larkin(q) =
fq
2 +v
 2q4
; (4.97)
CT;Larkin(q) =
T
 q2
: (4.98)
In practice the quantity of interest is the correlation on the surface
C(x) = h[u0(x)  u0(0)]2i: (4.99)
The thermal part of contribution is easy to obtain as
CT (x) = 2
Z
d2q
(2)2
T
 q2
(1  eiqx) (4.100)
=
T
 
Z 1=a
0
1  J0(qx)
q
dq (4.101)
 T
 
ln (x=a); for x a: (4.102)
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This geometry is in practice less relevant, and its eective Hamiltonian mimics the one of
bulk disordered xy model (in two dimensions), which is well studied, with physics that is well
understood. Thus we will not study its detailed behavior here.
4.6 Results of polarized light microscopy
In smectic cells with weak surface disorder, the molecular orientation varies slowly in the
bulk, and the Mauguin limit should be valid. When the cell is observed under polarized light
microscopy, the light follows the orientation of the molecules as it propagates through the cell. As
a result, the observed image reects the molecular tilt in the lateral plane on the heterogeneous
substrate, the same as we obtained for surface disordered nematic cells in Chapter 3 and also in
Ref. [37]. This provides a way to investigate the surface molecular tilt [@xu0(x; z)]
2 in smectic cells
with weak surface disorder [38].
In this section we will analyze the possible experimental observation of surface disordered
smectic cells under polarized light microscopy.
Here, we only consider the short scale (within the Larkin regime) results for half-innite (in
practice, thick) smectic cells with a heterogeneous substrate. At the back of the cell (far away from
the heterogeneous substrate) the molecules are aligned along the z direction, while near the y = 0
substrate they respond to surface disorder and tilt. In terms of the layer uctuation u(x; y; z), the
tilt angle in the (x; z) plane respect to z, which can be probed by the polarized light microscopy,
can be expressed as (x; y; z) =  @u(x;y;z)@x .
Considering a cell with weak surface disorder such that the system is free of topological defects
and the eld varies slowly when going into the bulk of cell (along the y direction), the Mauguin
limit is valid and the optical transmission is determined by the azimuthal angle of molecules at the
front substrate 0(x; z) = (x; y; z)jy=0. In a simple geometry with one polarizer at the back along
the z direction, and another polarizer at the front along the x direction, it is easy to show that
Eout(x; z) = Ein sin0(x; z)   Ein@u0(x; z)
@x
: (4.103)
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As a result, the light intensity through the polarized light microscopy
I(x; z) = Iinj@xu0(x; z)j2; (4.104)
where the incident light intensity Iin = jEinj2. Thus the transmitted intensity of light is related to
the variation in layer position on the heterogeneous substrate.
The average light intensity is proportional to the self correlation of @u=@x, I = Iinhj@xu0(x; z)j2i.
Thus, the correlation of transmitted light intensity is
CI(x  x0; z   z0) = I2inhI(x; z)I(x0; z0)i;
= hj@xu0(x; z)j2j@x0u0(x0; z0)j2i: (4.105)
We can analyze the contribution to I and CI(x; z) from various uctuations, where the pre-factor
Iin would be ignored for simplicity.
4.6.1 Contribution of the surface random orientational disorder
The average intensity contributed from the surface random tilt disorder can be calculated by
rst integrating the qz degree of freedom out
I = hj@xu0(x; z)j2i;
= f
Z
dqxdqz
(2)2
q4x
1
 2q
;
=
(   2)f
42B23
Z 1=ax
1=L
dqx;
 (   2)f
42B23ax
; (4.106)
in which the integral converges at small qx and it is safe to extend the lower bound to 0. This
result is a constant with no dependence on the system size Lx or Lz. If the qx degree of freedom is
integrated out rst, we obtain
I = hj@xu0(x; z)j2i;
= f
Z
dqxdqz
(2)2
q4x
 2q
;
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=
f
4B2
7
2
p
23 +  ( 34) (54)
2
p
3
Z 1=az
1=L
1
q
1=2
z
dqz;

p
23 +  ( 34) (54)p
3
f
4B23
p
az
: (4.107)
The results of these two approaches should match, thus it is clear that the microscopic lengths
along x and z directions are dierent and are related through ax 
p
az.
Assuming a Gaussian distribution of @xu0(x; z), we can make use of the Wick's theorem
h2122i = h21ih22i+ 2h12i2 (4.108)
to simplify the calculation of the light intensity correlation function.
The contribution from the surface random tilt disorder along the x direction is
CI(x; 0) = I
2
+ 2h@xu0(x+ x0; z)@x0u0(x0; z)i2; (4.109)
in which as a function of x
h@xu0(x+ x0; z)@x0u0(x0; z)i
=
(   2)f
42B23
Z 1=ax
0
cos (qxx)dqx;
=
(   2)f
42B23
sin (x=ax)
x
: (4.110)
Thus, the correlation along x is
CI(x; 0) = I
2
h
1 + 2
sin (x=ax)
x=ax
2i
: (4.111)
Similarly, the light intensity correlation along z direction contributed by surface random tilt
disorder is
CI(0; z) = I
2
h
1 + 2
raz
2z
CF (
r
2z
az
)
2i
; (4.112)
in which the Fresnel integral CF (z) =
R z
0 cos (t
2=2)dt.
The surface random tilt disorder contributes to the light intensity correlation function as
given in (4.111) and (4.112) along the x and z directions, respectively. One might notice that these
two results are rapidly oscillating and decaying as x=ax or z=az increase from zero to values much
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larger than one, with peaks separated by several microscopic lengths. In real smectic cells under
a polarized light microscope it is common to observe stripes along and also perpendicular to the
layers. The calculation in this subsection may provide an understanding of that. In an optical
microscopy, the resolution is limited by the wavelength of light, and thus a \blurred" correlation is
expected, as discussed in Appendix C.6.
4.6.2 Contribution of the surface random positional disorder
Similar to the previous subsection, the average intensity contributed by the surface random
positional disorder can be calculated by rstly integrating the qz degree of freedom out
I = hj@xu0(x; z)j2i;
=
(   2)v
42B23
Z 1=ax
1=Lx
dqx
q2x
;
 (   2)v
42B23
Lx; (4.113)
in which the integral of qx can be extended to innity, and it diverges with the system extent Lx
along x direction. As shown in Sec. 4.3.2, in this calculation we can use the Larkin length as the
lower bound Lx = x, and thus qx > 1=x at small qx.
If the qx degree of freedom is integrated out rst, we obtain
I = hj@xu0(x; z)j2i;
= v
Z
dqxdqz
(2)2
q2x
 2q
;
=
v
4B2
5
2
p
23    2(34)
2
p
3
Z 1=az
1=z
1
q
3=2
z
dqz;

p
23    2(34)p
3
v
4B23
p
z; (4.114)
where the integral of qz is bounded with 1=z, with z given in Sec. 4.3.2. The equality of these
two expressions implies a relationship between these two lengths, z  (x)2=, which we already
found previously.
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The contribution from the surface random positional disorder along the x direction to the
transmitted intensity correlation is
CI(x; 0) = I
2
h
1 + 2
 1
x
Z 1=ax
1=x
cos (qxx)
q2x
dqx
2i
; (4.115)
where we can extend the upper bound of integral to innity to obtain
1
x
Z 1=ax
1=x
cos (qxx)
q2x
dqx;
   x
2x
+ cos (
x
x
) +
x
x
Si(
x
x
);
 1  x
2x
+
x2
2(x)2
; (4.116)
which is a valid approximation for 0 < ax  x  x and where Si(z) =
R z
0
sin (t)
t dt is the sine
integral function. Thus, the correlation of light intensity along the x direction is
CI(x; 0) = I
2
h
1 + 2

1  x
2x
+
x2
2(x)2
2i
(4.117)
Similarly, the light intensity correlation along the z direction contributed by the surface
random positional disorder is
CI(0; z) = I
2
h
1 + 2
 1
2
p
z
Z 1=az
1=z
cos (qzz)
q
3=2
z
dqz
2i
;
 I2
h
1 + 2

1 
r
z
2z
+
z2
6(z)2
2i
; (4.118)
which is valid for 0 < az  z  z.
The contribution of surface random positional disorder to the light intensity correlation as
calculated here may be observed by polarized light microscopy, and thus the length scales x;z can
be derived from experimental result.
4.7 Conclusion
In this chapter, we studied half-innite smectic liquid crystal cells with surface hetero-
geneities. For a bookshelf cell with layers perpendicular to the substrates, we characterize the
system within a harmonic theory with both surface random tilt and surface random positional
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disorders. The short and long scale behaviors were studied and the intermediate length scales
were derived. In 3D, smectic order is unstable subject to arbitrarily small surface disorder, and
power law correlations were obtained. At long scales we observe a Cardy-Ostlund-like phase tran-
sition and it provides a possible candidate to experimentally observe this phase transition. We also
predicted possible experimental observations under polarized light microscopy with weak disorder
where Mauguin limit is valid.
For a smectic cell with layers parallel to the substrates, we derived the surface disordered
theory and showed that it reduces to bulk disordered xy model in 2D.
Chapter 5
Conclusion
5.1 Ongoing studies
Besides nalizing the work on smectic liquid crystal cells with surface heterogeneities in
Chapter 4 [38], there are several ongoing projects involving the study of liquid crystals with surface
heterogeneities.
5.1.1 Experimental observation and characterization of surface disorder in nematic
cells
It is of great importance to verify our theory with experimental results. However, past
experiments from other groups could not make such comparison.
Aryasova and co-workers [81, 44, 68] worked with nematic cells conned by one rubbed
substrate and one disordered substrate. They measured the angular distribution of liquid crystal
molecules and explained the results with simple calculations. Despite the interesting phenomenon,
their experiment is instructive to future experiments with higher resolution and detailed analysis.
Nespoulous et al. [45] worked with a hybrid cell with one homeotropic substrate and one
planar alignment substrate treated by gold deposition, which has both orientational heterogeneity
and good alignment. They observed a perfect Gaussian angular distribution, with the standard
deviation as small as 0:7 degrees, indicating the disorder in their experiment is very weak. The cell
they used could be a system for studying the combined eect of pinning and disorder on the same
substrate.
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Inspired by Aryasova's experiment [44], we build nematic liquid crystal cells with one dis-
ordered substrate and one rubbed substrate with dierent thicknesses, to compare with previous
theoretical treatment of nematic cells with heterogeneity as discussed in Chapter 3. Both sub-
strates were coated with nylon polymer which prefers liquid crystal molecules to be parallel to
the substrates and then one of the substrates is rubbed to give a parallel alignment along a given
direction. The cells were lled with 4-n-pentyl-40-cyanobiphenyl (5CB) liquid crystal, with cell
thicknesses ranging from 2:5m to 80m. They were observed under a polarized light microscopy
with a camera.
Figure 5.1: A corner of our polarized light microscopy images of the 2:5m cell with dierent angle
between rubbing direction and polarizer  =  5; 0; 5 degrees (from left to right), showing a region
of 300 300 pixels (an area about 24 24m2). The directions of rubbing, polarizer and analyzer
are indicated by R, P and A, respectively. The cell is slowly cooled on the rubbed substrate (SCR)
from isotropic to nematic order.
Under a polarized light microscope, the cells appear darker with the rubbing direction par-
allel to the polarizer or analyzer, and non-uniform patterns are observed. As shown in Fig. 5.1,
rotating the sample (or equivalently the polarizer-analyzer pair) changes the light intensity at a
given position and also the contrast of picture. When the polarizer-analyzer makes a  45 degree
angle to the rubbing direction, the cells show nearly uniformly bright and patternless gures. These
results suggest that the directors are aligned around the rubbing direction, with small deviations
induced by surface heterogeneity on the disordered (not rubbed) substrate.
The angle between the rubbing direction and the polarizer is denoted as , and typically a
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series of digital images with  ranging from  20 to 20 degrees is taken. The corresponding size of
a pixel on the digital image is determined as  0:08m by taking pictures of a graticule under the
microscope. The digital images are rotated to match each other and then rectangular regions are
selected for further analysis, which usually extend over a hundred microns along each side.
- Π2 -
3 Π
8 -
Π
4 -
Π
8
Π
8
Π
4
3 Π
8
Π
2
Φ0
0.5
1.0
1.5
2.0
2.5
3.0
PHΦ0L
Figure 5.2: The angular distribution of a 10m thick cell cooled by dierent cooling methods:
fast cooling on the rubbed substrate (FCR, blue line), fast cooled on the disordered (not rubbed)
substrate (FCUR, Brown line), slow cooling on the rubbed substrate (SCR, red line) and slow
cooling on the disordered substrate (SCUR, green line).
For each point x = (x; y) we obtain a series of light intensity data as a discrete function of
the angle . Note that the director conguration in the cell is induced only by the weak disorder
on the heterogeneous substrate, and the slowly varying directors satises the Mauguin limit, we
can t the intensity data to the formula
I(x) = I0 + I1 sin
2 [2  0(x)]; (5.1)
to obtain the azimuthal angle 0(x) on the heterogeneous substrate at z = 0, which is derived in
Appendix. B.4 as Eq. (B.60).
The distributions of azimuthal angles on the heterogeneous substrates are calculated, as
shown in Fig. 5.2. The correlation functions of the azimuthal angles can also be calculated, and
further comparison with the theory described in Chapter 3 is possible [82].
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5.1.2 Smectic cell with surface strain
In smectic liquid crystal cells with surface heterogeneities, when pinned by surface disorder,
the substrate may have a dierent layer spacing from the bulk, as observed by X-ray scattering
experiment [46, 47].
Considering a smectic cell of bookshelf geometry in contact with a substrate which favors
layer spacing dierent from the bulk, the system can be characterized by a Hamiltonian
H =
Z 
K
2
(@2yu)
2 +
B
2
(@zu)
2

dydz  
Z
0(@zu)(y)dydz; (5.2)
which includes the harmonic elasticity of smectic with elastic non-linearity, ignored until now, and
the last term imposes a non-zero strain on the y = 0 substrate. The 0 acts like an external force
that stretches (or compresses) the layers. It can be derived from surface random positional pinning
on the layers, and within a certain distance on the substrate it prefers a dierent layer spacing
as compared with the bulk value. This expression is based on the assumption that the system is
uniform along the direction of x (the direction of layers on the substrate).
With this simple \toy" model, we can study the eects of mismatching of the surface and
bulk layer spacing. Dislocation lines and layer modulation induced by the Grinstein-Pelcovits
non-linearity [9] as studied in parallel cells [8] may also exist in this system, and will be studied
further.
5.2 Future directions
Many phenomena are associated with surface heterogeneities in liquid crystal systems, such
as photo-alignment and dynamics in self-assembled liquid crystalline monolayers [43, 42], memory
eects and multistability in alignment of nematic cells with disordered substrates [44]. However,
we do not understand these experiments completely.
Further experimental results are needed to make a qualitative or even quantitative comparison
between experiments and the theoretical work presented in this thesis, which can provide a thorough
understanding of the eect of surface heterogeneities.
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The theories used in this thesis are simplied relative to real systems. In the nematic problem,
the molecules could tilt with respect to the substrate plane, which can be neglected for thin cells
but may have an important inuence in thick cells. The smectic elasticity used in Chapter 4 does
not include the non-linearity [9, 8], but was intended to provide a fundamental idea of surface
disorder in the smectic system. However, the non-linearity can be important in some disordered
systems [12, 10, 11], and may modify the results we had in Chapter 4. An investigation of the
surface disordered smectic problem including the non-linearity would be helpful.
Also, we assumed that the surface heterogeneities are weak enough so that topological defects
are not present. However, in some of the real systems the topological defects, such as dislocations
[47], do exist. A theoretical treatment of the role and behavior of topological defects would be
useful.
5.3 Conclusion
In this thesis, we studied how the properties of liquid crystal cells are inuenced by surface
heterogeneities.
First we studied a nematic liquid crystal cell in contact with a surface imposed a winding
2p-vortex, and found that the vortex escapes into the bulk can be described by an exact solitonic
solution.
Then we investigated liquid crystal cells with weak surface heterogeneities where topological
defects are not present. Nematic liquid crystal cells with surface heterogeneity are modeled as
an xy model with surface random pinning. The short scale correlation functions and the Larkin
lengths were derived with random torque approximation, and the long scale behaviors were studied
by functional renormalization group and matching methods. In such cells, we show that nematic
order is marginally unstable to such surface pinning. At long distances, the system has universal
logarithmic and double-logarithmic distortions in two and three dimensions, respectively. When the
distortion is small, the Mauguin limit is valid and observation under the polarized light microscopy
can provide information about azimuthal angles on the heterogeneous substrate.
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Third, we extend the theory to a smectic liquid crystal cell of bookshelf geometry, for which a
harmonic elastic model with both surface random positional and surface random tilt disorders was
employed. Similar to the surface disordered nematic problem, for short scales we calculated the
correlation functions and obtained two length scales on the heterogeneous substrate, that forming
elongated regions on the substrate within which the elasticity dominates. At longer scales with
the functional renormalization group method a Cardy-Ostlund-like phase transition was observed,
and thus this system could be a candidate of observing such phase transition. When analyzing the
behavior under the polarized light microscope, we found that the result would reect the uctuation
of layers on the heterogeneous substrate.
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Appendix A
Appendix to Chapter 2
A.1 Extension to a periodic and nite width solution
The analogy of the E-L equation [Eq. (2.18)] with a ctitious particle dynamics allows an
extension of the single soliton solution to a periodic soliton array. The latter is obtained by choosing
the integration constant E < 1, corresponding to the particle starting with a vanishing velocity
and below the potential maximum. The subsequent \evolution" of s(t) is clearly periodic in t,
conned to the range 0  s(t)  m, with m = 12arccot(E).
Going back to Eq. (2.19) we observe that the 0 integral can be related to the Legendre form
of the elliptic integral of the rst kind,
F (; k) =
Z 
0
d0p
1  k2 sin2 0
: (A.1)
Thus our solution can be expressed in terms of the Jacobi elliptic function sn(; k) dened by
sn[F (; k); k] = sin: (A.2)
sn(t; k) is an odd periodic function resembling a smoothed out square wave. For k > 1 it interpolates
between a single soliton for k = 1+ (half a period of a square wave) and k 1 sin kt for k  1. For
k > 1 the period of sn(t; k) is given by 2F [sin 1(1=k); k].
To establish a direct relation we change variables 0 = 0   =2, nding
F (; k) = sn 1(sin; k); (A.3)
=
Z +=2
=2
d0p
1  k2 cos2 0 ; (A.4)
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=
p
2
k
Z +=2
=2
d0p
Ek   cos 20
; (A.5)
where Ek = (2  k2)=k2. In this notation, Eq. (2.19) becomesZ t
t0
dt0
1p
t02 + 1
=  
p
2
Z 
=2
d0p
E   cos 20 ; (A.6)
ln
"
t+
p
t2 + 1
t0 +
p
t20 + 1
#
=  kEsn 1[sin(   =2); kE ]; (A.7)
= kEsn
 1[cos ; kE ]; (A.8)
where kE =
p
2=(1 + E), and we used the fact that sn[; k] is an odd function of . Thus the
periodic conical soliton solution is given by
s(t; k) = arccos
(
sn
"
1
k
ln

t+
p
t2 + 1
t0 +
p
t20 + 1

; k
#)
; (A.9)
with k = 1+ giving our earlier single soliton solution [Eq. (2.21)].
One might hope to use this solution to model a nite thickness, w, symmetric liquid-crystal
cell with two boundaries inducing a symmetric (about z = w=2) director rotation from  = =2
to 0 and back to =2. Naively, this may be done by choosing the value of k such that the period
matches the cell thickness, w. Although this is possible for standard 1D solitonic problems, because
here the solution is periodic in t = (z + z0)=r (stemming from the fact that we are dealing with
a 2D problem) and not in z, solution (A.9) cannot be used to model a cell with symmetric
boundaries at xed z = 0 and z = w. A more general class of solutions is necessary but is currently
unavailable.
Appendix B
Appendix to Chapter 3
B.1 Larkin lengths analysis
In this appendix, we provide the details for the analysis of the Larkin lengths [22] in nite
thickness, two- and three-dimensional cells. As derived in Sec. 3.3, the Larkin length is dened in
the standard way, given by
h20(x)i = (2)2 =
Z
dd 1qf
(2)d 1[ (a)q ]2
(B.1)
with the  
(a)
q 's given by Eqs. (3.23)-(3.25) and the lower momentum cuto of the integration
given by 1=L. In the limit of an innitely thick (w = 1) cell above integral is straightforwardly
computed, in 2D (d = 2) giving
h20(x)i = (2)2
=
f
K2
Z 1
1=1L
dq
q2
=
f
K2
1L ; (B.2)
which leads to a Larkin length
1L;2D = 4
3K2=f ; (B.3)
with the superscript1 denoting the result of an innitely thick cell (that for simplicity of notation
we will drop).
In 3D, with the two-dimensional random substrate, we obtain
h20(x)i = (2)2
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=
f
K2
Z
d2q
(2)2
1
q2
=
f
2K2
Z 1=a
1=L
dq
q
=
f
2K2
ln (
L
a
); (B.4)
which gives the Larkin length as
L;3D = ae
(2)3K
2
f : (B.5)
For a general dimension d < 3, we have
h20(x)i = (2)2 (B.6)
=
f
K2
Z
dd 1q
(2)d 1
1
q2
=
f
K2
22 d
1 d
2
 (d 12 )
Z 1=a
1=L
dq
q4 d
=
f
K2
22 d
1 d
2
 (d 12 )
1
3  d(
3 d
L   a3 d);
giving
L;d =
"
4(3  d)2K2
f
 (d 12 )
22 d
1 d
2
# 1
3 d
; (B.7)
where we ignored the strongly subdominant (for d < 3) a term.
B.1.1 Finite thickness in two dimensions
For a nite-thickness (w) 2D Dirichlet cell, the surface variance determines the Larkin length

(D)
L according to
h20(x)i = (2)2
=
fw
K2
Z 1
w=
(D)
L
dy
y2 coth2 (y)
: (B.8)
By scaling variables, this denes an implicit expressionZ 1
(^
(D)
L )
 1
1
y2 coth2 (y)
dy = ^L; (B.9)
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for the Dirichlet Larkin length 
(D)
L (w; L) = w^
(D)
L (L=w) in terms of the innite cell's Larkin scale
L, latter simply a characterization of disorder given by Eq. (B.3).
Similarly for a 2D Neumann cell, we have
h20(x)i = (2)2
=
fw
K2
Z 1
w=
(N )
L
dy
y2 tanh2 (y)
; (B.10)
which gives Z 1
(^
(N )
L )
 1
1
y2 tanh2 (y)
dy = ^L; (B.11)
both evaluated numerically and plotted in Fig. 3.6.
B.1.2 Finite thickness in three dimensions
Repeating the analysis in 3D for the Dirichlet cell, with scaled ultraviolet cuto a^ = a=w and
h20(x)i = (2)2
=
f
2K2
Z w=a
w=
(D)
L
dy
y coth2 (y)
; (B.12)
gives Z a^ 1
(^
(D)
L )
 1
dy
y coth2 y
= ln (L=a);Z 1
(^
(D)
L )
 1
dy
y coth2 y
+
Z a^ 1
1

1
y coth2 y
  1
y

dy = ln ^L; (B.13)
which reduces to Z 1
(^
(D)
L )
 1
dy
y coth2 y
= ln (1:18^L): (B.14)
To get to this nal result, we used the fact that the second integral in Eq. (B.13) is nite in
the ultraviolet, for w  a giving an a-independent constant about  0:17, thereby eliminating
dependence on a.
For the Neumann cell, we instead ndZ 1
(^
(N )
L )
 1
dy
y tanh2 y
= ln (0:79^L); (B.15)
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where again a physically relevant limit w  a was taken to eliminate the a dependence. Numerical
evaluation of Eqs. (B.14) and (B.15) gives the 3D results shown in Fig. 3.6.
B.1.3 Larkin length crossover
As we can see from Eqs. (B.9), (B.11), (B.14) and (B.15), the Larkin length in a cell of
thickness w depends on a single dimensionless ratio, L=w, of the innite cell Larkin length (char-
acterizing pinning strength) to the cell thickness. We expect that for a thick cell (w  L), the
result of innite thick cell should be recovered. On the other hand, for thin cells (w  L), we
expect the homogeneous substrate boundary condition to play a role. Namely, since the Dirichlet
boundary condition on the top homogeneous substrate explicitly orders the director, suppressing
the distortions of , we expect L to diverge for a thin Dirichlet cell. Furthermore, since the Neu-
mann boundary condition eliminates the stiening by the bulk, in the thin Neumann cell we expect
L to approach the value for a (d  1)-dimensional bulk system with (d  1)-dimensional pinning.
The expected crossover is indeed conrmed by a numerical evaluation with the solution illustrated
in Fig. 3.6, with the Dirichlet L diverging at L=w  1:71 in 2D and L=w  1:23 in 3D.
The divergent asymptotic behavior can be obtained by expanding the implicit expression for
^L in Eqs. (B.9) and (B.14) around 1=^L = 0. For d = 2, we have
Z 1
0
dy
y2 coth2 (y)
 
Z (^(D)L ) 1
0
dy
y2 coth2 (y)
= ^L; (B.16)
which making use of 1
y2 coth2 (y)
! 1 as y ! 0 reduces to
^
(D)
L =
1
^L   ^L
; (B.17)
with
^L =
Z 1
0
dy
y2 coth2 (y)
' 1:705: (B.18)
For d = 3, using 1
y coth2 (y)
! y as y ! 0, we have
Z 1
0
dy
y coth2 y
 
Z (^(D)L ) 1
0
dy
y coth2 y
= ln (1:18^L);
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ln (1:18^L) 
(^
(D)
L )
 2
2
= ln (1:18^L); (B.19)
with
ln (1:18^L) =
Z 1
0
dy
y coth2 y
;
^L ' 1:233: (B.20)
This leads to
^
(D)
L =
1q
2 ln (^L=^L)
'
q
^L=2q
^L   ^L
; (B.21)
quoted in the main text and consistent with the numerical evaluation of the integral solution.
B.2 The cusp and the xed point
For completeness, we now ll in some of the details (previously reviewed in Ref. [83]) for the
RG evolution of the random potential variance R^() into its universal cusped form. To this end,
by dierentiating the ow equation (3.70) for R^(; `) with respect to , we obtain
@`R^
00() = R^00() + R^000()2 + R^00()R^0000()  R^0000()R^00(0);
@`R^
0000() = R^0000() + 3R^0000()2 + 4R^000()R^(5)() + R^00()R^(6)()  R^(6)()R^00(0): (B.22)
Setting  to 0, we obtain
@`R^
00(0) = R^00(0) + R^000(0)2 ! R^00(0);
@`R^
0000(0) = R^0000(0) + 3R^0000(0)2 + 4R^000(0)R^(5)(0)! R^0000(0) + 3R^0000(0)2: (B.23)
We note that R() is an even function and moreover (before the cusp develops) is smooth in
, with R^000(0) = R^(5)(0) = 0.
Clearly, the ows of R^00(0) and R^0000(0) are exact, with the later diverging after some nite
renormalization, according to [24]
R^0000(0)j` = ce
`
1  3c(e`   1)= ; (B.24)
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Figure B.1: Evolution of R^00() and appearance of cusps under coarse-graining renormalization.
with c = R^0000(0)j`=0. For a special case  = 0 (d = 3 in our system with surface pinning), the cusp
develops according to
R^0000(0)j` = c
1  3c` : (B.25)
Thus after a nite RG time `, R^0000(0) diverges, signaling the appearance of a cusp in R^00(),
as illustrated in Fig. B.1.
B.3 Details of asymptotics of various correlation functions
As derived in the main text, in an innitely thick cell, the momentum space correlation
function has short- and long-scale limits. The former one, computed in the random-torque (Larkin)
approximation (scale shorter than L) on the random substrate (z = 0), is given by
C(q)  f
K2q2
; q > 1=L: (B.26)
In the long-scale limit (small q < 1=L), derived via FRG and matching methods in Sec.3.4.2 it is
instead given by
C(q) 
8><>:
(3 d)2
9Cd 1
1
qd 1 ; for d < 3;
 239 1q2 ln(qa) ; for d = 3;
; q < 1=L: (B.27)
A Fourier transform of C(q) [using above limits and generalized to nite z; see Eqs. (3.18)-(3.20)]
then gives this correlation function in real space.
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B.3.1 Mean-squared distortion in Larkin approximation
The mean-squared distortion of (x; z) can be given as
h2(x; z)i 
Z
dd 1q
(2)d 1
f
K2q2
e 2qz: (B.28)
For d = 2, we have (with q^ = 2qz)
h2(x; z)i  f
K2
2z
Z 1
2z=L
e q^
q^2
dq^
= 42
2z
L

 ( 1; 2z=L); (B.29)
in which the integral converges at large q so we can ignore the upper cuto  = 1=a of q and the
denition of L as in Eq. (3.3) was used. Expanding this result at dierent range of z values, we
obtain
h2(x; z)i  42
8><>: 1 
2z
L
(ln L2z + 1  ); a 2z  L
L
2z e
 2z=L ; 2z  L;
(B.30)
in which   0:58 is the Euler's constant.
For 2 < d < 3, we have
h2(x; z)i  Cd 1f (2z)
3 d
K2
Z 1
2z=L
e q^
q^4 d
dq^;
= 42(3  d)
2z
L
3 d
 (d  3; 2z=L); (B.31)
making use of q^ = 2qz and the denition of L as in Eq. (3.3). For dierent range of z values, we
obtain
h2(x; z)i  42
8><>: 1   (d  2)(
2z
L
)3 d; a 2z  L
(3  d) L2z e 2z=L ; 2z  L;
(B.32)
Similarly, for d = 3, we need to consider the upper cuto of q and have
h2(x; z)i  f
2K2
Z 2z=a
2z=L
e q^
q^
dq^
=
42
ln (L=a)

 (0;
2z
L
)   (0; 2z
a
)

 42
8><>: 1 
ln(2z=a)
ln (L=a)
; a 2z  L
L=2z
ln (L=a)
e 2z=L ; 2z  L;
(B.33)
where q^ = 2qz. The mean-squared distortions for d = 2 and d = 3 are plotted in Fig. 3.5.
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B.3.2 Correlation function in Larkin approximation
The short scales (where Larkin approximation holds) contribution to the real-space correla-
tion is given by Eq. (3.37). In an innite thick cell, we have
C
(1)
L (x; z; z) 
2f
K2
Z
dd 1q
(2)d 1
(1  cosq  x)e 2qz
q2
; (B.34)
in which the integral of q has lower cuto 1=L and upper cuto 1=a. For simplicity of notation,
we will ignore the superscript 1.
For d = 2 and x  L, since the kernel is convergent at large q, we can extend the integral
to innity (requiring x a) and obtain
CL(x; z; z)  2f
K2
Z 1
1=L
(1  cos qx)e 2qz
q2
dq
= 42
h4z
L
 ( 1; 2z
L
)  2z   ix
L
 ( 1; 2z   ix
L
)  2z + ix
L
 ( 1; 2z + ix
L
)
i
:(B.35)
On the heterogeneous substrate (z = 0), we have
CL(x; 0; 0)  82

1 +
x
2L
  cos x
L
  x
L
Si(
x
L
)

;
 82 x
2L
; for x << L; (B.36)
where Si(z) =
R z
0
sin (t)
t dt is the sine integral function. Making use of the expansion of cos (qx) at
qx 1, for nite z we obtain
CL(x; z; z)  8
2
L
Z 1=x
1=L
+
Z 1
1=x
 [1  cos(qx)]
q2
e 2qzdq
 8
2
L
x2
2
Z 1=x
1=L
e 2qzdq +
Z 1
1=x
e 2qzdq
q2

 42 x
2
2zL
e 2z=L ; (B.37)
where the last approximation is taken for z  x and the other terms are subdominant.
When x  L, the cos(qx) oscillates strongly giving subdominant contribution. Then we
have
CL(x; z; z)  2f
K2
Z 1
1=L
e 2qz
q2
dq
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= 82
2z
L
 ( 1; 2z
L
;
2z
a
)
 82
8><>: 1 
2z
L
(ln L2z + 1  ); a 2z  L
L
2z e
 2z=L ; 2z  L;
(B.38)
in which the generalized incomplete gamma function  (p; z1; z2) =
R z2
z1
tp 1e tdt =  (p; z1)  (p; z2)
and we made use of expansions  ( 1; x)  1x + (   1 + lnx)   x=2 at small x (x  1) and
 ( 1; x)  x 2e x at large x (x 1).
For 2 < d < 3 and x  L, we can extend the integral to innity (requiring x  a) and
obtain
CL(x; z; z)  2f
K2
Z
dd 1q
(2)d 1
[1  cos (q  x)] e 2qz
q2
=
8(3  d)2
3 dL
Z 1
1=L
[1  fd(qx)] e 2qz
q4 d
dq; (B.39)
in which fd(qx) is the average of cos (q  x) over a surface of a (d  1)-dimension unit sphere. The
correlation function could be evaluated numerically and on the heterogeneous substrate this result
approaches (with q^ = qx)
CL(x; 0; 0)  8(3  d)
2
3 dL
x3 d
Z 1
x=L
1  fd(q^)
q^4 d
dq^
 82
 x
L
3 d
; when d . 3; (B.40)
as given in Sec. 3.3. Making use of the expansion 1   fd(qx)  (qx)
2
2(d 1) at qx  1, we can evaluate
the correlation function at nite z as
CL(x; z; z)  8(3  d)
2
3 dL
Z 1=x
1=L
+
Z 1=a
1=x
(1  fd(qx))
q4 d
e 2qzdq
 8(3  d)
2
3 dL
h x2
2(d  1)
Z 1=x
1=L
e 2qzqd 2dq +
Z 1=a
1=x
e 2qzdq
q4 d
i
 4(3  d)
2
d  1
x2(2z)1 d
3 dL
 (d  1; 2z
L
) (B.41)
in which the last approximation is taken for z  x and the other subdominant terms are ignored.
When x L, the cos (q  x) again oscillates at the full range of q and obtain
CL(x; z; z)  8(3  d)
2
3 dL
Z 1=a
1=L
e 2qz
q4 d
dq
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= (3  d)82
2z
L
3 d
 (d  3; 2z
L
;
2z
a
)
 82
8><>: 1   (d  2)(
2z
L
)3 d; a 2z  L
(3  d) L2z e 2z=L ; 2z  L;
(B.42)
where we made use of expansions  (d 3; x)   (d 3)+ xd 33 d at small x (x 1) and  (d 3; x) 
xd 4e x at large x (x 1).
For d = 3, the variables q and x are two dimensional, thus we have
CL(x; z; z)  2f
K2
Z
dd 1q
(2)d 1
(1  cosq  x)e 2qz
q2
;
=
f
K2
Z 1=a
1=L
(1  J0(qx))
q
e 2qzdq; (B.43)
in which J0(qx) is the Bessel function of the rst kind. The behavior of its correlation could be
evaluated numerically and the asymptotics can be obtained approximately for dierent regions.
On the heterogeneous surface (z = 0), for small x (a  x  L), we have 1   J0(qx)  1
with q  1=x and 1  J0(qx)  (qx)2=4 with q  1=x, so in this region we have
CL(x; 0; 0)  8
2
ln (L=a)
Z 1=x
1=L
+
Z 1=a
1=x
 [1  J0(qx)]
q
dq
 8
2
ln (L=a)
x2
4
Z 1=x
1=L
qdq +
Z 1=a
1=x
dq
q

=
82
ln (L=a)

1
8
  x
2
82L
+ ln (x=a)

 8
2
ln (L=a)
ln (x=a): (B.44)
Making use of the expansion of J0(qx), we can evaluate the correlation function at nite z as
CL(x; z; z)  8
2
ln (L=a)
Z 1=x
1=L
+
Z 1=a
1=x
(1  J0(qx))
q
e 2qzdq
 8
2
ln (L=a)
x2
4
Z 1=x
1=L
e 2qzqdq +
Z 1=a
1=x
e 2qzdq
q

 2
2
ln (L=a)
x2
(2z)2
(1 +
2z
L
)e 2z=L ; (B.45)
where in the last approximation we kept the leading term for z  x.
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When x L, the expression simplies to
CL(x; z; z)  f
K2
Z 1=a
1=L
e 2qz
q
dq
=
82
ln (L=a)
 (0; 2z=L; 2z=a)
 82
8><>: 1 
ln(2z=a)
ln (L=a)
; a 2z  L
L=2z
ln(L=a)
e 2z=L ; 2z  L;
(B.46)
in which we made use of expansions  (0; x)  (  lnx)+x at small x (x 1) and  (0; x)  x 1e x
at large x (x 1).
B.3.3 Universal (long-scales) part of correlation function
The correlation function in momentum space at small q (q < 1=L) is obtained by FRG
and matching methods in Sec. 3.4.2. Here we calculate the corresponding real-space correlation
functions. By construction, this form of C(q) only holds at 0 < q <  1L , with 
 1
L therefore entering
as the upper (UV) cuto on all q integrals done here.
For d < 3, the FRG derived correlation function rated at q <  1L is given by
C(x; z; z) 
Z
dd 1q
(2)d 1
(3  d)2
9Cd 1
[1  cos (q  x)]e 2qz
qd 1
: (B.47)
A better approximation is obtained by using a \soft" upper cuto by inserting a factor of e qL
inside above integrand.
For d = 2, this correlation function is given by
C(x; z; z)  2
2
9
Z 1=L
1=L
1  cos (qx)
q
e 2qzdq
 2
2
9
Z 1
1=L
1  cos (qx)
q
e 2qz qLdq
=
2
9
h
2 (0;
2z + L
L
)   (0; 2z + L   ix
L
)   (0; 2z + L + ix
L
)
i
; (B.48)
where L is system size to be taken to 1 at the end of calculation. Using the gamma function
expansion  (0; x)  (    lnx) + x, we obtain
C(x; z; z)  
2
9
(  2 ln 2z + L
L
+ ln
2z + L   ix
L
+ ln
2z + L + ix
L
)
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 
2
9
ln
h
1 +
x2
(2z + L)2
i
: (B.49)
Except for approximations associating with the matching method, this real-space result is an excel-
lent approximation to a numerical integration of C(q), as shown in Fig. 3.9. On the heterogeneous
substrate and for x L, it reduces to C(x; z; z)  229 ln (x=L).
For d = 3, the correlation function is given by
C(x; z; z)    2
2
9C2
Z
d2q
(2)2
1  cos (q  x)
q2 ln qa
e 2qz
=  2
2
9
Z 1=L
0
1  J0(qx)
q ln qa
e 2qzdq; (B.50)
which we evaluated numerically with a soft cuto 1
1+(qL)2
and plotted in Fig. 3.12.
Approximate asymptotic behavior of this correlation function can be obtained analytically
C(x; z; z)   2
2
9
Z 1=x
0
+
Z 1=L
1=x
1  J0(qx)
q ln qa
e 2qzdq
=  2
2
9
x2
4
Z 1=x
0
qe 2qz
ln qa
dq +
Z 1=L
1=x
e 2qz
q ln qa
dq

=  2
2
9
"
1
4
Z 1
0
dk
ke 2kz=x
ln(ka=x)
+
Z x=L
1
dk
e 2kz=x
k ln(ka=x)
#
; (B.51)
in which k = qx.
On the heterogeneous substrate (z = 0), the rst integral is negligible, thus for x  L we
have
C(x; z; z)   2
2
9
Z 1=L
1=x
1
q ln qa
dq
=
22
9
ln
h ln (x=a)
ln (L=a)
i
: (B.52)
Further away from the substrate such that L  2z  x, the e 2qz acts like upper cuto at
q  1=2z, giving
C(x; z; z)   2
2
9
Z 1=2z
1=x
1
q ln qa
dq
=
22
9
ln
h ln (x=a)
ln (2z=a)
i
; (B.53)
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Finally, for L  x 2z, we nd
C(x; z; z)   2
2
9
x2
4
Z 1=2z
0
q
ln qa
dq
 2
2
9
x2
16z2
1
2 ln (2z=a)
; (B.54)
with numerical prefactor that is o by a factor of 12 relative to the numerical integration that gives
C(x; z; z)  229 x
2
16z2
1
ln (2z=a) , as given in Sec. 3.4.2.
B.4 Observation under a Polarized light microscopy
The surface disordered nematic cell could be observed under a polarized light microscopy.
In this appendix, we use the Jones Matrix method to theoretically relate the light intensity to the
director conguration of the cells.
Considering a nematic cell as shown in Fig. 3.1 with the front substrate heterogeneous and
back substrate rubbed, when it is observed under polarized light microscopy, the polarizer at the
back with an azimuthal angle i (light incoming from the back) gives an incident electric eld
Ein = E
 cosi
sini

; (B.55)
in which E is the magnitude of the electric part of the incident light and will take as unit one for
the simplicity. The azimuthal angles are dened within the (x; y) plane of the coordinate system
used in chapter 3. At position x, the light would go through a column of the nematic cell along z
direction, from z = w to z = 0, and then the analyzer next to the front substrate of the cell.
The molecules on the back substrate (z = w) is described as w(x), which is taken to be zero
later within a Dirichlet cell. The incident light is separated into extraordinary and ordinary light
as  Ve
Vo

=
 cosw sinw
  sinw cosw
 cosi
sini

= R(w)Ein; (B.56)
in which R(w) is the matrix of rotation operation of a vector by an angle w.
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Assuming that the azimuthal angle rotates uniformly across the cell (@z(z) is constant),
thus a treatment similar to the twisted nematic cell is allowed. Making use of the Jones Matrix
method [84], the outgoing extraordinary (along the director direction with azimuthal angle 0 at
z = 0 disordered substrate) and ordinary (perpendicular to the director direction at z = 0) light
are  V 0e
V 0o

=
 cosx  i  sinx2x  sinxx
  sinxx cosx  i  sinx2x
 Ve
Vo

=MR(w)Ein; (B.57)
in which  = 0   w is the angle rotated through the cell,  = 2(ne   no)w= is the phase
retardation between extraordinary and ordinary light, and x =
q
( 2)
2 + 2 = 
p
1 + u2 with
u = 2 the Mauguin parameter. It is worth to mention that in the surface disordered nematic cells
the @z is not necessarily uniform, as shown by Eq. (3.10). However, if 0=L (0=w in the case of
Dirichlet cell with L  w) is reasonably small, the system is at the so called Mauguin limit and
the polarization of light adiabatically follows the variation of directors, where the above treatment
approaches the correct limit.
The outgoing wave is selected by another polarizer (analyzer) with an azimuthal angle f ,
and thus
Eout = R( f )
 1 0
0 0

R(f )R( 0)MR(w)Ein: (B.58)
The outgoing light intensity Iw = jEoutj2 depends on the angles of polarizer, analyzer, the director
orientation at z = 0 and z = w, the phase retardation  and the rotated angle  = 0   w. For
simplicity, the azimuthal angles are dened with respect to the rubbing direction at the z = w
substrate (w = 0), and then with a crossed polarizer-analyzer pair (f = i + =2),
Iw =
1
x2

( cos0 sinx  x sin0 cosx)2 + (
2
)2 sin2 x sin2 (0   2i)

: (B.59)
When the Mauguin parameter u is large (u 1), the light polarization adiabatically follows
the director rotation. At this Mauguin limit, we have x  =2 and =  0, thus the light intensity
becomes
Iw = cos
2 (=2) sin2 0 + sin
2 (=2) sin2 (0   2i); (B.60)
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which is the equation that should be used when analyzing polarized light microscopy data of a
nematic cell with weak surface disorder and/or large cell thickness that it is at the Mauguin limit.
With i = 0, the above equation leads to Iw = sin
2 0 as given in Sec. 3.6.3. Moreover, rotating the
polarizer-analyzer pair to i = 0=2 minimizes the light intensity, which is cos
2 (=2) sin2 0 and it
indicates for a non-zero 0 the light can not be eliminated.
Similarly, by requiring i = 0 and f = =2 at the Mauguin limit, we can obtain the result
in Eq. (3.121) for a geometry in which the polarizer of the crossed polarizer-analyzer pair parallels
with the directors at z = w. These results can also be directly derived by noticing
M 
 e i=2 0
0 ei=2

; (B.61)
at the Mauguin limit.
It is easy to show that the microscopy with opposite geometry would have the same results
at the Mauguin limit.
Appendix C
Appendix to Chapter 4
C.1 The pinning of liquid crystal on substrates
Here we will consider in general a nearly uniform liquid crystal with director n^ pinned by a
substrate which is coated/treated thus molecules prefer to align parallel to the surface. We construct
the coordinate system in a way that the substrate is within (x; z) plane, and the direction into the
cell is y. Experimentally this could be realized by coating the substrates with certain polymer and
rubbing along one direction. The mechanism of pinning by rubbing could be understood as grooved
surface which prefers molecules parallel to the valleys instead of perpendicular to them [14, 15], as
illustrated in Fig. C.1. However, in real experiments the substrates can never be perfectly shaped,
due to the eects of the atomic steps on the surface, running away of rubbing scratches, aggregation
of dusts on the substrate that always exist in smectic liquid crystals [1] and so on.
For a given function y(x; z) describing the height of substrate at dierent position (x; z), we
can write down the local normal to the surface as
N^(x; z) =
(  @y@x ; 1; @y@z )q
1 + ( @y@x)
2 + ( @y@x)
2
: (C.1)
Usually the substrate is well treated and at enough, that the y(x; z) is a smooth and slow varying
function, and approximations of j@y=@xj  1 and j@y=@zj  1 are valid.
In Ref. [15] the pinning of grooves is achieved by minimization the bulk free energy of dis-
tortion. Here, however, to emphasis that the substrate prefers the molecules aligning parallel to it,
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we assume a free energy of pinning as
Hpin =
Z
yFpindxdz =
Z
W
2
(N^  n^)2dxdydz; (C.2)
whereW is the pinning strength, and n^ is the molecular director on the substrate. Here we consider
a small uctuation around perfect aligning along z^, then
n^ = n^0 + n^ = z^ + n^ =
(nx; ny; 1)q
1 + n2x + n
2
y
; (C.3)
with nx and ny small variations of director along x and y directions.
Figure C.1: Carton showing the surface pinning mechanism of rubbing. The surface is rubbed into
sine-like grooves thus conguration with all directors (showing one molecule as the green left rod)
parallel to the grooves have a lower energy than a perpendicular conguration (red right rod).
Then the pinning free energy on the substrate becomes
Fpin = W
2
(N^  n^)2
=
W
2
( nx @y@x + ny   @y@z )2h
1 + ( @y@x)
2 + ( @y@x)
2
i
(1 + n2x + n
2
y)
: (C.4)
Remember that y(x; z) is slow varying, and with the interest focusing on small nx  1 within the
plane of the substrate, we ignore ny for simplicity, the equation above can be expanded into series
as
Fpin  W
2

(
@y
@z
)2 + 2
@y
@x
@y
@z
nx + (
@y
@x
)2n2x

; (C.5)
in which the rst term is not coupled with uctuation of directors and thus becomes a constant
after integrating out the x; z degrees of freedom for a given y(x; z), the second term gives a random
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tilt pinning, and the third term after coarse graining becomes the planar alignment pinning with a
uniformly grooved substrate, as
F (3)pin 
WQ
2
(nx)
2; (C.6)
in which
WQ =W h(@y
@x
)2i: (C.7)
And the random tilt pinning on the substrate is dened as
F (2)pin   h(x; z)nx; (C.8)
with the random tilt torque
h(x; z) =  W @y
@x
@y
@z
; (C.9)
which is zero when the substrate is uniformly grooved along z^. However, if the substrate is not
uniform along z, as probably true in some real systems, there is a surface random tilt given by (C.8).
In practice, the height prole y(x; z) could be easily measured by atomic force microscopy (AFM)
or other techniques, then the information of the random tilt disorder h(x; z) could be obtained
easily.
In addition, one could consider a non-zero ny in the above discussion. It is easy to show
that, to the lowest order, terms linear in ny vanish after averaging on the (x; z) plane, a quadratic
term in ny appears as
W
2 (ny)
2 that pins the molecules (as expected), and the pinning of nx is
modied with a dierent WQ = W h[( @y@x)2   (@y@z )2]i. The surface random tilt disorder of nx stay
the same.
From this analysis, we can learn that the surface random tilt disorder may origin from the
imperfectness of substrate treatment when making a uniformly grooved surface to pin the liquid
crystals (or if coated but not rubbed).
Thus, for smectic cell we may have a surface pinning free energy given as
Hpin 
Z
dd 1xdy(y)

W
2
(ny)
2 +
WQ
2
(nx)
2   h(x)nx

(C.10)

Z
dd 1xdy(y)

W
2
(@yu)
2 +
WQ
2
(@xu)
2   h(x)@xu

; (C.11)
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where we used the \Higgs mechanism" to make a replacement n? ! r?u as in Ref. [1, 11].
In this appendix, we derived the surface random tilt disorder with a smooth substrate surface
assumed to have a tendency of pinning molecules parallel to it. In reality, other non-uniform feature
on the substrate surface, e.g. chemical bonds or abrupt change of height on the surface provides
further requirement on the position and orientation of liquid crystal molecules, and thus lead to
a surface random positional disorder that pins the layers and also additional contributions to the
surface random tilt disorder. Thus an additional pinning potential V [u;x] of the surface random
positional disorder should also appear in the surface pinning Hamiltonian (C.11).
C.2 Solution of the Euler-Lagrange equation
In this appendix, we will solve the equation of motion given in Sec. 4.2.1 as (4.5),
Kr4?u B@2zu = f(x; z)(y); (C.12)
where we used a surface pinning
Hpin =  
Z
dd 1xdy(y)f(x; z)u; (C.13)
that induces the boundary condition u(x; z; y = 0) = u0(x; z).
After Fourier transforming two sides of the equation of motion according to u(qx; qz; qy) =R
u(x; z; y)e iqxx iqzz iqyydxdzdy, in momentum space we have

K(q2x + q
2
y)
2 +Bq2z

u(qx; qz; qy) = 2f(qx; qz); (C.14)
where the factor of 2 to the right hand side is from the fact that system only exists for y > 0. This
equation implies
u(qx; qz; qy) =
2f(qx; qz)
K(q2x + q
2
y)
2 +Bq2z
: (C.15)
Then, for y > 0 we have
u(qx; qz; y) =
Z 1
 1
dqy
2
2f(qx; qz)e
iqyy
K(q2x + q
2
y)
2 +Bq2z
; (C.16)
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Figure C.2: The integral (C.18) could be represented by the counter integral closing in the upper
half of complex plane with the poles shown.
=
f(qx; qz)
B
Z 1
 1
dqy
eiqyy
2(q2x + q
2
y)
2 + q2z
; (C.17)
=
f(qx; qz)
B
p

Z 1
 1
dqy
eiqy
(q2x + q
2
y)
2 + q2z
; (C.18)
with the associated length  =
p
K=B, qy =
p
qy and y=
p
 = . As shown in Fig. C.2, the
integral could be represented by a counter integral in the upper complex plane with the given
poles, where we assumed positive qx. Letting qp =
p q2x + iqz, then the other poles corresponds
to
p q2x   iqz = qp,  p q2x + iqz =  qp and  p q2x   iqz =  qp, and we have
u(qx; qz; y) =
f(qx; qz)
B
p

Z 1
 1
dqy
eiqy
(qy   qp)(qy   qp)(qy + qp)(qy + qp)
; (C.19)
=
f(qx; qz)
B
p

2i
"
eiqp
(qp   qp)(qp + qp)(qp + qp)
+
e iq

p
( qp   qp)( qp   qp)( qp + qp)
#
=
f(qx; qz)
B
p

i
"
eiqp
4iqpRe(qp)Im(qp)
+
e iq

p
4iqpRe(qp)Im(qp)
#
(C.20)
=
f(qx; qz)
B
p

1
2Re(qp)Im(qp)
Re

eiqp
qp

(C.21)
It is easy to express q2p as
q2p =  q2x + iqz = jq2pje
i

 arctan ( qz
q2x
)

; (C.22)
with jq2pj =
p
2q4x + q
2
z . Thus we have
qp = (
2q4x + q
2
z)
1=4e
i


2
  1
2
arctan ( qz
q2x
)

; (C.23)
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Re(qp) = (
2q4x + q
2
z)
1=4 sin

1
2
arctan (
qz
q2x
)

; (C.24)
=
1p
2
qp
2q4x + q
2
z   q2x (C.25)
Im(qp) = (
2q4x + q
2
z)
1=4 cos

1
2
arctan (
qz
q2x
)

; (C.26)
=
1p
2
qp
2q4x + q
2
z + q
2
x: (C.27)
Then u(qx; qz; y) becomes
u(qx; qz; y) =
f(qx; qz)
B
p
2
1
qz
p
2q4x + q
2
z
e
  yp
2
qp
2q4x+q
2
z+q
2
x

hqp
2q4x + q
2
z   q2x cos
 yp
2
qp
2q4x + q
2
z   q2x

+
qp
2q4x + q
2
z + q
2
x sin
 yp
2
qp
2q4x + q
2
z   q2x
i
: (C.28)
On the y = 0 substrate,
u0(qx; qz)  u(qx; qz; y = 0) (C.29)
=
f(qx; qz)
B
p
2
qp
2q4x + q
2
z   q2x
qz
p
2q4x + q
2
z
: (C.30)
Substituting the above equation into (C.28), we have
u(qx; qz; y) = u0(qx; qz)e
  yp
2
qp
2q4x+q
2
z+q
2
x
h
cos
 yp
2
qp
2q4x + q
2
z   q2x

+
qp
2q4x + q
2
z + q
2
xqp
2q4x + q
2
z   q2x
sin
 yp
2
qp
2q4x + q
2
z   q2x
i
;
given as Eq. (4.6) in the main context.
C.3 Domain size in the surface disordered smectic cell in bookshelf geometry
The random force (Larkin) approximation in Sec. 4.3.1 requires small u uctuation, which is
only true for x x and z  z as discussed in Sec. 4.3.2. However, the intermediate lengths x;z
given by (4.24) and (4.26) depend on the strengths of both the surface random positional disorder
and the surface random tilt disorder. To understand the dependence on f or v, in this appendix
we will calculate the Larkin lengths with one of the disorders extremely weak and thus ignored.
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C.3.1 Larkin lengths of the surface random positional disorder v
Firstly for a three dimensional smectic cell with the surface random positional disorder only,
to get the Larkin length along x direction, we rst integral qz out,
hu20(x; z)i =
Z
dqx
2
Z 1
 1
dqz
2
v
2B2
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
;
=
v
4B2
Z
dqx
2
   2
2q4x
; (C.31)
=
v
4B2
2(   2)
22
Z 1=a
1=Lx
dqx
q4x
; (C.32)
=
v
4B2
   2
32
(L3x   a3): (C.33)
We can see that the self correlation hu20(x; z)i diverges as the x extent of the system L3x (a  Lx
is ignorable). By comparing hu20(x; z)i with a2, we have the Larkin length of the surface random
positional disorder along x direction as
vx =
h122B23a2
(   2)v
i1=3
=
h
C3x
B23a2
v
i1=3
; (C.34)
with C3x =
122
 2  103:75.
Similarly, for the z direction, we can integrate qx out,
hu20(x; z)i =
Z
dqz
2
Z 1
 1
dqx
2
v
2B2
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
;
=
v
4B2
16 2(54) 
p
23
2
p

Z
dqz
2
1
q
5=2
z
; (C.35)
=
v
4B2
16 2(54) 
p
23
2
p
3
Z 1=a
1=Lz
dqz
q
5=2
z
; (C.36)
=
v
4B2
16 2(54) 
p
23
2
p
3
2
3
(L3=2z   a3=2); (C.37)
which diverges as L
3=2
z and the corresponding Larkin length is
vz =
h
C3z
B23=2a2
v
i2=3
; (C.38)
with C3z =
125=2
16 2( 5
4
) 
p
23
 39:83.
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In a general d-dimensional system, the coordinate x is (d   2) dimensional. Thus, the self
correlation integral, (3.5), becomes
hu20(x; z)i =
v
2B2
Z
dd 2qxdqz
(2)d 1
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
: (C.39)
To get the Larkin length along x, vx, we have
hu20(x; z)i =
v
4B2
Z
dd 2qx
(2)d 2
   2
2q4x
; (C.40)
=
(   2)v
4B23
Sd 2
(2)d 2
Z 1=a
1=Lx
qd 3x dqx
q4x
; (C.41)
=
(   2)v
4B23
Cd 2
1
6  dL
6 d
x ; (C.42)
in which Sd is the surface area of a d-dimensional unit sphere, and Cd = Sd=(2)
d as dened in our
earlier papers [36, 37]. Thus for general d we have
vx =
h 4(6  d)
(   2)Cd 2
B23a2
v
i1=(6 d)
; (C.43)
indicating a lower critical dimension 6.
At this lower critical dimension, the above Larkin length is not eective. Repeating the
integral for d = 6, we have
hu20(x; z)i =
(   2)v
4B23
S4
(2)4
ln
Lx
a
 a2; (C.44)
and
vx = a exp

4
   2
(2)4
S4
B23a2
v

(C.45)
For the Larkin length along z direction, we still integrate qx out rst,
hu20(x; z)i =
v
2B2
Z
dqz
2
Z
dd 2qx
(2)d 2
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
; (C.46)
=
v
2B2
Sd 2
(2)d 2
Z
dqz
2
Z 1
0
qd 3x dqx
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
;
=
v
4B2d=2
Sd 2
(2)d 2
 (1  d4) (d 24 )  3=2 csc(d4 )
4
p

Z 1=a
1=Lz
dqzq
d
2
 4
z ; (C.47)
=
A(d)
2
v
B2d=2
L
3 d=2
z
3  d=2 ; (C.48)
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in which
A(d) =
1
2
Sd 2
(2)d 2
 (1  d4) (d 24 )  3=2 csc(d4 )
4
p

(C.49)
is a d dependent number. So we have
vz =
h6  d
A(d)
B2d=2a2
v
i2=(6 d)
; (C.50)
which also indicates a lower critical dimension 6.
At this lower critical dimension, the above Larkin length is not eective. Repeating the
integral for d = 6, we have
hu20(x; z)i =
A(6)
2
v
B23
ln
Lz
a
 a2; (C.51)
and the Larkin length at which the correlation reaches to a2 is
vz = a exp

2
A(6)
B23a2
v

: (C.52)
C.3.2 Larkin lengths of the surface random orientational disorder f
Let's only consider the surface random tilt disorder in a general d-dimensional system, where
x is d  2 dimensional. The self correlation integral, (3.5) is
hu20(x; z)i =
f
2B2
Z
dd 2qxdqz
(2)d 1
q2x
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
: (C.53)
To get the Larkin length along x, fx , we have
hu20(x; z)i =
f
4B2
Z
dd 2qx
(2)d 2
   2
2q2x
; (C.54)
=
(   2)f
4B23
Sd 2
(2)d 2
Z 1=a
1=Lx
qd 3x dqx
q2x
; (C.55)
=
(   2)f
4B23
Cd 2
1
4  dL
4 d
x ; (C.56)
which diverges as L4 dx , Sd is the surface area of a d-dimensional unit sphere, and Cd = Sd=(2)d
as dened in our earlier papers [36, 37] and also in Sec. 3.4.1. Thus for general d we have
fx =
h 4(4  d)
(   2)Cd 2
B23a2
f
i1=(4 d)
; (C.57)
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indicating a lower critical dimension 4. For d = 3 Cd 2 = 1=, we have
fx =
42
   2
B23a2
f
; (C.58)
At the lower critical dimension d = 4, we can repeat the self correlation integral and obtain
hu20(x; z)i =
(   2)f
4B23
S2
(2)2
ln
Lx
a
 a2; (C.59)
and
fx = a exp

4
   2
(2)2
S2
B23a2
f

(C.60)
For the Larkin length along z direction, integrating qx out rst,
hu20(x; z)i =
f
2B2
Z
dqz
2
Z
dd 2qx
(2)d 2
q2x
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
; (C.61)
=
f
2B2
Sd 2
(2)d 2
Z
dqz
2
Z 1
0
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
qd 1x dqx;
=
f
4B2d=2+1
Sd 2
(2)d 2
 (12   d4) (d4)  3=2 sec(d4 )
4
p

Z 1=a
1=Lz
dqzq
d
2
 3
z ; (C.62)
=
B(d)
2
f
B2d=2+1
L
2 d=2
z
2  d=2 ; (C.63)
which diverges as L
2 d=2
z and
B(d) =
1
2
Sd 2
(2)d 2
 (12   d4) (d4)  3=2 sec(d4 )
4
p

(C.64)
is a d dependent number. So we have
fz =
h4  d
B(d)
B2d=2+1a2
f
i2=(4 d)
; (C.65)
which also indicates a lower critical dimension 4. For d = 3 we have
fz =
h 1
B(3)
B25=2a2
f
i2
; (C.66)
where B(3)  0:013.
For d = 4 to get the Larkin length, we have
hu20(x; z)i =
B(4)
2
f
B23
ln
Lz
a
 a2; (C.67)
and the Larkin length
fz = a exp

2
B(4)
B23a2
f

: (C.68)
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C.4 Calculation of correlation functions at short scales (Larkin regime)
In three dimensional real space, the correlation function of u0(x; z) contributed from surface
disorders on the heterogeneous substrate could be obtained by Fourier transform of (4.13)
C(x; z) = h[u0(x; z)  u0(0; 0)]2i = 2
Z
dqz
2
dqx
2
fq
2
x +v
( q)2
(1  eiqxx+iqzz); (C.69)
where within the Larkin regime the integrations are bounded by the intermediate length scales x;z
given in Sec. 4.3.2. In this appendix, the contributions from both types of surface disorders are
calculated.
C.4.1 Contribution from the surface random positional disorder
In 3D, the correlation function contributed from the surface random positional disorder is
Cv(x; z) = h[u0(x; z)  u0(0; 0)]2i = 2
Z
dqz
2
dqx
2
v
2B2
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
(1  eiqxx+iqzz): (C.70)
With interests of knowing the correlation along x (with z=0 in the above equation), we can integrate
qz out rst, approximately as
Cv(x; 0)  2(   2)v
42B23
Z 1
1=x
q 4x [1  cos (qxx)] dqx
 2(   2)v
42B23
"Z 1=x
1=x
q 4x
(qxx)
2
2
dqx +
Z 1
1=x
q 4x dqx
#
= 2
(   2)v
42B23
(
1
2
xx
2   1
6
x3); (C.71)
where we simplied the integral by separating it into qx < 1=x and qx > 1=x parts with cor-
responding approximation. Remember from the discussion of Sec. 4.3.2 and Appendix C.3 that
( 2)v
42B23
= 3a2=(vx)
3, we can rewrite this correlation function as
Cv(x; 0)  2a2

3
2
x
vx
(
x
vx
)2   1
2
(
x
vx
)3

: (C.72)
Equivalently, we can evaluate this integral exactly and then take the small x expansion as
Cv(x; 0)  2(   2)v
42B23
Z 1
1=vx
qd 7x [1  cos (qxx)]dqx
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= 2
(   2)v
42B23
h1
3
3x +
1
6
x(x
2   22x) cos (
x
x
) +
1
6
x2x sin (
x
x
)  x
3
12

   2 Si( x
x
)
i
 2a2
h 3xx2
2(vx)
3
  
4
(
x
vx
)3
i
; (C.73)
in which Si(z) =
R z
0 sin (t)
dt
t is the sine integral function. Clearly these two results have the same
x vx limit (i.e. x x) as 3a2 xx
2
(vx)
3 .
To calculate the correlation along z direction, we can integral the qx out rst, and then we
have
Cv(0; z)  2 v
42B2
16 2(54) 
p
23
2
p

Z 1
1=z
dqz
1  eiqzz
q
5=2
z
;
 2 v
42B2
16 2(54) 
p
23
2
p

h2p2
3
z3=2   z
2
p
x
i
;
 2a2
hp
2(
z
vz
)3=2   3z
2
2
p
z(vz )
3
i
; (C.74)
where the denition of vz from Sec. 4.3.2 is applied.
C.4.2 Contribution from the surface random orientational disorder
The contribution of the surface random tilt disorder to the correlation function could be given
as
Cf (x; z) = h[u0(x; z)  u0(0; 0)]2i =
Z
dqz
2
dqx
2
fq
2
x
2B2
p
2q4x + q
2
z   q2x
q2z(
2q4x + q
2
z)
(1  eiqxx+iqzz): (C.75)
To understand the correlation along x, we rst integrate qz out, and obtain (for x x)
Cf (x; 0)  2(   2)f
42B23
Z 1
1=x
q 2x [1  cos (qxx)]dqx;
 2(   2)f
42B23
x
2
  x
2
2x

;
 2a2


2
x
fx
  1
2
x2
x
f
x

; (C.76)
and along the direction of z, we have
Cf (0; z)  2 a
2
2
q
fz
Z 1
1=z
dqz
eiqzz
q
3=2
z
; (C.77)
 2a2
24r
2
r
z
fz
  1
6
z2q
(z)3
f
z
35 ; (C.78)
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where the denition of fx;z in Sec. 4.3.2 are used.
The correlation functions contributed from the surface random positional disorder and the
surface random tilt disorder are plotted in Fig. 4.3 and Fig. 4.2.
Within the Larkin regime, we can only calculate the correlation function for small distances.
To understand the behavior at larger distance, where the Larkin treatment is invalid, we need to
use methods like RG to study in details.
C.5 FRG calculation to the second order
To study the second order contribution in the RG, we start with the (Rv)
2 term in (4.43)
and obtain
  1
2T
hH2vic>
=   1
(2T )3
X
1;1;2;2
Z
dd 2xdz
Z
dd 2x0dz0hRv(u10 (x; z)  u10 (x; z))Rv(u20 (x0; z0)  u20 (x0; z0))ic>
=   1
8T 3
X
1;1;2;2
Z
x;z
Z
x0;z0
R00v(u
1
0<(x; z)  u10<(x; z))R00v(u20<(x0; z0)  u20<(x0; z0))
1
4
h(u10>(x; z)  u10>(x; z))2(u20>(x0; z0)  u20>(x0; z0))2ic>; (C.79)
in which the average becomes
1
4
h(u10>(x; z)  u10>(x; z))2(u20>(x0; z0)  u20>(x0; z0))2ic>
= [C>T (x; z)]
2(12 + 1212   1212   2112); (C.80)
where x = x   x0 and z = z   z0, and the three replica correction contributed by 12 term is
irrelevant relative to the two-replica terms and thus ignored. Then the second order contribution
from the surface random positional disorder becomes
  1
2T
hH2vic> =  
1
8T 3
X
;
Z
x;z
Z
x0;z0
[C>T (x; z)]
2
h
R00v(u

0<(x; z)  u0<(x; z))R00v(u0<(x0; z0)  u0<(x0; z0))
 2R00v(u0<(x; z)  u0<(x; z))R00v(0)
i
(C.81)
   1
8T 3
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;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Z
x;z
[C>T (x; z)]
2
h
R00v(u

0<(x; z)  u0<(x; z))R00v(u0<(x; z)  u0<(x; z))
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+
1
2
R00v(u

0<(x; z)  u0<(x; z))R(4)v (u0<(x; z)  u0<(x; z))jx@x(u0<(x; z)  u0<(x; z))j2
 2R00v(u0<(x; z)  u0<(x; z))R00v(0)
i
; (C.82)
in which R
(4)
v (u) implies fourth derivative of Rv(u) respect to u. With
A1` =
2
4T 2
Z
x;z
[C>T (x; z)]
2 =
1
2T 2
Z 
e `
dd 2qx
(2)d 2
Z 1
 1
dqz
2
T 2
 2q
(C.83)
and
A2` =
1
4T 2
Z
x;z
(x)
2[C>T (x; z)]
2; 1
4T 2
Z 
e `
dd 2qx
(2)d 2
Z 1
 1
dqz
2
T 2q 2x
 2q
; (C.84)
with only the main part of contribution, then we have the second order contribution from the
surface random positional disorder as
R(2a)v (u) = A1

1
2
R00v(u)R
00
v(u) R00v(u)R00v(0)

`; (C.85)
and

(2a)
f (u) =  A2R00v(u)R(4)v (u)`: (C.86)
For d = 3, we have
A1 =
   2
82B233
; (C.87)
A2 =
   2
162B235
: (C.88)
The second order contribution of the surface random tilt disorder f in (4.43) is
  1
2T
hH2f ic> =  
1
32T 3
X
1;1;2;2
Z
x;z
Z
x0;z0
hf (u10 (x; z)  u10 (x; z))j@x(u10 (x; z)  u10 (x; z))j2
f (u20 (x0; z0)  u20 (x0; z0))j@x(u20 (x0; z0)  u20 (x0; z0))j2ic>; (C.89)
which after separating the high-wave-vector and low-wave-vector parts becomes many terms. With
the purpose of collecting the contribution to the surface random tilt and surface random positional
disorder nonlinearities, and keep only up to u4 order, thus (for simplicity let's write [u10 (x; z)  
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u10 (x; z)] as u
11
0 ),
hf (u110 )j@xu110 j2f (u220 )j@x0u220 j2ic>
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2h(@xu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10> )2(u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+40f (u
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f (u
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0< )@xu
11
0< @x0u
22
0< hu110> u220> @xu110> @x0u220> ic> +    : (C.90)
The average in the rst term of (C.90) could be easily calculated as (with three replica contribution
ignored)
h(@xu110> )2(@x0u220> )2ic> = 4[C>T;@(x; z)]2(1212   21212); (C.91)
in which the correlation of the x derivative of the layer uctuation, C>T;@ , is
C>T;@(x; z) = h@xu0>(x; z)@xu(x+ x; z + z)i>: (C.92)
Similar to (C.82), this term provides second order contribution as
R(2b)v (u) = A3

1
2
f (u)f (u) f (u)f (0)

`; (C.93)

(2b)
f (u) =  A4f (u)00f (u)`; (C.94)
where
A3` =
1
2T 2
Z
x;z
[C>T;@(x; z)]
2; (C.95)
and
A4` =
1
4T 2
Z
x;z
(x)2[C>T;@(x; z)]
2: (C.96)
The average in the second term of (C.90) is
h(@xu110> )2(u220> )2ic> = 4[C>T;@=2(x; z)]2(1212   1212   2112); (C.97)
where the correlation C>T;@=2 is dened through
C>T;@=2(x; z) = hu0>(x; z)@xu(x+ x; z + z)i>: (C.98)
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It is easy to see that this term contributes to the surface random tilt disorder nonlinearity

(2c)
f =  A5
h
f (u)
00
f (u) f (u)00f (0) f (0)00f (u)
i
; (C.99)
with
A5 =
1
2T 2
Z
x;z
[C>T;@=2(x; z)]
2: (C.100)
The average in the third term of (C.90) is
hu110> u220> @xu110> @x0u220> ic>
= 4[C>T (x; z)C
>
T;@(x; z) + [C
>
T;@=2(x; z))
2](1212   21212); (C.101)
which contributes to the surface random tilt diorder nonlinearity through

(2d)
f (u) =  A6

1
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0f (u)
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f (u) 0f (u)0f (0)

; (C.102)
with
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2i
: (C.103)
The contribution to the Hamiltonian from the cross term, the third term in (C.90), is
  1
T
hHfHvic> =
1
8T 3
X
1;1;2;2
Z
x;z
Z
x0;z0
hf (u10 (x; z)  u10 (x; z))j@x(u10 (x; z)  u10 (x; z))j2
Rv(u20 (x0; z0)  u20 (x0; z0))ic>: (C.104)
Similarly, we can separate the long and short length part of eld and keep only the leading order
contribution, thus
hf (u10 (x; z)  u10 (x; z))j@x(u10 (x; z)  u10 (x; z))j2Rv(u20 (x0; z0)  u20 (x0; z0))ic>(C.105)
=
1
4
00f (u
1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0< )R
00
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22
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11
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2h(u110> )2(u220> )2ic>
+
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f (u
11
0< )R
00
v(u
22
0< )h(@xu110> )2(u220> )2ic> +    : (C.106)
The average in the rst term of (C.106) is easy to calculate as
h(u110> )2(u220> )2ic> = 4[C>T (x; z)]2(1212   1212   2112); (C.107)
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and it contributes

(2e)
f (u) = A1[
00
f (u)R
00
v(u) 00f (0)R00v(u) 00f (u)R00v(0)]`; (C.108)
with constant A1 given in (C.83).
The average in the second term of (C.106) is
h(@xu110> )2(u220> )2ic> = 4[C>T;@=2(x; z)]2(1212   1212   2112); (C.109)
and it contributes
R(2f)v =  A5

f (u)R
00
v(u) f (0)R00v(u) f (u)R00v(0)

`; (C.110)
with A5 given in (C.100).
These second order contributions and also the lower order contributions sum up into ow
equations of the non-linearities given as Eqs. (4.60) and (4.60) in Sec. 4.4.1.
C.6 Inuence of the diraction limit of microscopy
It is well known that the resolution of a microscopy is limited by the diraction limit of
the light. Thus, the observed light intensity, expressed as Io(x) (consider only a 1D situation for
simplicity), is a local average of the theoretical predicted light intensity I(x) as
Io(x) =
Z
I(x1)P (x  x1)dx; (C.111)
in which P (x) is the point spread function (PSF) characterizing the response of the microscopy
system to a point source on the sample. Usually a 2D PSF has the following general form [85]
PSF (r) =

2J1(ra)
r
2
; (C.112)
in which J1 is the Bessel function, r is the radius and a = 2NA= (NA is the numerical aperture
and  is the wavelength of light). Here, just to show the approximated behavior and for the
simplicity of calculation, we will use a normalized Gaussian distribution as the PSF
P (x) =
1p
22
e 
x2
22 ; (C.113)
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with  the range of the distribution.
In Sec. 4.6, we studied the correlation function of the light intensity obtained by polarized
light microscopy as
C(x) = hI(x0)I(x0 + x)i; (C.114)
while considering the diraction limit we have the observed correlation of light intensity as
Co(x) = hIo(x0)Io(x0 + x)i;
=
Z
hI(x1)I(x2)iP (x0   x1)P (x0 + x  x2)dx1dx2;
=
Z
C(x1   x2)P (x0   x1)P (x0 + x  x2)dx1dx2;
=
Z
C(y)P (x1)P (x  y + x1)dx1dy; (C.115)
where in the last line we changed the variables through x2   x1 ! y and x0   x1 ! x1. Thus we
have the observed correlation of light intensity
Co(x) =
Z
C(y)Po(x  y)dy; (C.116)
in which the distribution function is
Po(x) =
Z
P (x1)P (x+ x1)dx1 =
1
2
p

e 
x2
42 ; (C.117)
with the range of distribution extended by a factor of
p
2.
Now, we can compare the observed quantity to the theoretical predictions. Take the cor-
relation function of light intensity contributed from the surface random tilt disorder along the x
direction as an example, from previous calculation it is given as
C(x) = I
2

1 + 2(
sin (x=ax)
x=ax
)2

; (C.118)
where the averaged intensity I = hI(x)i = hIo(x)i. With the interest in the uctuation of the
light intensity, we focus on the correlation of the uctuation around I and rewrite the correlation
function into
C(x)=I
2   1 = 2
hsin (x=ax)
x=ax
i2
; (C.119)
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which is a fast changing function.
Considering the diraction limit, the correlation function derived from the results of mi-
croscopy is
Co(x)
I
2   1 =
1
I
2 h[Io(x0)  I][Io(x+ x0)  I]i;
=
1p

Z
[
sin (y=ax)
y=ax
]2e 
(x y)2
42 dy; (C.120)
which can be evaluated numerically. And for   ax, By noticing that the oscillating part
[ sin (y=ax)y=ax ]
2 decays to zero rapidly as y increases beyond ax, while the exponential part is still
nite, we can make use of the method of steepest descent and it becomes
Co(x)
I
2   1 
1p

e 
x2
42
Z
[
sin (y=ax)
y=ax
]2dy;
 ax 1p

e 
x2
42 ; (C.121)
which only depend on the microscopic length ax and wavelength related quantity .
The analysis above suggests the same correlation of normalized light intensity uctuation for
the same material with the same microscopy. However, even on dierent regions of the same cell we
may get slightly dierent behavior due to the thermal uctuation, the inuence of random positional
disorder and more obviously the non-uniform intensity of incident light. We expect further analysis
of the experimental results of the river-bottom pattern and other surface disordered smectic systems.
