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Identifying quantum phases from injectivity of symmetric matrix product states
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Given a local gapped Hamiltonian with a global symmetry on a one dimensional lattice we describe
a method to identify if the Hamiltonian belongs to a quantum phase in which the symmetry is
spontaneously broken in the ground states or to a specific symmetry protected phase, without using
local or string order parameters. We obtain different matrix product state (MPS) descriptions of
the symmetric ground state(s) of the Hamiltonian by restricting the MPS matrices to transform
under different equivalence classes of projective representations of the symmetry. The phase of the
Hamiltonian is identified by examining which MPS descriptions, if any, are injective, namely, whether
the largest eigenvalue of the transfer matrix obtained from the MPS is unique. We demonstrate the
method for translation invariant Hamiltonians with a global SO(3), Z2 and Z2 × Z2 symmetry on
an infinite chain.
PACS numbers: 03.67.-a, 03.65.Ud, 03.67.Hk
Quantum many-body systems exhibit a variety of
phases at zero temperature, and identifying the quantum
phases that appear in a given system—to determine the
phase diagram of the system—is a pivotal task e.g., in
condensed matter physics. In the absence of symmetries,
all local gapped1 Hamiltonians on a one dimensional (1D)
lattice belong to the same phase, and can be smoothly
connected2 to a “trivial” Hamiltonian whose ground state
is a product state. In two or higher dimensions topologi-
cal phases, characterized by ground states with non-zero
topological entanglement entropy3, can also appear even
in the absence of symmetries. But such phases do not
exist in 1D systems4,5. A 1D local gapped Hamiltonian
with a global symmetry can belong either to a symmetry
broken phase, characterized by degenerate ground states
that are not all symmetric, or to one of possibly several
distinct symmetry protected phases, in which the ground
state is unique and symmetric4–6.
Symmetry breaking can be identified using a local or-
der parameter7 while string (non-local) order parameters
have been proposed8–10 to distinguish certain symmetry
protected phases. A classical simulation of the system
can select the symmetric ground state in a symmetry bro-
ken phase, or artificially break the symmetry in a sym-
metry protected phase due to numerical errors; in these
cases the phase can no longer be identified by the cor-
responding local or string order parameter respectively.
In this paper we introduce a method to identify quantum
phases in classical simulations of 1D quantum many-body
systems, without using local or string order parameters.
Ground states of 1D local gapped Hamiltonians can
be efficiently described as matrix product states11–13,15
(MPSs). Quantum phases in 1D have also been
classified4,5 using MPS description of ground states,
which has led to practical procedures for identifying9,16,17
phases in classical simulations. Here we describe how to
identify both symmetry broken and symmetry protected
phases by examining the degeneracy of the largest eigen-
value of the transfer matrix obtained from MPS descrip-
tions of symmetric ground states. The latter are obtained
by explicitly restricting the simulation to the symmetric
subspace of the lattice18–21 (even when the symmetry is
spontaneously broken in the ground states).
Consider a 1D lattice L made of L sites each described
by a d-dimensional vector space V. An translation in-
variant matrix product state |Ψ〉 of L can be expanded
as [Fig. 1(a)]
|Ψ〉 =
d∑
i1...iL=1
Tr(Aˆi1Aˆi2 . . . AˆiL)|i1, i2, . . . , iL〉, (1)
where Tr denotes matrix trace, |i1, i2, . . . , iL〉 =⊗
k∈L |ik〉, |ik〉 is a local basis on site k, and Aˆik are site-
independent, χ × χ matrices acting on vector space W,
Aˆik : W→W. Here χ is called the bond dimension of the
MPS. We will assume that the MPS is in the canonical
form in which matrices Aˆi satisfy
∑
i AˆiAˆ
†
i = Iˆ
15,22. In
this paper we consider the thermodynamic limit, L→∞,
in order to accommodate symmetry breaking.
In a translation invariant MPS Aˆ, two point correla-
tions, C(l) ≡ 〈oˆmoˆn〉 − 〈oˆm〉〈oˆn〉, can be obtained as
C(l) = Tr(Yˆ Tˆ lYˆ TˆL−l−2)− Tr(Yˆ TˆL−1)Tr(Yˆ TˆL−1), (2)
where Yˆ ≡∑ij oˆijAi ⊗A∗j , |m− n| = l + 1, and
Tˆ ≡
d∑
i=1
Ai ⊗A∗i (3)
is the transfer matrix, see Fig. 1.
If the largest modulus eigenvalue λmax of Tˆ is unique
then the MPS is said to be injective23. For an injective
MPS λmax = 1
15 and liml→∞ Tˆ l = |R〉〈L| where |R〉, 〈L|
are the right and left eigenvectors of Tˆ corresponding to
λmax respectively [Fig. 1(c)]. For sufficiently large but
finite l we have Tˆ l ≈ |R〉〈L| up to O(|λ2|l) corrections
where λ2 is the second largest eigenvalue of Tˆ . This im-
plies that an injective MPS has a finite correlation length
ξ = − 1
ln|λ2|
since C(l) ≈ e−l/ξ [Fig. 1(d)]. On the other
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FIG. 1. (Color online) (a) Translation invariant MPS {Aˆi} on
an infinite lattice, Eq. (1). (b) Transfer matrix Tˆ , Eq. (3). (c)
Condition satisfied by an injective MPS, liml→∞ Tˆ l = |R〉〈L|,
where |R〉, 〈L| are the dominant right and left eigenvectors of
Tˆ . (d) For an injective MPS we have 〈oˆmoˆn〉 ≈ 〈oˆm〉〈oˆn〉 for
sufficiently large |m− n| = l [Eq. (2)].
hand, a non-injective MPS (where λmax is degenerate)
can have long-range correlations. For example, the MPS
comprised of matrices {AˆGHZi , i = 1, 2, . . . d}, where AˆGHZi
is a d×d matrix with 1 at position (i, i) and 0 elsewhere,
is non-injective and has long-range correlations. Specif-
ically, it describes the GHZ state: 1√
d
∑d
i=1 |i, i, . . . , i〉,
〈i|i′〉 = δii′ .
A state |Ψ〉 described by an injective MPS Aˆ can al-
ways be described by a non-injective MPS composed of
matrices Aˆ′i = Iˆf ⊗ Aˆi, where Iˆf is an f × f identity
matrix. It is readily checked that correlations, Eq. (2),
of local observables obtained from the MPS Aˆ and Aˆ′ are
equal, up to a normalization factor f . The transfer ma-
trix of MPS Aˆ′ has f2 eigenvalues with modulus 1, but
describes a state with a finite correlation length. We will
say that Aˆ′ is an inflated MPS description of state |Ψ〉.
Let us introduce the action of a symmetry group G on
the lattice L by means of a unitary linear representation
Uˆg : V → V on each site V, UˆgUˆh = Uˆg.h (∀g, h ∈ G).
MPS |Ψ〉, Eq. (1), has a global symmetry G, or equiva-
lently |Ψ〉 is G-symmetric, if
|Ψ〉 = (
⊗
s∈L
Uˆg)|Ψ〉, ∀g ∈ G. (4)
The global symmetry implies a constraint on matrices Aˆi,
namely, |Ψ〉 is G-symmetric iff matrices Aˆi satisfy24,25
∑
i′
(Uˆg)ii′ Aˆi′ = e
iθg Vˆ †g AˆiVˆg, ∀g ∈ G, (5)
where the phases26 eiθg form a one dimensional repre-
sentation of G and Vˆg : W → W are unitary matri-
ces (for an MPS in the canonical form) that form a χ-
dimensional projective representation of G—a represen-
tation that fulfills the group product only up to a phase,
VˆgVˆh = e
iω(g,h)Vˆg.h ∀g, h ∈ G, see App.A. We refer to Vˆg
as the bond representation of the G-symmetric MPS Aˆ.
We now turn to addressing the goal of this paper.
We have a local, gapped, translation invariant27 and G-
(a) (b)
FIG. 2. (Color online) Illustration of an inflated MPS descrip-
tion in the (a) non-trivial and the (b) trivial SO(3) protected
phase realized on a spin 1 chain. MPS Aˆproj and Bˆtriv are
SO(3)-symmetric and injective. Each index carries an irre-
ducible spin representation as indicated. Identity Iˆ is depicted
by a horizontal line (tensor product with the MPS). Change
of basis Wˆ (see text) is eliminated for simplicity.
symmetric Hamiltonian Hˆ on the lattice L i.e.,
[Hˆ,
⊗
s∈L
Uˆg] = 0, ∀g ∈ G. (6)
Our goal is to identify if Hˆ belongs to one of possibly
several phases protected by symmetry G or to a phase in
which symmetry G is broken in the ground states.
Identification of symmetry protected phases. If
the ground state of Hˆ is unique and G-symmetric then
Hˆ belongs to a quantum phase protected by the symme-
try G. Distinct symmetry protected phases are in one
to one correspondence with the elements of the second
cohomology group of G, H2(G, U(1)), which also label
different equivalence classes of projective representations
of G. Linear representations of G [the identity element
of H2(G, U(1))] correspond to the trivial symmetry pro-
tected phase. For example, the second cohomology group
of G = SO(3) is Z2. Thus, there are 2 distinct phases pro-
tected by SO(3) symmetry: the trivial phase correspond-
ing to integer spin representations (linear), and a phase
corresponding to half-integer spin (projective) represen-
tations of SO(3). A ground state belonging to a sym-
metry protected phase has a finite correlation length13,15
and admits an injective MPS description28. If Hˆ belongs
to a symmetry protected phase ω ∈ H2(G, U(1)) then an
injective MPS description of its ground state has a bond
representation in the equivalence class ω4,5.
Consider a spin 1 Hamiltonian in the non-trivial SO(3)
protected phase whose ground state |Ψproj〉 is described
by an injective MPS Aˆproj with spin 12 bond representa-
tion i.e., Vˆg in Eq. (5) is generated by the Pauli matrices
[Fig. 2(a)]. A simple example of such a ground state is
the AKLT state29 in the Haldane phase30. State |Ψproj〉
can also be described by an inflated MPS, for instance,
comprised of matrices Aˆtrivi ≡ Wˆ †(Iˆ2 ⊗ Aˆproji )Wˆ where
Iˆ2 is the identity in the spin
1
2 representation and Wˆ
is the change of basis22 from the tensor product of two
spin 12 representations, span{| ↑↑〉, | ↑↓〉, | ↓↑〉, | ↓↓〉}, to
the direct sum of spin 0 and spin 1 representation i.e.,
1√
2
(| ↑↓〉 − | ↓↑〉)⊕ span{| ↑↑〉, 1√
2
(| ↑↓〉+ | ↓↑〉), | ↓↓〉}.
Thus, |Ψproj〉, which belongs to the non-trivial SO(3)
protected phase, is also described by MPS Aˆtriv, which
3has integer spins bond representations (direct sum of spin
0 and spin 1). Note that this does not contradict the
MPS based classification of symmetry protected phases
because MPS Aˆtriv is non-injective (inflated). Analo-
gously, an injective MPS description of a ground state
in the trivial SO(3) protected phase [e.g., MPS Bˆtriv de-
picted in Fig. 2(b)] has integer spins bond representa-
tion while MPS descriptions of the state with half-integer
spins bond representation are inflated.
More generally, if Hˆ belongs to a symmetry protected
phase ω ∈ H2(G, U(1)) then its ground state |Ψ〉 can be
described by an MPS with a bond representation in any
ω′ different from ω, but such an MPS description must
be inflated (see App. B). More technically, an MPS de-
scription of |Ψ〉 with bond representation Vˆ ω′g in ω′ is
comprised of matrices Aˆω
′
i ≡ Wˆ †(Iˆf ⊗ Aˆωi )Wˆ , where (i)
Aˆω is an injective MPS description of |Ψ〉 with bond rep-
resentation Vˆ ωg , (ii) Iˆf is the identity in a representation
Vˆ ω˜g , and (iii) Wˆ is the change of basis from the tensor
product of representations Vˆ ωg and Vˆ
ω˜
g to the representa-
tion Vˆ ω
′
g . (ω˜ is chosen such that ω and ω
′ are related in
this way.) Thus, if we could obtain an MPS description
of |Ψ〉 that satisfies Eq. (5) for a given equivalence class
of bond representation then we could iterate through the
different equivalence classes ω ∈ H2(G, U(1)) and iden-
tify the phase of Hˆ from the ω that results in an injective
MPS description of |Ψ〉. In MPS simulations, this can be
achieved by choosing an initial G-symmetric state with a
bond representation in the given ω and ensuring that the
symmetry, Eq. (5), is protected in the simulation at all
times.
In practice, an MPS description of the ground state(s)
of a given Hamiltonian can be obtained e.g., by means of
the Density Matrix Renormalization Group31 (DMRG)
and the Time-Evolving Block Decimation32 (TEBD) al-
gorithms. One way to ensure that the DMRG and TEBD
simulations produce a symmetric ground state is to incor-
porate the (necessary and sufficient) symmetry constraint
Eq. (5) in the MPS ansatz. It is well understood18–21
how to do this when the bond representation Vˆg is a lin-
ear representation. When Eq. (5) involves linear repre-
sentations, the matrices Aˆi decompose in terms of the
Clebsch-Gordan (CG) coefficients of the group G, which
depend on the choice of the bond representation, and co-
efficients ~x that are not fixed by the symmetry (Wigner-
Eckart theorem). An initial G-symmetric MPS with a
specific bond representation is constructed from the cor-
responding CG coefficients and randomly chosen ~x. The
symmetry is protected in each iteration of the DMRG
and TEBD algorithms by only updating the ~x part of
the MPS. We refer to Refs. 18–21 for details.
When the bond representation is projective, Eq. (5)
can be incorporated in the MPS in the same way by
exploiting the fact that projective representations of G
can be lifted to linear representations of another group
R(G), called the representation group33 of G. For ex-
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FIG. 3. (Color online) Degeneracy of λmax for two MPS de-
scriptions of the SO(3)-symmetric ground states of HˆBLBQ,
Eq. (7), obtained by restricting the bond representation
to integer (◦) and half-integer (×) spin representations re-
spectively. Ground states were obtained using the SU(2)-
symmetric TEBD algorithm with χ ≤ 100.
ample, R(SO(3))=SU(2) i.e., integer (linear) and half-
integer (projective) spin representations of SO(3) are lin-
ear representations of SU(2). The group R(G) is a cen-
tral extension of G and in many cases of interest is also
a covering group of G. When Eq. (5) involves projective
representations, the Wigner-Eckart decomposition of Aˆi
is comprised of Clebsch-Gordan coefficients of the group
R(G).
To demonstrate the method consider the spin 1 bilinear
biquadratic Heisenberg model on an infinite chain L
HˆBLBQ =
∑
k∈L
cos θ
(
~Sk ~Sk+1
)
+ sin θ
(
~Sk ~Sk+1
)2
, (7)
where ~S ≡ (Sˆx, Sˆy, Sˆz) are spin 1 matrices. This model
has a global SO(3) symmetry and exhibits9,17,34 the two
distinct SO(3)-symmetry protected phases: There is a
phase transition at θ = −π/4 from the trivial phase,
θ < −π/4, to the Haldane phase30 corresponding to half-
integer spin representations of SO(3).
For given θ, we used the SU(2)-symmetric TEBD
algorithm19 to obtain two MPS descriptions of the SO(3)-
symmetric ground state by restricting the bond repre-
sentation to integer and half-integer spin representations
respectively. In the two cases we chose an initial SO(3)-
symmetric MPS with integer and half-integer spins bond
representations respectively, which resulted in restrict-
ing the bond representation to these equivalence classes
at all times in the SO(3)-symmetric simulation. This is
because each site V of the lattice transforms as an inte-
ger spin representation, and both integer or half-integer
bond representations (on space W) correspond to a non-
vanishing intertwiner (Clebsch-Gordan coefficients) be-
tween the spaces V⊗W and W.
From the plot in Fig. 3 we find that for θ < −π/4
the MPS description of the ground state is injective for
integer spins bond representation but inflated (with de-
generacy of λmax equal to 4) for half-integer spins bond
representation, and vice-versa for θ > −π/4. Thus, we
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FIG. 4. (Color online) Degeneracy of λmax for the MPS
description of Z2−symmetric ground states of the Ising
model, Eq. (8). Ground states were obtained using the
Z2−symmetric TEBD algorithm with χ ≤ 100.
conclude that HˆBLBQ belongs to the trivial phase for
θ < −π/4 and to the Haldane phase for θ > −π/4. When
the bond representation was restricted to integer spin
representations in the Haldane phase [Fig. 3] the simu-
lation produced a minimally inflated MPS, with a bond
dimension that was f = 2 times the injective MPS bond
dimension, which corresponds to inflating the injective
MPS by taking tensor product with identity in the spin
1
2 representation. As a result, we find that the degener-
acy of the largest eigenvalue of the transfer matrix of the
inflated MPS is equal to f2 = 4.
At the critical point θ = −π/4 we find that the MPS
description of the approximated ground state is injective
when the bond representation is restricted to either in-
teger or half-integer spin representations. At a critical
point the ground state has a divergent correlation length
which cannot be captured by an MPS with a finite bond
dimension, and an MPS simulation only produces an ap-
proximation to the ground state—a “nearby” state lying
in either gapped phase around the critical point. Here,
in addition to a finite bond dimension, restricting the
bond representation to integer or half-integer spin repre-
sentations constrains the simulation to produce a nearby
(injective) MPS lying in the Haldane or the trivial phase
respectively.
Identification of symmetry broken phases. If Hˆ,
Eq. (6), belongs to a phase in which the global symmetry
G is broken then it has a degenerate ground subspace
and there exist ground states that are not G-symmetric.
More relevant to our purpose is that in a large class of
symmetry broken phases there exist G-symmetric ground
states all of which are GHZ-type states dressed with local
entanglement (see App. C), and consequently their MPS
descriptions are non-injective (for bond representations
in any equivalence class).
For example, consider the spin-1/2 transverse field
quantum Ising model on an infinite chain L,
Hˆ ISING =
∑
k∈L
σˆzkσˆ
z
k+1 + hσˆ
x
k , (8)
where σˆz,x are Pauli matrices and h is the magnetic field
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FIG. 5. (Color online) Degeneracy of λmax for two MPS de-
scriptions of D2-symmetric ground states of Hˆ
HEIS, Eq. (9),
obtained by restricting the bond representation to linear (◦)
and projective (×) representations ofD2 respectively. Ground
states were obtained using the R(D2)-symmetric TEBD algo-
rithm (see App. D) with χ ≤ 100. (The depicted phase
boundaries are approximate.)
in the transverse direction. This model has a Z2 symme-
try generated by a global spin flip,
⊗
k∈L σˆ
x. It exhibits
a second-order phase transition at h = 1 from the dis-
ordered phase—a trivial phase where the ground state
is unique and Z2-symmetric—to the symmetry broken
phase (ordered phase), h < 1, where the ground state is 2-
fold degenerate7. For instance, at h = 0 the ground sub-
space is spanned by states | · · · ↑↑↑ · · ·〉 and | · · · ↓↓↓ · · ·〉;
there exist two Z2-symmetric ground states—
1√
2
(| · · · ↑↑↑
· · ·〉± | · · · ↓↓↓ · · ·〉)— which are GHZ states. In fact, Z2-
symmetric ground states throughout the symmetry bro-
ken phase contain GHZ-type correlations (App.C), and
consequently their MPS descriptions are non-injective.
This is illustrated by the plot in Fig. 4. We find that the
MPS description of Z2-symmetric ground states of the
Ising model is non-injective (and non-inflated) for h < 1
and injective for h > 1, from which we infer that the
symmetry is broken for h < 1.
Example with D2 ∼= Z2 × Z2 symmetry. Finally,
consider a lattice model that exhibits both a non-trivial
symmetry protected phase and a symmetry broken phase.
The spin 1 Heisenberg model on an infinite chain L
HˆHEIS =
∑
k∈L
~Sk ~Sk+1 +D(S
z
k)
2 (9)
has a global D2 symmetry generated by rotations Rˆ
x =
exp(iπSˆx) and Rˆz = exp(iπSˆz). Since H2(D2, U(1)) =
Z2 there are 2 distinct D2 symmetry protected phases,
both exhibited by this model16,35. There is a phase tran-
sition at D ≈ 0.9736 from the trivial (“large-D”) phase
to the Haldane phase, D > 0.97, and another phase tran-
sition at D ≈ −0.3 to an antiferromagnetic phase where
theD2 symmetry is broken to a Z2 symmetry correspond-
ing to the non-zero expectation value of Sˆz.
From the plot in Fig. 5 we find that in the large-D
phase the MPS description of the ground state is injec-
tive if the bond representation is linear but non-injective
5(inflated) if it is projective, and vice-versa in the Haldane
phase. In the symmetry broken phase, MPS descriptions
of the D2-symmetric ground states are non-injective for
linear or projective bond representation since both cases
correspond to a GHZ-type state.
Outlook. The method presented here can be repeated
in a symmetry broken phase to identify gapped phases
that are protected by or break the residual symmetry by
incorporating the residual symmetry in the MPS. Sym-
metries are commonly incorporated in MPS algorithms
to obtain computational speedup in simulations (see e.g.,
Refs. 18–21). The results presented here demonstrate
that incorporating symmetries in MPS algorithms can
also be useful to determine the gapped phase diagram of
a 1D quantum many-body system.
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Appendix A: Projective representations
A (unitary) projective representation Vˆg of a group
G fulfills the group product only up to a phase factor,
VˆgVˆh = e
iω(g,h)Vˆg.h, ∀g, h ∈ G.
Example 1: Consider the group D2 ∼= Z2 × Z2 gener-
ated by rotations Rˆx = exp(iπSˆx) and Rˆz = exp(iπSˆz).
The group product is
gij .gmn = gmod(i+m,2),mod(j+n,2), i, j,m, n ∈ {0, 1}.
The representation Vˆij of D2 given by the Pauli matrices,
Vˆ00 =
(
1 0
0 1
)
, Vˆ01 =
(
0 1
1 0
)
, Vˆ10 =
(
1 0
0 −1
)
, Vˆ11 =
(
0 −i
i 0
)
,
is a projective representation since it fulfills the group
product only up to a phase factor,
Vˆ00Vˆmn = Vˆmn, Vˆ01Vˆ10 = Vˆ10Vˆ01 = iVˆ11,
Vˆ01Vˆ11 = iVˆ10, Vˆ11Vˆ01 = −iVˆ10,
which cannot be removed by scaling the representation
matrices.
Example 2: Half-integer spin representations are pro-
jective representations of SO(3). For example, in the
spin 12 representation, generated by Sˆi = σˆi/2 (σi are
the Pauli matrices), the composition of two π rotations,
say, around the z-axis is e−i2piSˆz = −Iˆ. Thus, the spin
1
2 representation is a projective representation of SO(3)
owing to the appearance of the factor −1.
Example 3: The group Zn has no non-trivial projective
representations.
A projective representation Vˆg of a group G is defined
only up to a phase, Vˆg ↔ eiφg Vˆg , which results in equiv-
alence classes of projective representations under the re-
lation ω(g, h) ∼ ω(g, h) + φg + φh − φg.h mod 2π. The
equivalence classes form a group that is isomorphic to
the second cohomology group H2(G, U(1)). A linear rep-
resentation simply corresponds to ω(g, h) = 0 for all g, h
in G and to the identity element of H2(G, U(1)).
Appendix B: Symmetric matrix product states in a
symmetry protected phase
Consider a local, gapped and G-symmetric Hamilto-
nian Hˆ on a one dimensional lattice that belongs to
the symmetry protected phase corresponding to ω ∈
H2(G, U(1)). Any MPS description of the (unique)
ground state |Ψ〉 of Hˆ is possibly (i) injective, (ii) GHZ-
type non-injective, or (iii) inflated type non-injective. In
this section we argue that an MPS description of |Ψ〉
that has a bond representation in an equivalence class
ω′ ∈ H2(G, U(1)), ω′ 6= ω, must be inflated [i.e. we
will argue to rule out options (i) and (ii)]. This result
was used in the paper to identify symmetry protected
phases.
First, clearly |Ψ〉 cannot be described by a GHZ-type
non-injective MPS with a bond representation in ω′ since
a GHZ-type non-injective MPS has long-range correla-
tions while |Ψ〉 has short-range correlations.
Next, since |Ψ〉 is the unique ground state of a 1D local
gapped Hamiltonian it can be described by an injective
MPS13–15. According to the MPS based characterization
of symmetry protected phases, an injective MPS descrip-
tion of |Ψ〉 has a bond representation in the equivalence
class ω ∈ H2(G, U(1))4,5.
Let |Ψ〉 be described by an injective MPS Aˆ. One may
hope that the equivalence class (ω) of the bond represen-
tation of MPS Aˆ may be changed by applying a unitary
transformation Wˆ to the MPS matrices, Wˆ †AˆiWˆ , thus
defeating the MPS based characterization of symmetry
protected phases. However, a simple argument shows
that if MPS Aˆ and MPS Aˆ′i = Wˆ
†AˆiWˆ describe the
same G-symmetric state then Wˆ must commute with G,
VˆgWˆ = Wˆ Vˆg, ∀g ∈ G. (B1)
[Consequently, Wˆ acts as a scalar matrix in the bond
representation (Schur’s lemma), and cannot e.g., map a
projective representation in one equivalence class to a
projective representation in another equivalence class.]
This can be derived as follows. Matrices Aˆ′i must also
satisfy Eq. (5) (main text),
∑
i′
(Uˆg)ii′ Aˆ
′
i = Vˆ
†
g Aˆ
′
iVˆg, ∀g ∈ G. (B2)
Substituting Aˆ′i = Wˆ
†AˆiWˆ in Eq. (B2),
Wˆ †[
∑
i′
(Uˆg)ii′ Aˆi]Wˆ = Vˆ
†
g Wˆ
†AˆiWˆ Vˆg , ∀g ∈ G. (B3)
By multiplying Wˆ †[.]Wˆ on both sides of Eq. (5) (main
text) we obtain
Wˆ †[
∑
i′
(Uˆg)ii′ Aˆi]Wˆ = Wˆ
†Vˆ †g AˆiVˆgWˆ , ∀g ∈ G. (B4)
From Eq. (B3) and Eq. (B4) we obtain Eq. (B1).
Thus, an MPS description of |Ψ〉 with a bond repre-
sentation in ω′ 6= ω cannot be injective or GHZ-type
non-injective. The only option left to obtain an MPS
description with a bond representation in ω′ is to inflate
an injective MPS description of |Ψ〉 as described in the
paper.
7Appendix C: Symmetric matrix product states in a
symmetry broken phase
Consider an infinite lattice L where each site trans-
forms as a d-dimensional unitary representation Uˆg of
a discrete group G. Also consider a local, gapped,
translation invariant and G-symmetric Hamiltonian Hˆ
on the lattice that belongs to a quantum phase in which
the symmetry G is spontaneously broken in the ground
states. That is, Hˆ has a degenerate ground subspace and
there exist ground states that are not G-symmetric. In
this section we argue that if G is Abelian, or if G is a non-
Abelian symmetry that is broken in a given way (speci-
fied later) then the MPS descriptions of the G-symmetric
ground states are non-injective. This result was used
in the paper to identify symmetry breaking phases. In
one dimension, continuous global symmetries cannot be
spontaneously broken in local gapped Hamiltonians in
accordance with the Mermin-Wagner theorem, so we do
not consider this case here. Also see e.g., Refs. 5 and 11
for a related discussion.
Lemma 1. Consider a translation invariant state |Ψ〉 of
the lattice L that is described by an injective (canonical)
MPS Aˆ. Let λ denote the largest modulus eigenvalue of
the matrix
Yˆg ≡
d∑
ij=1
(Uˆg)ijAˆi ⊗ Aˆ∗j . (C1)
Then |λ| ≤ 1 for any g ∈ G with equality iff |Ψ〉 is G-
symmetric.
This result is proved in Ref. 24 as Lemma 1. 
Lemma 2. Assume that there exists a ground state
|Ψe〉 of Hˆ that is invariant only under the action of the
identity element e of G and that is described by an injec-
tive MPS Aˆ. The state [Fig. 6(a)]
|Ψg〉 ≡ (
⊗
k∈L
Uˆg)|Ψe〉, g 6= e, (C2)
is also a ground state of Hˆ (since Hˆ is G-symmetric). De-
note by ρˆg and ρˆh the reduced density matrices for r sites
in the states |Ψg〉 and |Ψh〉 respectively (g, h ∈ G, g 6= h)
[Fig. 6(b)]. Then for sufficiently large r, the overlap of
ρˆg and ρˆh, Tr(ρˆg ρˆh), is exponentially small (i.e., loosely
speaking, ground states |Ψg〉 and |Ψh〉 become “locally”
orthogonal after blocking r sites of L).
Proof: The overlap of ρˆg and ρˆh is [Fig. 6(c)]
Tr(ρˆg ρˆh) = 〈L|⊗2(Xˆrhg−1 ⊗ Yˆ rgh−1)|R〉⊗2, (C3)
where |L〉, 〈R| are the dominant left and right eigenvec-
tors of the transfer matrix Tˆ =
∑d
i,j=1 Ai ⊗ A∗j respec-
tively, Xˆg ≡
∑d
i,j=1(Uˆ
†
g )ijAi ⊗ A∗j , and Yˆg is defined ac-
cording to Eq. (C1). Denote by λx and λy the largest
modulus eigenvalue of matrices Xˆhg−1 and Yˆgh−1 respec-
tively. From lemma 1 it follows that λx < 1, λy < 1. This
= =
(a)
(b)
(c)
FIG. 6. (Color online) (a) State |Ψg〉, Eq. (C2), as obtained by
acting the symmetry on state |Ψe〉 described by an injective
MPS Aˆ. (b) Reduced density matrix ρˆg for r sites in state
|Ψg〉; |R〉, 〈L| are the dominant right and left eigenvectors of
the transfer matrix Tˆ =
∑d
i,j=1
Ai⊗A
∗
j respectively. Shown is
the simplification of the expression for ρˆg by using Uˆ
†
g Uˆg = Iˆ
and liml→∞ Tˆ l = |R〉〈L|. (c) Tr(ρˆgρˆh), Eq. (C3).
implies that for sufficiently large r we have
Tr(ρˆgρˆh) ≈ O(exp(− r
ξx
)exp(− r
ξy
)), (C4)
where ξx = − 1lnλx and ξy = −
1
lnλy
. 
Lemma 3. (Existence of G-symmetric ground states.)
(a) If the group G is Abelian then Hˆ always has ground
states that are G-symmetric. (b) If G is non-Abelian Hˆ
may not have any G-symmetric ground states.
Proof (a). Let lattice L be described by a (infinite di-
mensional) vector space V(L). Under the action of the
global symmetry G, V(L) decomposes as V(L) ∼=⊕αVα
where α labels irreducible representations of G. Ac-
cording to Schur’s lemma the G-symmetric Hamiltonian
Hˆ : V(L) → V(L) is block diagonal as
Hˆ =
⊕
α
Hˆα, Hˆα : Vα → Vα. (C5)
We can obtain eigenvectors of Hˆ in each symmetry sec-
tor α by diagonalizing each block Hˆα separately. If G is
Abelian then all irreps α are one dimensional. Clearly, all
eigenvectors of Hˆ transform as a one dimensional irrep
of G i.e., all eigenvectors are symmetric up to an overall
phase. In particular, if the ground state is n-fold de-
generate then there exist exactly n G-symmetric ground
states {|Ψsymα 〉},
Uˆg|Ψsymα 〉 = fα|Ψsymα 〉, ∀g ∈ G, fα ∈ C, |fα| = 1. (C6)
If the symmetry is broken then there must exist at least
two ground states that transform as different one dimen-
8sional irreps of G. This ensures that there exist superpo-
sitions of the two ground states, a|Ψsymα 〉 + b|Ψsymα′ 〉, that
are non-symmetric since the two terms in the superposi-
tion pick up different phase factors fα and fα′ under the
action of the symmetry. 
Proof (b). If G is non-Abelian then the ground sub-
space can transform as an irrep α with dimension larger
than one. In this case, and if no other ground states
are present, clearly none of the ground states are G-
symmetric. 
Finally, we argue that if the ground subspace of Hˆ is
spanned by states that are mapped to one another by
the action of the symmetry i.e., states {|Ψg〉, g ∈ G} of
lemma 2, then the G-symmetric ground states {|Ψsym〉} of
Hˆ (lemma 3) are GHZ-type states, namely, equal prob-
ability superpositions of locally orthogonal states, gen-
erally after blocking the lattice. The latter implies that
MPS descriptions of the G-symmetric ground states of Hˆ
are non-injective.
Let us block the lattice L such that states {|Ψg〉},
Eq. (C2), become locally orthogonal (lemma 2). Since
states {|Ψg〉} span the ground subspace, a generic ground
state |Ψ〉 of Hˆ can be expanded as
|Ψ〉 =
∑
h∈G
ch|Ψh〉, ch ∈ C. (C7)
If state |Ψ〉 is G-symmetric then |Ψ〉 = Uˆg|Ψ〉 ∀g ∈ G,
that is,
∑
m∈G
cm|Ψm〉 =
∑
h∈G
chUˆg|Ψh〉. (C8)
Changing the dummy summation variable m = g.h and
using |Ψg.h〉 = Uˆg|Ψh〉 we obtain
∑
g.h∈G
cg.h|Ψg.h〉 =
∑
h∈G
ch|Ψg.h〉. (C9)
It follows that cg.h = ch, ∀g, h ∈ G which implies cg =
ce, ∀g ∈ G. Thus, any G-symmetric ground state |Ψsym〉
of Hˆ can be written as
|Ψsym〉 =
∑
g∈G
ce|Ψg〉, (C10)
where ce = ± 1√|G| (normalization). Thus, a G-symmetric
ground state |Ψsym〉 of Hˆ is a GHZ-type state (after block-
ing the lattice). 
We interpret the plots in Fig. 4 and Fig. 5 (main
text) to indeed indicate symmetry breaking resulting
from the mechanism discussed above, namely, the sym-
metric ground states belonging to the symmetry broken
phase exhibited in those models contain GHZ-type cor-
relations and can be expanded according to Eq. (C10).
TABLE I. Clebsch-Gordan coefficients for the group R(D2).
{σˆx, σˆy , σˆz, Iˆ}: Pauli matrices; Iˆq: identity in irrep q; γ =
1√
2
.
p⊗ q
⊕
r CG coeffs
0⊗ q q Iˆq
q ⊗ q, q 6= 4 0 1
4⊗ 1 4 σˆz
4⊗ 2 4 σˆy
4⊗ 3 4 σˆx
4⊗ 4 (0⊕ 1⊕ 2⊕ 3)
0→ γσˆy
1→ γσˆx
2→ iγIˆ
3→ −γσˆz
Appendix D: R(D2)-symmetric TEBD algorithm
The D2-symmetric ground states used for the plot in
Fig. 5 (main text) were obtained by means of the R(D2)-
symmetric version of the TEBD algorithm; R(D2) de-
notes the representation group33 of D2 = Z2 × Z2. The
R(D2)-symmetric TEBD algorithm was implemented by
following Ref. 19 but replacing the irreps and Clebsch-
Gordan coefficients of SU(2) with those of R(D2), which
are summarized below.
R(D2) is a finite non-Abelian group. It has four one-
dimensional irreps and one two-dimensional irrep, which
we simply label as {0, 1, 2, 3} and 4 respectively. The
1-d irreps correspond to linear irreps of D2 and the 2-d
irrep correponds to a projective representation of D2 (see
App. A). The Clebsch-Gordan (CG) rules for the direct
sum decomposition of the tensor product of the various
pairs of irreps of R(D2), symbolically
p⊗ q ∼=
⊕
r, p, q, r ∈ {0, 1, 2, 3, 4},
and the CG coefficients that describe the corresponding
change of basis are summarized in Table I.
