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ON STRUCTURE OF CLUSTER ALGEBRAS OF GEOMETRIC TYPE I:
IN VIEW OF SUB-SEEDS AND SEED HOMOMORPHISMS
MIN HUANG FANG LI YICHAO YANG
Abstract. Our motivation is to build a systematic method in order to investigate the structure
of cluster algebras of geometric type. The method is given through the notion of mixing-type sub-
seeds, the theory of seed homomorphisms and the view-point of gluing of seeds. As an application,
for (rooted) cluster algebras, we completely classify rooted cluster subalgebras and characterize
rooted cluster quotient algebras in detail. Also, we build the relationship between the categorifi-
cation of a rooted cluster algebra and that of its rooted cluster subalgebras.
Note that cluster algebras of geometric type studied here are of the sign-skew-symmetric case.
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1. Introduction and preliminaries
Cluster algebras are commutative algebras that were introduced by Fomin and Zelevinsky [9] in
order to give a combinatorial characterization of total positivity and canonical bases in algebraic
groups. The theory of cluster algebras is related to numerous other fields. Since its introduction,
the study on cluster algebras mainly involves intersection with Lie theory, representation theory of
algebras, its combinatorial method (e.g. the periodicity issue) and categorification and the sub-class
constructed from Riemannian surfaces and its topological setting, including the Teichmu¨ller theory.
The algebraic structure and properties of cluster algebras were originally studied in a series of
articles [9, 10, 2, 11] involving bases and the positivity conjecture. The positive conjecture has been
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proved by Lee and Schiffler in [20] in the skew-symmetric case and moreover, was claimed to be true
by Kontsevich etc. in [14] in the skew-symmetrizable case.
In this work, we characterize cluster algebras through their internal structure. The categorical
framework for cluster algebras is provided in [1]. More precisely, the so-called rooted cluster morphism
is introduced to characterize the relations among rooted cluster algebras with “rooted” meaning
fixed initial seeds. In particular, injective morphisms and surjective morphisms and isomorphisms
are investigated for rooted cluster algebras in some special cases, including those from Riemanian
surfaces in [1].
In [1], the structure of a cluster algebras is discussed through its rooted cluster subalgebras and
quotient algebras. However, as shown in the sequel, we find that its structure is determined in
general by its sub-seeds, correspondingly by the so-called sub-rooted cluster algebras. Thus, our view
is different from that in [1].
In this article, we mainly focus to study the structure of rooted cluster algebras, including all
rooted cluster subalgebras and rooted cluster quotient algebras, via sub-seeds and seed homomor-
phisms. It partly was studied in [1, 6] in some special cases. For this aim, we propose a systematic
method to characterize rooted cluster subalgebras and rooted cluster quotient algebras. In addition
to the methods of sub-seeds and seed homomorphisms, the method of gluing of seeds for rooted
cluster quotient algebras is also an important topic in our discussion. As an incidental result, the
partial answer of one problem on the rooted cluster morphism σx,1 in [1] is given in our way.
As a new idea in this article, we introduce the so-called (mixing-type) sub-seeds and seed homo-
morphisms.
The concept of mixing-type subseeds is basic for us to discuss the structure of cluster algebras. Our
motivation is to unify two extremes: freeze exchange variables or delete exchange/frozen variables,
into a concept. It supports us a possibility to characterize the structure of a rooted cluster algebra.
In fact, we have proved in (page 18, Thm 4.4) that any rooted cluster algebras can be expressed as
such form.
In [1] and [24], seed (anti-)isomorphisms and σ-similarity of seeds are defined, that are indeed
consistent with isomorphisms of seeds, which are special cases of seed homomorphisms. We set up
the corresponding structure of a sub-seed in a cluster algebra, which is called a sub-rooted cluster
algebra. The interesting fact is that seed homomorphisms are compatible with graph homomorphisms
in graph theory, which gives a possibility to establish a connection between the cluster algebras theory
and the graph theory, because a seed can be presented as a cluster quiver when the exchange matrix
is skew-symmetric.
Our original motivation for introducing the concept of seed homomorphisms is to understand the
structure of totally sign-skew-symmetric cluster algebras. In the sign-skew-symmetric case, many
problems, e.g. positivity conjecture and F -polynomials, will become very difficult. So, such research
in our paper is necessary. This new concept will be used in our further work [17] on the positivity
and F -polynomials for sign-skew-symmetric cluster algebras, building on [20] and this present work.
As a preliminary application of our conclusions, we give a relation between the finite type/finite
mutation type of a rooted cluster algebra and that of its sub-rooted cluster algebras and establish a
connection between rooted cluster sub-algebras and their monoidal categorification.
In summary, we list our main contributions in this article as follows:
• Build the theory of seed homomorphisms (Definition 2.1) for its importance as a tool in this work.
• Introduce the notion of mixing-type sub-rooted cluster algebras via mixing-type sub-seeds and
using it as the main tool, for a given rooted cluster algebra, we give the characterization of rooted
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cluster subalgebras (Theorem 4.4) and that of pure sub-cluster algebras as a class of cluster quotient
algebras in the acyclic case obtained via specialisation (Theorem 6.7).
• The method of gluing frozen variables is used effectively to characterize general surjective rooted
cluster morphisms. Concretely, any surjective rooted cluster morphism determines uniquely a non-
contractible surjective rooted cluster morphism, which can be written as a composition of a rooted
cluster isomorphism and a series of surjective canonical morphisms via gluing pairs of frozen variables
step-by-step (Proposition 6.9, Theorem 6.21).
• As another application of the method of mixing-type sub-seeds, we build the relationship between
the categorification of a rooted cluster algebra and that of its rooted cluster subalgebra (Theorem
5.7).
The organization of this article still contains the following further contents.
In the next part of this section, we explain the notions and notations about cluster algebras.
It is proved in Section 3 that a rooted cluster isomorphism is equivalent to an initial seed isomor-
phism (Proposition 3.8).
In Section 4, the characterization of rooted cluster subalgebras (Theorem 4.4) means that all
rooted cluster subalgebras of a rooted cluster algebra is a sub-class of its mixing-type sub-rooted
cluster algebras. It is worth to mention that this result has been independently found in [6] in the
other form of characterization. In this section, we also show that a pure cluster subalgebra is always
a rooted cluster subalgebra (Proposition 4.3) and then give the characterization of proper rooted
cluster subalgebras (Corollary 4.8).
As an application of Section 4, in Section 5, we calculate the number of non-trivial proper rooted
cluster subalgebras in a rooted cluster algebra.
In Section 6, as a corollary of Theorem 6.7, it is proved that a sub-rooted cluster algebra of a rooted
cluster algebra of finite type (respectively, finite mutation type) is also of finite type (respectively,
finite mutation type) (Corollary 6.8).
The successive works [16] and [17] are based on this paper.
In this paper, we always consider totally sign-skew-symmetric cluster algebras of geometric type
introduced in [9][10], as mentioned as follows.
The original definition of cluster algebra given in [9] is in terms of exchange pattern. We recall
the equivalent definition in terms of seed mutation in [10]; for more details, refer to [13, 9, 10].
An n × n integer matrix A = (aij) is called sign-skew-symmetric if either aij = aji = 0 or
aijaji < 0 for any 1 ≤ i, j ≤ n.
An n× n integer matrix A = (aij) is called skew-symmetric if aij = −aji for all 1 ≤ i, j ≤ n.
An n × n integer matrix A = (aij) is called D-skew-symmetrizable if diaij = −djaji for all
1 ≤ i, j ≤ n, where D=diag(di) is a diagonal matrix with all di ∈ Z≥1.
Let A˜ be an n× (n+m) integer matrix whose principal part, denoted as A, is the n×n submatrix
formed by the first n-rows and the first n-columns. The entries of A˜ are written by axy, x ∈ X
and y ∈ X˜ . We say A˜ to be sign-skew-symmetric (respectively, skew-symmetric, D-skew-
symmetrizable) whenever A possesses this property.
For two n× (n+m) integer matrices A = (aij) and A′ = (a′ij), we say that A
′ is obtained from A
by a matrix mutation µi in direction i, 1 ≤ i ≤ n, represented as A′ = µi(A), or say that A and
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A′ are mutation equivalent, represented as A ≃ A′, if
(1) a′jk =
{
−ajk, if j = i or k = i;
ajk +
|aji|aik+aji|aik|
2 , otherwise.
It is easy to verify that µi(µi(A)) = A. The skew-symmetric/symmetrizable property of matrices
is invariant under mutations. However, the sign-skew-symmetric property is not so. For this reason,
a sign-skew-symmetric matrix A is called totally sign-skew-symmetric if any matrix, that is
mutation equivalent to A, is sign-skew-symmetric.
Give a field F as an extension of the rational number fieldQ, assume that u1, · · · , un, xn+1, · · · , xn+m ∈
F are n + m algebraically independent over Q for a positive integer n and a non-negative in-
teger m such that F = Q(u1, · · · , un, xn+1, · · · , xn+m), the field of rational functions in the set
X˜ = {u1, · · · , un, xn+1, · · · , xn+m} with coefficients in Q.
A seed in F is a triple Σ = (X,Xfr, B˜), where
(a) X = {x1, · · ·xn} is a transcendence basis of F over the fraction field of Z[xn+1, · · · , xn+m], which
is called a cluster, whose each x ∈ X is called a cluster variable (see [10]);
(b) Xfr = {xn+1, · · · , xn+m} are called the frozen cluster or, say, the frozen part of Σ in F,
where all x ∈ Xfr are called stable (cluster) variables or frozen (cluster) variables;
(c) X˜ = X ∪Xfr is called a extended cluster;
(d) B˜ = (bxy)x∈X,y∈X˜ = (B B1) is a n× (n+m) matrix over Z with rows and columns indexed by X
and X˜, which is totally sign-skew-symmetric. The n× n matrix B is called the exchange matrix
and B˜ the extended exchange matrix corresponding to the seed Σ.
In a seed Σ = (X,Xfr, B˜), if X = ∅, that is, X˜ = Xfr, we call the seed a trivial seed.
Given a seed Σ = (X,Xfr, B˜) and x, y ∈ X˜, we say (x, y) is a connected pair if bxy 6= 0 or
byx 6= 0 with {x, y} ∩X 6= ∅. A seed Σ is defined to be connected if for any x, y ∈ X˜, there exists
a sequence of variables (x = z0, z1, · · · , zs = y) ⊆ X˜ such that (zi, zi+1) are connected pairs for all
0 ≤ i ≤ s− 1.
Let Σ = (X,Xfr, B˜) be a seed in F with x ∈ X , the mutation µx of Σ at x is defined satisfying
µx(Σ) = (µx(X), Xfr, µx(B˜)) such that
(a) The adjacent cluster µx(X) = {µx(y) | y ∈ X}, where µx(y) is given by the exchange
relation
(2) µx(y) =

∏
t∈X˜,bxt>0
tbxt+
∏
t∈X˜,bxt<0
t−bxt
x
, if y = x;
y, if y 6= x.
This new variable µx(x) is also called a new cluster variable.
(b) µx(B˜) is obtained from B by applying the matrix mutation in direction x and then relabeling
one row and one column by replacing x with µx(x).
It is easy to see that the mutation µx is an involution, i.e., µµx(x)(µx(Σ)) = Σ.
Two seeds Σ′ and Σ′′ in F are calledmutation equivalent if there exists a sequence of mutations
µy1 , · · · , µys such that Σ
′′ = µys · · ·µy1(Σ
′). Trivially, the mutation equivalence gives an equivalence
relation on the set of seeds in F.
Let Σ be a seed in F. Denote by S the set of all seeds mutation equivalent to Σ. In particular,
Σ ∈ S. For any Σ¯ ∈ S, we have Σ¯ = (X¯,Xfr,
˜¯B). Denote X = ∪Σ¯∈SX¯.
Definition 1.1. Let Σ be a seed in F. The cluster algebra A = A(Σ), associated with Σ, is defined
to be the Z[xn+1, · · · , xn+m]-subalgebra of F generated by X . Σ is called the initial seed of A.
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This notion of cluster algebra was given in [9][10], where it is called the cluster algebra of
geometric type as a special case of general cluster algebras.
Such kind of cluster algebras is considered as the most important one, with respect to additive
categorification, etc., in the theory of cluster algebras based on the views of references [10] [5] [13]
[12]. It accords with many important examples, such as those given in [9][13][18][25], including
those constructed from the coordinate rings of many varieties, e.g. from Grassmannians [13] and
algebraic groups [9]. They supply with a close connection between the theory of cluster algebras and
representation theory, see [4][18][12], etc.
2. Seed homomorphisms and some elementary properties
By definition, cluster algebras are determined by original seeds and their mutations. We find in
the next section that the relations between cluster algebras can be restricted to their seeds so as to
obtain the relations between them. Motivated by this fact and our discussion in the sequel, we now
introduce the so-called seed homomorphism.
For the initial seed Σ = (X,Xfr, B˜) of a cluster algebra A and two pairs (x, y) and (z, w) with
x, z ∈ X and y, w ∈ X˜, we say that (x, y) and (z, w) are adjacent pairs if bxz 6= 0 or x = z.
Definition 2.1. Let Σ = (X,Xfr, B˜) and Σ
′ = (X ′, X ′fr, B˜
′) be two seeds.
(i) A map f from X˜ to X˜ ′ is called a seed homomorphism from the seed Σ to the seed Σ′ if
(a) f(X) ⊆ X ′ and (b) for any adjacent pairs (x, y) and (z, w) with x, z ∈ X, y, w ∈ X˜, it holds that
(3) (b′f(x)f(y)bxy)(b
′
f(z)f(w)bzw) ≥ 0 and |b
′
f(x)f(y)| ≥ |bxy|.
(ii) A seed homomorphism f : Σ→ Σ′ is called a positive seed homomorphism if b′f(x)f(y)bxy ≥
0 for all x ∈ X and y ∈ X˜. In contrast, a seed homomorphism f is called a negative seed homo-
morphism if b′f(x)f(y)bxy ≤ 0 for all x ∈ X and y ∈ X˜.
For seed homomorphisms f : Σ→ Σ′ and g : Σ′ → Σ′′, define their composition gf : Σ→ Σ′′ sat-
isfying that gf(x) = g(f(x)) for all x ∈ X˜. Then we can define the seed category, denoted as Seed,
to be the category whose objects are all seeds and whose morphisms are all seed homomorphisms
with composition defined as above.
A quiver Γ is called a cluster quiver if it is a finite quiver with no loops and no cycles of lengths
2 (see [8][21][22]). The meaning of this class of quivers follows the fact that cluster quivers can
be corresponding one-to-one with the skew-symmetric integer square matrices, generating cluster
algebras without frozen variables.
In fact, our idea of seed homomorphisms is original from homomorphisms of direct graphs.
As given in [15], recall that for two quivers (said as digraphs in graph theory) Q and P with the
vertex sets Q0 and P0, a quiver homomorphism f from Q to P , written as f : Q → P , is a
mapping f : Q0 → P0 such that there is an arrow from f(u) to f(v) in P whenever there is an arrow
from u to v in Q for u, v ∈ Q0.
Following this quiver homomorphism, a homomorphism f of quivers from Q to P is called a
cluster quiver homomorphism if f(Q0,ex) ⊆ P0,ex.
In the case for skew-symmetric seeds, we know the one-to-one correspondence between seeds
and cluster quivers. For two connected cluster quivers Q and Q′ and their seeds Σ = Σ(Q) and
Σ′ = Σ(Q′), a positive (respectively, negative) seed homomorphism fs : Σ → Σ′ corresponds to a
cluster quiver homomorphism (respectively, anti-homomorphism) fc : Q→ Q
′.
In fact, the condition (b) of the definition of seed homomorphism means that b′
fs(x)fs(y)
bxy ≥ 0 for
all x ∈ X and y ∈ X˜ or b′fs(x)fs(y)bxy ≤ 0 for all x ∈ X and y ∈ X˜ . Also, from (b), |b
′
fs(x)fs(y)
| ≥ |bxy|,
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which follows that we can define a cluster quiver homomorphism or anti-homomorphism fc from the
corresponding cluster quiver Q to the other one Q′ with fc(x) = fs(x) for any vertex x in Q such
that for any vertices x, y of Q if there is an arrow from x to y, then there is an arrow from fc(x) to
fc(y) for all x ∈ X and y ∈ X˜ or from fc(y) to fc(x) for all x ∈ X and y ∈ X˜. It implies that fc is
a cluster quiver homomorphism or anti-homomorphism.
According to the fact above, we can see seed homomorphisms as an improvement of quiver ho-
momorphisms in the theory of graphs, in order to be useful for skew-symmetrizable seeds or more
generally, totally sign-skew-symmetrizable seeds. In this view, the homomorphism method in graph
theory will have a natural influence on our study in this article and more further work.
Definition 2.2. Let Σ = (X,Xfr, B˜) be a seed with B˜ an n× (n+m) totally sign-skew-symmetric
integer matrix. Assume I0 is a subset of X, I1 a subset of X˜ with I0 ∩ I1 = ∅ and I1 = I ′1 ∪ I
′′
1
for I ′1 = X ∩ I1 and I
′′
1 = Xfr ∩ I1. Denoting X
′ = X\(I0 ∪ I
′
1), X˜
′ = X˜\I1 and B˜′ as a
♯X ′ × ♯X˜ ′-matrix with b′xy = bxy for any x ∈ X
′ and y ∈ X˜ ′, one can define the new seed ΣI0,I1 =
(X ′, (Xfr ∪ I0) \ I1, B˜′), which is called a mixing-type sub-seed or, say, (I0, I1)-type sub-seed,
of the seed Σ = (X,Xfr, B˜).
Fact 2.3. An (I ′0, I
′
1)-type sub-seed of an (I0, I1)-type sub-seed of a seed Σ is a mixing-type sub-seed
of Σ. That is, for a seed Σ, (ΣI0,I1)I′0,I′1 = ΣI′0∪(I0\I′1),I1∩I′1 .
Furthermore, we have X ′fr = I0 ∪ (Xfr\I
′′
1 ).
To obtain an (I0, I1)-sub-seed from the initial seed is equivalent to saying freeze the cluster vari-
ables in I0 and delete the cluster variables in I1.
First, we discuss two special cases of mixing-type sub-seeds of a seed Σ.
Case 1: I1 = ∅. That is, we only freeze the variables in I0 that are original mutable and do
not delete any variables.
In this case, we have the sub-seed ΣI0,∅ = (X
′, Xfr ∪ I0, B˜0) with cluster X
′ = X\I0 consisting of
mutable variables and extended cluster X˜ ′ = X˜. Since B˜ is sign-skew-symmetric, it follows that B˜0
is also sign-skew-symmetric. The frozen variables of the sub-seed ΣI0,∅ form the set X
′
fr = X˜\X
′ =
(X\X ′) ∪Xfr = I0 ∪Xfr.
We call this sub-seed ΣI0,∅ = (X
′, Xfr ∪ I0, B˜0) a pure sub-seed of the seed Σ = (X,Xfr, B˜).
Case 2: I0 = ∅. That is, we only delete the variables in I1 while the remaining variables remain
unchanged and do not freeze any exchangeable variables.
In this case, we have the sub-seed Σ∅,I1 = (X
′′, X ′′fr, B˜1) with X
′′ = X\I1, X ′′fr = Xfr\I1 and
X˜ ′′ = X ′′ ∪X ′′fr. B˜1 is sign-skew-symmetric since B˜ is so.
We call this sub-seed Σ∅,I1 = (X
′′, X ′′fr, B˜1) a partial sub-seed of the seed Σ = (X,Xfr, B˜).
For two seeds Σ1 = (X1, (X1)fr, B˜1) and Σ2 = (X2, (X2)fr, B˜2), if there exists (possibly empty)
∆1 ⊆ (X1)fr and ∆2 ⊆ (X2)fr such that |∆1| = |∆2|, then Σ1 and Σ2 are said to be glueable along
∆1 and ∆2. Let ∆ be a family of undeterminates in bijection with ∆1 and ∆2.
Recall in [1] that the amalgamated sum of Σ1 and Σ2 along ∆1 and ∆2 is defined as Σ =
(X,Xfr, B˜), where X˜ = (X˜1\∆1) ∪ (X˜2\∆2) ∪∆, X = X1 ∪X2 and the matrix B˜ is defined as:
(4) B˜ =
(
B111 0 B
1
12 0 B
1
13
0 B211 0 B
2
12 B
2
13
)
with B˜i =
(
Bi11 B
i
12 B
i
13
)
, i = 1, 2.
We denote the amalgamated sum as the notations Σ = Σ1 ∐∆1,∆2 Σ2.
In particular, when ∆1 and ∆2 are empty sets, we call this amalgamated sum Σ = Σ1 ∐∆1,∆2 Σ2
the union seed of Σ1 and Σ2, denoted as Σ = Σ1 ⊔ Σ2.
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For a given seed Σ, if Σ1 and Σ2 are partial sub-seeds of type (∅, I1) of Σ such that X1 ∩X2 = ∅,
we replace Σ1 ∐(X1)fr∩(X2)fr ,(X1)fr∩(X2)fr Σ2 by the notation Σ1 ∐Σ2. For subseeds Σ1,Σ2, and Σ3
of type (∅, I1) of Σ, we have (Σ1 ∐Σ2)∐Σ3 = Σ1 ∐ (Σ2 ∐Σ3), that is, the associative law holds for
the amalgamated sum.
In fact, (Σ1 ∐ Σ2) ∐ Σ3 has the set of exchangeable cluster variables (X1 ∪X2) ∪X3 and the set
of frozen cluster variables ((X1)f ∪ (X2)f ) ∪ (X3)f and Σ1 ∐ (Σ2 ∐ Σ3) has the set of exchangeable
cluster variables X1 ∪ (X2 ∪ X3) and the set of frozen cluster variables (X1)f ∪ ((X2)f ∪ (X3)f ).
Following the associative law of the sets, we get the associative law of the amalgamated sum, since
subseeds are uniquely determined by their cluster variables.
Example 2.4. Let Q : x1 // x2 // x3 // x4 , Q1 : x1 // x2 and Q2 : x2 // x3
be quivers with x1, x3, x4 exchangeable variables, x2 frozen. Since {x1} ∩ {x3} = ∅, we get Σ(Q1) ∐
Σ(Q2) = Σ(Q
′), where Q′ : x1 // x2 // x3 .
Definition 2.5. A seed Σ = (X,Xfr, B˜) is called indecomposable if it is connected and for any
decomposition Σ1 ∐Σ2, either Σ1 or Σ2 is a trivial seed, equivalently, either Σ = Σ2 or Σ = Σ1.
Note that if Xfr = ∅, then the meaning of indecomposable and connected coincide.
Example 2.6. Let Q : x1 // x2 // x3 , Q1 : x1 // x2 and Q2 : x2 // x3 be quivers
with x1, x3 exchangeable variables, x3 frozen. Then according to the definition, Σ(Q) is connected,
but it is not indecomposable, since Σ(Q) = Σ(Q1) ∐ Σ(Q2).
Remark 2.7. In case Σ is skew-symmetrizable, the indecomposability of Σ is defined in [6] in terms
of valued ice quiver.
Due to the definitions of indecomposability and positive seed homomorphism, we have the follow-
ing lemmas, which are easy to see.
Lemma 2.8. A seed Σ = (X,Xfr, B˜) is indecomposable if and only if for any x, y ∈ X˜ with
x 6= y, there exists a sequence of exchangeable cluster variables (x1, · · · , xs) in X such that bx1x 6= 0,
bxixi+1 6= 0 and bxsy 6= 0 for i = 1, · · · , s.
Proof. “Only if”: Otherwise, there exist x, y ∈ X˜, x 6= y, which do not satisfy the condition. Set
I1 = {x} ∪ {z ∈ X˜ | ∃ (x1, · · · , xs) ⊆ X such that bx1x 6= 0, bxixi+1 6= 0 and bxsz 6= 0 for i = 1, · · · , s}
and I ′1 = X˜ \ I1. Then x ∈ I1 and y ∈ I
′
1, that is, Σ∅,I1 and Σ∅,I′1 are non-trivial.
Since Σ is connected, we have Σ = Σ∅,I1 ∐Σ∅,I′1 , which contradicts to the indecomposability of Σ.
“If”: Clearly, Σ is connected. If Q is decomposable, then we have Σ = Σ1 ∐ Σ2 with non-trivial
Σ1 = (X1, (X1)fr, B˜1) and Σ2 = (X2, (X2)fr, B˜2). Then we can find x ∈ X1, y ∈ X2 such that
there exists a sequence of exchangeable cluster variables (x1, · · · , xs) in X = X1∪X2 satisfying that
bx1x 6= 0, bxixi+1 6= 0 and bxsy 6= 0 for i = 1, · · · , s, which is impossible according to (4), the form of
B˜. 
Lemma 2.9. If a non-trivial seed Σ = (X,Xfr, B˜) is indecomposable, then any seed homomorphism
f : Σ→ Σ′ is either positive or negative.
Proof. Assume there exist z ∈ X and w ∈ X˜ such that b′
f(z)f(w)bzw > 0. For any x ∈ X and y ∈ X˜
with bxy 6= 0, by Lemma 2.8, there exists a sequence (z = z0, z1 · · · , zs−1, zs = x) in X such that
bzkzk+1 6= 0 for 0 ≤ k ≤ s− 1. Set zs+1 = y. Since f is a seed homomorphism, we have
(b′f(z)f(w)bzw)(b
′
f(z)f(z1)
bzz1) ≥ 0, and |b
′
f(z)f(w)| ≥ |bzw| > 0, |b
′
f(z)f(z1)
| ≥ |bzz1 | > 0,
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Thus, b′f(z0)f(z1)bz0z1 > 0. Similarly, for 0 ≤ i ≤ s− 1, we have
(b′
f(zi)f(zi+1)
bzizi+1)(b
′
f(zi+1)f(zi+2)
bzizi+1) ≥ 0
and |b′
f(zi)f(zi+1)
| ≥ |bzizi+1 | > 0, |b
′
f(zi+1)f(zi+2)
| ≥ |bzi+1zi+2 | > 0.
Therefore, using induction, we have b′
f(zi)f(zi+1)
bzizi+1 > 0 for 0 ≤ i ≤ s− 1. In particular, for i = s,
it follows that for any x ∈ X and y ∈ X˜ ,
b′f(x)f(y)bxy = b
′
f(zs)f(zs+1)
bzszs+1 > 0,
which means that f is a positive seed homomorphism.
Similarly, if there exist z ∈ X and w ∈ X˜ with b′
f(z)f(w)bzw < 0, then f is negative. 
Lemma 2.10. Let Σ = (X,Xfr, B˜) be a connected seed of a cluster algebra A, then there uniquely
exist indecomposable subseeds Σ1 = (X1, (X1)fr, B˜1), · · · ,Σt = (Xt, (Xt)fr, B˜t) of type (∅, I1) of Σ
for some integer t such that
(a) Xi ∩Xj = ∅ if i 6= j and
(b) Σ =
t∐
i=1
Σi is the decomposition of the amalgamated sum.
Proof. In the n ×m totally sign-skew-symmetric matrix B˜, by an appropriate permutation of the
n row indices and the first n column indices of B˜ simultaneously, the principal part B of B˜ can be
decomposed into a block diagonal matrix diag(B1 B2 · · · Bt). Then B˜ can be written through an
appropriate permutation of row indices and column indices as follows:
(5)

B1 0 · · · 0 B′1
0 B2 · · · 0 B′2
· · · · · ·
0 0 · · · Bt B′t
 ,
satisfying that (i) all Bi are indecomposable (i.e. Bi can not be decomposed as block diagonal
matrices with smaller ranks via the above operation), (ii) all Bi are totally sign-skew-symmetric.
For 1 ≤ i ≤ t, let Xi be the subset of the exchangeable variables of X corresponding to the
row indexes of Bi. By the uniqueness (up to the permutation of {Bi}i) of the block diagonal
decomposition of the principal part B, we have Xi ∩Xj = ∅ for i 6= j.
The set (Xi)fr of frozen variables adjacent to Xi is just the subset of Xfr corresponding to the
column indexes of B′i which are non-zero. Then Xfr = ∪
t
i=1(Xi)fr.
Let Ii = X˜ \ (Xi ∪ (Xi)fr) and Σi = Σ∅,Ii for 1 ≤ i ≤ t. By the definition of decomposition of
amalgamated sum and comparing with the form of matrix in (5), we have Σ =
t∐
i=1
Σi. 
Definition 2.11. Let Σ and Σ′ be two seeds and f : Σ→ Σ′ be a seed homomorphism.
(a) f is called a seed isomorphism if f induces bijections X → X ′ and X˜ → X˜ ′ and |bxy| =
|b′
f(x)f(y)| for all x ∈ X and y ∈ X˜;
(b) A seed isomorphism f is called positive (respectively, negative) if f is positive (respectively,
negative) as a seed homomorphism.
Trivially, we have the following lemmas by the definitions of (positive) seed homomorphisms and
seed isomorphisms:
Lemma 2.12. A seed homomorphism f : Σ → Σ′ is an isomorphism if and only if there exists a
unique seed homomorphism f−1 : Σ′ → Σ such that f−1f = idΣ and ff−1 = idΣ′ .
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Lemma 2.13. A seed homomorphism f is a positive (respectively, negative) seed isomorphism if
and only if f is isomorphic and bxy = b
′
f(x)f(y) (respectively, bxy = −b
′
f(x)f(y)) for all x ∈ X and
y ∈ X˜.
Proof. “Only If”: The condition (b) in Definition 2.1 means that b′
f(x)f(y)bxy ≥ 0 for all x ∈ X and
y ∈ X˜ or b′f(x)f(y)bxy ≤ 0 for all x ∈ X and y ∈ X˜ . It always holds that |b
′
f(x)f(y)| ≥ |bxy|. Since f
is positive, we have b′
f(x)f(y)bxy ≤ 0. Then it follows bxy = b
′
f(x)f(y) for all x ∈ X and y ∈ X˜ .
“If”: It follows immediately by Definition 2.11. 
Remark 2.14. In [1], two seeds Σ = (X,Xfr, B˜) and Σ
′ = (X ′, X ′fr, B˜
′) are called isomorphic
(respectively, anti-isomorphic) if there is a bijection ϕ : X˜ → X˜ ′, including a bijection ϕ : X → X ′,
such that b′
ϕ(x)ϕ(y) = bxy (respectively, b
′
ϕ(x)ϕ(y) = −bxy) for x ∈ X and y ∈ X˜. Obviously, their
isomorphism (respectively, anti-isomorphism) given in [1] is just our positive (respectively, negative)
seed isomorphism defined here, which are both only the special cases of seed isomorphisms given by
us. For example, let Q : x1 // x2 // x3 and Q
′ : x1 // x2 x3oo . Then we have a
seed isomorphism f : Σ(Q)→ Σ(Q′), xi 7→ xi, which is nighter positive nor negative.
Proposition 2.15. Applying the notations in Definition 2.2, for a seed Σ and its mixing-type sub-
seeds ΣI0,I1 and ΣJ0,J1 , if ΣI0,I1
∼= ΣJ0,J1 in Seed, then it holds that #I1 = #J1 and #(I0 ∪ I
′
1) =
#(J0 ∪ J
′
1).
Proof. Since ΣI0,I1
∼= ΣJ0,J1 , we have #(X˜\I1) = #(X˜\J1) and #(X\(I0∪I
′
1)) = #(X\(J0∪J
′
1)). As
I1, J1 ⊆ X˜, I0∪I ′1 ⊆ X and J0∪J
′
1 ⊆ X , therefore, we get #I1 = #J1 and #(I0∪I
′
1) = #(J0∪J
′
1). 
Corollary 2.16. Following Proposition 2.15, it holds that
(i) if ΣI0,I1
∼= ΣJ0,J1 in Seed and I
′
1 = J
′
1 = ∅, then #I1 = #J1 and #I0 = #J0;
(ii) if ΣI0,∅
∼= ΣJ0,∅ in Seed, then #I0 = #J0;
(iii) if Σ∅,I1
∼= Σ∅,J1 in Seed, then #I1 = #J1.
Note that
(1) The converse of the above proposition is not true. For example, for a cluster quiver Q :
x1 +3 x2 // x3 with the exchangeable variables 1 and 3 and frozen variable x2, it is clear
that Σ(Q)∅,{1} 6∼= Σ(Q)∅,{3}.
(2) In general, #I0 = #J0 does not hold even if ΣI0,I1
∼= ΣJ0,J1 in Seed and #I1 = #J1. For
example, for the same quiver as in (1), Σ(Q){1},{2,3} ∼= Σ(Q)∅,{1,3}.
Proposition 2.17. Let Σ = (X,Xfr, B˜) be a seed and ΣI0,I1 be a mixing-type subseed of Σ. Then
there is a positive seed isomorphism µx(ΣI0,I1)
∼= (µx(Σ))I0,I1 for any x ∈ X \ (I0 ∪ I1).
Proof. Denote µx(ΣI0,I1) by (X
′, X ′fr, B˜
′) and (µx(Σ))I0,I1 by (X
′′, X ′′fr, B˜
′′). By definition, we have
X ′ = X \ (I0 ∪ I1 ∪ {x}) ∪ {µ
ΣI0,I1
x (x)}, X˜ ′ = X˜ \ (I1 ∪ {x}) ∪ {µ
ΣI0,I1
x (x)},
X ′′ = X \ (I0 ∪ I1 ∪ {x}) ∪ {µ
Σ
x (x)}, X˜
′′ = X˜ \ (I1 ∪ {x}) ∪ {µ
Σ
x (x)},
To compare the set X˜ ′ with X˜ ′′, their elements can be correspondent one-to-one with the identity
map but the correspondence between µ
ΣI0,I1
x (x) and µΣx (x).
According to the definition of mutation of matrices, for all y ∈ X ′ and z ∈ X˜ ′, we have
b′yz =
{
byz +
|byx|bxz+byx|bxz|
2 , if y 6= µ
ΣI0,I1
x (x), z 6= µ
ΣI0,I1
x (x);
−byz, otherwise,
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and for all y ∈ X ′′ and z ∈ X˜ ′′, we have
b′′yz =
{
byz +
|byx|bxz+byx|bxz|
2 , if y 6= µ
Σ
x (x), z 6= µ
Σ
x (x);
−byz, otherwise.
After comparing b′yz with b
′′
yz, it is obvious that B˜
′ = B˜′′. Therefore, the result holds. 
Definition 2.18. ([1]) Let f : Σ → Σ′ be a seed homomorphism. The image seed of Σ under f
is defined to be f(Σ) = (f(X), f(X˜) \ f(X), B′′), where B′′ is a #(f(X)) × #(f(X˜))-matrix with
b′′xy = b
′
xy for any x ∈ f(X) and y ∈ f(X˜).
It is easy to see that for I ′1 = X˜
′\(X˜ ′ ∩ f(X˜)) and I ′0 = X
′\(f(X) ∪ I ′1), we have
(6) f(Σ) = Σ′I′0,I′1 .
Using the image seed f(Σ) and by (6), we can introduce the notions of injective/surjective seed
homomorphisms as follows.
Definition 2.19. (i) A seed homomorphism f : Σ → Σ′ is called injective if Σ
f
∼= f(Σ) in Seed.
(ii) A seed homomorphism f : Σ→ Σ′ is called surjective if f(Σ) = Σ′.
Following this definition and that of seed isomorphism, trivially, we have the following.
Proposition 2.20. A seed homomorphism f : Σ → Σ′ is isomorphic if and only if f is injective
and surjective.
3. Rooted cluster morphisms and the relationship with seed homomorphisms
In [1], a rooted cluster algebra is defined as a cluster algebra A together with its initial
seed Σ, denoted by A(Σ). Moreover, given a rooted cluster algebra A(Σ), a sequence of cluster
variables (y1, y2, · · · , yl) is called Σ-admissible if y1 is exchangeable in Σ and yi is exchangeable in
µyi−1 · · ·µy1(Σ) for every i ≥ 2. Let A(Σ
′) be another rooted cluster algebra and f : F(Σ)→ F(Σ′) a
map as sets. A sequence of cluster variables {y1, y2, · · · , yl} ⊆ A(Σ) is called (f,Σ,Σ′)-biadmissible
if it is Σ-admissible and (f(y1), f(y2), · · · , f(yl)) is Σ′-admissible.
Definition 3.1. (Definition 2.2, [1]) A rooted cluster morphism f from A(Σ) to A(Σ′) is a ring
morphism which sends 1 to 1 satisfying:
CM1. f(X˜) ⊆ X˜ ′ ⊔ Z;
CM2. f(X) ⊆ X ′ ⊔ Z;
CM3. For every (f,Σ,Σ′)-biadmissible sequence (y1, y2, · · · , ys) and for any y ∈ X˜, we have
f(µys · · ·µy1(y)) = µf(ys) · · ·µf(y1)(f(y)).
By Definition 3.1, a rooted cluster morphism is first a ring morphism. Following this, we say a
rooted cluster morphism f to be surjective (respectively, injective) if f is surjective (respectively,
injective) as a ring morphism. A rooted cluster morphism f : A(Σ) → A(Σ′) in Clus is called an
isomorphism in Clus if it is both injective and also surjective and is written as A(Σ)
f
∼= A(Σ′).
If there is an injective rooted cluster morphism f from A(Σ) to A(Σ′), then the rooted cluster
algebra A(Σ) is called a rooted cluster subalgebra of A(Σ′) (see [6]).
Dually, if there is a surjective rooted cluster morphism f from A(Σ) to A(Σ′), then the rooted
cluster algebra A(Σ′) is called a rooted cluster quotient algebra of A(Σ). Note that, in the
category Clus, the surjective morphism and epimorphism are not coincide. See [1].
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The category of rooted cluster algebras is defined as the category Clus whose objects are
all rooted cluster algebras and whose morphisms between two rooted cluster algebras are all rooted
cluster morphisms.
It is easy to see that the conditions CM1 and CM2 in Definition 3.1 give the restriction of the
rooted cluster morphism f on the seed Σ, which shows the relation between the seeds Σ and Σ′.
Motivated by this fact and our discussion, we have introduced the theory of seed homomorphisms in
the last section, which will be used to unify and understand the research on rooted cluster algebras
via the relations among seeds.
Definition 3.2. Let f : A(Σ)→ A(Σ′) be a rooted cluster morphism and
(7) I1 = {x ∈ X˜ |f(x) ∈ Z}.
From f , define a new seed Σ(f) = (X(f), X
(f)
fr , B˜
(f)) satisfying that:
(I). X(f) = X \ I1 = {x ∈ X |f(x) /∈ Z};
(II). X˜(f) = X˜ \ I1 = {x ∈ X˜|f(x) /∈ Z};
(III). B˜(f) = (b
(f)
xy ) is a #(X(f))×#(X˜(f)) matrix with
b(f)xy =
{
bxy, if f(z) 6= 0 ∀z ∈ I1 adjacent to x or y;
0, otherwise.
We call this seed Σ(f) = (X(f), X
(f)
fr , B˜
(f)) the contraction of Σ under f .
For a rooted cluster morphism f : A(Σ)→ A(Σ′), if I1 = {x ∈ X˜|f(x) ∈ Z} = ∅, then Σ(f) = Σ;
in this case, we say f to be a noncontractible morphism and the seed Σ to be a noncontractible
seed under f .
Remark 3.3. Using the definitions of I1 in (7) and of the new seed Σ
(f), we have Σ(f) = Σ∅,I1 if
f(x) 6= 0 for any x ∈ X˜, since b
(f)
xy = bxy in (III) for any x, y in this case.
Proposition 3.4. A rooted cluster morphism f : A(Σ)→ A(Σ′) determines uniquely a seed homo-
morphism (fS ,Σ(f),Σ′) from Σ(f) to Σ′ via fS(x) = f(x) for x ∈ X˜(f).
Proof. By the definition of Σ(f), ϕ satisfies the condition (a) of Definition 2.1. For any two adjacent
pairs (x, y) and (z, w) with x, z ∈ X(f) and y, w ∈ X˜(f), if either b
(f)
xy = 0 or b
(f)
zw = 0, then it always
holds that (b
(f)
xy b′f(x)f(y))(b
(f)
zw b′f(z)f(w)) = 0. So, now we assume b
(f)
xy 6= 0 and b
(f)
zw 6= 0.
Under this condition, by the definition of B˜(f), we have b
(f)
xy = bxy and b
(f)
zw = bzw. Then it follows
that f(u) 6= 0 for all u adjacent to x or z.
The following discussion is only made in the case where bxy, bzw > 0. For the other cases, the
same conclusion can be obtained in a similar way.
By CM3, we have f(µx(x)) = µf(x)(f(x)), which means that
f(ybxy
∏
bxu≥0,u6=y
ubxu +
∏
bxu≤0
u−bxu)
f(x)
=
∏
b′
f(x)v
≥0,v∈X˜′
vb
′
f(x)v +
∏
b′
f(x)v
≤0,v∈X˜′
v−b
′
f(x)v
f(x)
,
By the algebraic independence of variables in X˜ ′, we have
(8) f(ybxy
∏
bxu≥0,u6=y
ubxu) =
∏
b′
f(x)v
≥0,v∈X˜′
vb
′
f(x)v and f(
∏
bxu≤0
u−bxu) =
∏
b′
f(x)v
≤0,v∈X˜′
v−b
′
f(x)v ,
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or
(9) f(ybxy
∏
bxu≥0,u6=y
ubxu) =
∏
b′
f(x)v
≤0,v∈X˜′
v−b
′
f(x)v and f(
∏
bxu≤0
u−bxu) =
∏
b′
f(x)v
≥0,v∈X˜′
vb
′
f(x)v .
Case 1: Assume x = z.
If (8) holds, then we get f(y)|
∏
b′
f(x)v
≥0,v∈X˜′
vb
′
f(x)v . For the pair (x, y), comparing the exponents
of f(y) in the two sides of the first expression in (8), we have b′
f(x)f(y) =
∑
f(u)=f(y),bxu>0
bxu > 0;
similarly, for the pair (z, w), we have b′
f(z)f(w) > 0. If x = z, then it follows
(10) (bxyb
′
f(x)f(y))(bzwb
′
f(z)f(w)) = (bxyb
′
f(x)f(y))(bxwb
′
f(x)f(w)) > 0.
If (9) holds, then we get b′
f(x)f(y) =
∑
f(u)=f(y),bxu>0
(−bxu) < 0, b′f(z)f(w) < 0, and similarly, (10)
also follows.
Case 2: Assume x 6= z.
Applying the result in Case 1 on the adjacent pairs (x, y) and (x, z), we have
(11) (bxyb
′
f(x)f(y))(bxzb
′
f(x)f(z)) > 0.
On the other hand, applying the result in case 1 on the adjacent pairs (z, x) and (z, w), we get
(12) (bzxb
′
f(z)f(x))(bzwb
′
f(z)f(w)) > 0.
Combining (11) and (12), therefore, we have (bxyb
′
f(x)f(y))(bzwb
′
f(z)f(w)) > 0.
In summary, it follows (b
(f)
xy b′f(x)f(y))(b
(f)
zw b′f(z)f(w)) = (bxyb
′
f(x)f(y))(bzwb
′
f(z)f(w)) > 0.
Moreover, no matter whether (8) or (9) holds, we have |b′
f(x)f(y)| =
∑
f(u)=f(y)
|bxy| ≥ |bxy| = |b
(f)
xy |.
Therefore, fS is a seed homomorphism from Σ(f) to Σ′. 
Following this proposition, we call fS the restricted seed homomorphism of the rooted cluster
morphism f .
Conversely, for any seed homomorphism g : Σ → Σ′, we can induce a ring homomorphism G :
Q[Xfr][X±1] → Q[X ′fr][X
′±1] by defining G(x) = g(x) for x ∈ X˜ and G(x−1) = g(x)−1 for all
x ∈ X . The restriction G|A(Σ) of G is also a ring homomorphism from A(Σ) to Q[X ′fr][X
′±1]. If
Im(G|A(Σ)) ⊆ A(Σ
′) and G|A(Σ) is a rooted cluster morphism from A(Σ) to A(Σ
′), we call G|A(Σ)
the induced rooted cluster morphism of g. In this case, denote G|A(Σ) as g
E .
Motivated by the above discussion, the natural questions one has to consider are that for a rooted
cluster morphism f : A(Σ)→ A(Σ′) and a seed homomorphism g : Σ→ Σ′.
Question (I). When (fS)E and gE exist, under what conditions f = (fS)E and g = (gE)S hold?
First, we have the following easy observation:
Lemma 3.5. Let f, g : A(Σ) → A(Σ′) be rooted cluster morphisms. If f(x) = g(x) 6= 0 for all
x ∈ X˜ of Σ, then f = g.
Proof. It suffices to prove f(y) = g(y) for all cluster variable y ∈ A(Σ). By Laurent phenomenon,
y ∈ Q[Xfr][X±1], so y = hm for a monomial m and a polynomial h. Thus, f(y) =
f(h)
f(m) =
g(h)
g(m) =
g(y). 
In particular, this proposition is satisfied if f, g : A(Σ)→ A(Σ′) are noncontractible.
Now, we use this lemma to answer the question.
In fact, for a seed homomorphism g : Σ→ Σ′, if its induced rooted cluster morphism gE exists, then
we always have g = (gE)S : Σ→ Σ′, since Σ(g
E) = Σ and for all x ∈ X˜, (gE)S(x) = gE(x) = g(x).
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Moreover, for a rooted cluster morphism f : A(Σ) → A(Σ′), if the induced rooted cluster mor-
phism (fS)E : A(Σ(f))→ A(Σ′) exists, then f = (fS)E if and only if f is noncontractible. Indeed,
Σ(f) = Σ if and only if f is noncontractible, and in this case, (fS)E(x) = fS(x) = f(x) for all x ∈ X˜.
Then by Lemma 3.5, f = (fS)E if and only if f is noncontractible.
In summary, we obtain the following result as the answer of Question (I).
Proposition 3.6. For a rooted cluster morphism f : A(Σ) → A(Σ′) and a seed homomorphism
g : Σ→ Σ′, if the induced rooted cluster morphisms (fS)E and gE exist, then (1) g = (gE)S : Σ→ Σ′
and (2) f = (fS)E : A(Σ(f))→ A(Σ′) if and only if f is noncontractible.
A further question is that: under what condition, do there exist (fS)E and gE? This question
seems difficult for us now. Maybe we would study it in the future work.
Proposition 3.7. For a rooted cluster morphism g : A(Σ)→ A(Σ′) and any (g,Σ,Σ′)-biadmissible
sequence (y1, · · · , yt), the morphism
(13) g : A(µyt · · ·µy1(Σ))→ A(µg(yt) · · ·µg(y1)(Σ
′))
is still a rooted cluster morphism on the seed µyt · · ·µy1(Σ).
Proof. By induction, it suffices to prove the result for the case t = 1. First, note that for any x ∈ X˜
and x 6= y1, we have g(x) 6= g(y1) since g(µy1(x)) = g(x) = µg(y1)(g(x)) by CM3 on A(Σ). Hence,
g(X˜ \ {y1}) ⊆ (X˜ ′ \ {g(y1)}) ∪ Z and g(X \ {y1}) ⊆ (X ′ \ {g(y1)}) ∪ Z. Following this, CM1 and
CM2 for g on A(µy1(Σ)) are obtained directly. For any (g, µy1(Σ), µg(y1)(Σ
′))-biadmissible sequence
(z2, · · · , zs), by definition, (y1, z2, · · · , zs) is a (g,Σ,Σ′)-biadmissible sequence. Then by CM3 for g
on A(Σ), we have g(µzs · · ·µz2µy1(y)) = µg(zs) · · ·µg(z2)µg(y1)(g(y)) for y ∈ X˜. Combining the fact
that µy1(X˜) is the extended cluster of µy1(Σ), CM3 holds for g on A(µy1(Σ)). 
Note that as algebras, we have A(Σ) = A(µyt · · ·µy1(Σ)) and A(Σ
′) = A(µg(yt) · · ·µg(y1)(Σ
′)).
From the fact of (13), we know that the morphism g is still of rooted cluster on the seed µyt · · ·µy1(Σ)
for any (g,Σ,Σ′)-biadmissible sequence (y1, · · · , yt). For this reason, we say g to be a rooted cluster
morphism generated by (y1, · · · , yt).
For a seed homomorphism g0 : Σ → Σ
′, assume that its induced rooted cluster morphism
gE0 : A(Σ) → A(Σ
′) exists. Then by Proposition 3.7, for any ((g0)
E ,Σ,Σ′)-biadmissible sequence
(y1, · · · , yt), the morphism gE0 : A(µyt · · ·µy1(Σ)) → A(µg(yt) · · ·µg(y1)(Σ
′)) is still a rooted cluster
morphism on the initial seed µyt · · ·µy1(Σ). By Proposition 3.6, for Σ, we have (g
E
0 )
S = g0 : Σ →
Σ′; for this reason, for the seed µyt · · ·µy1(Σ) and the rooted cluster morphism g
E
0 generated by
(y1, · · · , yt), we denote
(14) µyt · · ·µy1(g0) = (g
E
0 )
S : µyt · · ·µy1(Σ)→ µg0(yt) · · ·µg0(y1)(Σ
′).
where we say µyt · · ·µy1(g0) to be obtained from g0 by the t-mutations of seed homomorphisms
at the exchangeable variables y1, · · · , yt for any positive integer t.
Of course, gE0 is noncontractible; by Proposition 3.6, ((g
E
0 )
S)E = gE0 . Using (14), we obtain
(µyt · · ·µy1(g0))
E = gE0 as algebra morphisms. Therefore, Proposition 3.7 indeed tells us that
For a seed homomorphism g0, the operation for giving the induced rooted cluster morphisms g
E
0 is
invariant under mutations of seed homomorphisms.
The following result illustrates the relation between seed isomorphism and rooted cluster isomor-
phism.
Proposition 3.8. A(Σ) ∼= A(Σ′) in Clus if and only if Σ ∼= Σ′ in Seed.
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Proof. “Only if”: Let f : A(Σ)→ A(Σ′) be a rooted cluster isomorphism with inverse g. According
to Proposition 3.4, we have fS and gS as the restricted seed homomorphisms of f and g, respectively.
As the restrictions of f and g, it is clear that gSfS|
X˜
= id
X˜
and fSgS |
X˜′
= id
X˜′
. Note that f and
g cannot map an exchangeable variable to a frozen variable. We also have gSfS|X = idX and
fSgS |X′ = idX′ .
Moreover, since fS is a seed homomorphism, |bxy| ≤ |b′fS(x)fS(y)| for all x, y ∈ X˜. On the
other hand, for gS as a seed homomorphism, we have |b′
fS(x)fS(y)| ≤ |bgSfS(x)gSfS(x)| = |bxy| for all
x, y ∈ X˜. Therefore, fS : Σ→ Σ′ is a seed isomorphism.
“If”: For a seed isomorphism Σ
F
∼= Σ′, we have its prolongation f¯ : Q[Xfr][X±1]→ Q[X ′fr][X
′±1]
as an algebra isomorphism of Laurent polynomials, which satisfies that f¯(x) = F (x) for all x ∈ X˜
and f¯(x)−1 = (F (x))−1 for x ∈ X . Now we prove that f¯ can induce a rooted cluster isomorphism
FE : A(Σ)→ A(Σ′) for FE = f¯ |A(Σ).
First, we prove that FE = f¯ |A(Σ) satisfies the conditions CM1,CM2 and CM3 such that F
E(A(Σ)) ⊆
A(Σ′).
In fact, CM1 and CM2 for FE hold clearly since F is a seed homomorphism. Now we prove that
any Σ-admissible sequence (z1, · · · , zs) is (FE ,Σ,Σ′)-biadmissible and then that CM3 holds for FE .
For s = 1, (z1) is (F
E ,Σ,Σ′)-biadmissible trivially due to F as a seed isomorphism.
For X˜ ∋ x 6= z1, it is clear that FE(µz1(x)) = µFE(z1)(F
E(x)) by the definition of mutation and
the injection of FE .
Now consider the case for x = z1. Since F is a seed isomorphism, we have bz1y = b
′
F (z1)F (y)
=
b′
FE(z1)FE(y)
for all bz1y 6= 0 or bz1y = −b
′
F (z1)F (y)
= −b′
FE(z1)FE(y)
for all bz1y 6= 0. In the both
cases, it holds∏
bz1y>0
FE(ybz1y )+
∏
bz1y<0
FE(y−bz1y ) =
∏
b′
FE(z1)F
E(y)
>0
FE(y)
b′
FE(z1)F
E(y)+
∏
b′
FE(z1)F
E (y)
<0
FE(y)
−b′
FE(z1)F
E(y) .
Thus, FE(µz1(z1)) = µFE(z1)(F
E(z1)), since F
E |
X˜
= F |
X˜
is a bijection.
Assume that (z1, · · · , zs) is (FE ,Σ,Σ′)-biadmissible and FE satisfies CM3 for s < t.
Now consider the case for s = t. By the definition of seed isomorphisms, we have the observation:
(15) µzt−1 · · ·µz1(F ) : µzt−1 · · ·µz1(Σ)→ µF (zt−1) · · ·µF (z1)(Σ
′)
as a seed isomorphism. Note that F (zi) = F
E(zi) for any i.
Since (z1, · · · , zt) is Σ-admissible, (zt) is µzt−1 · · ·µz1(Σ)-admissible. Using the isomorphism in
(15), we know that FE(zt) is µF (zt−1) · · ·µF (z1)(Σ
′)-admissible; thus, (zt) is
(FE , µzt−1 · · ·µz1(Σ), µF (zt−1) · · ·µF (z1)(Σ
′))-biadmissible.
Therefore, (z1, · · · , zt) is also (FE ,Σ,Σ′)-biadmissible. Moreover, from (15), it follows that
(16) FE(µzt(z)) = µF (zt)(F
E(z))
for all cluster variables z in the seed µzt−1 · · ·µz1(Σ), where µzt and µF (zt) mean the mutations at
zt and F (zt) in the seeds µzt−1 · · ·µz1(Σ) and µF (zt−1) · · ·µF (z1)(Σ
′), respectively. Hence,
FE(µzt · · ·µz1(x)) = F
E(µzt(µzt−1 · · ·µz1(x))) = µF (zt)(F
E(µzt−1 · · ·µz1(x))) = µF (zt) · · ·µF (z1)(F
E(x))
for all x ∈ X˜, where the second equality is by (16) and the third one is by the induction assumption.
Thus, CM3 follows.
Since A(Σ′) is generated by all its cluster variables, we have FE(A(Σ)) = f¯(A(Σ)) ⊆ A(Σ′) due
to CM1, CM2 and CM3 shown above.
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Second, the above discussion on f¯ is also suitable for f¯−1; hence, similarly, we have (f¯)−1(A(Σ′)) ⊆
A(Σ). It follows that A(Σ′) ⊆ f¯(A(Σ)). Hence, FE(A(Σ)) = f¯(A(Σ)) = A(Σ′).
Note that FE is injective. Therefore, FE : A(Σ)→ A(Σ′) is a rooted cluster isomorphism. 
Remark 3.9. Note that Theorem 3.9 in [1] states that A(Σ) ∼= A(Σ′) in Clus if and only if either
Σ ∼= Σ′ or Σ ∼= Σ′op. In fact, this result has dealt only the rooted cluster algebras with indecomposable
seeds. For example, let Q : x1 // x2 // x3 and Q
′ : x1 // x2 x3oo , it is clear
that f : A(Σ(Q)) → A(Σ(Q′)), xi 7→ xi for i = 1, 2, 3, is a rooted cluster isomorphism, while
Σ(Q) 6∼= Σ(Q′) or Σ(Q) 6∼= Σ(Q′)op in sense of [1].
For a rooted cluster morphism f : A(Σ)→ A(Σ′), in [1], the authors defined the image seed of
f to be the image seed of fS : Σ(f) → Σ′ by Proposition 3.4, that is, fS(Σ(f)) by Definition 2.18.
In [1], a rooted cluster morphism f : A(Σ)→ A(Σ′) is called ideal if A(fS(Σ(f))) = f(A(Σ)).
Lemma 3.10. (Proposition 2.36(2), [6]) Let f : A(Σ)→ A(Σ′) be an ideal rooted cluster morphism.
Then f = τf1 with a surjective rooted cluster morphism f1 and an injective rooted cluster morphism
τ , that is, f : A(Σ)
f1
։ A(fS(Σ(f)))
τ
→֒ A(Σ′).
Lemma 3.11. ([1]) Any injective rooted cluster morphism f : A(Σ)→ A(Σ′) is ideal.
Proof. Since f is injective, we know clearly Σ(f) = Σ. Then by Proposition 3.4, fS : Σ → Σ′ is a
seed homomorphism. By definition, (fS)1 : Σ→ fS(Σ) satisfies (fS)1(x) = fS(x) for all x ∈ X˜. We
will prove that (fS)1 is a seed isomorphism as follows.
Denote fS(Σ) = (Y, Yfr, C˜). Owing to the definition of f
S(Σ), (fS)1|X and (fS)1|X˜ are bijections
by injection of f . For any x ∈ X and y ∈ X˜, by CM3 for f , we have f(µx(x)) = µf(x)(f(x)); thus,
f(
∏
bxz>0,z∈X˜
zbxz +
∏
bxz<0,z∈X˜
z−bxz) =
∏
b′
f(x)w
>0,w∈X˜′
wb
′
f(x)w +
∏
b′
f(x)w
<0,w∈X˜′
w−b
′
f(x)w ,
Comparing the exponent of f(y) in the two sides of the above equation, we get either bxy = b
′
f(x)f(y)
or bxy = −b′f(x)f(y). Thus, |bxy| = |b
′
f(x)f(y)| = |c(fS)1(x)(fS)1(y)|. So, (f
S)1 is a seed isomorphism.
According to Proposition 3.8, A(Σ)
((fS)1)
E
∼= A(fS(Σ)) is a rooted cluster isomorphism. By defi-
nition, clearly ((fS)1)
E = f on A(Σ). Moreover, since f is injective, we have A(Σ)
f
∼= f(A(Σ)). It
follows that f(A(Σ)) = A(fS(Σ)). 
Using Lemma 3.11 and ([1], Lemma 3.1), we have the following:
Proposition 3.12. (1) If A(Σ) is a rooted cluster subalgebra of A(Σ′) with an injective rooted cluster
morphism f , then A(Σ) ∼= A(fS(Σ)) in Clus. Moreover, Σ ∼= fS(Σ) in Seed.
(2) If A(Σ′) is a rooted cluster quotient algebra of A(Σ) with a surjective rooted cluster morphism
f , then fS(Σ) = Σ′. Moreover, A(fS(Σ)) = A(Σ′) as rooted cluster algebras.
Proof. (1) Since f is injective, we have A(Σ) ∼= f(A(Σ)) in Clus. Then by Lemma 3.11, it follows
that A(Σ) ∼= A(fS(Σ)) in Clus. By Proposition 3.8, Σ ∼= fS(Σ) in Seed.
(2) By ([1], Lemma 3.1), since f is surjective, we have f(X) ⊇ X ′ and f(X˜) ⊇ X˜ ′. Then by the
definition of image seed, we obtain fS(Σ) = Σ′. Therefore, A(fS(Σ)) = A(Σ′). 
Owing to this proposition, the corresponding injective (respectively, surjective) seed morphisms are
deduced from injective (respectively, surjective) rooted cluster morphisms as the below observation:
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Corollary 3.13. (1) The restricted seed morphism from Σ to Σ′ of an injective rooted cluster
morphism f : A(Σ)→ A(Σ′) is injective.
(2) The restricted seed morphism from Σ(f) to Σ′ of a surjective rooted cluster morphism f :
A(Σ)→ A(Σ′) is surjective.
Proof. (i) By Proposition 3.12, Σ ∼= fS(Σ), and by (6), fS(Σ) = Σ′I′0,I′1
. Then an injective seed
homomorphism is given.
(ii) By Proposition 3.4(ii), ϕ : Σ(f) → Σ′ is a seed homomorphism via ϕ(x) = f(x) for all x ∈ X˜(f).
By ([1],Lemma 3.1), f(X) ⊇ X ′ and f(X˜) ⊇ X˜ ′. Then, ϕ(X˜(f))∩X˜ ′ = f(X˜(f))∩X˜ ′ = f(X˜)∩X˜ ′ =
X˜ ′ and ϕ(X(f)) ∩X ′ = f(X(f)) ∩X ′ = f(X) ∩X ′ = X ′. Thus, ϕ(X˜(f)) ⊇ X˜ ′ and ϕ(X(f)) ⊇ X ′.
Therefore, we have ϕ(Σ(f)) = Σ′. It follows that ϕ is a surjective seed homomorphism. 
4. Sub-rooted cluster algebras and rooted cluster subalgebras
4.1. Sub-rooted cluster algebras and two special cases. .
The following notion on the sub-structure of a rooted cluster algebra is a key in this research,
which will be used to supply a unified view-point for the internal structure of a rooted cluster algebra.
Definition 4.1. A rooted cluster algebra A′ = A(Σ′) is called a (mixing-type) sub-rooted cluster
algebra of type (I0, I1) of the rooted cluster algebra A = A(Σ) if A(Σ′) ∼= A(ΣI0,I1) in the category
Clus.
From the definition of rooted cluster algebras, we can recognize the initial seed of a rooted cluster
algebra as its “root”. So, it is natural for us to say the name of sub-rooted cluster algebra in the
above definition since A is obtained from mixing-type sub-seed as the “sub-root”.
By Proposition 3.8, a rooted cluster algebra A′ = A(Σ′) is a mixing-type sub-rooted cluster
algebra of type (I0, I1) of A = A(Σ) if and only if Σ′ ∼= ΣI0,I1 in Seed.
Now, we discuss two special cases of mixing-type sub-rooted cluster algebras of A(Σ).
Case 1: I1 = ∅. That is, the sub-seed is a pure sub-seed ΣI0,∅ = (X
′, B˜0) of the seed Σ.
Since the extended clusters of Σ and ΣI0,∅ are the same by X˜
′ = X˜, their fields of rational
functions in the independent extended cluster variables are F with coefficients in the rational field
Q. But, the ground ring P of Σ becomes a sub-ring of the ground ring P ′ of ΣI0,∅ generated by
all frozen variables of ΣI0,∅ with unit, since the frozen variables of Σ are only a part of the frozen
variables of ΣI0,∅.
By Definition 1.1, from the seed ΣI0,∅ = (X
′, B˜0), we get its associated cluster algebraA
′ = A(B˜0)
over P ′ as the P ′-subalgebra of F generated by all cluster variables in all seeds mutation equivalent
to ΣI0,∅. An elementary fact is the following:
Proposition 4.2. A′ = A(ΣI0,∅) is a subalgebra of the rooted cluster algebra A(Σ) over Q as
associative algebras.
Proof. Trivially, any frozen variables in A′ are always in A. For any exchangeable variable x ∈ X ′
of A′, by Proposition 2.17, there exists a positive isomorphism µx(ΣI0,∅)
∼= µx(Σ)I0,∅. But since
X˜ ′ = X˜ , it is easy to see that µ
ΣI0,∅
x (x) = µΣx (x). Hence, µx(ΣI0,∅) and µx(Σ)I0,∅ have the same
cluster variables. Therefore, the above positive isomorphism is in fact an identity, that is,
(17) µx(ΣI0,∅) = µx(Σ)I0,∅
Then by induction, any exchange cluster variable ys = µys−1 · · ·µy1(y1) is in A by (17). 
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For this reason, we say this sub-rooted cluster algebra A′ = A(Σ′) to be a pure cluster sub-
algebra of A = A(Σ) if A(Σ′) ∼= A(ΣI0,∅) in Clus; equivalently, Σ
′ ∼= ΣI0,∅ in Seed for I0 ⊆ X .
Obviously, the rank of A′ is n1.
Case 2: I0 = ∅. That is, the sub-seed is a partial sub-seed Σ∅,I1 = (X
′′, X ′′fr, B˜1) of the seed Σ.
A sub-rooted cluster algebra A′ = A(Σ′) is called a pure sub-cluster algebra of A = A(Σ) if
A(Σ′) ∼= A(Σ∅,I1) in Clus; equivalently, Σ
′ ∼= Σ∅,I1 in Seed for some I1 ⊆ X˜ .
We give an example from [1]. For two seeds Σ1 = (X1, (X1)fr, B˜1) and Σ2 = (X2, (X2)fr, B˜2)
and their cluster algebras A(Σ1) and A(Σ2), assume that there exists (possibly empty) ∆1 ⊆ (X1)fr
and ∆2 ⊆ (X2)fr such that Σ1 and Σ2 are glueable along ∆1 and ∆2.
Recall in [1] that the amalgamated sum along ∆1 and ∆2 is defined as the rooted cluster algebra
A(Σ1) ∐∆1,∆2 A(Σ2) = A(Σ) where Σ = Σ1 ∐∆1,∆2 Σ2.
A(Σi) (i = 1, 2) can be viewed easily as pure sub-cluster algebras of A(Σ1)∐∆1,∆2 A(Σ2).
Denote I1 = {xs1 , · · · , xsl}. Then, we can get a series of sub-cluster algebras as follows:
(18) A(Σ\{xs1}) = A(Σ∅,{xs1}), A(Σ\{xs1 , xs2}) = A(Σ∅,{xs1}\{xs2}) = A(Σ∅,{xs1 ,xs2}),
· · · · · · ,A(Σ\{xs1 , xs2 , · · · , xsl}) = A(Σ\I1) = A(Σ∅,{xs1 ,xs2 ,··· ,xsl−1}\{xsl}) = A(Σ∅,I1) = A
′′.
It is known that the exchange relation (2) for the adjacent cluster of A in direction k ∈ [1, n] can
be given equivalently using the following formula:
xkx
′
k = p
+
k
∏
1≤i≤n; bki>0
xbkii + p
−
k
∏
1≤i≤n; bki<0
x−bkii ,(19)
where
p+k =
∏
1≤i≤m; bkn+i>0
x
bkn+i
n+i , p
−
k =
∏
1≤i≤m; bkn+i<0
x
−bkn+i
n+i(20)
are, respectively, the products of frozen variables and their inverses.
On one hand, the field of rational functions in X˜ ′′, written as F′′, is a sub-field of F in X˜ with
coefficients in the rational field Q.
On the other hand, the ground ring P ′′ of Σ∅,I1 , generated by the sub-set of the frozen variables
with unit, is a sub-ring P of Σ.
By the definition of cluster algebras of geometric type, from the partial sub-seed Σ∅,I1 = (X
′′, X ′′fr, B˜1),
its associated cluster algebra A′′ = A(B˜1) over P ′′ is generated as the P ′′-subalgebra of F′′ generated
by all cluster variables in all seeds mutation equivalent to Σ∅,I1 .
Referring to the equivalent form (19) of the exchange relation (2), we can describe the exchange
relation for the adjacent cluster of A′′ in direction ik for k ∈ [1, n1] using the following formula:
xikx
′
ik
= p+ik
∏
1≤t≤n1; bikit>0
x
bikit
it
+ p−ik
∏
1≤t≤n1; bikit<0
x
−bikit
it
,(21)
where
p+ik =
∏
1≤l≤n2; bikjl>0
x
bikjl
jl
, p−ik =
∏
1≤l≤n2; bikjl<0
x
−bikjl
jl
.
Note that the above p+ik and p
−
ik
are the divisors of p+ik and p
−
ik
in (20), respectively, and in (21),
the products ∏
1≤t≤n1; bikit>0
x
bikit
it
,
∏
1≤t≤n1; bikit<0
x
−bikit
it
are, respectively, the divisors of the corresponding products in (19). Hence, in general, the x′ik in
the adjacent cluster of A′′ is not the x′ik in that of A. Thus,
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A′′ is not a subalgebra of the cluster algebra A(Σ) even over Q.
Obviously, the rank of A′′ is also n1, which is similar to that of A′.
In general, analogous to the pure sub-algebra A′′ above, a sub-rooted cluster algebra A(ΣI0,I1) is
NOT a subalgebra of the cluster algebra A(Σ) even over Q.
4.2. Rooted cluster subalgebras as sub-class of sub-rooted cluster algebras. .
We present a combinatorial characterization of rooted cluster subalgebras as a sub-class of mixing-
type sub-rooted cluster algebras.
Given a cluster algebra A(Σ), we denote by
A1(Σ): the set of all pure cluster subalgebras of A(Σ),
A2(Σ): the set of all rooted cluster subalgebras of A(Σ) and,
A3(Σ): the set of all mixing-type sub-rooted cluster algebras of A(Σ).
In the following discussion, we will have the inclusion relation:
(22) A1(Σ) $ A2(Σ) $ A3(Σ).
First, pure cluster subalgebras are special rooted cluster subalgebras in a rooted cluster algebra.
In fact, since F(ΣI0,∅) = F(Σ), A(ΣI0,∅) is a subalgebra of A(Σ). Hence, we have the embedding
f¯ = idA(ΣI0,∅) : A(ΣI0,∅) →֒ A(Σ), and trivially, the conditions CM1 and CM2 hold. Using the
condition µx(ΣI0,∅) = µx(Σ)I0,∅ for any x ∈ X
′ and using induction, the condition CM3 is satisfied.
Hence, f¯ is an injective rooted cluster morphism. So, we have:
Proposition 4.3. For a seed Σ = (X, B˜) and its pure sub-seed ΣI0,∅ = (X
′, B˜′) with X ′ = X\I0,
the pure cluster subalgebra A(ΣI0,∅) of A(Σ) is always a rooted cluster subalgebra of A(Σ).
Let Σ = (X,B), where X = (x1, x2), B =
(
0 1
−1 0
)
and Xfr = ∅ and Σ′ = (X ′, B′), where
X ′ = ∅ and X ′fr = {x1}. Then, Σ
′ = ΣI0,I1 with I0 = {x1} and I1 = {x2}, and A(Σ
′) is a rooted
cluster subalgebra but not a pure cluster subalgebra of A(Σ).
Then, the first strict inclusion relation in (22) follows.
A rooted cluster subalgebra A(Σ′) ∈ A2(Σ) is called proper if it does not belong to A1(Σ), that
is, it is not a pure cluster sub-algebra.
Note that we think A(Σ) as a special pure cluster sub-algebra of itself since Σ = Σ∅,∅ for I0 = ∅
and then a proper rooted cluster subalgebra of A(Σ) never equals to A(Σ).
Now, we give a characterization of rooted cluster subalgebras as a sub-class of (mixing-type)
sub-rooted cluster algebras in a rooted cluster algebra A(Σ).
Theorem 4.4. A(Σ′) is a rooted cluster subalgebra of A(Σ) if and only if there exists a mixing-type
sub-seed ΣI0,I1 of Σ such that Σ
′ ∼= ΣI0,I1 satisfies bxy = 0 for any x ∈ X \ (I0 ∪ I1) and y ∈ I1.
Proof. “Only if”: Let f : A(Σ′)→ A(Σ) be the injective rooted cluster morphism. By Proposition
3.12, we have A(Σ′) ∼= A(fS(Σ′)). By Proposition 3.12 (1), fS(Σ′) = ΣI0,I1 for I1 = X˜\(X˜ ∩ f(X˜
′))
and I0 = X\(f(X ′) ∪ I1). Hence, Σ′ ∼= ΣI0,I1 by Proposition 3.8.
Now we show that the above sets I0 and I1 satisfy the condition in the theorem. Otherwise, there
exists x0 ∈ X\(I0 ∪ I1) and y0 ∈ I1 such that bx0y0 6= 0. Thus, in the rooted cluster algebra A(Σ),
µx0,Σ(x0) =
∏
y∈X˜,bx0y>0
ybx0y +
∏
y∈X˜,bx0y<0
y−bx0y
x0
,
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and in its sub-rooted cluster (I0, I1)-algebra A(ΣI0,I1), we have
µx0,ΣI0,I1 (x0) =
∏
y∈X˜\I1,bx0y>0
ybx0y +
∏
y∈X˜\I1,bx0y<0
y−bx0y
x0
.
Owing to bx0y0 6= 0, the term y
bx0y0
0 appears in the first equality but not in the second one. Since
X˜ is a transcendence basis of F(Σ), it follows that µx0,ΣI0,I1 (x0) 6= µx0,Σ(x0), which contradicts the
condition (CM3) for the injective rooted cluster morphism f .
“If”: We know that bxy = 0 for any x ∈ X \ (I0 ∪ I1) and y ∈ I1 for the given I0 and I1. Let
∆ = I0∪Xfr. Furthermore, let Σ(I1∪∆) be the sub-seed of Σ generated by the cluster variables of I1
and ∆. By definition of amalgamated sum, it is easy to see that ΣI0,∅ = Σ(I1 ∪∆)I0,∅
∐
∆1,∆2
ΣI0,I1
where ∆1 = ∆2 = ∆. Thus, we get A(ΣI0,∅) = A(Σ(I1 ∪∆)I0,∅)
∐
∆1,∆2
A(ΣI0,I1).
By Lemma 4.13 in [1], A(ΣI0,I1) is a rooted cluster subalgebra of A(ΣI0,Φ). By Proposition 4.3,
A(ΣI0,Φ) is a rooted cluster subalgebra of A(Σ). As the composition of two injective rooted cluster
morphisms, it follows that A(ΣI0,I1) is a rooted cluster subalgebra of A(Σ). 
This theorem tells us that in a cluster algebra, all rooted cluster subalgebras form a proper sub-set
of the set of rooted sub-cluster algebras, that is, the second strict inclusion relation in (22) follows.
Remark 4.5. According to Theorem 4.4, the existence of rooted cluster subalgebras is dependent on
the initial seed of the rooted cluster algebra via, more precisely, mixing-type subseeds of the initial
seed. The following is an example to illustrate that a rooted cluster subalgebra A(ΣI0,I1) of a rooted
cluster A(Σ) may not be isomorphic to any rooted cluster subalgebra of A(Σ′) anymore, for a seed
Σ′, which is mutation equivalent to Σ.
Let Q be the quiver 1→ 2→ 3 and the seed Σ = Σ(Q). Then A(Σ{2},∅), a rooted cluster subalgebra
of A(Σ), has 4 cluster variables and 1 frozen variable. It is easy to see that A(µ2(Σ)) has no rooted
cluster subalgebra that possesses 4 cluster variables and 1 frozen variable. Hence A(Σ{2},∅) is not
isomorphic to any rooted cluster subalgebra A((µ2(Σ))I0,I1) of A(µ2(Σ)).
Remark 4.6. For any integer m ≥ 3, denote by Πm the m-gon whose points are labeled cyclically
from 1 to m. For m ≥ 4, let A(Πm) be the cluster algebra from the fan triangulation Tm of Πm
in Fig. 1, which is of type Am−3 with coefficients associated with boundary arcs. We construct by
induction a family {Tm}m≥3 and then obtain a family of cluster algebras {A(Πm)}m≥3.
?
?
?
?
???
?
Figure 1
For m,m′ satisfying 0 < m < m′, the inclusion of Tm in Tm′ defines naturally the injective rooted
cluster morphism jm,m′ : A(Πm)→ A(Πm′ ) given in [1]. Now we can interpret jm,m′ by the language
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of a mixing-type sub-rooted cluster algebra about some (I0, I1). Actually, as in Fig. 1, we denote I0 to
be the set consisting of single vertex corresponding to the diagonal βm−2 and I1 the set consisting of
frozen vertices corresponding to the edges αm, · · · , αm′ and exchangeable vertices corresponding to the
diagonals βm−1, · · · , βm′−3. Then, the rooted cluster subalgebra A(Πm) of A(Πm′) is a mixing-type
sub-rooted cluster subalgebra of (I0, I1)-type.
Obviously, in this example, (I0, I1) satisfies the condition of Theorem 4.4.
In order to use in the sequel, we introduce the so-called diagonal-unitization matrix of an extended
exchange matrix from a cluster algebra.
Definition 4.7. For an extended exchange matrix B˜n×(n+m) of a cluster algebra, we define its related
diagonal-unitization matrix UB˜ to be a matrix UB˜ = (cij)n×(n+m) such that for any i, j,
cij =
{
bij , if i 6= j;
1, if i = j.
Since all diagonal entries of B˜ are zero due to its skew-symmetrizability, we have indeed
UB˜ = B˜ + (En On×m),
where En is an n × n identity matrix and On×m is a zero matrix. Note that all diagonal entries of
UB˜ are 1; in the sequel, one will see that UB˜ is just a tool to judge when the row-index set and the
column-index set of certain submartices are disjoint.
We need to understand a special case of cluster algebras, that is, a cluster algebra that is called
trivial if it has no exchangeable cluster variables except frozen cluster variables. All other cluster
algebras are called non-trivial.
We will say a sub-matrix of a matrix to be an empty sub-matrix if its either row-index set
or column-index set is empty. To facilitate the statement of the conclusion, we think any empty
submatrices are zero matrices.
Corollary 4.8. Using the above notations, A(Σ′) is a proper rooted cluster subalgebra ofA(Σ) if and
only if there exist I ′ ⊆ X and ∅ 6= I1 ⊆ X˜ such that the I
′×I1 sub-matrix of the diagonal-unitization
matrix UB˜ is a zero matrix and Σ′ ∼= ΣI0,I1 with I0 = X \ (I
′ ∪ I1).
In particular, (i) a proper rooted cluster subalgebra A(Σ′) of A(Σ) is trivial if and only if it can
be written as A(ΣI0,I1) with I0 = X \ I1 and I1 6= ∅ and
(ii) all proper rooted cluster subalgebras of A(Σ) are trivial if and only if all entries of UB˜ are
nonzero. In this case, there does not exist non-trivial proper rooted cluster subalgebras.
Proof. “If”: In case I ′ = ∅, equivalently I0 ∪ I1 ⊇ X , it is easy to see A(ΣI0,I1) as a trivial rooted
cluster subalgebra of A(Σ). Furthermore, since I1 6= ∅, A(ΣI0,I1) is a proper trivial rooted cluster
subalgebra of A(Σ).
In case I ′ 6= ∅, since I ′ ⊆ X , ∅ 6= I1 ⊆ X˜ and I0 = X \ (I ′ ∪ I1), we have X = I0 ∪ I ′ ∪ (X ∩ I1).
Moreover, the I ′ × I1 sub-matrix of the diagonal-unitization matrix UB˜ is a zero matrix, which
implies that I ′ ∩ I1 = ∅. Thus, I ′ = X\(I0 ∪ I1). As bxy = 0 for all x ∈ I ′ = X \ (I0 ∪ I1) and y ∈ I1,
according to Theorem 4.4, A(ΣI0,I1) is a rooted cluster subalgebra of A(Σ). Moreover, as I
′ 6= ∅,
A(ΣI0,I1) is a proper non-trivial rooted cluster subalgebra of A(Σ).
“Only If”: If A(Σ′) is a proper rooted cluster subalgebra of A(Σ), then by Theorem 4.4, there exist
I0 ⊆ X and I1 ⊆ X˜ satisfying bxy = 0 for any x ∈ X\(I0∪I1) and y ∈ I1 such thatA(Σ′) ∼= A(ΣI0,I1).
Now let I ′ = X\(I0 ∪ I1), then I
′ ∩ I1 = ∅ and the I
′ × I1 sub-matrix of the diagonal-unitization
matrix UB˜ is a zero matrix. Since I0, I1 and I
′ ∩ X are pairwise disjoint, we have I0 = X \ (I ′ ∪
(I1 ∩X)) = X \ (I ′ ∪ I1). Finally, I1 6= ∅ follows due to the fact that A(Σ′) is proper.
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(i) For a proper rooted cluster subalgebra A(Σ′) ∼= A(ΣI0,I1), it is trivial if and only if I1 6= ∅ and
X ⊆ (I0 ∪ I1) and, equivalently, if and only if I1 6= ∅ and I0 = X \ I1 since I0 ∩ I1 = ∅ and I0 ⊆ X .
(ii) “If”: For any proper rooted cluster subalgebra A(Σ′) = A(ΣI0,I1), since all entries of UB˜ are
nonzero, the I ′ × I1 zero submatrix in the above must be empty. But, I1 6= ∅, we have to get I ′ = ∅
and I0 = X \ I1, and then X ⊆ (I0 ∪ I1) due to I0 ∩ I1 = ∅, which means ΣI0,I1 has no exchangeable
cluster variable, i.e. A(Σ′) = A(ΣI0,I1) is trivial.
“Only if”: Otherwise, there exist i and j such that (i, j)-entry (UB˜)i,j = 0. By choosing I
′ = {i},
I1 = {j} and I0 = X\{i} and then by Theorem 4.4, A(ΣI0,I1) is a rooted cluster subalgebra of A(Σ).
Since I0 ∩ I1 = ∅, we have j 6= i and thus I0 6= X\I1, which means that A(ΣI0,I1) is non-trivial by
(i) and is proper due to I1 6= ∅. It contradicts with the given condition. 
In summary, in a rooted cluster algebra A(Σ), we have:
A2(Σ) = {rooted cluster subalgebras}
= {pure cluster subalgebras} ⊔ {proper rooted cluster subalgebras}
= {pure cluster subalgebras} ⊔ {trivial proper rooted cluster subalgebras}
⊔{non-trivial proper rooted cluster subalgebras}
with { pure cluster subalgebras} = {A(ΣI0,I1) : I1 = ∅, I0 ⊆ X},
{ trivial proper rooted cluster subalgebras} = {A(ΣI0,I1) : I1 6= ∅, X ⊆ I0 ∪ I1} and
{ non-trivial proper rooted cluster subalgebras} = {A(ΣI0,I1) : I1 6= ∅, X * I0 ∪ I1},
where ⊔ means the disjoint union of sets.
Remark 4.9. (i) When I ′ = ∅, the zero sub-matrix OI′×I1 is indeed an empty matrix and then
A(Σ′) is trivial.
(ii) If we assume I1 = ∅ in this corollary, then we get indeed a pure cluster subalgebra A(ΣI0,∅)
of A(Σ) for I0 = X\I ′. Moreover, a pure cluster subalgebra A(ΣI0,∅) is trivial if and only if I0 = X
and I1 = ∅. This type of algebras is a unique trivial pure cluster subalgebra and is a special case of
general (proper) trivial rooted cluster subalgebras.
The conclusion of Corollary 4.8 can be stated equivalently: a rooted cluster algebra A(Σ) has no
proper non-trivial rooted cluster subalgebras if and only if all entries of UB˜ are nonzero. Or say,
in case all entries of UB˜ are nonzero, in A3(Σ), the rooted cluster algebra A(Σ) has no non-trivial
rooted cluster subalgebras except pure cluster subalgebras.
Meantime, the purpose of Corollary 4.8 is to provide a detailed program to construct proper
rooted cluster subalgebras from a given rooted cluster subalgebra A(Σ).
Example 4.10. Let Q be the quiver of type A2, that is, Q : 1 // 2 . For the corresponding
cluster algebra A(Σ(Q)) of Q, its diagonal-unitization matrix UB˜(Q) =
(
1 −1
1 1
)
. Obviously, all
the entries of UB˜(Q) are non-zero. The only proper rooted cluster subalgebras of A(Σ(Q)) are:
A(Σ{1},{2}) and A(Σ{2},{1})
which are both trivial.
5. On enumeration and monoidal categorification
5.1. The number of rooted cluster subalgebras of the form A(ΣI0,I1). .
Using the result in Section 4, e.g. Theorem 4.4, and the above conclusions, we numberize some
sub-classes in the internal structure of a rooted cluster algebra A(Σ) in Clus.
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Proposition 5.1. Let A(Σ) be a rooted cluster algebra and B˜n×(n+m) be its extended exchange
matrix. Then the numbers of some sub-structures of A(Σ) in Clus are given as follows:
(1) The number of pure cluster sub-algebras A(ΣI0,∅) of A(Σ) for I0 ⊆ X is 2
n.
(2) The number of rooted cluster subalgebras A(ΣI0,I1) of A(Σ) for I0 ⊆ X and I1 ⊆ X˜ satisfying
Theorem 4.4 is equal to the number W of zero submatrices of UB˜. These zero submatrices include
the empty sub-matrices in the form UB˜J0×∅ with J0 ⊆ X or UB˜∅×J1 with J1 ⊆ X˜, where the numbers
in these two forms are respectively, 2n and 2n+m.
(3) The number of proper rooted cluster subalgebras A(ΣI0,I1) of A(Σ) satisfying the condition
in Corollary 4.8 is equal to W − 2n.
Proof. (1) All pure cluster sub-algebras A(ΣI0,∅) of A(Σ) are determined by I0 ⊆ X ; hence, the
required number is the chosen number of I0, that is, C
0
n + C
1
n + · · ·+ C
n
n = 2
n.
(2) Denoting by S1 the set of rooted cluster subalgebras of A(Σ) in the form A(ΣI0,I1) and by
S2 the set of all zero submatrices of U(B˜n×(n+m)), it suffices to set up a bijection from S1 to S2.
Assume thatA(ΣI0,I1) is a rooted cluster subalgebra ofA(Σ). Then by Theorem 4.4, bxy = 0 for all
y ∈ I1 and x ∈ X\(I0∪I1). Now we define a map ϕ : S1 → S2 with ϕ(A(ΣI0,I1)) = UB˜(X\(I0∪I1))×I1 ,
where UB˜(X\(I0∪I1))×I1 is the zero submatrix of U(B˜n×(n+m)) since I1 ∩ (X \ (I0 ∪ I1)) = ∅.
On the one hand, for any 0-submatrix UB˜J0×J1 , let I1 = J1 and I0 = X \ (J0 ∪ J1), so we have
J0 = X\(I0∪I1) as J0 ⊆ X and J0∩I1 = ∅. By Theorem 4.4, A(ΣI0,I1) is a rooted cluster subalgebra
of A(Σ). Hence, we can define the map φ : S2 → S1 with φ(UB˜J0×J1) = A(ΣX\(J0∪J1),J1).
Since I0 ∩ I1 = ∅ and I0 ⊆ X , so I0 ⊆ X \ I1 and X \ (X \ I0) = I0. Thus,
X \ ((X \ (I0 ∪ I1)) ∪ I1) = X \ ((X \ I0) ∪ I1) = (X \ (X \ I0)) ∩ (X \ I1) = I0.
Therefore, we have φϕ = idS1 .
On the other hand, since J0 ∩ J1 = ∅, J0 ⊆ X and X \ ((X \ (J0 ∪ J1)) ∪ J1) = J0, we have
ϕφ = idS2 . It follows that ϕ is bijective. Thus, the number of rooted cluster sub-algebras of A(Σ)
in the form A(ΣI0,I1) is equal to the number of zero sub-matrices of UB˜.
All the empty sub-matrices in the form UB˜J0×∅ with J0 ⊆ X are corresponding to pure sub-
rooted cluster algebras of A(Σ) in the form A(ΣI0,I1). Thus, by (1), the number of such special zero
submatrices is equal to 2n.
All empty submatrices of UB˜ in the form UB˜∅×J1 are determined uniquely by the choice of J1;
hence, the number of such special zero submatrices is equal to C0n+m+C
1
n+m+ · · ·+C
n+m
n+m = 2
n+m.
(3) The set of sub-rooted cluster algebras of A(Σ) of the form A(ΣI0,I1) is the disjoint union of
the subset of the proper ones and that of pure sub-rooted cluster algebras of A(Σ). Hence, this result
follows directly from (1) and (2). 
Remark 5.2. In Proposition 5.1 (2), the corresponding rooted cluster algebras of the empty sub-
matrices of the form UB˜∅×J1 with J1 ⊆ X˜ are just the trivial rooted cluster subalgebras of A(Σ) that
compose a part of sub-rooted cluster algebras of A(Σ) of the form A(ΣI0,I1).
5.2. Monoidal sub-categorification of a rooted cluster algebra. .
Let us recall the definition of the monoidal categorification of a cluster algebra (refer to [19]).
For a field K, let M be a K-linear abelian monoidal category, where K-linearity means that the
tensor functor ⊗ is K-linear and exact. Moreover, we assumeM to satisfy that (i) any object ofM
is of finite length and (ii) K ∼= HomM(S, S) for any simple object S of M.
Definition 5.3. ([19]) Let I = ({Mi}
n+m
i=1 , B˜) be a pair of a family {Mi}
n+m
i=1 of simple objects
in M and an integer-valued n × (n + m)-matrix B˜ = (bMi,Mj )i=1,··· ,n;j=1,··· ,n+m whose principal
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part is skew-symmetric. We call I a monoidal seed in M if (i) Mi ⊗Mj ∼= Mj ⊗Mi for any
1 ≤ i, j ≤ n+m and (ii)
n+m⊗
i=1
M⊗aii is simple for any (ai) ∈ Z
n+m
≥0 .
Definition 5.4. ([19]) For 1 ≤ k ≤ n, we say that a monoidal seed I = ({Mi}
n+m
i=1 , B˜) admits a
mutation µMk in direction Mk if there exists a simple object M
′
k ∈ M such that
(i) there exist exact sequences in M:
0→
⊗
bMkMi>0
M
⊗bMkMi
i →Mk ⊗M
′
k →
⊗
bMkMi<0
M
⊗(−bMkMi )
i → 0,
0→
⊗
bMkMi<0
M
⊗(−bMkMi )
i →M
′
k ⊗Mk →
⊗
bMkMi>0
M
⊗bMkMi
i → 0;
(ii) the pair µMk(I ) := ({Mi}i6=k ∪ {M
′
k}, µMk(B˜)) is a monoidal seed in M.
In this case, we denote µMk(Mk)
∆
=M ′k and µMk(Mi)
∆
=Mi if i 6= k.
Similarly, as in the case of cluster algebras, for any I0 ⊆ {M1, · · · ,Mn} and I1 ⊆ {M1, · · · ,Mn+m}
with I0∩I1 = ∅, we can defineII0,I1 for any monoidal seedI . More precisely, II0,I1 = ({Mi|Mi 6∈ I1}, B˜
′),
where B˜′ is the matrix obtained from B˜ by deleting the I0 ∪ I1 rows and I1 columns.
Definition 5.5. ([19]) Using the notations above, M is called a monoidal categorification of a
cluster algebra A = A(Σ) if
(a) there is a ring isomorphism ϕ : K0(M) ∼= A, where K0(M) is the Grothendieck ring of M,
(b) there exists a monoidal seed I = ({Mi}
n+m
i=1 , B˜) in M such that [I ] := ({[Mi]}
n+m
i=1 , B˜) is the
initial seed Σ of A and I admits successive mutations in all directions.
Remark 5.6. If a rooted cluster algebra A(Σ) admits a monoidal categorification M such that the
monoidal seed I = ({Mi}, B˜) corresponds to Σ = ({xi}, B˜), we always assume that Mi correspond
to xi for all i. According to the definition of mutation of monoidal seeds, it is easy to see that
ϕ([µMi(M)]) = µxi(ϕ([M ]))
for all xi ∈ X.
Following the above preparations, we find the relation between the categorification of a rooted
cluster algebra A(Σ) and the categorification of a rooted cluster subalgebra of A(Σ).
Theorem 5.7. Let the abelian monoidal category M be a monoidal categorification of a cluster
algebra A(Σ) and A(ΣI0,I1) be a rooted cluster subalgebra of A(Σ). Then,
(i) A(ΣI0,I1) has a monoidal categorificationM
′ that is also an abelian monoidal sub-category of
M;
(ii) For the Grothendieck rings K0(M) and K0(M′), the following diagram commutes via ring
homomorphisms:
K0(M′)
i1
→֒ K0(M)
↓∼=ϕ′ ↓∼=ϕ
A(ΣI0,I1)
i2
→֒ A(Σ)
,
where i1 and i2 mean the injective ring homomorphisms.
Proof. (i) Since A(ΣI0,I1) is a rooted cluster subalgebra of A(Σ), by ([1], Corollary 4.6(2)), the
cluster variables of A(ΣI0,I1) are cluster variables of A(Σ). Let ϕ : K0(M) ∼= A(Σ) be the ring
isomorphism by Definition 5.5 and let
S = {S ∈M| ϕ([S]) is a cluster variable of A(ΣI0,I1)}.
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Denote by M′ the fully faithful abelian monoidal subcategory of M generated by S. Now we prove
that M′ is the monoidal categorification of A(ΣI0,I1).
Let W ′ be the set of cluster variables in A(ΣI0,I1). We denote [S] = {[S]|S ∈ S}. Then,
ϕ([S]) =W ′.
(a) Since M′ is the fully faithful abelian monoidal subcategory of M generated by S, we have
K0(M′) as the sub-ring ofK0(M) generated by [S]. Let ϕ′ = ϕ|K0(M′). Since A(ΣI0,I1) is generated
by W ′ = ϕ([S]) as a ring, we have ϕ′(K0(M′)) = A(ΣI0,I1). Since ϕ
′ is the restriction of the
isomorphism ϕ, we get ϕ′ : K0(M
′) ∼= A(ΣI0,I1), that is, Definition 5.5 (a) holds for M
′ and
A(ΣI0,I1), and then the commute diagram in the proposition follows.
(b) Since M is the monoidal categorification of A(Σ), by definition, there exists a monoidal
seed I = ({Mi}, B˜) such that [I ] = Σ. Set I0 = {M ∈ {Mi}| ϕ([M ]) ∈ I0} and I1 = {M ∈
{Mi}| ϕ([M ]) ∈ I1}, so that all objects Mi ∈ II0,I1 are in one-one correspondence to cluster
variables in ΣI0,I1 . II0,I1 is a monoidal seed inM
′ by definition, and furthermore, [II0,I1 ] = ΣI0,I1 .
For any Mk ∈ {M1,M2, · · · ,Mn} \ (I0 ∪ I1), since M is the monoidal categorification of A(Σ),
there exist µMk(Mk) ∈M and two exact sequences in M:
(23) 0→
⊗
bMkMi>0
M
⊗bMkMi
i →Mk ⊗ µMk(Mk)→
⊗
bMkMi<0
M
⊗(−bMkMi )
i → 0,
(24) 0→
⊗
bMkMi<0
M
⊗(−bMkMi )
i → µMk(Mk)⊗Mk →
⊗
bMkMi>0
M
⊗bMkMi
i → 0.
Since A(ΣI0,I1) is a rooted cluster subalgebra of A(Σ), according to Theorem 4.4, for all Mi ∈
{Mj}
n+m
j=1 , if bMkMi 6= 0, we have Mi 6∈ I1; thus, Mi ∈M
′ in (23) and (24).
By Remark 5.6, ϕ([µk(Mk)]) = µk(ϕ([Mk])), which is a cluster variable in A(ΣI0,I1). Hence,
µk(Mk) ∈ S ⊆ Ob(M
′).
Therefore, the exact sequences (23) and (24) are also inM′. Thus, forM′, there is a mutation µ′Mk
in direct k satisfying µ′Mk(II0,I1) = (({Mi|i 6∈ I1}\{Mk})∪{µMk(Mk)}, µMk(B˜
′)) with µ′Mk(Mk) =
µMk(Mk) and µ
′
Mk
(Mi) = Mi for i 6= k and Mi 6∈ I1. Thus, II0,I1 admits successive mutations in
all directions by induction.
From (a), (b), by Definition 5.5, M′ is the monoidal categorification of A(ΣI0,I1). So, (i) holds.
(ii) As mentioned in the proof of (i), the cluster variables of A(ΣI0,I1) are also cluster variables of
A(Σ). By definition, ϕ′ = ϕ|K0(M′). Hence, the commutativity of the diagram follows naturally. 
Analog to ΣI0,I1 in Proposition 2.17, we can prove that µMk(II0,I1) = (µMk (I ))I0,I1 .
The monoidal category M′ is called a monoidal sub-categorification of the cluster algebra
A(Σ).
By Theorem 4.4, for the rooted cluster subalgebra A(Σ′), there is a mixing-type sub-seed ΣI0,I1
for I1 = X˜\(X˜ ∩ f(X˜ ′)), I0 = X\(f(X ′)∪ I1) satisfying bxy = 0 for any x ∈ X \ (I0 ∪ I1) and y ∈ I1
such that Σ′ ∼= ΣI0,I1 . Hence, the monoidal categorification M
′ of A(Σ′) can be obtained by using
Theorem 5.7.
The remaining interesting question is:
(a) What is the relationship between the monoidal categorification M′ of an arbitrary sub-rooted
cluster algebra isomorphic to A(ΣI0,I1) and M of the (rooted) cluster algebra A(Σ)?
In particular, dually, when the abelian monoidal category M′ is a quotient category of M with
the natural quotient functor π : M → M′ preserving the tensor product, we call M′ a monoidal
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quotient categorification of the (rooted) cluster algebra A(Σ). Therefore, we have the other
question as follows:
(b) For a sub-rooted cluster algebra A(Σ′) isomorphic to A(ΣI0,I1), what is the condition of A(Σ
′)
that makes its monoidal categorification M′ to be a monoidal quotient categorification of the (rooted)
cluster algebra A(Σ)?
As a partial answer of (b), a necessary condition is that A(Σ′) is a quotient algebra of A(Σ).
Indeed, if M′ is a monoidal quotient categorification of A(Σ), by definition, we have the algebra
isomorphisms K0(M) ∼= A(Σ) and K0(M
′) ∼= A(Σ′), and since the quotient functor π : M → M′
preserves tensor product, we obtain a surjective algebra homomorphism [π] : K0(M) → K0(M′)
naturally, which means that A(Σ′) is a quotient algebra of A(Σ).
These two questions will be discussed more in our further work.
6. Rooted cluster quotient algebras
6.1. Rooted cluster quotient algebras via pure sub-cluster algebras. .
We use the same notations in [1]. Let Σ \ {x} = (X \ {x}, B˜ \ {x}) denote the seed obtained from
Σ by deleting x ∈ X˜ , where B˜ \ {x} means the matrix obtained by deleting the row and column
labeled by x from B˜ (when x ∈ X˜ \X , B˜ has no row labeled by x, so B˜ \ {x} is obtained by deleting
only the column labelled by x from B˜). Denote σx,1 as the unique algebra homomorphism from
A(Σ) to F(Σ \ {x}), which sends y to y for y ∈ X˜ \ {x} and x to 1. Hence, σx,1 : A(Σ)→ A(Σ \ {x})
is an algebra homomorphism if and only if σx,1(A(Σ)) ⊆ A(Σ \ {x}). We call σx,1 the simple
specialisation of A(Σ) at x. In the sequel, we will need to consider the composition of some simple
specialisations for x in a certain subset I ⊆ X˜, i.e. σI,1 =
∏
x∈I
σx,1, which is called the specialisation
of A(Σ) at I.
Denote by σx,1(µy(Σ)\{x}) the seed ({σx,1(µy(x1)), · · · , σx,1(µy(xn))}\{1}, µy(B˜ \{x})) in case
x 6= y ∈ X .
In ([1], Problem 6.10), the authors propose a problem on whether σx,1 induces a surjective ideal
rooted cluster morphism from A(Σ) to A(Σ \ {x}).
([1], Proposition 6.9) says that σx,1 is a surjective ideal rooted cluster morphism from A(Σ) to
A(Σ \ {x}) if and only if σx,1 is an algebra homomorphism and then if and only if σx,1(A(Σ)) ⊆
A(Σ \ {x}).
([1], Corollary 6.14 and Theorem 6.15) tells us that if the seed Σ is either acyclic or arising from
a surface with certain condition on x, then the homomorphism σx,1 is surjective.
More generally, ([1], Theorem 6.17) shows that if A(Σ) admits a 2-CY categorification, in partic-
ular, if the skew-symmetric initial seed Σ is mutation equivalent to an acyclic seed or say that A(Σ)
is acyclic, then σx,1 induces an algebra homomorphism between the cluster character algebras.
Associated with these, in the sequel, we obtain the fact in Lemma 6.5 that for a totally sign-
symmetric seed Σ if A(Σ \ {x}) is acyclic, then σx,1 induces an algebra homomorphism between
cluster algebras. This fact is used to get Theorem 6.7, the main result of this section.
According to ([1], Corollary 6.14) and (18), we have the following.
Proposition 6.1. For an acyclic seed Σ and I1 ⊂ X˜, the pure sub-cluster algebra A(Σ∅,I1) is a
rooted cluster quotient algebra of the rooted cluster algebra A(Σ).
It is known well that a (rooted) cluster algebra A(Σ) is called acyclic if the initial seed Σ is
mutation equivalent to an acyclic seed. Hence, the above proposition means that for an acyclic
rooted cluster algebra A(Σ) with an acyclic initial seed, its pure sub-cluster algebras are always
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rooted cluster quotient algebras. Now, we can discuss the general case of an acyclic rooted cluster
algebra A(Σ), that is, its acyclic seed does not need to be the initial seed Σ.
Lemma 6.2. Using the foregoing notations, let (y1, · · · , ys) be a Σ-admissible sequence with yi 6=
x ∈ X˜ for all 1 ≤ i ≤ s. Denote by µ and µ′, respectively, the mutations in the cluster al-
gebras A(µys · · ·µy1(Σ)) and A(σx,1(µys · · ·µy1(Σ) \ {x})). Then for any y ∈ µys · · ·µy1(X) and
z ∈ µys · · ·µy1(X˜) with y, z 6= x, it holds that
(i) σx,1(µy(z)) = µ
′
σx,1(y)
(σx,1(z));
(ii) σx,1(µyµys · · ·µy1(Σ) \ {x}) = µ
′
σx,1(y)
(σx,1(µys · · ·µy1(Σ) \ {x})) and
(iii) Any Σ \ {x}-admissible sequence (z1, · · · , zt) can be lifted to a (σx,1,Σ,Σ \ {x})-biadmissible
sequence (w1, · · · , wt) satisfying that σx,1(wi) = zi for i = 1, · · · , t and
σx,1(µwt · · ·µw1(Σ)\{x}) = µ
′
zt
· · ·µ′z1(Σ \ {x}).
Proof. We denote µys · · ·µy1(Σ) by Σ
′ = (X ′, B˜′).
(i) In the cluster algebra A(Σ′), since
µy(z) =

∏
t∈X˜′,b′
yt
>0
t
b′yt+
∏
t∈X˜′ ,b′
yt
<0
t
−b′yt
y
, if z = y;
z, if z 6= y,
we have
σx,1(µy(z)) =

∏
t∈X˜′ ,b′
yt
>0
σx,1(t)
b′yt+
∏
t∈X˜′ ,b′
yt
<0
σx,1(t)
−b′yt
σx,1(y)
, if z = y;
σx,1(z), if z 6= y.
On the other hand, in the seed σx,1(Σ
′\{x}),
µ′σx,1(y)(σx,1(z)) =

∏
t∈X˜′,b′
yt
>0,t6=x
σx,1(t)
b′yt+
∏
t∈X˜′,b′
yt
<0,t6=x
σx,1(t)
−b′yt
σx,1(y)
, if z = y;
σx,1(z), if z 6= y.
Therefore, the result follows.
(ii) Denote
(25) σx,1(µy(Σ
′) \ {x}) = (X ′′, B˜′′) and µ′σx,1(y)(σx,1(Σ \ {x})) = (X
′′′, B˜′′′).
Then by definition, we have
X ′′ = {σx,1(µy(x
′
i)) : i = 1, · · · , n, µy(x
′
i) 6= x} = (σx,1(X
′) \ {x, σx,1(y)}) ∪ {σx,1(µy(y))}
and by the definitions of σx,1 and the mutation µ
′, we have
X ′′′ = ((σx,1(X
′)\{x})\{σx,1(y)})∪{µ
′
σx,1(y)
(σx,1(y))} = (σx,1(X
′)\{x, σx,1(y)})∪{µ
′
σx,1(y)
(σx,1(y))}.
Thus by (i), it follows that X ′′ = X ′′′.
Owing to the first formula of (25), B˜′′ is the matrix obtained by applying the mutation in the
direction y on B˜′ and then deleting the row and column labeled x; on the other hand, due to the
second formula of (25), since y 6= x, B˜′′′ is identified with the matrix by first deleting the row and
column labeled x in B˜′ and then applying the mutation in the direction y.
By calculation, since X˜ ′ ∋ x 6= y ∈ X ′, for s ∈ X ′ \ {x} and t ∈ X˜ ′ \ {x}, we have
b′′st = b
′′′
st =
{
b′st +
|b′sy|b
′
yt+b
′
sy|b
′
yt|
2 , if s 6= y 6= t;
−b′st, if s = y or t = y.
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Hence, B˜′′ = B˜′′′, which completes the proof.
(iii) Let w1 = z1. As z1 6= x, we have σx,1(w1) = z1. By (ii), σx,1(µw1(Σ)\{x}) = µ
′
z1
(Σ \ {x}).
Assume that for t − 1, (z1, · · · , zt−1) can be lifted to a (σx,1,Σ,Σ \ {x})-biadmissible sequence
(w1, · · · , wt−1) and σx,1(µwt−1 · · ·µw1(Σ)\{x}) = µ
′
zt−1
· · ·µ′z1(Σ\{x}). Then we consider the case for
t. Since zt is exchangeable in µ
′
zt−1
· · ·µ′z1(Σ\{x}) and σx,1(µwt−1 · · ·µw1(Σ)\{x}) = µ
′
zt−1
· · ·µ′z1(Σ\
{x}), there exists wt that is exchangeable in µwt−1 · · ·µw1(Σ) such that σx,1(wt) = zt. Using (ii) and
Σ′ = µwt−1 · · ·µw1(Σ), by the induction assumption, we have
σx,1(µwtµwt−1 · · ·µw1(Σ)\{x}) = µ
′
zt
(σx,1(µwt−1 · · ·µw1(Σ) \ {x})) = µ
′
zt
µ′zt−1 · · ·µ
′
z1
(Σ \ {x}).

Lemma 6.3. If A(Σ) is an acyclic rooted cluster algebra, then A(Σ \ {x}) is acyclic for any x ∈ X˜.
Proof. Since A(Σ) is acyclic, there exists a sequence (xi1 , xi2 , · · · , xis) with 1 ≤ il ≤ n for 1 ≤ l ≤ s
such that µxis · · ·µxi1 (Σ) is acyclic. By calculation, it is obvious that
µxis · · ·µxi1 (Σ) \ {µxis · · ·µxi1 (x)} = µxjt · · ·µxj1 (Σ \ {x}),
where the sequence (xj1 , · · · , xjt) is obtained by deleting x from the sequence (xi1 , · · · , xis). If we
denote Σ = (X, B˜), then
µxis · · ·µxi1 (Σ)\{µxis · · ·µxi1 (x)} = (µxis · · ·µxi1 (X)\{µxis · · ·µxi1 (x)}, µxis · · ·µxi1 (B˜)\{µxis · · ·µxi1 (x)}),
µxjt · · ·µxj1 (Σ \ {x}) = (µxjt · · ·µxj1 (X \ {x}), µxjt · · ·µxj1 (B˜ \ {x})).
It follows that
(26) µxis · · ·µxi1 (B˜) \ {µxis · · ·µxi1 (x)} = µxjt · · ·µxj1 (B˜ \ {x}).
Since µxis · · ·µxi1 (B˜) is acyclic, µxis · · ·µxi1 (B˜) \ {µxis · · ·µxi1 (x)} is acyclic. Then by (26),
µxjt · · ·µxj1 (B˜ \ {x}) is acyclic, which means µxjt · · ·µxj1 (Σ \ {x}) is acyclic. 
For a cluster algebra A = A(Σ), recall that the upper cluster algebra of A is defined in [2] as
U :=
⋂
clusters X of A
ZP [X±],
where ZP is the coefficient ring of A. By this definition, U is determined by all seeds of A. If a seed
Σ of A is given as initial, we denote the upper cluster algebra as U = U(Σ). So, for any other seed
Σ′, we have U(Σ) = U(Σ′).
Given any (initial) seed Σ = (X, B˜) of A, the upper bound of A(Σ) on X is defined in [2] as
UX(Σ) := ZP [X±1]
⋂
(
⋂
x∈X
ZP [(µxX)±1]).
By Laurent phenomenon and the definitions of upper cluster algebra and upper bound, clearly
A ⊆ U =
⋂
cluster X of A
UX(Σ).
Lemma 6.4. Let Σ = (X, B˜) be an initial seed, where x ∈ X. Then σx,1(A(Σ)) ⊆ U(Σ \ {x}) is the
upper cluster algebra of A(Σ \ {x}) .
Proof. By ([1], Proposition 6.13), σx,1(UX(Σ)) ⊆ UX\{x}(Σ\{x}). Since A ⊆ UX(Σ) and UX\{x}(Σ\
{x}) ⊆ ZP [X±1 \ {x±1}], we have
(27) σx,1(A(Σ)) ⊆ ZP [X±1 \ {x±1}].
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For any cluster X ′ of A(Σ \ {x}), there exists a Σ \ {x}-admissible sequence (z1, · · · , zs) such
that µ′zs · · ·µ
′
z1
(X \ {x}) = X ′. By Lemma 6.2(iii), (z1, · · · , zs) can be lifted to a (σx,1,Σ,Σ \
{x})-biadmissible sequence (y1, · · · , ys) and σx,1(µys · · ·µy1(Σ) \ {x}) = µzs · · ·µz1(Σ \ {x}). Hence,
σx,1(µys · · ·µy1(X) \ {x}) = σx,1(µys · · ·µy1(X)) \ {1} = X
′, and then,
(28) σx,1(ZP [(µys · · ·µy1(X))
±1]) ⊆ ZP [X ′±1].
By Laurent phenomenon,
(29) A(Σ) = A(µys · · ·µy1(Σ)) ⊆ ZP [(µys · · ·µy1(X))
±1].
From (28) and (29), we have σx,1(A(Σ)) ⊆ ZP [X ′±1]. Hence by the definition of upper cluster algebra
and the arbitrariness of X ′ as cluster in A(Σ \ {x}), it follows that σx,1(A(Σ)) ⊆ U(Σ \ {x}). 
Lemma 6.5. Given an initial seed Σ = (X, B˜), in case either x ∈ Xfr or A(Σ \ {x}) is acyclic,
then (i) σx,1(A(Σ)) = A(Σ \ {x}) and (ii) σx,1 is surjective.
Proof. (ii) is trivial from (i). So, we only need to prove (i).
For any cluster variable z ∈ A(Σ \ {x}), z = µzt · · ·µz1(z0) for some Σ \ {x}-admissible sequence
(z1, · · · , zt) and z0 ∈ X˜\{x}. According to Lemma 6.2 (iii), (z1, · · · , zt) can lift to a (σx,1,Σ,Σ\{x})-
biadmissible sequence (y1, · · · , yt). Thus, σx,1(µyt · · ·µy1(y0)) = µzt · · ·µz1(z0) = z, where y0 = z0 ∈
X˜ \ {x}. Therefore, σx,1(A(Σ)) ⊇ A(Σ \ {x}) since A(Σ \ {x}) is generated by all cluster variables.
In order to prove σx,1(A(Σ)) ⊆ A(Σ \ {x}), it is enough to claim σx,1(µyn · · ·µy2µy1(y)) ∈ A(Σ \
{x}) for any composition of mutations µyn · · ·µy2µy1 and y ∈ X˜ since A(Σ) is generated by all cluster
variables.
Suppose x ∈ Xfr. Since x is frozen, yi 6= x for any i = 1, · · · , n.
When n = 1, it is clear by Lemma 6.2 (i). Using induction on n and by Lemma 6.2 (ii), in the
case for n ≥ 2, we have
σx,1(µyn · · ·µy2µy1(y)) =
{
µ′yn · · ·µ
′
y2
µ′y1(y), if y 6= x;
1, if y = x.
which is certainly in A(Σ \ {x}). Thus, the result follows.
Suppose A(Σ \ {x}) is acyclic. Then by ([23], Theorem 2), A(Σ \ {x}) = U(Σ \ {x}). Thus, the
result follows from Lemma 6.4. 
This lemma improves the results in [1] in some cases mentioned before Proposition 6.1 as the
partial answer of the problem in [1] that whether σx,1 is surjective.
Remark 6.6. (1) The case x ∈ Xfr has been mentioned in ([6], 2.39).
(2) Following this lemma and Lemma 6.3, σx,1 is surjective if A(Σ \ {x}) is acyclic.
Since I1 = I
′
1∪I
′′
1 for I
′
1 ⊆ X and I
′′
1 ⊆ Xfr, using Lemma 6.5 step-by-step at x ∈ I1 and according
to ([1],Proposition 6.9), σx,1 is an ideal surjective rooted cluster morphism. Since σx,1 is an algebra
homomorphism, we have the following.
Theorem 6.7. For a seed Σ, if the rooted cluster algebra A(Σ) is acyclic, then for any I1 ⊆ X˜, the
pure sub-cluster algebra A(Σ∅,I1 ) is a rooted cluster quotient algebra of A(Σ) via σI1,1 =
∏
x∈I1
σx,1 :
A(Σ)→ A(Σ∅,I1 ), i.e. the specialisation of A(Σ) at I1.
Trivially, Proposition 6.1 is a special case of this theorem.
By Theorem 6.7, we know that a part of the set of rooted cluster quotient algebras consists of
some pure sub-cluster algebras of rooted cluster algebras.
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Then the following remaining question is still open:
Question: In the case that the cluster algebra A(Σ\{x}) is cyclic, is σx,1 surjective or, equivalently,
Imσx,1 ⊆ A(Σ \ {x})?
As a corollary of Theorem 6.7, we show the finite type and finite mutation type of mixing-type
sub-rooted cluster algebras of a rooted cluster algebra as follows.
A (rooted) cluster algebra A = A(Σ) is said to be of finite type if it has finite cluster variables,
and to be of finite mutation type if it has finite number of exchange matrices up to similar
permutation of rows and columns, under all mutations (see [8][9][10]). It is easy to see that a cluster
algebra of finite type is always of finite mutation type.
Corollary 6.8. All mixing-type sub-rooted cluster algebras of a rooted cluster algebra of finite type
(respectively, finite mutation type) are of finite type (respectively, finite mutation type).
Proof. Let A(Σ) be a rooted cluster algebra of finite type. According to ([10], Theorem 1.4), since
it is of finite type, the corresponding Cartan matrix of A(Σ) is of Dynkin type, which means that
A(Σ) is acyclic. Then, A(ΣI0,I1) is also acyclic. Note that ΣI0,I1 = (ΣI0,∅)∅,I1 . By Theorem 6.7,
there is a surjective morphism from A(ΣI0,∅) to A(ΣI0,I1) in Clus. Hence, in order to show the
finite type of A(ΣI0,I1), it is enough to prove by ([1], Corollary 6.3) that A(ΣI0,∅) is of finite type.
By Theorem 4.4, A(ΣI0,∅) is a rooted cluster subalgebra of A(Σ). So, by ([1], Corollary 4.6(2)), all
cluster variables of A(ΣI0,∅) are also in A(Σ). Then, A(ΣI0,∅) is of finite type since A(Σ) is so.
It is easy to see that (µx(ΣI0,∅))∅,I1 = µx(ΣI0,I1) for any x ∈ X \ (I0 ∪ I1). Therefore, to show
that A(ΣI0,I1) is of finite mutation type, it suffices to prove that A(ΣI0,∅) is of finite mutation type.
By (17), all mutations of ΣI0,∅ are sub-seeds of some mutations of Σ. Hence, A(ΣI0,∅) is of finite
mutation type since A(Σ) is of finite mutation type. 
Furthermore, in the next sub-section, we give the characterization of rooted cluster quotient
algebras of rooted cluster algebras, which are not sub-cluster algebras, through the method of gluing
frozen variables.
6.2. Rooted cluster quotient algebras via gluing method. .
In this section, we give another class of rooted cluster quotient algebras via gluing frozen variables.
For a surjective rooted cluster morphism g : A(Σ) → A(Σ′) and I1 = {x ∈ X˜|g(x) ∈ Z}, by
Definition 3.2, we can define Σ(g) = (X(g), B˜(g)), the contraction of Σ under g. We will show that
there is a surjective rooted cluster morphism f : A(Σ(g)) → A(Σ′) satisfying f(X(g)) = X ′ and
f(X˜(g)) = X˜ ′.
First, we have a unique algebra homomorphism
(30) f : Q[X(g)fr ][X
(g)±1]→ Q[X ′fr][X
′±1]
such that f(x) = g(x) for x ∈ X˜(g) and f(x−1) = g(x)−1 for x ∈ X(g). By Laurent phenomenon,
A(Σ(g)) ⊆ Q[X(g)fr ][X
(g)±1].
Proposition 6.9. Let g : A(Σ)→ A(Σ′) be a surjective rooted cluster morphism. Define f as above
in (30) and restrict f to A(Σ(g)). Then f : A(Σ(g))→ A(Σ′) is a surjective rooted cluster morphism
satisfying f(X(g)) = X ′ and f(X˜(g)) = X˜ ′.
This surjective rooted cluster morphism f is called the contraction of g.
Proof. First, we show that f is a rooted cluster morphism. Obviously, f satisfies CM1 and CM2.
Now we prove that CM3 holds for f . For this, we need the following two claims.
Claim 1: If (y1, · · · , yt) is Σ(g)-admissible, then it is (f,Σ(g),Σ′)-biadmissible.
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For the case t = 1, since y1 ∈ X(g) = X \ I1, we have f(y1) = g(y1) ∈ X ′. Hence, the sequence
(y1) of length 1 is (f,Σ
(g),Σ′)-biadmissible.
Assume the claim holds for the case t− 1. Now using induction, we prove the claim for case t.
For any y ∈ X˜(g) ⊆ X˜ , we have µΣy1(y) =
{
y, if y 6= y1;∏
1 A1+
∏
2 A2
y1
, if y = y1,
where Ai are monomials
over I1 and
∏
i are monomials over X˜ \ I1. It follows that
(31) g(µΣy1(y)) =
{
g(y), if y 6= y1;
g(
∏
1)g(A1)+g(
∏
2)g(A2)
g(y1)
, if y = y1.
By the definition of Σ(g), we have, for any y ∈ X˜(g) ⊆ X˜ ,
µΣ
(g)
y1
(y) =

y, if y 6= y1;∏
1 +
∏
2
y1
, if y = y1, g(A1) 6= 0 6= g(A2);
2
y1
, if y = y1, g(A1)g(A2) = 0.
Therefore,
(32) f(µΣ
(g)
y1
(y)) = g(µΣ
(g)
y1
(y)) =

g(y), if y 6= y1;
g(
∏
1)+g(
∏
2)
g(y1)
, if y = y1, g(A1)g(A2) 6= 0;
2
g(y1)
, if y = y1, g(A1)g(A2) = 0.
On the other hand, µg(y1)(g(y1)) =
B1+B2
g(y1)
, where Bi are monomials over X˜ ′. By CM3, we have
µg(y1)(g(y1)) = g(µ
Σ
y1
(y1)) =
g(
∏
1)g(A1) + g(
∏
2)g(A2)
g(y1)
so,
g(
∏
1)g(A1)+g(
∏
2)g(A2)
g(y1)
= B1+B2
g(y1)
. Thus, g(
∏
1)g(A1) + g(
∏
2)g(A2) = B1 + B2. Comparing the
two sides of this formula, since g(
∏
i) are monomials over X˜
′ and g(Ai) ∈ Z, by the algebraic
independence of X˜ ′, we discuss the following cases:
Case 1. g(A1)g(A2) = 0. Without loss of generality, assume g(A1) = 0. Then g(
∏
2) = 1 and
g(A2) = B1 +B2 = 2.
Case 2. g(A1)g(A2) 6= 0. Then, we have:
(1) if g(
∏
1)g(
∏
2) 6= 1, then g(A1) = g(A2) = 1 and
(2) if g(
∏
1) = g(
∏
2) = 1, then g(A2) + g(A2) = B1 +B2 = 2.
Both (1) and (2) mean g(
∏
1)g(A1) + g(
∏
2)g(A2) = g(
∏
1) + g(
∏
2).
Following this discussion, comparing (31) and (32), we get that
(33) f(µΣ
(g)
y1
(y)) = g(µΣy1(y)) = µg(y1)(g(y)) = µf(y1)(f(y)).
Now we need to prove the important relation on the new seed Σ(g), which is as follows.
Lemma 6.10. There exists a positive isomorphism (µΣy (Σ))
(g) ∼= µΣ
(g)
y (Σ
(g)), where y ∈ X \ I1.
Proof. Denote (µΣy (Σ)) by (Y, C˜), (µ
Σ
y (Σ))
(g) by (Y ′, C˜′) and µΣ
(g)
y (Σ
(g)) by (Y ′′, C˜′′).
By definition, we have
Y ′ = (X \ (I1 ∪ {y})) ∪ {µ
Σ
y (y)}, Y˜
′ = (X˜ \ (I1 ∪ {y})) ∪ {µ
Σ
y (y)},
Y ′′ = (X \ (I1 ∪ {y})) ∪ {µ
Σ(g)
y (y)}, Y˜
′′ = (X˜ \ (I1)) ∪ {y}) ∪ {µ
Σ(g)
y (y)}.
Comparing the sets Y˜ ′ and Y˜ ′′, their elements can be in one-to-one correspondence with the identity
map but the correspondence between µΣy (y) and µ
Σ(g)
y (y).
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According to definition, we have
cxz =
{
bxz +
|bxy|byz+bxy|byz |
2 , if x 6= µ
Σ
y (y) 6= z;
−bxz, if x = µΣy (y) or z = µ
Σ
y (y).
c′xz =
{
cxz, if g(w) 6= 0 ∀w ∈ I1 adjacent to x or z;
0, otherwise.
c′′xz =
{
b
(g)
xz +
|b(g)xy |b
(g)
yz +b
(g)
xy |b
(g)
yz |
2 , if x 6= µ
Σ(g)
y (y) 6= z;
−b
(g)
yz or − b
(g)
xy , if x = µΣ
(g)
y (y) or z = µ
Σ(g)
y (y).
We will show C˜′ = C˜′′ in three cases, which are as follows:
(i) In case x ∈ X \ (I1 ∪ {y}) and z ∈ X˜ \ (I1 ∪ {y}).
(1) If there exists no w ∈ X˜ adjacent to y with g(w) = 0, then
c′xz = c
′′
xz =
{
bxz +
|bxy|byz+bxy|byz |
2 , if g(w) 6= 0 ∀w ∈ I1 adjacent to x or z;
0, otherwise.
(2) If there exists a w ∈ X˜ adjacent to y with g(w) = 0, then from the formula (33), bywbxy < 0,
byzbyw > 0 and bxybyz < 0, we have
c′xz = c
′′
xz =
{
bxz, if g(w) 6= 0 ∀ ∈ I1 adjacent to x or z;
0, otherwise.
(ii) In case z ∈ X˜ \ (I1 ∪ {y}).
(1) If there exists no w ∈ X˜ adjacent to y with g(w) = 0, then
c′(µΣy (y))z = c
′′
(µΣ
(g)
y (y))z
=
{
−byz, if g(w) 6= 0 ∀w ∈ I1 adjacent to z;
0, otherwise.
(2) If there exists a w ∈ X˜ adjacent to y with g(w) = 0, then c′(µΣy (y))z
= c′′
(µΣ
(g)
y (y))z
= 0.
(iii) In case x ∈ X \ (I1 ∪ {y}), we have similarly c′x(µΣy (y))
= c′′
x(µΣ
(g)
y (y))
.
According to the above discussion on c′xy and c
′′
xy, under the correspondence between the sets Y˜
′
and Y˜ ′′, we get that C˜′ = C˜′′.
Hence, (µΣy (Σ))
(g) ∼= µΣ
(g)
y (Σ
(g)). 
Let us return to prove the proposition.
By Lemma 6.10, we have (µΣy1(Σ))
(g) ∼= µΣ
(g)
y1
(Σ(g)). Since (y1, · · · , yt) is Σ(g)-admissible, it means
(y2, · · · , yt) is (µ
Σ
y1
(Σ))(g)-admissible.
By Proposition 3.7, g : A(µΣy1(Σ)) → A(µg(y1)(Σ
′)) is a surjective rooted cluster morphism.
For this g, using the induction assumption, (y2, · · · , yt) is (f, µ
Σ(g)
y1
(Σ(g)), µf(y1)(Σ
′))-biadmissible.
Therefore, (y1, · · · , yt) is (f,Σ(g),Σ′)-biadmissible. Hence, the claim holds.
Claim 2: For a (f,Σ(g),Σ′)-biadmissible (y1, · · · , yt), there exists uniquely a (g,Σ,Σ′)-biadmissible
sequence (x1, · · · , xt) such that
(34) f(µΣ
(g)
yt
· · ·µΣ
(g)
y1
(y)) = g(µΣxt · · ·µ
Σ
x1
(y)) and g(xi) = f(yi)
for all 1 ≤ i ≤ t and any y ∈ X˜(g) ⊆ X˜. Conversely, for a (g,Σ,Σ′)-biadmissible sequence
(x1, · · · , xt), there exists uniquely an (f,Σ(g),Σ′)-biadmissible (y1, · · · , yt) such that the relations in
(34) are satisfied.
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In the case t = 1, let x1 = y1. Then we have g(x1) = f(y1), and by the formula (33), f(µ
Σ(g)
y1
(z)) =
g(µΣx1(z)) = µf(y1)(f(z)) for any z ∈ X˜
(g). So, Claim 2 holds for t = 1.
Assume that Claim 2 holds in the case for t − 1. In the case for t, by Proposition 3.7, g :
A(µΣx1(Σ)) → A(µg(x1)(Σ
′)) is a surjective rooted cluster morphism. By (6.10), (µΣx1(Σ))
(g) ∼=
µΣ
(g)
y1
(Σ(g)). Hence, by induction assumption, there exits a (g, µx1(Σ), µg(x1)(Σ′))-biadmissible se-
quence (x2, · · · , xt) such that g(xi) = f(xi) for 2 ≤ i ≤ t and g(µΣxt · · ·µ
Σ
x2
(y)) = f(µΣ
(g)
yt
· · ·µΣ
(g)
y2
(y))
for all cluster variables y in µΣ
(g)
y1
(Σ(g)). Therefore, (x1, · · · , xt) is the (g,Σ,Σ′)-biadmissible sequence
such that g(xi) = f(yi) for all 1 ≤ i ≤ k and f(µ
Σ(g)
yt
· · ·µΣ
(g)
y1
(z)) = g(µΣxt · · ·µ
Σ
x1
(z)) for all z ∈ X˜(g).
Conversely, we can prove similarly for a (g,Σ,Σ′)-biadmissible sequence (x1, · · · , xt) that there
exists uniquely a (f,Σ(g),Σ′)-biadmissible sequence (y1, · · · , yt) such that the relations in (34) are
satisfied.
Hence, the claim follows.
Now, we prove the CM3 condition for f . For any (f,Σ(g),Σ′)-biadmissible sequence (y1, · · · , yt), by
Claim 2, there exists uniquely (g,Σ,Σ′)-biadmissible sequence (x1, · · · , xt) such that g(xi) = f(yi)
for all 1 ≤ i ≤ t and f(µΣ
(g)
yt
· · ·µΣ
(g)
y1
(z)) = g(µΣxt · · ·µ
Σ
x1
(z)) for all z ∈ X˜(g). By CM3 for g,
g(µΣxt · · ·µ
Σ
x1
(z)) = µg(xt) · · ·µg(x1)(g(z)). Then, f(µ
Σ(g)
yt
· · ·µΣ
(g)
y1
(z)) = µf(yt) · · ·µf(y1)(f(z)) for all
z ∈ X˜g. Hence, CM3 for f follows.
To show f : A(Σ(g))→ A(Σ′) is a ring homomorphism, it suffices to prove that f(A(Σ(g))) ⊆ A(Σ′)
since g is a ring homomorphism. In fact, for any cluster variable y ∈ A(Σ(g)), there exists a Σ(g)-
admissible sequence (y1, · · · , yt) and y0 ∈ X˜(g) such that y = µΣ
(g)
yt
· · ·µΣ
(g)
y1
(y0). By Claim 1, any
Σ(g)-admissible sequence is (f,Σ(g),Σ′)-biadmissible. Then by CM3, f(y) = µf(yt) · · ·µf(y1)(f(y0)),
and by CM1 and the definition of f , f(y) is a cluster variable of A(Σ′). So, f(A(Σ(g))) ⊆ A(Σ′).
Now, we verify that f is surjective. As A(Σ′) is generated by all cluster variables, it suffices to
prove that any cluster variable z ∈ A(Σ′) can be lifted to a cluster variable in A(Σ(g)).
We have z = µzl · · ·µz1(z0) for some Σ
′-admissible sequence (z1, · · · , zl) and z0 ∈ X˜ ′. As g is
surjective, by ([1], Proposition 6.2), there exists a (g,Σ,Σ′)-biadmissible sequence (x1, · · · , xl) and
x0 ∈ X˜ such that g(µΣxl · · ·µ
Σ
x1
(x0)) = µzl · · ·µz1(z0) = z. It is clear to see that x0 ∈ X˜ \ I1.
According to Claim 2, there exists a (f,Σ,Σ′)-biadmissible sequence (y1, · · · , yl) such that
f(µΣ
(g)
yl
· · ·µΣ
(g)
y1
(x0)) = g(µ
Σ
xl
· · ·µΣx1(x0)).
So, it follows that f(µΣ
(g)
yl
· · ·µΣ
(g)
y1
(x0)) = z. It means that f is surjective.
In summary, we have shown that f : A(Σ(g))→ A(Σ′) is a surjective rooted cluster morphism.
Last, by the definition of f , we have f(X(g)) = X ′ and f(X˜(g)) = X˜ ′. 
In Proposition 6.9, f = g if g is noncontractible, i.e. I1 = ∅ and then Σ(g) = Σ. By definition and
Proposition 6.9, it is easy to see the following.
Lemma 6.11. A surjective rooted cluster morphism g : A(Σ) → A(Σ′) is noncontractible if and
only if g(X) = X ′ and g(X˜) = X˜ ′.
Owing to this and Proposition 6.9, in the sequel, in order to characterize the quotient from
a surjective rooted cluster morphism f , we always assume that f is noncontractible, that is, the
conditions f(X) = X ′ and f(X˜) = X˜ ′ are satisfied.
For two sets U and V , ϕ is called a partial map from U to V on a subset W of U if ϕ : W → V
is a map, denoted as ϕW : U → V .
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Definition 6.12. Given a seed Σ = (X,Xfr, B˜), a subset S ⊆ X˜ and a partial injective map
ϕS : X˜ → X˜ satisfying ϕS(S ∩ Xfr) ⊆ Xfr, we define a new seed ΣϕS = (X, B˜) (denoted as
Σ ̂SϕS(S)
) by gluing S and ϕS(S) under ϕS as follows:
(i) For any s ∈ S, define a new variable s, called the gluing variable of s and ϕS(s) on ϕS. For
any subset T ⊆ S, let T = {s | s ∈ T }, which is called the gluing set of T and ϕS(T ) on ϕS.
(ii) Define X˜ = (X˜ \ (S ∪ ϕS(S))) ∪ S and X = (X \ (S ∪ ϕS(S))) ∪ S ∩X and its extended
exchange matrix B˜ to be a #X ×#X˜ matrix satisfying:
bz1z2 =

bz1z2 , if z1 ∈ X \ (S ∪ ϕS(S)), z2 ∈ X˜ \ (S ∪ ϕS(S));
by1y2 , if z1 = y1 ∈ S ∩X, z2 = y2 ∈ S;
bz1y2 , if z1 ∈ X \ (S ∪ ϕS(S)), z2 = y2 ∈ S, y2 = ϕS(y2);
bz1y2 + bz1ϕS(y2), if z1 ∈ X \ (S ∪ ϕS(S)), z2 = y2 ∈ S, y2 6= ϕS(y2);
by1z2 , if z1 = y1 ∈ S ∩X, z2 ∈ X˜ \ (S ∪ ϕSS).
Following this definition, in the new seed ΣϕS = (X, B˜), we have Xfr = (Xfr \ (S ∪ ϕS(S))) ∪
S ∩Xfr. It is easy to see that B˜ is skew-symmetrizable.
Example 6.13. Let Q be the quiver: x1 // x2 x3oo and let S = {x1}. Define ϕS(x1) = x3.
Then Σ(Q)ϕS = Σ(Q
′), where Q′ : x1 // x2 .
Remark 6.14. For y1, y2 ∈ Xfr in Σ, define S = {y1} and ϕS : {y1} → {y2} to get ϕS(S) = {y2}.
Then, we get Σŷ1y2 = (X, B˜), where X = X, X˜ = X˜\{y1, y2}∪{y} and its extended exchange matrix
B˜ is of n × (n +m − 1) satisfying bxy = bxy and bxy = bxy1 + bxy2 for all x ∈ X and y ∈ X˜ \ {y}.
In this situation, we say y to be the gluing variable of y1 and y2.
Let Σ = (X, B˜) be a seed with y1 and y2 as two frozen variables. We can obtain a natural ring
morphism π : Q[Xfr][X
±1]→ F(Σŷ1y2) satisfying
π(x) = x ∀ x ∈ X˜, x 6= y1, x 6= y2, and π(y1) = π(y2) = y.
Restricting π on A(Σ), such morphism π0 = π|A(Σ) is called the canonical morphism induced
by gluing y1, y2 ∈ Xfr.
To illustrate our result, we need the following lemma.
Lemma 6.15. Let y1, y2 ∈ Xfr in seed Σ such that bxy1bxy2 ≥ 0 for all x ∈ X. Then for any
exchangeable variable z ∈ X, there is a positive isomorphism µz(Σŷ1y2)
h
∼= (µz(Σ))ŷ1y2 .
Proof. Denote µz(Σŷ1y2) = (Y, C˜) and (µz(Σ))ŷ1y2 = (Y , C˜). Then by definition,
Y = X\{z}∪{µ
Σ ̂y1y2
z (z)} = X\{z}∪{µ
Σ ̂y1y2
z (z)}, Y˜ = X˜\{z}∪{µ
Σ ̂y1y2
z (z)} = (X˜\{z, y1, y2})∪{µ
Σ ̂y1y2
z (z), y},
Y = (X \ {z}) ∪ {µΣz (z)}, Y˜ = (X˜ \ {z, y1, y2}) ∪ {µ
Σ
z (z), y}.
Comparing the sets Y˜ and Y˜ , their elements can be one-to-one correspondent by a bijection h with
the identity map but the correspondence between µ
Σ ̂y1y2
z (z) and µΣz (z).
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For all x ∈ Y and y ∈ Y˜ , bxy = bxy, and bxy = bxy1 + bxy2 for all x ∈ X and y ∈ X˜ \ {y}.
Furthermore, as bxy1bxy2 ≥ 0 for all x ∈ X , so |bxy| = |bxy1|+ |bxy2 |. Hence, the entries of C˜ is given:
cxy =
{
bxy +
bxz·|bzy|+|bxz|·bzy
2 , if x 6= µ
Σ ̂y1y2
z (z) 6= y;
−bxy, if x = µ
Σ ̂y1y2
z (z) or y = µΣz (z).
=

bxy +
bxz ·|bzy|+|bxz|·bzy
2 , if y 6= y, x 6= µ
Σ ̂y1y2
z (z) 6= y;
−bxy, if y 6= y, x = µ
Σ ̂y1y2
z (z) or y = µΣz (z);
2∑
i=1
(bxyi +
bxz ·|bzyi |+|bxz|·bzyi
2 ), if y = y, x 6= µ
Σ ̂y1y2
z (z) 6= y;
−bxy1 − bxy2 , if y = y, x = µ
Σ ̂y1y2
z (z) or y = µΣz (z).
.
On the other hand, for all x ∈ Y and y ∈ Y˜ , we have the entries of C˜:
cxy =

bxy +
bxz·|bzy|+|bxz|·bzy
2 , if y 6= y, x 6= µ
Σ
z (z) 6= y;
−bxy, if y 6= y, x = µΣz (z) or y = µ
Σ
z (z);
2∑
i=1
(bxyi +
bxz·|bzyi |+|bxz|·bzyi
2 ), if y = y, x 6= µ
Σ
z (z) 6= y;
−bxy1 − bxy2, if y = y, x = µ
Σ
z (z) or y = µ
Σ
z (z).
According to the above expressions of cxy and cxy, under the correspondence between the sets Y˜
and Y˜ , we get C˜ = C˜. Hence, µz(Σŷ1y2)
∼= (µz(Σ))ŷ1y2 . 
With the above preparations, another class of rooted cluster quotient algebras is given as follows.
Proposition 6.16. Let y1, y2 ∈ Xfr in the seed Σ with the gluing variable y. Then, A(Σŷ1y2) is
a rooted cluster quotient algebra of A(Σ) under the canonical morphism π0 = π |A(Σ) if and only
if b′xy1b
′
xy2
≥ 0 for any exchangeable variable x in any seed Σ′ mutation equivalent to Σ and its
exchange matrix B˜′.
Proof. “Only if”: Let Σ′ = (X ′, B˜′) be a seed mutation equivalent to Σ. Hence, there exists a
Σ-admissible sequence (z1, · · · , zs) such that Σ′ = µzs · · ·µz1(Σ). According to Proposition 3.7,
π0 : A(Σ
′)→ A(µpi0(zs) · · ·µpi0(z1)(Σŷ1y2))
is a rooted cluster morphism. Moreover, using Lemma 6.15, it is easy to see that µpi0(zs) · · ·µpi0(z1)(Σŷ1y2)
∼=
Σ′ŷ1y2 by a seed isomorphism h; hence, it induces a rooted cluster isomorphism
h : A(µpi0(zs) · · ·µpi0(z1)(Σŷ1y2))→ A(Σ
′
ŷ1y2
).
Then the fact below follows.
Fact 6.17. hπ0 : A(Σ′)→ A(Σ′ŷ1y2) is the rooted cluster morphism given by gluing variables y1 and
y2.
In fact, when s = 1, from the seed isomorphism defined in Lemma 6.15, for x ∈ µz1(X˜) =
(X˜ \ {z1}) ∪ {µΣz1(z1)}, we know
hπ0(x) =

h(x) = x, if x ∈ X˜ \ {z1, y1, y2};
h(y) = y, if x = y1 or y2;
h(µ
Σ ̂y1y2
z1 (z1)) = µ
Σ
z1
(z1), if x = µ
Σ
z1
(z1).
Hence, hπ0 is the rooted cluster morphism given by gluing variables y1 and y2. Using the above
mutation step by step, we know that hπ0 is the rooted cluster morphism given by gluing variables
y1 and y2 for any s.
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In particular, when π0 is surjective, then hπ0 is also surjective.
Now for any x ∈ X ′, it is clear that the sequence (x) of length 1 is a (hπ0,Σ′,Σ′ŷ1y2)-biadmissible
sequence. By CM3, we have hπ(µx(x)) = µhpi0(x)(hπ0(x)). Equivalently, we have
(35) hπ0(
∏
b′xy>0,y∈X˜
′
yb
′
xy+
∏
b′xy<0,y∈X˜
′
y−b
′
xy) =
∏
b
′
gpi0(x)y
′>0,y′∈X˜
′
yb
′
gpi0(x)y
′+
∏
b
′
gpi0(x)y
′<0,y′∈X˜
′
y−b
′
gpi0(x)y
′ ,
Assuming b′xy1b
′
xy2
< 0, without loss of generality, we may assume that b′xy1 > 0 and b
′
xy2
< 0.
Therefore, by the definition of π0 and the construction of h, (35) becomes the equality:
(36) (
∏
b′xy>0,y1 6=y∈X˜
′
yb
′
xy )yb
′
xy1+(
∏
b′xy<0,y2 6=y∈X˜
′
y−b
′
xy)y−b
′
xy2 =
∏
b
′
xy′>0,y
′∈X˜
′
yb
′
xy′+
∏
b
′
xy′<0,y
′∈X˜
′
y−b
′
xy′ .
By the algebraical independence of X˜
′
and the skew symmetrizablity of B˜′, the right hand side of
(36) can not include a cluster monomial divisor, but the left hand side of (36) has ymin{b
′
xy1
,−b′xy2}
as its divisor. It is a contradiction. Hence, the assumption b′xy1b
′
xy2
< 0 is not true and we have
b′xy1b
′
xy2
≥ 0.
“If”: By definition, trivially π0 satisfies the conditions CM1 and CM2 of root cluster morphism.
Now we need to prove the CM3 for π0 with π0(A(Σ)) ⊆ A(Σŷ1y2). First, we have
Claim 1:
(a) Any Σ-admissible sequence (z1, · · · , zs) is (π0,Σ,Σŷ1y2)-biadmissible.
(b) π0 satisfies CM3, that is, for any (π0,Σ,Σŷ1y2)-biadmissible sequence (zs, · · · , zl) and y ∈ X˜,
π0(µzs · · ·µz1(y)) = µpi0(zs)···pi0(z1)(π0(y)).
When s = 1, since z1 ∈ X , (z1) is a Σ-admissible sequence and π0(z1) = z1 by definition of
π0. Then, (π0(z1)) is Σŷ1y2-admissible, and thus, (z1) is (π0,Σ,Σŷ1y2)-biadmissible. Moreover, as
bxy1bxy2 ≥ 0 for all x ∈ X , without loss of generality assume that bz1y1 ≥ 0, bz1y2 ≥ 0. For any
y ∈ X˜, we have
π0(µz1(y)) =

∏
t∈X˜,bz1t
>0
pi0(t
bz1t)+
∏
t∈X˜,bz1t
<0
pi0(t
−bz1t )
pi0(z1)
, if y = z1;
π0(y), if y 6= z1;
=

∏
y 6=t∈X˜,bz1t
>0
t
bz1ty
bz1y1+bz1y2+
∏
t∈X˜,bz1t
<0
t
−bz1t
z1
, if y = z1;
π0(y), if y 6= z1.
On the other hand, we have
µpi0(z1)(π0(y)) =

∏
t∈X˜,bpi0(z1)t
>0
t
bpi0(z1)t+
∏
t∈X˜,bpi0(z1)t
<0
t
−bpi0(z1)t
pi0(z1)
, if π0(y) = π0(z1);
π0(y), if π0(y) 6= π0(z1);
=

∏
t∈X˜,bz1t
>0
t
bz1ty
bz1y+
∏
t∈X˜,bz1t
<0
t
−bz1t
z1
, if y = z1;
π0(y), if y 6= z1.
As bz1y = bz1y for y 6= y and bz1y = bz1y1 + bz1z2 for y = y, therefore, we get π0(µz1(y)) =
µpi0(z1)(π0(y)) for all y ∈ X˜ .
Assume that Claim 1 holds for s− 1. Similar to Fact 6.17, it can be proved straightly that
(37) A(µz1Σ)
pi
→ F(µpi(z1)(Σŷ1y2))
h
→ F((µz1Σ)ŷ1y2)
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is a ring homomorphism obtained by gluing variables y1 and y2 with h. The field isomorphism induced
by the seed isomorphism µpi(z1)(Σŷ1y2)
h
→ (µz1Σ)ŷ1y2 in Lemma 6.15, in particular,A(µpi(z1)(Σŷ1y2))
h
→
A((µz1Σ)ŷ1y2) is a rooted cluster isomorphism. Therefore, by the induction assumption, (z2, · · · , zs)
is (hπ0, µz1(Σ), (µpi0(z1)(Σ))ŷ1y2)-biadmissible and
hπ0(µzs · · ·µz2(y)) = µhpi0(zs) · · ·µhpi0(z2)(hπ0(y))
for all y ∈ µz1(X˜), and since h is a seed isomorphism, (z2, · · · , zs) is (π0, µz1(Σ), µz1(Σŷ1y2))-
biadmissible and then π0(µzs · · ·µz2(y)) = µpi0(zs) · · ·µpi0(z2)(π0(y)) for all y ∈ µz1(X˜). Therefore,
(z1, · · · , zs) is (π0,Σ,Σŷ1y2)-biadmissible and π0(µzs · · ·µz1(y)) = µpi0(zs) · · ·µpi0(z1)(π0(y)) for all
y ∈ X˜, that is, π0 satisfies CM3. The claim is proved.
Now, we prove that π0(A(Σ)) ⊆ A(Σŷ1y2). For any cluster variable z in A(Σ), there ex-
ists a Σ-admissible sequence (z1, · · · , zs) and z0 ∈ X˜ such that µzs · · ·µz1(z0) = z. According
to Claim 1, (z1, · · · , zs) is (π0,Σ,Σŷ1y2)-biadmissible, and by CM3, we have π0(µzl · · ·µz2(y)) =
µpi0(zl)···pi0(z2)(π0(y)) ∈ A(Σŷ1y2). It follows that π0(z) ∈ A(Σŷ1y2).
In summary, we have shown π0 = π|A(Σ) to be a rooted cluster morphism.
Last, we need to prove that π0 is surjective on A(Σŷ1y2). For this, we only need to show that
π0(A(Σ)) ⊇ A(Σŷ1y2).
Claim 2: Any Σŷ1y2-admissible sequence (w1, · · · , wt) can be lifted to a (π0,Σ,Σŷ1y2)-biadmissible
sequence (z1, · · · , zs).
For t = 1, since w1 ∈ X = X , let z1 = w1. Then, π0(z1) = w1 by definition of π and (z1) is
(π0,Σ,Σŷ1y2)-biadmissible.
Assume that Claim 2 holds for t− 1.
By (37), hπ0 : A(µz1(Σ))→ A(µz1Σ)ŷ1y2 is the rooted cluster morphism given by gluing variables
y1 and y2, where h : A(µw1(Σŷ1y2)) → A((µz1Σ)ŷ1y2) is the rooted cluster isomorphism induced by
the seed isomorphism h.
Therefore, by induction assumption, (h(w2), · · · , h(ws)) can be lifted to a (hπ0, µz1Σ, (µz1Σ)ŷ1y2)-
biadmissible sequence (z2, · · · , zs), as h is a rooted cluster isomorphism. Hence, we have π0(zi) =
wi for 2 ≤ i ≤ s. Therefore, (w1, · · · , ws) can be lifted to a (π0,Σ,Σŷ1y2)-biadmissible sequence
(z1, · · · , zs). Hence, the claim follows.
For any cluster variable w ∈ A(Σŷ1y2), there exists a Σŷ1y2-admissible sequence (w1, · · · , ws) and
w0 ∈ X˜ such that w = µws · · ·µw1(w0). According to Claim 2, (w1, · · · , ws) can be lifted to a
(π0,Σ, (Σ)ŷ1y2)-biadmissible (z1, · · · , zs). It is clear that there exits z0 ∈ X˜ such that π0(z0) = w0.
Thus, by CM3, we have w = µws · · ·µw2(w0) = π0(µzs · · ·µz2(z0)). Hence, π0 is surjective follows. 
This proposition tells us the condition for two frozen variables y1 and y2 to be glued so as to make
the canonical morphism π0 to be surjective. So, we define two frozen variables y1 and y2 of a rooted
cluster algebra A(Σ) to be glueable if the condition of Proposition 6.16 is satisfied. The following
Lemma 6.20 (i) can be thought as another characterization for two frozen variables y1 and y2 in Σ
to be glueable via noncontractible rooted cluster morphisms.
Lemma 6.18. For y1 6= y2 ∈ X˜, if f(y1) = f(y2) ∈ X˜ ′ for a rooted cluster morphism f : A(Σ) →
A(Σ′), then y1, y2 ∈ Xfr.
Proof. If y1 6∈ Xfr, then y1 ∈ X . According to CM3, we have µf(y1)(f(y2)) = f(µy1(y2)) = f(y2).
Then, f(y2) = µf(y2)(f(y2)). However, it is impossible due to the definition of mutation. 
Lemma 6.19. For a surjective noncontractible rooted cluster morphism g : A(Σ)→ A(Σ′),
(i) g(Xfr) ⊆ X ′fr;
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(ii) #X˜ ≥ #X˜ ′;
(iii) if #X˜ 	 #X˜ ′, then there exist y1, y2 ∈ Xfr with y1 6= y2 such that g(y1) = g(y2) and
(iv) #X˜ = #X˜ ′ if and only if #X = #X ′ and #Xfr = #X
′
fr.
Proof. (i) Otherwise, there exists a y ∈ Xfr such that g(y) ∈ X ′. Then by (Lemma 3.1, [1]), we have
an x ∈ X such that g(y) = g(x) ∈ X ′. By CM3, we have g(µx(y)) = µg(x)(g(y)), however, which is
impossible since g(µx(y)) = g(y) 6= µg(y)(g(y)) = µg(x)(g(y)).
(ii) Since g is noncontractible, we have g(X˜) ⊆ X˜ ′. Because g is surjective, g(X˜) = X˜ ′. So, we
have #X˜ ≥ #g(X˜) = #X˜ ′.
(iii) By Lemma 6.18, the images of any two various exchangeable cluster variables under g are
always various. Thus, #X = #g(X) ≤ #X ′. Moreover, since #X +#Xfr = #X˜  #X˜ ′ = #X ′ +
#X ′fr, so we have #Xfr  #X
′
fr. Thus, there always exist y1, y2 ∈ Xfr such that g(y1) = g(y2).
(iv) By (Lemma 3.1, [1]), X ′ ⊆ g(X). Moreover, since g is noncontractible, we have g(X) ⊆ X ′.
Thus, g(X) = X ′. By Lemma 6.18, g|X is injective. Thus, #X = #X ′. 
Lemma 6.20. (i) For a seed Σ, two frozen variables y1 and y2 in Σ are glueable if and only if there
is another seed Σ′ and a noncontractible surjective rooted cluster morphism f : A(Σ)→ A(Σ′) such
that f(y1) = f(y2).
(ii) In the situation of (i), the noncontractible surjective rooted cluster morphism f : A(Σ) →
A(Σ′) can be decomposed into f = h1f1 for f1 = π0, a surjective canonical morphism, and another
surjective rooted cluster morphism h1 : A(Σŷ1y2)։ A(Σ
′).
Proof. (i) “Only If”: By the definition of “glueable” and Proposition 6.16, it follows immediately
that Σ′ = Σŷ1y2 and f = π0.
“If”: To show π0 is a surjective rooted cluster morphism, by Proposition 6.16, it suffices to
prove that cxy1cxy2 ≥ 0 for any exchangeable variable x in any seed µzs · · ·µz1(Σ) = (Y, C˜) obtained
through mutations.
According to Claim 1 in the proof of Proposition 6.9, (z1, · · · , zs) is (f,Σ,Σ′)-biadmissible. By
Proposition 3.7, f : µzs · · ·µz1(Σ) → µf(zs) · · ·µf(z1)(Σ
′) is a rooted cluster morphism. It is clear
that f(Y ) = µf(zs) · · ·µf(z1)(X
′) and f(Y˜ ) = µf(zs) · · ·µf(z1)(X˜
′). For any x ∈ Y , by CM3, we have
f(µx(x)) = µf(x)(f(x)). Equivalently,
(38) f(
∏
y∈Y˜ ,cxy>0
ycxy +
∏
y∈Y˜ ,cxy<0
y−cxy
x
) =
∏
1+
∏
2
f(x)
,
where
∏
1 and
∏
2 are coprime cluster monomials in µf(zs) · · ·µf(z1)(Σ
′); hence, there is no non-
trivial divisor in the right hand side of (38). Thus, it can be seen that for the given y1, y2 in (1), we
have cxy1cxy2 ≥ 0, since otherwise, there is a non-trivial divisor f(y1)
min{|cxy1 |,|cxy2 |}. Hence, π0 is a
surjective.
(ii) From (i), f1 = π0 is a surjective rooted cluster morphism.
Owing to f(X˜) = X˜ ′, let h1 : A(Σŷ1y2) → F(Σ
′) be the unique ring homomorphism by defining
h1(x) = f(x) for any x ∈ X˜ \ {y} and h1(y) = f(y1) = f(y2), where y is the gluing variable in Σŷ1y2 .
We will see below that h1 : A(Σŷ1y2) → A(Σ
′) is a surjective rooted cluster morphism satisfying
h1(X) = X
′ and h1(X˜) = X˜
′.
It is clear that h1(X) = X
′ and h1(X˜) = X˜
′, so CM1 and CM2 hold for h1. For any Σŷ1y2-
admissible sequence (w1, · · · , ws), by Proposition 6.16, there exists uniquely a (f1,Σ,Σŷ1y2)-biadmissible
sequence (z1, · · · , zs) such that f1(zi) = wi for i = 1, · · · s.
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Claim: f(zi) = h1(wi) for i = 1, · · · s and h1(µws · · ·µw1(w)) = f(µzs · · ·µz1(z)) for all w ∈ X˜,
where z ∈ X˜ such that f1(z) = w.
In case s = 1, we have z1 = w1; hence, f(z1) = h1(z1) by the definition of h1. Without loss of
generality, we may assume that bw1y ≥ 0. Equivalently, bw1y1 , bw1y2 ≥ 0. Hence, we have
h1(µw1(w)) =

∏
t∈X˜,bw1t
>0
h1(t
bw1t )+
∏
t∈X˜,bw1t
<0
h1(t
−bw1t )
h1(w1)
, if w = w1;
h1(w), if w 6= w1;
=

∏
t∈X˜\{y1,y2},bw1t
>0
f(t
bw1t)f(y1)
bw1y1+bw1y2+
∏
t∈X˜,bw1t
<0
h1(t
−bw1t )
f(w1)
, if w = w1;
h1(w) = f(w), if y 6= w 6= w1;
h1(y) = f(y1) = f(y2), if w = y.
On the other hand,
f(µw1(z)) =

∏
t∈X˜,bw1t
>0
f(t
bw1t )+
∏
t∈X˜,bw1t
<0
f(t
−bw1t )
f(w1)
, if z = w1;
f(z), if z 6= w1.
Thus, for all w ∈ X˜ and z ∈ X˜ such that h1(z) = w, we have h1(µw1(w)) = f(µz1(z)).
Assume that the Claim holds for s − 1. By Fact 6.17, hf1 : A(µw1(Σ)) → A((µw1 (Σ))ŷ1y2) is
the surjective rooted cluster morphism obtained by gluing y1 and y2, where h : A(µz1(Σŷ1y2)) →
A((µz1 (Σ))ŷ1y2) is the rooted cluster isomorphism induced by the corresponding seed isomorphism
defined in Lemma 6.15. Similarly, it can be seen that h1h
−1 : A((µz1(Σ))ŷ1y2) → F(µf(z1)(Σ
′))
is the ring homomorphism induced by the surjective rooted cluster morphism f : A(µz1(Σ)) →
A(µf(w1)(Σ
′)).
Since (h(w2), · · · , h(ws)) is (µz1(Σ))ŷ1y2-admissible, it can be lifted to a (hf1, µz1(Σ), (µz1(Σ))ŷ1y2)-
biadmissible sequence (z2, · · · , zs). Therefore, by induction assumption, we have f(zi) = (h1h−1)(h(wi)) =
h1(wi) for 2 ≤ i ≤ s and
h1(µws · · ·µw2(w)) = (h1h
−1)(µh(ws) · · ·µh(w2)(h(w))) = f(µzs · · ·µz2(z))
for all w ∈ µw1(X˜) and z ∈ µz1(X˜) such that f1(z) = w. For w ∈ X˜ and z ∈ X˜
′ such that f1(z) = w,
we have f1(µw1(z)) = µz1(f1(z)). Thus, for 1 ≤ i ≤ s, f(zi) = h1(wi) and h1(µws · · ·µw1(w)) =
f(µzs · · ·µz1(z)) for all w ∈ X˜ , where z ∈ X˜ such that f1(z) = w. Hence, claim is proved.
Let (w1, · · · , ws) be Σŷ1y2-admissible, so there exists ui ∈ X = X such that wi = µwi−1 · · ·µw1(ui)
for each 1 ≤ i ≤ s. Let (z1, · · · , zs) be the (f1,Σ,Σŷ1y2)-biadmissible sequence such that f1(zi) = wi.
Since f(X˜) = X˜ ′, it is easy to see that (z1, · · · , zs) is (f,Σ,Σ′)-biadmissible. According to the above
claim, we have
h1(wi) = h1(µwi−1 · · ·µw1(ui)) = f(µzi−1 · · ·µz1(ui)) = µf(zi−1) · · ·µf(z1)(f(ui)).
As f(ui) ∈ X ′, so f1(wi) is exchangeable in µf(zi−1) · · ·µf(z1)(Σ
′) for each 1 ≤ i ≤ s. Hence,
(w1, · · · , ws) is (h1,Σŷ1y2 ,Σ
′)-biadmissible.
Now, we prove that h1 satisfies CM3. From the discussion above, any Σŷ1y2-admissible sequence
(w1, · · · , ws) is (h1,Σŷ1y2 ,Σ
′)-biadmissible. For any w ∈ X˜ , let z ∈ X˜ such that f1(z) = w. By the
above claim, we have
h1(µws · · ·µw1(w)) = f(µzs · · ·µz1(z)) = µf(zs) · · ·µf(z1)(f(z)) = µh1(ws) · · ·µh1(w1)(h1(w)).
Thus, CM3 follows.
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Second, h1(A(Σŷ1y2)) ⊆ A(Σ
′) follows immediately from CM3 for h1 and the fact that any Σŷ1y2-
admissible sequence is (h1,Σŷ1y2 ,Σ
′)-biadmissible.
Third, we show that h1 is surjective. Any cluster variable v of A(Σ′) can be written as v =
µvs · · ·µv1(v0) for v0 ∈ Σ
′. There exists a (f,Σ,Σ′)-biadmissible sequence (z1, · · · , zs) and z0 ∈ X˜
such that f(zi) = vi for i = 0, · · · , s. According to Claim 1 in the proof of Proposition 6.16,
(z1, · · · , zs) is (f1,Σ,Σŷ1y2)-biadmissible. Therefore, by the above Claim, we have
h1(µf1(zs) · · ·µf1(z1)(f1(z0))) = f(µzs · · ·µz1(z)) = µvs · · ·µv1(v0) = v.
Last, for each cluster variable of A(Σ), z = µzs · · ·µz1(z0). According to the above Claim,
h1f1(z) = h1f1(µzs · · ·µz1(z0)) = h1(µf1(zs) · · ·µf1(z1)(f1(z0))) = f(µzs · · ·µz1(z0)) = f(z).
Thus, h1f1 = f holds. 
Following these lemmas, we can get the main conclusion.
Theorem 6.21. Let f : A(Σ)→ A(Σ′) be a noncontractible surjective rooted cluster morphism and
s = #X˜ −#X˜ ′. Then, either f = g0 or f = gsfs · · · f2f1, (s ≥ 1) for a series of surjective rooted
cluster morphisms:
A(Σ)
f1
→ A(Σ1)
f2
→ · · ·
fs−1
→ A(Σs−1)
fs
→ A(Σs)
gs
→ A(Σ′),
where gs is a rooted cluster isomorphism and each fi is just the canonical morphism on A(Σi−1)
with Σi the seed given from Σi−1 by gluing a pair of frozen cluster variables with the same images
under f for i = 1, · · · s and Σ = Σ0.
Proof. By Lemma 6.19 (ii), s = #X˜ −#X˜ ′ ≥ 0.
If s = 0, then #X˜ = #X˜ ′. Therefore, fS : X˜ → X˜ ′ is a bijective map. For any x ∈ X and y ∈ X˜,
by CM3, f(µx(x)) = µf(x)(f(x)), that is
f(
∏
b
xz>0,z∈X˜
zbxz +
∏
bxz<0,z∈X˜
z−bxz
x
) =
∏
b′
f(x)w>0,w∈X˜′
wb
′
f(x)w +
∏
b′
f(x)w<0
,w∈X˜′
w−b
′
f(x)w
f(x)
.
Comparing the exponent of f(y) in this equality, we have |bxy| = |b′f(x)f(y)|. Hence, by Lemma 6.19
(iv) and Definition 2.11, fS is a seed isomorphism. According to Proposition 3.8, g0 = f is a rooted
cluster isomorphism.
Fix a positive integer t and assume that the result holds for any s < t. Consider the case
s = t. By Lemma 6.19, there exists y1 and y2 ∈ Xfr with y1 6= y2 such that f(y1) = f(y2).
According to Lemma 6.20, f = h1f1 for the surjective canonical morphism f1 : A(Σ) → A(Σŷ1y2)
and another surjective rooted cluster morphism h1 : A(Σŷ1y2) → A(Σ
′). Since #X˜ŷ1y2 = #X˜ − 1,
we have #X˜ŷ1y2 −#X˜
′ = t − 1. By the inductive assumption, h1 = gtft · · · f2 for a rooted cluster
isomorphism gt, and for 2 ≤ i ≤ t, fi are the surjective canonical morphisms on A(Σi−1) with Σi
the seed given from Σi−1 by gluing a pair of cluster variables with the same images under f for
i = 1, · · · s and Σ = Σ0. Thus, the result holds. 
Corollary 6.22. Let f : A(Σ)→ A(Σ′) be a surjective rooted cluster morphism with 0 6∈ f(X˜) and
A(Σ) be acyclic. Denote I1 = {x ∈ X˜|f(x) ∈ Z}. Then,
(i) A surjective rooted cluster morphism f ′ : A(Σ) → A(Σ′) can be uniquely constructed from
f satisfying f ′(x) = f(x) for x ∈ X˜ \ I1 and f ′(x) = 1 for x ∈ I1, which is called the unitary
morphism of f on I1;
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(ii) f ′ = f0σI1,1 with two surjective rooted cluster morphisms σI1,1 : A(Σ) → A(Σ∅,I1) and
f0 : A(Σ∅,I1) → A(Σ
′), where σI1,1 is the specialisation of A(Σ) at I1 and f0 is the contraction
of f , which can be decomposed into a composition of a rooted cluster isomorphism gs and a series
of some surjective canonical morphisms f1, · · · , fs obtained step-by-step by gluing a pair of frozen
cluster variables with the same images under f for i = 1, · · · s as given in Theorem 6.21.
Proof. We first prove (ii). Since A(Σ) is acyclic, by Theorem 6.7, the specialisation σI1,1 =
∏
x∈I1
σx,1 :
A(Σ) → A(Σ∅,I1) is a surjective rooted cluster morphism. Let f0 be the contraction of f . Since
0 6∈ f(X˜), we have Σ(f) = Σ∅,I1 by Remark 3.3. By Proposition 6.9, f0 : A(Σ∅,I1) → A(Σ
′) is a
noncontractible surjective rooted cluster morphism. By Theorem 6.21, f0 can be decomposed as
required. Setting f ′ = f0σI1,1, then (ii) follows immediately. We will show that this f
′ is just that
required in (i).
In fact, f ′ is a surjective rooted cluster morphism, since f0 and σI1,1 are so. We have f
′(x) =
(f0σI1,1)(x) = f0(x) = f(x) for all x ∈ X˜ \ I1 and f
′(x) = 1 for all x ∈ I1 by the definitions of
contraction and specialisation. The uniqueness of f ′ follows from Lemma 3.5. 
Example 6.23. For two seeds Σ1 and Σ2, we have the rooted cluster algebras A(Σ1 ⊔ Σ2) and
A(Σ1
∐
∆1,∆2
Σ2) from the union seed and the amalgamated sum, respectively. Define a rooted cluster
morphism f : A(Σ1 ⊔Σ2)→ A(Σ1
∐
∆1,∆2
Σ2) satisfying f(x) = x for all x ∈ (X˜1 ∪ X˜2) \ (∆1 ∪∆2)
and f(y′) = f(y′′) = y¯ the image variable in ∆ for a pair of corresponding variables y′ ∈ ∆1 and
y′′ ∈ ∆2. Trivially, f is noncontractible and surjective. By Theorem 6.21, we can decompose f into
f = gsfs · · · f2f1 for surjective canonical morphisms fi and a rooted cluster isomorphism gs. In this
case, gs = idA(Σ1
∐
∆1,∆2
Σ2). Assuming that all pairs of the corresponding variables from ∆1 and ∆2
are (y′1, y
′′
1 ), · · · , (y
′
s, y
′′
s ), then fi can be obtained by gluing y
′
i and y
′′
i , i.e. f(y
′
i) = f(y
′′
i ) = y¯i for
i = 1, · · · , s.
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