The notions of association and dependence of random variables, rearrangements, and heterogeneity via majorization ordering have proven to be most useful for deriving stochastic inequalities. In this survey article we first show that these notions are closely related to three basic inequalities in classical mathematical analysis: Chebyshev's inequality, the Hardy-Littlewood-P61ya rearrangement inequality and Schur functions. We then provide a brief review of some of the recent results in this area. An overall objective is to illustrate that classical mathematical inequalities of this type play a central role in the developments of stochastic inequalities.
INTRODUCTION
As noted by P61ya [21] , "Inequalities play a role in most branches of mathematics and have different applications". This is certainly true in the area of probability and statistics. For example, the celebrated Chebyshev, Markov and Kolmogorov inequalities are well-known and can be found in many probability books. In the theory of estimation, the Cram6r-Rao inequality and its generalizations provide lower bounds on the variances of a large class It appears that the developments of many ofthe stochastic inequalities originated from the concepts of certain fundamental inequalities in mathematics. As a result, mathematical inequalities of this type have made a strong impact on stochastic inequalities. In this survey paper, we discuss the influence of three basic inequalities in classical mathematical analysis, andshow how certain stochastic inequalities are closely related to those classical results. Specifically, we explain how and why the concepts of (1) Chebyshev's (other) inequality, (2) the Hardy-Littlewood-P61ya (HLP) rearrangement inequality and (3) the Schur functions are related to, respectively, (It) inequalities via association and dependence of random variables, (2t) stochastic inequalities via arrangement increasing functions, and (3t) stochastic inequalities via majorization. Those results are described and discussed in Sections 2, 3 and 4, respectively. For reader's convenience, each of the three classical results is restated at the beginning of a section. Some related stochastic inequalities, which have been obtained during the past two decades, are then stated with selected applications in Section 5. For simplicity we assume that all functions and subsets involved are Borel-measurable and integrable. Nondecreasing (nonincreasing) functions will be called increasing (decreasing). Further, we note that the results described in this paper are for illustrative purposes only, hence they are neither complete nor exclusive. For additional results on these topics, the reader is referred to the bibliographies contained in the references listed at the end of this paper. The 
holds.
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Note that in Theorem 2.1 if the word "increasing" is replaced by "decreasing" then, by replacing Gj with -Gj (j 1, 2) in (2.1), the same conclusion also holds. When compared with his inequality that provides bounds for the tail probabilities of a distribution via the first two moments, this result seems to be less well-known. Thus Theorem 2.1 is sometimes referred to as "Chebyshev's other inequality" in the literature. If we interpret the integrals as expectations of random variables, then this result yields a corresponding stochastic inequality in the following sense: Consider a random variable X with distribution function F (x), and let (gl (X), g2 (X)) be a two-dimensional random vector such that gl, g2 are real-valued functions.
By letting u F(x) and Gj gj F -1 (j 1, 2) in (2.1), we immediately obtain THEOREM 2.1t. If gl, g2 are both increasing or both decreasing, then 
hold. Thus, the inner product of a, b is minimized (maximized) over all possible permutations when their components are completely reversely ordered (similarly ordered). With this definition, Theorem 3.1 essentially says that b(a, b) ab T is an AI function. When applied to probability and statistics, the problem ofinterest is to develop some basic results for showing that certain functions are AI, thus to obtain probability inequalities via rearrangements. Hollander et al. [10] proved a fundamental preservation theorem and gave many such results. In particular, they proved a theorem that involves the ranks and the parameters This result yields rearrangement inequalities via majorization for location parameter families in statistics.
SOME RECENT DEVELOPMENTS
There are many recent results in stochastic inequalities that have been derived through association of random variables, AI functions and majorization theory. Due to space limitations, we describe only a few of them in this section. Interested readers may find additional results from the bibliographies contained in the references given in this paper.
Positive Association and Negative Association
The random variables that satisfy Definition 2.2 tend to take larger values together and smaller values together. Thus they may be called "positively associated". Many useful inequalities derived via this notion have become available after the publication of the Esary et al. [8] paper, and some of them are originated from applications. A comprehensive reference on their applications in reliability theory can be found in the Barlow-Proschan [1] book. More recent applications in this area can be found in the review article by Boland et al. [6] . Some of the recent results and their selected applications in biology and medicine, business and economics, operations research (including queubing theory), and statistical inference can be found in Block et al. [3] , Shaked 
is an Al function of (a, b) e ]R n X IRn, where the expectation is taken over the distribution of X.
By applying this result to permutation invariant distributions and to families of probability distributions with AI density functions, many new results were given in Boland et al. [6] . For example, Theorem [33] . We note that all of these results yield integral inequalities in IRn. given. In a recent paper, Olkin and Tong [18] applied these results to study the effects of positive dependence in reliability theory and shock models when the random variables are exponentially distributed.
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