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Abstract 
Situation prediction is the advanced purpose of situation assessment. In order to resolve the limitations of depending 
on experts giving weight, lacking of self-learning on data processing in situation assessment, a method of network 
security situation prediction based on dynamic BP neural with covariance is proposed. The traditional error function 
is replaced by the maximum likelihood error function. The impact of sample covariance and noise on the network 
training is considered. The situation sequences established through the situation assessment model are used as the 
training input sequences, and the self-learning dynamic adjustment of the appointed parameters’ values is 
implemented in the process of back propagation training. The new method can make full use of the characteristics of 
the network more complex, finer grain size, the higher the efficiency. Experimental results show that the method has 
better approximation effect situation, and provides an effective way of network security strategic early warning. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
As a prerequisite for network security warning, situation prediction technology is still a problem. Most
of these current techniques are a part of situation assessment technology, which make reference on 
whether to the early warning after the situation evaluation. Main methods used in Multi-sensor data fusion 
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[1], AHP [2], flow analysis [3], etc., these methods rely on specialists than those given the initial elements 
of the security situation beginning weights, required during operation of man-made changes to the 
weights, some algorithm do not have the self-learning ability. Kijewski studied for early warning and 
attack of a prototype system identification framework [4]. Honeynet Project proposed to predict the 
invasion of hacker’s intent and possible future theoretical methods using moving average models and 
other statistical theory [5]. Securityfocus Organization provided network security warning products ARIS 
firstly, by getting data from the IDS sensor in more than 160 countries around the world to achieve safety 
prediction, but over-reliance on the passive detection of data in the process. In China, HU Wei proposed 
an improved model for prediction of Grey Verhulst [6]. Xiang ZHANG vector machine is proposed based 
on prediction of network attack methods [7]. WEI Yong proposed hierarchical nodes and network security 
posture correction algorithm and the trend curve prediction chart based on the audit log [8]. 
This paper presents a security situation prediction method based on dynamic BP neural with 
covariance, introduced the concept of state sequences, and the back propagation process to achieve the 
right value for the specified parameter self-learning adjustment. 
2. Situation prediction control 
Application of BP neural network can predict the future of the dynamic development trend about the 
network security situation index, through the error analysis and comparison between the situation actual 
output and prediction output, then get the predicted error value, and its feedback to the network security 
situation prediction model as the training signal for the situation index weights adjustment, seeing Fig 1. 
Fig. 1. the training process of situation prediction 
Successful application of system identification using BP algorithm depends on the quality of training 
samples, because the BP training algorithm does not consider the error of training samples, using the least 
square error to get the best value of the error function only when the deviation submit to the Gaussian 
distribution. The error function guides the learning process, and the ultimate goal is to make all the 
opportunity to sample the fitting error tends to zero balance, that approximate the network output for each 
sample by the noise pollution output, rather than real output, so in the sample case with noise will lead to 
the practical application of the more iterations, the smaller the training error, and generalization capability 
is worse, but significantly lower efficiency. The error function based on dynamic covariance considers the 
sample error. The training can also consider the network approach acts and estimate the noise distribution 
in order to offset pollution from the noise data, resulting in more efficient approximation results. 
3. Dynamic BP neural with covariance 
According to the sample of data set ( )，(i=1,2,…, Nm), given the network output vector 
and a set of weights W, if the sample is independent between the statistics, the continuous application 
of the Bayesian formula to get all the joint probability density of the sample: 
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All the differences between the samples output and the actual output mainly derive from the samples 
noise, therefore the fitting error must to be mainly considered. Assuming the sample output error obeys 
the Gaussian distribution, the density function of the network output vector: 
),,|ˆ( σμWyP mi = }
]|ˆcov[2
)ˆ()ˆ(
exp{|)|2(
1
2/1
m
i
m
i
m
i
m
i
Tm
i
m
i
i
yy
yyyy
Cy
−
−
−−
−π (2) 
According to maximum likelihood theory, the parameters μ ，σ determining conditions, so that the 
W * for the largest value of likelihood function L(W) is the most optimal estimation of W, and it is 
equivalent to the minimum value of the following error function: 
E(W σμ,, ) = -2lnL(W σμ,, ) (3) 
Put the equation (1) and equation (2) into equation (3), and omit the constant term: 
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The  in the equation (2) is the condition covariance matrix of the output sample.  ]|ˆcov[ 1
m
i
m
i yy −
4. Situation prediction model based on dynamic BP neural 
4.1. Modeling situation assessment 
Depending on the data, service, host, loophole, and so on, the situation assessment model can be 
established, and the function of FH is said the host security situation of the network is denoted as: 
)(
, 10)()(),,( tDSH tNVtFsVtFVHF ⋅⋅=⋅= (5) 
Where H represents the target hosts on the network; V indicates that the service’s weight of all opened 
services on the host, and FS indexes the security situation in the target network service status which 
related the types of services, the times of attacks, etc. [2] 
4.2. Modeling situation prediction 
In assessing the current network security situation, the situation prediction model based on dynamic 
BP neural can be established for nonlinear time series prediction about state sequences. According to the 
equation (1), the services available for the target network security situation prediction function model: 
FS(t+(n+1))=f( )  (6) ∑
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The parameters FS(t+(n+1)) and ∑
=i 1
 can be recognized the existence of a nonlinear 
relationship. Similarly, the security situation in the host can be predicted function model, no further 
explanation. According to Kolmogorov mapping existence theorem of multi-layer neural network, the 
nonlinear mapping relationship can be three layers feed-forward artificial neural network approximation 
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achieved. Then the known time situation series act as network input, and the network output is to identify 
the situation prediction. Based on the history and current values of situation, the service and the host of 
multi-input single-output prediction of BP artificial neural network model can be established: 
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Where  and , respectively, for the actual output and expected output of the m layer i neurons, 
corresponding to the situation prediction value. Then training the neural network for the fit error ( -
) tending to zero, the weights of self-learning adjustment, to find the optimal parameters, and output 
the prediction model finally. The network output is what we want recognition the next moment on the 
service or host situation prediction values.  
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5. Experiments and results 
Experimental environment is configured with Ubuntu 10.04 LTS, and multi-layer routers, IDS, 
firewall to construct more complex Network. Using Domain 3.5 and Trinity V3 to attack the server, 
collect all log information and assess the service or host situation every 10 hours. The value of each 
assessment with the previous are to be established the time series, input into the BP neural, then output 
the situation prediction value each, and calculate the actual value in the next time point for comparison. 
Table 1. comparison of two kinds of BP algorithm 
Algorithm Running time (s) Iterations Convergence error 
Covariance BP algorithm 27.625 5874 0.0001 
Traditional BP algorithm 144.273 10321 0.0012 
Experiment gets the number of attacks on the www service by equation (1) assesses its security 
situation. Trial of 60 consecutive made the security situation in the value of www service, as with the 
previous 45 training samples, and after 15 testing samples, after pretreatment, input into BP neural to 
train. Pre-set training speed factor = 0.6, target error goal = 0.0001, after running about 27.625s, achieve 
the target error for the 5874 iterations. At the same time using traditional BP network to test security 
situation prediction for comparison. It is found that after iteration 10321 times the error has not reached 
the goal, and time has been occupied 144.273 seconds, as is shown in Table 1. 
Fig. 2. (a) prediction of www service security situation; (b) prediction of host security situation 
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Fig.2. (a) shows the situation prediction results about www service security situation based on dynamic 
BP neural with covariance. Finally, considering the various services on the server, evaluate the value of 
the server host's security situation, the same method draw BP network prediction on the host, as is shown 
in Fig.2. (b). The two figures show that the value of the BP neural with covariance prediction can better 
approximate the true assessed value. 
6. Conclusions 
Network security situation prediction for the discovery of potential, malicious attacks and reducing the 
harm caused by attacks, developing an appropriate policy for network security, improving emergency 
response capacity is all of great significance. This paper introduces BP neural and studied its 
improvements to establish a security situation prediction model based on dynamic BP neural with 
covariance, results show this method can effectively predict network security situation. Should be noted 
that the experiment time interval is 10 hours, the size is larger, and measuring point is less. In fact, the BP 
neural, the less input information, the slower the convergence, therefore, the method for fine-grained 
security and prediction of time there will be a better performance.  
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