Dynamics of a mutual inhibition circuit between pyramidal neurons compared to human perceptual competition by Kogo, Naoki et al.
Dynamics of a mutual inhibition circuit between pyramidal 
neurons compared to human perceptual competition
Article  (Accepted Version)
http://sro.sussex.ac.uk
Kogo, Naoki, Kern, Felix B, Nowotny, Thomas, van Ee, Raymond, van Wezel, Richard and 
Alhara, Takeshi (2021) Dynamics of a mutual inhibition circuit between pyramidal neurons 
compared to human perceptual competition. Journal of Neuroscience, 41 (6). pp. 1251-1264. 
ISSN 0270-6474 
This version is available from Sussex Research Online: http://sro.sussex.ac.uk/id/eprint/97178/
This document is made available in accordance with publisher policies and may differ from the 
published  version or from the version of record. If you wish to cite this item you are advised to 
consult the publisher’s version. Please see the URL above for details on accessing the published 
version. 
Copyright and reuse: 
Sussex Research Online is a digital repository of the research output of the University.
Copyright and all moral rights to the version of the paper presented here belong to the individual 
author(s) and/or other copyright owners.  To the extent reasonable and practicable, the material 
made available in SRO has been checked for eligibility before being made available. 
Copies of full text items generally can be reproduced, displayed or performed and given to third 
parties in any format or medium for personal research or study, educational, or not-for-profit 
purposes without prior permission or charge, provided that the authors, title and full bibliographic 
details are credited, a hyperlink and/or URL is given for the original metadata page and the 
content is not changed in any way. 
Copyright © 2020 the authors
Research Articles: Systems/Circuits
Dynamics of a mutual inhibition between
pyramidal neurons compared to human
perceptual competition
https://doi.org/10.1523/JNEUROSCI.2503-20.2020
Cite as: J. Neurosci 2020; 10.1523/JNEUROSCI.2503-20.2020
Received: 23 September 2020
Revised: 16 November 2020
Accepted: 9 December 2020
This Early Release article has been peer-reviewed and accepted, but has not been through
the composition and copyediting processes. The final version may differ slightly in style or
formatting and will contain links to any extended data.
Alerts: Sign up at www.jneurosci.org/alerts to receive customized email alerts when the fully






Dynamics of a mutual inhibition between pyramidal neurons compared to 2 
human perceptual competition 3 
 4 




N. Kogo (corresponding author)  9 
Biophysics, Donders Institute for Brain, Cognition and Behaviour, Radboud 10 
University, The Netherlands  11 
F. B. Kern 12 
School of Life Sciences, Sussex Neuroscience, University of Sussex, United 13 
Kingdom  14 
T. Nowotny 15 
School of Engineering and Informatics, University of Sussex, United Kingdom  16 
R. van Ee 17 
Biophysics, Donders Institute for Brain, Cognition and Behaviour, Radboud 18 
University, The Netherlands  19 
Brain and Cognition, University of Leuven, Belgium  20 
R. van Wezel 21 
Biophysics, Donders Institute for Brain, Cognition and Behaviour, Radboud 22 
University, The Netherlands  23 
Biomedical Signals and Systems, MedTech Centre, University of Twente, The 24 
Netherlands 25 
T. Aihara 26 
Graduate School of Brain Sciences, Tamagawa University, Japan 27 
 28 
corresponding author (N. Kogo) email: naoki.kogo@gmail.com 29 
 30 
Number of pages: 38 31 
Number of Figures: 10 32 
Number of Tables: 1 33 
Number of words: abstract (150), introduction (648), discussion (1667) 34 
 35 
Conflict of interest: none 36 
 37 
Acknowledgements 38 
We would like to thank Dr. Ginamaria Maccaferri (Northwestern University, 39 
Chicago, USA) for supporting the project during the time of piloting, Dr. Andreas 40 
Burkhalter (Washington University, St. Louis, USA) for providing detailed 41 
information of the anatomy of mouse visual cortex, Dr. Yoshikazu Isomura 42 
(Tamagawa University, Machida, Japan) for supporting to conduct the project 43 
and the anatomical analysis at Brain Science Institute, Dr. Nael Nadif Kasri and 44 
Dr. Dirk Schubert (RadboudUMC, Nijmegen, The Netherlands) for supporting to 45 
run the experiments at their laboratory. Naoki Kogo was supported by a post-46 
doctoral fellowship of Fonds voor Wetenschappelijk Onderzoek (FWO-Flanders 47 
post-doc grant 12L5115N, University of Leuven, 2014~2017) and a European 48 





2018~current). TN was supported by the EPSRC (EP/P006094/1) and European 50 








Neural competition plays an essential role in active selection processes of noisy 55 
and ambiguous input signals and it is assumed to underlie emergent properties 56 
of brain functioning such as perceptual organization and decision making. 57 
Despite ample theoretical research on neural competition, experimental tools to 58 
allow neurophysiological investigation of competing neurons have not been 59 
available. We developed a “hybrid” system where real-life neurons and a 60 
computer-simulated neural circuit interacted. It enabled us to construct a mutual 61 
inhibition circuit between two real life pyramidal neurons. We then asked what 62 
dynamics this minimal unit of neural competition exhibits and compared them to 63 
the known behavioral-level dynamics of neural competition. We found that the 64 
pair of neurons shows bi-stability when activated simultaneously by current 65 
injections. The addition of modelled synaptic noise and changes in the activation 66 
strength showed that the dynamics of the circuit are strikingly similar to the 67 
known properties of bi-stable visual perception: The distribution of dominance 68 
durations showed a right-skewed shape, and the changes of the activation 69 
strengths caused changes in dominance, dominance durations, and reversal rates 70 
as stated in the well-known empirical laws of bi-stable perception known as 71 
Levelt’s propositions. 72 
 73 
Significance Statement 74 
Visual perception emerges as the result of neural systems actively organizing 75 
visual signals that involves selection processes of competing neurons. While the 76 
neural competition, realized by a “mutual inhibition” circuit has been examined 77 





neurons. We have developed a “hybrid” system where two real-life pyramidal 79 
neurons in a mouse brain slice interact through a computer simulated mutual 80 
inhibition circuit. We found that simultaneous activation of the neurons leads to 81 
bi-stable activity. We investigated the effect of noise and the effect of changes in 82 
the activation strength on the dynamics. We observed that the pair of neurons 83 
exhibit dynamics strikingly similar to the known properties of bi-stable visual 84 
perception. 85 






Visual perception is an emergent property resulting from an active organization 88 
of input signals by the brain while being subjected to the underrepresented, 89 
noisy and ambiguous signals received by the eyes. In other words, the brain 90 
makes selections among neural signals representing the conflicting signals that 91 
are competing with each other. A well-known perceptual phenomenon 92 
representing signal competition and selection processes is "bi-stable perception” 93 
that occurs when visual signals support two likely perceptual interpretations. 94 
Signals that support one of the percepts are selected coherently at any given time 95 
and one percept becomes dominant. The input signals are eventually re-96 
organized to establish the alternative percept, leading to reversals between the 97 
two percepts every few seconds (Leopold and Logothetis, 1999). This repetitive 98 
perceptual re-organization in bi-stable perception provides information about 99 
how visual signals are processed, organized, and eventually lead to conscious 100 
perception. The abundant literature on bi-stable perception is an important 101 
resource of information to investigate underlying neural mechanisms. 102 
Neural competition is often modelled by “mutual inhibition” between neurons. A 103 
possible neural circuit is shown in Figure 1a in which each pyramidal neuron 104 
(PN1 or PN2) activates a partner inhibitory neuron (IN1 and IN2, respectively) 105 
which, in turn, projects an inhibitory synapse to the competing pyramidal 106 
neuron, forming disynaptic inhibitory connections in both directions.  107 
It has been suggested that the conflicting signals for local features such as 108 
orientation (Sillito, 1975; Bonds, 1989), motion direction (Mikami et al., 1986; 109 
Snowden et al., 1991), and edge assignment (Zhou et al., 2000; Kogo and van Ee, 110 





circuit has been implemented in computer models to explain bi-stable 112 
perception (Matsuoka, 1984; Mueller, 1990; Wilson, 1999; Wilson et al., 2000; 113 
Laing and Chow, 2002; Lankheet, 2006; Noest et al., 2007; Shpiro et al., 2009), 114 
object recognition (Masquelier et al., 2009), decision making (Heuer, 1987; 115 
Usher and McClelland, 2001; Machens et al., 2005), and place cell field 116 
generation (Mark et al., 2017). It has also been suggested that these circuits 117 
underlie mechanisms such as larger scale neural interactions and feedback 118 
systems (Lee et al., 1999; Beck and Kastner, 2005; Wang et al., 2013) that 119 
establish a globally coherent percept. Moreover, disynaptic inhibitory 120 
connections between pyramidal neurons are found in various layers and areas of 121 
neocortex (Kapfer et al., 2007; Ren et al., 2007; Silberberg and Markram, 2007; 122 
Berger et al., 2009) and hippocampus (Miles, 1990). It is hence possible that 123 
mutual inhibition serves as a canonical element of signal processing circuits in 124 
the brain. (Note, however, that there have been alternative models for bi-125 
stability and decision making that implemented neural mechanisms different 126 
from mutual inhibition (Said and Heeger, 2013; Hayden and Moreno-Bote, 127 
2018).)  128 
Despite the numerous theoretical models implementing mutual inhibition 129 
circuits, experimental tools are missing that allow thorough neurophysiological 130 
analysis of competing cortical neurons at the system-wide level, due to the 131 
limitations of current technology. However, with the approach introduced in this 132 
paper, it is possible to construct a minimal unit of neural competition in real-life. 133 
By investigating the neural dynamics of the minimal unit, considering it as a 134 





the whole system, it may be possible to deduce how neural elements are 136 
integrated into a whole system such that known behavioral properties emerge.  137 
We established a technique where a model mutual inhibition circuit is 138 
implemented between a pair of two real-life pyramidal neurons in brain slice 139 
preparations of mouse primary visual cortex (Figure 1). The two neurons are 140 
patch clamped and connected with each other via a computer model that allows 141 
them to interact in real time. This hybrid system has the advantage of keeping all 142 
physiological properties of the real pyramidal neurons intact, while providing 143 
full control over the computer simulated connections between them. Using this 144 
hybrid system, we succeeded to evoke bi-stable activity in the pyramidal 145 
neurons. We investigated the dynamics of the bi-stable activity and compared 146 
them with the known dynamics of bi-stable visual perception, namely the effects 147 
of noise and the effect of changing stimulus input intensity.  148 
 149 
Materials and Methods 150 
Experiments were performed at the Brain Science Institute (Tamagawa 151 
University, Japan), and the Donders Institute for Brain, Cognition and Behavior, 152 
(Radboud University, The Netherlands). The experimental animal procedures 153 
were approved by the Animal Research Ethics Committee of Tamagawa 154 
University (animal experiment protocol H29/08) and the Animal Ethics 155 
Committee of the Radboud University Nijmegen, under DEC application number 156 
2018-0016 (Nijmegen, the Netherlands). The procedures are in accordance with 157 
the Guidelines for Animal Experimentation in Neuroscience (Japan Neuroscience 158 






EXPERIMENTAL DESIGN 161 
Brain slice preparation 162 
Brain slices were prepared from the occipital part of the mouse brain that 163 
includes the visual cortex (strain C57BI6/J, age p12 to p24, both sex). Mice were 164 
anesthetized deeply using isoflurane in an induction chamber. Following deep 165 
anesthesia, mice were quickly decapitated and the brain was removed from the 166 
skull in a small container with chilled “cutting solution”. For this process, the 167 
solution of either one of the following compositions was used (in mM): 125 NaCl, 168 
25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 1 CaCl2, 2 MgCl2, 25 D-glucose, or 75 169 
sucrose, 87 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 0.5 CaCl2, 7 MgCl2, 25 D-170 
glucose, both saturated with 95% O2, 5% CO2. Then, the brain tissue was glued 171 
on to the cutting stage of a vibratome (VT1000S, Leica, Germany, or Microm HM 172 
650V, Thermo Scientific, USA), submerged in the cutting solution above. Coronal 173 
or angled-coronal (Dong et al., 2004) sections of 300~400μm thickness were cut 174 
and stored in an incubation chamber in 32~34°C for at least 30 min, and then 175 
stored at room temperature until use. 176 
 177 
Double whole-cell recordings 178 
Slices were transferred to a recording chamber on a microscope stage and were 179 
superfused with artificial cerebrospinal fluid, ACSF, maintained at a constant 180 
temperature (32~34°C). ACSF had the following composition (in mM): 125 NaCl, 181 
25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 25 D-glucose, saturated with 182 
95% O2, 5% CO2. The location of V1 was identified under the microscope 183 
(Olympus, Japan) equipped with DIC-IR (differential interference contrast – 184 





starts thickening, going from medial to lateral, was used as a landmark of the 186 
border between V1 and LM (lateromedial area, Wang and Burkhalter, 2007, 187 
equivalent to V2, Figure 1c). All recordings were made from the region medial 188 
from the landmark. Under high magnification with x40 objective, pyramidal 189 
neurons in layer 2/3 were identified by their stereotypical morphology. In some 190 
cases, the recorded neurons were filled with biocytin and post-experimental 191 
process indicated that, in all cases, they were pyramidal neurons in layer 2/3 192 
(see below). Two neurons separated by at least 150μm distance were selected to 193 
reduce the probability of choosing connected pairs. Furthermore, experimental 194 
protocols were performed to check for monosynaptic (paired-pulse injection at 195 
10Hz to one of the neurons to evoke action potentials) and disynaptic 196 
connections (Kapfer et al., 2007; Silberberg and Markram, 2007) (100Hz 11 197 
pulses injection to one of the neurons to evoke a train of action potentials). None 198 
of the pairs reported in this paper were connected. 199 
Pipettes for patch clamp recordings were pulled from borosilicate thin glass 200 
capillaries (TW150-4, WPI, USA) and filled with a filtered intracellular solution 201 
with the following composition (mM). 130 K-gluconate, 10 KCl, 4 ATP-Mg, 0.3 202 
Na-GTP, 10 HEPES, 10 phosphocreatine. For phosphocreatine, either 10mM Na2-203 
phosphocreatine or a mixture of 5mM Na2-phosphocreatine and 5mM tris-204 
phosphocreatine was used. The osmolarity of the solution was adjusted to 205 
290~300Osm by either Osmotron-5 (Orion Riken Co., Japan) or Semi-Micro 206 
Osmometer K-7400 (Knauer, Germany) and the pH was adjusted to 7.2. The final 207 
resistance of the pipettes was 7~9MΩ. In some cases, biocytin was added to the 208 
pipette solution (2.5~5mg/ml) to visualize the recorded neurons post-209 





amplifiers or a Multiclamp 700 amplifier (both Molecular Devices, Sunnyvale, CA, 211 
USA). Data were lowpass filtered at 10kHz and were digitized at 20 kHz using a 212 
Digidata A/D board model 1440A. Data were captured using the Clampex 213 
program suite (Molecular Devices, USA). Series resistances were constantly 214 
monitored by injecting a −100pA pulse in current-clamp configuration. Series 215 
resistances were balanced via a bridge circuit. 216 
 217 
Cell identification 218 
To visualize the pyramidal neuron pairs that were recorded, they were filled 219 
with biocytin by diffusion (N=9). After the recording (approximately 30 to 60 220 
minutes), the slices were kept in 4% paraformaldehyde in phosphate buffer 221 
solution, PBS, (0.1 M, pH 7.2) and were kept at 4˚C. After washing the tissue with 222 
PBS, it was quenched with 1% H2O2 in 10% methanol and 90 % PBS for 5 223 
minutes. The tissue was washed with PBS and permeabilized with 2% Triton X-224 
100 in PBS for 1 hour and then put in ABC solution (ABC Elite Kit, Vector, USA) 225 
overnight at 4˚C. After washing the tissue with PBS and then with Tris buffer 226 
(0.05M), it was processed with DAB solution (0.5g/l in 0.05M Tris buffer) and 227 
1%H2O2 was added to enhance the reaction. After verifying the visualization of 228 
neurons, the tissue was washed by PBS and then mounted to glass slides with a 229 
mounting medium (Aquamount, Vector, USA). 230 
 231 
Dynamic clamp 232 
A modified version of the dynamic clamp system StdpC (spike timing dependent 233 
plasticity clamp, Nowotny et al., 2006; Kemenes et al., 2011) was used to 234 





model synapses. The communication between the amplifier and StdpC was 236 
mediated by a National Instruments A/D board, model PCIe-6321. Dynamic 237 
clamp is a method whereby a modelled conductance, e.g. a synaptic or ionic 238 
conductance, is computed based on the measured membrane potential of a 239 
neuron, then injected into that neuron in real time with a patch clamp electrode. 240 
Unlike other dynamic clamp systems which operate at fixed frequencies, StdpC 241 
does not require a real-time operating system, relying instead on precise 242 
measurement of the time elapsed in each measure-compute-inject cycle to 243 
perform the numerical integration of its models. 244 
Besides numerous improvements to the software interface, the following major 245 
additions were made to the previous version of StdpC (Nowotny et al., 2006). A 246 
passive membrane model was added, which can be augmented with models of 247 
ionic and synaptic conductances to form completely synthetic neuron models. To 248 
stabilize numerical integration of such models at StdpC’s unpredictable and 249 
varying sampling frequency, the clamp cycle was upgraded from explicit Euler to 250 
a Runge-Kutta integration scheme of order 4/5. A number of performance 251 
enhancements were made to ensure high-frequency, and thus high-fidelity, 252 
updates to the injected current. A delay mechanism was added to the synapse 253 
models, allowing the simulation of conduction and synaptic delays. Finally, a 254 
model of synaptic background noise was added, reproducing the synaptic 255 
bombardment we would expect to see in vivo with statistically equivalent, 256 
randomly generated inhibitory and excitatory currents, as described in the 257 
section on noise below. The upgraded version of StdpC (StdpC version 6.1) is 258 






A custom-made summing circuit was used to combine the command signal from 261 
StdpC and the one from Clampex software, and the combined command signal 262 
was fed to the amplifier.  263 
Hodgkin-Huxley models of ionic channels (conventional sodium, delayed 264 
rectifier potassium, and Kv3 potassium channels) were given to the model 265 
inhibitory neuron (membrane capacitance 0.2115nF, leak conductance 266 
63.462nS, equilibrium potential for the leak conductance -70mV (Pospischil et 267 
al., 2008)). A Kv3 channel was added to simulate fast spiking inhibitory 268 
neurons(Lien and Jonas, 2003). The models are based on an “ /  formalism” as 269 
follows (see github.com/CompEphys-team/stdpc/tree/master/manual).  270 
 271 = ℎ ( − ) 
= (1 − ) −  
= , , − ,,  
= , , − ,,  
 (and analogous for h). 272 
Here, m and h are activation and inactivation variables. gmax is the maximum 273 
conductance of the ion channel and Vrev is the reversal potential of the ion. The 274 
form of the function F is either one of the three below. 275 





( ) = 11 + exp ( ) 
 277 
For the potassium channels, the formalisms are the same, except that no 278 
inactivation components are included. The form of the function F and the 279 
parameters for  and   for the individual components are as summarized in 280 
Table 1 (top). These parameter values were taken from Pospischil et al. 281 
(Pospischil et al., 2008) for basic membrane properties,  from Hodgkin & 282 
Huxley(Hodgkin and Huxley, 1952) for sodium and delayed rectifier potassium 283 
channels and from Lien & Jonas (Lien and Jonas, 2003 p.3) for KV3 channel.  284 
Conductance of excitatory and inhibitory synaptic events were modeled using 285 
the ChemSyn model in StdpC, following the equations and parameters described 286 
below.  287 
 288 = ( )( − ( )) ( ) = ( ) − ( )1 − ( )  
( ) = tanh ( ) −   ( ) >0 ℎ  
 289 
Parameters for excitatory and inhibitory synapses are shown in Table 1 290 
(middle). gsyn for EPSP was selected so that it evokes an action potential in mINs 291 
(Figure 2), and gsyn and τsyn for IPSP were selected to ensure strong enough 292 
suppression of target PN. The synaptic delay was set to 1ms in all cases, and no 293 






Disynaptic mutual inhibition connections 296 
Establishment of a mutual inhibition circuit was verified as follows. Injection of a 297 
brief (1ms) depolarization current (1500~2000pA) to one of the pairs of 298 
pyramidal neurons evoked an action potential (red and blue triangles in Figure 299 
2a), which triggered an excitatory synaptic conductance in the model inhibitory 300 
neuron. This synaptic event evoked an EPSP in the inhibitory neuron. As shown 301 
in Figure 2a, when gsyn was set to 10nS or higher, the EPSP evoked an action 302 
potential (red and blue disks). This action potential in the inhibitory neuron 303 
triggered an inhibitory synaptic conductance, which was fed to the postsynaptic 304 
pyramidal neuron as an injected IPSC via the amplifier, giving rise to a 305 
corresponding IPSP (blue and red asterisks). Figure 2a shows that an action 306 
potential was first evoked in the pyramidal neuron 1 (PN1) and the pyramidal 307 
neuron 2 (PN2) received an IPSP. Later, an action potential was evoked in PN2 308 
that resulted in an IPSP given to PN1, illustrating that the mutual inhibition 309 
circuit was established between the two pyramidal neurons by this system. As 310 
shown in Figure 2b, the inhibitory neurons show trains of action potentials 311 
corresponding to the action potentials of presynaptic pyramidal neurons during 312 
bi-stable activity. 313 
 314 
Bi-stable activity 315 
Bi-stable activity in a pair of pyramidal neurons is evoked by the following 316 
protocol. First, before the dynamic clamp mediated model circuit is switched on, 317 
depolarization currents that evoke action potentials at approximately 10 Hz in 318 





on to activate the mutual inhibitory connection, and the depolarization currents 320 
as determined above are injected. In most cases, this already produces bi-stable 321 
activity in the pair (unless one of the neurons is 100% dominant). However, 322 
every neuron has different firing patterns, different degrees of responses to 323 
given synaptic inputs, and different sizes of action potentials (which influence 324 
the strength of postsynaptic events). As a result, the bi-stable activity often does 325 
not show equal dominance between the two neurons even though the firing rates 326 
are equivalent between them. Therefore, in the case that it is necessary to find 327 
the current pair where the dominance of the two neurons are approximately 328 
equal (50% dominance point), the currents are further adjusted by either 329 
increasing the current in the weaker neuron or decreasing the current in the 330 
stronger neuron. 331 
Dominance, dominance durations, and reversal rates were calculated using 332 
custom Matlab (MathWorks, USA) scripts. Unlike behavioral studies, in which a 333 
dominant percept is indicated as a continuous signal (by button press), the 334 
dominance of a neuron is signaled by sustained repetitive firing of action 335 
potentials. Hence, we defined the “dominance duration” of a neuron as follows 336 
(illustrated in Figure 3). First, a continuous firing of action potentials in one 337 
neuron until an action potential occurs in the other neuron is considered as a 338 
tentative dominance duration of the neuron (Figure 3b). Hence, at this stage, the 339 
dominance durations of the two neurons are mutually exclusive. Note that there 340 
are short  dominance durations (blue asterisks for PN2 and red asterisk for PN1). 341 
There are also a series of alternations of short dominance durations between the 342 
two neurons (green asterisks). Next, dominance durations shorter than 250ms 343 





dominance durations (blue and red asterisks). The occurrence of the short lag is 345 
not considered as reversal and, hence, the previous dominance is considered to 346 
continue (arrows). These processes result in the final dominance durations 347 
without short durations (Figure 3d). Note that there are also the intervals that 348 
are not assigned to either of the neurons corresponding to the period marked 349 
with green asterisks in Figure 3c. This is because alternating short durations 350 
occur between the two neurons during these periods (Figure 3c green asterisks). 351 
These periods are assigned as “both active” (Figure 3d bottom). Dominance and 352 
reversal rates were computed based on this definition of dominance durations. 353 
“Dominance” of a neuron is defined as the ratio of total dominance durations of 354 
the neuron (sum of all dominance durations of the neuron) divided by the sum of 355 
the total dominance durations of both neurons. A reversal is defined as the 356 
dominance switching from one neuron to the other, regardless of the presence or 357 
absence of a “both active” phase during the switch. The coefficient of variation of 358 
dominance durations was computed according to Pastukhov and Braun 359 
(Pastukhov and Braun, 2011).  360 
Special attention was paid to the recording conditions. If the following criterion 361 
were not met, the recording was halted: The overshoot of action potential should 362 
be higher than 10mV, and changes in the size of the action potential, in series 363 
resistance, and in firing rate to a given depolarization current should be less than 364 
15% during data collection.  365 
 366 
Analysis of adaptation 367 
Inter-spike intervals and the peaks of action potentials were estimated with 368 





and the peaks were measured. These values were plotted against time to 370 
visualize the progress of adaptation within individual dominance episodes. To 371 
pool the data, first, the time from the onset of the dominance cycle to the end of 372 
this cycle was normalized by dividing it by the cycle’s dominance duration (for 373 
the individual cycles of the individual pairs), resulting in the normalized time 374 
ranging from 0 to 1. Second, inter-spike intervals and the magnitude of action 375 
potential peaks were normalized by the first values of the individual cycles. 376 
Third, the normalized values across all pairs were sorted into bins of size 0.01. 377 
Finally, the mean and standard deviation of all inter-spike intervals and action 378 
potential peaks in a given bin were plotted against the normalized time. As an 379 
indicator of the progress of adaptation, inter-spike intervals (normalized by the 380 
mean of individual pair) was plotted over time from the onset of each dominance 381 
cycle and linear regression was applied to the plot (Figure 4).  This resulted in 382 
slope values that indicated the change of inter-spike intervals. To pool the data, 383 
the dominance durations of individual pairs were normalized by their mean 384 
values and the slopes, normalized by the mean values of individual neurons, 385 
were plotted over the normalized duration. 386 
 387 
Effect of noise 388 
To investigate the effect of noise on the dynamics of bi-stable activity, synaptic 389 
background activity was simulated according to the model by Destexhe et al. 390 
(Destexhe et al., 2001). In their simulation, random walk-like fluctuations of 391 
membrane conductance were modeled by applying the Ornstein-Uhlenbeck 392 
model of Brownian motion (Uhlenbeck and Ornstein, 1930). Their formalism of 393 





evolution of the simulated synaptic noise depends on the noise time constant τ, 395 
which controls noise color, as well as the mean gmean and standard deviation SDg 396 
of the noise, and is modeled as follows: 397 = ( )( − ) 
( + ∆ ) = + ( ( ) − ) ∆ +   
=  1 − ∆  
Here, r is a pseudo-random number drawn from a normal distribution with 398 
mean 0 and standard deviation 1, and the noise diffusion coefficient D is related 399 
to the noise standard deviation as follows: 400 
=    401 
Excitatory and inhibitory synaptic noise are modeled separately. The level of 402 
noise is expressed as the standard deviation SDg of the synaptic conductance and 403 
systematically manipulated, whereas the average conductance gmean, which 404 
functions as a constant current offset, remained unchanged. The amount of noise 405 
given to mINs was larger than that given to PNs because PNs already have 406 
intrinsic synaptic noise (Figure 7a) from their presynaptic neurons within the 407 
brain slice. The standard parameter set (used as default unless mentioned 408 
otherwise) for the noise is shown in Table 1 (bottom). 409 
In the experiments for the effect of noise level and the effect of activation level 410 
(below), the length of each trial was 200 sec with 193.5 sec long depolarization 411 
current. 412 
 413 





It has been reported that there are diverse and cell-type specific short-term 415 
plasticity effects in neocortex and hippocampus (see Markram et al., 2004; 416 
Silberberg et al., 2005; Tremblay et al., 2016; Pelkey et al., 2017 for review). To 417 
explore its effect on bi-stable activity, short-term depression was implemented 418 
in the model synaptic conductance in StdpC by introducing a depression factor, h, 419 
defined as follows. 420 = ( )ℎ( )( − ( )) ℎ( ) = ℎ ( ) − ℎ( ) 
ℎ = 11 + − ,,  = − 1 + − ,,  
STD was modelled in both excitatory synapses from pyramidal neurons to fast 421 
spiking neurons and to inhibitory synapses from fast spiking neurons to 422 
pyramidal neurons with the following parameters. 423 
, = −20 , , = 2 , = 2.5 , = −0.8 , , =424 −20 , , = 2  425 
Depression of PSPs was verified by generating a train of artificial spikes within 426 
StdpC by means of a Spike Generator (SG), connected by model synapses to a 427 
model neuron where EPSPs were evoked (Figure 11A). The effect of STD was 428 
observed with two synaptic strengths (gsyn=20nS and gsyn=50nS) applied to all 429 
synapses in the circuit, chosen to demonstrate both successful mutual inhibition 430 
(gsyn=50nS), and failed mutual inhibition (gsyn=20nS) due to insufficient 431 






Paradigms equivalent to Levelt’s experiments 434 
For our experiments associated with the classic behavioral experiments of Levelt 435 
(Levelt, 1965, see also Brascamp et al., 2006, 2015; Moreno-Bote et al., 2010 for 436 
generalized Levelt’s propositions covering the full-range of stimulus intensities) 437 
we systematically varied the strength of the sustained depolarization current 438 
into one, or both, of the pyramidal neurons. Concerning the generalized Levelt’s 439 
proposition I to III, the two currents were set as follows. First, the currents were 440 
set to evoke 10Hz firing rate in the individual neurons (without mutual 441 
connections). Next, the modelled mutual inhibition circuit was activated while 442 
maintaining the static current injections. Then, only one of the two currents 443 
(randomly selected) was altered. The change of the current was made by steps of 444 
10 or 20pA.  445 
In the analyses, the current that would evoke 50% dominance, called , was 446 
estimated by linear regression of dominance over the changing current. The 447 
change of the current is reported with reference to this control current value, 448 
defined as follows. 449 
∆ % = − %%  
Hence, in the plots in Figure 8c to 8h, the right side from x=0 indicates that the 450 
neuron that received the changing current was more dominant (stronger) than 451 
the other neuron and the left side indicates the former being weaker than the 452 
latter. Before pooling the data (N=46) for average durations, average dominance 453 





average duration within individual neuron. To pool the data for the reversal rate, 455 
data were normalized by the maximum reversal rate of the individual pair.  456 
Concerning the generalized Levelt’s proposition IV, both currents were modified. 457 
First, a current pair that evoked a 10Hz firing rate in the two neurons was found. 458 
If necessary, the current was adjusted until the current pair evoked 459 
approximately 50% dominance. This current pair was considered as a control 460 
and is called Hz (it is called as such for convenience although the current pair 461 
did not always evoke 10Hz firing). Next, in one of the two neurons, the current 462 
was changed with 10 or 20pA steps and the current for the other neuron was 463 
changed proportionally. To pool the data, the change of the current is reported 464 
with reference to Hz, defined as follows. 465 
∆ = −  
To pool the data for the reversal rate (N=32), data were normalized by the 466 
reversal rate of the individual pair when the control current pair was used.  467 
To make the bar plots of the pooled data (Figure 8f to h, right, Figure 10c 468 
bottom), the was binned and the values in the individual bins were averaged. 469 
The order of trials with different current pairs was pseudo-randomly chosen.  470 
 471 
STATISTICAL ANALYSIS 472 
For statistical analysis, repeated measures analysis of variance (ANOVA) was 473 
applied using SPSS Statistics (IBM, USA). Pairs with the standard noise 474 
parameter set for the experiment of noise (N=15), pairs with injected current of 475 
 in Levelt I to III paradigms (N=46), and pairs with injected current of Hz in 476 





analyses were performed on these 93 pairs to report basic properties of bi-478 
stability and adaptation. Error bars in the plots are +/- SEM. 479 
All data and Matlab codes for data analyses are published at Radboud University 480 




Double patch clamp recordings were performed from visually identified 485 
pyramidal neurons in layer 2/3 of mouse primary visual cortex (Figure 1c). In 486 
total, 93 pairs of pyramidal neurons from 32 mice were recorded. By using 487 
biocytin-filled patch pipettes, some pyramidal neuron pairs were labeled and 488 
visualized after the experiments (N=9). In all cases, the stereotypical morphology 489 
of pyramidal neurons (with a short apical dendrite and thin multiple oblique 490 
dendrites) was identified, located in layer 2/3 of V1 (Figure 1d). 491 
 492 
Bi-stable activity 493 
Mutual inhibitory connections between each pair of pyramidal neurons were 494 
constructed by the StdpC dynamic clamp system (see Materials and Methods for 495 
details). When continuous depolarization currents were injected into PN1 and 496 
PN2 simultaneously, bi-stable activity with alternating dominance between the 497 
two pyramidal neurons was evoked as shown in Figure 5a. Figure 5b shows the 498 
details of the onset of the response to the current injection on a shorter time 499 
scale. Both neurons started to depolarize at the onset but PN2 reached the action 500 
potential threshold before PN1 and, hence, PN1 received the evoked IPSP before 501 





firing of action potentials and it achieved initial dominance. Note, that an 503 
increase of inter-spike intervals in the dominant neuron is visible. Also note that 504 
there is a ramp-like slow depolarization of the suppressed neuron (Figure 5a). 505 
The former is a sign of neural adaptation while the latter indicates both the 506 
recovery of the neuron from adaptation as well as the recovery of the membrane 507 
potential from IPSPs due to the gradual increase of the inter-spike intervals. 508 
Figure 5c shows data from when the reversal of dominance occurred. With the 509 
continuous increase of inter-spike interval in PN2, PN1 recovered more and 510 
more from the received barrage of IPSPs. The inter-spike interval of PN2 511 
eventually became long enough such that the membrane potential of PN1 512 
reached the action potential threshold before PN2 could generate an action 513 
potential. Consequently, PN2 received an IPSP evoked by the first action 514 
potential of PN1. From then on, PN1 became dominant and PN2 became 515 
suppressed. 516 
 517 
Adaptation and dominance durations 518 
To investigate the role of adaptation in the mutual inhibition competition 519 
process, we analyzed neurophysiological properties that reflect adaptation: 520 
inter-spike intervals and peaks of action potentials are plotted in Figure 6a, b, 521 
respectively, for the example bi-stable activity shown in Figure 5a. Normalized 522 
values are pooled for the “control pairs” (N=93, see Materials and Methods for 523 
the definition of the “control pairs”) and plotted over normalized dominance 524 
durations in Figure 6c, d, for inter-spike intervals and action potential peaks, 525 
respectively. The results indicate monotonic changes (increase of inter-spike 526 





dominant. Furthermore, there are clear correlations between the dominance 528 
durations and the changes of the inter-spike intervals. We applied a linear 529 
regression to inter-spike intervals as a function of time in the dominance 530 
duration (see Figure 4). The slope indicates how quickly the adaptation 531 
progresses. As shown in Figure 6e (for the example shown in Figure 5a) and 532 
Figure 6f (for the pooled data of the control pairs), the slopes and the dominance 533 
durations were inversely correlated (repeated measures ANOVA for the pooled 534 
data F(3,15)=19.518, p<0.0001). Hence, when adaptation progresses quickly, the 535 
dominance duration is bound to be shorter, indicating a role for adaptation in 536 
dominance reversals.  537 
 538 
Effect of noise 539 
Because of the stochasticity of dominance durations (Brascamp et al., 2006 540 
p.2006; Kim et al., 2006; Moreno-Bote et al., 2007; Huguet et al., 2014; Pisarchik 541 
et al., 2014) it has been argued that noise plays an important role for the reversal 542 
in bi-stable perception. To investigate the role of noise on the dynamics of bi-543 
stability, we implemented an algorithm in the dynamic clamp system to 544 
introduce simulated noise of the synaptic conductance (Destexhe et al., 2001; 545 
Delgado et al., 2010). The noise was given to both PNs and mINs in the form of 546 
random fluctuations of excitatory and inhibitory synaptic conductance (see 547 
Materials and Methods for details). Figure 7a shows the baseline membrane 548 
potential of a pyramidal neuron and Figure 7b shows the result of adding the 549 
modeled synaptic noise to it (all at -60mV). Next, the level of noise was changed 550 
systematically while the two pyramidal neurons were exhibiting bi-stable 551 





shown in the table in Figure 7d). The results indicate that increased noise caused 553 
an increase of the reversal rate (F(19,171)=50.868, p<0.0001). The pooled data 554 
from 15 pairs of pyramidal neurons are shown in Figure 7d.  555 
 556 
It is known that, in brain slice preparations, the amount of synaptic noise in 557 
individual neurons is much less than what is observed in intact brain 558 
preparations due to the cutoff of axons and lesser spontaneous activity in slice 559 
preparations (Destexhe et al., 2001). Therefore, to reproduce the intact brain 560 
environment, we use a parameter set of modelled excitatory and inhibitory 561 
synaptic noise which will be called the “standard noise parameter set” (asterisk 562 
in Figure 7c and 7d table) from here on. For the rest of the experiments, the 563 
standard noise parameter set was used. The histogram of dominance durations 564 
of a 600 sec recording of bi-stable activity with the standard parameter set is 565 
shown in Figure 7e. It shows a skewed distribution as stereotypically observed 566 
in bi-stable perception. The average of dominance durations and reversal rates 567 
of the 15 pairs with the standard noise parameter set were 7.7 5.6sec and 568 
12.0 10.5min-1, respectively. These values for the control pairs (N=93) were 569 
8.2 7.8sec and 11.5 10.8min-1, respectively. The coefficient of variation of 570 
dominance durations of the control pairs was 0.60 0.21. 571 
 572 
Effect of current intensity (“generalized Levelt paradigms”) 573 
A set of widely replicated empirical laws from the perceptual competition 574 
literature known as Levelt’s propositions  describes the relationship 575 
between the strengths of two competing stimuli and the dynamics of their bi-576 





reversal rate. Furthermore, the paper by Brascamp and Klink (Brascamp et al., 578 
2015) and Moreno-Bote et al. (Moreno-Bote et al., 2010) reported a generally 579 
accepted updated version of Levelt’s propositions so that the description of bi-580 
stable dynamics covers the full range of stimulus strengths (Levelt’s original 581 
propositions were based on the range of stimulation where the stimulus strength 582 
of one of the two input signals increased, and hence, the effect of decreasing the 583 
strength was not included). To compare the dynamics of the pairs of mutually 584 
inhibited pyramidal neurons to the generalized Levelt’s propositions, we injected 585 
sustained depolarization currents and systematically varied (increased and 586 
decreased) the strength of the current into one, or both, of the pyramidal 587 
neurons (Figure 8a). 588 
To examine the first three generalized propositions of Levelt, the current 589 
injected into one of the two neurons was varied while the current injected into 590 
the other neuron was kept constant (Figure 8b). In total, 46 pairs were recorded 591 
with this paradigm. To pool the data, first, the current that would evoke 50% 592 
dominance (the total period that one neuron is dominant over the other is equal 593 
for both neurons) was estimated ( ) by linear regression of dominance over 594 
the changed current. The change of the current is reported with reference to this 595 
control current value (i.e., 0 in abscissa indicates the current pair that would 596 
evoke 50% dominance). Hence, in the plots shown in Figure 8c to 8h, the 597 
neurons with the changing injected current is more dominant (“stronger”) on the 598 







We first tested the generalized Levelt’s proposition I: Increasing stimulus 602 
strength for one of the competing stimuli will increase the perceptual dominance 603 
of that stimulus. Figure 8c depicts the change of the dominance ratios of the two 604 
pyramidal neurons over injected current (with reference to of PN1) for the 605 
example shown in Figure 8b. There is a clear trend of increase of dominance of 606 
PN1 whose current was increased (red) and of decrease of dominance of PN2 607 
whose current was kept constant (blue). Figure 8f shows pooled data (N=46) for 608 
the dominance ratio, replicating that there is an increasing dominance of the 609 
neurons whose currents were increased (red, F(6,24)=15.558, p<0.0001), and 610 
decreasing dominance for their counterparts whose currents were kept constant 611 
(blue, F(6,24)=15.558, p<0.0001)). This is in line with the generalized Levelt’s 612 
proposition I. 613 
 614 
Levelt’s proposition II states: Increasing the difference in stimulus strength 615 
between the two competing stimuli will primarily act to increase the average 616 
perceptual dominance duration of the stronger stimulus. Furthermore, the 617 
generalized Levelt’s proposition II states that the change of stimulus intensity of 618 
the non-dominant input is less effective. This means that when the stimulus 619 
intensity changes from non-dominant range to dominant range, the effect of the 620 
change to average dominant durations is weak in the non-dominant range and 621 
strong in the dominant range. In Figure 8d the change of the average dominance 622 
durations is plotted over the changing current for the example shown in Figure 623 
8b. PN1 shows weak changes of the dominance durations on the left half of the 624 
plot where PN1 is weaker than PN2 (see Discussion). It shows, however, a steep 625 





for the other neuron. Hence, in general, the dominant neuron shows a steep 627 
increase of the dominance durations with current values deviating further away 628 
from . This trend can be seen in Figure 8g with pooled data for the neurons 629 
whose currents were increased (red, F(6,24)=4.371, p<0.01)) and for their 630 
counter parts whose currents were kept constant (blue, F(6,24)=7.396, 631 
p<0.0001). This is in line with the generalized Levelt’s proposition II. 632 
 633 
According to the generalized Levelt’s proposition III: Increasing the difference in 634 
stimulus strength between the two competing stimuli will reduce the perceptual 635 
alternation rate. Figure 8e plots the number of reversals for the example shown 636 
in Figure 8b. The pair showed a higher number of reversals for a current close to 637 
. Deviating further from  in either direction, the values decreased, in line 638 
with the generalized Levelt’s proposition III. However, the pooled data (Figure 639 
8h) show that the response is not symmetric. In fact, some pairs showed an 640 
increase of the reversal rate when a neuron is dominant (Figure 9 bottom), in 641 
contrast to the example pair of Figure 8b (and Figure 9 top). Thus, the pyramidal 642 
neuron pairs did not always follow the generalized Levelt’s proposition III. Due 643 
to the increase in the left half, repeated measures ANOVA indicated a significant 644 
effect (F(6,24)=2.663, p<0.05). 645 
 646 
To examine the generalized fourth proposition of Levelt, the currents injected 647 
into both neurons were varied. In total, 32 pairs were recorded with this 648 
paradigm. To pool the data, the change of the current is reported with reference 649 






Proposition IV states: Increasing stimulus strength of both competing stimuli will 652 
generally increase the perceptual alternation rate. In addition, the generalized 653 
proposition IV (Brascamp et al., 2015) noted that this effect may reverse at near-654 
threshold stimulus strengths (i.e. the lower range of stimulation intensity). 655 
Figure 10a shows an example of the effect of increasing the injected currents into 656 
both neurons. In Figure 10b, the number of reversals of this example are plotted 657 
over the injected current. Figure 10c shows pooled data indicating increasing 658 
reversal rates (F(6,30)=4.051, p<0.01). In addition, there is a small decrease of 659 
the reversal rate at the lower range of the stimulation. These results are in line 660 
with the generalized Levelt’s proposition IV.  661 
 662 
Effect of short-term plasticity 663 
To explore the role of synaptic plasticity in neural competition and bi-stable 664 
activity, we implemented short-term depression (STD) in the modelled 665 
excitatory and inhibitory synapses. Figure 11a shows the depression of EPSPs 666 
evoked by a train of modelled presynaptic spikes (generated by Spike Generator, 667 
SG, at 40Hz). Figure 11b shows the results from a circuit with disynaptic 668 
inhibitory connections established between SG, model inhibitory neurons (mINs) 669 
and real-life pyramidal neurons (PNs) as illustrated in the schematic. The 670 
membrane potentials of the PNs were set to -60mV to make IPSPs visible. Three 671 
different conditions were tested: “without STD”, “with STD with strong synaptic 672 
inputs” (gsyn=50nS), and “with STD with weak synaptic inputs” (gsyn=20nS), 673 
implemented in both EPSPs and IPSPs. A train of ten spikes was generated at 674 
20Hz in the SG. EPSPs without STD successfully evoked action potentials in INs 675 





evoked long lasting IPSPs in PNs (right column). When STD was implemented, 677 
the gradual decrease of EPSP size caused failures of evoking action potentials 678 
(marked by black asterisks) in INs. Compared with stronger EPSPs (middle 679 
traces), this effect was more pronounced with weaker EPSPs (bottom traces). 680 
The effect of implementing STD in PSPs as above on bi-stable activity is shown in 681 
Figure 11c. Bi-stable activity without STD is shown in the top traces. With STD 682 
with strong PSPs (middle traces), the pair of pyramidal neurons showed bi-683 
stability. However, due to the depression of EPSPs, action potentials in the 684 
dominant PN soon failed to evoke action potentials in the connected IN and the 685 
reversal of dominance occurred quickly. As a result, the reversal rate became 686 
higher than the without STD condition. The ratio of reversal rate, with STD to 687 
without STD, was 8.6 4.2 (N=9). In contrast, with STD with weak PSPs (bottom 688 
trances), action potentials in PNs failed to evoke action potentials in INs most of 689 
the time and neither of the PNs was able to establish dominance in competition. 690 
Instead, both PNs showed continuous firing of action potentials without an 691 
apparent influence on the competing PNs (N=7). 692 
 693 
Discussion 694 
We established a mutual inhibition between two real-life neurons mediated by 695 
dynamic clamp. This system enabled us to evoke bi-stable activity in pyramidal 696 
neurons in visual cortex. We analyzed the dynamics of the bi-stability, a number 697 
of physiological properties, and the effects of manipulating the level of 698 
background noise and activation level. We compared the dynamics of this bi-699 
stability with the known dynamics of human bi-stable perception. Although our 700 





human behavior represents the highly complex system, we found that the two 702 
systems show striking similarities in their dynamics.  703 
The analyses of the physiological properties during bi-stable activity showed 704 
signs of adaptation of the dominant neurons. Moreover, the variations of inter-705 
spike intervals and dominance durations were correlated, indicating a causal link 706 
between neural adaptation and the reversals in bi-stability. Neural adaptation 707 
has only been assumed as a key element for bi-stable perception theoretically 708 
(Matsuoka, 1984; Mueller, 1990; Wilson, 1999; Wilson et al., 2000; Laing and 709 
Chow, 2002; Lankheet, 2006; Noest et al., 2007; Shpiro et al., 2009) or it has been 710 
shown indirectly in the form of decreased contrast sensitivity (Alais et al., 2010). 711 
Our data directly show, in physiological terms, a progression of adaptation 712 
during bi-stable activity and its link to the dominance durations. 713 
We investigated the effect of neural noise on the dynamics of bi-stability. The 714 
apparent stochasticity in the sequence of reversals and the skewed distribution 715 
of dominance durations (Levelt, 1967) in bi-stable perception led to studies on 716 
the role of noise (Brascamp et al., 2006; Kim et al., 2006; Moreno-Bote et al., 717 
2007; Huguet et al., 2014; Pisarchik et al., 2014; Baker and Richard, 2019). To 718 
investigate the effect of noise in our experimental model, we incorporated a 719 
neuro-computational model of synaptic noise into the dynamic clamp. In this 720 
way, we were able to insert noise into neurons and systematically changed the 721 
level of noise. We found that an increase of noise caused an increase of reversal 722 
rate. It is known that the synaptic noise in brain slice preparations is much less 723 
than the noise in intact brains (Destexhe et al., 2001) or in human brain tissue  724 
(Molnár et al., 2008). Hence, we added noise levels equivalent to the noise level 725 





dominance durations was right-skewed as is typically found in bi-stable 727 
perception.  728 
We showed that when one of the two neurons is dominant, its adaptation 729 
progresses and hence the inter-spike interval increases over time. This allows 730 
the suppressed neuron to recover from its own adaption and to depolarize more 731 
during the ever-increasing inter-spike intervals of the dominant neuron, 732 
consequently showing a slowly ramping depolarization. When the membrane 733 
potential comes close to the firing threshold, the noise facilitates the membrane 734 
potential to go above the threshold, generating action potentials. As a 735 
consequence, the dominant neuron now receives IPSPs and a reversal occurs. 736 
Hence, our data elucidate the dynamic interplay between adaptation, noise and 737 
mutual inhibition in determining the dynamics of bi-stable activity. 738 
Our experimental model allowed us to separately manipulate the levels of 739 
activation of the competing neurons. Hence, it enabled us to compare the effects 740 
of changing activation levels in neurons to the effects of changes in stimulus 741 
strength on bi-stable perception, as originally described in Levelt’s four 742 
propositions (Levelt, 1965). Levelt’s propositions I, II and III make predictions 743 
about the changes of dominance, the dominance durations, and the reversal rate, 744 
respectively, in response to changes of the stimulation strength in one of the two 745 
inputs. Levelt’s proposition IV concerns the change in the reversal rate while the 746 
stimulus strengths of both inputs are changed concurrently. The original 747 
propositions were modified later (Brascamp et al., 2006, 2015; Moreno-Bote et 748 
al., 2010) to cover the whole range of the stimulus strength (dominant and non-749 
dominant ranges). By running paradigms equivalent to these experiments, we 750 





It is quite intriguing that, although the overall effect of increasing the injected 752 
current was the increase of the reversal rate in the paradigm for the generalized 753 
Levelt’s proposition IV, we observed a small decrease of it in the lower range of 754 
the injected currents. A small deviation of the response from the original 755 
proposition by Levelt has been reported by several papers (Shpiro et al., 2007; 756 
Curtu et al., 2008; Seely and Chow, 2011, see Brascamp et al., 2015). In our 757 
experiment, when the injection current was lowered, generation of action 758 
potentials by the dominant neuron became sporadic. As a result, the spike 759 
interval became longer, giving room to the suppressed neuron to recover from 760 
the inhibition and reach the threshold of action potentials. On the one hand, in 761 
the higher range of injection currents, the reversal occurred because spike 762 
intervals of the dominant neuron gradually increased due to adaptation. On the 763 
other hand, in the lower range of injection currents, the reversal occurred 764 
because of the lower frequency of evoked action potentials. The latter may be 765 
potentially a mechanism underlying the small decrease in the lower range of 766 
stimulus reported in bi-stable perception. 767 
One exception where our data did not necessarily match the known dynamics of 768 
bi-stable perception was the mixed results for the Levelt III paradigm. In this 769 
paradigm, some neuron pairs showed a decrease of reversal rates when the 770 
depolarization current either increased or decreased from the control value 771 
which is in line with the generalized Levelt’s proposition III. However, other 772 
pairs showed no significant change or an increase of reversal rate when the 773 
current was higher than the control. The mixed results suggest involvement of 774 
multiple factors. The reversal rate is determined by the balance between 775 





dominance durations of the weaker neuron. If the former is more significant, the 777 
reversal rate will decrease and if the latter is more significant, it will increase. 778 
The increase of the firing rate in the stronger neuron may cause a stronger 779 
dominance of the neuron on one hand, and a stronger adaptation of the neuron 780 
on the other hand. The latter may prevent the increase of the dominant 781 
durations due to the faster decay of the firing rate. Hence, depending on the 782 
adaptation properties and the spiking properties of the neurons, the strong 783 
activation of the stronger neuron may have caused a decrease of the reversal 784 
rate in some cases and an increase in other cases. At systems level, the 785 
competition is between populations of neurons rather than single neurons as 786 
tested here. Hence, differences in adaptation and spiking properties among the 787 
involved neurons may collectively have different impacts on the dynamics of bi-788 
stability. Furthermore, in the human brain, the input signals go through multiple 789 
steps of normalization before reaching the mutual inhibition processes. It may be 790 
possible that the activation level of neurons in the human visual system is kept 791 
within the range where the fast adaptation occurs in a lesser amount. If this is 792 
the case, the strong stimulation would cause the decrease of the reversal rate as 793 
reported in the generalized Levelt III. Therefore, this result may represent an 794 
example where emergent properties of bi-stable perception at the behavioral-795 
level differ from the dynamics found in the minimal neural competition unit we 796 
investigated. 797 
Regarding the dominance durations, there are short periods when the neuron 798 
that has been suppressed fires only one or two action potentials and then 799 
becomes suppressed again. Such short events are not considered as a reversal in 800 





events (see Figure 3). Furthermore, there are periods where short events 802 
occurred alternatingly between the two neurons with intermingled action 803 
potentials from both neurons. In these periods, none of the two neurons are 804 
considered to be dominant. These observations may be linked to known 805 
observations in bi-stable perception. It has been reported that human subjects 806 
experience short reversal events detected in reflexes (optokinetic nystagmus 807 
and pupil dilations) but they are too short to be reported by the subjects (Naber 808 
et al., 2011). Furthermore, the intermingled firing of action potentials by the two 809 
neurons may be related to the period in bi-stable perception where the 810 
perception of the subject is either uncertain or a mixture of the two possible 811 
percepts (“composite” or “mixed” perception). The short and the mixture events 812 
are potentially important because they may elucidate the neural mechanisms 813 
underlying the stochastic properties of bi-stability and decision making 814 
processes. Hence, this intriguing property of bi-stable neural activity during the 815 
transition of the dominances should be investigated further in future. 816 
Finally, it is important to consider the diversity of neural properties in neocortex. 817 
First, in terms of the location where neural competition relevant to bi-stable 818 
perception takes place, it is unknown which layer and which area of visual cortex 819 
is involved. It is also possible that the final decision is the result of integrating 820 
neural competition at multiple levels. In addition to the issue of location, neurons 821 
display a range of firing patterns even within the same area and the same layer. 822 
At the onset of activation, for example, an early bursting type pyramidal neuron 823 
may have an advantage over a regular-spiking type pyramidal neuron to win the 824 
onset dominance. Different adaptation properties influence how the reversal of 825 





only in pyramidal neurons but also in inhibitory neurons, e.g. non-adapting fast 827 
spiking neurons or adapting type regular spiking neurons. Furthermore, cell type 828 
specific short-term plasticity has been shown. Therefore, it is important to 829 
diversify the research on neural competition reported here by applying our 830 
approach to neurons from different layers with different firing patterns, 831 
adaptation properties, and synaptic properties. How details of the dynamics of 832 
bi-stability change depending on these neurophysiological differences remains 833 
to be elucidated by future research.  834 
 835 
Concluding, our experimental model provides a platform for investigating the 836 
dynamics of a theoretically derived neural circuit in real-life neurons. Our data 837 
showed that even the simplest neural competition circuit already reproduces 838 
many aspects of dynamics of bi-stable perception in human perception. Our 839 
study using the novel approach reported here provides a platform to investigate 840 
further how elementary neural competition units are integrated to execute 841 
system-level bi-stable dynamics. 842 
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Figure legends 1000 
Figure 1. Mutual inhibition circuit and experimental design. a: Neural circuit 1001 
diagram for a mutual inhibition. Triangles: pyramidal neurons (PNs). Disks: 1002 
inhibitory neurons (INs). b: The disynaptic mutual inhibition circuit was 1003 
established between two real-life pyramidal neurons by implementing model 1004 
inhibitory neurons and synapses (dashed lines) in the StdpC dynamic clamp 1005 
system. c: An image of the brain slice (right hemisphere) from a DIC-IR 1006 
microscope during recording with two patch recording pipettes placed in layer 1007 
2/3 of V1. 1 to 6: six layers. LM: lateromedial area. d: dorsal, v: ventral, l: lateral, 1008 
m: medial. Scale bar: 200 m. d: An example of biocytin filled pair of pyramidal 1009 
neurons. Scale bar: 50 m. 1010 
 1011 
Figure 2. Mutual inhibition between a pair of pyramidal neurons a: An action 1012 
potential in PN1 (red triangle) evoked EPSPs in the partner model inhibitory 1013 
neuron (mIN1). The synaptic events in mIN1 are shown with six different levels 1014 
of model synaptic conductance. With the higher synaptic strength, the EPSP 1015 
evoked an action potential in mIN1 (red disks) causing evoked IPSP in the target 1016 





lower range, it only evoked an EPSP without an action potential in mIN1 (#) and, 1018 
hence, without an IPSP in PN2. Vice versa from PN2 to mIN2 and PN1. b: The 1019 
activities of PNs and mINs during bi-stable activity. 1020 
 1021 
Figure 3. Computation of dominant durations. a: A part of a recording of bi-1022 
stable activity. b: First step computation of dominance durations. Here, 1023 
continuous firing of action potentials in one neuron until an action potential 1024 
occurs in the other neuron is considered as a tentative dominance duration of 1025 
the first neuron. Hence, the dominant durations of the two neurons are mutually 1026 
exclusive. Note that there are short dominant durations (blue asterisks for PN2 1027 
and red asterisk for PN1). There are also series of alternations of short dominant 1028 
durations between the two neurons (green asterisks). c: Dominance durations 1029 
after choosing only long durations (longer than 250 ms). This process results in 1030 
short lags between the dominance durations (blue and red asterisks). There are 1031 
also the intervals that are not assigned to either of the neurons corresponding to 1032 
the period marked with green asterisks in b. The short lags are not considered as 1033 
reversals and, hence, the previous dominance is considered to continue 1034 
(arrows). d: These processes result in the final dominance durations without 1035 
short durations. And the periods not assigned to neither of the neurons are 1036 
assigned as “both active” (bottom). 1037 
 1038 
Figure 4. a: Inter-spike intervals of an example shown in Figure 5a. b: Linear 1039 
regression (black) of inter-spike intervals (orange plot) taken from the first cycle 1040 







Figure 5. Evoked bi-stable activity in a pair of pyramidal neurons with mutual 1044 
inhibition connections. a: Continuous injection of depolarization currents into 1045 
the two pyramidal neurons produces bi-stable activity with alternating 1046 
dominance between them. MP: membrane potential (mV). MC: membrane 1047 
current (pA). Inset: The response of the same pyramidal neurons to the same 1048 
depolarization current injection without the mutual inhibition circuit, showing 1049 
sustained continuous firing of action potentials. b: The part of data (orange 1050 
rectangle) shown in a. Upon the onset of the current injection, both neurons 1051 
started to depolarize, but fired an action potential first. As a result, PN1 received 1052 
an IPSP causing PN2 to become dominant and PN1 suppressed. c: The part of 1053 
data (orange triangle) around the time of reversal. The inter-spike interval 1054 
increased during the dominant period of PN2 due to adaptation. Just after the 1055 
rightmost action potential of PN2, PN1 got a sufficient time to recover from its 1056 
IPSP, enabling it to reach its firing threshold before PN2 was able to fire its next 1057 
action potential. The action potential of PN1 now resulted in an IPSP in PN2 1058 
entailing a reversal of dominance.  1059 
 1060 
Figure 6. Adaptation of dominant neuron and its correlation to dominance 1061 
duration. a-b: The physiological signatures of adaptation. Inter-spike intervals 1062 
increase (a) and the peaks of action potentials decrease (b) due to adaptation 1063 
during dominance episodes. c-d: Average of inter-spike intervals (c) and the 1064 
action potential peaks (d) for pooled data of all 93 “control pairs” (see Methods 1065 
for the definition). e: Slope of inter-spike interval as a function of dominance 1066 





between the slope of inter-spike interval and dominance duration in the pooled 1068 
data. The dominance durations of individual pairs were normalized by their 1069 
mean values before pooling. The normalized duration was binned and the pooled 1070 
data was averaged for the individual bins. Error bars indicate +/- SEM. 1071 
 1072 
Figure 7. Effect of adding noise. Model excitatory and inhibitory synaptic noise 1073 
was applied to the pyramidal neurons and the inhibitory neurons through the 1074 
dynamic clamp system. a-b: Baseline membrane potentials at -60mV without (a) 1075 
and with (b) the model noise. c: Effect of changing the noise level systematically 1076 
to bi-stable activity. Increase of the noise resulted in increase of reversal rate 1077 
(from top to bottom). Noise levels are indicated as standard deviations (SD) of gE 1078 
and gI (excitatory and inhibitory conductance, respectively, in nS). Asterisk: Data 1079 
with the “standard” noise parameter set. d: Pooled data of the effect of noise 1080 
(N=15). The reversal rates from the individual pair are normalized by the value 1081 
at the standard noise parameters (iii) before pooling. Orange bar (i) indicates the 1082 
data with no model noise. Error bars indicate +/- SEM. The noise parameter sets 1083 
for i (no model noise), ii, iii (standard noise parameters), iv and v are shown in 1084 
the table below. The noise level is increased linearly from ii to v. e: Histogram of 1085 
dominance durations for PN1 and PN2 from 10 minutes continuous recording 1086 
(with the “standard” noise parameters). 1087 
 1088 
Figure 8. Schematics of experimental paradigm and the result. a: Schematics of 1089 
the paradigms equivalent to Levelt’s experimental paradigms for bi-stable 1090 
perception. The level of injected current to either one or both of the two 1091 





to the change of the contrasts in Levelt’s experiments). b: Example data of the 1093 
experiment equivalent to the generalized Levelt’s experimental paradigm for 1094 
proposition I to III. The level of depolarization current in PN1 was increased 1095 
(from top to bottom) while the current to PN2 was kept constant. c-e: Changes in 1096 
dominance (c), dominance duration (d), and reversal rate (e) for this pair. PN1 1097 
red, PN2 blue. f-h: Pooled data (N=46) plotted over the normalized injected 1098 
current. The dominance durations are normalized for the maximum values of the 1099 
individual neurons. Red: responses of the neurons that received the changes of 1100 
the injected current. Blue: responses of the neurons whose injected current was 1101 
kept constant. Left column: The data of the individual pairs. Right column: The 1102 
normalized current was binned and the pooled data were averaged for the 1103 
individual bins. Error bars indicate +/- SEM. 1104 
 1105 
Figure 9. Examples of responses of average durations and reversal rate (shown 1106 
in non-normalized absolute values) to the change of the depolarization current 1107 
to one of the pair of pyramidal neurons (red) while the current to the other 1108 
neurons was kept constant (blue). a-c: The example pairs where the reversal 1109 
rates decreased when the current either increased or decreased from the control 1110 
value (I50%). d-f: The examples where the reversal rates increased when the 1111 
current increased from the control value (I50%). Note that, in the latter case, the 1112 
increase of the average. 1113 
 1114 
Figure 10. Results of experimental paradigm equivalent to the generalized 1115 
Levelt’s paradigm for proposition IV. a: The effect of increasing the 1116 





bottom). b: The changes of the reversal rate for this pair. c: Pooled data of 1118 
reversal rate (N=32) plotted over the normalized injected currents. 1119 
 1120 
Figure 11. Effect of short-term depression on bi-stable activity. a: Depression of 1121 
EPSPs evoked by a train of modelled presynaptic spikes (by Spike Generator, SG, 1122 
at 40Hz). gsyn was set to 5nS to avoid generation of action potentials for 1123 
illustration purposes. b: A disynaptic inhibitory circuit was established between 1124 
SG, model inhibitory neurons (mINs) and real-life pyramidal neurons (PNs) as 1125 
illustrated in the schematic at the top. The membrane potentials of PNs were set 1126 
to -60mV to make IPSPs visible. Three different conditions were tested, including 1127 
no STD (top), STD with strong (gsyn=50nS, middle) and weak (gsyn=20nS, bottom) 1128 
synapses in both the inhibitory and excitatory connections. A train of ten spikes 1129 
was generated in the SG at 20Hz. Without STD, all ten EPSPs successfully evoked 1130 
action potentials in INs (left column). These action potentials, in turn, evoked 1131 
long lasting IPSPs in PNs (right column). With STD (strong and weak synaptic 1132 
strength, middle and bottom traces, respectively), the gradual decrease of EPSP 1133 
size caused failures of evoking action potentials in INs (asterisks), resulting in 1134 
weaker IPSPs in the target PNs. c: An example of the effect of STD on bi-stable 1135 
activity. Without STD (top trace), with STD with strong synapses (middle traces) 1136 
and with weak synapses (bottom traces). With STD with strong synapses, action 1137 
potentials in the dominant PN soon failed to evoke action potentials in the 1138 
connected IN due to the depression of EPSPs and reversal of dominance occurred 1139 
quickly. With STD with weak synapses, EPSPs evoked by action potentials in PNs 1140 





able to establish dominance, and both PNs showed continuous firing of action 1142 
potentials independently. 1143 
 1144 
Tables 1145 
Table 1 Parameter sets for modelled ionic channels (top), synaptic 1146 
conductance (middle) and synaptic noise (bottom). 1147 
 1148 
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