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Abstract
We give a combinatorial interpretation of the connection constants for persistent sequences of
polynomials in terms of weighted binary paths. In this way we give bijective proofs for many
formulas which generalize several classical identities and recurrences, such as the upper index
sum, the Lagrange and the Vandermonde sum and Euler’s theorem on the coefficients of Gaussian
coefficients.
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1. Introduction
Let {pn(x)}n and {qn(x)}n be two sequences of polynomials of degree n. Each
polynomial pn(x) can be expressed as a linear combination of polynomials in the second
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sequence
pn(x) =
n∑
k=0
cn,k qk(x).
The numbers cn,k are called connection coefficients. Many of the most common families of
numbers in combinatorics, such as binomial and Gaussian coefficients, Stirling numbers
of the first and of the second kind and Lah numbers, can be interpreted as constants of
connection between suitable sequences of polynomials.
Usually, to have a good theory for the problem of connection constants one chooses
a particular class of polynomials. A first interesting class is given by the polynomial
sequences of binomial type for which it is possible to develop an operational calculus
and an umbral calculus where explicit formulas can be found [1,20,19,18,12]. A second
interesting class, very similar to the first one, is given by the polynomials associated with
Riordan matrices [21,17,2,3].
Another interesting class is given by the orthogonal systems of polynomials. In this case
the connection constants are Fourier coefficients and have several combinatorial properties
[13,24,5,6,14,16]. In this paper we are interested in a particular class of orthogonal
polynomials, namely in the class of persistent sequences of polynomials (see below for
definitions). In this case the connection constants satisfy a two-way recurrence and can be
expressed in terms of symmetric and bisymmetric functions in the roots of the polynomials
[8,10,9,12,7]. Moreover, they can be interpreted in terms of paths in Gessel–Viennot
diagrams [9,11]. The aim of this paper is to give a different interpretation of these
connection constants in terms of weighted binary paths, similar to the one used in [2,3]
for the Catalan-like numbers.
In Section 2 we recall the basic definitions and the most significant examples. In
Section 3 we show that our connection constants can be interpreted as the weights of sets of
particular binary paths. Using this interpretation, we obtain explicit formulas, the first and
the second master recurrences, the master sum, the upper index sum and the Vandermonde-
like sum for connection constants. We also show that this interpretation implies, by means
of a very simple combinatorial argument, the well known theorem of Euler stating that
the coefficients of Gaussian coefficients count specific partitions. Finally, in Section 4 we
introduce the generalized De Morgan numbers, a slight generalization of the connection
constants, with similar properties and an analogous combinatorial interpretation.
2. Connection constants for persistent sequences of polynomials
Let ρ = (r1, r2, . . .) be a sequence of complex numbers (or more in general of distinct
indeterminates). The persistent sequence of polynomials associated with ρ is the sequence
{p(ρ)n (x)}n where p(ρ)0 (x) = 1 and
p(ρ)n (x) = (x − r1)(x − r2) · · · (x − rn)
for any n ≥ 1. Many well known sequences of polynomials are of persistent type:
1. Ordinary powers: xn , for ρ = 0 := (0, 0, 0, . . .).
2. Falling factorial polynomials: xn := x(x − 1) · · · (x − n + 1), for ρ = (0, 1, 2, . . .).
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3. Rising factorial polynomials: xn := x(x + 1) · · · (x + n − 1), for ρ = (0,−1,−2, . . .).
4. Gaussian polynomials: gn(x) := (x − 1)(x − q) · · · (x − qn−1), for ρ = (1, q, q2, . . .).
5. q-Falling factorial polynomials: xnq := x(x − [1]) · · · (x − [n − 1]), for ρ = (0, [1],
[2], . . .), where [n] := 1 + q + q2 + · · · + qn−1.
6. q-Rising factorial polynomials: xnq := x(x + [1]) · · · (x + [n − 1]), for ρ = (0,−[1],
−[2], . . .).
Since each p(ρ)n (x) has degree n, the sequence {p(ρ)n (x)}n is a basis for the vector
space C[x] of complex polynomials. Hence, given two sequences of complex numbers
ρ = (r1, r2, . . .) and σ = (s1, s2, . . .), there exists a unique family of numbers C(ρ,σ )n,k such
that
p(ρ)n (x) =
n∑
k=0
C(ρ,σ )n,k p
(σ )
n (x). (1)
These numbers are the connection constants and are completely determined by the master
recurrence [9]
C(ρ,σ )n+1,k+1 = (sk+2 − rn+1)C(ρ,σ )n,k+1 + C(ρ,σ )n,k (2)
with the initial conditions
C(ρ,σ )n,0 = (s1 − r1)(s1 − r2) · · · (s1 − rn), C(ρ,σ )0,k = 0k . (3)
Moreover, it is clear that C(ρ,σ )n,n = 1 and C(ρ,σ )n,k = 0 for all k > n.
Many of the most important coefficients in combinatorics can be viewed as constants of
connection between persistent sequences of polynomials. Here follow the main examples,
where we give the n-th term of the sequences ρ and σ , the connection relation (1) and the
recurrence (2).
Examples
1. Binomial coefficients: rn = −1, sn = 0, or rn = 0, sn = 1,
(x + 1)n =
n∑
k=0
(n
k
)
xk, xn =
n∑
k=0
(n
k
)
(x − 1)k,
(
n + 1
k + 1
)
=
(
n
k + 1
)
+
(n
k
)
.
2. Gaussian coefficients: rn = 0, sn = qn−1,
xn =
n∑
k=0
(n
k
)
q
gk(x),
(
n + 1
k + 1
)
q
= qk+1
(
n
k + 1
)
q
+
(n
k
)
q
.
3. Stirling numbers of the second kind: rn = 0, sn = n − 1,
xn =
n∑
k=0
{
n
k
}
xk,
{
n + 1
k + 1
}
= (k + 1)
{
n
k + 1
}
+
{
n
k
}
.
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4. q-Stirling numbers of the second kind: rn = 0, sn = [n − 1],
xn =
n∑
k=0
{
n
k
}
q
x
k
q ,
{
n + 1
k + 1
}
q
= [k + 1]
{
n
k + 1
}
q
+
{
n
k
}
q
.
5. Stirling numbers of the first kind: rn = −(n − 1), sn = 0,
xn =
n∑
k=0
[
n
k
]
xk,
[
n + 1
k + 1
]
= n
[
n
k + 1
]
+
[
n
k
]
.
6. q-Stirling numbers of the first kind: rn = −[n − 1], sn = 0,
xnq =
n∑
k=0
[
n
k
]
q
xk,
[
n + 1
k + 1
]
q
= [n]
[
n
k + 1
]
q
+
[
n
k
]
q
.
7. Lah numbers: rn = −(n − 1), sn = n − 1,
xn =
n∑
k=0
∣∣∣∣nk
∣∣∣∣ xk,
∣∣∣∣n + 1k + 1
∣∣∣∣ = (n + k + 1)
∣∣∣∣ nk + 1
∣∣∣∣+
∣∣∣∣nk
∣∣∣∣ .
8. q-Lah numbers: rn = −[n − 1], sn = [n − 1],
xnq =
n∑
k=0
∣∣∣∣nk
∣∣∣∣
q
x
k
q ,
∣∣∣∣n + 1k + 1
∣∣∣∣
q
= ([n] + [k + 1])
∣∣∣∣ nk + 1
∣∣∣∣
q
+
∣∣∣∣nk
∣∣∣∣
q
.
3. Binary paths
A path is a sequence of points (x, y) with integer coordinates. A step is a pair
(x, y)  (x ′, y ′) of consecutive points. A unit horizontal step is a step with x ′ = x + 1
and y ′ = y while a unit north–east diagonal step is a step with x ′ = x + 1 and y ′ = y + 1.
We call any path made of unit horizontal and north–east diagonal steps, only, a binary
path. So a binary path has the form β = (x0, y0)(x0 + 1, y1) · · · (x0 + n, yn) where
yi+1 = yi +ε(i) with ε(i) ∈ {0, 1}. In the following all the steps will be unit and north–east
diagonal steps will be simply called diagonal steps.
Let Bn,k be the set of all binary paths from the origin (0, 0) to the point (n, k). By
associating 0 with each horizontal step and 1 with each diagonal step, a binary path
becomes a binary string. Each path in Bn,k has exactly k diagonal steps and n−k horizontal
steps and it corresponds to a binary string of length n with k 1’s. In this way binary paths
and binary strings can be identified.
The connection constants C(ρ,σ )n,k can be defined as the weight of the set Bn,k with
respect to a suitable weighting of binary paths. Fixing two sequences ρ = (r1, r2, . . .)
and σ = (s1, s2, . . .), let β be a binary path. To each horizontal step (n, k) (n +1, k) we
assign the weight sk+1 − rn+1, while to each diagonal step we assign weight 1. See Fig. 1
for an example. Then we define the weight w(ρ,σ )(β) = w(β) of β as the product of the
weights of all its steps. Hence we have the identity
C(ρ,σ )n,k = w(Bn,k) :=
∑
β∈Bn,k
w(β). (4)
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Fig. 1. A weighted binary path.
Indeed, a path β ∈ Bn+1,k+1 ends either with a horizontal step of weight sk+2 − rn+1 or
with a diagonal step of weight 1. Hence, setting w(ρ,σ )n,k = w(Bn,k), it follows that
w
(ρ,σ )
n+1,k+1 = (sk+2 − rn+1)w(ρ,σ )n,k+1 + w(ρ,σ )n,k .
Furthermore, we have the initial conditions
w
(ρ,σ )
n,0 = (s1 − r1)(s1 − r2) · · · (s1 − rn), w(ρ,σ )n+1,k+1 = 0k .
Since w(ρ,σ )n,k satisfy the recurrence (2) and the initial conditions (3) it follows that w(ρ,σ )n,k =
C(ρ,σ )n,k , proving (4).
Note that (4) can be explicitly written as
C(ρ,σ )n,k =
∑
I∈
( [1..n]
k
)
∏
i ∈I
(s|I∩[1..i]|+1 − ri+1) (5)
where [1..n] := {1, 2, . . . , n} and
( [1..n]
k
)
denotes the set of k-subsets of [1..n]. In
particular, we have the identities{
n
k
}
=
∑
I∈
( [1..n]
k
)
∏
i ∈I
|I ∩ [1..i ]|,
[
n
k
]
=
∑
I∈
( [1..n]
k
)
∏
i ∈I
i,
∣∣∣∣nk
∣∣∣∣ = ∑
I∈
( [1..n]
k
)
∏
i ∈I
(|I ∩ [1..i ]| + i).
Moreover, it is easy to show that(n
k
)
q
=
∑
I∈
( [1..n]
k
) q
nk−‖I‖−
(
k
2
)
,
where ‖I‖ denotes the sum of the elements of I .
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The second master recurrence
The master recurrence (2) was obtained classifying binary paths according to their last
step. A second recurrence can be obtained classifying binary paths according to their first
step. Let β ∈ Bn+1,k+1 and let γ be the binary path obtained by β removing the first
step. If the first step is diagonal, then γ ∈ Bn,k and w(ρ,σ )(β) = w(ρ′,σ ′)(γ ), where
ρ′ = (r2, r3, . . .) and similarly σ ′ = (s2, s3, . . .). If the first step is horizontal, then
γ ∈ Bn,k+1 and w(ρ,σ )(β) = (s1 − r1)w(ρ′,σ )(γ ). Hence we have the second master
recurrence
C(ρ,σ )n+1,k+1 = (s1 − r1)C(ρ
′,σ )
n,k+1 + C(ρ
′,σ ′)
n,k . (6)
For example, if ρ = 0 and σ = (1, q, q2, . . .) then the constants C(0,σ )n,k are the Gaussian
coefficients. Since in this case the weight of a horizontal step at height k is qk , it is easy to
see that C(0
′,σ ′)
n,k = qn−kC(0,σ )n,k . Hence (6) becomes the second recurrence for the Gaussian
coefficients:(
n + 1
k + 1
)
q
=
(
n
k + 1
)
q
+ qn−k
(n
k
)
q
. (7)
If ρ = 0 and σ = (0, 1, 2, . . .), then the constants C(0,σ )n,k are the Stirling numbers of the
second kind. This time (6) becomes C(0,σ )n+1,k+1 = C(0,σ
′)
n,k , that is
C(0,σ
′)
n,k =
{
n + 1
k + 1
}
.
This means that we have the identity
xn =
n∑
k=0
{
n + 1
k + 1
}
(x − 1)k .
Similarly, if ρ = (0,−1,−2, . . .) and σ = (0, 1, 2, . . .) then the constants C(ρ,σ )n,k are
the Lah numbers. Now (6) becomes C(ρ,σ )n+1,k+1 = C(ρ
′,σ ′)
n,k , that is
C(0,σ
′)
n,k =
∣∣∣∣n + 1k + 1
∣∣∣∣ .
This implies the identity
(x + 1)n =
n∑
k=0
∣∣∣∣n + 1k + 1
∣∣∣∣ (x − 1)k .
Closed and explicit forms
Binary paths can be interpreted in two different ways: horizontally along the x-axis
and vertically along the y-axis (see for instance Fig. 2.). Along the x-axis they can be
interpreted as subsets. With any path β ∈ Bn,k we associate the k-subset of [1..n] formed
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Fig. 2. A binary path and the corresponding subset and multiset.
by the elements i + 1 corresponding to a diagonal step (i, j)  (i + 1, j + 1) in β. This
is essentially the same correspondence as between binary paths and binary strings.
Along the y-axis binary paths can be interpreted as multisets. With any path β ∈ Bn,k we
associate the multiset µ : [0..k] → N on the set [0..k] where µ(i) is defined as the number
of the (consecutive) horizontal steps in β at height i . Hence the order of this multiset is
equal to n − k (the number of horizontal steps). Conversely, a multiset µ : [0..k] → N of
order n − k defines the binary path β = β0β1 · · ·βn where
β0 = (0, 0)(1, 0) · · · (µ(0), 0)
β1 = (µ(0) + 1, 1) · · · (µ(0) + µ(1), 1)
· · ·
βn = (µ(0) + · · · + µ(k − 1) + 1, n) · · · (n, n).
Along the y-axis, a path in Bn,k corresponds to a multiset of order n − k on the set [0..k].
These two interpretations of binary paths yield a bijection between the k-subsets of [n]
and the (n − k)-order multisets on [0..k]. This gives a combinatorial interpretation of the
well known identity((
k + 1
n − k
))
=
(n
k
)
.
We can now determine a closed form for the connection constants C(ρ,σ )n,k in terms of
symmetric functions. Let X := {x1, . . . , xn}. We write( x1, . . . , xn
k
)
=
∑
S∈
(
X
k
)
∏
x∈S
x,
(( x1, . . . , xn
k
))
=
∑
µ∈
((
X
k
))
∏
x∈S
xµ(x)
for the elementary symmetric function ek(x1, . . . , xn) and for the complete homogeneous
symmetric function hk(x1, . . . , xn), respectively, where
(
X
k
)
and
((
X
k
))
stand for the set
of all k-subsets of X and the set of all multisets of order k on X .
We begin examining the two special cases σ = 0 and ρ = 0. If σ = 0 the weight of
the horizontal step (i, j)  (i + 1, j) is −ri and hence it depends only on the position i
of the step. Thus, using the interpretation of the binary paths as k-subsets of [1..n] along
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the x-axis, we have the identity
C(ρ,0)n,k =
∑
S∈
( [1..n]
n−k
)
∏
i∈S
(−ri ) =
(−r1, . . . ,−rn
n − k
)
,
that is
C(ρ,0)n,k =
(
r1, . . . , rn
n − k
)
(−1)n−k . (8)
Similarly, when ρ = 0 the weight of the horizontal step (i, j) (i + 1, j) is s j+1 and
depends only on the height j of the step. Thus, using the interpretation of the binary paths
as multisets of order n − k of [0..k] along the y-axis, we have the identity
C(0,σ )n,k =
∑
µ∈
( [0..k]
n−k
)
k∏
j=0
s
µ( j )
j+1 ,
that is
C(0,σ )n,k =
((
s1, . . . , sk+1
n − k
))
. (9)
We can now determine an explicit formula for the connection constants in the general
case. Since
p(ρ)n (x) =
n∑
j=0
C(ρ,0)n, j x
j
=
n∑
j=0
C(ρ,0)n, j
n∑
k=0
C(0,σ )j,k p
(σ )
k (x)
=
n∑
k=0
(
n∑
j=k
C(ρ,0)n, j C
(0,σ )
j,k
)
p(σ )k (x)
it follows that
C(ρ,σ )n,k =
n∑
j=k
C(ρ,0)n, j C
(0,σ )
j,k .
This identity and identities (8) and (9) imply the explicit formula
C(ρ,σ )n,k =
n∑
j=k
(
r1, . . . , rn
n − j
)((
s1, . . . , sk+1
j − k
))
(−1)n− j . (10)
Finally note that, since in general
∑
n≥0
(( x1, . . . , xk
n
))
tn = 1
(1 − x1t)(1 − x2t) · · · (1 − xkt) ,
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identity (9) implies
∑
n≥0
C(0,σ )n,k t
n = x
k
(1 − s1t)(1 − s2t) · · · (1 − sk+1t) . (11)
The master sum
Generalizing the argument that yields the master recurrence (2) we obtain a closed
form for a sum of connection constants. Indeed, each path β ∈ Bn+1,k ends either with
a horizontal step of weight sk+1 − rn+1 or with a diagonal step of weight 1. In the latter
case, the path β reaches the point (n, k) either with a horizontal step of weight sk − rn or
with a diagonal step of weight 1. Iterating this argument, we obtain the identity
C(ρ,σ )n+1,k =
k∑
j=0
(sk− j+1 − rn− j+1)C(ρ,σ )n− j,k− j . (12)
Since (12) is a generalization of the master recurrence, it will be called the master sum.
The following identities are instances of (12):
k∑
j=0
(
n − j
k − j
)
=
(
n + 1
k
)
k∑
j=0
(
n − j
k − j
)
q
qk− j =
(
n + 1
k
)
q
k∑
j=0
{
n − j
k − j
}
(k − j) =
{
n + 1
k
}
k∑
j=0
{
n − j
k − j
}
q
[k − j ] =
{
n + 1
k
}
q
k∑
j=0
[
n − j
k − j
]
(n − j) =
[
n + 1
k
]
k∑
j=0
[
n − j
k − j
]
q
[n − j ] =
[
n + 1
k
]
q
k∑
j=0
∣∣∣∣n − jk − j
∣∣∣∣ (n + k − 2 j) =
∣∣∣∣n + 1k
∣∣∣∣
k∑
j=0
∣∣∣∣n − jk − j
∣∣∣∣
q
([n − j ] + [k − j ]) =
∣∣∣∣n + 1k
∣∣∣∣
q
.
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The upper index sum
The binary paths in Bn+1,k+1 can be partitioned according to the first point of the
form ( j + 1, k + 1), where clearly k ≤ j ≤ n. Let β be a binary path meeting the
line y = k + 1 for the first time at the point ( j + 1, k + 1). Then β decomposes into
a binary path γ ∈ B j,k followed by a diagonal step and by n − j horizontal steps. Since the
weight of β is w(β) = w(γ ) · (sk+2 − r j+2)(sk+2 − r j+3) · · · (sk+2 − rn+1), we obtain the
identity
n∑
j=k
C(ρ,σ )j,k (sk+2 − r j+2) · · · (sk+2 − rn+1) = C(ρ,σ )n+1,k+1. (13)
Here follow some instances of (13):
n∑
j=k
( j
k
)
=
(
n + 1
k + 1
)
n∑
j=k
( j
k
)
q
q(k+1)(n− j ) =
(
n + 1
k + 1
)
q
n∑
j=k
{ j
k
}
(k + 1)n− j =
{
n + 1
k + 1
}
n∑
j=k
[ j
k
]
nn− j =
[
n + 1
k + 1
]
n∑
j=k
∣∣∣∣ jk
∣∣∣∣ (n + k + 1)n− j =
∣∣∣∣n + 1k + 1
∣∣∣∣ .
Vandermonde-like sum
Each path in Bm+n,k meets the line of equation x = m at a point (m, j) with 0 ≤ j ≤ k.
Thus a (ρ, σ )-weighted path in Bm+n,k decomposes into a (ρ, σ )-weighted path in Bm, j
followed by a (ρ(m), σ ( j ))-weighted path in Bn,k− j , where ρ(m) := (rm+1, rm+2, . . .) and
similarly σ ( j ) := (s j+1, s j+2, . . .). So we have the identity
k∑
j=0
C(ρ,σ )m, j C
(ρ(m),σ ( j))
n,k− j = C(ρ,σ )m+n,k . (14)
For the binomial coefficients identity (14) is the Vandermonde identity
k∑
j=0
(
m
j
)(
n
k − j
)
=
(
m + n
k
)
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Fig. 3. A binary path and the associated partition.
which becomes the Lagrange identity for m = n = k. Similarly, for the Gaussian
coefficients identity (14) is the q-Vandermonde identity
k∑
j=0
(
m
j
)
q
(
n
k − j
)
q
q j (n−k+ j ) =
(
m + n
k
)
q
.
Binary paths and partitions
Binary paths can also be identified with a particular kind of partition. With a binary path
β ∈ Bn,k we can associate the partition λ = (λ1, λ2, . . . , λn−k) where λi is the height of
the (n − k − i + 1)-th horizontal step. Since the first horizontal step can also be the first
step of the path, it follows that λ has at most n − k parts. Moreover, since the path β is
always below the line y = k, each part of λ is ≤ k. For example, if β = 01001101 then
λ = (3, 1, 1) (see Fig. 3). Conversely, a partition λ = (λ1, . . . , λn−k) with at most n − k
parts each ≤ k defines the binary path
β = 1λn−k 01λn−k−1−λn−k 0 · · · 1λ2−λ301λ1−λ201k−λ1 ∈ Bn,k .
For instance, if n = 8 and k = 4, the partition λ = (3, 1, 1, 0) defines the binary path
β = 10011−0011−1013−1014−3 = 01001101.
Clearly, the two procedures above are inverses of each other. Hence the set Bn,k of all
binary paths between the points (0, 0) and (n, k) is in a bijective correspondence with the
set Pn,k of all partitions with at most n − k parts, each ≤ k.
Let us now consider the weight of Bn,k relative to ρ = 0 and σ = (1, q, q2, . . .). Then
w(Bn,k) =
(n
k
)
q
.
However, the weight of a binary path β ∈ Bn,k can also be expressed in terms of the
associated partition λ. Indeed we have
w(β) = qλ1+λ2+···+λn−k = q |λ|
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where |λ| denotes the sum of all the parts of λ. Then, since Bn,k 	 Pn,k , we have
w(Bn,k) =
∑
β∈Bn,k
w(β) =
∑
λ∈Pn,k
q |λ| =
k(n−k)∑
m=0
p(m, n, k)qm,
that is(n
k
)
q
=
k(n−k)∑
m=0
p(m, n, k)qm .
So we have proved (without any induction argument) the well known theorem of
Euler [4]: the coefficient of qm in the Gaussian coefficient ( nk )q is equal to the
number p(m, n, k) of all partitions of m with at most n − k parts, each ≤ k.
4. Generalized persistent sequences
Given two sequences ρ = (r1, r2, . . .) and α = (a1, a2, . . .) with each an = 0, we say
that {q(ρ,α)n (x)}n is a generalized persistent sequence of polynomials if
q(ρ,α)n+1 (x) =
1
an+1
q(ρ,α)n (x)(x − rn+1).
For α = (1, 1, . . .) we have an ordinary persistent sequence of polynomials.
Given two generalized persistent sequences of polynomials {q(ρ,α)n (x)}n and
{q(σ,β)n (x)}n consider the connection constants C(ρ,α;σ,β)n,k such that
q(ρ,α)n (x) =
n∑
k=0
C(ρ,α;σ,β)n,k q
(σ,β)
n (x).
Then, as in the ordinary case, it is straightforward to obtain the recurrence
an+1C(ρ,α;σ,β)n+1,k+1 = (sk+2 − rn+1)C(ρ,α;σ,β)n,k+1 + bk+1C(ρ,α;σ,β)n,k (15)
with the initial conditions
C(ρ,α;σ,β)n,0 =
(s1 − r1)(s1 − r2) · · · (s1 − rn)
a1a2 · · · an , C
(ρ,α;σ,β)
0,k = 0k . (16)
In particular, these connection constants can be expressed in terms of the ordinary ones:
C(ρ,α;σ,β)n,k =
b1 · · · bk
a1 · · · an C
(ρ,σ )
n,k .
Also the connection constants C(ρ,α;σ,β)n,k can be interpreted in terms of weighted
binary paths, the only difference being that the north–east steps also have a weight. More
precisely, each diagonal step (n, k) (n + 1, k + 1) has weight sk+2.
A particularly interesting case is obtained for an = 1 and bn = sn+1. In this case we
have the coefficients
M(ρ,σ )n,k = C(ρ,σ )n,k s2s3 · · · sk+1
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which generalize the De Morgan numbers
Mn,k =
{
n
k
}
k!
corresponding to ρ = 0 and σ = (0, 1, 2, . . .). Hence the coefficients M(ρ,σ )n,k will be called
generalized De Morgan numbers. They satisfy the recurrence
M(ρ,σ )n+1,k+1 = (sk+2 − rn+1)M(ρ,σ )n,k+1 + sk+2 M(ρ,σ )n,k . (17)
with the initial conditions
M(ρ,σ )n,0 = (s1 − r1)(s1 − r2) · · · (s1 − rn), M(ρ,σ )0,k = 0k . (18)
We conclude with some examples of generalized De Morgan numbers.
Examples
1. If sn = a for n ≥ 1, then M(ρ,σ )n,k = C(ρ,σ )n,k ak . In particular, for a = 1 we have
M(ρ,σ )n,k = C(ρ,σ )n,k , whereas for a = 0 we have M(ρ,0)n,k = (−1)nr1r2 · · · rn0k .
2. As we already noted, for rn = 0 and sn = n − 1 (for n ≥ 1) we have the De Morgan
numbers Mn,k which satisfy the recurrence
Mn+1,k+1 = (k + 1)Mn,k+1 + (k + 1)Mn,k .
In particular, we have the connection identity
xn =
n∑
k=0
Mn,k
( x
k
)
.
The cumulative constants are the number of preferential arrangements [15,22,23,25]
tn =
n∑
k=0
{
n
k
}
k!.
3. If rn = 0 and sn = qn−1 for n ≥ 1, then we get the coefficients
Mn,k(q) =
(n
k
)
q
q
(
k+1
2
)
which satisfy the recurrence
Mn+1,k+1(q) = qk+1 Mn,k+1(q) + qk+1 Mn,k(q).
4. If rn = −(n − 1) and sn = n − 1 for all n ≥ 1, then we get the coefficients
Ln,k =
∣∣∣∣nk
∣∣∣∣ k!
which satisfy the recurrence
Ln+1,k+1 = (n + k + 1)Ln,k+1 + (k + 1)Ln,k .
1118 O.M. D’Antona, E. Munarini / European Journal of Combinatorics 26 (2005) 1105–1118
In particular, we have the connection identity
xn =
n∑
k=0
Ln,k
( x
k
)
.
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