This paper evaluates VGG-16 and VGG-19 networks in performing semantic image segmentation of Malaysian meals. This is a preliminary investigation of using transfer learning models to recognize food objects in typical Malaysian meals. Most current works of food recognition system calculate the calories and nutritional content of a meal based on the food object recognition, regardless of the portion size. Our final aim is to develop a food recognition system that considers the portion size in calculating the calories and nutritional content. Therefore, semantic segmentation of the food objects in the meal is a very important stage. Our work also initiated the training datasets for Malaysian meals that will be made available to the public. Using a small training dataset and a basic configuration of the VGG network, our results show inconsistent findings of the performance of VGG-16 and VGG-19. These findings will serve as a fundamental guideline to improve the semantic segmentation of food images.
Introduction
Image segmentation is an important step towards object recognition and information extraction [1] . It was and still is a challenging task to achieve an accurate and meaningful segmentation [2] [3] . Semantic segmentation is a process of assigning every pixel to predefined classes and aims to solve structured pixel-wise labelling problems [4] [5] . Semantic image segmentation has been widely used in many computer vision applications and remote sensing area. Some examples are content-based image retrieval, foreground/background extraction, face recognition, human pose estimation and scene categorization [5] . In the last decade, most semantic segmentation relied on hand-crafted features [6] and classifiers such as Random Forests [7] , Boosting [8] or Support Vector Machines [9] . These hand-crafted features are not robust, affected by the variable lighting conditions, and are mostly complex and costly [10] . The amazing success of deep learning in image classification was brought into the semantic segmentation task. Several neural network architectures for semantic segmentation were introduced such as SegNet [11] or fully convolutional networks [12] [13] . Even though they used different datasets, all of them employed VGG [14] network, which is a very large model designed for multi-class classification. Therefore, we proposed the use of SegNet architecture and compared two VGG networks for the semantic segmentation of Malaysian meals images. This paper is organized as follows: Section 2 presents the related work followed by our proposed methodology in Section 3. In Section 4, we describe the implementation and the results. Finally, the conclusion is deliberated in Section 5.
Related work
The use of deep learning to recognize multiple food items in a meal is becoming common in the past few years due to greater awareness of health. In many food recognition systems, the recognition of each meal object is necessary to estimate the calorie count and the nutritional content of a meal. In [15] , they employed a two-step deep neural network in which the first step determines the hidden nodes and the edge parameters. While in the second back-propagation step, the base and the weights are adjusted to achieve the desired classification results. They used their own Western food dataset comprising 7,000 images of 30 categories of single-item food as training set, and images containing multiple and mixed food items were used as the test set. Another related work done by [16] used 10 categories of most popular Japanese food images and Convolutional Neural Network (CNN) for the purpose of food detection and recognition through parameter optimization. Therefore, our work focused on collecting our own Malaysian meal datasets and employing SegNet architecture to perform semantic segmentation prior to our future work of developing a food recognition system. The next section describes the SegNet architecture.
SegNet Architecture
Segnet [11] is a deep fully convolutional neural network architecture for semantic pixel-wise segmentation that is trained using road scene image datasets. Semantic pixel-wise labelling is performed by labelling each pixel of an image to some classes or categories depending on the domain applications. Basically, SegNet architecture is mainly convolutional with encoder-decoder pairs that are used to produce sparse feature maps for classifications of different resolutions. There is no fully connected layer in SegNet. Therefore, the number of parameters is reduced from 134M to 14.7M. The final layer is a soft-max classifier that feeds in feature maps from the final decoder. The basic architecture of SegNet is shown in Figure 1 . Figure 1 . A simplified Segnet architecture [11] consisting of an encoder network and a corresponding decoder network. The final layer is a pixel wise classification layer that assigns pixels to the corresponding class.
The encoder network in SegNet is topologically identical to the convolutional layers in VGG16 [11] . The novelty of Segnet is in the subsampling stage, where the decoders use the max-pooling indices received from the corresponding encoder to perform non-linear upsampling of their input feature maps. These methods have shown increased classification accuracy while reducing the feature map size.
VGG Network
VGG network [14] is trained using more than a million images of ImageNet enabling it to classify images into 1000 object categories. Even though different layers of VGG network exist, the basic configuration of a VGG network comprises a stack of convolutional layers with 3x3 filters. Max-pooling is performed over a 2 × 2 pixel window, with stride 2. A stack of convolutional layers (which has a different depth in different architectures) is followed by three Fully-Connected (FC) layers: the first two have 4096 channels each, the third performs 1000way ILSVRC classification and thus contains 1000 channels (one for each class). The final layer is the soft-max layer. All hidden layers are equipped with the rectification non-linearity.
Methodology
The overall process flow diagram of the semantic segmentation is shown in Figure 2 : 
Data collection
The images used in this paper are food commonly consumed by Malaysians known as Nasi Campur comprising rice, poultry, seafood, and vegetables. Some images were captured using a phone camera with 1280 x 720 resolutions under controlled and uncontrolled lighting, while other images with lower dimensions were collected from blogs, social media and Internet sources. A total of 91 images were collected with some examples shown in Figure 3 . 
Data augmentation
Since the images are gathered from different sources, they were resized to 224 x 224 resolutions to standardize with the requirement of the VGG network. The original images were also augmented to create a larger image dataset for training of the network. Data augmentation can also alleviate memorization of training data and assist the learning model's performance on data from outside the training dataset. In this work, two geometric transformations that are rotation and shearing, and salt & pepper noise are added to the images to create the augmented data. After augmentation, the total image datasets of 364 images were then divided into 292 (80%) training dataset and 72 (20%) test dataset. Figure 4 illustrates examples of several augmented images and table 1 shows the divisions of the augmented images into training and test datasets.
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Fig. 4. Examples of meal images after different augmentation techniques

Data labeling
After data augmentation, data labelling is done to the training datasets to train the VGG network in segmenting the region of interests. In our work, there are 8 categories of region of interests that are rice ('Nasi'), vegetables ('Sayur'), chicken ('Ayam'), meat ('Daging'), fish ('Ikan'), egg ('Telur'), prawns ('Udang') and cuttlefish ('Sotong'). Data labelling is also important to create the ground truth data for testing datasets. In figure 5a , the object egg, meat and vegetables are labelled and figure 5b shows the labelled fish, rice and vegetables objects. After data labelling, the distribution of the class labels was plotted to understand the overall class balance. As can be seen from figure 6 , the classes were not balanced with classes such as 'Udang', 'Daging' and 'Sotong' showing that the number of pixels in these classes is very small. These rare classes may pose a challenge during learning of the VGG network resulting in poor semantic segmentation. Therefore, class balancing was done by using class weighting calculated using inverse frequency weighting. The higher the frequency of a class, the smaller weight is assigned to the class. Table 2 presents the weightage assigned to each class for class balancing. 
Training the VGG network
The SegNet architecture trains using a pre-trained VGG network. In this paper, we compare two VGG network that is VGG-16 comprising 41 layers and VGG-19 consisting of 47 layers. Since, the network is used for semantic segmentation, the fully connected layer of VGG network is replaced by the pixelwise classification layer, softmax. The main purpose of training is to reduce (minimize) the loss function's value with respect to the model's parameters. In this study, the base learning rate is set at 0.001. As can be seen in table 3, the loss value of VGG-16 network reduces consistently from the first iteration until the 200 th iteration. Similarly, the VGG-19 also shows consistent reduction of the loss function until the 300 th iteration. The iterations are stopped once the loss value began to increase. However, the accuracy of the mini-batch ranges from a low 10% to approximately 26% for both VGG networks. Even though the accuracy is not encouraging, the VGG networks behave rather consistent based on the reduction of loss at each iteration. After the networks are trained, they are then used to perform semantic segmentation using the test dataset created earlier.
Evaluation of semantic segmentation
The performance of semantic segmentation of Malaysia meals was done using a set of evaluation metrics. The dataset metrics allow a high-level overview of VGG network performance. For a more detail understanding of the performance, inspection of per-class metrics was also done. The dataset metrics are described in Table 4 . Measures the number of pixels common between the ground truth labels and the predicted labels. It counts the amount of overlap pixel per class
Weighted IoU Average IoU of each class, weighted by the number of pixels in that class. Used to reduce the impact of errors in the small classes on the aggregate quality score
Results and Discussions
Performance evaluations of the trained VGG-16 and VGG-19 networks for semantic segmentation of Malaysia meals were done using the testing datasets. The overall network performances are tabulated in table 5. The results showed that both VGG networks scored global accuracy of approximately 18% and mean accuracy of 38.38% for VGG-16 and 36.87% for VGG-19, respectively. Since the classes of our training dataset are disproportionate, Weighted IoU is used to measure the pixel overlaps. As can be seen, the Weighted IoU results for both networks are close indicating similar performances. Since, an overview performance is an inappropriate evaluation measures when the classes are imbalanced, per-class evaluations were done for fairer evaluations. The results of per-class evaluations are shown in table 6. As expected, 'Nasi' class has the highest accuracy rate of 67.6% for VGG-16 and 64.99% for VGG-19. The average accuracy rates of both networks are also similar at approximately 18%. For VGG-16, the best accuracy rate of 'Nasi' class seems to indicate that since this class has the highest pixel distribution compared to other classes, the segmentation's accuracy is the highest. However, this assumption is not true for 'Ikan' class that has the second highest pixel distribution but only achieved an accuracy rate of 12.8% compared to 'Ayam' and 'Daging' classes at 28% and 18.2%, respectively. The same scenario is found for VGG-19 network. For 'Nasi', 'Ayam', and 'Daging' classes, VGG-16 performed considerably better than VGG-19. However, VGG-19 network scored a higher accuracy rate for 'Udang', 'Ikan' and 'Telur' classes. There is no consistent evidence of which class is better segmented and which network segments the dataset better.
We further investigated the semantic segmentation's performance using confusion matrix. Table 7 and 8 show the confusion matrix for VGG-16 and VGG-19, respectively. For VGG-16, the pixels of 'Nasi' class are mostly assigned to class 'Sotong'. Meanwhile, VGG-19's results showed that the pixels of 'Nasi' class are assigned to 'Ayam' class. On the other hand, the pixels of the 'Sayur' class are mostly misclassified as pixels of 'Telur' class using VGG-16. However, most of these pixels are wrongly assigned to 'Sotong' class for VGG-19. There is no conclusive evidence to state a misclassification of pixels to any specific classes based on the results of table 7 and 8. There is also an inconclusive finding of whether VGG-16 performs better than VGG-19, vice-versa. 
Conclusion
The aim of this paper is to evaluate the performance of VGG-16 and VGG-19 for semantic segmentation of the Malaysian meals. Based on the results presented in the earlier sections, we find that both VGG networks showed potential in semantic segmentation based on the consistent performance of the loss function. However, there is no conclusive evidence to indicate that one network is better than the other. The accuracy results of the semantic segmentation are also considerably low. These may be caused by many factors that are not within the scope of this paper. Further investigations to fine-tune the network should be done such as the class weightage computations, the base learning rate, batch sizes, the number of layers and regularization techniques. In terms of training datasets, we should also consider using single object datasets with variations of food cuttings and sizes instead of using multiple objects in a meal.
