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Abstract—Several existing and successful full reference image
quality assessment (IQA) models use linear color transformation
and downsampling before measuring similarity or quality of
images. This paper indicates to the right order of these two
procedures and that the existing models have not chosen the
more efficient approach. In addition, efficiency of these metrics
is not compared in a fair basis in the literature.
Index Terms—Image quality assessment, downsampling, color
space conversion, mean filtering, image resolution.
I. INTRODUCTION
APPLICATIONS of perceptual image quality assessment(IQA) in image and video processing, such as image
acquisition, image compression, image restoration and multi-
media communication, have led to the development of many
IQA metrics. IQA models (IQAs) mimic the average quality
predictions of human observers. This quality prediction is an
easy task for the human visual system (HVS) and the result of
the evaluation is reliable. Automatic quality assessment, e.g.
objective evaluation, is not an easy task because images may
suffer from various types and degrees of distortions.
Among IQAs, the conventional metric mean squared error
(MSE) and its variations are widely used in full-reference IQA
(FR-IQA) applications because of their simplicity. However,
in many situations, MSE does not correlate with the human
perception of image fidelity and quality [1], [2]. Because of
this limitation, a number of IQAs have been proposed to
provide better correlation with the HVS [3]–[8]. In general,
these better performing models take into account the structural
and/or color distortions.
FSIMc, VSI, and SCQI are FR-IQA metrics with state-of-
the-art performance. Given the reference or distorted RGB
input image, these metrics first convert it into a luminance (L)
and two chromaticity channels (C1 and C2) with the following
linear operators:
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where, values of λ1...9 coefficients vary depending on
the color space. The aforementioned metrics apply average
filtering of size M × M on each converted channel, and
downsample them by a factor of M . The value of M is set
to [min(h,w)/256] [9], where h and w are image height and
width, and [.] is the round operator. The average filtering for
luminance channel can be computed by the following equation:
gij =
M−1∑
k=0
M−1∑
l=0
wkl Li+k,j+l (2)
where, ωkl = 1M2 , and g is the filtered image. In this paper,
height and width of the filter are considered to be equal. Fig.
1 illustrates this procedure for four RGB pixels converted into
a typical channel (L), and downsampled by a factor of two
(M = 2). Exactly the same procedure should be repeated for
the other two channels (C1 and C2).
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Fig. 1. Illustration of color transformation and downsampling used in [6]–
[8]. From first row to fourth row: four RGB pixels, RGB pixels multiplied by
conversion coefficients, results of transformation into luminance channel, and
downsampled results by a factor of 2. The same procedure should be repeated
for the other two chromaticity channels (C1 and C2).
II. ALTERNATIVE STRATEGY
We show that downsampling and color transformation is a
more efficient strategy than color transformation and down-
sampling. Fig. 2 illustrates how downsampling and color
transformation is the better choice. In the suggested strategy,
conversion to the other two channels (e.g. C1 and C2) is
done using the already downsampled RGB channels. In fact,
conversion is applied on the reduced size RGB channels
instead of original size RGB channels. Note that both old
strategy and suggested strategy need the same number of
downsampling operations, but different conversion operations.
The positive effect of the proposed strategy vary depending
on the downsampling factor M .
III. EXPERIMENTS
In experiments, three state-of-the-art FR-IQAs including
FSIMc [6], VSI [7], and SCQI [8] were chosen. Note that
many other metrics in literature could have been used in this
experiment. Table I lists the run times of three IQA models
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Fig. 2. Illustration of the suggested downsampling and color transformation
strategy. From first row to fourth row: four RGB pixels, downsampled
results by a factor of 2 for each channel, downsampled results multiplied by
conversion coefficients, results of transformation into luminance channel. For
conversion to the chromaticity channels, e.g. C1 and C2, no downsampling
is required.
when applied on images of size 384x512 [10], 1080x1920
[11], and 2160x3840 [12]. The experiments were performed
on a Corei7 3.40GHz CPU with 16 GB of RAM. The IQA
models are tested in MATLAB 2013b running on Windows 7.
The source codes of these metrics are provided by their authors
[13]–[15]. Only color space conversion and downsampling
parts of these codes are replaced with the suggested strategy
without optimizing other parts. It can be seen that these
metrics run faster by using the suggested downsampling and
conversion strategy. This improvement is more significant for
larger images. More efficient indices are of high interest [16],
and can be used in real-time IQA applications.
Another observation from the Table I is that the ranking of
indices might not be the same when they are using different
downsampling and conversion strategies or they are tested on
images of different size. In previous works [7], [8], run times
of metrics is compared on images with small size. However,
images in real applications might be much larger.
TABLE I
RUN TIME COMPARISON OF THREE STATE-OF-THE-ART IQA MODELS IN
TERMS OF MILLISECONDS. RUN-TIMES IN BOLD INDICATE TO THE
SUGGESTED DOWNSAMPLING AND TRANSFORMATION STRATEGY.
IQA model 384x512 1080x1920 2160x3840
FSIMc [6] 141.20 129.61 605.91 499.68 1556.86 1107.15
VSI [7] 106.50 98.08 498.28 414.57 1973.08 1623.02
SCQI [8] 71.47 53.51 512.04 318.97 1918.80 1106.39
The ranking of these metrics using their original conversion
and downsampling strategy and the suggested strategy respec-
tively is listed below.
1) 384x512: SCQI, VSI, FSIMc (no change)
2) 1080x1920: VSI, SCQI, FSIMc ⇒ SCQI, VSI, FSIMc
3) 2160x3840: FSIMc, SCQI, VSI ⇒ SCQI/FSIMc, VSI
It is worth to mention that there is no change in quality
scores when old strategy is replaced with the suggested strat-
egy. In other words, their quality prediction accuracy remain
unchanged. The suggested conversion strategy should be used
with caution. If a metric only uses a luminance channel [3],
[4], [17], the old strategy should be used.
IV. CONCLUSION
This paper suggests a more efficient strategy for those image
quality assessment metrics that use downsampling and conver-
sion to another color space. It was shown that downsampling
first and then color space conversion is the better choice. In
addition, run times of metrics should be compared on images
with different size. The suggested strategy in this paper is
highly recommended to be used in design of future IQA
metrics in order to increase their efficiency, and to be able
to compare their efficiency in a fair basis.
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