This research explores how internet-based video-conferencing technology can be used to deliver and conduct a speaking test, and what similarities and differences can be discerned between the standard and computer-mediated face-to-face modes. The context of the study is a high-stakes speaking test, and the motivation for the research is the need for test providers to keep under constant review the extent to which their tests are accessible and fair to a wide constituency of test takers. The study examines test-takers' scores and linguistic output, and examiners' test administration and rating behaviors across the two modes. A convergent parallel mixed-methods research design was used, analyzing test-takers' scores and language functions elicited, examiners' written comments, feedback questionnaires and verbal reports, as well as observation notes taken by researchers. While the two delivery modes generated similar test score outcomes, some differences were observed in test-takers' functional output and the behavior of examiners who served as both raters and interlocutors.
INTRODUCTION
Face-to-face interaction no longer depends upon physical proximity within the same location, as recent technical advances in online video-conferencing technology have made it possible for users in two or more locations to successfully communicate in real time through audio and video. Video-conferencing applications such as Skype and Facetime are now commonly used to communicate in personal or professional settings when those involved are in different locations. The use of video-conferencing is also prevalent in educational contexts, including second/foreign language (L2) learning (e.g., Abrams, 2003; Smith, 2003; Yanguas, 2010) . Video-conferencing in L2 speaking assessment is less widely used, and research on this test mode is scarce, with notable exceptions being studies by Clark and Hooshmand (1992) , Craig several different test modes aiming to tap into communicative speaking ability, a fundamental question to ask is whether, and/or how, the delivery medium changes the nature of the construct being measured. Despite research which has reported overall score and difficulty equivalence between computer-delivered and face-to-face tests and, by extension, construct comparability (Bernstein, Van Moere, & Cheng, 2010; Kiddle & Kormos, 2011; Stansfield & Kenyon, 1992) , theoretical discussions and empirical studies which go beyond sole score comparability have highlighted the fundamental construct-related differences between different test formats. Essentially, semi-direct and automated speaking tests are underpinned by a psycholinguistic construct, which places emphasis on the cognitive dimension of speaking, as opposed to the socio-cognitive construct of face-to-face tests, where speaking is seen both as a cognitive trait and a social, interactional one (Galaczi, 2010; McNamara & Roever, 2006; van Moere, 2012) . Studies (Hoejke & Linnell, 1994; Luoma, 1997; O'Loughlin, 2001 ; O'Sullivan, Weir & Saville, 2002; Shohamy, 1994) have also highlighted differences in the language elicited in different formats.
Differences between different speaking test formats have also been reported from a cognitive validity perspective, since the choice of format impacts the cognitive processes which a test can activate. Field (2011) notes that interactional face-to-face formats entail processing input from interlocutor(s), keeping track of different points of view and topics, and forming judgements in real-time about the extent of accommodation to the interlocutor's language. These kinds of cognitive decisions impose different processing demands on testtakers in face-to-face and computer-delivered test environments.
Test-takers' perceptions have also been found to differ according to test format, with research (Clark, 1988; Kenyon & Malabonga, 2001; Stansfield, 1990) indicating that testtakers report a sense of nervousness and lack of control when taking a semi-direct test -what we might call the 'bulldozer effect' in that the test-taker's role is controlled by the machine which cannot offer any support in cases of test-taker difficulty. It is also notable that if a group of test-takers expresses a significantly stronger preference for one mode over another, they seem to be in favor of the face-to-face mode (Kiddle & Kormos, 2011; Qian, 2009) .
Video conferencing and speaking assessment
The choice of speaking test format is therefore not without theoretical and practical consequences, as the different formats offer their own unique advantages, but inevitably come with certain limitations. As Qian (2009, p.124) reminds us in the context of a computer-based speaking test:
This technological development has come at a cost of real-life human interaction, which is of paramount importance for accurately tapping oral language proficiency in the real world. At present, it will be difficult to identify a perfect solution to the problem but it can certainly be a target for future research and development in language testing.
Such a development in language testing can be seen in recent technological advances which involve the use of video-conferencing in speaking assessment. This new mode preserves the co-constructed nature of face-to-face speaking tests while offering the practical advantage of remotely connecting test-takers and examiners who could be continents apart. As such, it reduces some of the practical difficulties of face-to-face tests while preserving the interactional construct of this test format.
The use of a video-conferencing system in English language testing is not a recent development. In 1992 a team at the Defense Language Institute Foreign Language Center (USA) conducted an exploratory study of 'screen-to-screen testing', i.e., testing using videoconferencing (Clark & Hooshmand, 1992) . The study was enabled by technical developments at the Foreign Languages Centre at the U.S. Defense Language Institute, such as the use of satellite-based video technology which could broadcast and receive in (essentially) real-time both audio and video. The technology had been mostly used for language instruction, and the possibility for incorporating it in assessment settings was explored in the study. The focus was a comparison of the face-to-face and video-conferencing modes in tests of Arabic and Russian. The researchers reported no significant difference in performance in terms of scores, but did find an overall preference by test-takers for the face-to-face mode; no preference for either test mode was reported by the examiners.
In two more recent studies, Craig and Kim (2010) and Kim and Craig (2012) compared the face-to-face and video-conferencing mode with 40 English language learners whose L1 was predominantly Korean. Their data comprised analytic scores on both modes (on fluency, functional competence, accuracy, coherence, interactiveness) and also test-taker feedback on 'anxiety' in the two modes, operationalized as 'nervousness' before/after the test and 'comfort' with the interviewer, test environment and speaking test (Craig & Kim, 2010:17) . The results showed no statistically significant difference between global and analytic scores on the two modes, and the interview data indicated that most test-takers 'were comfortable with both test modes and interested in them' (Kim & Craig, 2012, p.268) . The authors concluded that the video-conferencing mode displayed a number of test usefulness characteristics (Bachman & Palmer, 1996) , including reliability, construct validity, authenticity, interactiveness, impact and practicality. In terms of test-taker anxiety, a significant difference emerged, with anxiety before the face-to-face mode found to be higher.
Validation of a video-conferencing test mode
The research reviewed so far has indicated that test mode affects a range of test qualities which impact on the underlying test construct and has implications for the validity argument of a test. The remote face-to-face format has the potential to optimize strengths and minimize shortcomings of existing formats by blending technology and face-to-face assessment. Its advantages and limitations have been investigated by a very small number of studies and are, as such, still an open empirical question. The present study aims to provide an exploration of the features of this new and promising speaking test format and will do so through the prism of test validity. For this purpose it will adopt the socio-cognitive validity framework for speaking tests initially proposed by Weir (2005) and further elaborated in Taylor (2011) . This validity framework was selected since it was seen to provide a comprehensive, transparent and useful approach to investigating validity and, most importantly, identified the type of evidence needed for the different aspects of validity (O'Sullivan & Weir, 2011) . Essentially, the current study focuses on the 'criterion-related validity' aspect of the framework, which taps into comparisons of different versions of the same test and into equivalence of parallel test versions. Such an investigation, Weir (2005) holds, needs to be based on quantitative and qualitative equivalence. Additionally, the investigation reported here explores context validity parameters, which relate to the task input and expected output, and scoring validity parameters, which relate to ensuring that the outcomes/scores of the test are fair and meaningful, partly through considering examiner behavior and attitudes. The findings from previous investigations of the video-conferencing mode (Clark & Hooshmand, 1992; Craig & Kim, 2010; Kim & Craig, 2012) can also be said to have investigated the criterion-related and scoring aspect of validity, with their focus on criterial parameters which may distinguish (or not) across test modes and on test scores. However, they did not explicitly focus on context validity parameters such as functional language or examiner perceptions of the modes, which is an area this study hopes to further extend.
RESEARCH QUESTIONS
The study addressed the following four research questions.
Comparing the standard face-to-face and video-conferencing mode:
RQ1: Are there any statistically significant differences in test-takers' scores? RQ2: Are there any differences in linguistic output, specifically types of language function, elicited from test-takers? RQ3: Are there any perceived differences in examiners' test administration behavior? RQ4: Are there any perceived differences in examiners' rating behavior?
METHODOLOGY

Research design
The study used a convergent, parallel mixed-methods design (Creswell & Plano Clark, 2011) , where quantitative and qualitative data were collected in two parallel strands, and separately analyzed, after which findings were integrated. The two data strands provided different types of information and allowed for an in-depth and comprehensive set of findings. Figure 1 presents information on the data sources and analysis strands in the research design 1 . In the figure, each of the data sources and analysis methods is related to relevant research questions.
INSERT FIGURE 1 HERE
Participants
Thirty-two test-takers attending IELTS preparation courses at a London college participated in the study; 14 were male (43.8%) and 18 were female (56.3%), ranging in age from 19 to 51 years (median=28.0), with 21 different first languages. Their face-to-face IELTS Speaking Bands ranged from 5.0 and 8. 5 (mean=6.55, SD: 0.88) 2 . This sample is considered to be sufficiently representative of the overall IELTS population, since 19 out of the 21 participant L1s are in the typical IELTS top 50 test-taker L1s and 98% of the IELTS population receive scores between 4.5 and 8.5 (www.ielts.org). Four certificated, experienced IELTS examiners (Examiners A-D) also participated in the research.
Data sources
Speaking test performances and questionnaire completion. All 32 test-takers took both face-to-face and video-conferencing-delivered tests in a counter-balanced design. Two versions of the IELTS Speaking test (Versions 1 and 2) were selected to ensure comparability of tasks 3 (e.g., topic familiarity, expected output). In order to minimize any possible version effects, the order of the two versions was also counter-balanced.
The IELTS Speaking test has a one-on-one examiner/test-taker format. The test lasts 11-14 minutes and consists of three parts: Part 1 -Introduction and interview (4-5 minutes); Part 2 -Test-taker long turn (3-4 minutes), and Part 3 -Examiner and test-taker discussion (4-5 minutes)
4 . Test-takers are given a set of analytic scores (described below) for their entire performance throughout the three tasks, rather than separate scores for each part of the test.
Data collection was carried out over four consecutive days. Two examiners conducted four test sessions in both modes of delivery each day, giving a total of eight tests per examiner, per day. All test sessions were audio-and video-recorded using digital audio recorders and external video cameras. The video-conferencing-delivered test sessions were also videorecorded using Zoom's on-screen recording technology. Additionally, all test-takers took part in short semi-structured interviews and completed feedback questionnaires.
For the video-conferencing test delivery, an Apple iPad Air tablet with a wireless portable speaker was set up in both examiner and candidate rooms, and both computers were located on the same local network. The average wireless Internet speeds for downloading and uploading in the research venue were 48.9Mbit/s and 6.42Mbit/s, respectively, which met the minimum requirements for Zoom (i.e., 512kbit/s for both downloading and uploading). A technical advisor was on site to handle and record technical issues encountered during the data collection (for the resulting technical report, see Nakatsuhara et al., 2016, Appendix 8) .
Observers' field notes. Three researchers were present in different test rooms and took field notes. All have PhDs specializing in assessing speaking and have extensive experience in data collection including observation. Two of the researchers observed test sessions in both faceto-face and video-conferencing examiner rooms. Each of them followed one particular examiner on each day, to enable them to observe the same examiner's behavior under both test delivery conditions. The research design ensured that the researchers could observe all four examiners on different days. The third researcher stayed in the video-conferencing testtaker room, so that all test-takers and examiners performing under the video-conference condition could be observed.
Examiners' ratings. Examiners awarded scores on a scale of 1-9 on four analytic rating categories: fluency and coherence, lexical resource, grammatical range and accuracy, pronunciation, (hereafter referred to as fluency, lexis, grammar and pronunciation) according to the standard assessment criteria and rating scales used in operational IELTS tests.
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Various options for carrying out multiple ratings using video-recorded performances were considered during the research planning stage. However, this could introduce a significant confounding variable, namely rating a video-recorded performance on face-to-face and video-conferencing delivery modes, whose effect we were not able to predict at that stage, due to the lack of research in this area. Given the preliminary and exploratory nature of the current research, we decided to limit this study to the use of live rating scores obtained following a rigorous counter-balanced data-collection matrix. Nevertheless, as will be described in the final section, our follow-up study involves a multiple rating design on the basis of the comparability established between live and video-recorded rating modes, as recently discussed in Nakatsuhara, Inoue and Taylor (2017) .
Examiners' written notes. The rating sheet used in this study included a space under each of the four analytic scores in which examiners were asked to make brief notes to provide rationales for each of the scores that they awarded. Compared with the verbal report methodology (described below), a written description is likely to be less informative. However, given the ease of collecting large datasets in this manner, obtaining brief notes from examiners to supplement a small quantity of verbal report data was considered valuable (a data collection strategy also used in Isaacs, 2010) .
Examiner feedback questionnaires.
After finishing all tests each day, examiners completed a feedback questionnaire about their behavior as interlocutors and as raters under video-conferencing and face-to-face test conditions. The questionnaire consisted of 22 Likert scale questions, 5 multiple-choice questions and five free comment boxes to elaborate on the closed-question responses. Since a discussion of the full questionnaire is beyond the scope of this paper, only examiners' open-ended feedback is reported here (for the full questionnaire results, see Nakatsuhara et al., 2016) .
Verbal reports by examiners on the rating of test-takers' performances.
After completing all tests each day, examiners took part in verbal report sessions. Seven videoconferencing and seven face-to-face video-recorded tests by the same seven test-takers were selected for this purpose. To cover a range of performance levels, the overall band scores of the seven test-takers ranged between IELTS Bands 4.5 -7.5 in one or both of the delivery modes.
The same IELTS examiners participated in the verbal report sessions, and one of the researchers who observed the live tests acted as a facilitator. A single verbal report per test session was collected from the examiner, who interviewed the test-taker. In total, 14 verbal reports were collected. The examiners were first given a short tutorial introducing the procedures for verbal report protocols. Then, following May (2011) , verbal report data were collected in two phases, using stimulated recall methodology (Gass & Mackey, 2000) :  Phase 1: Examiners watched a video without pausing while looking at the written comments they made during the live sessions, and made general oral comments about a test-taker's overall task performance.  Phase 2: Examiners watched the same video clip again, and paused the video whenever they wished to make comments about any features they found interesting or salient related to the four analytic rating categories and any similarities and differences between the two test delivery modes. The researchers also paused the video and questioned the examiners, whenever necessary. The order of verbal reporting sessions on video-conferencing and face-to-face videos for the four examiners was counter-balanced. The researchers took notes during the verbal report sessions, and all sessions were audio-recorded.
Data analysis
Score analysis. Scores awarded under face-to-face and video-conferencing conditions were compared using both Classical Test Theory (CTT) analysis with the paired samples t-tests (SPSS ver.22), and many-facet Rasch analysis (MFRM) using FACETS 3.71.2 (Linacre, 2013a) . From the outset, the CTT analysis was seen as the primary quantitative analysis procedure to address RQ1 because of the constraints imposed by the data collection (i.e., single-ratings). The paired samples t-tests 6 (CTT) were used to examine whether there were any statistically significant differences between the two test-delivery conditions (RQ1). The MFRM analysis was carried out to add further insights into the impact of delivery mode on the scores, and to investigate any inconsistency in different facets of the test. It has to be highlighted here that the results of both the CTT and MFRM analyses are only indicative, given the exploratory nature of this study with a small sample size.
Two MFRM analyses were carried out: a 5-facet analysis with test-taker ability, rater severity, test version, test mode, and rating scale as facets, and a 4-facet analysis with testtaker ability, rater severity, test version, and rating scale as facets. This allowed for investigation of the effect of delivery mode on scores in the 5-facet analysis, and for investigation of the performance of each analytic rating scale in each mode as a separate 'component' in the 4-facet analysis. In the 5-facet analysis, only four rating scales were designated as components (i.e., fluency, lexis, grammar, and pronunciation). In the 4-facet analysis, delivery mode on its own was not designated as a facet, since each of the analytic rating scales in each mode was treated as a separate component, resulting in eight component scores (face-to-face fluency, video-conferencing fluency, etc.).
It is necessary here to specify how sufficient connectivity was achieved. As noted above, there was no overlap in the design between examiners and test-takers, resulting in disjoint subsets and insufficient connectivity for a standard MFRM analysis. One way to overcome disjoint subsets is to use group anchoring to constrain the data to be interpretable within a common frame of reference (Linacre, 2013b) . Group anchoring involves anchoring the mean of the groups appearing as disjoint subsets; in this case test-takers were grouped according to the examiner by whom they were rated. Group anchoring allows sufficient connectivity for the other facets to be placed onto the common scale within the same measurement framework to be compared on the same Rasch logit scale. Nevertheless, this anchoring method also entails a limitation in that it assumes that the groups are in effect equivalent. Although the assumption of equivalence is largely borne out by the very close mean raw scores for the four groups, the small scale of this study limits the generalisability of the results. The common frame of reference was further constrained by anchoring the difficulty of the test versions. The assumption of test versions being equivalent was borne out by identical observed score means of 6.66 in both Versions 1 and 2, in addition to their equivalence in terms of task design and operationalization (see Nakatsuhara et al., 2016 for more details about this anchoring method).
Functional analysis. All 32 recordings were analyzed for language functions elicited from test-takers, using a modified version of O'Sullivan et al.'s (2002) checklist, which included 30 language functions under three major functional categories, i.e., informational, interactional, and managing interaction (for the full inventory of the 30 functions and the details of modifications, see Nakatsuhara et al., 2016) . Although the checklist was originally developed to analyze language functions elicited in paired speaking tasks of the Cambridge General English examinations, the potential to apply it to other speaking tests, including the IELTS Speaking test, has been demonstrated (Brooks, 2003; Inoue, 2013) . Three researchers who are familiar with the checklist coded the elicited language functions. Although the three researchers had extensive experience in using O'Sullivan et al.'s checklist, they were restandardized for the use of the checklist modified for this study. The three researchers firstly coded four performances (i.e. 6.25% of the entire data) together. Any discrepancies arisen in their coding results were discussed until agreement was reached for every single case. A few more minor modifications to the checklist were also made at that stage. The remaining dataset was then divided into three groups and coded by one of the three researchers independently. However, for any uncertainties that occurred while coding, a consensus was reached among them.
Following the approach of O'Sullivan et al. (2002) and Brooks (2003) , the coding was conducted to determine whether each function was elicited in each part of the test, rather than how many instances of each function were observed. The researchers also noted salient and typical ways in which each language function was elicited under the two test conditions in order to enable transcription and detailed analysis of relevant parts of the speech samples. The numbers of test-takers who used each language function in the face-to-face and videoconferencing-delivered tests were then compared using the McNemar's chi-square test (RQ2).
Thematic analysis of examiner comments/verbal reports and researchers' field notes.
Unlike the deductive approach to analyzing language functions described above, the remaining data sources were analyzed using an inductive approach (Cohen et al., 2000) . The small sample size of this study allowed for the thematic analysis to be carried out in Microsoft Excel.
When the researchers observed live test sessions, they noted similarities and differences in examiners' behavior as interlocutors. These observation notes were typed out and organised in spreadsheet format according to test part and test mode. The notes were then thematically analyzed in conjunction with the examiners' questionnaire responses related to their behavior as interlocutors and to the examiners' verbal reports. Detailed coding schemes were developed while analyzing the typed data, and the notes in spreadsheet format were coded and classified according to different main themes and sub-themes (RQ3).
All written comments provided by the examiners were compared across the face-toface and video-conferencing conditions. The researchers who facilitated the 14 verbal report sessions took detailed observational notes and recorded examiners' comments. Resource limitations made it impossible to transcribe all 14 verbal report sessions. Instead, the audio recordings were reviewed to identify key topics and perceptions referred to by the examiners during the verbal report sessions. These topics and comments were then captured in spreadsheet format so they could be coded and categorized according to the different themes that emerged. The thematic content of written commentaries and verbal reports were then qualitatively compared between the face-to-face and video-conferencing modes. The openended examiner feedback regarding examiners' perceptions towards the two different delivery modes was analyzed, in conjunction with the results from the analysis of the observation notes, examiners' written comments and verbal reports as described above (RQ3 and RQ4).
These thematic analyses were initially carried out by two of the project researchers who discussed every derived category. Once all analyses were completed, all thematic categories and coded information in Excel tables were presented in a full-day meeting with all the project researchers, and the emerged themes and coding accuracy across different data sources were confirmed.
The results obtained in the analyses of test-takers' scores, linguistic output, examiners' questionnaire responses, written comments, verbal reports, and researchers' field notes were triangulated to explore and give detailed insights into how the video-conferencing-delivery mode compares with the face-to-face mode.
RESULTS
As the 64 tests carried out with the 32 test-takers were perfectly counter-balanced in terms of the order of the two delivery modes and the order in which the two test versions were used by the four examiners, it can be assumed that any order effects or examiner effects were minimized and have not affected the results.
Score analysis
Both CTT analysis and MFRM analysis were carried out to answer RQ1 (Are there any statistically significant differences in test-takers' scores?).
Classical Test Theory Analysis. Table 1 shows that there were no significant differences in test scores awarded to the four analytic rating categories and two overall scores (i.e., mean and rounded). We can also note that descriptive statistics indicated slightly lower scores under the video-conferencing condition with the exception of grammar, although the mean differences were negligibly small.
INSERT TABLE 1 HERE
Many-faceted Rasch Analysis. The measurement reports for examiners, delivery modes, and rating scales in both the 5-and 4-facet analyses were examined. These reports showed the severity and difficulty of items (scoring components) within each facet, and the Infit Mean Square index, which is commonly used as a measure of fit in terms of meeting the assumptions of the Rasch model (see Tables 2 and 3) .
INSERT TABLE 2 HERE INSERT TABLE 3 HERE
Infit mean square values were inspected for detecting any underlying inconsistency in each element. Infit values in the range of 0.5 to 1.5 are productive for measurement (Wright & Linacre, 1994) , and the commonly acceptable range of Infit is from 0.7 to 1.3 (Bond & Fox, 2007) . Infit values for all the examiners, the delivery modes and the rating scales fell within the acceptable range, except face-to-face lexis, which was slightly overfitting (i.e., Infit Mnsq=1.33; see Table 3 ), indicating that the scores given to face-to-face lexis were too predictable. Overfit is not productive for measurement but it does not distort or degrade the measurement system. The lack of misfit in the examiner facet indicates that the four examiners did not exhibit inconsistent rating patterns. Furthermore, the lack of misfit across eight rating scales in the 4-facet analysis (see Table 3 ) is associated with unidimensionality 7 (Bonk & Ockey, 2003) and by extension can be interpreted as indirect evidence that both delivery modes are in fact measuring the same construct.
Of most importance for answering RQ1 are the results for the delivery mode facet in the 5-facet analysis, as shown in Table 2 . While video-conferencing was marginally more difficult than the face-to-face mode, the fixed chi-square statistic, which tests the null hypothesis that all elements of the facets are equal, indicated that the two modes were not statistically different in terms of difficulty (X 2 =1.8, p=0.19). This reinforces the results of the CTT analysis and strengthens the suggestion that there is no significant impact of delivery mode on scores.
The 4-facet analysis further supports the results of the CTT analysis in that videoconferencing fluency and video-conferencing pronunciation were the most difficult scales. Although the rating scale facet did not show statistically significant differences (X 2 =10.5, p=0.16; see Nakatsuhara et al. (2016) for more details), the scales for fluency and pronunciation seemed to indicate some possible interaction with delivery mode. As will be discussed later, the fact that pronunciation was slightly more difficult in the videoconferencing mode seems to relate to the issues with sound quality noted by examiners. For fluency, there seemed to be a tendency (at least in some examiners) to constrain verbal backchanneling in the video-conferencing mode, which might have resulted in slightly lower fluency scores under the video-conferencing condition.
Language function analysis
Having established score comparability between the two delivery modes, we now turn to the analysis of language functions elicited in the two conditions, to answer RQ2 (Are there any differences in linguistic output, specifically types of language function, elicited from testtakers?)
Out of the 30 language functions examined, the majority of functions showed a similar distribution in the two modes, including advanced language functions (e.g., speculating, elaborating, justifying opinions; for full descriptive and inferential statistics, see Nakatsuhara et al., 2016) . The observed functions also covered all the 14 functions listed in the IELTS Score Guide (UCLES, 2015:71) as regularly occurring functions in a test-taker's output language 8 , although some functions were used by only a few test-takers. This is in line with the IELTS Speaking test design and provides evidence for the comparability of the two modes. There were, however, three language functions that test-takers used significantly differently between the two test modes, as shown in Table 4 . These differences emerged only in Parts 1 (Introduction and interview task) and 3 (Examiner and test-taker discussion task) of the speaking test. There were no significant differences in Part 2 (Test-taker long turn task), indicating that the two delivery modes generated comparable functional language in this task type. This is altogether unsurprising, considering the limited co-construction between examiners and test-takers in this task.
INSERT TABLE 4 HERE
More test-takers asked for clarification in Parts 1 and 3 of the test under the videoconferencing condition. This is congruent with the examiners' questionnaire feedback in which they indicated that they did not always find it easy to understand each other due to the sound quality of the video-conferencing tests.
The functions comparing and suggesting were used more often under the face-to-face condition. As expressed in test-takers' interviews (see Nakatsuhara et al., 2016) , some of them thought that relating to the examiner in the video-conferencing test was not as easy as it was in the face-to-face test, possibly due to the time lag. The immediate nature of the face-to-face condition might have facilitated the test-takers' use of these functions more. A representative sample of transcripts illustrating the three language functions is presented in Nakatsuhara et al. (2016) .
Analysis of field notes, verbal reports and open-ended comments
We now present results on examiners' test administration behavior (RQ3) and rating behavior (RQ4) under the two delivery conditions. The discussion will be based on an analysis of four different sources of data: retrospective verbal report sessions with examiners; observers' field notes; examiners' written comments; and examiners' feedback questionnaires.
RQ3: Are there any perceived differences in examiners' test administration behavior?
Two main thematic categories emerged: i) differences reported by examiners in their interaction with test-takers under the face-to-face and video-conferencing condition, and ii) issues that are perceived as specific to administering a speaking test via a videoconferencing-delivered mode.
Differences in examiners' behavior as interlocutors between the two modes.
Examiners commented on differences in the following aspects of their own interactional behavior:  role and frequency of examiner responses  rate and articulation of examiner speech  effect of examiner intonation  use of gestures by examiners (and awareness of gestures used by test-takers)  issues related to turn-taking management  requests for clarification Some examiners were observed to use verbal and non-verbal response tokens differently between the two conditions. In the verbal report sessions, one examiner reported that he used more nodding and back-channeling to signal his understanding of what testtakers said in the face-to-face mode to facilitate the test-taker speech, whereas two examiners reported that they used more nodding in the video-conferencing mode for exactly the same reason. It seems that nodding and back-channeling could be deliberately constrained by examiners to avoid video transmission delay; alternatively, they could be deliberately used by examiners as an interactional strategy to compensate for the lack of physical proximity in the video-conferencing condition.
The video-conferencing condition also appeared to lead to a slower speech rate and clearer articulation by examiners, to ensure that test-takers understood them, and possibly to mitigate any perceived technical challenges (e.g., transmission delay or poor sound quality). One examiner commented that as a consequence of her slower speech under the videoconferencing condition, she might have used fewer questions in Part 3 in that mode. However, despite this subjective impression, there was no statistically significant difference in the total number of questions used by examiners between the two modes (Z(31)=-1.827, p=0.068).
One examiner also referred to intonation, suggesting an awareness of the potential for subtleties of tone and implicature to be distorted when the interaction takes place via videoconferencing rather than face-to-face.
A number of examiners' comments concerned gestures and body language, indicating that they were sensitive to the potentially differential impact of gesture, movement and body language in the interaction across the two conditions. The consistent message was that in the video-conferencing condition examiners found it harder to use natural gestures as part of their own interaction, and to perceive/read similar gestures when these are used by the test-taker. Limited eye contact in the video-conferencing condition may have also resulted in limited rapport with the test-taker. Furthermore, some simple gestures which routinely support the smooth administration of the face-to-face test, such as finger-pointing the long-turn instruction as he/she explains and showing his/her palm when saying "please start talking", may simply not be possible in the video-conferencing condition.
There were also a number of comments on the challenges posed by the videoconferencing condition for the management of turn-taking, highlighting the increased challenge for turn management posed by the video-conferencing condition. It seemed more difficult to signal the examiner's turn initiation, and to determine when the test-taker's turn was complete in the video-conferencing mode. This potentially slows down the turn-taking rate and may result in a reduced language sample being gathered within the time available.
One examiner reported receiving more clarification questions in the videoconferencing condition, an observation that was confirmed by the results of the functional analysis discussed earlier.
Issues specific to administering a video-conferencing-delivered speaking test.
In their verbal reports, examiners raised a number of issues which they felt impacted negatively on their own role as the facilitator in the test as well as on the smooth running of the speaking test. Three aspects were of particular interest:
 the negative effects of delayed video transmission  the way the test-taker can impact on the sound quality  the need to control the direction of the interview.
Related to the above-mentioned turn-management issue, examiners noted how delayed transmission in the video-conferencing condition made it difficult to stop a test-taker from continuing to talk, or to intervene and help a test-taker if needed. Two examiners commented that in the video-conferencing condition the test-taker sometimes impacted negatively, albeit unintentionally, on the sound quality of their own speech through uncontrolled gestures obscuring the mouth. One examiner noted the stronger need to control the direction of the interview in the video-conferencing mode through provision of more language support to prevent the test-taker from going off topic (e.g., adding some examples to her questions; inserting explicit discourse markers such as "let's move on" before introducing a new topic).
Analysis of observers' field notes provided corroborating evidence for all the issues and interactional features discussed above that relate to the examiners' test administration behavior across the two conditions.
RQ4: Are there any perceived differences in examiners' rating behavior?
The verbal report data contained insightful comments from examiners regarding their experience of rating test-takers' spoken performance in the two conditions. The comments suggested that sound quality might have impacted on examiners' confidence in rating speech output in a consistent manner. Occasional poor sound quality in the video-conferencing condition seems to have forced examiners to allocate extra resources to certain aspects of the interaction (e.g., careful listening, coping with delayed transmission), possibly at the expense of their attentional capacity for the actual activity of rating. A theme in their comments was the perceived negative impact of poor sound quality in the video-conferencing condition on examiners' judgements of pronunciation and grammar; the impact seemed less pronounced where judgements of lexis are concerned, and there were no explicit comments regarding the fluency criterion.
Additional data linked to rating activity were available from examiners in the notes they entered onto the mark sheets during rating. The notes showed that examiners had no difficulty recording evidence for each of the four criteria across the two conditions. However, the notes in the video-conferencing condition make regular reference to technical difficulties and the problem of hearing clearly enough to make the necessary judgement, typically where pronunciation was concerned.
The extended responses from examiners provided explanation for some of their comments and were also consistent with themes concerning test administration raised by them in their verbal reports (see Nakatsuhara et al., 2016) . Analysis of the verbal report data also highlighted some perceptions which might have useful implications for the future use of video-conferencing-delivered speaking tests. For example, exposure to computer-based testing of speaking (through appropriate training and more experience in daily life) develops familiarity and confidence with that mode, which could impact on test-taker and examiner behavior.
DISCUSSION AND FUTURE RESEARCH
This study has carried out a preliminary exploration and comparison of test-taker and examiner behavior across two different delivery modes for the same L2 speaking test, i.e. the standard face-to-face and video-conferencing modes. The quantitative and qualitative data and the different methods of analysis have provided diverse and supplementary pictures of the two delivery modes of the test, which allows for a more in-depth and comprehensive set of findings. Table 5 summarizes the findings for each of the four research questions of this research.
INSERT TABLE 5 HERE
To summarize, the results of this exploratory study comparing face-to-face and videoconferencing-delivery modes in a speaking test context suggest that while the two modes generated similar test scores and a generally comparable range of language functions, some differences were observed in test-takers' functional output and examiners' behavior as both raters and interlocutors. Overall, the findings confirm the score equivalence between the two modes reported by Clark and Hooshmand (1992) , Craig and Kim (2010) and Kim and Craig (2012) . Interestingly, in the available literature, and in this study, a consistent trend was observed for the video-conferencing mean scores to be slightly lower, although that difference was not in any of the cases statistically significant. This consistent trend warrants further scrutiny, since it has potential implications from a scoring validity perspective. Such future research into scoring validity parameters is also likely to benefit from looking into examiner perceptions of the characteristics of the two modes. The findings of this study indicated that technical aspects such as delayed video in the video-conferencing mode and sound quality led to somewhat different experiences for examiners in the two modes.
In terms of the context validity focus of this study, we extended the research into an investigation of speech functions, which has not been the focus of previous research, and which indicates some differences in functional language across the two modes. More specifically, the functions of comparing and suggesting were used by more test-takers in the face-to-face mode, and asking for clarification were used by more test-takers in the videoconferencing mode.
Overall, the findings present validity evidence supporting the use of the videoconferencing mode as a parallel alternative to the standard face-to-face mode. They also alert us to the complex nature of contextual and scoring validity characteristics and the need to further explore task features such as functional language, interlocutor strategies and rating considerations.
Some of the differences between the two modes may have been affected by the degree of examiner familiarity with video-conferencing delivery. As such, it is recommended that before any decisions are made about deploying an online video-conferencing system as an alternative mode of delivery to an existing face-to-face test or as a format in its own right, further research is required to focus on a range of issues which have remained beyond the scope of this small-scale investigation.
Future studies could examine discourse features such as examiners' and test-takers' rate of speech and test-takers' length of responses. Such an exploration would contribute further evidence for the context validity of the video-conferencing mode. Future studies could also focus on a range of conversational features, such as length of turn, turn interruptions/overlaps, gaps between turns. These features have played a role in interaction, both in the pragmatics and conversation analysis literature (e.g., Itakura, 2001; Sacks, Schegloff, & Jefferson, 1974) and in the L2 testing literature (e.g., Berry, 2007; Brown, 2003; Galaczi, 2014; Lazaraton, 2002; Nakatsuhara, 2013) . It is important, therefore, to focus further investigations on interactional features in the two modes to ascertain whether their use, and therefore their impact on scores, differs across the two modes.
An investigation of cognitive validity considerations was beyond the scope of this study, but it would be a useful area of future research. As argued in Weir's (2005) sociocognitive validity framework, a core component of validity is evidence on whether the cognitive processes required to complete the task(s) are appropriate, considering the target language use domain. It would be valuable, therefore, to investigate what differences occur between the video-conferencing and standard face-to-face modes in terms of cognitive processing. Such differences might have implications for the construct underlying the videoconferencing mode.
An important issue was the perception of some test-takers that sound quality affected their performance, when the sound and transmission were, in fact, both adequate (as confirmed by a technical advisor who monitored all the sessions in real time). By systematically comparing test-takers' and examiners' perceptions and researchers' field notes, future research can explore when this is more likely to happen. From a practical perspective, the findings will be useful for future examiner training and quality control procedures. Empirically, such an exploration will contribute insights to test-taker perceptions of the contextual validity characteristics of the video-conferencing mode.
Comments from examiners and test-takers also pointed to the need for explicit examiner and test-taker training if the introduction of video-conferencing oral testing is to become operational in the future, in order to minimize any possible disadvantages of this format. Since the completion of this study, such an endeavor has already been initiated as part of a follow-up project, and materials to prepare test-takers for video-conferencing communication and examiner training materials for video-conferencing-specific techniques have been developed. The follow-up project is a larger-scale replication study which aims to confirm and add generalizability to the findings reported in this paper, after minimizing the effects of video-conferencing familiarity on examiners and test-takers. Since the small sample size of this study limited our ability to explore score differences fully, the follow-up project is also designed to allow for more powerful and accurate statistical analysis of differences in scores awarded on the two different modes of oral tests, leading to more generalizable conclusions.
Finally, the effect of the technical issues in deploying the video-conferencing mode in research or operational settings should not be underestimated. Although Zoom, the computermediated communication software employed in this study, is generally considered to be more stable than other similar programs, some technical issues of sound quality and delayed video transmission were encountered. This is an issue that must be carefully considered and addressed in any operationalization of video-conferencing systems in the context of L2 speaking assessment and it is critically important that the test venues have stable internet connection, sufficient bandwidth and local technical support 9 . As such, we recommend that the video-conferencing mode should not be seen as a replacement for the standard face-toface mode of the test investigated here, but should be treated as a viable alternative which is empirically supported by validation evidence, but which may be difficult to currently deploy in large-scale operational conditions.
As we saw in the review of the literature at the beginning of this paper, to date there is little research into the effect of a video-conferencing mode of a speaking test (Clark & Hooshmand, 1992; Craig & Kim, 2010; Kim & Craig 2012) , and no research into the use of this mode on a par with the standard face-to-face mode in a high-stakes test context. The research reported here adds to a small body of empirical work focused on whether technology-mediated delivery of a face-to-face speaking test is testing the same or a different speaking construct as its face-to-face counterpart. The results are not, at this stage, conclusive, but nevertheless present a multi-faceted view of this new test mode which focuses on a range of important validity concerns. It is hoped that as technology keeps improving and becomes more accessible, a growing body of literature will become available to provide more empirical information about this exciting new format in L2 speaking assessment. 10 The first overall category shows mean overall scores, and the second overall category shows overall scores that are rounded down as in the operational IELTS test (i.e., 6.75 becomes 6.5, 6.25 becomes 6.0). 
Research Questions
Comparing the standard face-to-face and videoconferencing mode:
Findings RQ1: Are there any statistically significant differences in test-takers' scores?
Although scores for fluency, lexis and pronunciation were slightly lower in the video-conferencing mode, actual score differences were negligibly small and none of these differences was statistically significant.
RQ2: Are there any differences in linguistic output, specifically types of language function, elicited from test-takers?
No significant differences were observed in many of the language functions. Significant differences were found in comparing and suggesting in Part 3, which were used by more test-takers in the face-to-face mode. Asking for clarification in Parts 1 and 3 was used by more test-takers in the video-conferencing mode.
RQ3: Are there any perceived differences in examiners' test administration behavior?
Examiners reported differences in the use of response tokens, articulation and speed of their speech, intonation, gestures, turn-taking and requests for clarification. Delayed video transmission and sound quality affected their behavior as interlocutor (e.g., difficulty in intervening).
RQ4: Are there any perceived differences in examiners' rating behavior?
Examiners reported that sound quality and delayed video affected the ease of rating as they had to allocate attention to these video-conferencing-specific aspects which are not present under the face-to-face condition. They sometimes found it difficult to rate pronunciation and grammar under the video-conferencing condition.
