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Summary
WCDMA was proposed as the candidate air interface for the global 3G standard, however it will 
exist in three main modes of operation; the MC-CDMA to be employed in America based on the 
commercial IS-95 standard, with TDD, and FDD mode in Asia, and Europe. ETSI was the main 
European standardisation player for the evolution of the UMTS system, but activities were then 
passed on to the 3rd Generation Partnership Project group, which have released several versions of 
the standard, the latest being “Release6” . Now, we are entering the early deployment phase, 
where recent field trials suggest that up to 384 kb/s throughput can be reasonable expected from 
UMTS in vehicular environments. The first round of downlink receivers will be based on the 
RAKE architecture, that requires advanced estimation techniques to overcome the adverse effects 
of the channel.
In this thesis, we investigate several channel estimation techniques based on classical, and 
Bayesian estimation theory. We conclude that not one filter can operate satisfactorily under all 
channel conditions, thus providing impetus for investigating hybrid estimation schemes based on 
the joint application of linear interpolation with Kalman filtering, Normalised LMS algorithm, 
and raised cosine interpolation.
In the domain of delay estimation, the MUSIC estimator performance was investigated and 
compared with the traditional sliding correlator filter. It was concluded that the MUSIC can 
provide an additional dimension in performance by overcoming the near-far effect. The main 
target was to address signal subspace tracking techniques to track the time-varying statistics of the 
channel. We concluded that the MUSIC algorithm in unison with the Minimum Description 
Length function, and the PASTd algorithm can provide robust performance over the required 
operating range. We refer to this solution as the “Adaptive MUSIC estimator” .
In the last chapter, we address the joint application of the raised cosine interpolation filter with the 
Adaptive MUSIC estimator on RAKE receiver performance. It was concluded that these two 
schemes could be a practical solution to the estimation problem for the first batch of UMTS 
receivers. In unison they provide a comprehensive solution in terms of robust estimation in low 
SNR environments and over the required mobile velocity range, blind detection, low complexity, 
and adaptivity to a time-varying channel environment.
KEYWORDS
UMTS, RAKE, MUSIC, PASTd, PMHd, RCI, CHEST, Estimation, Interpolation, Bayesian, 
Wiener, Matched Filter, LMS.
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Chapter 1. Introduction
C h a p t e r  1
1 INTRODUCTION
1.1 Introduction
The evolution of communications entered the digital era in the early nineties, with the GSM 
(Global System for Mobile Communications) standard. GSM offered the user more reliable 
communications due to digital signaling, and the operator could maximise revenue by 
accommodating a larger number of users, in comparison to the pre-existing analogue services. 
The GSM system is based on circuit-switched technology, where the multiple access approach 
was supported by a combination of time division duplex, and controlled frequency planning. The 
GSM service is optimised for voice services only, therefore any attempt to provide higher bit 
rates, or data services would lead to significant sub-optimal performance. The continuous need for 
evolution motivated by the ITU (International Telecommunications Union) world standardisation 
organisation, and the demand for higher bit rate data services led to the EDGE (Enhanced Data 
Rates for GSM Evolution) system. This standard is based on the GSM, however the noticeable 
change is that EDGE uses 8 PSK (Phase Shift Keying) rather than normal GMSK (Gaussian 
Minimum Shift Keying), thus offering 48kbps per GSM timeslot, at the expense of higher radio 
quality, hi parallel, the introduction of data services, motivated the need to modify the design of 
the existing radio network to support non-real time packet data, this was delivered by the 
Generalised Packet radio services (GPRS). In this approach, up to eight timeslots can be reserved 
in every TDMA (Time Division Multiple Access) frame supporting a flexible resource allocation 
policy. GPRS is designed to support intermittent, and bursty data transfer with occasional 
transmission of large volumes of data. These two system approaches are all variants of the GSM 
standard, so their ability to support packet services are limited, as they are considered upgrades to 
the existing GSM network that was optimised and solely intended for voice seivices. However, 
the successful stance of GSM due to the quality o f the technical design, has meant that even at the 
turn of a new century, is still widely used today. The goodness of the design can be clearly 
quantified by its take-up, in that the subscriber number in certain European countries have reached 
saturation, and by the diversity of services that it can deliver, in the form of WAP (Wireless 
Application Protocol), SMS (Short Messaging Service), and MMS (Multimedia Messaging 
Service) applications. The current sequels to GSM are currently known as 2G + or 2.5 G, however
1
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UMTS (universal Mobile Telecommunications Systems) will take this a step further, by having 
the ability to accommodate higher bit rate services. UMTS also boasts that it is a global standard, 
supporting international roaming that should be transparent to the end user, however this has only 
partially been achieved, and several variants of UMTS exist throughout the world. The UMTS 
standard is based on CDMA (Code Division Multiple Access) technology, where the 
orthogonality of the spreading codes means that several channels can be accommodated at the 
same time on a particular timeslot, however the maximum capacity is not hard limited as in the 
traditional GSM system, but has inherent soft capacity where the interference generated by users 
in the same cell, co-channel interference and the user position within the cell are now the limiting 
factors. However, the advantages of UMTS is that it has the facility to deliver significantly higher 
bit rate services, and that certain aspects o f UMTS technology allow the cell to support higher 
throughput: the use of the RAKE receiver to exploit multi-path diversity, tri-sectored cells with 
directional beams, and frequency reuse of 1 allows more efficient use of spectral resources. 
However, there are limitations with the system, in that the proposed 2Mb/s cannot be delivered to 
the end user, current field trials suggest that 384 kb/s is a more optimistic figure for the vehicular 
environment. In addition, UMTS can be considered a bottom-up design, which means that it was 
designed to satisfy the continuous need for evolution with less emphasis on the possible killer 
applications. This means that in the short-term, no significant take-up of subscribers can be 
perceived, as the end user seems to be effectively transparent to the technology evolution, and fail 
to conceptualise what new services UMTS can offer. Also, the success of GPRS and EDGE have 
been rather limited, their presence was meant to provide a future insight into cellular 
communications, but it has been unsuccessful in conveying this message, and the basic services 
provided by GSM still seem to be the killer applications.
The political scene has not supported the UMTS system, with certain governments imposing a 
huge price tag on the offered spectral licences, which somewhat monopolised the cellular 
industry, and the ones that could compete for licenses, now find themselves with substantial debt, 
and are very sceptical about the future success of UMTS, and they can recover their losses in the 
short-term. The research centres have even cancelled their research on 3G, and have moved onto 
4G instead.
The technical, and the political scene have hampered the inauguration of UMTS, and therefore 
the current business model now need to change in order to adapt to the current circumstances. 
Until a killer application for UMTS reveals itself, operators will exploit UMTS as a system as a 
means of supporting current services more efficiently.
The author has provided an overview of the evolution of the cellular industry, and the introduction 
may paint a rather bleak picture of current circumstances in the mobile industry, which to the 
authors opinion has been mainly hampered by the political agenda in certain countries. However,
2
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too much time and effort has been devoted to 3G communications, that it is sure to weather the 
storm, and although end user expectations have been lowered surrounding this new technology, a 
strong advertising campaign, and lower tariffs to the end user will revive new interest in UMTS.
Now we are in the early deployment stage of UMTS, and the research community is starting to 
envisage beyond 3G systems; it is a certainty at this stage future cellular systems will be handling 
all applications and services based on packet services, and the radio access network will envisage 
a connection to an all-IP core network [Bauer 03][MATRICE 03]. Moreover, it is also foreseen 
that a beyond 3G system will address cross-system connectivity, so that a user can migrate 
between wireless systems in a transparent way, so that any service, can be made available at any 
time in a cost effective manner.
In this thesis we investigate the adaptive RAKE receiver architecture for a downlink WCDMA 
(Wideband Code Division Multiple Access) system operating in a UMTS. The adverse effects of 
the channel in terms of Doppler spread, and multi-path propagation causes degradation effects in 
the link level performance, thus providing the impetus for sophisticated delay and channel 
estimation units that can overcome the these effects. In addition, the statistics of the channel are 
time varying, thus adaptive estimation schemes are required that can maintain robust performance 
over the operating region The aim is to minimise the average signal power requirements for a 
given signal quality employing the schemes proposed in this thesis, so as to maximise the global 
system throughput.
1.2 Motivations
At the current time, the standardisation of UMTS is almost complete, in terms of defining the 
protocol stack for the radio access network, and in particular the frame structure and transmission 
formats at the physical layer. In fact, standardisation bodies have now shifted their attention 
towards enhancements of the current release’ 99 UMTS system, to support high speed data 
services on both the downlink (High Speed Downlink Packet Access-HSDPA) [HSDPA 01], and 
uplink (Enhanced Dedicated Channel) [3GPP 04]. Furthermore, it can also be assumed that in the 
first round of WCDMA receivers, the RAKE will be employed to exploit the multi-path diversity 
in the propagation channel, with enhancements to suppress multi-access interference. The most 
useful attribute associated with the RAKE, is ease of implementation, which is a very useful asset 
in the downlink receiver where signal processing power is limited. However, there is an open 
issue on the choice of estimation scheme to overcome the adverse effects of the channel, that 
result in delay and Doppler spread. This is a traditional problem, whose solution is challenging, as 
the estimation scheme is sensitive to the desired signal model, frame structure and the time 
varying effects of the channel, hi addition, what can be a promising estimation scheme for a
3
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particular scenario, can be totally inadequate for another in a time varying system. It is clear that 
the channel detection unit is intellectual property, and not governed by any standardisation body. 
Therefore, this provided a motivation to carry out a study on channel detection schemes for 
WCDMA systems, with the frame structure and channel conditions defined by UMTS.
In this thesis, we investigate the downlink Physical Layer of the WCDMA receiver based in a 
UMTS scenario. In particular, we take a look at the effects of channel distortion on the reception 
of a CDMA signal using a RAKE receiver architecture. The impact of delay spread, and Doppler 
shift on RAKE reception are investigated, to provide the benchmark link level performance. The 
research components in this work addresses the means of overcoming these effect by investigating 
channel and delay estimation techniques, and their impact on link level performance. 
Furthermore, we investigate adaptive estimation techniques to estimate the phase rotation, and the 
multi-tap delays introduced by the ITU vehicular A environment for mobile speeds up to 300 
km/h, given that the channel statistics are time varying.
1.3 Structure of Thesis
The logical layout o f this thesis is to provide a clear concise guide through the evolution of the 
adaptive RAKE receiver, from the reference evaluation tool (RET) platform definition defined in 
chapter 3 to the advanced stage link level platform that encompasses the functional estimation 
units for a joint analysis in chapter 6. The layout is given by Figure 1-1. In chapter 2, the context 
for this thesis is elaborated with a definition of the test environment for the link level evaluation 
platform. The arrows show the information flow, to emphasise the dependency between chapters; 
it can be seen that both chapter 4, and 5 results are based on the validity of the RET, and whose 
result are passed to chapter 6, that will make a choice on which functional estimation units to 
include in the advanced platform for a joint application analysis. We now provide a brief 
overview of each chapter.
1.3.1 Chapter 1
This chapter provides an overview of this thesis and emphasizes the following sections: the 
introduction provides the context for this work; the motivation section identifies the current 
limitations of the system design that provides the impetus for this research; structure and 
summary of each chapter; and finally a list of novel contributions in this thesis.
4
Chapter I. Introduction
Figure 1-1 Thesis layout
1.3.2 Chapter 2
In this chapter UTRA roadmap is introduced, starting from the initial conception of CDMA for 
cellular applications to the emergence of the 3GPP group. The contributions from world 
standardisation committees are also revealed to provide a global viewpoint of the evolving 3G 
standard. The WCDMA system, and the scenario definition are recalled so as to identify the 
assumptions and constraints that will impact the design of the functional estimation units that will 
be elaborated in chapter 4 and 5. Specifically, chapter 2 addresses the following issues:
A brief overview of the history of CDMA is recalled, followed by a list of useful attributes that 
tipped the balance in favour of CDMA to be considered as the sole candidate for 3G 
communications.
The UMTS scenario definition is recalled in terms of the services and applications that are 
envisaged, the channel conditions under test, mobility environments and the frequency allocation 
that has been formalised by the WARC.
We identify the relevant UMTS type parameters that are necessary for link level simulations, and 
emphasize the subset of these that will define the test environment for the link level evaluation 
tool. In particular, we detail the channel type, frame structure, service under test, and the mobility
5
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conditions. These will form the scenario definition for evaluating the advanced estimation 
algorithms in subsequent chapters.
1.3.3 Chapter 3
A comprehensive treatment of the link level reference platform is given, in terms of channel 
characterisation, and the evolution of the matched filter towards the RAKE receiver. At each stage 
in the evolution process, the performance of the evaluation tool is quantified and compared with 
analytical curves so as to validate the reference architecture. Using the UMTS parameters 
introduced in chapter 2, we generate BER results for link level performance based on the ITU 
vehicular channel A environment; we define the reference benchmark curves based on the 
assumption of perfect delay and channel estimation in a single user system. These results are then 
exploited in chapter 4, and in particular for chapter 6 to provide a measure of comparison against 
the advanced algorithms that will be investigated.
1.3.4 Chapter 4
Using the reference evaluation tool in chapter 3, the impact of channel estimation schemes on link 
level performance is investigated. The research targets the exploitation of parametric estimation 
schemes, in the first instance the optimum Bayesian estimator is explored, and reveals the 
parameters that are linked to the estimation error. It was defined that although the Bmmse filter is 
optimal, it cannot be implemented fully in a typical receiver structure due to the lack of pilot bits, 
and complexity issues, and therefore we investigate the suboptimal adaptive scheme such as the 
decision-directed Least Mean Square filter based on the assumption that the parameter to be 
estimated is a random variable. However if the variable is deterministic in nature, as the situation 
clearly is in stationary environments, then we resort to classical estimation theory such as the 
Maximum Likelihood (ML) technique. The Sliding correlator performance was investigated (an 
application of ML), which is the simplest, and most commonly used estimator in receiver systems. 
Furthermore, traditional estimation schemes that do not make any guarantee about their 
optimality, but can provide robust estimation were investigated such as linear interpolation, 
although their performance is limited in fast fading environments. It was concluded that not one 
estimation scheme can be used for all the dynamic velocity range, and thus motivated focus onto 
hybrid estimation schemes. Therefore we proposed three novel hybrid estimation schemes, NLMS 
(Normalised Least Mean Square) filter, Kalman filter, and raised cosine interpolation (RCI) filter, 
with joint application of linear interpolation based on a dual RAKE receiver structure. Their 
performance, and feasibility towards application to UMTS systems were investigated. It was 
concluded that the Raised cosine interpolator was most attractive solution for application in 
UMTS systems, and was proposed for joint delay and channel estimation analysis in chapter 6.
6
Chapter 1. Introduction
1.3.5 Chapter 5
In chapter 5, an examination of the delay estimation problem is carried out assuming perfect 
channel estimation. The objective was to investigate a delay estimation unit that has the potential 
to overcome the near-far effect, and to provide robust estimation of the multi-tap delays in low 
SNR (Signal-to-Noise ratio) environments with a minimal sample set. Typical WCDMA systems 
employ the matched filter that provides an optimum solution in the presence of a single user 
system, or alternatively where the energy distribution between users are equal, which is 
representative of a system with perfect power control in the uplink. However the weakness of the 
matched filter is exposed and the MUSIC (Multiple Signal Classification) estimator is proposed as 
an effective scheme that will overcome the near far effect, and additionally support blind 
detection and adaptivity to the system environment. Moreover, we target an adaptive solution that 
will provide estimation in an environment where the signal statistics are time-varying. The 
adaptive MUSIC estimator is based on evaluating a dynamic noise subspace entity, therefore 
research focused on generic signal subspace tracking solutions. In particular, the Singular Value 
Decomposition (SVD) function is considered as the standard benchmark approach and investigate 
the Power Method algorithm incorporating Hotelling deflation (PMHd), and the Projection 
Approximation Subspace Tracking (PASTd) RLS-type algorithm. Furthermore, the Minimum 
Description Length function (MDL) is exploited for adaptively calculating the signal subspace 
dimension. Simulation results highlighted that not all the theoretical signal eigenvectors are 
necessary for estimating the noise subspace, thus reducing complexity, and significantly 
improving estimation performance. In summary, the results have shown that the PASTd with 
MDL can be considered an attractive solution to delay estimation for WCDMA systems. The 
application of adaptive solutions to the MUSIC estimator within a WCDMA environment are 
considered the novel contributions in this chapter.
1.3.6 Chapter 6
In this chapter, the joint estimation performance of the RCI filter, and the Adaptive MUSIC 
estimator based on the PASTd tracking algorithm is investigated, which were proposed as 
candidate estimators in chapter 4, and 5 respectively. The joint estimation performance was 
quantified based on the RAKE loss metric with respect to the benchmark performance (assuming 
perfect detection) obtained in chapter 3. It was found that the performance was a function of 
mobile velocity, SNR, and the number of received vector samples in the averaging set. The 
performance of the “Adaptive RAKE receiver” was identified in the expected UMTS operating 
regions.
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1.3.7 Chapter 7
The research work in this thesis is summarised in the conclusion section. Moreover, some concise 
statement surrounding the current limitations of the system were provided, and suggested tentative 
approaches that could be suitable topics for future research studies. In particular, we emphasise 
how the candidate channel estimation solutions proposed in this work can be exploited in MUD 
(Multi User Detection) research studies, to enhance global link level performance in the presence 
of multiple access interference. Specifically, low complexity solutions such as the Parallel 
Interference Cancellation (PIC), and the Linear Minimum Mean Square Error (LMMSE) 
suppression schemes were proposed that can be considered attractive solutions for commercial 
implementation in the user equipment.
1.4 Novel Work Undertaken
In this section, we recall the main achievements in this work:
• Application of conventional channel estimation schemes in a WCDMA environment.
o Investigated the performance of traditional estimation schemes such as the Maximum 
Likelihood technique, Linear Interpolation, and decision-directed LMS in the 
downlink FDD UMTS chain.
• Proposed three novel hybrid channel estimation schemes based on the dual RAKE receiver 
architecture jointly inter-working with linear interpolation.
o Adaptive hybrid channel estimation based on the Normalised Least Mean Square 
algorithm (Adap. CHEST)
o Decision-Aided Kalman filter (DA Kalman)
o Pilot Assisted- Raised Cosine Interpolation filter
• Application of the MUSIC algorithm for delay estimation in a WCDMA system.
• Proposed an adaptive MUSIC application to track the statistics of the received signal vector in 
a time-varying channel environment.
o Proposed a novel contribution based on the PMHd (Power method with Hotelling 
Deflation) algorithm for tracking the signal subspace
o Application of the PASTd (Projection Approximation Subspace Tracking with
Deflation) for signal subspace tracking in a WCDMA system.
Chapter 1. Introduction
o Application of the Minimum Description Length (MDL) function inter-working with 
the PMHd ,and PASTd algorithm to estimate and track the signal subspace dimension 
within the MUSIC estimator framework.
o Concluded that only the strongest eigenvectors are necessary to get an 
adequate definition of the signal subspace. Low SNR eigenvectors add noise, 
rather than enhancing the subspace estimate. Thus significant complexity can 
be saved, for no real loss in performance.
Considered the joint application of the Adaptive MUSIC algorithm (MUSIC framework with 
PASTd and MDL functionality) and CHEST (RCI) on RAKE receiver performance for the 
DL UMTS channel, as a candidate solution for an Adaptive RAKE Receiver architecture.
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C h a p t e r  2
2 CDMA RADIO ACCESS FOR 3G
The ITU committee, the global standardization body, has been instrumental in providing the 
impetus for defining a roadmap for the emergence of 3rd Generation systems, officially known as 
IMT-2000; moreover, the ITU-R has worked on the radio-dependent aspects. Driven by 
technology evolution, the ITU-R IMT-2000 declared the intent to have a standard in place by 
2000 that would be the eventual successor to GSM. This motivated the search for a solution to 
attain a new radio interface that would provide higher data rates, and the possibility to support 
packet switched data services, whilst maximising spectral efficiency of the scarce radio resources. 
The standardisation committee finally decided on WCDMA, as the proposed candidate for the 3rd 
Generation standard. This choice was a frontrunner, because the history of CDMA research had 
revealed the potential to provide the most promising benefits in terms of minimising the channel 
variability to improve link level throughput, whilst it could accommodate a flexibility of data rates 
to support the given definition of service classes.
In this chapter we aim to provide a brief overview of the evolution of CDMA for mobile 
applications, starting from is fust conception in 1988 to the conceptualisation of the UMTS 
standard. The potential advantages of a CDMA architecture will be recalled to understand why 
CDMA was chosen as a candidate air interface for 3G, and finally we address the specification of 
the physical layer transmission format that will define the framework for the simulation test 
environment.
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2.1 Evolution of WCDMA
Within Europe, initial research on visions for a standard air interface for 3rd Generation systems 
began in 1988 with the RACE I programme (Research on Advanced Communication Technology 
in Europe), followed by RACE II that defined the CDMA-based CODIT (Code Division Testbed). 
In 1995, the FRAMES project (Future Radio Wideband Multiple Access System) took a step 
further and went onto define a proposal for a UMTS [Web 99] radio system. Upon evaluation, a 
multiple access platform was defined known as FMA 1, and FMA 2; FRAMES wideband TDMA 
and FRAMES wideband CDMA. These were submitted to ETSI as candidates for the UMTS air 
interface and ITU IMT-2000 submission. The standards body had to make a selection between the 
following candidates: WCDMA and WTDMA (as previously mentioned), hybrid CDMA/TDMA, 
OFDMA technology (Orthogonal Frequency Division Multiple Access), and ODMA 
(Opportunity Driven Multiple Access) which was essentially a relaying protocol, and at a later 
stage was not really considered as a stand alone candidate. The proposals all satisfied the 
requirement defined by ITU-R IMT-2000. However, the selection process was largely influenced 
by the outcome of ARIB (Association for Radio Industries and Businesses) for the proposed air 
interface in Japan. The proposed technology was evaluated on being accepted globally, especially 
when there were limited technological conclusions available. In 1998, ETSI decided to adopt 
WCDMA as the standard for the UTRA (UMTS Terrestrial Radio Access). In addition it was 
decided to adopt two modes of operation, FDD (Frequency Division Duplex) on the paired 
frequency bands, and TDD (Time Division Duplex) on the unpaired bands. The detailed 
standardization process continued with ETSI until the work was handed over to the 3rd 
Generation Partnership Project (3GPP), in early 1999.
2.1.1 World Background
hi Japan, a similar version of WCDMA was adopted by ARIB. This was due to continuous 
collaboration with ETSI in Europe. In Korea, the TTA (Telecommunication Technology 
Association) decided to take on two proposals for evaluation targeted towards a 3G solution. The 
TTA1 and TTA2 schemes were adopted that were based on synchronous and asynchronous 
WCDMA technology. In the United States, the step towards 3G was more of an evolutionary step 
from second generation systems. The IS-95 standard was the first commercial attempt at 
employing CDMA technology for mobile communications, therefore there already was an air of 
confidence in the design of the 3G standards in terms of commercial success, and technological 
results. The cdma2000 air interface proposal was submitted to the ITU-R, based on the work of 
TR45.5 , which had a degree of similarity with the TTA 1 scheme in Korea. There were a host of
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other schemes submitted, mostly based on research centred around the present second generation 
technology: GSM-1900 and US -TDMA.
2.1.2 Creation of 3GPP
The main aim of IMT-2000 was to achieve a global mobile standard, to ensure international 
Roaming. To facilitate this objective, a forum was created by the main standardization bodies 
known as the 3GPP (3rd Generation Partnership Project). The intention was to create a single 
forum, where people could strive to achieve a common WCDMA specification, and it would 
overcome inefficiencies associated with the traditional standardisation-setting processes, that were 
often characterised as “too slow” . The 3GPP group represent the views, and collaborative efforts 
of the following organizational partners: CCSA (China Communications Standards Association), 
ETSI (European Telecommunications Standards Institute), TTC (Telecommunications 
Technology Committee), TTA, Tl(Standards Committee TI Telecommunications), and ARIB. 
Figure 2-1 provides a definition of the technical bodies within the 3GPP project steering group.
Technical Specification Group
Figure 2-1 Organization o f 3GPP group
In 1999, CWTS (the China Wireless Telecommunications Standard group) joined with their 
contribution in the form of TD/SCDMA , a TDD-based CDMA technology. In addition, the 
membership of the forum vastly increased, including members from all quarters of the mobile 
industry: GSM association, Global Mobile suppliers (GSA), IPv6 forum, UMTS forum, and 3G 
Americas. The specifications have been evolving since 1998, with the first release established in 
1999, known as release’99; this process has been ongoing with the latest release (V6) formalised 
in June 2004.
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2.1.2.1 Creation of 3GPP2
This is the sister collaborative group of 3GGP, set up to complement activities in 3GPP, but 
representing the view of the Asian, and American standardisation group. The proposed schemes 
from TR45.5 and TTA was merged to form the 3GPP2, concentrating on the implementation of 
cdma200 Direct-Spread (DS) and Multi-Carrier (MC) mode for the cdma2000 proposal. During 
1999, operators and manufacturers decided to seek further harmonization between WCDMA and 
cdma2000. These discussions resulted in a single global WCDMA standard consisting of three 
modes: MC, FDD, and TDD. Since then, 3GPP2 have now concentrated their efforts on MC mode 
only.
2.2 CDMA History
The CDMA air-interface has had a long successful history, in 1949, Claude Shannon and Robert 
Pierce envisioned the initial concept of CDMA [IEEE 84], whilst in 1956 Price and Green [Turin 
80] obtained a patent for the “RAKE” receiver vision; a spread spectrum demodulator that could 
exploit multi-path propagation to provide a diversity gain. Spread spectrum communications was 
originally employed in military and navigational systems, where there was a need to provide low 
power communications, whilst rejecting intentional jamming. Cooper and Nettleton saw the first 
attempt at applying CDMA to cellular applications in 1978. Qualcomm investigated DS-CDMA 
which led to the first commercialised cellular system based on CDMA, that was eventually known 
as IS-95. Since then, the wideband CDMA era arose that led to the investigation of CDMA 
concepts for application in 3G communications. The following section depict the attractive 
features of a DS-CDMA scheme, that promoted it to a frontrunner candidate in the search for a 
new 3G air-interface
2.2.1 CDMA Attributes 
• Multiple access capability
The multiple access scheme is defined by each user being separated in frequency/time by 
orthogonal codes. The symbol pertaining to each user is spread in frequency, by spreading the 
symbol with an orthogonal code, thus spreading the signal by a factor determined by the 
processing gain. The power spectral density is also spread, to a power level below the noise floor. 
At the receiver, the desired signal is despread to recover the original signal, whilst the remaining 
users remain spreaded and orthogonal.
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• Multi-path diversity
In UMTS scenarios, the high data rates define the channels as frequency selective in nature, 
therefore the propagation channel acts as an M-tap filter, resulting in multi-path propagation 
leading to inter-symbol interference. CDMA based schemes support the use of RAKE receivers to 
exploit the energy from the multi-taps to provide a diversity gain.
• Macrodiversitv
This allows a mobile user to maintain link quality at the cell boundaries, or when a cell is 
particularly loaded. It optimally combines the downlink signal from neighbouring base stations to 
provide a diversity gain, at the expense of signalling load, and additional transport channels.
• Frequency reuse
CDMA based systems ease the requirements of the frequency planning in the deployment phase. 
CDMA allows the use of the same frequency band in all cells, therefore it has a frequency reuse 
factor of one. Whilst in TDMA, orthogonality is maintained only in time, thus introducing the 
need for careful frequency planning, such as in the GSM standard.
• Interference relection
An attractive feature of CDMA is the ability to suppress narrowband interference. CDMA based 
systems can coexist with foreign systems that provide co-channel interference in the form of 
narrowband noise. The desired signal will be despread to provide the decision statistic, whilst the 
narrowband interference will be spread by the code to provide wideband interference. 
Furthermore, wideband noise will remain spread, due to the cross-correlation properties of the 
codes.
• Secure communications
CDMA can provide low probability o f interception. The transmitted signal is spread to form a low 
power spectral density signal, which is then inundated with wideband noise, thus making the 
probability of detection very low. This is a useful feature for military applications.
• Sectorization
To upgrade a CDMA system in terms of capacity, sectorization is typically employed that can 
improve the cell throughput by almost a factor o f three. The cell site is sectorized into three 
sectors, and the base station omni-directional antennas are replaced by directional antennas that 
have the capability to reduce the co-cell interference due to the presence of a dominant front lobe. 
The antennas have an imperfect beamwidth of 120 degrees, this reflects in a typical sectorization 
gain of around 2.55.
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• Soft capacity
GSM systems have the label of having hard capacity. The total number of users reflect the total 
number of resources currently supported by the system. Therefore if there are Nt time slots, and 
Nc earners, the total number of users are equal to Nt x Nc. However, CDMA systems are 
associated as having soft capacity. The total number of users is limited by given a noise floor that 
reflects the total number of other cell interferers, and the current loading in the cell. Moreover, the 
amount of interference is in turn related to the instantaneous channel conditions, user mobility, 
and service request types. Typically the total number of users will usually be lower than the total 
number of spreading codes available.
This is a useful attribute that allows a system to fully exploit the available resources. When the 
distribution of active users in a cell peaks, CDMA systems can exploit lower cell interference in 
the neighbouring cells to increase throughput in the current cell. This phenomena that allows a 
system to adapt to the traffic distribution to maximise spectral capacity is known as cell breathing.
• Voice Activity Factor
During every 1 second of human speech there is on average 0.4 seconds of activity, and 0.6 
seconds of inactivity. CDMA and the speech coders can jointly exploit this fact to improve 
capacity, by reducing the effective number of users. The speech encoder application has a variable 
rate, that will reduce the data rate during the presence of inactivity cycles. This will have the 
impact o f reducing the average transmit power per user, so that on average, the system may 
accommodate up to 2.5 times the number of dimensioned users. This capacity increase can be 
achieved at the expense of no additional overhead signalling and protocols.
2.2.2 Enhancements provided by WCDMA
A general classification of CDMA is given here, so as to emphasize the additional attributes 
WCDMA can provide to complement the attributes o f CDMA.
2.2.2.1 CDM A Classification
• Dircct-Seauence spread spectrum
The information symbol is multiplied by a high rate code sequence, to spread the signal in 
frequency. The ratio of the code chip rate to the desired signal rate is defined as the 
processing gain.
• Frequency hopping spread-spectrum
Instead of being transmitted continuously on the same carrier frequency, the frequency is 
changed rapidly according to the code sequence.
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• Time hopping spread spectrum
The information bearing signal is transmitted in short time bursts, according to the code 
sequence.
• Hybrid modulation
Two or more of the above techniques are merged to provide hybrid schemes that will exploits 
their advantages, and to minimise their weaknesses. In addition, CDMA can be merged with 
other multiple access methods, for instance FDMA to give MC-CDMA (multi-carrier) which 
is the proposed candidate for beyond3G communications [MATRICE 04], or along the time 
axis to provide MT-CDMA (multi-tone). A combination of the two can provide FDMA- 
TDMA CDMA scheme, both based on OFDM (Orthogonal Frequency Division Multiplexing) 
modulation.
• WCDMA
A joint decision by the ETSI standardisation committee was taken to adopt WCDMA as the air- 
interface architecture for 3rd Generation systems, based on political reasons and additional 
technical advantages. This scheme is based on DS-CDMA, but the processing gain is large thus 
characterising the channel as wideband in nature. The additional benefits that are supported by a 
WCDMA system are given in 2.2.22.
2.22.2 WCDMA features
2.2.2.2.1 Scope for Multi rate services
Low data rate services will be transmitted over a single resource, whilst high data rate services 
will be allocated more than a single code. A combination of services under a single connection 
will usually be time multiplexed, coded, and interleaved before it is mapped to the physical 
channels.
2.2.2.2.2 Packet data
WCDMA has two different types of packet transmission schemes. When there is a need to send 
small infrequent packets, the user is allocated a random access burst, called a Common Packet 
Channel (CPCH) transmission. For larger, frequent packets a dedicated channel is allocated, 
which is subjected to power control to maintain link quality. The decision on the type of physical 
channel to allocate is based on the QoS requirements of tire application. Allocating a dedicated 
physical channel to a transport channel with infrequent packet burst would lead to unacceptable 
overhead in maintaining the channel.
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2.2.2.2.3 A coherent uplink and beamforming using a user dedicated pilot
The provisioning for pilot symbols in the frame structure, allows coherent combing in the uplink 
and downlink. The RAKE receiver will exploit the pilots symbols for channel estimation with 
adaptive antennas, as well as for delay estimation for coherent combining in both the uplink and 
downlink.
2.2.2.2.4 Seamless handover
A design goal is to provide seamless handover to the end user, which may include handover to 
another sector, base station, frequency or Radio Access Network. A common criteria for 
performing handover, can be based on the fact that a user can be served in another cell more 
efficiently due to less interference conditions, or it may however also be performed for other 
reasons such as system load control.
2.2.2.2.4.1 Handover Procedure
• Active Set is defined as the set of Node-Bs the UE is simultaneously connected to (i.e., the
UTRA cells currently assigning a downlink DPCH to the UE constitute the active set).
• Cells, which are not included in the active set, but are included in the CELL_INFO_LIST 
belong to the Monitored Set.
• Cells detected by the UE, which are neither in the CELL_INEO_LIST nor in the active set 
belong to the Detected Set. Reporting of measurements of the detected set is only applicable 
to intra-frequency measurements made by UEs in CELL_DCH [Toskala 01] state.
• The different types of ah' interface measurements are:
• Intra-frequency measurements: measurements on downlink physical channels 
at the same frequency as the active set. A measurement object corresponds to 
one cell.
• Inter-frequency measurements: measurements on downlink physical channels
• Handover algorithms use the measurement objects to promote a candidate 
base station to the active set.
2.2.2.2.5 Fast power control in the downlink
The presence of interfering users and thermal noise will create the noise floor. In the absence of 
power control, the mobiles that are very close to the base station will introduce a large power 
contribution to the noise floor, hiding the desired signal. This phenomena known as the near-far
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effect, is not an inherent disadvantage of CDMA, but a limitation of the CDMA receiver. 
Therefore fast power control has been introduced to counteract the effect o f dynamic interference 
levels so as to keep the desired signal at the correct quality, thus overcoming the near far effect.
2.2.2.2.6 Optional multi-user detection
In 1986, Verdu formulated the optimum multi-user detector (MUD) for AWGN channel based on 
the Maximum Likelihood Sequence Estimator (MLSE), for CDMA signal structures. Since then, 
extensive research had been focused on the application of sub-optimal MUD for CDMA, that 
takes into account computational complexity as a design constraint.
2.3 UMTS Scenarios
During the last decade, extensive worldwide work has led to the design of a mobile 
communication system that is foreseen to satisfy the requirements of the consumer market in 
terms of ever-growing subscriber numbers and new services. There was also need to maximise the 
system efficiency so as to fully exploit expensive spectral resources. Therefore these design 
requirements led to the following definition of the UMTS scenario, that gave the system designers 
the global objectives of the UMTS roadmap towards a cooperative global solution to third 
generation mobile communication systems. We recall an overview of the scenario definition in 
terms of services and applications, channel conditions, and frequency allocation.
2.3.1 UMTS Service and Applications
The outstanding feature of UMTS is the ability to support higher bit rates and packet switched 
data services, which allows more attractive services such as video telephony and fast downloading 
of data. To provide the UMTS infrastructure solution, different quality of service classes have 
been defined, as shown by Table 2-1
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Traffic Conversational Streaming class Interactive Background
Classes class class
Fundamental Preserve time Preserve time Preserve data Destination is
characteristics relation relation between integrity. not expecting
between information tiie data within
information entities o f the a certain time.
entities o f the stream
stream
Conversational
pattern
Less delay 
constrained than 
conversational 
classes
Request
response
pattern
Preserve data 
integrity
Example of 
the
auulication
Voice, Video 
telephony, 
Video games
Streaming
multimedia
Web browsing,
Networking
games
Background 
download o f 
emails
Table 2-1 UMTS QoS classes [Toskala 01]
Services can be described by four sub-groups: Conversational, streaming, interactive and 
background. Each class can be distinguished by their delay requirements. In the conversational 
class, this include services such as voice, and video telephony, which are very delay sensitive, but 
an error data rate is tolerated.
Streaming services are a technique for processing data as a continuous stream; an example is the 
internet browser, that will start displaying data before the entire file has arrived. These can 
withstand more delay than conversational services.
Interactive classes are characterized by an end-user requesting data from a remote equipment. In 
this scenario, the round-trip delay is important, as well as the need for a low data error rate.
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Finally background classes include e-mail delivery, SMS and downloading databases. This class 
of service is less sensitive to delay, as the destination is not expecting the data within a certain 
time. However, the data does need to be delivered error free.
The main distinguishing factor between these classes are specified by then sensitivities to traffic 
delay. In WCDMA, compared to GSM, terminals should provide to the network a larger set of 
parameters indicating the QoS resources required from the radio access network. The ETSI 
standard [TR101 98] provides a detailed list o f the QoS requirements for each service class, we 
recall briefly here the bandwidth available for each service definition, that reflects a one-to-one 
mapping to particular spreading factor in the physical layer configuration:
• 32 kbps class: basic speech service, including AMR (Adaptive multi-rate techniques) as well 
as some low data rate up to 32 kbps.
• 64 kbps class: simultaneous speech and data services.
• 128 kbps class: to provision for video telephony and various other services.
• 384 kbps class: can provide multi-code capability to support advanced packet data methods 
provided in WCDMA.
• 2 Mbps class: the state of the art class defined for downlink direction only
2.3.2 Frequency Allocation
In 1992, the WARC (World Administrative Radio Conference) allocated frequency spectrum for 
future use, by third generation systems. These systems, referred to as IMT-2000 by the ITU 
(International Telecommunications Union), will have a WCDMA air interface operating in three 
main modes of operation: FDD and TDD mode to be employed in Europe, Asia, Korea and Japan; 
whilst MC WCDMA is envisaged to be used in America. In addition, EDGE (Enhanced Data 
Rates for GSM Evolution), an evolutionary system from the GSM standard that is expected to 
provide data rates up to 500kps, will use the present bands occupied by GSM900 and GSM1800.
In Europe and Asia, FDD WCDMA will occupy a common frequency band of 2x60MHz (1920 - 
1980 MHz for the uplink, and 2110-2170 MHz in the downlink).
In the USA, the UMTS FDD spectrum will be occupied with the present second generation 
systems, therefore these bands will have to be refarmed: an approach that replaces the existing 
bands with 3rd Generation systems.
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2.3.3 Channel models
The main user scenarios that were defined for UMTS are based on evaluating system throughput 
for the conditions defined in Table 2-2. In this thesis, we consistently use the ITU vehicular A 
environment as a function of speed, so as to test the performance of the channel estimator (shown 
in red)
ITU Pedestrian A  
Speed 3km/h 
(PA3)
fTU Pedestrian B 
Speed 3km/h 
(PB3)
ITU vehicular A  
Speed 30Um/h 
(VA30)
ITU vehicular A  
Speed 120km/h 
(VA120)
Relative Delay 
[ns]
Relative
Mean
Power
[dB]
Relative
Delay
[ns]
Relative
Mean
Power
[dB]
Relative
Delay
[ns]
Relative 
Mean Power 
[dB]
Relative
Delay
[ns]
Relative 
Mean Power 
[dB]
0 0 0 0 0 0 0 0
110 -9.7 200 -0.9 310 - 1.0 310 -1.0
190 - 19.2 800 -4.9 710 -9.0 710 -9.0
410 -22.8 1200 -8.0 1090 - 10.0 1090 - 10.0
N/a N/a 2300 -7.8 1730 - 15.0 1730 - 15.0
N/a N/a 3700 -23.9 2510 -20.0 2510 -20.0
Table 2-2 Multi-Path Fading Environments for HSDPA/UMTS scenarios
The methodology for modelling the wideband channel, including the statistics of the narrowband 
fading will be given in chapter 3.
2.4 Test Environment
This section attempts to define the relevant UMTS parameters that are requirements for link level 
simulations. Furthermore, only a subset o f these have been used in this work, to provide a 
common framework o f assumptions and constraints to test and validate the concepts that are 
developed further on.
2.4.1 Frame Structure
There is only one type of physical channel for supporting conversational class data, known as the 
dedicated physical channel, in particular we implicitly use the downlink Dedicated Physical 
Channel (DPCH).
Within one downlink DPCH, dedicated data generated at Layer 2 and above, i.e. the dedicated 
transport channel (DCH), is transmitted in time-multiplex with control information generated at 
Layer 1 consisting o f a known pilot bit sequence, TPC (Transmit Power Control) commands, and 
an optional TFCI (Transport Format Combination Indicator)). The downlink DPCH can thus be 
seen as a time multiplex of a downlink DPDCH and a downlink DPCCH, as shown by Figure 2-2.
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DPDCH >+- DPCCH DPDCH ¥ ^DPCCH ^
Datal TPC TFCI Data2 Pilot
Nda,ai bits Ntpc bits Ntfci bits Ndata2 bits Npiiot bits
Tslot = 2560 chips, 10*2k bits (k=0..7)
----- -w
Slot #0 Slot #1 Slot #i Slot #14
One radio frame, T f = 10 ms
Figure 2-2 Frame structure for  downlink DPCH [3GPP 01]
Each frame of length 10 ms is split into 15 slots, each of length Tsiot = 2560 chips, corresponding 
to one power-control period. The parameter k determines the total number of bits per downlink 
DPCH slot. It is related to the spreading factor SF of the physical channel by SF = 512/2k. The 
spreading factor may therefore range from 512 down to 4.
The exact number of bits corresponding to the payload for each of the fields within the downlink 
DPCH (Npii0t, N tpc, NTFci, Ndatai and Nda,a2) are given by Table 2-3. What slot format to use is 
configured by higher layers and can also be reconfigured by higher layers.
There are effectively three types of slot format for each spreading factor, in the downlink 
Dedicated Physical Channels; there is the normal mode of operation (non-compressed mode) 
where all 15 time slots are used for transmitting data, and alternatively there are two possible 
compressed slot formats that are labelled A and B. Slot format B shall be used in frames 
compressed by spreading factor reduction and slot format A shall be used in frames compressed 
by puncturing or higher layer scheduling. The channel bit and symbol rates given in Table 2-3 are 
the rates immediately before spreading.
The slot formats can also include the TFCI indicator. If included, it reflects the scenario where we 
have several simultaneous services per link, and those that do not include TFCI are for fixed-rate 
services. It is the UTRAN that determines if a TFCI should be transmitted and it is mandatory for 
all UEs to support the use of TFCI in the downlink.
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Slot Channel Channel SF Bits / DPDCH DPCCH Transmitted
Format Bit Rate Symbol Slot Bits/Slot Bits/Slot slots per
#i (kbps) Rate radio frame
(ksps)
Npatal Npata2 Ntpc Ntfci Npiiot NTr
0 15 7.5 512 10 0 4 2 0 4 15
OA 15 7.5 512 10 0 4 2 0 4 8-14
OB 30 15 256 20 0 8 4 0 8 8-14
1 15 7.5 512 10 0 2 2 2 4 15
1B 30 15 256 20 0 4 4 4 8 8-14
2 30 15 256 20 2 14 2 0 2 15
2A 30 15 256 20 2 14 2 0 2 8-14
2B 60 30 128 40 4 28 4 0 4 8-14
3 30 15 256 20 2 12 2 2 2 15
3A 30 15 256 20 2 10 2 4 2 8-14
3B 60 30 128 40 4 24 4 4 4 8-14
4 30 15 256 20 2 12 2 0 4 15
4A 30 15 256 20 2 12 2 0 4 8-14 I
4B 60 30 128 40 4 24 4 0 8 8-14
5 30 15 256 20 2 10 2 2 4 15
5A 30 15 256 20 2 8 2 4 4 8-14
5B 60 30 128 40 4 20 4 4 8 8-14
6 30 15 256 20 2 8 2 0 8 15
6A 30 15 256 20 2 8 2 0 8 8-14 I
6B 60 30 128 40 4 16 4 0 16 8-14
7 30 15 256 20 2 6 2 2 8 15
7A 30 15 256 20 2 4 2 4 8 8-14
7B 60 30 128 40 4 12 4 4 16 8-14
8 60 30 128 40 6 28 2 0 4 15
8A 60 30 128 40 6 28 2 0 4 8-14
8B 120 60 64 80 12 56 4 0 8 8-14
9 60 30 ' 128 40 6 26 2 2 4 15
9A 60 30 128 40 6 24 2 4 4 8-14
9B 120 60 64 80 12 52 4 4 8 8-14
10 60 30 128 40 6 24 2 0 8 15
10A 60 30 128 40 6 24 2 0 8 8-14
10B 120 60 64 80 12 48 4 0 16 8-14
11 60 30 128 40 6 22 2 2 8 15
11A 60 30 128 40 6 20 2 4 8 8-14
11B 120 60 64 80 12 44 4 4 16 8-14
12 120 60 64 80 12 48 4 8* 8 15
12A 120 60 64 80 12 40 4 16* 8 8-14
12B 240 120 32 160 24 96 8 16* 16 8-14
13 240 120 32 160 28 112 4!- <r»*o a 15
13A 240 120 32 160 28 104 4 16* 8 8-14
13B 480 240 16 320 56 224 8 16* 16 8-14
14 480 240 16 320 56 232 8 8* 16 15
14A 480 240 16 320 56 224 8 16* 16 8-14
14B 960 480 8 640 112 464 16 16* 32 8-14
15 960 480 8 640 120 488 8 8* 16 15
! 15A 960 480 8 640 120 480 8 16* 16 8-14
15B 1920 960 4 1280 240 976 16 16* 32 8-14 i
16 1920 960 4 1280 248 1000 8 8* 16 15
16A 1920 960 4 1280 248 992 8 16* 16 8-14
Table 2-3 DPDCH and DPCCH fields
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In this thesis, we will consistently use slot format 13, which is highlighted in red. Therefore all 
simulations in this thesis will assume a fixed rate service, using a spreading factor of 32, with 15 
slots per 10ms frame. Furthermore only 4 pilot symbols will be used for the channel estimation 
filters, with 76 data symbols assumed as the PHY layer payload; that maps to a channel bit rate of 
240 kb/s. The ITU vehicular channel A environment will be assumed throughput, with mobile 
velocities in the range from 10 km/h -  300 km/h.
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2.5 Conclusion
In this chapter, an overview of the UMTS system evolution was provided from initial conception 
in the RACE project to the formation of the 3GPP committee. The WCDMA scheme was chosen 
as the air-interface for 3G communications, a decision that was partly influenced by the ARIB 
standardization activities in Japan, that raised the need for a global standard. There are three main 
modes of WCDMA operation, those being MC, FDD, and TDD; the former to be used in 
America. The WARC also decided to allocate to Europe and Asia, a common frequency band of 
2x60MHz (1920 -1980 MHz for the uplink and 2110-2170 MHz in the downlink), for FDD 
WCDMA.
To emphasize the unanimous decision for WCDMA, we provided an overview of the history of 
CDMA, and the positive attributes of DS-CDMA. The most attractive feature being its ability to 
exploit multi-path interference to provide a diversity gain using the RAKE receiver. At the system 
level, CDMA can support cell breathing that allows the system to adapt to the traffic distribution 
so at to maximise global system throughput. Furthermore, we also elaborate on the WCDMA 
attributes from a system perspective, as indeed a decision criteria for the air interface is not only 
based on link level performance, but the impact it has on radio resource management entities, in 
terms of handover and power control. WCDMA can support fast power control, soft handover, 
and the transport of packet services.
To provide the context for the simulation environment in this thesis, the UMTS scenarios were 
defined in terms of services and applications, channel conditions, and mobility conditions. 
Specifically, the definition of the UMTS system parameters related to the link level were 
addressed, in addition a subset of these were identified as the framework for the test environment 
for evaluating the advanced algorithms in later chapters.
In summary, the aim of this chapter was to identify the context for this thesis, and to recall the 
assumptions and constraints relevant to the UMTS WCDMA FDD downlink physical layer 
transmission format. These will be considered as the framework for investigating the impact of 
the channel conditions on WCDMA receiver performance in chapter 3. Furthermore, the frame 
structure defined will identify the preliminary assumptions and constraints for the design of the 
channel and delay estimation units that will be elaborated in chapter 4, and chapter 5 respectively. 
A global objective of this thesis is to jointly analyse these on a RAKE platform, as a proposed 
solution for the “Adaptive RAKE Receiver. The simulation results will be given in chapter 6.
Chapter 3 will now provide a description of the reference evaluation tool based on the 
assumptions and constraints given herein.
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Chapter 3
3 RAKE RECEIVER PERFORMANCE
In this chapter we explore the reference evaluation tool that will be the basis for advanced studies 
on delay and channel estimation for WCDMA systems. It is the aim of this chapter to provide a 
validated platform based on a well known physical layer scenario, and to provide a source of 
comparative results for the advanced research chapters.
In the first instant, we provide a detailed analysis of the matched filter receiver followed by a 
study on the characterization of a typical WCDMA channel. This study highlighted the 
dependency of the distortion of the channel on Doppler spread, and the mean delay spread of the 
channel, which is a function of mobile velocity and the terrain type respectively.
The RAKE receiver detector was then investigated, as it can exploit the energy from the available 
taps, and it is foreseen that the RAKE will be employed in the first round of terminal receivers 
due to their low complexity. An analytical derivation for the BER performance is given, assuming 
a narrowband, and wideband channel model. The performance curves were compared with the 
reference evaluation platform based on a single user system, considering perfect delay and 
channel estimation, but with the effects of MPI (multi-path interference) accounted for. These 
results will provide the benchmark for the subsequent research chapters.
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3.1 Matched Filter Approach
In simple CDMA systems, the desired signal is distinguished from the multiple access users by 
distinct orthogonal codes. In this thesis, we investigate the impact of the channel characteristics 
on the desired signal, and therefore minimal emphasis is given to the effect of MAI on receiver 
performance, or detection techniques to overcome this (Although, we will refer to MAI 
occasionally to enhance understanding of the context). However, a simple receiver in this case is 
assumed to be a single user system, with the channel distorting the signal by adding AWGN 
interference. We assume no channel coding, or interleaving which serve just to enhance the 
average BER detection, but do not dictate the performance of the estimation scheme mentioned 
hereafter. A general receiver architecture is shown by Figure 3-1.
F ig u re  3-1 G eneric  s igna l transm iss ion  cha in
In this scenario, which may be considered a line-of sight path between the base station and the 
mobile, can be considered the best possible channel conditions a mobile can experience; in this 
situation, the channel does not distort the frequency spectrum nor the statistics of the desired 
signal. In this instance, the matched filter detector is the optimum receiver [Proakis 01] to 
demodulate the signal to attain the original transmitted sequence.
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3.1.1 Matched Filter Detection
The deterministic signal is spread in time, and subjected to an AWGN channel. This will result in
a sequence of Gaussian uncorrelated signals. The resulting signal is projected onto a filter that is 
matched to the spreading code, thus despreading the signal, and maximising the probability of 
detection. The derivation for the optimum receiver, for a signal in the presence of Gaussian 
statistics is recalled here.
3.1.1.1 Signal Decomposition
Signal subspace can be used to provide an optimum measure of detection for signals in the 
presence of AWGN. The technique is based on completely representing the signal set by a set of 
orthonormal vectors. The received signal is projected onto these vectors to separate each 
component onto a branch, a correlation function then provides a measure of detection to indicate 
the presence of the specific signal within the orthonormal set. Lets pre-assume the signal is 
projected onto a parallel bank of N cross-correlators, that project the signal onto a basis function, 
that represents an orthonormal vector within the signal subspace.
T T
The signal is now represented by the received vector r, where the elements map to decision 
variables that represent the detected values of each component of the signal. In particular, smb will 
map to a signal value m, within the set of N possible signals. nk is an independent random variable
\r(t)fb (t) =  jb„, (0 + n(t)]fb ( (3-1)
0 0
b, b=\,2,..,N (3-2)
where
T
(3-3)
o
T
(3-4)
o
that arise from AWGN. Moreover, the received signal may be expressed within the time interval 
0<t<T as:
N N
(3-5)
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N
L rbfbV) + n{t) (3-6)
where the term nit) reflects the noise components that are not represented within the signal
subspace subset, and in addition are orthogonal to the signal subspace. 
N
(3-7)
1
Therefore, the correlator output conditioned on the presence of the signal m can be defined as 
Gaussian r.v.’s with a mean:
The decision criteria is based on selecting the signal that maps to the maximum of the set of 
posterior probabilities. Using Bayes rule, we may define the posterior probabilities as:
where the P(sm|r) is the conditional probability density function of the random variable r, 
conditioned on sm and P(s,„) is a priori probability of the mUl signal being transmitted. The 
denominator is given by:
The decision criteria can be simplified by assuming all signal vectors sm are equally probable i.e. 
P(Sm) = 1/M for all vales of m, and further noting that the denominator in (3-11) is independent of 
which signals are transmitted. Finally, the decision rule that was based on maximising P(sm|r) is 
equivalent to finding the signal that maximises p(r|sin). The latter is typically denoted the 
likelihood function. The decision criteria, based on finding the maximum of the set of possible 
posterior conditional probabilities, is called the maximum a posteriori probabilities (MAP). In the 
case of AWGN, the likelihood function p(ijs!n) is given by:
E(rl>) = E (smb+ n „) = Smb (3-8)
3.1.1.2 MAP Detection Rule
There is a need to design an optimum detection rule that allows the system to detect and choose 
the signal m that was transmitted with the highest confidence. A decision rule with the application 
of a matched filter supports this by choosing the option that maximises the probability of having 
received sm based on the received vector r.
P(signal sm was transmitted | r), m = I,2,...,M (3-9)
(3-10)
M
( 3 - 1 1 )
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p(r|s„)=-r—— w « exP
{■ H E )
f  (rb
w N,
Which can be further simplified to provide:
(3-12)
I n  p( r  | s  J  =  - i  -  s j  ( 3 - 1 3 )
*  N 0 b=l
Thus the maximum of the In pCrlSm) over sm is equivalent to finding the signal sm that minimizes 
the Euclidean distance
N 2
D ( r , s J  =  £ ( / - , , - a , , , , , )  ( 3 - 1 4 )
6=1
where D(r, Sm) is called the distance metric, and therefore may be dropped to provide the 
modified distance metric.
D(X,sJ = f , r 1b - 2 Y trbsmb + J^s2„,b ( 3 - 1 5 )
b=1 b=1 6=1
The value r2 is common to all metrics, and therefore may be dropped to provide the modified 
distance metric.
0 ( r , s n l )  =  - 2 r . s , „ + | s , „ | 2  ( 3 - 1 6 )
Finally, selecting the signal that minimises -D ,  is equivalent to selecting the signal that 
maximises the metric C(r,sm).
C ( r , s , „ )  =  2 r . s , „ - | s „ ,  |2  ( 3 - 1 7 )
It can be seen in eqn(3-17) that the expression results in a correlation of the received signal with 
the signal vector provided from the signal set. This is commonly known as the correlation 
detector, or alternatively the same results may be achieved by the application of a matched filter 
to the received vector over the time interval T. The matched filter is the optimum detector for 
signals in the presence of AWGN noise, and we now proceed to provide a figure of merit on the 
receiver performance in terms of BER performance given that we have M-ary PSK performance 
and an AWGN channel.
3.1.2 AWGN Performance for Code Matched Filter
In this section we emphasize the derivation, and BER performance of a code matched filter in the 
presence of AWGN channel. As this scenario, typically denotes the best possible receiver 
performance, we can use simulation results as benchmark against future system performance.
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Furthermore, the BER derivation methodology in this instance, will allow us to make connections 
with more sophisticated BER expressions, for channels with statistical time varying properties. 
We now recall the BER performance for a code-matched filter in the presence of an AWGN 
channel.
3.1.2.1 Quantification of AWGN Channel Performance for M-ary PSK
Digital-phase modulated carriers can be given by :
1 < m < M"ijt
27fct +— (rn-l) 
M 0 < t < T
and can be represented in vector notation as:
(3-18)
s... = (3-19)
where Es-  Vi Eg is the energy in each of the waveforms, f(t) is the pulse shape, M is the total 
number of possible symbols, and/cis the carrier frequency.
Therefore if we assume the optimum detector, then we must project the received signal with all 
the possible values of sm so as to maximise the metric C(r,s,„). However, this detection scheme
is the equivalent of the phase detector, that calculates the phase of the received signal, and 
chooses the signal vector that has the phase closest to the detected value.
Therefore the phase of received vector r is given by:
Qr = tan' 1 ^  (3-20)
n
This value is then used to calculate the probability of error.
If we assume that the transmitted phase is zero, corresponding to s0= [yj~E£ 0], the received 
vector would be:
I T-l " ,K = JE . + n.
1 ^ s 1 (3-21)
r2 = n2
However, as ni and n2 are jointly Gaussian r.v’s, it follows that i i and r2 are Gaussian too, with
E(r0= -yjlj , E(r2) = 0, and = — N0 = i f . Moreover, if we assume a change of variable
2
so that:
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A = V ri2 + r2 and $  = tan 1 — (3-22)
Then the pdf of the transmitted signal phase is the presence of noise will define a measure of 
spread in the measured signal, that consequently can be mapped to the amount of error inherent in 
the signal.
(  a2
PaJ A ,& ) =  —— 5-exp 
2na.
A* + Es - 2 f f A  cost?
2a:
(3-23)
We are interested only in the phase distribution, so we eliminate A by integration to generate:
P(&r)= ]p (A ,& r)dA
0
_  _JL_^ -2^ Jsin2i9r r^-(A-3/4^ 7cos7?,.)2/2^4
2 n
(3-24)
where VFS is the SNR per symbol.
Therefore, the probability of symbol error is defined when the noise component forces the phase
71 71
to fall outside the defined range < < — , so that the symbol error is given by:
M  M
(3-25)
n
M
Generally this integral can only be evaluated in closed form for M = 2, and M = 4. Therefore, for 
BPSK modulation, the BER expression is given by the well-known Q function.
2E„
(3-26)
For QPSK modulation, we have two binary signals in phase quadrature. But since there is no 
interaction between them, the bit error rate probability is identical to the latter expression, 
however the probability of receiving two correct bits is given by:
\2P c symb — (1 "P m=2)
And therefore the symbol error rate probability is denoted as:
(3-27)
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(3-28)
3.1.2.2 AWGN Simulated Performance
We recall the simulation parameters for the evaluation of an AWGN channel in the presence of a 
CDMA signal in Table 3-1
Simulation parameters Values
Spread Factor 32
QPSK Modulation M=4
Coding/Interleaving N/A
Spreading Code OVSF
Chip rate 3.84 Mcps
Oversampling factor 1
Velocity 120 km/h
Channel Type Single tap: Line-of-sight
Demodulator Type: Code Matched Filter
Detector Type MAP
Channel Estimation Perfect
Delay Estianmation Perfect synchronization
Table 3-1 A W G N  simulation parameters
In Figure 3-2, we show the BER performance for a single user system in the presence of AWGN 
noise.
Psymb ~ 2Q
\2E,
N ° y
1 - - Q
2
2 E,.
N° y.
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In summary, this type of channel conditions are too optimistic, and we now look at the impact of 
introducing statistics into the desired signal. Typically, in cellular environments we have non-line 
of sight taps, that are modelled by Rayleigh processes. Section 3.2 will elaborate further the 
mobile propagation channel, that will illuminate some additional design requirements on the 
simple matched filter design so as to overcome the mitigating effects of the channel and preserve 
link quality.
3.2 Mobile Propagation Channel
Usually, the type of channel that are considered involve linear filters with AWGN that exploit 
adaptive filters to combat the effect of ISI. In this section, we try to characterise a time varying 
impulse response channel, that will provide the impetus to modify the receiver design 
requirements to overcome the effects of distortion on the signal introduced by a multi-path 
propagation.
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3.2.1 Channel characterisation
Channel characterisation is a traditional and extensive topic, [Lee 93][Laue 98] [Saunders 99] 
[Sklar 97] all provide a comprehensive treatment of this subject. Antenna and propagation is still 
an active subject, and many studies are conducted to attain accurate channel models for the 
specific scenarios under study, as average standard models cannot be applied to specific 
environments without loss of accuracy. In today climate, with the emergence of research into 4G 
communications, now studies are targeted towards characterising MIMO channels [Fitness 02], as 
multiple antennas at the handset can now be a possibility. In any case, a real channel environment 
can be quite complex to model accurately, however if we apply the Wide Sense Stationary- 
Uncorrelated Scattering (WSS-US) assumption, this allows us to approximate quite closely a real 
channel by an FIR filter, with time varying filter coefficients that reflect the narrowband 
components. In this section, we elaborate on how we can arrive at the wideband channel model 
assumption, and provide an overview of narrowband channel modelling. We now develop the 
characterisation of the channel by first analysing the effect of delay, and Doppler spread on the 
channel impulse response based on [Proakis 01] methodology, and then charactering the channel 
under four different modes of operation. The output from this analysis will define how we 
characterise the channel in the link level simulations, and will lay down the need for more 
advanced receiver architectures such as the so called “RAKE receiver” to exploit the adverse 
effects of the channel.
Where xl5 and x2 are two variables from the stochastic process. If we let At = 0, and apply the 
uncorrelated scattering assumption, where the complex quantity of two channel taps are 
completely orthogonal, the resulting function is the output power delay profile of the channel, 
which is given by:
3.2.1.1 Delay Spread Effect
A starting point is to consider the baseband equivalent channel as a low-pass complex valued 
random process in the time domain .
c ( T , t ) (3-29)
where x is the channel delay variable, and t is continuous time.
The autocorrelation function is given by:
(3-30)
0ADT(7) (3-31)
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This is usually measured by transmitting a very narrow pulse, and cross-correlating the received 
signal by replicas of itself, the measured function results in a parameter that dictates the average 
range of delays which result in non-zero correlation values, which is denoted by Tm.
The Fourier transform of the autocorrelation function results in the spaced-frequency correlation 
function of the channel, again under the same assumption of uncorrelated scattering, and At =0
Therefore the average multipath delay spread of the channel can be mapped to the coherence 
bandwidth of the channel (Affc) by the expression:
Therefore the channel will have two main modes of operation for a stationary user, if the signal 
bandwidth is smaller than the coherence bandwidth, the channel will deem to be non-frequency 
selective, that effectively translates to a scenario where all frequency components of the signal are 
attenuated equally in amplitude and phase, and hence the channel will not introduce any Inter- 
Symbol-Interference (ISI). However, if the channel is frequency selective, the channel will distort 
the signal bandwidth in non-uniform manner, thus introducing ISI.
3.2.1.2 Doppler Spread
A second form of distortion arises from user mobility, introducing Doppler spread. To 
characterise Doppler spread, the spaced-frequency, spaced-time autocorrelation function is 
defined , which is based on the Fourier transform of the autocorrelation function.
To relate a spectral perspective to the time variations of the channel related to Doppler spread, the
« W ( A / ) =  ^ ADT{ T ) e - i2^ d t (3-32)
m
(3-33)
^ f f - d ( / i . / 2 ; a 0 =  i<l>ADT('ru&)e~J2"¥r'drl = </>AFr{Af-,At) (3-34)
Fourier transform of the spaced-time spaced-frequency function with respect to the time variable 
At is defined.
S/ i( A / ; / l ) =  ^ AFr( A f - ,A (3-35)
With Af set to zero, then sA (0;/l) = SA (A ) , the relation becomes
+ U )=  l<t>AFr(At)e-t2MldAt (3-36)
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The function S* is the power spectrum as a function of Doppler frequency X.
The range of values over which S* (X) is essentially non-zero is called the Doppler spread of the 
channel Bd. The reciprocal of Bd is a measure of the coherence time of the channel. Therefore, 
when the user is non-stationary, the channel can be characterised by further two states. When the 
user is stationary, the channel is time-invariant, this is defined by <fiAFr (A?) = 1, so that the 
Doppler power spectrum results in a delta function, and there is no distortion introduced by the 
channel due to Doppler spread. Moreover, a fast fading channel will have a low coherence time, 
that will effect the channel estimation peiformance if the symbol duration is close to this Doppler 
metric. Finally, Sx if ,X ) , and (f)AFT (A/, A?)are related by the double Fourier transform.
S / t , X ) =  ] ] ^ 1T( A / ;A r > + M " e--'2“ v  d M d A f  (3-37)
This function is called the scattering function of the channel, and provides a measure of the 
distortion introduced by the chamiel by user mobility resulting in Doppler spread, and the average 
power output of the channel due to the multi-path scattering environment.
We now modify the AWGN channel to accommodate all four different channel scenarios, the next 
sections investigates the non-frequency selective channel model, and the wideband channel model 
respectively.
3.2.2 Non-Frequency Selective Time-Variant Channel
The choice of signal bandwidth dictates the attenuation provided by the channel. If the modulated 
signal bandwidth is lower than the coherence bandwidth defined by the channel, all signal 
components are attenuated in amplitude and phase equally. Therefore, the channel under these 
conditions is said to be frequency non-selective. In addition, if we user is considered to be static, 
the channel is said to be slow fading. The received signal under the stated channel conditions can 
be given by :
oo
r ( f ) =  Jc(T,t)s(t-T)dT (3-38)
where r(t) is the convolution of the transmitted information source and the time-varying channel 
function. Alternatively, the received signal can be viewed from the frequency domain, therefore 
straight convolution may be translated to multiplication in the frequency domain.
oo
! ■ ( / )=  \c(f-,t)s(f)eJ2*df (3-39)
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Therefore when the signal bandwidth is much small than the coherence bandwidth, the channel 
may be characterised as C (0,t), and the received signal is defined as:
r ( t )  =  C (0 \ t )s ( t )  (3 -40)
where C ( 0 ;0  =  a  (t )e 'J0l°  and m odelled as a com plex gaussian random process, a ( t ) is the time
varying amplitude response given by Rayleigh process, and is the phase response that are
uniformly distributed in the range [-71, 71]. The rate o f  fast fading can be determined by the 
Doppler pow er spectrum
3.2.2.1 Narrowband channel modelling targeted to Simulation
In this work, the channel is based on [Patzold 94], to generate a time-varying narrowband channel 
model. The Rayleigh m odel is generated using a weighted-set o f  sinusoidal processes to generate 
a correlated Raleigh random sequence. A  set o f  deterministic values are calculated to provide the 
weighting coefficients to m odel the stochastic process.
Traditionally, the correlated Rayleigh random variables were generated using a linear digital 
filter, to provide smoothing, fo llow ed  by linear interpolation to generate the correct sampling rate. 
Patzold model is a w ell used m ethodology that provides a more efficient approach to channel 
m odelling, by using deterministic functions to provide a com plex Rayleigh random variable. The 
simulation model is given by Figure 3-3
Figure 3-3 Patzold Rayleigh model
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The Rayleigh model is presented by set of weighted of sinusoids where \}/1, the real part, is given
where Nd represents the maximum number of sinusoidal elements, cn is the Doppler coefficient, fn 
the discrete Doppler frequency and 0n is the phase, which is a random variable distributed in the 
interval [0..27i]. The entity t = kT, is discrete time, which is defined by the sampling interval T, 
and the time index k=l,2,.. The Doppler frequency and coefficients are calculated using the 
method of equal areas so that the resulting deterministic process provides a power spectral density 
which closely resembles that of Jakes power spectral density [Proakis 01]. A full derivation of the 
expressions used to calculate the Doppler frequency and coefficients are given in the Appendix
3.2.2.2 Wideband channel model targeted to simulation
hi this scenario, the signal bandwidth is greater than the coherence bandwidth of the channel, thus 
resulting in transmission rates higher than the band-limited channel bandwidth, at the expense of 
ISI. Although, it will be demonstrated in subsequent sections, that this effect may be desirable and 
exploited to provide a diversity gain at the receiver by using a RAKE demodulator.
According to Nyquist sampling theorem, a signal that is transmitted through a band-limited 
channel can be represented by a Sine function to limit the effects of ISI. Thus the base band 
signal, for this purpose may be represented by the defined signal representation.
by:
(3-41)
and \|/2 , the imaginary component, given by:
(3-42)
3A.
(3-43)
where S(n/W) is the pulse shape, W is the signal bandwidth, and n an index parameter.
Whose Fourier transform is:
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s(f)
W
-m | f| < V
(3-44)
The noiseless received signal may be expressed as: 
r(t)= ~\c(f-,t)S(f)e™'df
Substitution of signal base band into above formula will provide:
(3-45)
H ) df
W it w
(3-46)
W
\t
We see from (3-46), that r(t) is the convolutional sum. Therefore this may also be expressed as:
1 00 ( ( n \
r(t) = — Y s \ t - — C — J (3-47)
w i t  I W) \W J
It is easier now to define a time variable for the channel coefficients:
Cc(t) = — C 
W
resulting in
r n
— \tVW j (3-48)
(3-49)
This latter expression defines that the channel may be expressed as a tapped-delay line filter, 
whose coefficients are time-varying. Figure 3-4 shows a tapped delay model representation for a 
wideband (frequency selective) channel.
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F ig u re  3-4 W id e b a n d  channe l m odel
Figure 3-4 channel definition will be used throughout this work. The tapped delay model is said to 
have maximum length defined by the coherence bandwidth, and is typically depicted to have 
L = \}VTm\+\ taps. The resolution of the filter is defined to be 1/W, therefore any signal
components arriving within this time window will be transparent to the receiver. Each tap is 
considered to be complex-valued wide sense stationary random variables, and in typical mobile 
environments each tap can be considered to be Rayleigh processes with uniform distributed 
phases, as defined in 3.2.2.1. Furthermore, it can also be assumed that each tap relates to 
uncorrelated scatterers, with 1/W relating to the path interval between taps.
3.3 Channel Demodulator
In section 3.2, the characteristics of the mobile propagation channel were investigated. We now 
investigate the receiver architecture and performance given a narrowband, and wideband channel. 
The aim is to establish a detailed analysis of the RAKE receiver architecture using the previously 
defined channel models. Furthermore, the joint application of the wideband channel, and the 
RAKE receiver architecture with perfect delay and channel estimation is considered in this thesis 
to be the reference evaluation tool for subsequent chapters. We now consider the narrowband 
channel demodulator performance.
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3.3.1 Narrow band Channel Demodulator
Previously, the error rate probability was obtained for a binary signal in the presence of AWGN 
for a matched filter demodulator. The error rate probability was based on the assumption that the 
attenuation introduced by the channel was fixed. This was known as the conditional bit error rate 
probability. Now we assume that the channel is time-varying with Rayleigh statistics that is 
defined as:
Therefore the bit error probability must be averaged over the range of SNR values that follow chi- 
squared statistics.
3.3.2 Single User CDMA performance for Rayleigh Fading Channel
The simulation parameters are given by Table 3-1, except in this instance, the transmitted signal is 
attenuated by a narrowband channel, in the form of a Rayleigh fading envelope. Figure 3-5 shows 
QPSK performance for single user system under Rayleigh Fading conditions.
p(Yb) = ^ r e n ,yb> 0
n
(3-50)
Rayleigh fading amplitude obtained in section 3.2.2.
(3-51)
This integration leads to the well-known expression [Proakis 01]
(3-52)
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Eb/No [dB]
F ig u re  3-5 N a rro w b a n d  Q P S K  p e rfo rm a n ce
RET Reference Evaluation Tool; 1 RAY Analytical single tap Rayeligh Performance
However, when we apply a wideband channel, the simple matched filter is no longer optimal, the 
effects of Multi-Path Interference (MPI) due to delay spread, causes the desired signal to lose 
orthogonality with itself, so that the energy from the multi-taps are wasted, and furthermore 
causes destructive interference on a large scale; this is particularly noticeable in high SNR 
environments. Therefore this provided the impetus for the RAKE receiver design.
3.3.3 Wideband Channel Demodulator
Having characterised the channel to be represented by a tapped delay line, this permits to mould 
the design requirements of the demodulator that will provide the optimum performance. Therefore 
the optimum receiver will be one that can exploit all the energy from the multi-taps, and 
constructively combine these to maximise the signal-to-noise ratio per bit. Therefore, the 
optimum receiver will lead approach the performance of an Lth order diversity system. In reality, 
this provides the lower bound on performance in a wideband channel system, however the RAKE 
receiver can approach this when using long spreading codes.
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3.3.3.1 RAKE Processing
The R A K E  receiver was first conceptualised by Price and Green[Turin 80], and has been prone to 
many studies over the years. The R A K E  in fact is a matched filter that consists o f  several matched 
filters that are used to recover the desired signal energy from  each multi-tap channel, therefore 
there will be a processing arm for every significant tap in the channel impulse response. The 
R A K E  operation is somewhat analogous to a R A K E  instrument, in that it used to R A K E  in all the 
available energy from  its surroundings. It is assumed that the R A K E  receiver has perfect 
know ledge o f  the delays o f  each tap from  the channel impulse response. In addition, the channel 
is slow ly fading which means that the amount o f  phase introduced by the channel is constant 
throughout a sym bol duration, and will change very slow ly over a long period o f  time, so that we 
can assume that the R A K E  receiver w ill have perfect knowledge o f  the phase for each tap. 
M oreover, based on the aforem entioned assumptions, the recovered signal com ponent from  each 
R A K E  tap, is com bined coherently so as to recover the full energy from  the transmitted sym bol. 
There are several com bining schemes that can be incorporated to constructively collect the energy 
from  the R A K E  arms; Selection Diversity com bining, and Equal Gain com bining have been 
investigated, but M axim al Ratio C om bining [M iller 98] provides the most optimal solution as it 
maximises the SN R o f  the decision variable.
Furthermore, chip versus sym bol level com bining has also been investigated [Gan 02], and it was 
concluded that both provide the same link level performance, but in terms o f  com plexity, sym bol 
level com bining is the most feasible option; channel estimation is hard to implement at the chip 
level, as it requires more computational cycles.
F ig u re  3-6 R A K E  d e m o d u la to r
CMF C ode M atched Filter Cn n"1 Channel C oefficient L  N o. o f  Rake Arms
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3.3.3.2 RAKE Performance Evaluation
The following provides a complete mathematical description of the RAKE receiver performance. 
The analysis is based on the reference evaluation tool (simulation tool has a six tap channel model 
and RAKE; whilst only four taps are shown here) proposed by Figure 3-7. The description defines 
the signal model, the channel model, and the components of the decision variable.
3.3.3.2.1 Signal Model
The data waveform can be expressed as:
^ ( 0  =  J ]  W t ~  KhT) (3-53)
frh =-°°
where UT =1 for 0 <t< T and zero otherwise, 1/ T is the data bit rate, and d(ich) consist of 
elements { -1,+1 }.
Interleaving ^  Encoding Modulator
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Demodulato
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MRC
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Despreader D~|C=[
I
Despreader D, y
1
Despreader y = 1), c.
I
Despreader — D, L
Figure 3-7 Proposed Reference Evaluation Tool
The channelization codes can be written as:
co
C( 0  =  ^  C0ch )U pc ( f  ~  hh^c ) (3-54)
> ch = -°°
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where c(ich) consist of elements]-1,+1}, and Tc is the chip period. The complex scrambling code 
is shown by eqn(3-55)
ich = -°°
j—(2/1+1)
where m(ic) g e 4 and n = {0,..,3}, and PTc is a pulse function. The scrambling code is 
assumed to be periodic with a phase period of 38400 chips. Therefore the transmitted signal can 
be given by:
where Ec is the energy per chip, KT is the total number of users , k index is the k* user, wc is the 
carrier frequency and @is the phase of the earner.
3.3.3.2.2 Channel Model
The wideband channel model is composed of uncorrelated narrowband Rayleigh taps, where each 
path is modelled by a series of weighted sinusoids with uniformly distributed phases to represent 
the delayed multi-paths. All simulations in this thesis assume thirty sinusoids to model the 
correlated Rayleigh distribution, and sufficient for the wide sense stationary property to hold. The 
channel model is given by:
where ap (t) is the path amplitude, and (pp is the path phase that is uniformly distributed in the 
range {0-2n} .tp is the path delay and L represents the total number of paths.
3.3.3.2.3 Receiver model
The received signal, r(t), is formed by the convolution of the channel impulse response with the 
transmitted signal:
(3-55)
(3-56)
(3-57)
r(/)= f / a p(t)e^ indk(t~Tp)ck( t - j(Oc{l-Tp)e-j(00t
(3-58)
+ n(t)
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f f f f ¥ ca p{t)eie'wdk{ t - t p)cl ( t - T p) m ( t - T p)e
T L
j[2nm U,z(0 (3-59)
*= i p=i
where co0 is the estimated oscillator frequency used to convert the received signal down to 
baseband; 0 is the path phase which incorporates the carrier phase delay and the random path 
delay (i.e. cpp - goctp ); Af is the error frequency; and n(t) is the complex valued AWGN noise with 
a power spectral density given by N/2.
3.3.3.2.4 Demodulated Signal
A Rake receiver structure is used to demodulate the wideband signal. A Rake receiver 
implementation would constitute a delay estimator to track the scrambling code sequence, to 
ensure that the matched filters are aligned with the delay of each path in order to attain optimal 
depsreading. In this analysis we consider perfect carrier phase recovery, delay and channel 
estimation so as obtain a true performance measure. We also consider no scrambling code, as the 
presence of all these elements just serve to diminish the BER performance of the demodulator, 
and to hide the true gain obtained from estimation schemes that are pursued later on in this thesis.
Therefore, the received signal is demodulated using a code-matched RAKE filter thus resulting in 
a decision variable at the Xth sampling interval, for the kUl user. This variable is given by four 
components, the signal of interest Ds, a multiple access interference term DMai> a multiple path 
interference component Dmpi, and DN, which is AWGN.
The desired signal is given by:
and where R(0) = Eb , is the energy per bit. The multi-path interference can be shown by (3-62)
(3-60)
where the periodic autocorrelation function R (r) is given by:
(3-61)
(3-62)
The Multiple Access Interference term (MAI):
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DLM  = E Z  £k  W eje**a, (x)e-Je>mR(t, -  ) + 'wa,(x)e‘° 'WR*(t, -  )]
A=1 /=l j= l  k*h
(3-63)
where h refers to the desired user index, 
and the AWGN term can be defined as :
D,,0, J k ) = / £ [ a , ( k ) e te'(kh i;(k ) + a i(k )e -ie 'Mn;(k)\ (3-64)
2  f=l
3.3.3.2.5 Link Level Performance
Much research has been done on the performance evaluation of the RAKE receiver, in the 
presence of perfect channel estimation. [Cheun 97], [Kaasila 99] provided closed-loop 
expressions for the average BER performance for single finger RAKE, Selection combining 
RAKE receiver, and MRC RAKE, which take into account the impact of MPI, and multiple users. 
Furthermore, [DelRe 98], [Norbert 94] [Boujemaa 00] [Mar 97][Mazzini 95] have investigated 
practical RAKE receiver system performance for both uplink, and downlink CDMA systems. In 
particular, [Mar 97] investigated the impact of other cell interference and imperfect power control 
on the forward, and reverse link in CDMA system, and validated the results with analytical 
expressions.
[Sun 00] investigated the impact of the code assumptions on RAKE receiver performance. 
Typical performance derivations may assume ideal spreading codes [Proakis 95], where the 
following are assumed:
• period of the spreading code is equal to the symbol period
• autocorrelation of the spreading code is zero at non zero offsets
• the effect of the data symbol is negligible
• The delay spread of the channel is shorter than the symbol period
• The noise terms in the finger outputs are uncorrelated.
In reality, all these assumptions are too optimistic, therefore leading to overestimating RAKE 
performance in practical applications.
The effect of tap spacing on the RAKE performance was investigated by [Kim 00]. It was 
concluded that the RAKE performance can be improved by increasing the number of taps, so that 
on average it may gather more energy. However, reducing the time interval between the taps will 
increase the correlation between the multi-taps thus diminishing the overall gain. [Balachandran 
99] studied the RAKE finger assignment strategy for fractionally spaced multi-path, and found
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that all fingers should be first assigned to multi-taps that are separated by at least a chip, and then 
the rest to resolvable sub-chip multi-paths, in order of their measured power.
There has also been extensive research into enhancements of the RAKE design by exploring 
antenna diversity, interference cancellation, increasing the number of resolvable paths, and 2D 
Rake. [Yi 00] investigated adaptive interference cancellation and antenna diversity to overcome 
the adverse effects of the channel, and to suppress MAI. These enhancements improved BER 
performance substantially compared to conventional RAKE systems. However, for large number 
of users (30), the results of both systems converged together to a common noise floor. [Dohi 98] 
looked at increasing the chip rate, and exploiting antenna diversity, and noted a considerable 
performance increase due to a larger number of resolvable paths, however at the expense of 
complexity. [F. Min 98], [Khalaj 94] analysed the design of a 2D RAKE, that effectively is based 
on the concept of a SIMO (single input multiple output) channel. A first stage matched filter bank 
is used to select the strongest signal from the set of M spacial beams, for each multi-tap arriving 
with the same delay. Therefore, the strongest set of multi-tap signal is then fed to a second RAKE 
stage, where the signal is decoded in the typical manner. A significant capacity increase was 
observed with this technique, at the expense of extra complexity, and antenna elements, which is 
not a feasible option for the downlink.
3.3.3.2.5.1 Nth Order Receiver with MRC application
To obtain the average BER performance of the RAKE structure, we assume maximal ratio 
combining, and a single user system. It can be seen that only multi-path interference will provide 
a source of interference, and this entirely dependant on the correlation properties of the codes, and 
on the distribution of the multi-tap delays. For orthogonal multi-paths (zero delays between taps 
and using Orthognal Variable Spreading Codes (OVSF) with a different code on each tap), then 
we may consider the MPI terms to be negligible. In this mode of operation the RAKE receiver 
acts as an Lth Order diversity system.
The BER performance (P2) of the RAKE receiver with perfect channel estimation, and no MPI is 
given by averaging the conditional error probability expression with the fading channel statistics 
emanating from an L-tap system.
A = (3-65)
o
where,
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p{r!)=
Yt_
— r ^ 7a (3-66)
(3-67)
where y{ is the instantaneous signal-to-interference ratio, ya is the average signal-to-interference 
ratio, L is the number of fading channels, p(x, )is the pdf of the fading statistics and P2(yi) is
the conditional error probability for memoryless BPSK modulation based on a single tap channel, 
with no fading.
The resulting expression for the average BER for an Lth Diversity RAKE is:
P2 =
■ L-1
zk=0
(L-\+k\
(3-68)
where,
vl+n
(3-69)
In Figure 3-8 we compute the theoretical curves using (3-68), and compare these with the 
simulated results from the reference evaluation tool, given a 2, 4, and 6 tap MRC combining 
RAKE system. The results show the validity of the simulation tool.
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10 15
Eb/No [dB]
F ig u re  3-8 B E R  p e rfo rm a n c e  o f  an 1th o rd e r d iv e rs ity  system
RET Reference Evaluation Tool; MRC Maximal Ratio Combining; L No. of RAKE arms
From Figure 3-8, it can be seen that as we increase the number of taps, we can obtain greater 
diversity gain; this is because the probability of complete signal outage is minimised. Moreover, 
as we increase the number of taps, the channel approximates to an AWGN channel as shown by 
Figure 3-9.
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LUCQ
Eb/No [dB]
F ig u re  3-9 B E R  vs. E b /N o  fo r  L ,h o rd e r c o m b in in g
3.3.3.2.5.2 Nth Order Receiver with Unequal SNR
The case in which the SNR is equal on all taps results in the maximum diversity gain. However, 
when we have unequal power on each tap, the diversity gain is reduced. The expression for the 
theoretical BER performance for this instance is given by [Proakis 01] :
z /=!
1- r,
\ + y,
(3-70)
where
T , = n ^m Yi-Yii*i
(3-71)
y ,, y. are the average SNR for the 1th tap, and ith tap respectively.
Figure 3-10 provides simulation results for the unequal SNR case. The theoretical curves are 
generated for a two tap channel, given a power distribution of OdB, 2.55 dB, and 2.78 dB above
- e -  mrc1
mrc2
mrc4
—b -  mrc6
- 0 -  mrc10
-4t- mrc20
AWGN
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the nominal equal tap power case. The results were compared against the RET simulation, where 
again we assume distinct spreading codes on each tap with zero tap delay.
10°
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Eb/No [dB]
F ig u re  3-10 B E R  p e rfo rm a n c e  fo r  L th  o rd e r d iv e rs ity  system w ith  un equa l SNR
mrc maximal ratio combining; ugc unequal SNR MRC (% of power in tapl)(% of power in tap2)
In Figure 3-11, we show the performance for the ITU vehicular channel A environment, where in 
this instance we have the same spreading code on each tap, and the taps are delayed according to 
the defined delay profile. Although we still assume perfect delay estimation. We compare this 
result with the analytical 1th diversity receiver performance given unequal SNR per tap, which 
results in the lower bound curve; this is labelled Chan A.
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Eb/No [dB]
F igu re  3-11 B e n ch m a rk  c u rve  fo r  R A K E  p e rfo rm a n ce  in  channe l A  e n v iro n m e n t
Figure 3-11 shows the lower bound performance that can be achieved by chan A environment. 
However, the RET chan A curve shows the effective lower bound performance as it takes into 
account the effects of MPI on link level performance. When compared to the theoretical case, it 
can be seen that MPI degrades performance considerably, and this is more noticeable under high 
SNR conditions. At 14 dB SNR, the MPI can introduce a distortion of 0.8 dB on the theoretical 
performance. In this thesis, we employ the RET chan A curve as the benchmark reference curve 
to investigate the impact of channel, and delay estimation on system performance. It is more 
realistic to leave the effects of MPI as indeed is does exist in real SUD RAKE applications, and 
furthermore we may also evaluate the impact of MPI statistics on CHEST performance.
3.4 Multiple Access Interference Issues
It is worth mentioning Multi-user Detection (MUD) schemes that are based on the RAKE receiver 
architecture. These can provide robust performance in the presence multi-path interference, as 
well as multi-users. For this reason, we mention this as alternative approach for obtaining an L,h 
order diversity receiver performance. MUD is a vast field, and out of the scope of this thesis,
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however we would like to mention that certain variants of MUD based on the RAKE receiver can 
be used to eliminate the effect of multi-path interference, by restoring the orthogonality between 
the codes.
Existing MUD schemes like the MMSE, and the decorrelating receiver can offer superior 
performance to the MUD detection problem, they are based on explicit knowledge of the users 
codes, which vary with the multi-path channel characteristics. Therefore there is a need for a blind 
detection techniques, one in particular is the [Tsatsanis 97] based on the constrained adaptive 
minimum output energy (MOE) criteria, but its disadvantage is that its performance hinges upon 
the energy of the direct path signal. Therefore [Kim 99] suggested a constrained adaptive solution 
that is based on the decorrelating RAKE receiver, the major advantage being is that it only 
requires knowledge of the users spreading code. The design solution is similar to the RAKE 
receiver, apart from the fact that the matched code vector varies with time, and converges to a 
solution that hies to decorrelate the interference in the absence of noise. The solution is known to 
have better performance than the single user detector (RAKE), as it can decorrelate the 
interfering noise, but due to noise, each arm becomes a constrained MOE receiver, that offers 
worse performance than the MMSE solution, in trade-off for blind detection.
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3.5 Conclusion
In this chapter, a detailed analysis of the RAKE receiver has been given, and the system definition 
of the reference evaluation tool. Starting from first principles, the definition of the optimum 
receiver for a signal in the presence of AWGN was emphasized, in terms of signal detection, and 
a derivation of the optimum demodulator based on the MAP detector. However, for CDMA 
system operating in vehicular environments, we need to introduce more realistic modelling. This 
led to the characterisation of the wideband channel, which we model using a linear FIR filter, 
where each tap is simulated based on Patzold model. The simple matched filter does not provide 
optimal performance; it can only exploit the energy from a single tap, and the remaining taps just 
add multi-path interference. Therefore we investigated the RAKE receiver, that can provide 
diversity gain, by exploiting energy from all the dominant taps. However, the RAKE is limited in 
performance, it is designed to be a single user detector, and therefore more advanced receivers are 
required to remove the interference from multi-path, and multi-users.
The RAKE receiver BER performance can be sensitive to many parameters, and generally 
assumptions are taken to simplify the analytical BER curves. To elaborate on this issue, the 
impact of estimation errors in terms of synchronization and channel estimation, the introduction 
of interference in terms of multi-path and multi-access, power control errors, type of spreading 
codes employed and assumptions, and finally the errors from the RF front end electronics will all 
contribute, and influence the statistics of the desired and interfering signals. To model these 
errors, and to provide a closed loop definition of the average BER perfonnance can be quite 
challenging, and therefore in this thesis we restrict ourselves to the channel, and delay estimation 
problem, given that we have a single user system, with only multi-path interference.
In this chapter, we have validated the evaluation tool, based on narrowband, and wideband RAKE 
performance assuming an L01 order diversity system. Following this, the simulated performance 
for a single user RAKE system operating in the UMTS channel A environment with the effects of 
MPI was given, assuming throughout perfect synchronization, and channel estimation. In fact, a 
progressive validation methodology was undertaken throughout so as to attain the benchmark 
simulation curves that will be exploited as a source of comparison for further work in this thesis.
An objective of this research is to investigate the impact of channel estimation on RAKE receiver 
performance, therefore in the following chapter we still assume perfect delay estimation, but now 
propose several candidate solutions to the channel estimation dilemma within the framework of a 
UMTS channel.
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Chapter 4
4 CHANNEL ESTIMATION
In chapter 3, the perfect RAKE receiver was analysed. The receiver assumed perfect knowledge 
of the instantaneous complex channel amplitude of the multi-tap components of the channel, in 
addition it was also assumed that the RAKE had perfect knowledge of the delays. In this chapter, 
the latter assumption still holds, but now the impact of imperfect channel estimation on RAKE 
receiver performance is investigated. In a realistic environment, the effect of a multi-path 
communication due to the scattering environment and Doppler spread, introduce a complex noise 
component in the decision variable, thus increasing the variance of the noise statistics, 
deteriorating the symbol error probability. Therefore this motivates the need for robust channel 
estimation (CHEST), that can estimate the channel phase quantity so as to remove the phase 
rotation introduced by Doppler spread, as well as to provide an estimate of the weighting 
component for maximal ratio combining in the RAKE demodulator. The design challenges 
involved in CHEST is targeted towards robust estimation in the presence of low SNR 
environments, and fast fading signals. In addition, finding a solution that have assumptions 
coherent with the signal model, and which is low complexity are also important elements of the 
design criteria.
This chapter will investigate the performance of CHEST solutions for CDMA systems within the 
framework of UMTS defined channels, so that the performance of improved schemes suggested 
herewith may be compared with present and traditional schemes, and have possible applications 
for 3G systems.
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4.1 Bayesian Approach
The choice of channel estimation scheme that will provide the best performance is very dependent 
on the characterisation of the input signal model; the statistics of the desired signal, and the noise 
source that will have an impact on the architecture of the estimator. Foremost in the Bayesian 
estimation approach, the desired signal is considered to be a random variable, where prior 
knowledge about the desired signal will lead to more accurate estimation. The Bayesian approach 
is based on deriving the estimated value of the desired signal that on average will give the 
minimum mean square error solution. The Bayesian Mean Square Error BMSe is defined as:
bmse (^) — p
( *\2 
0 - 0 (4-1)
where 0  is the estimated parameter, and <E> is the desired signal random variable. We now derive 
the BMse expression:
bmse =  JJ(<Z>- 0  ) 2p ( x , 0 ) d x d 0  (4-2)
where x is the received the signal vector.
f A
V
Bmse
 \ 00 A
0  =  J p ( x ) d x  J ( 0  -  0 ) 2 p ( 0 1  x ) d 0  (4-3)
where:
p ( x ,  0 )  =  p (0 1  x )p (x )  (4-4)
p(x) and the inner integral are non-negative, so we can simply obtain BMSE by minimizing the
inner integral. Let T denote the inner integral.
- f r  =  - 2 j 0 p ( 0 \ x ) d 0  +  2 0 ~ j p ( 0 \ x ) d 0  (4-5)
d  0  -»
The second integral is the area under the probability density function, that equals one. Therefore 
setting the derivative equal to zero, we obtain:
A 00
0  =  J*0jp(01 x ) d &  (4-6)
Hence the MMSE estimator, is in fact the conditional mean of the parameter O, given the
realization of samples in the vector x.
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Often, these estimators are difficult to implement in closed loop form [Kay 93], in addition we 
also need knowledge of the joint probability density function. Therefore we consider a variant of 
the BMSe biown as the Linear Minimum Mean Square Error (LMMSE), which constrains the 
input signal to be modelled by a linear system.
4.1.1 LMMSE Filter
The LMMSE are a class of estimators that assume the estimated parameter to be composed of the 
weighted sum of the received samples. The weighting coefficients are chosen so as to minimise 
the BMse- The estimator model is defined by
A N-1
®  = Y Janx[n] + aN (4-7)
H=0
where the weighting coefficients a„ are characterised by (4-8) in vector form.
a  =  c ^ c xa> (4-8)
where Cxx is autocorrelation matrix, and CxtI> is the cross-correlation vector of the desired signal 
with the vector x; a full derivation is provided in Appendix 4A. This technique is very dependent 
upon the correlation between successive samples, and also the coefficients do not depend upon 
information about the prior PDF, but emphasis on the first and second moment of the statistics. 
This technique will provide the minimum square error solution, based on the assumption that the 
signal model is linear. If this is not the case, then the solution will be sub-optimum. The values of 
the coefficients that provide the minimum square error solution, result in the error signal being 
directly orthogonal with the received signal samples, and therefore this observation leads to the 
projection theorem in (4-9).
e [ ( < P -0 ) x ] = O  (4-9)
More generally, the optimum coefficients are given by a general expression known as the 
Bayesian Gauss-Markov Theorem [Kay 93]:
<i> = jE(®) + C „H T(H C .*H T+ C J ~ 1( x - H E ( 0 ) )  (4-10)
which is based on the general linear vector data model:
x = H<D + w (4-11)
where x is the realisation of the received sequence N x 1 vector, H is the N x p observation 
matrix, <I> is the p X 1 data vector to be estimated and W is a p x 1 random vector. C$o is the data
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covariance matrix with mean E(<D) , and Cw is the covariance matrix of the vector w, that is 
assumed to be uncorrelated with the data sequence <& .
4.1.1.1 Wiener filter
An application of the LMMSE estimator is the Wiener filters. The Wiener filter is used for the 
following signal processing operations: filtering where the signal sample is estimated based on 
present and past data samples, smoothing which is similar to filtering operation but may use 
future samples for filtering, prediction that has many application is speech processing, and 
interpolation used to increase the sampling rate. All these techniques are based on the assumption 
that the signal statistics are wide sense stationary, and that there is a degree of correlation between 
consecutive observed samples. The Wiener filter uses the template estimator architecture based on 
the Gauss-Markov Theorem, but depending on the mode of operation, the desired signal and the 
received signal vector will have different interpretations.
Research using Wiener filters for channel estimation has been focused on trying to design a filter 
to estimate the complex channel value in four of its main modes of operation. The Wiener is 
considered to be the most optimum filter, if the signal model is assumed to be linear. Furthermore, 
it also assumes that we have a continuous received signal vector, that contains only information 
about the desired signal and noise statistics. In reality, when these filters are applied to 
demodulators in communications systems, the physical channel cannot afford to have a 
continuous sequence of pilot bits to provide a continuous version of the channel. Therefore the 
limited number of channel pilot bits will lead to the filter to work in a sub-optimum mode. The 
question arises of how we can exploit this limited information to provide accurate estimates of the 
channel in the least complicated way, furthermore what we can assume about the channel so that 
the filter coefficients may be pre-computed beforehand. [Lindoff 99] uses the Wiener as a 
smoothing filter. Average channel values attributed to each slot are used to obtain the 
autocorrelation matrix, and the cross-correlation matrix is obtained by finding the expectation of 
the channel value attributed to each symbol correlated with the li vector, which is a vector 
containing the average channel value attributed to each slot, extracted using the pilot symbols. 
Furthermore, the set of Wiener filter coefficients are a function of the symbol position. The 
simulation results showed that for a particular scenario in a Rayleigh fading environment, the 
MMSE solution is sensitive to the SIR measurements, and the Doppler spread introduced by the 
channel. In [Baltersee 00], the Wiener is modified to operate as a smoothing filter or an 1-step 
predictor using a decision directed mode, whilst [Sakamoto 00] [Mannnela 98] investigate the 
adaptive Wiener filter. It was investigated that the Wiener would need joint estimation of the 
SNR, and the Doppler frequency to provide the optimum filter coefficients. This was deemed 
computationally excessive to have filter coefficients for every velocity, and SNR condition, and it
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was also concluded that no estimator would work over a complete velocity range, therefore in this 
thesis we investigate alternative applications to the Wiener filter. However, as the author 
considers the Wiener filter to be the optimal solution, it is important to understand how it can be 
applied to RAKE receivers, and to convey the message why the filter behave sub optimally in 
UMTS type systems. Understanding of its limitations, will help clarify the motive for alternative 
choices, and will provide the framework for the proposed candidate solutions that are tackled in 
this chapter; as these solutions can be considered to be variants of the Wiener filter.
4.1.1.1.1 Wiener Filter Method
In the method, we assume the Wiener is operating as a smoothing filter, in addition we consider 
the following assumptions:
• A continuous pilot tone to avoid the need for decision directed functionality, and linear 
prediction.
• Perfect estimates of the SIR and Doppler spread. Therefore we will assume pre-computed 
values for the tap coefficients.
• The tap length to be equal to a slot duration.
• Perfect delay estimation
The aim of the estimator is to generate the complex channel amplitude of each RAKE finger, 
using the available pilot symbols to aid in the decision process, to form a sequence of samples that 
are fed to the estimator filter to provide the smoothed channel estimates. The estimator filter 
output will provide the smoothed channel estimates, which is used to recover the original phase of 
the transmitted data symbols, and to weight the decision variable accordingly for maximal ratio 
combining. Therefore, assuming a single user scenario, the complete decision vector Dtota), which 
is a function of the j* slot, i* symbol, 1th path, and ich chip, is defined as:
+Dm ,j <442>
Now, we buffer all the samples pertaining to a symbol, where we now define: DtotalJ,; a complex
row vector of length Sf (spreading factor length). The code matched filter is correlated with the 
received signal vector resulting in the despread complex variable corresponding to the iUl symbol, 
j* slot and 1th path, prior to channel estimation.
where cH is the code vector, and Sf is the spreading factor. X - f  can be re-expressed as :
(4-13)
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X u ’ + 4  (4-14)
where z is the noise component containing inter-path interference components and AWGN, and 
the channel amplitude coefficient and data symbol are given by a, and d respectively.
Assuming the data sequence to be pilot data, these are removed to provide a received signal vector 
that has a complete description of the channel, in the presence of noise.
X/,i zh {^i ) (4-15)
The resulting continuous channel stream is fed into the Wiener smoothing filter, to estimate a  . 
The MMSE filter coefficients are calculated using eqn(4-8):
a/,r =  XX (4-16)
-i
where C, is the autocorrelation matrix, defined as:
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(4-17)
where Tsiot and Tsynii are the slot and symbol duration respectively, an is the noise variance. 
Assuming Jake’s spectrum to model the frequency spectral density of the narrowband correlated 
channel with inherent doppler spread, 8(Tsym) are the autocorrelation coefficients, that are given 
by eqn(4-18) [Saunders 99]
(4-18)
where m = {0,1,2,..., —^ -  - 1 } ;  J0 is the definition of the Bessel function of the first kind of zero
rPsym
order. The average tap power is given by p, and/rf is the Doppler frequency, 
is the cross correlation vector, for the 1th symbol, and 1th path.
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8 fr mp)
s L ‘P~t/
(4-19)
where p represents the pUl symbol.
A Wiener filter in each RAKE tap would provide a smoothed estimate of the channel. This 
estimate would then he applied to the noisy data estimate to remove the phase distortion 
introduced by the channel, and to provide maximal ratio combining. It can be seen that in this 
mode of operation, indeed we would have optimal filter operation. However, it can be seen that 
the filter could have two modes of operation: an on-line, and off-line mode.
In the on-line mode, it can compute the correlation matrices in real time, however they would 
need to be updated on every slot which would require excessive matrix inversions, and of course 
it also assumes that we have a continuous pilot stream. In practical systems, the latter assumption 
is idealistic, and we would have at best the pilot bits that are time-multiplexed onto the physical 
data channel, and the CPICH in the pilot code-multiplexed case. Although in the latter , it may be 
considered to be continuous, however there would be inaccuracies if there were a mismatch in 
data rates between the dedicated data channel and the CPICH. In this case, the beneficial 
attributes of the Wiener filter would be hampered by the interpolation scheme that would be 
required to estimate the channel in between the pilot samples. Also, the convergence time to 
obtain the expected correlation matrices would also be long, and perhaps unacceptable, as the 
statistics vary with time.
In the off-line scenario, the filter coefficients can be pre-computed, but would be a function of 
mobile speed, and SIR. These would need to be estimated, and would introduce further 
complexity into the receiver design, let alone the estimation errors that these additional functional 
blocks would incur.
In summary, a pure Wiener filter solution is not compatible with real receiver applications. For 
this reason, many authors that do employ the Wiener filter for estimation, will use it in a sub- 
optimal mode, and therefore typically the supposedly “optimal Wiener” only performs as well as 
estimation schemes whose optimality cannot be guaranteed. However, there have been several 
studies on the true performance of the Wiener employing idealistic assumptions, such as 
[Mammela 98], [Baltersee 00].
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4.1.1.1.2 Wiener Summary
The Wiener filter uses the weighted sum of the signal received signal sequence to provide an 
estimate of the desired signal, these coefficients are chosen so as to minimise the minimum mean 
square error solution. The filter performance is based on the accuracy of the expectation of the 
auto-correlation, and cross-correlation, and on the filter tap length. To provide best performance, 
the filter length should be as long as the time coherence of the channel, over this region the 
channel signal can be presumed to be linear, and the samples to be correlated. Beyond the 
coherence region, no additional information about the estimated signal can be obtained from the 
received signal vector; it can be said the signal is completely represented by these samples if in 
the absence of noise, the channel signal were completely linear, then the MMSE would be zero. 
However, in most cases there is a degree of non-linearity that will provide some bias error, and 
the addition of noise statistics, will enhance the error. Therefore, making the filter tap too long 
will not add any extra information surrounding the signal, whilst making it too small will increase 
the filter error. Also, within a given filter window, increasing the sampling rate will result in a 
smoother filter by increasing the number of cut-off points in the frequency space, whilst 
undersampling will make the filter too wideband increasing the noise power. Furthermore, it has 
been proven [Lindoff 99] that underestimating the Doppler spread will make the Wiener sensitive 
to SNR errors, otherwise the Wiener filter provides robust estimation in the presence of SNR 
discrepancies.
In practical systems, the Wiener filter could be applied by calculating on-line the correlation 
matrices, but this can be computationally excessive due to matrix inversion calculations; in 
addition obtaining accurate statistics of these matrices can take too long, and still may prove to be 
inaccurate, thereby reducing global system capacity. Therefore, it is typical to pre-compute the 
look-up tables for the specific mobile environments, but this again this will results in excessive 
tables for accurate estimation, as a set of coefficients would be required for each velocity, and 
SNR tap value. There have been applications that have integrated velocity and SNR estimators to 
calculate the filter coefficients on-line, but estimating these parameters efficiently can be 
challenging themselves. In summary, although pure Wiener filter have optimal features, they 
cannot be used as a stand alone solution, and have led to variants of the Wiener that will provide 
sub-optimum solutions in trade-off for complexity, and compatibility to the frame structure. The 
next section investigates the LMS filter, that provides a trade-off between complexity, and 
performance. The LMS uses a recursive algorithm to converge the filter coefficients towards the 
Wiener solution, however gradient noise makes this solution sub-optimal. However, its 
application for UMTS type scenarios has been given sparse consideration, and its simplicity 
makes it an attractive solution.
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4.1.1.2 Least-Mean Square Filter
To compute the optimum Wiener coefficients requires prior knowledge of the auto and cross 
correlation matrix. In addition, a matrix inversion is needed which is not computationally 
favourable for large size matrices. To overcome these challenges, the Least-Mean Square
Wiener coefficients, avoiding the need for matrix inversions. In fact the LMS is one of the most
benchmarked [Haykin 96].
The LMS algorithm is an iterative process that aims to attain the Wiener filter coefficients, so as 
to reach the linear minimum square solution. The expression for the cost function is given by 
[Haykin 96].
where crd is the variance of the data, w are the filter coefficients, and R is the autocorrelation 
matrix of the tap input vector u(n). The mean square error function or cost function is a quadratic 
function of the tap-weight input vector. The process of attaining the optimum filter coefficients 
results in non-stationary statistics of the error signal, and the error function itself may be 
visualised as a bowl shaped surface. The minimum mean square error solution results in finding 
the minimum point on this surface; the MMSE point is defined as:
where W0 is the optimum filter coefficients.
The steepest descent algorithm belongs to the family of iterative methods of optimisation, and
recursive method that progressively attains the optimum Wiener filter coefficients, by 
incrementing the value of the weight vector in a direction opposite to the gradient vector on each 
iteration n. The recursive relation is defined as:
algorithm can be considered as a suitable candidate for adaptively converging the weights to the
widely used algorithms, and is considered a standard for which other adaptive algorithms are
J(n) = <7d -  w H (n)p - p Hw(rc) + wH (?j)Rw(n) (4-20)
7*=o3-p"w. (4-21)
provides a technique for searching a multidimensional performance surface. It is based on a
(4-22)
where ]± is a positive real valued constant and the gradient vector VJ , is given by:
VJ = -2p  + 2Rw(rc) (4-23)
Therefore substituting (4-22) into (4-23), we obtain:
w(/i+1) = w(w) + ^ |p -  Rw(n)] (4-24)
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where j.i is also referred to as the step-size parameter, that controls the convergence speed of the 
algorithm.
In reality, we need prior knowledge of the autocorrelation and cross correlation matrix to attain 
the optimum coefficients. Typically, this information is not available, therefore we need to attain 
instantaneous measurements of the gradient vector. Therefore the most straightforward choice of 
estimators are based on sample values of the tap-input vector, and the desired response.
R(n) = u(w)uH (n) (4-25)
p(«) = u (n)d* (n) (4-26)
where d(n) is the desired user data. Therefore, the resulting instantaneous estimate of the gradient 
vector is given by:
VJ(ft) = -2u (n)d* (n) + 2u(?z)uH(/z)w(w) (4-27)
The use of the instantaneous estimates of the gradient vector in (4-22), is denoted the Least Mean 
Square (LMS). Comparing this algorithm to the method of steepest descent that has prior 
information about the correlation matrices, there is an error in calculating the gradient vector 
because the LMS uses the instantaneous value of the gradient vector instead of the mean value, 
therefore resulting in gradient noise. This also entails that once the algorithm has converged in the 
mean square error sense, it will attain the excess mean squared error, at the expense of using an 
adaptive approach. The step size is an important variable that influences the performance of the 
LMS filter. The step size has an effect on the stability, misadjustment, and the convergence time 
of the algorithm. The smaller the step size, the longer the convergence time, but alternatively the 
estimation error is minimised which is quantified by the excess mean square error.
4.1.13 LMS CHEST for RAKE Receiver Application
It was decided to adopt the LMS algorithm one step predictor, operating in a decision-directed 
mode. In this way, it would overcome any delay in the system, at the expense of feedback 
propagation error. The algorithm uses the demodulated pilot symbols, to predict the next chamiel 
value:
y/<X) = w/mj(rc)P;(72) (4-28)
where Pi is the tap-input vector p, = and N is the filter
length, Wims is the LMS filter coefficients, and yi is the filter output value for the 1th path. The 
estimated data is given by maximal ratio combing the RAKE fingers, using the estimated channel 
value as the weighting coefficients.
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d(n) = YuX l!h li  (4-29)
J=1
where n = jNs + i and Ns is the number of symbols per slot
A hard decision of the estimated data is used to estimate the updated desired channel signal, 
resulting in an error signal.
e{n) = X U)Li d(n) y(n) (4-30)
The tap-weight vector is updated accordingly
A A
w(/z +1) = w(ii) + Pj (n) e(n)* (4-31)
where p is the step size.
4.1.1.3.1 Performance of DD-LMS Algorithm
To attain the results, we use the same simulation methodology as [Auer 98][Laurenson 94]; 
however we use decision directed LMS with QPSK modulation instead of differential encoding 
(DPSK). The physical layer simulation parameters are given by Table 4-1.
DPCCH (time multiplexed)
Number of DPCCH symbols 4 symbols = 8 bits
N tfci 4 symbols = 8 bits
N tpc 2 symbols = 4 bits
DPDCH
Npata 1 14 symbols = 28 bits
Noata2 56 symbols = 112 bits
SLOT
Symbols /Slot 80 symbols = 160 bits
Spread Factor 32 bits
Channel Symbol Rate 120 ksps
Slots Per Radio Frame 15
Channel Chip Rate 3.84 Mcps
Channelization codes OVSF (Walsh)
Scrambling Code Periodic Phase: 0,..,38399
Modulation QPSK
MULTIPATH CHANNEL
Vehicular Test Environment A Tap Powers [dB]
0,-1,-9, -10, -15,-20
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Carrier Frequency 2.14 GFIz
Mobile Speed 10, 120 300 [km/h]
CHEST F IL T E R
Filter type LMS-DD
No. of filter taps 5
Step size 0.01
S IM U LA T IO N  T IM E 1,000,000(10 km/h) tx bits and 
500 bits in error
T a b le  4-1 L in k  L e ve l p la t fo rm  s im u la tio n  pa ram e te rs
In Figure 4-1, we have simulated three different scenarios where the BER is sensitive to the 
velocity. These are compared with perfect channel estimation, with (Perfect) and without (Ideal) 
MPI.
F ig u re  4-1 B E R  p e rfo rm a n c e  o f  L M S -D D  e s tim a to r
Ideal 1th Order diversity; Perfect RAKE with perfect chest; LMS-DD LMS Decision Directed 
{velocity)
It can be observed that the performance of the LMS algorithm is poor in low SNR environments. 
This is due to feedback propagation error, where the wrong data estimate is fed back to the LMS 
filter, so that the LMS coefficients are updated in a direction opposite to the minimum point on 
the MSE cost function surface, thus increasing the chance that the next sample is also received in 
error. The error will propagate through until the average channel conditions improve. In high 
SNR regions, the performance considerably improves, as feed back error is less prominent, and
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the performance is limited by the number of taps in the system, and the excess error that is a 
function of the step size.
Furthermore, it can also be seen that the performance of the LMS within the dynamic test range of 
velocities are similar. The misadjustment parameter associated with the LMS algorithm reflects 
the mean estimation error, which in turn is a function of the eigenvalue spread and the step size. 
The velocities will change the statistics of the signal, and indirectly influence the eigenvalue 
spread, however the LMS coefficients are able to adapt to velocity changes in the signal thus the 
velocities under test did not influence the BER performance significantly.
It can be concluded that a pure decision directed scheme is not a practical solution to channel 
estimation. It could be observed from the simulations that the decision-directed RAKE receiver 
was too sensitive to feedback propagation error, and in high SNR conditions the excess error was 
too large due to the limitations of the filter imposed by the frame structure.
4.2 Classical Methods
Until now, we have assumed the estimated signal to be a random variable. We now investigate 
classical estimation methods that assume the parameter to be unknown but deterministic. In 
searching for the optimal estimator, there is a need to adopt an optimality criterion [kay 93]:
mse(8) = £§<? -  e (S))+ ( e ^ ) - # ) !  } (4-32)
which results in (4-33)
m selp ^  var(#)+&2(0) (4-33)
It can be seen that the MSE is composed of errors due to the variance of the estimator, in addition
to a bias error. Typically, any criterion that depends on the bias term will lead to unrealizable
estimators, therefore the optimality criteria is modified, which assumes the bias error constrained 
to zero. Such as estimator is now labeled the Minimum Variance Unbiased estimator (MVU), the 
optimal estimator being the one that generates the minimum variance error for all values of 6 .
In general, there are no standard single procedure that will always result in the MVU estimator, 
but there a number of approaches that are typically employed:
• Determination of Cramer-Rao Lower Bound (CRLB), and to analyse whether some estimator 
satisfies this criteria. It will allow to determine whether any unbiased estimator has a variance 
greater than or equal to the one depicted by:
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var09) > -----r~~£~ 7 - t t  (4-34)
d In p(x;0)
where the derivative is evaluated at the true value of 0, and with respect to the likelihood 
function of the pdf.
• Applying the Rao-Blackwell-Lehmann-Scheffe (RBLS) theorem
• Or to simplify the problem by restricting the class of estimators to be unbiased and linear.
These estimators can be employed to find the minimum variance unbiased estimator, given a set 
of received samples. However, it is common that closed loop solutions cannot be found. 
Therefore, in this instant we can exploit the maximum likelihood estimator, which is one of the 
most popular approaches to channel estimation. Its advantage is that it is practical, and can 
provide solutions, even for the most complicated problems. In addition, it can approximate the 
efficiency of the CRLB in the asymptotic sense, but of course it cannot guarantee its optimality 
for a small set of data. We now apply the ML principle to derive an estimator for CHEST 
applications for DS-CDMA signals.
4.2.1 Maximum Likelihood technique
Employing this estimator is said to be approximately optimal; as the number of data records 
approaches a large number; it generates an asymptotically unbiased and asymptotically efficient 
solution. The maximum likelihood function estimates the desired signal quantity based on 
maximizing the probability of receiving a particular set of data; this is carried out by locating the 
maxima of the stationary point curve of the ML expression. Moreover, we assume that the signal 
to be estimated is deterministic, and not a random variable as assumed for Bayesian techniques. 
This approximation is pragmatic, as indeed the channel value does remain invariant over several 
slots in stationary, and low mobility environments.
Using the n pilot bits per slot, we remove the pilot data modulation to leave channel estimates in 
the presence of noise.
o> r ^
v ( j )  rfU)i( pilot)PiJ = W (4-35)
A «>
where f t . t corresponds to the noisy channel sample associated with the ilh pilot symbol and j111
slot, d\ppilot) , and where A(i)i)1 is the received sample from the code matched filter from the 1th 
path. Furthermore, it is reasonable to assume that the channel is invariant over this period of time,
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and that the additive noise has Gaussian statistics. Therefore the probability density function of 
the received signal is:
a a>
pifiu i<*)= n  ~^=^expi=N-Nn f ln a
( « U )  V
la  2 (4-36)
where Np is the Number of pilot bits, Ns is the number of symbols per slot, and a is the channel 
sample to he estimated. Taking the derivative of the logarithm of the probability density function, 
to obtain the log likelihood equation, and setting this quantity to zero, results in the ML estimate.
dln P f f ’ a K ±  £ ( & - « )  (4-37)
act a i=Ns-Np
1 N s A 0)
«  = T r  z X i  (4-38)
N p  i ~Ns - N p
Differentiating (4-37) w.r.t. a, and substituting into (4-34) will result in the CRLB variance: 
d2\np(j3/i;a) -N
' 1 *  ( 4 - 3 9 )
2
Var(a) > (4-40)
In effect, the estimator results in an equal tap-weight FIR filter, and is also commonly known as 
the slot averaging technique. It can be seen that the error variance is a function of the number of 
filter taps, as long as the estimated channel quantity is invariant with time. The averaging filter is 
considered to be the simplest estimation scheme, and can be efficient for very low mobility 
environments, therefore the general ML estimator is considered to be the starting point when 
investigating estimation schemes [Ko 00][Andoh 98]. We also adopt it here, as a means of 
comparison, constrained to be used within the context of UMTS, using a four tap FIR filter, where 
the channel is held constant over the entire data slot.
4.2.2 Simulation results
In Figure 4-2, a narrowband Rayleigh channel was simulated using a code matched filter receiver. 
Thus the ideal perfonnance would be defined by a single tap MRC curve. In the first instance, a 
narrowband channel was employed, so as to emphasize the impact of the ML solution on link
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level performance; The ML solution of the channel is obtained at the pilot slots, and held constant 
for the duration of the data slot. Simulation parameters are given by Table 4-2.
Channel Narrowband Rayleigh/ Chan A
Sampling Rate 120ksps
Pilot Symbols 4 per pilot slot
Data symbols 76 per time slot
T a b le  4-2 M L  S im u la tio n  pa ram ete rs
10-4I-------------------- 1-------------------- 1-------------------- i-------------------- 1-------------------- 1--------------------
0 5 10 15 20 25 30
Eb/No [dB]
F ig u re  4-2 M L  C H E S T  fo r  n a rro w b a n d  R ayle igh  channel
Ideal Single Tap RAKE performance
It can be seen Figure 4-2 that the impact of velocity on Link level performance for the ML 
solution can be observed for SNR values above lOdB. Each curve approaches the noise floor, 
which is composed of ML estimation error statistics, mainly due to the fact that parameter to be 
estimated approaches more a correlated r.v. rather than a deterministic value.
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Figure 4-3 shows the ML performance for the channel A environment. It can be seen that 
generally the estimation performance is quite poor over the entire velocity range. Even for the 
lowest mobility case (10 km/h), there is a 1.5 dB loss from the perfect scenario. Therefore as it 
stands the ML solution is unacceptable, however as it is the optimal solution, it is clear that there 
is a need to increase the number of pilot bits to provide smoother filtering. Thus buffing all the 
available slots over the scheduling interval, or alternatively employing an averaging filter with a 
window size of the time coherence of the channel is the recommended solution for low to 
stationary mobile.
Eb/No [dB]
F ig u re  4-3 M L  C H E S T  in  channe l A  e n v iro n m e n t
ML Maximum Likelihood (velocity); Theory Lth Order diversity; Ideal with MPI
4.2.3 Summary
The ML solution is a simple and effective technique that will provide good estimation, as long as 
the channel remains invariant, so that the estimated variable remains deterministic. As it stands, 
the estimation performance is limited, due to the lack of pilot bits available to provide accurate 
estimation. In generally slow fading environments, the performance is directly dependant on the 
number of noisy channel samples that we have to provide the required smoothing effect. The 
more pilot slots we use in the averaging filter, the better the estimation variance. Therefore, it can
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be seen that multi-slot averaging solutions can provide near optimum performance in the 
asymptotic sense.
Furthermore, in fast fading environments, the ML estimate becomes sub-optimal, as the channel 
invariant assumption no longer holds over a slot duration. Therefore this has motivated research
more accurately the dynamics of the channel in moderate to fast fading environments.
4.3 Interpolation Schemes
An alternative to Bayesian estimation theory is Interpolation, whereby we estimate the values of a 
function f(x), at the points in between the given values. Interpolation is a traditional technique to 
channel estimation, [Lindoff 99] [zhuang 00] [Andoh 98] have applied linear interpolation 
schemes to CDMA systems, it attractive attribute lies in its simplicity, at the expense of 
interpolation delay. We introduce the notion of Lagrange Polynomial interpolators where Linear 
Interpolation is a special case. It will be shown later, that the linear interpolator can provide good 
performance in moderate fading environments; it can capture the dynamic of the fading 
characteristics more closely, than estimators that assume the channel to be invariant over slot 
period which is a natural assumption taken by classical methods.
4.3.1 Interpolation Method
To apply this technique, we need knowledge of the channel nodes i.e. true values of the channel 
at certain points in time. The information that is available are the pilot symbols, that are grouped 
together at the end of the slot. Therefore to apply this technique effectively, pilot symbols from 
successive slots need to be considered. The X point Lagrange interpolator can be considered as a 
polynomial interpolator of degree X-l. The Lagrange estimator [Kreyszig 93] is given by:
into more sophisticated techniques like interpolation, and Bayesian techniques that can model
(4-41)
Where
(4-42)
and
lk(x) = (x~x0)(x- Xj)*• •(*-xk^ )(x- - xn) 0<k<n (4-43)
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and yk are the nodes of the channel. The simplest Lagrange estimator is the two point case, which 
is also known as Linear Interpolation. In a WCDMA system, after initial descrambling and 
despreading, the received signal can be expressed at the 1th finger as:
ut (k, s) -  d(k, s)^ [E^ hj (k,s) + n(k,s) (4-44)
where d(k,s) denotes the kfll data symbol corresponding to the slot, Eb is the energy per bit and 
hi(k,s) is the complex channel value for the Zu, path. The «(k,s) component constitutes AWGN 
noise and a multi-path interference component. The first stage estimator uses the ML estimator to 
attain the average channel value over the pilot slot duration, and which herein are referred to as 
the channel nodes. The maximum likelihood estimate of the channel tap corresponding to the sUl 
slot, using Np pilot symbols denoted by dpilot, is given by:
jh (s) = _J_ ^ U{ (£, s)d*p.lot (k, s) (4-45)
N p k—i
where d* is the conjugated data. The second stage estimator now applies the linear interpolator to 
estimate the channel over the data slot interval. The expression for the linearly interpolated 
estimate of the channel during this slot is given by eqn (4-46)
A A
h, (Ic,s) = 6 ,0 - 1  ) + k- ' + L  ft ( p [). (4.46)
S p
Ns represents the number of symbols per slot, and the index k e {1,..,NS}. These linear 
interpolated values are fed to the maximal ratio combiner to provide an estimate of the transmitted 
data.
A L f A
d(k,s) = ^ jul(k,s)hl(k,s) (4-47)
i=i
where LT is the total number of multipaths.
4.3.2 Numerical Results
The simulation parameters are given by Table 4-2. In addition linear interpolation was applied 
over the data slot duration using the technique derived in 4.3.1. In Figure 4-4, a narrowband 
Rayleigh channel was simulated using a matched filter receiver. Thus the ideal performance 
would be defined by a single tap MRC curve. In the first instance, a narrowband channel was 
employed, so as to emphasize the impact of the CHEST interpolation scheme on link level 
performance; as its more noticeable at high SNR values.
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15
Eb/No [dB]
  20 kmph
• 80 kmph
□ 120 kmph
  150 kmph
F ig u re  4-4 L in e a r  In te rp o la tio n  C H E S T  fo r  single tap  system
It can be seen that in the range between 0- 15dB, the performance of Linear Interpolation as a 
function of velocity can be distinguished for velocities above 120 km/h. Above 120 km/h, the 
channel starts to vary over a slot duration thus Linear Interpolation is not accurate enough to 
model the fading, thus resulting in interpolation error. Moreover, for all velocities, the noise floor 
is reached in the asymptotic, indicating that the interpolation noise limits the system performance; 
the larger the Doppler shift, the larger the interpolation noise variance. Figure 4-5 shows a 3D 
perspective of Linear Interpolation performance based on Figure 4-4.
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F ig u re  4-5 L in e a r  In te rp o la tio n  C H E S T  fo r  s ingle tap  (3D  pe rspective)
Figure 4-6 shows a 3D perspective of the ML performance compared against Linear Interpolation 
CHEST. The lower bound curve represents Linear Interpolation.
30 0
Figure 4-6 ML vs. LI CHEST for narrowband channel (3D)
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In Figure 4-6, it can be noted that ML behaves significantly worse than Linear Interpolation. At 
the 10 dB SNR point, for approximately the same loss as linear interpolation, one can only obtain 
lOkm/h out of slot averaging compared to 120 km/h in the interpolation case.
Figure 4-7 now shows Linear Interpolation performance for the ITU Channel A environment.
Eb/No [dB]
F ig u re  4-7 L in e a r  In te rp o la tio n  in  channel A  e n v iro n m e n t
LI Linear Interpolation ve/ocriy); Theory Lth Order Diversity; Ideal CHEST Perfect CHEST
with MPI
In Figure 4-7, the same trends in Linear Interpolation performance can be seen as in Figure 4-4. 
However, to summarize its performance, linear interpolation provides a 1.5 dB loss from 
theoretical scenario at the lOdB SNR operating point at 120km/h.
4.3.3 Summary
The interpolation is realized over a single slot, and it was generally found that interpolation does 
perform significantly better at high mobile velocities, as it has the ability to track the channel 
fading more closely than slot averaging. The disadvantages with such a scheme is that a slot delay 
is introduced, as the next slot has to come in order to carry out the interpolation.
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Lineai* Interpolation, as the name suggests, is not able to provide robust estimation when the 
signal is fast fading, i.e. when than channel becomes time variant over slot duration. In this case, 
Linear Interpolation performance deteriorates, even in the presence of no noise.
Linear Interpolation at higher mobile velocity can be further improved, if additional pilot symbols 
are available to provide an improved maximum likelihood estimate of the channel for each slot, 
and if the interpolation distance is minimized, however these two variables are constrained in 
WCDMA system making linear interpolation not a practical solution in very fast fading 
environments.
4.4 Hybrid Channel Estimation
In this chapter so far, we have studied pure channel estimation schemes in terms of Bayesian 
techniques, classical channel estimation, and interpolation. It is clear, that classical techniques can 
give results, when the parameter is deterministic, and invariant over the estimation period. A 
typical example of the ML is slot averaging, which can give good results in very slow fading 
channels. However this assumption breaks down, when the Doppler effect forces the channel to 
become variant, so that the estimated par ameter behaves increasingly like a random variable. In 
this case, Bayesian techniques can be defined to be optimal estimation filters. Furthermore, 
interpolation filters, although no guarantee can be made about their optimality, can give good 
performance is moderate fading environments. Therefore, it becomes apparent, that no single 
estimation scheme can provide good performance under all environments, so this paves the way 
for hybrid estimators, that can exploit the beneficial properties of interpolation, the ML, and the 
Wiener filter to provide good perfonnance for the entire range of velocities. However, the class of 
hybrid filter are not optimal, but rather sub-optimal solutions where we trade-off performance for 
complexity, and signaling overhead, and supports additional flexibility where can choose the most 
appropriate estimator to fit the given scenario. We now introduce the Kalman filter estimator, that 
can approach the LMMSE solution of the Wiener filter, if the signal model resembles a first-order 
Gauss Maikov model. We exploit both the Kalman filter, and linear interpolation to provide 
robust estimation performance in moderate to fast fading environments.
4.4.1 Kalman Filter Estimator
In this section, Rake receiver perfonnance incorporating decision-aided Kalman filter estimation 
is investigated. The Kalman predictor estimates the present channel value based on a first-order 
Gauss Markov model, moreover, the decision-aided component uses the data estimates based on 
lineai- interpolation, to collect the initial predicted complex channel amplitude. Simulation results 
show that the proposed scheme can overcome the channel fading effect for moderate Doppler
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spreads, and can offer significant improvement in performance compared to conventional 
schemes, in terms of estimation and complexity.
4.4.1.1 Motivation for Kalman Technique
Previous works have investigated Wiener filters [Mammela 98], that calculate the optimum 
Wiener coefficients so as to attain the Linear Minimum Mean Square Error (LMMSE) solution. 
This scheme can give noticeably good performance under very fast fading conditions (120-300 
km/h). Furthermore, its limitation lies in its complexity; the need to evaluate the filter coefficients 
involves estimating the SNR, and the Doppler spread of the channel. In [Shen 94], a decision- 
directed LMS linear predictor filter is employed. This technique suffers from a slow convergence 
time and poor performance in low SNR scenarios. In addition, it is sensitive to feedback decision 
errors, that is common to all decision-directed schemes. An estimator is required that can offer 
good performance in the operating environment, for mobile speeds up to 300km/h, and SNR in 
the range 3 to 15dB, and importantly a solution that is practical, and has low complexity. This 
section investigates the applications of Kalman filters for channel estimation.
Kalman filter traditionally have been extensively used in signal processing applications, and 
control theory. It comes form the Linear MMSE family of filters, and can be considered to be a 
generalization of Wiener filters, where the Wiener is a special case that considers the statistics of 
the estimated signal to be wide sense stationary. The Kalman filter has been used here, as 
although performance is expected to be similar to Wiener filters, its implementation within the 
receiver framework is more practical, as it avoids the need for any velocity, or SNR estimation. 
We investigate the performance of the RAKE receiver using a decision-aided Kalman filter 
estimator.
4.4.1.2 Kalman Method
Figure 4-8 describes the proposed decision-aided Kalman filter scheme, that exploits the good 
attributes inherent in both linear interpolation, and Wiener filter schemes. It uses linear 
interpolation to minimise decision-directed feedback errors, at the expense of a buffering delay.
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F ig u re  4-8 D e c is io n -A id e d  K a lm a n  f i l te r
A single tap Kalman filter is used, as any additional taps would incur matrix inversion 
calculations. The Decision-Aided Kalman estimator algorithm is now derived for the 1th tap, which 
is based on the definition of the scalar state-scalar observation Kalman filter defined in [Kay 92].
In the decision-aided stage, an estimate of the channel tap, pK(i,j), regarding the symbol, and
the f l slot is obtained by linear interpolation. The primary channel estimate representing the 
slot is given by:
z-p
dlaAhj)
V J
(4-48)
where £, is the no. of symbols per slot, and p corresponds to the number of pilot symbols per slot. 
dpu0t 0> j ) *s definition of the kUl pilot symbol that is assumed to be a known sequence. X,(i,j) is
the matched filter output that contains the desired signal modulated by the channel, and the data 
sequence, as defined in (4-15) for the path. The resulting primary channel estimate is used to 
generate an estimate of the channel during the data slot sequence, based on Linear Interpolation 
theory.
: P i U ) - P i U - 1)
s - p
(4-49)
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where p u is the linearly interpolated complex channel amplitude.
The complex conjugate of the channel interpolated value is used to recover the “linear 
interpolated” estimated data.
A A
dinihj) = P u f i jY X f iJ )  (4-50)
The estimated data is hard demodulated, and again exposed to the decision variable to obtain an 
accurate definition of the statistics of the channel samples during the data slot transmission. The 
resulting noisy channel samples were filtered to obtained a smooth representation of the channel.
d in (i, j ) = sgn |Re(d ui (i,;)  j + j • sgn jlm(<i m (/, /)  j (4-51)
= “  YJx i(.hj)dn(iJ)l* (4-52)
i=i-F,
Where Ftis the number of filter coefficients in the FIR equal tap weight smoothing filter.
The resulting smoothed channel estimated are used by the first stage maximal ratio combiner to 
provide an initial estimate of the transmitted data.
du (i, j ) = J ]Pm & 7')* Xi (*» J) (4“53)/=i
where L refers to the maximum number of RAKE taps.
The data is hard demodulated, and again exposed to the decision variable resulting in set of noisy 
channel samples ready for secondary stage processing by the Kalman filter.
du (i, j) = sgn |Re(d/,- (/,;) j  + z • sgn jlm(d« (/, y)|; (4-54)
Pi = x i (U j ) d u (/, j)* (4-55)
The Kalman filter processor uses a one-step predictor to estimate the cuixent kalman estimate 
given the previous channel estimate Pkai d  “  M * ~ J) for the slot-
A
Pm  (L j\i~ U ) = a Pkai (i ~ 1 Jl* ~ ^  J) (4-56)
where a is a correlation coefficient, reflecting the amount of correlation between the previous, 
and current sample. The estimated orthogonal component that is used to reconstruct the estimated 
cuixent channel estimate is defined by d .
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S ( i , j ) =  K ( i , j )  A '- (zj|z~lJ)j (4-57)
where the Kalman filter gain component is given by (4-58).
K(i »  =  +2 -i . 2 (4 58)
*«* . + a M(I- lj|i - 1 j )  + a pkmt
Where the tracking ability is controlled by the plant noise and AWGN component, apIant and anoise 
respectively. These parameters were determined by simulation. M(z - l j jz - l ,y )  is the MSE 
solution for the i-1 sample.
Therefore this correction stage component is applied to the one-step predicted value, to obtain an 
improved and final estimate of the current channel quantity.
A A
P k a i & i V J ) ^ j| i - l ,j )  + <5 (iyf) (4-59)
Finally, the MMSE parameter is updated on every iteration.
M  (z, j  | z, j )  = (1 -  K (z, j ) )a 2M  (z - 1  jjz -1  j )  + a 2planl (4-60)
M ( - l ,y  + l| -l,y  + l)=  M  (z, j  \ i, j )  (4-61)
A A
^ ( -1 ,7 + 1 1 -1 ,7 + 1 ) =  (4-62)
To control convergence and stability, the Kalman filter’s channel estimate is corrected on every 
slot, by using the pilot symbols.
P k A l’ i \ U j ) =  2  d k0 „ ( i , j )
H-P V
(4-63)
4.4.1.3 Numerical Results
To measure the performance of the proposed scheme, the estimator is compared against some 
conventional techniques. We simulate the downlink WCDMA channel. To measure channel 
estimation performance, the Rake receiver BER is analysed at different mobile velocities.
In particular a six-tap Rake is used, and we consider perfect code synchronisation, and a single 
user scenario. The complete physical layer parameters used in the following simulations are 
shown in Table 4-3, and are in accordance with [3GPP 01].
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D PC C H  (time multiplexed)
Number of DPCCH symbols 4 symbols =  8 bits
Ntfci 4 symbols =  8 bits
Ntpc 2 symbols =  4  bits
DPDCH
NDma 1 14 symbols =  28 bits
Noata2 56 symbols =  112 bits
SLO T
Symbols /Slot 80 symbols =  160 bits
Spread Factor 32 bits
Channel Symbol Rate 120 ksps
Slots Per Radio Frame 15
Channel Chip Rate 3.84 Mcps
Channelization codes OVSF (Walsh)
Scrambling Code Periodic Phase: 0,..,38399
Modulation QPSK
M U L T IP A T H  C H A N N E L
Vehicular Test Environment A Tap Powers [dB]
0, -1 , -9 , -1 0 ,-1 5 , -2 0
Carrier Frequency 2.14 GHz
Mobile Speed 120 300 [km/h]
S IM U L A T IO N  T IM E 100,000 tx bits and 500 bits in 
error
Table 4-3 Physical layer Simulation Parameters
Figure 4-9 shows the BER performance against the SNR per bit, for a mobile velocity at 120 
km/h. The proposed scheme is simulated against linear interpolation where it is earned out over a 
slot duration, decision directed (DD) LMS, an averaging filter where the channel value 
corresponding to one slot is held constant throughout the entire slot, and the ideal case, where 
perfect estimates of the channel taps are used for maximal ratio combining, and is denoted by 
Ideal CHEST. In this scenario, the channel is subjected to moderate fading over a slot duration. 
Thus the slot averaging technique has the worst performance. The LMS algorithm performs 
significantly better, although it suffers from decision directed feedback error in low SNR 
condition. However, linear interpolation which is an attractive algorithm, due to its simplicity and 
reasonable performance in moderate fading conditions, performs better than LMS over the entire 
operating region. The limitations with Linear Interpolation is that the channel changes 
significantly in-between the interpolation nodes. The decision-aided Kalman outperforms linear 
interpolation from the 5dB SNR point. The Kalman filter in decision-aided mode uses the linear
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interpolation to provide channel information during the data slot. This is fed to the Kalman filter, 
which tries to minimise the noise, as well as track the fading characteristics o f the channel. At 10 
dB SNR, it can be seen that it provides 0.4 dB gain over Linear Interpolation. Figure 4-9 provides 
a visual representation o f the estimator performance for a mobile speed at 120 km/h. It can be 
seen that Kalman estimator follows the theoretical channel amplitude variations very closely.
Eb/No [dB]
Figure 4-9 BER vs. Eb/No at 120 km/h
KALMAN-DA Kalman Decision-Aided; LMS-DD Least Mean Square Decision-Directed LIN. 
INTERP. Linear Interpolation; SLOT AVERAGE Max. Likelihood Technique; IDEAL
CHEST Perfect Chest with MPI.
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Figure 4-10 Kalman DA filter performance vs. theoretical response
Figure 4-11 shows estimator performance at 300 km/h. At 300 km/h which is an extreme 
velocity, the decision-aided Kalman is driven hard, but yet it manages to outperform conventional 
algorithms. This seems to suggest the need for a more accurate signal model to represent the 
desired estimated signal.
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Eb/No [dB]
Figure 4-11 BER vs. Eb/No at 300 km/h
KALMAN-DA Kalman Decision-Aided; LMS-DD Least Mean Square Decision-Directed LIN. 
INTERP. Linear Interpolation; SLOT AVERAGE Max. Likelihood Technique; IDEAL
CHEST Perfect Chest with MPI.
4.4.1.4 Kalman Estimator Summary
In this section, the decision-aided Kalman estimator was investigated, in a UMTS WCDMA FDD 
context. The estimator overcomes decision-directed propagation error by using a continuous 
stream of pilot bits and linear interpolated channel values during the data slot.
The estimator can perform well in moderate fading conditions and outperform linear interpolation 
under most operating environments. The main limitation with this scheme is that the Kalman filter 
assumes that the channel follows a first-order Gauss Markov model. A higher-order Gauss 
Markov process would be required to model the estimated signal more accurately, at the expense 
o f computational complexity; in fact the number of taps required would be consistent with the 
sampling rate, and the time coherence o f the channel.
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4.4.2 S IN C  Interpolation
An alternative interpolation scheme used in the sampling theorem, is the Sine interpolator. 
According to Shannon, if a band limited signal is sampled, then if the sampling rate is twice the 
highest frequency component in the signal, then the original signal can be reconstructed using an 
ideal interpolator in the form of a Sine function. This axiom can be applied to the channel 
estimation dilemma. Using a single sample to represent the average of the channel quantity over a 
slot duration, and if we consider this to be the sampling rate of the channel, then as long it is 
greater higher than the inherent Doppler frequency, the channel can be evaluated during the data 
slot interval using an approximation to a Sine interpolator. We propose the pilot assisted raised 
cosine interpolator (RCI).
4.4.2.1 Pilot Assisted R C I Estimation
The channel estimator filter is shown by Figure 4-12
Figure 4-12 A two finger RAKE receiver with the proposed estimation scheme
The first stage comprises a Linear Interpolator that estimates the complex channel amplitude 
between successive pilots slots for each multipath. Therefore, initially we estimate the complex 
channel value corresponding to the f h pilot slot and Ith path:
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O') i=N.
(4-64)
where Ns and Np are the number of symbols per slot and the number of pilot symbols 
respectively., and d is the data symbol. The linear interpolated channel value for the data 
sample corresponding to the slot is shown by eqn(4-65).
A O') A O'-D
A O ') 0-1)
Plinn = Pl + i
: Pl ~Pl
A/7 - N,
(4-65)
A U )
P lin.t is then translated to a coarse data estimate, and QPSK demodulated using first stage 
RAKE receiver.
V
1=1 \ J
(4-66)
Subsequently, the data estimate is used to recover the channel phase information from the 
despread sampled data in the 2nd stage RAKE, to reveal a complete description of the channel 
between the pilot groups. The resulting channel samples are filtered to minimize the noise 
components, the symbols errors from the initial stage demodulation process, as well as band- 
limiting the signal to an extent.
i+F'-l
p = y  Z  x u
r t i~i-F,
(4-67)
In (4-68), the signal is temporarily down-sampled, and stored for subsequent second stage 
interpolation.
R </> =  
Plini k  f c j - c )  k  (N.J-C+1) . . . (4-68)
where c is the number o f RCI filter coefficients.
According to Shannon’ s theorem, hypothetically, the original continuous signal can be 
reconstructed from the band-limited sampled signal stream, using an ideal interpolator in the form 
of a SINC function. In practice, a finite-order impulse response filter is used to approximate the 
ideal interpolator. In this thesis, we adopt a raised cosine filter, with a roll-off factor a=0.25. The 
coefficients are obtained by over-sampling the filter impulse response function by a factor 
determined by the number of symbols per slot. The convolution matrix can be expressed as:
89
Chapter 4. Channel Estimation
C = H V\ (4-69)
where
C ^ = R
T  ^
t -Tif /  + Z—  
N ,
(4-70)
Q jM, is the Raised Cosine channel impulse response, where VF = { -Ns/2, ~(Ns/2)+ l,.. .,0,1,.. .(Ns/2)- 
1} and £, = {1,2,3...,NS}. The interpolated values corTesponding to a slot are obtained by 
convolving the filter coefficients by the buffered samples.
I sc0>= C p » <;>T (4-71)
The smoothed channel estimates are finally fed to the maximal ratio combiner, and demodulated 
to obtain the improved data estimate.
The algorithm is attractive, in that it can offer robust estimation in low SNR environments due to 
the inherent initial stage Linear Interpolation, and it has no feedback as in the DD-LMS algorithm. 
However, it suffers from a startup delay, that depends on the RCI filter tap delay length. Although 
memory requirements are minimal, because it only has to buffer the estimates of the pilot slots for 
the RCI and two slots of data for the Averaging filter and the initial Linear Interpolation stage.
4.4.2.2 Numerical Results
In this thesis, a downlink UMTS WCDMA channel, in the absence of interleaving and channel 
coding. The Vehicular Test Environment A is adopted at a data rate o f 120 ks/s. A six-finger 
RAKE receiver is used, where we assume perfect code synchronization. A general system 
description of the physical layer parameters are given by Table 4-3, with the estimator specific 
parameters given by Table 4-4
R C I FILT E R
No. of filter taps 12
N o.of Taps (Averaging Filter) 40
M O D IF IE D  LIN . IN TERP.
No. o f FIR filter taps 80
Table 4-4 Physical layer Simulation Parameters
We analyse the RAKE BER performance with RCI estimation, against mobile velocity. 
Furthermore, as a source o f comparison, the performance of traditional schemes are analysed 
under this mobile standard: A decision-directed LMS five-tap filter (LMS-DD); standard Linear 
Interpolation over a slot duration (Lin. Interp.); an equal tap weighting FIR filter averaging the 
channel over a slot duration purely using the pilot symbols (Slot Averaging); modified Linear 
Interpolation (MLI) scheme with an 80 tap averaging filter, which is the proposed solution
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without the RCI filter, and employing an 80 tap FIR prefilter; and perfect channel estimation 
denoted by the acronym IDEAL CHannel ESTimation that includes the effects o f MPI, so as to 
show the validity o f our model. Figure 4-13 shows the estimation performance for a mobile 
velocity at 1 Okm/h.
-M - LMS-DD 
-© - Lin. Interp.
Slot Average 
MLI 
— I—  RCI
- e -  IDEAL CHEST (1 Okm/h)
Eb/No [dB]
Figure 4-13 Estimation performance for mobile velocity at lOkm/h.
LMS-DD Least Mean Square Decision-Directed; Lin. Interp. Linear Interpolation; Slot Average 
Max. Likelihood Technique; MLI Modified Linear Interpolation; RCI Raised Cosine filter; 
IDEAL CHEST Perfect CHEST with MPI.
The results show that both the RCI and the MLI can provide accurate estimation. At this velocity, 
the channel fading is very slow and can be considered to be invariant over a long period of time. 
Therefore an optimal solution is the ML estimate in the form of an averaging filter. MLI is the 
closest to resembling this type of estimator, only if the Linear Interpolator provides the true noisy 
estimates o f the channel during the data slot interval. Slot Averaging shows worse performance, 
because it is constrained to using only the pilot bits in a single slot in the averaging process. 
Moreover, Linear Interpolation will perform just as well as Slot Averaging, whilst the LMS-DD 
offers the worst performance. The LMS is prone to decision-directed feedback errors, thus
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reflected in its inability to provide acceptable BER performance in low SNR environments. At 15 
dB, the LMS can provide good tracking, once the algorithm has converged.
In a moderate-to-fast fading environment, as shown in Figure 4-14, the complex channel 
amplitude now varies over a slot duration.
Eb/No [dB]
Figure 4-14 Estimation performance for mobile velocity at 120km/h.
LMS-DD Least Mean Square Decision-Directed; Lin. Interp. Linear Interpolation; Slot Average 
Max. Likelihood Technique; MLI Modified Linear Interpolation; RCI Raised Cosine filter; 
IDEAL CHEST Perfect CHEST with MPI
ML type estimators are no longer the most optimal solution, at 15dB SNR, Slot Averaging can 
only offer a 1% BER, whilst the MLI can only perform moderately better. The LMS-DD has the 
facility to model the statistics o f the channel fading. In low SNR environments, again decision 
feedback is prominent. Above the 6.5 dB level, the LMS-DD starts to improve gradually, 
exceeding slot averaging, providing a 1% BER at 10 dB. Linear Interpolation gives superior 
performance to LMS over the entire operating range. The limitation with interpolation is the 
modelling error in fast fading conditions, due to the inability track the channel fading rate. 
Although, it can offer robust estimation in low SNR environments.
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However, the proposed scheme can provide better estimation over the entire operating region. At 
10 dB SNR, there is 0.5 dB loss from the Ideal CHEST Performance. The RCI performance is 
directly dependant upon the estimation accuracy of the channel sample at the pilot slot position. In 
turn, this is governed by the performance of the initial stage Linear Interpolator. Under these 
fading conditions, the Linear Interpolator can track the channel consistently, that it can offer 
robust estimation of the channel during the data slot interval. Moreover, the Averaging filter tap 
delay length is sufficient, that the channel can be considered to be invariant over this period, and 
hence provide the ML estimate o f the channel using the pilot slot as the filter basepoint. In the 
extreme, a noiseless channel estimate at the pilot slots subjected to the RCI will provide close 
performance to the IDEAL CHEST scenario in Figure 4-14. The advantages of the proposed 
technique are even more noticeable at 300km/h, as shown by Figure 4-15
LH 10 
CO
LMS-DD 
Lin. Interp.
Slot Average 
MLI 
RCI
IDEAL CHEST (300km/h)
Eb/No [dB]
Figure 4-15 Estimation performance for mobile velocity at 300km/h.
LMS-DD Least Mean Square Decision-Directed; Lin. Interp. Linear Interpolation; Slot Average 
Max. Likelihood Technique; MLI Modified Linear Interpolation; RCI Raised Cosine filter; 
IDEAL CHEST Perfect CHEST with MPI
In Figure 4-15, the channel exhibits very fast fading. Therefore, although the estimators all show 
the same trend in performance, there is an overall loss in BER with respect to 120km/h. In this
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case, for the RCI scheme the linear' interpolator fails to track the channel closely thus providing 
inaccurate channel estimates to the averaging filter. In addition, the complex channel amplitude 
will start to show some variant nature within the filter tap delay length, thus the averaging process 
itself will start to add additional bias error to the channel estimate. Nevertheless, the RCI still 
outperforms, showing a 0.68 dB loss from the benchmark, at lOdB SNR.
4.4.2.3 Conclusion
RAKE receiver performance with channel estimation for FDD WCDMA has been investigated. 
The RCI filter has been proposed. The scheme constitutes an initial stage RAKE receiver with 
Linear* Interpolation that generates complex channel amplitude estimates using a decision-directed 
approach, during the data slot interval. The resulting samples are smoothed, and downsampled to 
provide an estimate of the channel per slot. The final stage involves the convolution of the 
channel samples with the RCI coefficients to provide the interpolated values. These are used for 
final stage MRC combining. The results show that this scheme can perform significantly better 
than traditional techniques, and will provide acceptable performance at 300km/h, and provide 
robust estimation in low SNR environment. Its main limitation lies in the fact that the raised 
cosine filter does not optimise the signal to noise ratio of the signal, so no guarantees are made 
about its optimality, however the analysis have shown that the proposed scheme can be a practical 
solution to channel estimation in a RAKE receiver operating in a WCDMA scenario.
4 .4.3 A daptive  h y b rid  channel estim ation
This class of estimators will use a metric to decide on the specific choice of estimator to suit the 
particular scenario. It was decided to employ the hybrid estimator with a choice between two 
estimation filters; we adopt a NLMS prediction filter, that can overcome the gradient 
amplification problem, as well as providing a faster convergence speed; the second filter is the 
modified Linear Interpolation (MLI) algorithm with the FIR filter now constrained to the 1st Stage 
RAKE. The MLI approach provides information about the channel between successive pilot slots 
to the NLMS filter, consequently avoiding the need for a decision-directed approach, and solely 
being constrained to the pilot bits for training. Moreover, this scheme employs an SNR estimator 
that is used to select between the data estimates supplied by the 1st stage MLI or the decision- 
aided NLMS filter so as to allow the scheme to select, on every slot, the most appropriate 
estimation scheme, based on the instantaneous SNR of the signal. The simulation results show 
that the combination of the two estimators can provide robust estimation in low SNR 
environments, as well close tracking in fast fading channels.
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4.4.3.1 H ybrid Estimator Technique
The hybrid channel estimator filter is shown by Figure 4-16. The initial stage comprises a linear 
interpolator that estimates the channel complex amplitude between successive pilots slots for each 
multi-path.
N p  i= N s - N p \
(4-72)
where fi{l) ( / )  is the complex channel value con'esponding to the j ttl slot, and Ns and Np are the 
number of symbols per slot and the number of pilot symbols respectively.
Figure 4-16 A two finger RAKE receiver with adaptive hybrid channel estimation
A A
k „ f i ,  j)+„,u- i )  + (4' 73)
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The interpolated channel value is then translated to a coarse linear interpolated data estimate, and 
QPSK demodulated.
diKi) (i, j ) = pm (i, j)*X(n (h j ) (4-74)
Subsequently, the data estimate is used to recover the channel phase information from the 
despread sampled data, to reveal a complete description of the channel between the pilot groups.
The channel samples fin , are filtered to minimize the noise components and any symbols errors
from the demodulation process.
k(f. j)  = 4 - / x ( i j ) d u ( i j y  (4-75)
The smoothed channel estimates are finally fed to the maximal ratio combiner, and demodulated 
to obtain the improved Linear Interpolated data estimate.
L
dh (L jO — Y,  fin (I) d* ££ X U) d* 7*) (4-76)
p = l
The second stage estimator employs the linearly interpolated data estimates to recover the phase 
of the data from the de-spread channel samples, resulting in a continuous stream of noisy channel 
samples. These acts as the reference signal in the linear prediction stage, avoiding the need for a 
decision-directed approach. The stream of noisy channel samples from the 1st stage RAKE are 
used to attain an error signal.
e(l) (i, j ) = X {1) (i, j ) d u (i, j)* -  W (f} (i \ i-I , j )  p (/) (i, j )  (4-77)
where WH is the tap-weight vector and p is the M-by-1 tap input vector containing M previous 
channel samples. The tap weights are then updated according to (4-78), that represents the
Normalized LMS algorithm given in [Haykins 96].
W(i)(i I i,j) = Wm(i I i-lj) + t-F- ffp (4"78)
C |P(0 A’ DI
Let \x be the adaptation, and c be a positive constant to enable stability, when the squared norm 
takes on a small value. After the LMS algorithm has converged, the predicted complex channel 
value is smoothed by the LMS process, and fed to the RAKE combiner to obtain dlms.
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L
= ( i j ) } *  (4-79)
/=1
To improve BER performance, on every slot the instantaneous SNR is measured using the pilot 
bits. The total SNR is calculated and compared against a threshold value. If the SNR fails to reach 
a certain level, then the estimated data based on Linear Interpolation is chosen, which has been 
known to offer more robust estimation in low SNR environments.
4.4.3.2 Numerical Results
We simulated a typical downlink UMTS WCDMA channel, in the absence of interleaving and 
channel coding. Moreover, a single user scenario is considered so as to assess the direct 
performance of the estimator schemes. The Vehicular Test Environment A is adopted at a data 
rate of 120 ks/s. A six-finger RAKE receiver is used, where we assume perfect code 
synchronization. A complete description of the physical layer parameters are given by Table 4-3, 
and estimator specific parameters by Table 4-5.
Adaptive Hybrid Estimator
1st Stage R A K E
MLI filter 40 taps
2nd Stage R A K E
N L M S / No. o f filter taps 30
SNR threshold 4.77 dB
SNR Estimator
Instantaneous SIR over a slot (4 tap 
filter)
M odified Lin. Intern.
No. of FIR filter taps 80
Table 4-5 Physical layer Simulation Parameters
We analyse the RAKE BER performance with adaptive hybrid channel estimation, against mobile 
velocity. Furthermore, as a source of comparison, the performance of traditional schemes are 
analysed: A decision-directed LMS five-tap filter (LMS-DD); standard Linear Interpolation over a 
slot duration (Lin. Interp.); an equal tap weighting FIR filter averaging the channel over a slot 
duration purely using the pilot symbols (Slot Averaging), this represents the simplest estimation 
scheme; an 80 tap averaging filter with the modified Linear Interpolation scheme, which represent 
a single stage RAKE solution of the proposed solution, with 80 tap FIR filters on each RAKE 
finger; and perfect channel estimation denoted by the acronym IDEAL CHannel ESTimation, so 
as to show the validity o f our model, taking into accounts the effects of MPI. Figure 4-17 shows 
the estimation peiformance for a mobile velocity at lOkm/h. The results show that the most 
effective solution is the 80 tap FIR filter. At this velocity, the channel fading is very slow and can 
be considered to be invariant over a long period of time.
97
Chapter 4. Channel Estimation
Figure 4-17 Estimation performance for mobile velocity at lOkm/h.
LMS-DD Least Mean Square Decision-Directed; Lin Interp. Linear Interpolation; Slot Average 
Max. Likelihood Technique; 80 Tap FIR proposed technique without second stage RAKE; 
Adap. CHEST Proposed Technique; Ideal CHEST Perfect CHEST with MPI.
The graph also shows the case when we only use the pilot bits within a slot. At 5 dB SNR, there 
is a 0.5 dB performance gain due to the interpolation process over simple slot averaging, at the 
expense of interpolation delay and the need for buffering the samples. Standard Linear 
Interpolation will perform just as well as slot averaging, whilst the LMS-DD offers the worst 
performance. The LMS is prone to decision-directed feedback errors, thus reflected in its inability 
to provide acceptable BER performance in low SNR environments. At 15 dB, the LMS can 
provide good tracking, once the algorithm has converged.
In a moderate-to-fast fading environment, as shown in Figure 4-18, the complex channel 
amplitude now varies over a slot duration.
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Eb/No [dB]
Figure 4-18 Estimation performance for mobile velocity at 120km/h.
LMS-DD Least Mean Square Decision-Directed; Lin Interp. Linear Interpolation; Slot Average 
Max. Likelihood Technique; 80 Tap FIR proposed technique without second stage RAKE;
Adap. CHEST Proposed Technique; Ideal CHEST Perfect CHEST with MPI.
The averaging filter is no longer optimal, at 15dB it can only offer a 1% BER, whilst the 80 tap 
FIR can only perform moderately better. The LMS-DD has the facility to model the statistics of 
the channel fading. In low SNR environments, again decision feedback is prominent. Above the
6.5 dB level, the LMS-DD starts to improve gradually, exceeding slot averaging, providing a 1% 
BER at 10 dB. Standard Linear Interpolation gives superior performance to LMS over the entire 
operating range. The limitation with interpolation is the modelling error in fast fading conditions, 
due to the inability track the channel fading rate. Although, it can offer robust estimation in low 
SNR environments. However, the proposed scheme can provide better estimation over the entire 
operating region. At 10 dB SNR, there is 0.7 dB loss from the Ideal CHEST Performance. This is 
due to its adaptive nature. It will use the data estimate from the 1st Stage RAKE , if the total SNR 
is below the designated threshold. This reflects its robust estimation ability at low SNR. 
Alternatively, in high SNR regions, the estimator selects the NLMS data estimate. When the 
signal is at a peak, the noisy channel samples fed to the NLMS filter are more reliable, as though
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there were a continuous pilot stream. In addition, the NLMS offers better tracking and faster 
convergence than pure LMS, reflecting its close tracking in fast fading environments. The 
advantages of the proposed technique are even more noticeable at 300km/h, as shown by Figure 
4-19.
Eb/No [dB]
Figure 4-19 Estimation performance for mobile velocity at 300km/h.
LMS-DD Least Mean Square Decision-Directed; Lin Interp. Linear Interpolation; Slot Average 
Max. Likelihood Technique; 80 Tap FIR proposed technique without second stage RAKE; 
Adap. CHEST Proposed Technique; Ideal CHEST Perfect CHEST with MPI.
In Figure 4-19, the channel exhibits very fast fading. Therefore, although all the estimators show 
the same trend in performance, there is an overall loss in BER with respect to 120km/h. 
Nevertheless, the Adaptive CHEST estimator still outperforms, showing a 0.9dB loss from the 
benchmark, at SNR 10 dB.
4.4.3.3 Summary
RAKE receiver performance with hybrid adaptive channel estimation for downlink FDD 
WCDMA has been investigated. The scheme constitutes an SNR estimator, whose decision 
allows the estimator to switch from a modified Linear Interpolation mode to NLMS prediction.
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The decision is updated on every slot, so that it can use Linear Interpolation based estimates, 
when the combination of the tap signals are in a deep fade, or NLMS for high SNR environments, 
depending on the confidence of the demodulated data. The proposed technique can exploit the 
good attributes inherent in both modified linear Interpolation and decision-directed LMS 
prediction. It will offer robust estimation in the presence of high noise level signals, as well 
providing good tracking in fast fading environments. In addition, the NLMS component translates 
into an adaptive step size that solely depends on the channel vector, (3. It tries to minimize the 
gradient noise amplification resulting in a smoother channel estimate, and faster convergence than 
with respect to standard LMS algorithm.
The peiformance of the proposed scheme is sensitive to the linear interpolation error, the 
averaging filter length, the tracking ability of the NLMS, and the error is the SNR estimator. 
However, in high SNR regions with medium/high mobility, the 1st Stage RAKE can over come 
most of the errors introduced by noise, however because of the slight variations in the channel, the 
MSE of the NLMS is better that the 1st Stage RAKE. Furthermore, in low mobility conditions, the 
performance of the two filters are roughly the same. In low SNR regions, because the NLMS is 
more sensitive to noise than velocity, then there is a point where the 1st stage RAKE performance 
can perform better than the NLMS, thus the adaptive estimator responds to this by switching 
mode to the 1st stage RAKE in poor channel conditions. In addition, the SNR estimator hies to 
switch the mode of the filter to respond to the variations of the channel, so that it forces to be in 
the second mode of operation whenever possible, so that it can maximise performance, and the 
reliability in the data output.
The simulation results have shown that the scheme can outperform LMS-DD and standard Linear 
Interpolation, and have shown that the proposed adaptive hybrid Channel Estimator could be 
adopted for CHEST in RAKE applications.
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4.5 Conclusion
Third generation mobile systems will incorporate WCDMA to provide the high data rates 
envisaged, to allow the possibility of multimedia and real time services on a user terminal. To 
deliver these high data rates, receiver techniques are required that can overcome the degradation 
effects imposed by the channel environment. A Rake receiver implementation can be employed, 
that can be considered an efficient wideband demodulator whose performance is governed by the 
estimation unit. Therefore this has motivated interest into schemes that can overcome the fading 
property of the channel due to Doppler spread, and provide reliable estimates in low signal-to- 
noise-ratio (SNR) environments.
Previous work have investigated Wiener filters, that calculate tire optimum Wiener coefficients so 
as to attain the Linear Minimum Mean Square Error (LMMSE) solution. This scheme can give 
noticeably good performance under very fast fading conditions, and in high SNR environments. 
The Wiener will always provide the optimal filter coefficients, where it tries to maximise on 
average, the signal to noise ratio of the estimated signal. The Wiener performance is determined 
by the sampling rate, and the correlation between samples in the correlation window; the product 
of (1/ sampling rate)'“(maximum number of correlated samples) will determine the filter length 
which is a constant for the specific signal. Therefore the filter length must match at least the time 
coherence of the channel to get near optimal results. However, in practical applications, the Winer 
filter is not feasible solution, as complexity and frame structure places a constraint on the optimal 
design leading to sub-optimal variants [Lindoff 99][Baltersee 00]. A main issue with Wiener 
filters is the need to find a low complexity solution to evaluate the filter coefficients, as in the 
traditional sense this would entail calculating inverse correlation matrices. Therefore this has 
motivated research into pre-computing the coefficients only the once, based on a priori knowledge 
of the channel conditions. However, in real channel environments, this is not realistic, as the 
signals are in fact non-wide sense stationary. Therefore, this has motivated research into on-line 
computing of the Wiener coefficients, just by obtaining knowledge of the SNR, and the Doppler 
spread of the channel. However, these metrics cannot be obtained with precision, and velocity 
estimation can be challenging. Therefore this had focused research into adaptive algorithms such 
as LMS, that trade-off estimation error for adaptiveness.
The LMS can operate in a decision directed, and decision-aided mode. Normally, emphasis is 
given to decision-directed, as the latter requires a training sequence resulting in large signalling 
overhead. If the LMS works almost in a completely blind mode, the expectations of the LMS 
drops, as it cannot give good performance in low SNR conditions. In high SNR conditions, the 
LMS filter coefficients will converge to the (Bimmse error + excess error); the excess error being a 
function of the step size. It has been shown that the LMS is too sensitive to feedback propagation
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error, which is more pronounced in low SNR conditions, and thus LMS as a stand alone solution 
in not satisfactory.
Classical methods of channel estimation can also be applied, such as the ML technique. These are 
based on the assumption that the estimated channel remains invariant during the estimation 
period. If we assume a near stationary mobile environment, such as indoor environments, then this 
technique can give optimal performance in the asymptotic sense. However, the limitations with 
this technique is that in moderate fading environments, the estimated parameter becomes a 
correlated random variable, therefore slot averaging is not adequate anymore. Furthermore, it is 
clear that amount of memory required to buffer sufficient pilot bits is limited, therefore we never 
reach the asymptotic performance. However, it is a simple solution, and adequate for very low 
mobility conditions (upto 10 km/h), because at least a single frame needs to be buffered for 
UMTS scheduling; in our simulations for SF = 32, all 15 pilots slots can be buffered for channel 
estimation.
Interpolation is an alternative technique, but no guarantees can be given about its optimality. 
However, our simulations show that it can give good performance is moderate fading conditions, 
as it can capture the fading effect better than the ML technique. This scheme is limited to mobile 
velocities of up to 120 km/h, with a loss of around 1.5 dB at the 10 dB SNR point. Standard linear 
interpolation can be enhanced, by using the estimates to provide hard decision of the data during 
the data interval, which are then used to reconstruct the channel. When these samples are 
smoothed by a simple low pass filter, the RAKE receiver peiformance is improved, giving better 
performance over all SNR regions.
The main families of estimation schemes have been analysed, and each have their advantages and 
disadvantages, which are a function of velocity and SNR. It can be seen that none of these can 
give adequate performance over all the velocity range, therefore this has motivated research into 
hybrid estimation schemes, which are the main novelties of this chapter. We have proposed the 
Kalman filter estimator, that can give Wiener filter performance if it had a continuous training 
sequence, and if the signal model can be given by a first-order Gauss Markov model. In fact, these 
assumptions are the main limitations we found with this technique, and it performs the worse out 
o f three algorithms we propose in this chapter, as shown by Figure 4-20
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Eb/No [dB]
Figure 4-20 Summary of hybrid estimators
Theory Lth Order Diversity; IDEAL CHEST Perfect CHEST with MPI; Kalman-DA Kalman 
Decision Aided; RCI Raised Cosine Interpolation; Adap. CHEST NLMS with Interpolation; 
LMS-DD Least Mean Square Decision-Directed; Slot Average Max. Likelihood Technique.
The discrepancy is too large between the signal model assumed, and the real channel. The second 
technique based on the joint application of the NLMS, and linear interpolation provides a 
weighted performance between straight NLMS with Linear interpolated decision directed values, 
and modified linear interpolation. The total performance depends upon the switching point, which 
is determined by the SNR estimator. The final method, based on Ideal Interpolation theory, uses 
the Raised Cosine filter to provide an approximation to the ideal interpolator. This technique 
provides very good performance at from moderate to fast fading conditions, and has been shown 
to provide the best performance among the algorithms that have been proposed in the velocity 
range under test. The main advantages of this solution lies in its simplicity, the coefficients can be 
pre-computed, and they can operate over the considered velocity range without having to 
precompute, as is the case in the Weiner. However, the author acknowledges that this algorithm is 
not optimal, it does not maximise the signal to noise ratio, however performance has been shown 
to be adequate. The limitations of this algorithm, is that the signal needs to be completely band
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limited, and the sampling rate needs to be in accordance with the Nyquist theorem, in order for the 
signal to be reconstructed without aliasing components. Furthermore, this theorem holds in the 
absence of noise, however when there is noise present, the noise is attenuated according to the 
RCI filter, resulting in an effect similar to the zero forcing equalizer, that removes the channel 
effect, but not achieving optimum SNR. Finally, the latter technique also suffers from buffering 
delay, thus resulting in additional memory requirements, and forcing extra complexity on signal 
processing.
We can conclude that the estimation problem, is about finding the estimator that matches 
coherently the signal model to the actual estimated model, hi addition, it is important to find the 
performance metrics, as the choice of estimation model depends directly on the trade-off between 
these, which are mainly, complexity, minimum mean square error, training overhead, and 
adaptivity. All these metric are also a function of velocity, and SNR. Therefore, if complexity is 
not an issue, the Wiener filter will always provide the best performance, which of course needs a 
huge look-up table to account for all SNR, and velocity combinations. However, if all design 
metrics are taken into account, then the hybrid estimators are the best options, that allow us to 
have adaptivity, minimise training overhead, and provide low complexity solutions over the 
required velocity range. Moreover, the author also acknowledges that the simple averaging filter 
using the available pilot slots that are within the time coherence of the channel, still remains an 
efficient solution to the estimation problem in low to stationary mobility environments.
The next chapter now assumes perfect channel estimation, and follows on to investigate delay 
estimation.
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C h a p t e r  5
5  D E L A Y  E S T I M A T I O N
We now investigate the application of delay estimation algorithms to the CDMA chain, to 
synchronise to the desired signal in an effort to maximise the average SNR. In particular, we take 
a look at the traditional matched filter that is used to maximise the detected energy, and conclude 
that these schemes are optimal for synchronous systems, and for signals in the presence of 
AWGN. In a practical scenario, multi-path propagation will reduce the orthogonality existing 
between codes leading to interfering energy from the desired user (self noise), and multiple access 
interference. These interfering sources will limit the optimal properties o f the matched filter, 
motivating the need for a detection scheme that can overcome the interfering energy, and in 
particular that is resistant to the near-far effect. We investigate the MUSIC algorithm as solution 
to the delay estimation problem, which is inherently robust to the near-far effect, and which 
additionally provides blind detection. Furthermore, the main target is to investigate an adaptive 
solution to the MUSIC algorithm, to support a time-varying signal statistics. In particular, we 
investigate signal subspace tracking algorithms to evaluate the dynamic noise subspace entity, and 
furthermore apply the Minimum Description Length (MDL) function to evaluate the number of 
useful eigenvectors to provide robust delay estimation in the presence of a WCDMA channel. 
Simulation results have shown that the adaptive MUSIC algorithm can provide superior 
perfonnance to the matched filter for a WCDMA based system, operating in a UTRAN defined 
environment.
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5.1 Introduction
In CDMA based systems, there is a need for synchronization so as to track the desired signal in 
time-varying environments. The synchronization process can be typically partitioned into two 
phases. Coarse synchronization is used to perform code acquisition, it is used to find the best code 
offset that will result in the maximum Eb/No at the output of the detector. Typically this can be 
implemented by using a parallel bank of correlators, or employing the so called “Sliding 
Correlator” . The sliding code will be a locally generated replica o f the transmitted code, to 
despread the desired signal from the interfering energy. This is the basis for synchronization in 
UMTS, using the synchronization channel [Toskala 02]
The second stage to the synchronization process is fine synchronization, which is performed 
during code tracking. This provides fine adjustment of the code offset to within a chip period, to 
maximise the autocorrelation peak of the correlated codes. Code hacking circuits such as Delay 
Locked Loops can provide this fine adjustment. The received signal correlated is with a local PN 
generator, so as to provide a detected energy level, which is bandpassed filtered, and employed to 
drive a voltage controlled oscillator which shifts the PN offset within a chip interval.
Both these schemes exploit the auto-correlation, and cross-correlation properties of the codes to 
provide effective despreading. It is desirable that they exhibit sharp correlation characteristics, so 
that the interfering sources may be suppressed optimally (i.e. restrained to the orthogonal 
dimension space), therefore this raises the need for accurate synchronization. However, ideally 
spreading codes don’ t have all these desirable features, and different spreading codes will offer 
diverse performance in wideband, multi-user environments.
5.2 Spreading codes and their characteristics
The spreading waveform is pseudorandom which suggests the following attributes:
• Noise-like characteristics: They have sharp autocorrelation characteristics, and low cross 
correlation properties.
• Easy to construct
• Periodic, and long.
This means that it can be generated as a deterministic signal that statistically satisfies the 
requirements o f a random sequence [Vite 95]. Four examples of pseudorandom sequences are 
recalled here.
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5.2.1 Maximal Length Sequences
Maximal length sequences (M-sequences), are the longest code sequences that can be 
generated by a linear shift register as presented in Figure 5-1.
Figure 5-1 A general M-sequence generator
The generating function is given by eqn(5-l), where / (D )  is known as the characteristic
polynomial o f the linear feedback shift register (LFSR), the polynomial g0(D) depends on
the initial condition o f the shift register and determines the phase shift o f the generated 
sequence.
G(D) = a0 + a1D + a2D2 + - = f , a lDl = i g Q  (5-1)
i=0 /  (D)
The characteristic polynomial that can generate the maximal length sequence is called the 
primitive polynomial, and theses exist for all degree n > 1, where n is the period o f the code. 
Tables o f primitive polynomials can be found in [Sta73] for n < 40.
Autocorrelation function o f M-sequences is a two-value parameter that is given by (5-2)
r.°„} <m>
where an e  {1,-1} and N = 2n -1 is the period of M-sequence.
The cross-correlation properties o f M-sequence codes may have large values. Welc 
introduced a lower bound on this value for sequence of period N from a set o f Q different 
sequences [Welc74] as:
R0A k ) > N } / f i - ^ j N  (5-3)
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5.2.2 Gold Sequences
Gold codes have good cross-correlation characteristics and benefit from a large code set. The 
gold sequence generator is given by for period N=31
Figure 5-2 A general Gold code generator [Dina 98]
By adding (in modula 2) the output of one of the preferred sequence generators with different 
phases o f the output o f the second generator, different members of the Gold code family are 
obtained. In practice different phases o f the second pair are achieved by loading the related 
shift register with different initial states..
The cross-correlation between these sequences are uniform and bounded [Gold 68]. Gold 
sequences have a three valued cross-correlation as defined by eqn (5-4)
R„.(k)s { - f ( n ) , - U ( n ) -  2} 
where n is the number of delay elements in Figure 5-2 and t(n) is given by: 
' 1 + 2<”+1>/2 for n odd
(5-4)
t(n) =
l  + 2(n+2)/2 for n even
(5-5)
5.2.3 Kasami Sequences
Kasami code sequences are known to have very low cross-correlation [Fan96]. Kasami 
sequences are generated by adding an M sequence a , with different shifts of another M
sequence (sequences) a (a  ,a ). Sequences a , a are formed by appropriate decimation of
sequence a [Din98]. In this way, the set o f {a, a } generates the small set o f Kasami codes
with Q = 2 n/2 family members of period N — 2" - 1 ,  where n is the period of a and should 
be even. The auto correlation and cross correlation of these sequences take on the values
from the set {-1, - ( 2 '1/2 +1), l n'2 -1 } .  Comparing this with the Welc lower bound, it can be 
seen that the small set o f Kasami sequences are optimal.
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5 .2 .4  O r th o g o n a l co d e s
Fixed length and variable length orthogonal codes, such as Walsh Hadamard and OVSF 
codes (orthogonal variable spreading factor codes) are also available. These codes only 
provide the orthogonality between synchronous channels. These are currently employed in 
the UMTS [Toskala 02], and will be employed in this thesis.
5.3 Delay Estimator Design Requirements
To obtain the design requirements for a delay estimation unit, it is useful to define the average 
power of the decision variable at the output of the RAKE receiver finger, and to identify the 
parameters sensitive to the estimation performance. Therefore the optimum receiver will be one 
that minimises the contribution from interfering sources , but maximises the desired signal power, 
where the decision variable is given by eqn. (5-6).
siRP,k ArfCVeYO + I X k *  I r p.tSM + Z Z A. ( f u  I V/l=l )  _ 1=1 11=1u*k
(5-6)
where the following list provides the parameter definition:
Ad: Autocorrelation factor for the desired signal which is a function of the mean square tracking 
error for the p* path, and id user­
s '^  : Average desired signal power for the p* path, /clh user .
A mp: Crosscorrelation factor for the interfering multi-path from the /“’path, id user. This takes
into account the average tracking error for the plh path, and kth user, and the mean path delay with 
respect to the path delay of the desired path and user (pth path of the kth user).
Ii u: Average power of the interfering multipath for the iUl path, and uth user.
H, /: are the total number of multi-taps in the system.
U : is the total number of users in the system.
It can be seen that the decision variable is a function of the delay estimator error, and the 
correlation properties of the codes. Therefore it can be seen that the type of synchronization 
mechanism control the average tracking error ep,kfor the pfll path, k* user whilst the design of the 
code determines the orthogonality factor for the desired signal , and the interfering multi-taps
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composed of self -noise , and MAL Moreover, the factor Ii)U can take on different powers due to 
imperfect power control, and this will have an impact on the synchronization technique.
In summary, no code can have complete perfect correlation statistics, and hostile channel 
conditions will destroy the orthogonality o f the codes so that there will always be interfering 
energy in the desired signal subspace, which can be quantified by an orthogonality factor. This 
component is a factor of the channel environment, and the code structure. These interfering 
sources may be attributed to multipath interference, or MAI. Furthermore, the unequal power 
distribution of the components, known as the near-far effect, will reduce the overall performance 
o f the synchronization scheme, thus motivating research into near-far resistant receivers. In 
addition, the channel will be time varying, and typically there will be incomplete knowledge of 
the complete signal structure, thus an adaptive solution is required that will provide a good 
tracking capability under the most hostile conditions. From this discussion, we now identify the 
design requirements for a generic delay estimator.
For effective synchronization, there is a need to consider the following requirements:
• The need for code stincture that can provide sharp correlation attributes, for both auto­
correlation, and cross-correlation.
• Very tight tracking, so that the sharp correlation properties may be exploited.
• A synchronization mechanism that can lock onto the desired signal in a mean square error 
sense, in the presence of MAI, and Gaussian statistics.
• Channel is a time-varying environment, and therefore an adaptive system is required that can
continuously provide optimal delay estimation.
• A  detector that is robust to the near-far effect.
In this section, we will only investigate techniques that given a received signal vector, it will
estimate the desired delay o f a given path, based on available prior knowledge surrounding 
the signal structure. We do not consider code design to improve the correlation properties of 
the codes, which is really considered an alternative problem to receiver detection, and out of 
the scope of this thesis. In this work, we assume OVSF codes, and alternatively consider the 
architecture of the synchronization mechanism itself, in an attempt to minimise the tracking error. 
We investigate the typical matched filter approach, and the MUSIC algorithm that is said to have 
near-far resistant properties, and outperforms the matched filter in the presence of MAI. 
Furthermore, the adaptive MUSIC estimator is investigated, which is considered to be a novel 
enhancement on existing approaches on MUSIC estimation.
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5.4 MUSIC Estimator for DS-CDMA
The capacity of an asynchronous DS-CDMA can be limited by the acquisition performance of the 
delay estimation algorithm in a time varying environment. A classical technique for estimating the 
propagation delay is the Matched Filter receiver, which has been shown to be sub-optimum in an 
asynchronous multi-user environment [Fock 01][Parkvall 96]. The accuracy of the matched filter 
is limited due to the presence of delay spread that destroys the orthogonality between codes, thus 
resulting in multi-path interference. This interference is augmented by the presence of multi-users, 
and when the power distribution between them are unequal. However, because of its simplicity, 
and the idealistic scenario of perfect power control that ought to exist in a CDMA system, there 
have been continuous studies on employing the matched filter based schemes for delay estimation 
[Huang 99] [Bejjani 99][Fukomoto 00][Hamada 99]. However, we address the MUSIC (Multiple 
Signal Classification) estimator as a potential solution to the delay estimation problem, that can 
perform at least as well as the matched filter, and overcome the near-far effect in a multi-user 
environment; and acts as blind detector as it requires no side information about the delays. It can 
also perform well with a moderate number of observation symbols, and provide a solution near 
the Cramer-Rao lower bound. Furthermore, the MUSIC algorithm facilitates well to adaptive 
space hacking algorithms which is one o f the main features in this chapter.
The application of MUSIC to CDMA systems has been investigated previously by [Parkvall 94] 
[Bensley 96][Ostman 99][Mitra 99] which have shown promising results, however they have been 
studied in static environments, where the statistics of the received signal are assumed wide sense 
stationary, hi this thesis, we apply the MUSIC to a UMTS type scenario, and then apply the 
MUSIC algorithm in a time varying environment, which introduces the need for an adaptive 
MUSIC estimator solution. Therefore, we investigate alternative techniques to the Singular 
Decomposition function, that can be less complex in terms of computations, and that provide 
adaptivity to the receiver system; two signal subspace hacking algorithms are offered as candidate 
solutions. The performance of the adaptive estimator system are investigated, in terms of the 
probability o f acquisition, tracking ability and the computational complexity, which is compared 
against the benchmark SVD library function in Matlab.
5.4.1 M U S IC  Signal M od e l
This section outlines the system model based on [Strom 95]. The signal regarding the kUl user can 
be represented in baseband by equation (5-7), where ck is the user code vector with unit energy 
per chip, and dk(m) e {+1,-1} is the BPSK modulated data.
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Sk (t) =  Y j d k(.m )c k 6 - m T ) (5-7)
In a typical k-user multi-path environment the received signal can be represented as:
K  R i
r ( t )=  L E  +  r (t) sk (t - Tk r )^2Pk cos(wt+0k r )+n( t ) (5-8)
*=i / =i
where (3k,r is the complex Rayleigh fading parameter, which is time variant. The quantity 0k>r is the 
phase delay, Tk>r is the delay associated with each path, and user and Pk is related to the power of 
the k-th user. The noise component n(t) is complex white Gaussian noise. The received signal is 
partially demodulated to complex baseband, and sampled using an integrate and dump system, 
without any synchronization. The resulting output at the d  sample during the nd symbol.
XT' ^  1 lTCr ( l ) = n( l)  + 2_i Y Jak,r (m) —  J sk (t -  Tkr )dt (5-9)
k=1 r=l (Z-i)r/
where Ti is the chip duration, ak,r constitutes the fading and the phase component. Both Tj and Pk 
are set to unity, without any effect on the results.
To derive the MUSIC estimator, there is a need to model the received signal r(m), as a series of 
independent vectors, where each vector, rk>r, is the contribution from each multi-path of the k* 
user:
rfc,r (m) ~ [aifc,2r-l a fc,2r ]
10✓---sSft
'w
'
$
1
0 a  kr(m) z2k (m)_
(5-10)
where ak)2ris the independent vector from the d  path, and is formed by shifting the code vector of 
the kUl user by the path delay, pk r, which is a non-negative integer. The form of aki2r is defined as:
fc,2r-l
l k ,2 r
A
Z
— Di(p*,r+1) +
<V-
1 Di(p*’r)
(5-11)
k.r
Ti
D - 1(/W+l) +
(  A ,  /j Lr D .  ,(».•)
T j
C,.
where Ak>r is the fractional delay. The permutations matrix D s(p*,r) is defined by equation (5-12),
where IQN is an identity matrix of dimension QN, where Q and N are the oversampling and 
spreading factors respectively:
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D iPk-r) _ Q N -p
sip 0
(5-12)
Z2k(m) and Z2k.i(m) e {-1 ,1 ,0} represents the user data, that takes into account the polarity 
between two adjacent data bits. The requirement for two code vectors to represent each path is a 
necessity, as the signal subspace needs to be constructed to support the possibility of having equal 
polarity in two adjacent bits, as well as the unequal case.
z 2*-i M  = “  ldk On) + dk (tn - 1)] 
z 2k On) = ~ [dk(m )-d k(m ~  1) ]
(5-13)
ck is the sampled code vector: 
ck = [a-(Q/v)... a(i>]r
The received vector for the mth symbol may now be written as:
F(m) — AS(hi) + H(m) G
where,
A  =  ta i,l " A  ,2r> * • * >a k,2r> • * * A G
S(//I> = [su .. ,si 2ti • • • ?Ski2rJ • • • »SKj2r] S G C
(5-14)
(5-15)
(5-16)
A  covariance matrix R , is defined by equation (5-17) as the average autocorrelation matrix over a 
period of M vector samples, where H is the Hermitian transpose. The eigenvalue decomposition 
allows the covariance matrix to be expressed in terms of a signal and noise subspace, where As 
are the signal singular values and a measure of the distribution of energy over the orthonormal 
basis. An are the noise eigenvalues and represents the variance of the noise samples. And Es, and 
En are signal and noise subspace respectively.
1 M A  A  A H A  A  A H
R  —-----^  ' r (m)F (hi) — E j A s Ei + Eh A h Eh
M  S
(5-17)
The MUSIC cost function can now be expressed by projecting the codevector onto the noise 
subspace quantity:
JkM«sicOr ) = ™g re[o,-r)min
2
A HE h a 2W(r)
—  + -
U  H
E h  3 2k  *
|a2it-I ti)j| IK *w f
(5-18)
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where
A kr
a 2*-l ( T ) =  a 2/t-l + 1 -
A ,k,r
z a 2/t-l (*(>)
a 2it (^)
A k.r
Z
a2 k + 1 z a 2A- (7o)
(5-19)
(5-20)
i y
Both (5-19), and (5-20) are piecewise linear in t, in the region t  = g  [pTt,(p  +1)7)]. By inserting 
these expressions into (5-18), we can define the resulting cost function as:
_ s 2Kn + ( l - s ) 2Kl2+ 2 s ( l - s )K l3 s2K 2l+ ( l - s ) 2K 22 + 2 s ( l - s )K 23
k,music(T) f _ 2  , / 1  _ \ 2 \ ^ i A r  < O - . / ' - i  ~ \r s -  /  2 / ,  \ 2 -(s ‘  + (1 ■- s y )QN + 2s( l -s )K . .  (s + (1—s) )QA/ + 2 j ( l  -  s)K.
(5-21)
24
where s =_  A  fc.r and:
* u  =
12 ^ «a2Jt-l( o^)
(5-22)
(5-23)
(5-24)
(5-25)
(5-26)
K13=R e{a\M (rt)EnE ;a 2,_1(fy)}
K u = a 2*—i (tl )EnE B a2fc_j (f0)
i k - i ( ^ ) i r = K - w ) i r = e i v
and K2i, K22, K23j and K24 can be defined in as similar manner.
The projection describes a series o f stationary point curves as a function of delay. The candidate 
delay estimates will consist of the delays at ITi (Tj is the chip duration) points, and the delays at 
which the stationary points lie within each delay bin. The final delay estimates are the set of 
delays that minimizes the magnitude of the cost function, and the number of delays that can be 
quantified by the number of multi-tap in the channel, hi the first instance, we assume this 
knowledge to be known, however later on we state that the number of useful taps can be 
predetermined by the Maximum Description Length (MDL) function. Figure 5-3 shows the 
profile of the MUSIC cost function. The example shown is for a single user system, single tap 
scenario where the delay was set at 3.9 chips, at SNR 10 dB for 200 samples. It can be seen that 
the MUSIC cost function for this scenario can track the tap delay with accuracy.
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Figure 5-3 MUSIC cost function
5.4.2 Signal Subspace T ra ck in g  T echn iques
In a time varying environment, techniques for tracking changes in the signal subspace is essential, 
however for a system with a large rank signal subspace, it becomes less computationally 
demanding to track the noise subspace. The two entities are inter-related by:
E „ E „ ' ' = I ( ^ ) - E SE /  (5-27)
where I(qn) is the identity matrix of size QN.
Adaptive subspace tracking techniques can be classified into three main families:
• Classical methods like QR algorithm, Jacobi rotation, and the power iteration have been 
modified for use in adaptive processing [Golub 90]
• Bunch’ s rank-one updating algorithm
• SVD as a constrained optimisation problem
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In this thesis, we propose to investigate the PASTd [Yang 95], an algorithm from the constrained 
optimisation problem family. This algorithm has been applied to SIR estimation within a CDMA 
system [Ramakrishna 97], has been shown to have very good tracking performance. In addition, 
another advantage of the subspace technique that it can be easily be exploited by MUD 
architectures, such as the Decorrelator and the MMSE technique, that are both based on 
projecting the received signal onto a subspace orthogonal to that of the interference subspace. We 
now apply the PASTd and investigate its feasibility towards delay estimation.
Furthermore, we compare the PASTd with a novel approach known as the PMHd (Power Method 
with Hotelling deflation). This is an iterative solution that uses the power method to capture the 
strongest eigenvector, which is then removed from the covariance matrix using deflation. This 
latter application has unknown performance, it has not been previously considered as an approach 
for subspace tracking, and therefore we investigate its performance here; although the PMHd does 
exist as two separate entities in the field of linear algebra.
5.4.2.1 Projection Approxim ation Subspace Tracking
The Projection Approximation Subspace Tracking Algorithm with deflation (PASTd) is based on 
Yang’ s [Yang 95] approach to subspace tracking. The PASTd concept is centred around 
minimizing the J(W) scalar cost function given by:
2M
J (W ) = X
m=l
r (m )-W W Hr(m) (5-28)
where W  is the signal subspace matrix, M is the observation window size, and r is the received 
signal vector. The unconstrained minimization leads to a series of stationary points, whose global 
minima defines the eigenvectors o f the signal subspace. Applying an iterative algorithm to the 
cost function guarantees convergence to an orthonormal basis of the signal subspace without 
orthonormalization. Therefore, replacing the expectation in eqn(5-28) with the exponentially 
weighted sum, and by approximating the Hermitian signal subspace matrix by its previous 
estimate in the range 1< m< M, results in:
M
/ ' ( W ( M ) )  = £ ^ M-'"||r(m)-W(M)y(m)|| (5_29)
m-1
where y (m) = W H (in — l)r  (m) , and j  is the forgetting factor. The weighted least square cost
function in (5-29), can be implemented by an RLS algorithm, that generates an update of the 
signal subspace on every vector sample. Figure 5-4 shows the PASTd algorithm used in the 
simulations.
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Initial valuesd(l,...,f,..,QAO = 1 and W(0) = l QN 
P  =0.97 
for m  = 1,2 ..,M
V )  = v (m y ,
fori = 1,2, . . . ,Q N
j , (m) =  w iH ( m - l)r; (m)  
d, (m) = /3 d ,(m -1) + \j, (m)|2 
e;(m) =  rl( m ) - v / i ( m - 1) j, (m) 
w1(m) = wi(m -l)+ e i(m)[/, (m)* / d t (m)]
r(+l(m) = r i(„.) ~ w i(m) ±  (m )
end 
end
Figure 5-4 PASTd algorithm
The PASTd calculates the strongest eigenvector, its effect is then removed from the received 
vector ri(m), leaving the second eigenvector as the one of interest. This step by step reduction is 
known as deflation, and results in each eigenvector being calculated sequentially.
5.4.2.2 Power M ethod with Hotelling’ s Deflation
This technique calculates the strongest eigenvector in an iterative manner using the power 
method. It then applies Hotelling’ s deflation to remove the effect o f the strongest eigenvector. The 
algorithm then reapplies the power method to evaluate the subsequent eigenvector; this process is 
repeated until the entire subspace is evaluated. Consequently the power method also evaluates the 
singular- values, given by A,n. Figure 5-5 shows the PMHd algorithm.
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eiTorjtnax = 0.01; 
x 0 = random vector;
A 0= 1 0 ;
A l m = sample covariance matrix 
for s =  1.. QN 
n = 1;
while An > error_  max 
y « =  A  S i, „ x K _  j
A „ =  I llx « - i | [ - I
x « H K - J
„  _  y ,
■H-l
end; 
A =  A - As + l ,m  s ,m  ii
(  \ X„
vnx «ny
(  H )
X . .
v ilx « ny
end
Figure 5-5 PMHd algorithm
5.4.2.3 Adaptive Signal Subspace Estimation
This thesis uses an approach by Wax and Kailath [Wax 85]. It is based on a method that 
incorporates information theoretic criteria to select a parameterised model that best fits the 
observed data.
It is well known that the log-likelihood expression is instrumental in providing the maximum 
likelihood estimate o f the desired parameter based on a given received signal vector. However, we 
can make use of a variant of this function in an attempt to match the desired received signal vector 
to the correct member of the PDF family. This variant is known as the minimum description 
length (MDL) function, which is a function of the sample covariance matrix. The MDL is based 
on the received expected covariance matrix, that uses the corresponding eigenvalues to estimate 
the dimension of the signal subspace, by finding the number of signals that minimizes the MDL 
cost function. The MDL function is given by:
MDL(k) = - lo g
f  + p - k ) M
p  i
n  Lp-k
i=k+\  1 
1
y  K  i=k+1 J
+ —k(2p -  k)\ogM (5-30)
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where 1; refers to the i01 singular value, p is the number of signal eigenvalues values, and M is the 
observation period in symbols.
5.5 Maximum Likelihood Estimator
The maximum likelihood estimator can also be applied to the delay estimation problem, it will 
provide the optimum solution, but its implementation is not feasible because usually it involves a 
multi-dimensional parameter optimisation. In [Parkvall 96], the ML estimation scheme was 
investigated, however, the estimator cost function was indeed a function of the number of users, 
correlation properties o f the code, and the transmitted bits of all users. Therefore we would need 
to maximise the cost function for all possible bits sequences, as shown by (5-31).
fML 
&ML
tml
M
=  a r g m in ^ ^  5j||r(m) ~  ABz(m)\\ (5_31)
w=l
where 6 , f  are the ML estimates of the channel phase, and amplitude respectively, and £ , z are 
the delay and data sequence respectively.
The estimator would estimate all the parameters simultaneously, but this kind of parameter search 
is prohibitive, especially as the number of users, and samples increase. Therefore, there is a need 
to define a simpler definition of the ML estimator so as to constrain the parameter search to a 
limited set of values, as the expense o f accuracy. If we constrain the dk(m) =1,...,M, then the 
contribution from the k^ user is the received vector: pk,ma2k-i for m=l,...,M. Thus since a2k.i is 
roughly orthogonal to every other delayed codevector in the A matrix, then we can form the 
correlator estimate of xk as:
n = argra[0,r) h.co,, ti) (5-32)
i M a2*-i(O*r(»0
M , „= i a 2j._ i (t)
(5-33)
= argTe[0ir)m m -- :  3
Kfc-iCql
where
2*-i(Ur| (5_34)
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j  M
r = — y }r (m ) is the sample mean. (5-35)
M  WJ=j
Finally, the search function can be synthesised in the same manner, as for (5-21)
, x 52L -C r f  + 2 ,sR e(c,- c n)c*  +|cft|2
l»2+ ( i - t y ) g i v + 2s( i - . S) a - V i  (<>2*-,(f0) <5~36)
where cx -  a2)t_, (tx ) r , and c0 = a*2*-i (tQ )r  . (5-37)
5.6 Cramer Rao Lower Bound
In order to compare the simulated results with a benchmark, we define here the limit on the lower 
bound peiformance that can be achieved by an unbiased estimator. The theoretical limit can be 
expressed by using the CRLB to define the minimum variance estimation error, based on the 
definition of the fisher information matrix. We recall the CRLB peiformance for the MUSIC 
estimator, however a more detailed analysis can be found in [Stoica 89] [Nehorai 90].
The group of parameters to be estimated can be defined by the vector (p.
(p =  [(T2Yr6 TrTr \ (5-38)
where o  is the noise variance, y is the set o f channel amplitude, 6 is the set of channel phase 
elements, and T is the set of tap delays. The estimator covariance matrix must satisfy the relation 
in (5-39)
r l < e \#>-(p){(p - ( p)t )  (5-39)
where J is known as the fisher information matrix
J = E r d ln L (r)Y  dlnL(r)V (5-40)
dtp )\ dtp
L(r ) is the log likelihood function which is a function of the received signal.
Since the noise is complex Gaussian, the (conditional) log-likelihood can be given by:
i m  2
lnL(r) = const.-M Q N lncr2  r X l l r (m)~  ABz(m)|| (5-41)
To calculate J, the partial derivatives with respect to the parameter (p is required. The information 
matrix can be written as:
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J =
MQN
a 1
0 0 0
0 J n jyQ Jyr
0 J 7e Joo J 0t
0 J yT 0 J tt
(5-42)
In this chapter, we are interested in defining the JTT expression, which is related to the delay 
variance estimation error. This can be given by (5-43)
J *tt = ^ r f> e {r * (m )T * 'I T (m ) }
&  m =l
Where
)• •(%!» • • -VfoJ
k,r Ti
V „ r = ^ L = ^ k f ' r+1)- D ‘? 'r>k
d *k,r Ti
T(m) = diag(Tl K (m))
k , ( m ) i f iG { 2 j - l ,2 j }
( r , ( m ) ) ( / ; )  =
where
I Otherwise sk i(m) = 0
Sk,2r-M ) = Pkfflk-lim) 
^ r W  = A , r ^ ( m)
(5-43)
(5-44)
(5-45)
(5-46) 
(5-47) 
• (5-48)
(5-49)
The Information matrix suggests that one can compute bounds on the error variance for each of 
the estimated parameters, and that they are independent of each of the other users amplitude, 
which means that estimators do exist that are near-far resistant.
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5 .7  S im u la tion  R esu lts
5.7.1 G eneral M U S IC  P erform an ce  and Sensitivity
The system model simulated is a DS-CDMA link. The user’ s signal is formed by modulating a 32 
chip code vector by a random data sequence that is uniformly distributed. For the wideband 
channel, a 3 tap-delay model was generated where the Doppler shift was set to 18.51 Hz / lOkm/h, 
and the sampling rate is 3.84 Mcp/s. The path delays were chosen randomly within a symbol 
period. Two hundred independent trials were carried out, with each realisation entailing a 
different seed for the data, the noise samples and the Rayleigh fading for a given set o f delays. In 
Figure 5-6, we simulate the average probability o f acquisition of the algorithms against the SNR 
per bit, for a 5 user system, with 3 paths per user. The MAI of each disturbing user was OdB. The 
signal subspace dimension used was 30 (2kr), a theoretical value that is determined by the rank of 
the covariance matrix, and is a function of the number of delay components to be estimated, and 
on the polarity o f the adjacent symbols.
Eb/No [dB]
Figure 5-6 Prob. of Acquisition vs. Eb/No
SVD(50) Singular Value Decomposition (Observation window size (OWS)= 50 symbols), 
PMHd(OWS) Power Method with Hotelling Deflation PASTD(OWS)(Yang’s algorithm)
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We define an acquisition when the estimated delay is to within Vz chip period of the actual delay. 
Figure 5-6 shows that the acquisition performance for capturing all three taps. It can be seen that 
the SVD function provides marginally higher performance than the other two algorithms, as 
expected; the others can be considered to be computationally efficient sub-optimal solutions. 
Moreover, increasing the number of samples from 50 to 200, leads to a small improvement in 
peiformance, an incremental increase of between 1 to 3% in acquisition for all three cases were 
observed at 5 dB, although the difference is more significant for SNR values below this threshold. 
We also observe, that if the SNR is increased beyond lOdB, the performance of the algorithms 
seems to tail-off; in this case the noise variance is not the limiting factor, but the inaccurate 
estimate of the eigenvalues, due lack of averaging. The results show that in general, as we 
increase the averaging window we obtain better approximation of the covariance matrix, thus 
resulting in a more accurate estimate o f the noise subspace. However, the noise power defines the 
limit on the total achievable estimation power of the MUSIC algorithm.
5.7.2 M U S IC  S V D  y  M a tch ed  F ilter
To show the real attractive attribute o f the MUSIC algorithm, we need to compare it with the 
matched filter. Furthermore, we now demonstrate the robust nature of the MUSIC algorithm to 
the near -far effect. The simulation scenario is now given by Table 5-1
Simulation Scenario Values
User No. 5 user system
Path per user One
Spreading codes OVSF
SNR 12 dB
Channel type AWGN
Observation Interval 50 -  500 symbols
Iteration 500
Table 5-1 Simulation Parameters
In order to capture the full effect of the parameter statistics on the delay estimation, we simulate a 
CDMA multi-user chain, in the presence of AWGN. Moreover, so as to capture the statistics of 
the estimation error, the transmitted bit sequence was different for all users, given the propagation 
path delays to be constant. On each iteration, the starting seed of the AWGN generator, and the 
data sequence was distinct, to provide a full statistical description of the error. The mean square 
error was evaluated given 500 iterations, with the results expressed as a root MSE. In addition the 
results are compared with the CRLB, as a function of the sample size, given the information of the
124
Chapter 5. Delay Estimation
transmitted sequence is available. In Figure 5-7, we compare the MUSIC algorithm with the 
matched filter performance, based on the standard deviation error metric.
Samples 
Figure 5-7 MUSIC vs MF
CRLB Cramer Rao Lower Bound; MUSIC (OdB) Multiple Signal Classification (Near Far effect
ratio (NF)), MF Matched Filter
We can clearly see that MUSIC algorithm does not provide the CRLB performance, as the 
MUSIC algorithm is an approximation of the maximum likelihood estimator [Aazhang 96]; the 
MUSIC algorithm would ideally have a covariance matrix term, which would need to be solved 
so as to attain the ML estimate o f the delay. The sensitivity o f the delay estimate to the 
observation window size can be clearly seen, however it seems that 400 samples seems to be 
sufficient to capture most o f the statistics in the received data.
It can also be seen that the matched filter can perform on equal terms to the MUSIC algorithm, 
when the near far effect is equal to 0 dB. Therefore in an environment, where we have perfect 
power control, the matched filter can provide a simple solution to the delay estimation problem. 
However, it is clear that the assumption of perfect power control cannot hold in realistic systems, 
especially under heavy loaded conditions. In these circumstances, we need to simulate the near-far
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effect for a given sample size, and SNR condition. In Figure 5-7, it can be seen that for a near far 
ratio o f 20 dB, the matched filter performance is very poor, whilst the MUSIC algorithm is 
insensitive to this phenomena. It is this attribute o f the MUSIC algorithms, that can make it a 
practical choice for delay estimation in a CDMA system. We now leave the matched filter 
technique to consider solely the MUSIC algorithm, and to investigate the application o f adaptive 
subspace tracking techniques to delay estimation dilemma to provide adaptivity to the system, and 
to minimise the average complexity o f the estimation block.
5.7.3 A daptive  S ubspace T ra ck in g  P erform an ce
In this section, attention is now diverted to the UMTS system, and consider a multi-propagation 
channel. Figure 5-8 shows the acquisition performance of path 1, in a vehicular test environment 
channel A. In this scenario we assume a two user system. The averaging window is 100 samples, 
and we show the case in when a fixed value o f 24 eigenvectors is used to obtain the signal 
subspace dimension, and when it is calculated adaptively using equation (5-30). We compare the 
traditional MUSIC algorithm with our approach known as the PMHD, and the PASTd algorithm, 
that are both used to track the vector subspace. However, in this instance we maintain the delays 
constant, so as to evaluate how close the algorithms can approximate the signal subspace.
Figure 5-8 Prob. of acquisition (Pathl) vs. Eb/No
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SVD Singular Value Decomposition; PMHD Power Method with Hotelling Deflation; PASTd 
Projection Approximation Subspace Tracking with Deflation; (as) = adaptive subspace
Figure 5-8 shows that we can obtain significant improvement by using an adaptive signal 
subspace. At 10 dB, all algorithms show around 10 % improvement with respect to the non- 
adaptive case. The SVD of the covariance matrix results in the generation of eigenvalues, and 
eigenvectors. However, eigenvalues associated with noise are present in all the eigenvectors, 
which can be used to provide good estimates of the signal to interference ratio of the received 
signal for power control applications [Adachi 98]. However, it can be assumed that the noise 
eigenvalues have inherent multiplicity, therefore the signal to noise ratio of each eigenvector 
reduces as we trace the diagonal of the subspace matrix. Therefore the weaker eigenvectors that 
are said to have low SNR, contribute very little information to the noise subspace definition, and 
even will contribute excess noise to the estimation process. Therefore it becomes more beneficial 
to restrict the signal subspace definition to only the stronger eigenvectors, therefore ideally if we 
had perfect knowledge of the covariance matrix characteristics, we would trade-off accuracy for 
complexity. This was reflected in the simulations, where the net improvement was superior with 
adaptive scenario, than with the non-adaptive case; the set of low SNR eigenvector provide more 
noise than signal information. In fact, it was found that the useful number of eigenvectors that 
contributed information to the signal subspace varied between one to five eigenvectors given the 
averaging window, and the SNR operating range. Furthermore, only in very high SNR regions 
would it be beneficial to include all the eigenvectors that are within the signal subspace boundary. 
Figure 5-9 shows a bar chart of the number of correct delay estimates for each algorithm for an 
averaging period of 100 symbols at 5dB SNR, employing an adaptive signal subspace.
Figure 5-9 prob. of acquisition vs no. of correct delay estimates
All algorithms show that communication is reliable for 100% of the time, in that they synchronize 
onto at least one path. In addition, the PASTd algorithm has marginal improvement over the other
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two techniques. However, it also shows that none o f the algorithms can make use of the energy 
from all the six taps at the same time. The energy available from the weaker taps in the channel A 
impulse response is minimal, and therefore the instantaneous SNR o f these path is consistently 
low. The MUSIC estimator fails to lock onto these paths for any appreciable amount of time.
In Figure 5-10, we express the RMSE performance versus SNR. The performance is shown for 
the non-adaptive subspace (PASTd, PMHd) v MUSIC (SVD)
Figure 5-10 RMSE vs. Eb/No sample size = 200
MUSIC Multiple Signal Classification; PMHD Power Method with Hotelling Deflation; PASTd 
Projection Approximation Subspace Tracking with Deflation
Whilst the adaptive subspace scheme is shown by Figure 5-11. If we keep the SNR fixed at lOdB, 
then the impact o f sample size on RMSE performance is shown by Figure 5-12. Figure 5-10, 
Figure 5-11, and Figure 5-12 show the impact of SNR, and sample size on RMSE performance. 
All graphs shows that quite clearly PHMd, and PASTd are sub-optimal solutions to the MUSIC 
estimator employing pure SVD, as these introduce an additional decomposition error. However, in 
the adaptive subspace case, the PASTd can generally perform as well as the pure SVD, in 
exchange for less complexity.
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In addition, the PMHd always performs worse than its competing counterparts. Furthermore, 
even employing a pure SVD solution, the performance of the MUSIC estimator is generally poor 
in low SNR environments, where an average of 26 % tracking error can be expected for SNR =3 
dB.
Figure 5-11RMSE vs. Eb/No sample size = 200 (adaptive scheme)
MUSIC Multiple Signal Classification; PMHD Power Method with Hotelling Deflation; PASTd 
Projection Approximation Subspace Tracking with Deflation
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Samples
Figure 5-12 RMSE vs Sample size (Eb/No = lOdB)
MUSIC Multiple Signal Classification; PMHD Power Method with Hotelling Deflation; PASTd 
Projection Approximation Subspace Tracking with Deflation
5.7.4 M U S IC  T ra ck in g  P erform an ce
To measure the tracking ability of the algorithms, the delay of the first tap alternated from 2 to
15.5 chip delays, on every 500 samples, to simulate a time varying channel, and hence a change in 
the signal subspace statistics. Table 5-2 shows the percentage time that each algorithm stays 
locked to within half a chip of the real delay, over a window of 2000 symbols, on each path. The 
table indicates that the first two taps are tracked closely; and a presence in tap five suggests that 
the amplitude is at a peak during the tracking period.
1 2 3 4 5 6
SVD 99.2 85.4 0.3 9.1 46.3 7.2
PMHd 98.9 54.8 0.8 8.6 27.1 7.7
PASTd 93.7 65.7 6.1 10.0 49.3 9.4
Table 5-2 Percentage tracking time vs tap number
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Figure 5-13 shows the tracking performance of the PASTd algorithm for the strongest tap in the 
channel A environment, for a particular simulation run. It can be seen that it can track the delay 
fairly closely, and can typically take around 50 -100 symbols for the estimate to settle down to 
the true value.
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Figure 5-13 PASTd tracking performance
Figure 5-14 shows the computational load of each algorithm over the same 2000 symbol period, 
for the non-adaptive signal subspace(signal subspace dimension fixed).
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Figure 5-14 Flops vs Symbols
Although, this figure can clearly not be an accurate figure of the complexity o f the algorithms, it 
can serve as an indicative figure. If we assume that a SVD has do be done on every received 
sample so as to be aware of any perturbations in the received signal vector, then the traditional 
approach is clearly more excessive in terms o f floating point computations compared to the signal 
subspace tracking algorithms suggested in this chapter. The adaptive recursive algorithms only 
need to detect changes in the subspace, and adapt to these incremental effects rather than to 
completely redefine the signal subspace definition. In Figure 5-14, it can be seen that the SVD 
requires on average 1.6 MFLOPS, whilst the PMHD can do the task with 60 % less processing 
power, and the PASTd seems to be the most computationally efficient, only requiring 2.5KFLOP.
However, the author would like to reiterate that complexity is a function o f many parameters, and 
we have only examined a perspective dimension in terms of algorithmic software computations, 
just to provide a tentative overview of the processing power involved. In fact complexity is 
sensitive to the software programming style, the compiler, and the hardware type required for 
implementation, as well as the system design flow. In fact, an optimum design flow, would 
support a complexity analysis at each stage in the flow, from fixed point implementation, to 
HW/SW exploration of the algorithm, and the functional H/W platform used to support the link. It
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can be seen that a complete complexity analysis is indeed a complete work package that is clearly 
out of the scope of this thesis, and but in the long term required if we are to justify suitably the 
choice of algorithm for a specific application.
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5 .8  C o n c lu s io n
In this Chapter, we have investigated the assumption of perfect delay estimation. It was 
emphasised that the delay spread of the channel makes the receiver technology sensitive to multi- 
path, and multi-access interference. The code- matched filter is the optimum detector for a single 
user system, i.e. for the desired signal in the presence of AWGN. Typically matched filters are 
also employed for simple delay estimation; CDMA de-spreading results in a peak within the 
symbol duration window, where each peak maps to a specific multi-tap delay. However, the 
matched filter (also known as the Sliding Correlator) can give the optimum performance if the 
channel has narrowband properties, so that the users codes are completely orthogonal to each 
other, and therefore there is no multi-path interference, as in the case of an L-diversity system. 
However, in practical scenarios, delay spread causes the codes to lose othogonality, thus 
generating interference in the despread signal, causing the peaks to lose their sharpness, or in 
other words minimising the SNR per tap. Furthermore, in the presence of poor power control, the 
power distribution per user may be unequal thus resulting in the near-far effect, causing additional 
interference. Therefore this motivated the need for delay estimation schemes that can overcome 
the near-far effect, and provide robust estimation of the multi-tap delays in low SNR 
environments.
In this chapter we investigated the vector subspace class of estimation filters known as the 
MUSIC algorithm. This type of scheme is based on obtaining an accurate covariance matrix of the 
received signal vector, so as to attain the subspace decomposition using singular value 
decomposition. The decomposition results in a signal subspace with the corresponding signal 
eigenvalues, and a corresponding noise subspace. The eigenvalues can be used to attain an 
estimate of the signal to interference ratio, whilst here we use the noise subspace quantity to 
search for the delays of the multi-taps.
The success of this scheme is based on the assumption that the multi-taps or delayed code-vectors 
preserve some orthogonality, so that the covariance matrix preserves its rank, which in turn is 
dependant upon the delay distribution of the codes, and the code type. The eigenvalues determine 
the average amount of power associated with each orthonormal axis, therefore it important that 
the covariance matrix has a strong rank. It can be seen that the signal subspace acts like a filter, 
that is used to reconstruct the received signal, and to separate the noise into a separate orthogonal 
space, thus maximising the SNR of the signal. We project the delayed code vector onto the noise 
subspace, and search for the delay for which the MUSIC cost function is minimised. This 
technique is insensitive to the near-far effect, as proven by the CRB. Moreover, the performance 
is also a function of the sample size required to attain an approximation to the expectation of the 
correlation matrix. In reality this is not a priori knowledge so it is calculated on-line, thus always
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leading to sub-optimal performance. In addition, the MUSIC algorithm assumes the statistics of 
the covariance matrix is invariant, therefore parameters such as multi-tap delay, noise power, and 
signal power assume wide sense stationary statistics. In this sense, it has been proven that in the 
asymptotic, the MUSIC will not attain the CRLB performance, but still provide far superior 
performance to the matched filter only when we have MAI and there is imperfect perfect power 
control.
In addition, the time-varying nature of the received signal vector will make the covariance matrix 
a function of time. Therefore to exploit the beneficial effects of the MUSIC estimator under these 
conditions, we explored two adaptive solutions to track the dynamics of the signal subspace, the 
PASTd algorithm based on Yangs technique , and the PMHd, the authors approach based on the 
joint application of the power method with Hotellings deflation, where we set the signal subspace 
dimensions based on a priori knowledge. It was found that these two techniques can perform 
equally well, and can track the time varying nature of the channel, although we found that on 
average the PASTd can provide slightly superior acquisition perfonnance.
To accurately quantify the performance of the MUSIC algorithm, we also applied the MDL 
function to adaptively estimate the signal subspace dimension with time. It was found that a 10 % 
improvement in acquisition probability could be obtained with the adaptive subspace technique, 
as only the strongest eigenvectors were chosen to reconstruct the signal subspace, thus avoiding 
the noise in the low SNR eigenvectors. The probability of acquisition for estimating the delay of 
three paths in a 6 tap channel adaptively, was approximately 60 % for the SVD, PASTd, and 
PMHd algorithms. This figure is quite good, if we take into perspective that for around 96 % of 
the time we can track at least the two strongest taps on average, and for 100 % of the time, we can 
obtain reliable communication. These figures are potentially quite promising, if we take into 
account that the contribution from the last three taps offer very little to the overall performance of 
the RAKE receiver.
Finally, the complexity is an issue that needs to be addressed, if an algorithm is to be considered a 
potential candidate for inclusion in the first release of simple receiver structures for 3G 
communications. Traditionally, the subspace techniques were considered not very attractive 
solutions due to the complexity o f the singular value decomposition, especially when this has to 
be carried out on a frequent basis in a time varying environment. However, algorithms such as the 
PASTd, and the PMHd are computationally more efficient, but they do trade-off complexity for 
performance. However, it has been shown that there is very little loss in performance in the 
recursive subspace tracking algorithms with respect to the traditional SVD function supported in 
MATLAB, thus making the MUSIC algorithm very efficient scheme for the downlink where 
mobile processing power is limited. At the base station where complexity can be accommodated, 
a centralised delay estimator with a pure SVD solution will maximise performance.
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In the following chapter, we now investigate the PASTd and the RCI CHEST filter for both delay 
and channel estimation, so as to provide a quantitative figure on the joint application within a 
RAKE receiver. The author considers these two approaches the most suitable choice between 
those investigated in this thesis, in terms of performance, complexity, providing adaptivity, and 
supporting blind detection.
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C h a p t e r  6
6  J O I N T  A P P L I C A T I O N  A N A L Y S I S
So far we have investigated channel and delay estimation performance independently for an 
WCDMA based system. Now we examine the joint application of delay, and channel estimation 
on global system performance. In particular, we identify the parameters that are sensitive to 
average bit error rate performance, and aim to provide a summary of the link level performance 
within the relevant dynamic range of these parameters. The objective is to evaluate the joint 
performance of the RCI CHEST filter with the Adaptive MUSIC estimator based on the PASTd 
algorithm, which are the two candidate filters that have been proposed in Chapter 4, and Chapter 
5 respectively. Furthermore, we address the simulation methodology to model a time varying 
channel environment, and the delay estimation.
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6.1 Link Level Evaluation Methodology
In this section, we define the simulation methodology for evaluating the joint performance of 
delay and channel estimation on the link level. The algorithms that will be scrutinised are the RCI 
filter in chapter 4, and the adaptive MUSIC estimator based on PASTd from chapter 5. These are 
the most promising algorithms that have been investigated in this thesis, in terms of performance, 
adaptivity, complexity and providing blind detection thus minimising control signalling. We now 
define the common simulation scenario, the time varying multi-tap environment and the 
methodology for integrating the MUSIC algorithm, and the channel estimator within the RAKE 
structure.
6.1.1 S im ulation  S cen ario
The simulation scenario is given by the parameters in Table 6-1.
Simulation Parameters Values
Pronasation Channel
Channel Vehicular environment -Channel A
Speed S ={20, 40,60,80,...,300} km/h
Users 1
Multi-tap 6
Transmission Scheme
Modulation Scheme QPSK
No Coding
Pilot Symbols (time multiplexed) 4
Frame Size 10 ms
No. o f Slots 15
Spreading factor 32
No. of Symbols per Slot 80
Traffic Channels
Channel type Dedicated Channel
System level bit rate 120 kb/s
Receiver Technolosv
Receiver type RAKE with effect of MPI (6Tap)
SISO channel
Data Demodulation scheme MAP detector
Channel Estimation Unit
RCI unit
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Interpolation filter 12 taps
Averaging filter 40 taps
Raised cosine filter cut-off 0.25
Delav Estimation Unit
Adaptive PASTd algorithm
Forgetting factor ((3) 0.97
Orthonormal signal subspace vectors Initialised to zero
Observation Window size 0  e {50,100,150,...,500}
Max. Signal subspace dimension 12
Correlation matrix size (+32x32 (compiex matrix)
Simulation Time 100,000 bit stream and 500 bits in error
Table 6-1 Simulation Parameters
Using Table 6-1, the average BER performance was measured. The BER measurements under 
these conditions would take into account the statistical variations of the Rayleigh channel, 
AWGN, and the errors introduced by the delay and channel estimator given that the multi-tap 
delays follow a birth-death propagation sequence as defined in [TSG 99], and elaborated in 6.1.2.
6 .1.2 B irth -D eath  P rop agation  C onditions
The birth-death propagation sequence used in 3GPP studies, has been modified to support the six 
tap scenario. The moving propagation sequence have six taps, where paths 1 to 6 alternate in turn 
between ‘birth’ , and ‘death’ . The positions where the paths reappear are randomly selected with 
uniform probability. The propagation sequence can be defined as follows:
1) Six taps are initially defined to appear within the symbol duration, and correspond to the 
tap in the ITU vehicular channel A  model.
2) After 191 ms (approximately 19 frames), path 1 vanishes and reappears at a randomly 
selected location within a symbol duration time window, but excludes the position of the 
other five taps.
3) After an additional 191 ms, path 2 disappears and reappears at a new delay position, 
whilst the remaining five taps remain static.
4) The sequence in 2), and 3) are repeated for each tap, and eventually rotates to tap 1 again, 
once all taps have been subjected to the birth-death process.
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6.1.3 D elay E stim ation M od ellin g
Until now, the delay estimation was tested as a stand-alone block using a generated received 
signal vector from a typical WCDMA environment In this chapter, we are now testing the delay 
estimation unit as part o f an entity in a RAKE receiver structure, therefore, we define the 
integration of the adaptive delay estimator within the RAKE receiver.
In chapter 5, a copy of the received signal vector was fed to the adaptive MUSIC estimator to 
provide a tentative estimate o f the signal subspace; the estimate is updated by the PASTd on every 
received vector sample. The MDL function then estimates the required signal subspace dimension 
based on the given eigenvalues, and finally the codevector is projected onto the subspace entity to 
provide an estimate of the tap delays. However, in this instance we define an output vector from 
the delay functional unit that contains the set o f path delays which are then used to tune the 
sliding correlator fingers for each tap of the RAKE receiver. However, when the delay is not an 
integer number of chips, the weighed combination o f the code vectors on either side of the tth 
delay bin is used to create a fractional delay. This can be expressed as:
In this chapter, it is implicitly assumed that the Channel estimation unit is integrated, and 
evaluated in the same manner as defined throughout chapter 5. Figure 6-1 shows the advanced 
evaluation tool that contains the RCI CHEST, and the Adaptive MUSIC estimator.
(6-1)
where ck is the code vector which is a function of the kth user, and the rth multi-path. The 
fractional delay is given by (6-2)
Str = modCTj. ,„r) (6-2)
where T is the chip duration, and tl, and t2 are given by (6-3), and (6-4) respectively.
(6-3)
(6-4)
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Figure 6-1 Advanced link level evaluation tool
6 .2  S im u la tion  R esu lts
In the following set o f simulations, the motivation is to investigate the impact o f the estimation 
schemes on link level performance, and to analyse the sensitivity o f the sample size, velocity and 
SNR to overall BER performance. In Figure 6-2, the joint performance of the adaptive MUSIC 
algorithm, and the RCI filter are investigated, as a function of SNR. The velocity is kept at 120 
km/h, and the sample size o f the received vector is kept at 200 samples to attain a sufficient 
average. The overall performance is compared with the perfect delay estimation case to attain to 
quantify the performance loss due to imperfect delay estimation.
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Figure 6-2 Advanced evaluation tool BER performance
Chan A Lth Order Diversity; Perfect Detection Perfect CHEST with MPI; RCI Raised Cosine 
Filter estimator; Adaptive PASTd MUSIC with PASTd and MDL; Sample set = 200; Velocity =
120 km/h
It can be seen that for high SNR values, the adaptive MUSIC estimator provides robust 
estimation, where the overall link level performance converges to the perfect delay estimation 
case. The convergent trend is fairly significant after 13dB, whilst for very low SNR (ldB), the 
impact o f proposed MUSIC estimator adds a further ldB loss in addition to the channel estimation 
loss. At the lOdB SNR point, the total loss is 0.7 dB against the perfect detection case.
Figure 6-3 shows the sensitivity o f the link level performance to the averaging process o f the 
received vector sample set. In these simulations, the performance metric is defined as the RAKE 
Loss (Loss with respect to the perfect detection case) at the lOdB SNR point, given that the 
velocity is constant at 120km/h.
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Figure 6-3 RAKE loss vs. Sample size
Adaptive PASTd +RCI MUSIC estimator with PASTd and MDL + Raised Cosine Filter
estimator; velocity = 120 km/h
It can be seen in Figure 6-3, that the loss is sensitive to poor averaging. If the convergence time of 
the algorithm is constrained to 50 samples, the loss amounts to 1.2 dB, which is quite poor. When 
the sample size is increased, again the same trend appears as in Figure 6-2, the loss closely 
approaches the channel estimation loss. However the total loss of the system seems to tail-off 
around 250 samples, after which there is only 0.08 dB gain to be gained by increasing the sample 
size from 250 to 500 samples; the RAKE loss at 500 samples is -0.452 dB, which still is 0.5 dB 
worse than the scenario o f perfect delay estimation. To minimise the convergence time, a sample 
set o f 250 samples can be adequate to trade-off performance for convergence time, and 
complexity.
Finally, in Figure 6-4 we analyse the sensitivity of velocity to link level performance. Now, we 
define the RAKE loss metric as a function of velocity within the range 20 -300 km/h, given that 
the sample set is assumed to be 200 samples, and the SNR kept at lOdB.
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Figure 6-4 RAKE Loss vs. Velocity
Adaptive PASTd +RCI MUSIC estimator with PASTd and MDL + Raised Cosine Filter 
estimator; SNR = 10 dB; Sample set = 200 samples;
It can be seen that the RAKE loss is very sensitive to velocity variations. For very high velocities, 
the RCI filter fails to cope with estimating the desired signal. It seems that the RCI filter 
coefficients become suboptimal, as it fails to maximise the SNR of the signal in the frequency 
domain. Doppler spread inherent in the signal introduces aliasing components, as well as 
minimising the desired received signal energy. The loss experienced at 300km/h is -0.81 dB. 
However, this is a very worst case scenario, and mobility at this speed is not anticipated in UMTS 
systems. In the other extreme, the joint performance in very low mobility environments is around 
-0.3dB which represents indoor mobility.
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6 .3  C o n c lu s io n s
In this chapter, the performance of the adaptive MUSIC estimator was investigated jointly with 
the RCI interpolation filter. It was specified that given the simulation scenarios to be fixed, in 
terms of frame structure, and channel environment, and considering a single user system, the 
performance of the system is only now dependant on mobile velocity, sample size required to 
perform averaging of the received signal vector, and SNR. In the first instance, the simulations 
revealed the performance of operation in the extreme regions, and effectively encapsulated that 
the optimum scenario for best operation would idealistically be in indoor and low mobility urban 
environments, employing at least 250 samples for averaging the received signal vector, with an 
SIRtarget o f around lOdB. This is one region of operation, however the general link level 
performance for the UMTS scenarios are quite promising.
It was seen that the observation window size of the PASTd effects the RAKE loss metric, and a 
minimum set o f 250 samples is recommended, above which there is a trade-off between 
performance, and convergence time. Above 250 samples, the additional performance gain seems 
to tail-off considerably, that only a 0.08dB gain can be achieved by aiming to have a full 500 
samples for averaging.
Furthermore, velocity is also a parameter which affects the RCI estimation unit. It was shown that 
it can provide robust estimation in the operating range between 3 to 120km/h, above which the 
estimation performance tails-off due to limitation imposed by the RCI filter.
Finally, the SNR performance of the system was also investigated. The overall loss is quite poor 
in low SNR environments, a 1.3 dB loss from the perfect estimation case is envisaged at 5dB, 
whilst at lOdB a 0.6 dB loss is envisaged which is far more acceptable.
In summary, the performance metric (RAKE loss) is a function of SNR, velocity, and sample set. 
To provide a figure of merit, there is a need to simplify/constrain the dynamic range of each 
variable: we define the sample set at 200 samples, and the SNR range between 0-10dB, which is 
the operating range considered for UMTS. In addition, velocities up to 120 km/h are envisaged for 
the urban scenario. Focusing on the worst case scenario at 120 km/h, the RAKE loss can vary 
within the range of 0.6 dB (lOdB SNR) to 2.1 dB (OdB SNR), however in reality the average 
conditions will be far from worst case. To completely justify whether this is completely 
acceptable, there would need to be a detailed analysis at the system level so as to exactly quantify 
the impact o f the average estimation loss on system throughput. However, this analysis is out of 
the scope of this thesis.
There are very limited publications that take a look at specific joint estimation studies in UMTS 
specific scenarios, so as to compare the proposed figure of merit expressed in this chapter. The
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majority of publications carry out single unit estimation studies, or do not use the correct 
assumptions regarding the UMTS signal model. Furthermore many authors consider a different 
design approach, which is not tailored towards enhancing purely performance; it is a hot topic to 
investigate low complexity algorithms in trade-off for performance, blind detection, adaptivity. 
However, we do propose the following publications that do address at least the same common 
theme as this thesis [Huang 99][Zhunag 00][Bejjani 99][Aazhang 96].
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C h a p t e r  7
7 CONCLUSIONS
7.1 Adaptive RAKE Architecture for WCDMA systems
In this thesis we have investigated and proposed several schemes to solve the estimation dilemma 
inherent in WCDMA type systems. In the first instance, a general description of the reference 
evaluation tool was given in Chapter 3, where we provided a definition for the frame structure, 
channel conditions, and service type that was to be simulated throughout this thesis. A service 
type of 120 kb/s seconds was chosen, because the aim was to investigate a scenario where 
estimation would be most challenging. In fact, if the estimation problem could be overcome for 
this specific scenario in a cost-effective manner, then this would implicitly mean acceptable 
performance for less demanding conditions. The simulation scenario defines a frame structure 
with four pilot symbols per slot, within the ITU vehicular channel A environment at 120 km/h as 
the worst case conditions, although speeds up to 300km/h were studied in this thesis. Given these 
conditions, the design requirements were to investigate and implement an estimator unit that 
would overcome the adverse effects of the channel. We define an estimator unit to constitute a 
detection unit to estimate the complex phase rotation and Rayleigh fading effect introduced by the 
channel, and a complementary functional unit to estimate the time varying multi-tap delays.
For channel estimation, classical and Bayesian techniques were investigated. We mainly resorted 
to parametric estimation techniques that rely on statistical models for estimation of the desired 
parameter; as these offer more robust estimation in trade-off for greater complexity. It is well 
known that the channel estimator is sensitive to mobile velocity, as tins component decides on the 
rate of channel fading experienced by the receiver. In low mobility environments such as indoor 
at 3km/h, the channel remains invariant for approximately 21 UMTS frames, thus it is appropriate 
to apply classical estimation theory for the optimal solution. A solution is the ML estimator, that 
uses a multi-parameter search to maximise the probability of having received a particular 
sequence of samples. However, a complete solution that exploits the full structure of the data for 
parameter optimisation can be prohibitive, as it a function of the number of users, and their 
transmitted data sequence. It is a traditional assumption to simplify the estimator, by stating that 
the cost function is insensitive to multiple access interference, in such case the solution evolves to 
be a simple slot averaging filter. Therefore, it is intuitive that if we define the number of slots in
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the averaging filter to be confined to the time coherence length of the channel, then this will 
provide the most optimal solution. In addition, if we could provide some additional information 
surrounding the full data structure, then we could even harness more estimation performance at 
the expense of complexity. It is clear that in very fast fading environment, the channel is valiant 
over a slot duration so that the ML is suboptimal. Under these conditions, we resort to the 
Bayesian family of estimators. The application of the B m m s e  will lead to the optimal solution. 
However, to find a closed loop estimator is complicated, therefore it is usual to linearize the 
problem, and to define the estimated parameter to be equal to the weighted set of received 
samples. This structure leads to an FIR filter problem, which involves finding the filter coefficient 
that minimises the mean square error. This solution, is commonly referred to as Wiener filters, 
and has multiple applications in communication systems. However, it is usual that the expected 
performance from the Wiener cannot be obtained, due to lack of knowledge surrounding the 
statistics of the received signal if computed on-line, and exhaustive look-up tables if the filter 
coefficients are computed off-line. In addition, there must be strong correlation between the 
channel samples, which means that the filter length is capped for a particular sampling frequency 
and time coherence of the channel. In summary, when the Wiener is applied to WCDMA systems, 
the performance is a function of the SNR, filter length, frame structure and the statistics of the 
received signal. However, in WCDMA applications the performance range is defined and 
constrained; the sampling frequency is fixed and thus the filter length, and because we only have 
knowledge of the channel at the pilot slots imposed by the frame structure. If the mode of 
operation of the Wiener is defined, then the MSE function is a sensitive to SNR, and velocity 
only. Thus, it can be clearly seen that large look-up tables are required if we are to compute the 
optimal taps for every channel configuration. To avoid using excessive look-up tables, there is a 
need for on-line computations, that led to investigations into the LMS filter, which is considered a 
suboptimal solution to the Wiener. A common application of the LMS is the predictor filter 
operating in decision-directed mode. Simulations have shown that the decision-directed mode 
introduced feedback propagation error, and the flexibility introduced by adaptivity leads to excess 
noise thus leading to unacceptable performance, which would be worse than the constrained 
Wiener. The DD-Kalman filter was also investigated, however the limitation lie with the 
estimated signal model assumption, the Kalman assumes the signal model to follow a first order 
Gauss-Markov model, whose second order statistics result in a significant mismatch to the Bessel 
function assumed for the narrowband channel used in this thesis.
Finally, moving away from parametric estimation, the interpolation filter was investigated that 
can provide good performance in moderate fading conditions, but fails to track the full dynamic 
range of the correlated Rayleigh effects under fast fading conditions.
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In summary, we have investigated filters from both families, and the maximum estimation 
performance is constrained due to assumptions in developing the estimation model, or constraints 
imposed by the frame structure. It was also clear, that one suboptimal scheme can perform better 
than a constrained optimal scheme given a certain velocity, and SNR. Therefore this provided the 
impetus for hybrid estimation schemes that can exploit the desirable features from several 
estimation families. In our studies, linear interpolation can provide good performance, although 
no guarantees can be made about its optimality. Therefore, we based all three novel contributions 
on the dual stage RAKE receiver concept that uses a first stage linear interpolation to provide 
good estimates of the channel over the data slots so as to attain hard decision pilot symbols. These 
would then be used to reconstruct the channel envelope over the data slot duration, and MRC 
combined at the first stage to provide a continuous stream of “high reliability” data symbols. The 
data is fed in to the second stage RAKE resulting in a sequence of noisy channel samples, 
overcoming the need for decision directed mode. In this way, we also release the rigid constraints 
imposed by the frame structure, to support more flexibility with the estimation schemes. 
Moreover, the joint application of linear interpolation with a second stage “NLMS”, “Kalman 
filter”, and “Raised cosine interpolator” within a UMTS environment are the main novel 
contributions proposed in chapter 4. These three models were simulated under the same 
conditions, and the RCI outperformed the two competing schemes under all test velocities, and 
SNR conditions. The NLMS performs better than LMS-DD, because it overcomes feedback error, 
and gradient noise that is associated due to lack of knowledge with the signal statistics. The 
Kalman filter performs better than it’s DD counterpart for the same reason, and the RCI filter 
outperforms all the aforementioned filters, as it approximates more closely the ideal SINC 
interpolator. This latter solution was proposed as the channel estimator candidate for joint 
estimation studies in chapter 6.
Regarding the delay estimation unit, the ML solution was studied using the same assumptions as 
in chapter 4. Therefore given that the delays are constant with time, the ML solution is a simple, 
and effective solution for delay estimation. However, this is only applicable for a system where 
we have perfect power control or synchronous users, hi practical systems, there is a discrepancy 
from the ideal case, due power rise effects, power control error, and heavy loading. Under these 
conditions, there will always be a degree of near-far effect, where the matched filter solution will 
result in suboptimal operation. Therefore due to this phenomena, research was targeted towards 
exploiting the MUSIC algorithm. This had been previously applied to CDMA type systems, but 
its performance in UMTS scenarios was not clear. MUSIC is an algorithm that had typically been 
applied to array signal processing problems to estimate the direction of arrival of the deshed 
signal, however in this instance, the deshed code vector is projected onto the noise subspace, 
resulting in an error signal which is a function of code delay. The correct delay, is the delay that
149
Chapter 7. Conclusions
minimises the projected error signal. The MUSIC error cost function is a function of the 
eigenvalue spread, and the number of samples required to converge to the expected covariance 
matrix. In turn the eigenvalue spread is a function of tap delays, the correlation properties of the 
codes, number of users, and the statistics of the channel. Therefore the estimation performance 
does depend on the dominance of the code vector in the received signal. A low presence will 
suggest that the MUSIC estimator will find it difficult to distinguish the path of interest from its 
counterparts, especially in the presence of noise. Therefore the performance of this scheme is not 
only constrained by the possible allotted time for convergence, but it is sensitive to the SNR of the 
desired code vector; the MUSIC consistently fails to lock onto low SNR taps. However in this 
thesis, not only did we want to evaluate the peiformance of the MUSIC in UMTS type 
environments, but also wanted to consider low complexity solutions to SVD that supported 
subspace tracking, in the presence of time varying multi-tap delays. To accomplish this aim, two 
candidate solutions were investigated, the PASTd, and the PMHd method, the latter being a 
solution that was proposed by the author. Both schemes performed comparable with the SVD 
function, but are considered to be low complexity solutions that track incremental changes in the 
subspace rather than compute the straight SVD. In addition, it was concluded that better 
performance can be obtained if the MDL function is jointly applied to calculate the subspace 
dimension adaptively, rather than keeping the dimensions fixed. This was explained by the fact 
that the low rank orthonormal vectors added very little information to the signal subspace, and 
even contributed additional noise rather than improve the estimation performance. Simulations for 
the single user scenario, depicted that only the strongest five eigenvector are necessary for signal 
subspace reconstruction. In addition, the PASTd algorithm has marginal improvement over the 
PMHd. It was also shown that none of the algorithms can make use of the energy from all the six 
taps at the same time. The energy available from the weaker taps in the channel A impulse 
response is minimal, and therefore the instantaneous SNR of these path is consistently low; the 
MUSIC estimator fails to lock onto these paths for any appreciable amount of time. Even so, no 
real loss was experienced by this limitation, as the last three multi-taps in the Channel A 
contribute very little energy to the RAKE combining process. It was concluded that all three 
algorithms show that communication is reliable for 100% of the time, in that they synchronize 
onto at least one path. It was concluded that the Adaptive MUSIC estimator with the PASTd 
algorithm can be suitable candidate for proposed inclusion in the joint estimation study in chapter 
6 due to its attributes to overcome the near-far effect, support low complexity signal subspace 
tracking mechanisms, and blind detection.
In chapter 6, the joint study of the PASTd adaptive MUSIC estimator and the RCI filter was 
realised. The detailed structure of the detection mechanisms were abstracted away, so that the 
performance metric of the system is a function of mobile velocity, observation window size
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required for the PASTd mechanism, and SNR only. It was found that a minimum sample set of 
250 samples are recommended, above which there is a trade-off between performance, and 
convergence time, above which only a 0.08 dB gain can be achieved at the expense of greater 
convergence time and thus complexity.
Further more, the velocity component influences the performance of the RCI filter, the RAKE 
loss was under less than or equal to -0.5dB in the operating range between 3 to 120km/h, however 
exceeding the upper bound results in poor performance, but operation within this region is not 
anticipated. Finally, the SNR performance of the system was also investigated. The overall loss is 
quite poor in low SNR environments, a 1.3 dB loss from the perfect estimation case is envisaged 
at 5dB, whilst a 0.6 dB loss is envisaged at lOdB, which far more acceptable. Focusing on the 
worst case scenario at 120 km/h, the author proposes that final figure of merit on the “Adaptive 
RAKE receiver architecture” studied in this thesis:
The proposed “Adaptive RAKE Architecture” will experience a loss that can vary within the 
dynamic range of 0.6 dB (lOdB Eb/No) to 2.1 dB (OdB Eb/No), given an ITU vehicular A 
environment.
Finally, every effort has been made to deliver a design that encapsulates a fine balance between 
performance, low algorithmic complexity, blind detection to minimise signalling overload, and 
adaptivity to capture the time varying channel conditions. The satisfaction of these design 
objectives will ensure the proposed design to be really considered as an interesting candidate for 
inclusion in the next generation of user equipment receivers.
7.2 Further Work
In this final section, the author would like to express his thoughts on how the research scope in 
this thesis can be elaborated further for future work. The first theme will explore the adaptive 
MUSIC estimator to analyse its limitations, and to pose challenging questions regarding its 
complete suitability for a UMTS system, and future work could indeed focus on tackling these 
challenging issues.
The second theme will focus on the domain of MUD, and to assert whether the joint design of 
MUD teclmiques with channel estimation can provide enhanced performance, in particular we 
propose the LMMSE SUD as interesting design for future study.
7.2.1 Delay Estimation Future Work
To readdress the trade-off between complexity and the ML channel estimation 
performance: Can we really afford a more complicated approximation to the ML solution?
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The adaptive MUSIC algorithm was investigated in this thesis, it was found that it can perform 
adequately in the range between 0 -15  dB. However, the MUSIC can provide virtually the same 
performance as the sliding correlator in single user scenario, and both mechanisms provide sub­
optimal perfonnance in low SNR environments. This is because both solutions are 
approximations of the maximum likelihood estimator, however they are derived using a different 
methodology. However, it is well known that applying the ML solution to parameter estimation 
will generate the optimal solution, according to classical estimation theory. Therefore, the 
limitations of the MUSIC architecture lie in the simplifications that have been made to provide a 
concise linear solution to attain the stationary points that are generated by the MUSIC ML cost 
function. In the case of the sliding correlator, when we apply the ML method, we try to 
reconstruct the received signal, in doing so we assume that if we have perfect estimates of the 
variables, then the error signal is Gaussian. So in fact, the pdf of the error signal is the log 
likelihood function which is a function of all the variables that are required to reconstruct the 
signal, and of the received number of samples and users. To arrive at an optimal solution can be 
prohibitive, as it would result in a multi-dimensional parameter optimisation problem, especially 
as the number of users in the system increase. Therefore some simplifying assumptions are made, 
that ignore the information content from other users, so that it becomes a matter of finding the 
optimum solution for a single user scenario. This assumption is true when all the codes are 
orthogonal, however in reality multi-path channels destroy the orthogonality of the codes resulting 
in MPI in the matched filter detector, and likewise causing the eigenvalue spread to increase, 
reducing the ability of the MUSIC estimator to capture all the multi-paths. It is clear that there is a 
need to readdress the assumptions that have been made in the derivation of such estimators, so as 
to exploit more fully the data structure leading to more accurate expressions, if such entities exist 
in closed loop form; some attempts have been made in [Parkvall 96].
In the past, hardware limitations placed a limit on signal processing applications thus resulting in 
tight assumptions for signal expressions, but the availability of higher processing power now 
makes fast signal processing a reality. Therefore the author suggest that it is now time to re­
examine the traditional estimation expressions to see whether a more suitable trade-off can be 
made between simplifying assumptions and complexity, however with more weight on 
complexity. In addition, it may be a requirement to provide more additional information to the 
estimator, so that it can simplify the parameter search. This can be applicable to the uplink, where 
centralised estimation is possible. In the downlink, additional signalling may be required to make 
this information available at the expense of throughput.
To investigate the presence of a scrambling code in the design of the MUSIC estimator : Is 
the MUSIC estimator completely compatible with UMTS systems?
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The MUSIC estimator is only applicable to situations where the signal statistics are wide sense 
stationary. However, signal subspace tracking techniques studied in this thesis support time 
varying channel statistics to provide robust detection in typical UMTS channels. But to say that 
the MUSIC is totally applicable to UMTS requires to examine the impact of the scrambling code 
on MUSIC performance. This is an interesting study, where the following questions could be 
raised:
• How to modify the MUSIC estimator to support a scrambling code?
• How does the presence of a scrambling code effect the distribution of the eigenvalues?
As the RMSE value of the estimator is function of the number of samples, SNR, and the 
eigenvalue spread. If we consider the asymptotic case, we may see that the eignevalue spread is a 
function of the correlation properties of the code, the distribution of multipath delays, the statistics 
of the channel and the user data. So it seems that the correlation properties of the code will have 
an effect on the signal subspace definition, and therefore it is necessary to quantify the impact of 
the scrambling codes on MUSIC performance. Therefore we would need to ask:
7.2.2 Joint Application of CHEST with MUD
In MUD design, the optimal solution is dependant on the performance, and design of the 
CHEST scheme: Can we exploit the estimation schemes studied herein to redesign the MUD 
to provide enhanced performance?
In this thesis, research was targeted to investigating the impact of channel estimation schemes on 
RAKE receiver performance. In particular-, the objective was to study an adaptive RAKE receiver 
solution, a design that can adapt to the channel impulse response so that the conventional single 
user RAKE filter could maintain good tracking, even in the most hostile environments that could 
be encountered in a typical UMTS environments. However, an adaptive RAKE receiver can 
encompass an additional design objective, how to overcome the impact of multiple access 
interference on the system design. It is well known, that the conventional RAKE receiver is 
optimal in a fully synchronous narrowband system 01* in a single user system. However, in 
practical systems, wideband channels are more common that introduce multi-path, and multi­
access interference, thus destroying the orthogonality of the codes. Thus in this instance, the 
coherent RAKE receiver is sub-optimal, and has motivated research into MUD schemes that can 
overcome, and suppress this additional error to attain a single user RAKE receiver lower bound 
performance.
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Moreover, in the domain of MUD, channel estimation is an interesting topic, as it determines the 
performance gain of MAI suppression schemes. The suppression algorithm can jointly be 
designed with the estimation scheme, to provide more robust detection.
How can we apply CHEST to MUD?
[Juntti 00] provided an in-depth study of multi-user receivers for CDMA systems in Rayleigh 
fading frequency selective Channels. It was quoted that the optimum MUD is the Maximum 
Likelihood Sequence Detector (MLSD), where a single detection unit, jointly demodulates all the 
users. The MLSD is based on finding the sequence of data bits that would have most likely 
resulted in the received signal vector r. Therefore the receiver estimates the received noiseless 
signal, and correlates this signal with a complex amplitude vector to estimate the transmitted data 
sequence, but it needs to cany this out for all possible values of the transmitted data bits, which is 
too exhaustive. The optimal channel estimate is based on minimizing the mean square error 
(MSE), but this if often prohibitive, as it requires knowledge of the SNR, and the fade rate of all 
users which is often not available; furthermore, matrix inversion is computationally excessive. 
Therefore, the multi-user detector problem has been simplified resulting in the receiver 
architecture shown by Figure 7-1. Where b is the detected data symbol; yK,L is the matched filter 
output which is a function of the number of users K, and the number of multi-taps L respectively; 
and r(t) is the received signal.
Figure 7-1 General multi-user receiver design
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Figure 7-1 shows a simplified design, where the channel estimator is decoupled, therefore an 
NKL dimensional joint estimation problem, can now be approximated by KL distinct channel 
estimation units. In this way, the implementation complexity is reduced, and real-time channel 
coefficient estimation is now a more pragmatic scenario. The received signal vector is projected 
onto the matched filter to provide a set of received signal values which is a function of the kth 
user, and 1th multi-tap path. This vector is subjected to the interference suppression blocks that can 
be any block that is able to process any sub-blocks of KL input propagation paths, and able to 
deliver KL outputs. The complex channel coefficients are estimated for each user separately, and 
exploited for MRC combining.
For continuous unpacketised asynchronous transmission, the decorrelating receiver or the parallel 
interference cancellation (PIC) schemes are the current techniques [Juntti 00] that provide 
promising results in fast fading channels, due to their minimal complexity. Therefore, many 
papers have investigated the PIC performance with perfect channel estimation, or more typically 
with a simple averaging filter. Therefore it would be interesting to exploit the CHEST schemes 
studied in this thesis to provide a more realistic quantitative measure of these MUD techniques.
Furthermore, [Majmundar 00] investigated single user receivers for Direct Sequence Spread 
Spectrum Communications, who defined broadly two categories for adaptive SUD, chip-rate 
adaptive receivers, and fractionally spaced; these two were investigated under a unified 
framework to obtain a performance evaluation. The advantages with SUD, is that they require no 
knowledge of other user transmission format information, only the desired signal. Focusing on 
adaptive chip rate filters, [Latva-aho 98], [Latva-aho 00] and [Fantacci 00] analysed the MMSE 
interference suppression filter. We highlight these particular applications, as they seem to provide 
promising performance, and are often referred to as Adaptive RAKE receivers. Their beneficial 
attributes include their simplicity, and being able to suppress interference quite well in high SNR 
regions, compared to the standard RAKE receiver. In addition, the design of the LMMSE 
suppression filter is very similar to the coherent RAKE receiver, and can simply be considered as 
a plug-in option.
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Figure 7-2 LM M SE adaptive RAKE structure
In Figure 7-2, the system constitutes a complete adaptive RAKE receiver structure, where the 
adaptive algorithm is used to converge the filter taps to a set of coefficients that reflect in a 
modified code vector that on average will maximise the signal to noise ratio in the presence of 
multi-access interference. The estimated signal is then multiplied by the conjugate of the channel 
estimate to provide implicit maximal ratio combining, as well as to remove the phase distortion
A
induced by the channel. The detected value given by bk, that is used to reconstruct the noiseless
desired signal dk l , to provide an error signal that drives the NLMS algorithm to update the filter
coefficients. This system operates in a decision directed mode, and uses a training sequence to 
train the algorithm at start up, although the data estimates provided from the conventional RAKE 
can also be used to provide initial training. [Latva-aho 00] carried out a performance evaluation 
with respect to the RAKE receiver performance. It was found that under low SNR conditions, the 
conventional RAKE, and the LMMSE filter are similar, however for high SNR regions (above 10 
dB Eb/No), the LMMSE outperforms the RAKE for 10 users in the systems. When the transmit 
power is maintained, and the number of users are further increased, the LMMSE outperforms the 
RAKE, although approaching RAKE performance as the system approaches full load conditions. 
All these results are at 40 km/ h, and assume an 11 tap moving average filter. Therefore, 
considering the CHEST schemes studied herein, the performance of the LMMSE can be further 
improved, when the added CHEST performance gain is taken into account. The author believes 
that this type of application with it simplistic design based on a NLMS algorithms, can be a
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practical solution for a downlink UMTS system. It is essential that a receiver system in the DL 
needs a solution that can support low power signal processing, and can provide a degree of blind 
detection thus alleviating the signalling requirements; the LMMSE SUD scheme can satisfy all 
these requirements: it can offer ease of implementation, low power consumption, simplistic nature 
of design, and offer blind detection. Naturally, in the uplink, more sophisticated MUD scheme can 
be accommodated due to more processing power headroom at the base station.
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The method of equal areas is based on the following methodology. The main aim is to provide a 
function that can calculate the Doppler weighting coefficients, and Doppler frequencies to model 
a Rayleigh random process.
The derivation is based on the given axioms:
i) S(/) = S(-/> (3A-1)
ii) ] * ( / ) #  = 1 (3A-2)
iii) = (3A-3)
A set of N discrete frequencies {/Jn = 1,2,..., A } are selected in the range
O S / -  .j < / < / „ <  so that the An under the power spectral density function S(f) is equal to
1/(2N), for all n =1,2,...N. i.e.
f n  f
A*= f s { f ) d f - —  , r c  = l,2,...,jV (3A-4)
/  2 NJn-l
where fG= 0. In order to obtain the discrete frequencies fn based on the condition in (3A-4), the 
following function is introduced:
fn
+ ( /„ )  = J s(/)4 f (3A-5)
which can be written as:
Hence if the inverse exists, then the discrete frequencies are given as:
fn =  F - ' ( L  ” ^
.2 2 N.
for n=l,2,.. .N. If this method is applied to Jake’s spectral density, then this results (3A-8)
(3A-7)
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F,SJ„) = \S(f)df = 7- + J-ai'csin
J 2 71
f  3J n 
\ f d  max J
(3A-8)
where 0 < f dn < f dimx for all n =1,2,.. .Nd; and
5(/) =
rfdrcm-
d max
1-
f.V J d max /
S ( /)  = 0 | / | > / ,rfmax
(3A-9)
The inverse function Fp exists and the discrete Doppler frequencies fdn are given by:
f  = FJ n 1
1 n
2 2iV /rfmax S l n (3 A-10)
where n=l,2,3...,Nd.. The square of the Doppler frequencies represent the mean power of Sp(f) in 
a given frequency interval. An appropriate frequency interval for the method of equal areas is 
given by Idn= [fda-i, fdn]. According to (3A-4), the Doppler coefficients Cn are given by:
1
(3A-11)
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The optimal weighting coefficients are derived using the following methodology.
The first step is define the rate of change of the estimation error w.r.t. the filter coefficients, in 
particular the intercept component An:
d
da,
(  ^  Y
N - 1
II
^ - ^ j a n x [ n ] - a N
V H=0 J n = 0
setting this quantity to zero produces: 
aN =E(®)-X<vEWn])/i=0
Therefore the BMSE (O ) is:
BMSEm = E <
A M
(x[n]-  £ ( * [ « ] »  -  (<£ -  E (® ))
.11=0
Which in vector foim is given by:
BMSE( i )  = e { ht(x -  E(x)) -  (4> -  E m ) ] }  
On expanding the brackets:
^ mse (®) — a ^xxa a C$xa + C
We next find the vector a that minimises the This is realised by taking the 
gradient of the B M s e  w.r.t. a , and setting the product to zero.
d^ MSE (^) 
da.
= 2 C „ a - 2 C
(4A-1)
(4A-2)
(4A-3)
(4A-4)
(4A-5)
Thus the filter coefficients o f the LMMSE filter, is given by the well known expression
a = ^ xx^x®
and finally the LMMSE estimate can he expressed by (4A-8)
®  =  E m  + C *xC -ffx -E (x))
(4A-6)
(4A-7)
(4A-8)
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