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Inverse Synthetic Aperture Radar (ISAR) images of sea vessels are a rich source of
information for radar cross section (RCS) measurement and ship classification.
However, ISAR imaging of sea vessels is a challenging task because the 3-D
rotational motion of such vessels often gives rise to blurring. Blurry ISAR images
are not desirable because they lead to inaccurate parameter estimation, which
reduces the probability of correct classification.
The objective of this thesis is to explain how 3-D rotational motion causes blur-
ring in ISAR imagery and to develop effective techniques for imaging coopera-
tive and non-cooperative sea vessels for RCS measurement and ship-classification
purposes respectively.
Much research has been done to investigate the effect of 3-D rotational mo-
tion on an ISAR image under the assumption that an object’s axis of rotation
is constant over the coherent processing interval (CPI). In this thesis, a new
quaternion-based system model is proposed to characterise the amount of blur-
ring in an ISAR image when a sea vessel possesses 3-D rotational motion over a
CPI. Simulations were done to characterise the migration of a scatterer through
Doppler cells due to the time-varying nature of the Doppler generating axis of
rotation. Simulation results with realistic 3-D rotational motion show substan-
tial blurring in the cross-range dimension of the resulting ISAR image, and this
blurring is attributed to the time-varying nature of the angle of the Doppler











Sea vessels naturally possess 3-D rotational motion, even in low sea states. How-
ever, it is only a component of this motion, referred to as the image-generating
Doppler component, that is useful to the ISAR imaging process. The image-
generating Doppler components consist of the Doppler generating axis and the
effective angle of rotation. This thesis presents a new quaternion-based trans-
formation that converts the measured attitude and position data of a sea vessel
into the vessel’s Doppler generating axis and effective angular rotation rate. The
proposed transformation was thus applied to the measured attitude and GPS po-
sition data of a yacht, and the results show that the quaternion-based transforma-
tion isolates the component of the 3-D rotational motion that directly influences
the ISAR images. Thus, the transformation provides an alternative approach for
understanding the blurring caused by 3-D rotational motion in measured ISAR
images, as well as for identifying good imaging intervals for applications such as
cooperative ISAR for RCS purposes.
In cooperative ISAR applications, the value of the coherent processing time win-
dow length (CPTWL) is critical because it should be short enough to limit the
blurring caused by the 3-D rotational motion but at the same time long enough
to ensure that the desired cross-range resolution is obtained. In this thesis,
the motion-aided CPTWL selector (MACS) algorithm is proposed for selecting
suitable CPTWLs for ISAR imaging of cooperative sea vessels. The suggested
CPTWLs may be used to obtain motion-compensated ISAR images that have
the desired medium cross-range resolution and limited blurring due to 3-D rota-
tional motion. The proposed algorithm is applied to the measured motion data
of three different classes of sea vessels: a yacht, a fishing trawler, and a survey
vessel. Results show that longer CPTWLs are needed for larger vessels in order
to obtain ISAR images with the desired cross-range resolution. Experimental
results obtained using measured radar data show the effectiveness of the pro-
posed algorithm. Furthermore, the suggested CPTWLs may be used to select an
effective initial CPTWL for the maximum-contrast-based automatic time win-
dow selection (MC-ATWS) algorithm, proposed by Martorella and Berizzi, when











In non-cooperative ISAR applications, however, the vessel’s motion is unknown
and it is a challenging task to isolate focused side-view ISAR images from a
long radar recording. This thesis proposes the extended maximum-contrast-
based automatic time window selection (EMC-ATWS) algorithm, which is an
extension of the MC-ATWS algorithm, to estimate the parameters of multiple
optimum imaging intervals that produce focused side-view ISAR images of small
non-cooperative vessels. The MC-ATWS algorithm and the proposed EMC-
ATWS algorithm were therefore applied to measured radar recordings of two
non-cooperative yachts. Results showed that the MC-ATWS estimated the pa-
rameters of a single optimum imaging interval that produced a highly focused
ISAR image with little Doppler information, which is not desirable for ship
classification. Results from the EMC-ATWS algorithm showed that the pro-
posed technique was effective in estimating multiple optimum imaging intervals
that generated highly focused side-view ISAR images, which contain useful dis-
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∆rcd — Desired cross-range resolution
∆rd — Down-range resolution
s — Step size between two successive frames
∆τ — Coherent Processing Time Window Length
∆t(n) — nth Discrete incremental rotation over the burst
∆θ — Change in aspect angle of a uniformly rotating object
over the CPI
∆θeff — Change of an object’s aspect angle over the CPI
∆τ (in) — Initial CPTWL
∆τopt — Optimum CPTWL
∆φ — Change in the Doppler generating axis of rotation over
the CPI
εLCSIT — Energy difference calculated in the LCSIT algorithm
εthres — Energy threshold used in the IT algorithm
η — Down-range dimension of an ISAR image
ηmax — Down-range cell with the most Doppler energy in an
ISAR image
θb,t(n) — Bank of a vessel at time t(n)
θbr,t(n) — Bearing of a vessel at time t(n)
θe,t(n) — Elevation of a vessel at time t(n)
θeff — Effective angle of rotation
θh,t(n) — Heading of a vessel that is measured by an INS system at
time t(n)













θRT,∆t(n) — Effective roll angle over ∆t(n)
θRT⊥1,∆t(n) — Effective pitch angle over ∆t(n)
θRT⊥2,∆t(n) — Effective yaw angle over ∆t(n)
θr,∆t(n) — Roll angle of a vessel about the local Xn−1 axis over ∆t(n)
θp,∆t(n) — Pitch angle of a vessel about the local Yn−1 axis over ∆t(n)
θy,∆t(n) — Yaw angle of a vessel about the local Zn−1 axis over ∆t(n)
θ∆t(n) — Angle of rotation angle for the n
th discrete rotation
θ0 — Initial rotation angle
θΩeff,∆t(n) — Angle of the Doppler generating axis of rotation from the
global W axis
θΩeff1,∆t(n) — Angle of the Doppler generating axis of rotation from the
global V axis
θ̇ — Angular velocity of an object
θ̇eff — Effective angular rotation rate
θ̇eff,∆t(n) — Effective angular rotation rate during ∆t (n)
θ̇m — Rotation rate about the Ωm axis
θ̇r,∆t(n) — Roll rate of a vessel for the n
th discrete rotation over the
CPI
θ̇p,∆t(n) — Pitch rate of a vessel for the n
th discrete rotation over the
CPI
θ̇y,∆t(n) — Yaw rate of a vessel for the n
th discrete rotation over the
CPI
θ̇∆t(n) — Angular velocity of an object for the n
th discrete rotation
θ̇Ωeff,∆t(n) — Rotation rate of the angle of the Doppler generating axis
of rotation from the global W axis
θ̇Ωeff1,∆t(n) — Rotation rate of the angle of the Doppler generating axis
of rotation from the global V axis
θ̈ — Angular acceleration
λ — Wavelength of the transmitted signal
ν — Doppler frequency along the cross-range dimension of an
ISAR image












τopt — Optimum central instant of the observation time interval
Φn,m — Discretised signal at the radar receiver for pulse number
m in burst n
Φsn,m — Discretised radar received signal without noise
Φt — Received signal at the radar as a function of time
φn,m — Phase of the noise and clutter for the m
th pulse in the nth
burst
φ̇ — Angular velocity of the Doppler generating axis of rotation
ρx,y,z — Related to the reflectivity of a scatterer at (x, y, z)
σ2n — Noise power
σ2s — Signal power
Ω — Object’s axis of rotation
Ωm — Stationary axis of rotation that lies along the U axis
Ωeff — Doppler generating axis of rotation
Ωeff,∆t(n) — Doppler generating axis of rotation for the n
th discrete
rotation
Ωrc — Direction of the cross-range dimension
Ω∆t(n) — Object’s axis of rotation for the n
th discrete rotation

















CPTWL—Coherent Processing Time Window Length
CSIR—Council for Scientific and Industrial Research
DSA—Dominant Scatterer Algorithm
DSTO—Defence Science and Technology Organisation
EEZ—Economic Exclusion Zone
EM—Electromagnetic
EMC-ATWS—Extended Maximum-Contrast-Based Automatic Time Window
Selection
























LCSIT—Long CPTWL Side-view Image Test
LOS—Line of Sight
MACS—Motion-aided CPTWL Selector























Inverse Synthetic Aperture Radar (ISAR) is a radar signal processing technique
for imaging objects with high spatial resolution. In this technique, a stationary
radar platform illuminates a rotating object with electromagnetic (EM) energy
and the backscattered energy from the object is used to form an ISAR image.
The intensity of the backscattered energy depends on many factors, which include
the properties of the surface (dielectric constant, roughness and slope) and the
polarization of the transmitted signal. A typical ISAR image is two-dimensional
(2-D) and it illustrates the scattering centres of the object along the down-range
and cross-range dimensions. ISAR theory in the context of instrumentation-
range measurements was initially discussed by Chen and Andrews [2], Walker
[3] and Mensa [4]. In addition, ISAR imaging of aircraft was addressed by Chen
and Andrews in [5].
ISAR imaging of rotating objects offers many advantages to optical imaging
techniques: high quality images can be obtained in all weather conditions (rain,
cloud, haze), at any time (day or night) and at ranges that are beyond the
visual range. For these reasons, ISAR is a valuable tool for a wide range of mili-











1.2. MARITIME APPLICATIONS OF ISAR
(NCTR) (Bon et al. [6], Musman et al. [7], Menon et al. [8], Botha [9] and
Kim et al. [10]), radar cross section (RCS) measurement (Jain and Patel [11]
and Given and Schmidt [12]), battlefield awareness (Fennel and Wishner [13]),
surveillance of ground traffic in airports (Sauer et al. [14]), monitoring road
traffic (Munoz-Ferreras et al. [15]), through-the-wall-imaging (Yoon and Amin
[16]) and concealed-object detection (Trischman et al. [17]).
1.2 Maritime Applications of ISAR
ISAR imaging of sea vessels has attracted considerable attention from the re-
search and development communities because it provides a rich source of infor-
mation for maritime surveillance and RCS management. ISAR images contain
discriminant information that can be used for classification [6], [7]. In addition,
ISAR images may be used to identify scattering centres of high reflectivity for
RCS reduction purposes [11], [12].
A few research institutes in the world have developed ISAR systems for mar-
itime applications. Examples of such systems include: the INGARA imaging
radar developed by the Defence Science and Technology Organisation (DSTO)
in Australia, which is an airborne X-band multi-mode radar with a fully polari-
metric collection capability [18]; the P-3 Orion and the S-3B Viking US Navy
aircraft that were developed through the joint collaboration of Texas Instruments
and the US Naval Research Laboratory. ISAR imaging of maritime vessels from
airborne platforms are addressed in papers by Hajduch et al. [19], and Barclay
and Williams [20].
Recently, South Africa has embarked on the research and development of a mar-
itime surveillance system, referred to as Awarenet by Anderson in [21], to monitor
the country’s economic exclusion zone (EEZ). The objective of Awarenet is to
create a real time, persistent maritime surveillance system that provides situa-
tional awareness regarding the presence, classification and possible intent of sea
vessels in South Africa’s EEZ. This information would be used by the peace,











1.3. ISAR IMAGING OF SEA VESSELS
ple from activities such as illegal border crossing, organised crime, illegal fishing
and terrorism at sea. Currently, there are two research programmes underway
at the Council for Scientific and Industrial Research (CSIR) in South Africa to
address some of the challenges of Awarenet; the topics that are current being
researched are the field of detection and classification of sea vessels. The research
work towards the classification of sea vessels using ISAR techniques has been the
responsibility of the candidate and his CSIR supervisor, Willie Nel.
Another important maritime application of ISAR is RCS management, which in-
volves the identification of physical structures of a platform with significant RCS
contributions. All Navies require their military sea vessels to be measured, in or-
der to minimise the effect of scattering hotspots. Reducing the absolute RCS of
a ship can furthermore reduce the acquisition range of an anti-ship missile as well
as improving the performance of a ship’s countermeasure against the approaching
seeker. The CSIR is responsible for providing this service to the South African
Navy. The research work focussing on the RCS management of ships using ISAR
has been the responsibility of the candidate, his CSIR supervisor, Willie Nel, and
Duncan Stanton.
1.3 ISAR Imaging of Sea Vessels
In an ideal ISAR imaging scenario (see Section 2.2.1), a radar illuminates a
controlled 2-D rotating object to obtain a focused 2-D image with high spatial
resolution. As only the object is illuminated, there are no artefacts in the image
caused by clutter. Furthermore, since the motion of the object is known, the
cross-range dimension can be scaled to distance.
ISAR imaging of sea vessels is complex, and there are many challenges that
need to be overcome in order to obtain 2-D images with high spatial resolution
(see Section 2.3). Some of these include translational (Li et al. [22] and refer-
ences therein) and rotational (Munoz-Ferreras and Perez-Martinez [23]) motion
compensation, three-dimensional (3-D) motion (Chen and Miceli [24]), multipath











1.3. ISAR IMAGING OF SEA VESSELS
of the coherent processing interval (CPI), referred to as the coherent processing
time window length (CPTWL), is an important parameter in the ISAR imaging
process and it needs to be chosen very carefully, as discussed by Martorella and
Berizzi in [28].
An example of successive ISAR images, using the Esperance yacht (see Figure
1.1) is shown in Figure 1.2. Radar recordings were obtained from the Signal Hill
2007 trial (see Appendix A for more information). In this particular recording,
the yacht was sailing directly inbound to the radar. The ISAR images were
obtained using a CPTWL of 0.8 s, and an overlap factor of 75% between two
successive images; translation motion compensation was achieved by using the
range alignment technique of Wang and Kasilingam [29] and the autofocus al-
gorithm proposed by Yuan and Casasent [30]. The ISAR images of the yacht
corresponds to a radar recording of 2.4 s.
Figure 1.1: Photo of the Esperance yacht
Figure 1.2 shows that many of the ISAR images are blurred. Blurry ISAR im-
ages are not desirable because they lead to inaccurate estimation of parameters,
which reduces the probability of correct classification, as shown by McFadden











1.3. ISAR IMAGING OF SEA VESSELS
Figure 1.2: Successive motion compensated ISAR images of a yacht obtained











1.4. HYPOTHESIS AND RESEARCH QUESTIONS
Occasionally, a side-view image of the yacht is generated, as shown in Figure
1.2(d). During this CPI, the pitch motion of the vessel is dominant (i.e. more
significant than the roll and yaw motion), which causes the scatterers along
each mast to have different Doppler frequencies. Consequently, the cross-range
dimension of the ISAR image is aligned along the height dimension of the vessel
and a side-view image is generated. Figure 1.2(f) shows an ISAR image 0.4 s
later; during this CPI the 3-D rotational motion of the vessel is significant (i.e.
roll, pitch and yaw motion are equally dominant), which causes blurring in the
ISAR image.
These ISAR images clearly illustrate that 3-D rotational motion is a major chal-
lenge and that it is a research topic that warrants further investigation. More-
over, since a focused side-view ISAR image only occurs occasionally, and for a
short time, the choice of the CPTWL and the selection of optimum imaging
intervals are important related research topics that need to be addressed. This
challenge provides the motivation for the research question and the hypothesis
of this thesis.
1.4 Hypothesis and Research Questions
The hypothesis of this thesis is stated as follows:
“Three-dimensional rotational motion of sea vessels gives rise to blur-
ring in ISAR imagery because it causes the image-generating Doppler
components to vary over time. Suitable CPTWLs are selected for co-
operative vessels, to obtain ISAR images with limited blurring. For
non-cooperative vessels, optimum imaging intervals are estimated to
obtain focused side-view ISAR images, which are a rich source of
information for ship classification.”
The image-generating Doppler components, which consist of the Doppler gener-
ating axis of rotation and the effective angular rotation rate, are important to the











1.4. HYPOTHESIS AND RESEARCH QUESTIONS
imaging projection plane, and the effective angular rotation rate determines the
cross-range resolution of the ISAR image. When the image-generating Doppler
components vary over time, it causes scatterers to migrate through cells in the
ISAR image; this gives rise to blurring. However, by choosing suitable CPTWLs
and optimum imaging intervals where the image-generating Doppler components
do not vary significantly over time, ISAR images with limited blurring can be ob-
tained. Such images would be a rich source of information for RCS measurement
of cooperative vessels or ISAR-based classification of non-cooperative vessels.
From the hypothesis, the following research questions arise:
• Research question 1: Why does a vessel’s 3-D rotational motion cause
blurring in ISAR imagery?
• Research question 2: Is it possible to extract the image-generating
Doppler components from the measured motion data of a sea vessel and
does the time-varying nature of the image-generating Doppler components
cause blurring in ISAR imagery?
• Research question 3: Can measured motion data be used to select suit-
able CPTWLs that would limit the blurring in ISAR imagery of cooperative
vessels?
• Research question 4: Can optimum imaging intervals, which produce
side-view ISAR images, be estimated from only the radar data of a non-
cooperative vessel?
Figure 1.3 shows a block diagram that illustrates how the hypothesis, research
questions and research objectives are linked to each other. The hypothesis stated
in this thesis is supported by four research questions. When all the research
questions are answered positively, then the hypothesis is satisfied. Each research
question is answered by addressing the corresponding research objective. Figure
1.3 also shows that research objective 1 to research objective 4 are addressed in











1.4. HYPOTHESIS AND RESEARCH QUESTIONS
Figure 1.3: Block diagram of the hypothesis, research objectives and research











1.4. HYPOTHESIS AND RESEARCH QUESTIONS
The hypothesis stated in this thesis is significant for the ISAR imaging of sea ves-
sels because, assuming that it can be proven to be true, it provides an in-depth
understanding of how 3-D rotational motion causes blurring in ISAR imagery.
Furthermore, by accurately selecting suitable CPTWLs and optimum imaging
intervals for both cooperative and non-cooperative vessels respectively, ISAR im-
ages with limited blurring can be generated, which is useful for RCS measurement













Sea vessels often possess 3-D rotational motion (roll, pitch and yaw). Under this
condition it is problematic to form ISAR images of maritime objects, as reported
by Rihaczek and Hershkowitz [32], for the following reasons:
• A down-range cell may contain scatterers at different heights and azimuths,
which may have very different range histories. As a result, all the scatterers
in a down-range cell cannot be focused with a single motion compensation
factor. Different motion compensation factors are needed to focus each
scatterer separately and it is a challenging task to accurately track the
range histories of scatterers.
• For classification purposes, it is desirable to convert the Doppler frequency
of ISAR images to cross-range. However, when an inbound vessel possesses
3-D rotational motion, there are two independent rotational motions that
cause scatterers to possess Doppler frequencies: pitch motion causes scat-
terers along the height dimension of the vessel to possess finite Doppler
frequencies, whereas yaw motion causes scatterers along the width dimen-
sion also to possess Doppler frequencies. Thus, there are two independent
cross-range scaling factors that are needed to convert the Doppler frequency
on an ISAR image to either the height or width dimension. In order to ob-
tain these two cross-range scaling factors, accurate knowledge of the pitch
and yaw motion of the vessel is needed, which is a challenging estimation
task for non-cooperative vessels. Furthermore, it is a difficult task to iden-
tify if the Doppler frequency of a specific scatterer was caused by the pitch
motion of a scatterer with finite height or the yaw motion of a scatterer
with finite width, or by both pitch and yaw motion of a scatterer with
finite height and width.
• Dominant scattering centres of a complex object like sea vessels are often
generated by extended corners and cavities, which are usually irregularly
shaped. When the direction of illumination changes, the phase centre of the












motion than 2-D rotational motion. This spreads a scatterer’s response over
multiple range and Doppler cells and generates undesirable strong spurious
responses in positions away from the scatterer, even with perfect motion
compensation.
Thus, it is advantageous to form ISAR images of sea vessels over imaging intervals
where the vessel possesses 2-D rotational motion. For this reason, the research in
this thesis does not address the problem of forming a focused 2-D or 3-D ISAR
image over intervals where the vessel possesses significant 3-D rotational motion.
The aim of the research presented in this thesis is to investigate the effect of 3-D
rotational motion on the ISAR imaging process, in order to understand how 3-D
rotation motion gives rise to blurring in most ISAR images of sea vessels. In
addition, the choice of the CPTWL and the selection of optimum imaging inter-
vals is also discussed, to address the blurring caused by 3-D rotational motion
for cooperative and non-cooperative vessels respectively. In summary, this thesis
investigates the following aspects of ISAR imaging of sea vessels:
• The effect of a vessel’s 3-D rotational motion on the ISAR imaging process
• Extraction of the time-varying image-generating Doppler components from
measured motion data
• Using measured motion data to select suitable CPTWLs that would limit
the blurring in ISAR imagery of cooperative vessels
• Selecting multiple optimum imaging intervals for non-cooperative sea ves-
sels that produce highly focused side-view ISAR images, which is a rich
source of information for ship classification.
These aspects were investigated using measured data from two ISAR measure-
ment campaigns, which were performed at Simon’s Town and Signal Hill in May
2007 and November 2007 respectively. During these trials, cooperative sea vessels
were instrumented with an Inertial Navigation System (INS)/Global Positioning












the experiment. Radar recordings were obtained using an experimental X-band
radar, which generates high range resolution (HRR) profiles using stepped fre-
quency waveforms.
The recorded motion and radar recordings were used to gain a better understand-
ing of how 3-D rotational motion causes blurring, and to assess the performance
of algorithms that are proposed in this thesis. The image-generating Doppler
components were extracted from the measured motion recordings, and 3-D ro-
tational motion was shown to cause these two components to vary over time.
Translation motion compensation algorithms were applied to the radar record-
ing to obtain continuous ISAR images of the sea vessels over time. Most of
the motion compensated ISAR images were blurred (see Figure 1.2), because
translation motion compensation algorithms incorrectly assume that sea vessels
only possess 2-D motion over the CPI. Thus, for sea vessels with 3-D rotational
motion it is important to select optimum imaging intervals where the rotation
motion is approximately 2-D. These optimum intervals would limit the blurring
in the image caused by the roll, pitch and yaw motion of the vessel.
The objectives of this thesis can be summarised as follows:
• To review the principles of ISAR, summarise the major challenges in ISAR
and describe the signal processing steps that will generate focused ISAR
images for applications such as classification or RCS management. To
perform a critical literature review and identify the gaps and limitations of
the existing literature, which are addressed in this thesis.
• To review the existing literature that discusses the effect of 3-D motion on
the resulting ISAR image. Thereafter, to model the 3-D rotational motion
using quaternion algebra. Note that the use of quaterions is motivated in
Chapter 2 and Chapter 3. To investigate the effect of a vessel’s roll, pitch
and yaw motion on the ISAR imaging process. To characterise the amount
of blurring that a scatterer experiences when the Doppler generating axis












• To develop a transformation to extract the image-generating Doppler com-
ponents, which consist of the vessel’s Doppler generating axis of rotation
and the effective angular rotation rate, from measured motion data. These
two components are important to ISAR because the Doppler generating
axis of rotation influences the imaging projection plane, and the effective
angular rotation rate determines the cross-range resolution of the ISAR
image. Furthermore, when these components vary over time, it causes
blurring in the resulting ISAR image. To implement the proposed trans-
formation on measured motion data and validate the transformation with
measured radar data
• To develop a point scatterer ISAR simulation environment that uses mea-
sured motion data to produce simulated ISAR images of a vessel. To
validate the simulation using measured radar data.
• To review the current literature regarding the selection of the CPTWL for
ISAR imaging of sea vessels. To develop an algorithm that uses measured
motion to select suitable CPTWLs that limit the blurring caused by 3-
D motion. Furthermore, the suggested CPTWLs should produce ISAR
image(s) with the desired cross-range resolution. To apply this algorithm
to measured motion data and demonstrate the effectiveness of the suggested
CPTWLs using measured radar data.
• To review the current literature on the selection of optimum intervals for
ISAR imaging of non-cooperative sea vessels. To propose a technique to
select multiple optimum imaging intervals that generates focused side-view
ISAR images, which are a rich source of information for ship classification.
To apply the proposed algorithm to measured radar data of non-cooperative













1.6.1 Critical literature survey
Chapter 2 reviews the basic principles of ISAR. A summary of ISAR theory
is presented regarding down-range resolution, cross-range resolution, the image
projection plane and the image-generating Doppler components. This is followed
by a description of the signal processing steps in motion compensation for ISAR.
Thereafter, the challenges associated with forming a focused ISAR image of sea
vessels are discussed. Lastly, a critical review of the literature is presented to
identify the gaps in the literature, which are addressed in this thesis.
1.6.2 Examining the effect of 3-D rotational motion on
ISAR imagery
Chapter 3 investigates the effect of 3-D rotational motion on the ISAR imaging
process. Results in the literature show that 3-D rotational motion gives rise to
blurring in ISAR images, as shown by Chen and Lipps [33] and Li et al. [34].
Blurry ISAR images are not desirable for classification purposes [31] because they
lead to inaccurate estimation of parameters, which in turn reduces the probability
of correct classification. While much research has been done on investigating the
effect of 3-D rotational motion on ISAR [24], [35], [36], [37], [38], these papers
mainly show results for objects with simulated rotational motion confined to a
2-D plane that is orthogonal to the radar line of sight (LOS) vector i.e. only
pitch, roll or yaw motion. Furthermore, matrices are used to model the 3-D
rotational motion and this approach is limited because it does not directly and
independently model the image-generating Doppler components, whose time-
varying nature gives rise to blurring.
In this chapter, a new quaternion-based system model is proposed to investigate
the effect of 3-D rotational motion on ISAR imagery. One of the advantages












motion data of a vessel. Quaternions are used to represent the 3-D rotational
motion and, while it is equally accurate as using matrices, it offers the advantage
of directly and independently modelling the vessels’s image-generating Doppler
components over the CPI. Since the effect of non-uniform angular rotation has
been investigated in [39], Chapter 3 focused on using theory and simulations to
understand the effect of a time-varying Doppler generating axis of rotation on
the ISAR imaging process.
Point scatterer simulations are performed for three different cases, where the
Doppler generating axis of rotation changes in different ways over the CPI. Case 1
considers a side-view ISAR imaging scenario and shows that a uniformly changing
yaw perturbation causes the angle of the Doppler generating axis of rotation,
denoted by θΩeff , and the object’s rotation rate, denoted by θ̇, to vary over time
(see Figure 1.4). Consequently, there are certain scatterers along the deck that
migrate through cross-range cells, and this gives rise to a blurry ISAR image (see
scatterer 1 in Figure 1.5 (a)). Case 2 characterises the migration of scatterer 1
through cross-range cells that is exclusively due to the time-varying nature of the
Doppler generating axis of rotation (see Figure 1.5 (b)). Lastly, case 3 considers
realistic 3-D rotational motion with time-varying roll, pitch and yaw motion.
Figure 1.4: (a) Angle of the Doppler generating axis of rotation θΩeff and (b)












Figure 1.5: (a) ISAR image and (b) contour plot showing the migration through
cross-range cells for scatterer 1, for varying θ̇Ωeff and θ̇eff
Chapter 3 uses both theory and simulations to show that 3-D rotational motion
causes blurring in ISAR imagery. More specifically, Chapter 3 shows that, when
an object’s Doppler generating axis of rotation varies over the CPI, it causes the
Doppler frequency of scatterers to migrate through the cross-range cells of an
ISAR image. Consequently, this gives rise to a blurred ISAR imagery.
The results in Chapter 3 show that a time-varying Doppler generating axis of
rotation has a significant influence on the blurring in an ISAR image. However,
the majority of the results were obtained using theoretical motion and not re-
alistic motion. Thus, it is still necessary to understand how a real sea vessel’s
Doppler generating axis of rotation changes over time, since this is one of the
causes of blurring in measured ISAR images. Another important parameter is
the effective angular rotation rate because it influences the cross-range resolu-
tion of an ISAR image. Thus, it is important to extract the image-generating
Doppler components from the measured motion of a vessel to understand how
the time-varying nature of these two components leads to blurring. This problem












1.6.3 Extracting image-generating Doppler components
Maritime vessels and aircraft possess 3-D rotational motion; however, it is only
components of this motion, referred to as the image-generating Doppler compo-
nents, that are useful to the ISAR imaging process. Chapter 4 describes a new
transformation that extracts an object’s image-generating Doppler components,
which consist of the Doppler generating axis of rotation and the effective an-
gular rotation rate, from the measured motion data. These two parameters are
important to the ISAR imaging process because the Doppler generating axis of
rotation influences the presentation of the vessel, whereas the effective rotation
rate affects the cross-range resolution of the resulting ISAR image. In addition,
the time-varying nature of these two parameters give rise to blurring in ISAR
imagery.
The image-generating Doppler components and their influence on ISAR imaging
are described in the literature. A mathematical expression of the continuously
varying Doppler generating axis of rotation was derived in papers by Chen and
Miceli [24] and Bao et al. [38]. However, there is no literature that addresses
how to extract both of these image-generating Doppler components from the
measured motion data of a vessel.
Chapter 4 proposes a new quaternion-based transformation that calculates both
the image-generating Doppler components from measured attitude and the GPS
position data of an object. Moreover, a new improved quaternion-based system
model is proposed that is computationally more efficient than the system model
presented in Chapter 3. The transformation provides the ability of gaining an
in-depth understanding of the time-varying nature of these two ISAR related
parameters.
The transformation was applied to the measured attitude and GPS position
data of a yacht (see photo in Figure 1.1), and the results show that both the
angle of the Doppler generating axis of rotation, denoted by θΩeff,∆t(n), and the
effective angular rotation rate, denoted by θ̇eff,∆t(n), varied over time (see Fig-












Doppler components do not vary over time. By choosing radar data that corre-
sponds to these intervals, ISAR images with limited blurring can be obtained,
as shown by Figure 1.6 (c). When the CPI corresponds to an interval where the
image-generating Doppler components vary over time, the resulting ISAR image
contains significant blurring (see Figure 1.6 (d)).
Figure 1.6: (a) Effective angular rotation rate θ̇eff,∆t(n), (b) angle of the Doppler
generating axis of rotation θΩeff,∆t(n), (c) measured ISAR image during 0.75 s ≤
t ≤ 0.88 s, and (d) measured ISAR image during 1.65 s ≤ t ≤ 1.78 s
The transformation that is proposed in Chapter 4 shows that it is possible to
extract the image-generating Doppler components from measured motion data
of sea vessels. Furthermore, results with measured radar data show that, when
the image-generating Doppler components vary over time, it causes blurring in
ISAR imagery.
Chapter 4 does not provide any information about how to choose a suitable
CPTWL when both motion and radar data are available. This is the topic of












1.6.4 Selecting suitable CPTWLs for cooperative vessels
Results in the literature have shown that 3-D rotation motion gives rise to blurry
ISAR imagery. One way of limiting the blurring caused by 3-D rotational mo-
tion is to select carefully the duration of the CPI, which is referred to as the
CPTWL. The CPTWL should be short enough to limit the blurring caused by
3-D rotational motion and long enough to ensure that the desired cross-range
resolution is obtained.
The work of Wehner [40] and Martorella and Berizzi [28] provides some informa-
tion on selecting CPTWLs for ISAR imaging of ships. However, the suggested
range in [40] is too broad, as it spans more than an order of magnitude. Moreover,
Wehner gives no information on how this suggested range changes for different
classes of sea vessels. An optimum imaging selection algorithm proposed in [28]
shows how the optimum central instant of the processing interval should be esti-
mated, as well as how to ascertain the optimum CPTWL that provides an ISAR
image with the highest focus. However, this algorithm does not show how the
initial CPTWL for a specific recording should be chosen, and the suitability of
this technique for small ships with chaotic motion has not been investigated.
Moreover, it does not take advantage of motion data from instrumented vessels
that may be available during measurement trials for RCS measurement purposes.
Chapter 5 proposes a technique, referred to as the motion-aided CPTWL selector
(MACS) algorithm that uses measured motion data to select suitable CPTWLs
for ISAR imaging of sea vessels. The suggested CPTWLs produces ISAR im-
age(s) with the desired cross-range resolution and limited blurring due to 3-D
rotational motion.
The MACS algorithm was applied to motion datasets of three different classes of
vessels: a yacht, a fishing trawler and a survey vessel. The suggested CPTWLs
indicate that a longer CPTWL is needed for larger vessels. The MACS algo-
rithm suggested a suitable CPTWL range of {0.55 s, 0.85 s}, {1.6 s, 1.8 s} and
{1.2 s, 2 s} for the yacht, fishing trawler and survey vessel respectively. The












using measured radar data. Figure 1.7 shows three ISAR images of the yacht
that were obtained using a CPTWL, denoted by ∆τ , of 0.2 s, 0.8 s and 1.6 s. A
photo of the yacht is shown in Figure 1.1.
Figure 1.7: ISAR images of the yacht for a CPTWL of (a) ∆τ = 0.2 s, (b)
∆τ = 0.8 s and (c) ∆τ = 1.6 s
When the CPTWL is too short (see Figure 1.7 (a)), the cross-range resolution of
the resulting image is poor. Conversely, when the CPTWL is too long (see Figure
1.7 (c)), the 3-D rotational motion of the vessel is significant and gives rise to a
blurry ISAR image, where the heights of the yacht’s two masts do not appear to
be equal. These limitations are overcome when the CPTWL is chosen from the
suggested range of CPTWLs, and Figure 1.7 (b) shows the resulting ISAR image
for a CPTWL of 0.8 s. The cross-range resolution is superior to that of Figure 1.7
(a) and the two masts are clearly discernible. This demonstrates the effectiveness
of the suggested CPTWL range to generate ISAR images with sufficient cross-
range resolution and limited blurring due to 3-D rotational motion.
The MACS algorithm proposed in Chapter 5 shows that measured motion data of
sea vessels can be used to select suitable CPTWLs that would limit the blurring in
the ISAR imagery of cooperative vessels. Moreover, it ensures that the CPTWLs
are long enough to obtain ISAR images with the desired cross-range resolution.
When both motion and radar data are available, the MACS algorithm may be
used to obtain ISAR images for cooperative sea vessels for RCS measurement












Chapter 5 does not show how optimum imaging intervals should be selected for
this case. This research topic is addressed in Chapter 6, and it is an important
area of research for ISAR-based classification of non-cooperative sea vessels.
1.6.5 Selecting optimum imaging intervals for non-cooperative
vessels
In maritime surveillance applications, ISAR images of sea vessels are used for
ship classification. The literature has shown that side-view ISAR images con-
tain discriminant information that is useful for classification. However, it is a
challenging task to isolate focused side-view ISAR images of a non-cooperative
vessel from a long radar recording, because a vessel’s roll, pitch and yaw motion
affects the presentation of the vessel in the ISAR image and the 3-D rotational
motion also caused blurring in many ISAR images.
Many algorithms have been proposed in the literature to identify optimum imag-
ing intervals for ISAR imaging of non-cooperative sea vessels. These algorithms
can be grouped into frame selection techniques and joint frame and optimum
CPTWL selection techniques. Examples of the former include papers by Ha-
jduch et al. [19], Rihaczek and Hershkowitz [32], Li et al. [34] and Pastina
and Spina [41], whereas an example of the latter is the MC-ATWS algorithm
proposed by Martorella and Berizzi [28].
Frame selection techniques are limited because they do not show how an effective
initial CPTWL should be chosen and because they assume that the initial CPTWL
is approximately equal to the duration of all the optimum ISAR imaging inter-
vals in the radar recording. Furthermore, these algorithms are problematic to
implement with real data because they require accurate phase unwrapping and
because a few techniques assume accurate tracking of a scatterer at the bow
and the stern of the ship that are the same width and height position, which is
difficult to achieve in practice.
Joint frame and optimum CPTWL selection techniques, such as the maximum-












posed by Martorella and Berizzi in [28], also possess several limitations: the
algorithm only estimates the parameters of a single imaging interval and ignores
other optimum imaging intervals that may exist in a long radar recording; when
the algorithm is applied to radar recordings of small sea vessels, the algorithm’s
performance is dependent on the value of the initial CPTWL; furthermore, the
highly focused ISAR image that is generated from the optimum imaging interval
does not always correspond to a side-view ISAR image, which is desired for ship
classification.
Chapter 6 proposes a new algorithm, referred to as the extended maximum-
contrast-based automatic time window selection (EMC-ATWS) algorithm, which
identifies multiple optimum imaging intervals for small non-cooperative sea ves-
sels. The proposed technique is superior to the original MC-ATWS algorithm
because it uses a range of initial CPTWLs, which means that the proposed algo-
rithm’s performance is not dependent on a single initial CPTWL. Furthermore,
the EMC-ATWS algorithm offers the advantage of extracting more than a single
optimum imaging interval from a radar recording. Lastly, the imaging intervals
that are found give rise to focused side-view ISAR images, which are a rich source
of information for operator assisted ship classification.
Both the MC-ATWS and the EMC-ATWS algorithms were applied to measured
radar recordings of two inbound non-cooperative yachts. Results in Figure 1.8
show that the MC-ATWS algorithm estimates the parameters of a single opti-
mum imaging interval that produces a highly focused ISAR image with very little
Doppler information, which is undesirable for operator assisted ship classification.
In contrast, Figure 1.9 shows that the EMC-ATWS algorithm estimated the pa-
rameters of multiple optimum imaging intervals that each generated a highly
focused side-view ISAR image.
Thus, results from measured radar show that the proposed EMC-ATWS algo-
rithm is an effective algorithm for estimating multiple optimum imaging intervals












Figure 1.8: Results from applying the MC-ATWS algorithm to the radar record-
ing of the Esperance: (a) IC versus time, (b) motion compensated ISAR image












Figure 1.9: Results from applying the EMC-ATWS algorithm to the radar record-
ing of the Esperance: motion compensated ISAR images obtained from the op-
timum imaging intervals with parameters (a) τopt = 2.5 s and ∆τopt = 2.6 s , (b)
τopt = 9.5 s and ∆τopt = 1 s , (c) τopt = 11.2 s and ∆τopt = 0.8 s , (d) τopt = 16.3 s











1.7. STATEMENT OF ORIGINALITY
1.6.6 Conclusions
Conclusions and recommendations for future work are summarised in Chapter 7.
1.7 Statement of Originality
The original contributions made in this thesis can be summarised as follows:
• Chapter 3 (effect of 3-D rotational motion on ISAR imagery) — In this
chapter, a new system model is proposed that uses quaternion mathematics
to represent the 3-D rotational motion of a vessel. The application of
quaternions to the field of ISAR has not been documented in the literature
thus far. The new system model is used to characterise the effect of a
target’s time varying Doppler generating axis of rotation on the migration
of a scatterer through Doppler cells, which has also not been addressed
in the literature. Portions of this work have been presented at the IET
International Radar Conference in Edinburgh, Scotland in 2007 [42].
• Chapter 4 (extraction of image-generating Doppler components) — A new
transformation is proposed to extract the image-generating Doppler com-
ponents from measured motion data. In addition, this chapter describes a
new point scatterer ISAR environment that uses quaternions to represent
a vessel’s 3-D rotational motion. The development, coding, application of
the transform to measured motion data, simulation and validation with
measured radar data are all the candidate’s own work. This work has been
published in the IEEE Geoscience and Remote Sensing Letters Journal
[43].
• Chapter 5 (selecting suitable CPTWLs for cooperative vessels) — This
chapter presents a novel technique, referred to as the MACS algorithm, that
selects suitable CPTWLs for ground-based ISAR imaging of sea vessels.
The concept of this algorithm, its coding, application to measured motion











1.7. STATEMENT OF ORIGINALITY
data are the candidate’s own work. This work has been published in the
IEEE Transactions on Geoscience and Remote Sensing Journal [44].
• Chapter 6 (selecting optimum imaging intervals for non-cooperative vessels)
— A new technique, referred to as the EMC-ATWS algorithm, is proposed
for selecting multiple optimum imaging intervals that generates focused
side-view ISAR images of small non-cooperative vessels, which is a rich
source of information for operator assisted ship classification. The concept
of this algorithm, its coding and application to measured radar data are
the candidate’s own work. This work has been submitted to the IEEE














ISAR imaging of maritime objects has been an active topic of research for many
decades, as described by Wehner [40]. Much of the research effort in the appli-
cation of ISAR has focused on classification, as shown in papers by Bon et al.
[6], Musman et al. [7] and Yuan and Casasent [30].
ISAR imaging of sea vessels can provide more information about a maritime
object than conventional radar techniques, which traditionally estimate the dis-
tance, radial velocity, azimuth angle and elevation angle of a vessel. A typical
2-D ISAR image represents the backscattered EM energy from an object in the
down-range and cross-range dimensions. Literature has shown that side-view
and top-view ISAR images of sea vessels are a rich source of information for
classification purposes [7]. High down-range resolution is obtained using a wave-
form with a large effective transmit bandwidth, and cross-range information of a
rotating object is obtained from the Doppler frequency of the moving scatterers.
An example of how ISAR provides cross-range information is shown in Figure
2.1. In this diagram, a sea vessel is sailing directly inbound to the radar, a vector












two orthogonal vectors are expressed by RT⊥1 and RT⊥2. In this example, the
rotational motion of the sea vessel is represented by an angular velocity of θ̇ about
a vector Ω, which is along the RT⊥1 vector; in essence, the vessel possesses pure
pitch motion.
Side-view ISAR imaging of sea vessels operates on the principle that, when an
inbound vessel possesses pure pitch motion, the scatterers along each mast have
cross-range dependent Doppler frequencies. Thus, cross-range information is
obtained by simply separating scatterers according to their Doppler frequency.
The difference in radial velocities of two scatterers along a mast is shown in
Figure 2.1, where the radial velocity of the scatterer higher up mast 1, denoted
by v1, is greater than the radial velocity of the scatterer lower down, which is
expressed by v2. In this example the cross-range dimension is along the RT⊥2
direction, because this vector is orthogonal to the plane spanned by the RT
vector and the vessel’s Doppler generating axis of rotation. A more generalised
formulation of the direction of the cross-range dimension is given in Section 2.2.4.
Figure 2.1: An example illustrating how ISAR uses rotational motion to provide
cross-range information
A mathematical description of the theory of ISAR is given in Section 2.2. In
that section, the conventional ISAR system model is formulated in Section 2.2.1,
properties of the down-range and cross-range dimensions of an ISAR image are
discussed in Section 2.2.2 and Section 2.2.3 respectively, the image projection
plane and the image-generating Doppler components are described in Section












Section 2.2.5. The ISAR theory that is presented in Section 2.2 is in no sense
novel, but it provides the foundation for understanding the challenges in ISAR,
discussed in Section 2.3. It also provides the necessary background for performing
a critical review of the literature pertaining to the field of ISAR imaging of sea
vessels with 3-D rotational motion (see Section 2.4).
2.2 ISAR Theory
This section provides a mathematical description of the theory of ISAR. It sum-
marises the principles of ISAR and derives the conventional mathematical system
model that is used in the ISAR literature. Furthermore, it discusses the sampling
requirements that need to be met, in order to prevent ambiguity in the down-
range and cross-range dimensions of an ISAR image. The other topics discussed
are the image projection plane, the image-generating Doppler components and
the signal processing steps that are required for ISAR motion compensation.
2.2.1 The conventional ISAR system model
ISAR uses the relative change in aspect angle between the radar and an object
to provide cross-range information. There are two components of motion that
cause changes in the relative aspect angle: translation motion and 3-D rota-
tional motion. For fast moving airborne objects, translation motion is the major
component of motion that causes changes in the relative aspect angle over a
CPI. However, for maritime objects, translation motion is a minor component
of motion and it is the 3-D rotational motion that gives rise to major relative
changes in aspect angle over a CPI. In cases where both the translation and
rotation motion of an object give rise to cross-range information, an algorithm
to compensate for the effective translation motion was proposed by Aprile et al.
in [46].
The conventional system model of a ground-based radar illuminating a 2-D ro-












is essential for ISAR imaging because it provides cross-range information. Trans-
lational motion is not useful and it needs to be compensated from the radar’s
received signal.
Figure 2.2: Conventional ground-based ISAR imaging system model showing a
radar illuminating a sea vessel with pure pitch motion
In Figure 2.2, two axes are defined around the centre of rotation of the sea vessel:
the global axes (U, V, W ), which are fixed, and the local axes (Xt, Yt, Zt) at
time t, which change as the vessel experiences rotational motion. It should be
noted that RT, RT⊥1 and RT⊥2 shown in Figure 2.1 are unit vectors along
the global axes U , V and W respectively. In this diagram, R0,t represents the
translation motion, Rk,t expresses the distance from the radar to the k
th scatterer
and ωt is the angular rotation rate; all of these variables vary over time. The
translational motion component, denoted by R0(t), is a function of the initial
range R0, the radial velocity vr and the radial acceleration ar of the sea vessel.
The rotation angle at time t, denoted by ωt, may be expressed in terms of the
initial rotational angle (in radians) θ0, the angular velocity θ̇ and the angular
acceleration θ̈. These expressions can be mathematically stated as follows:




















When the initial range R0 is much greater than the physical dimensions of the
sea vessel, the distance between the radar and the kth scatterer, denoted by Rk,t,
can be approximated as:
Rk,t = R0,t + zk sin(ωt)− xk cos(ωt) (2.3)
where (xk, yk, zk) is the local coordinates of the k
th scatterer. The full derivation
of (2.3) is described by Chen and Qian in [47]. The simplified expression of Rk,t
in (2.3) is used to formulate the conventional mathematical system model, which



















is the return time of the radar signal to the kth scatterer, c is the
speed of light, fc is the carrier frequency and ρx,y,z is related to the reflectivity
of the kth scatterering centre at local coordinates (xk, yk, zk).























For a radar that uses a stepped frequency waveform to synthesise a large effective

























where the first term shows the change of phase due to translational motion, the












the symbols are defined as follows:
K − number of point scatterers representing an object
αk − amplitude, which represents the RCS of the kth scatterer
m− pulse number in a burst of M pulses, 0 ≤ m ≤M − 1
n− burst number in a total of N bursts in an ISAR image, 0 ≤ n ≤ N − 1
fc,m − carrier frequency of the mth pulse
t(n)− discrete time from burst to burst





en,m − clutter and noise for the mth pulse, and the nth burst
A detailed study of stepped frequency waveforms is given in Mahafza [48] and
Wehner [40], as are the challenges associated with using stepped frequency wave-
forms to generate HRR profiles.
The mathematical formulation of the radar’s received signal using stepped fre-
quency waveforms in (2.6) is a conventional system model, which is widely used
in the ISAR literature. Some examples include papers by Li et al. [22], Munoz-
Ferreras and Perez-Martinez [23] and Wehner [40]. This system model may be
used to obtain simulated HRR profiles and simulated ISAR images of a point-
scatterer model. The following assumptions are made in the derivation of (2.6):
• The object has 2-D rotational motion, which is characterised by a fixed
axis of rotation over the CPI.
• The object can be represented as a fixed number of point scatterers and
the RCS of each scatterer is fixed over the CPI.
Stepped frequency waveforms use M pulses to form a single HRR profile and
N HRR profiles are used to obtain an ISAR image. An ISAR image is formed
by stacking HRR profiles as columns of a matrix, and applying the fast Fourier












processing steps needed to form an ISAR image is given in [40]. ISAR imaging of
2-D rotating objects for large rotation angles, which give rise to cross-range mi-
gration, and non-uniform rotation is addressed by Berger et al. in [49]. However,
when an object has translation motion or significant rotational motion, motion
compensation is needed to focus the image (see Section 2.2.5).
A typical 2-D ISAR sampling grid with a finite resolution of ∆rd and ∆rc re-
spectively, is illustrated in Figure 2.3. The total dimension of the down-range
and cross-range extent of an ISAR image and the related sampling requirements
are dependent on the parameters of the stepped-frequency waveform. This is
discussed in more detail in the next two sections.
Figure 2.3: A typical 2-D ISAR sampling grid with finite down-range and cross-
range resolution
2.2.2 Down-range resolution, sampling and ambiguity
The down-range resolution ∆rd of an ISAR image is a function of the bandwidth
B of the effective transmitted signal. Mathematically, the down-range resolution
















In stepped-frequency waveforms, the carrier frequency of the transmitted pulse is
increased from pulse-to-pulse. Various methods have been proposed to combine
the pulses to form a HRR profile. It can be performed in the time domain (Lord
and Inggs [50]) or the frequency domain (Wilkinson et al. [51] and French [52]).
As a result, a larger effective transmit bandwidth is synthesised, which is given
by:
B = M∆f (2.8)
where ∆f is the frequency step from pulse to pulse, which is equal to the in-
stantaneous bandwidth of each pulse Binst to prevent overlap between successive
subspectra.
The radar receiver’s complex sampling frequency fs needs to be greater than the
Nyquist rate, given by Binst, to prevent aliasing:
fs ≥ Binst (2.9)
However, down-range ambiguity is common for stepped-frequency waveforms
since the unambiguous range window, defined by Mahafza in [48], rd is dependent





For example, an X-band radar with a frequency step of 10 MHz has an unam-
biguous range window of approximately 15 m.
Stepped-frequency waveforms have the disadvantage of using many pulses to form
a single HRR profile. For fast moving objects, scatterers migrate through down-
range cells and give rise to blurred HRR profiles. Algorithms to compensate
for the translation motion of an object within the stepped-frequency burst have
been proposed by Gao et al. [53] and Jeong et al. [54].
More details about the characteristics of stepped-frequency waveforms for gen-
erating HRR profiles can be found in Wehner [40]. In this thesis, it is assumed
that the parameters of the stepped-frequency waveform are carefully selected so












gates and that the down-range ambiguity is large enough to cover the maximum
down-range extent of the vessel.
2.2.3 Cross-range resolution and sampling considerations
Cross-range resolution ∆rc refers to the spatial distance of each cross-range cell





where λ is the wavelength of the transmitted signal, and ∆θ is the change in
aspect angle (in radians) of a uniformly rotating object over the CPI. A detailed
derivation of the cross-range resolution, as well as the assumptions that are made,
can be found in Section 5.4.
The cross-range dimension of an ISAR image fundamentally represents the Doppler
frequency of the rotating scatterers of an object. To satisfy the Nyquist rate,
the sampling frequency in the cross-range dimension must be greater than the





where lcr is the maximum cross-range extent of a uniformly rotating object with
an angular velocity of θ̇. For stepped-frequency waveforms, the cross-range sam-





where fPRF represents the pulse repetition frequency (PRF) of the radar wave-
form. Thus, to prevent aliasing in a complex sampling system, the BRF must
be greater than the maximum Doppler bandwidth:












Once the cross-range dimension has been scaled from Doppler to distance using
(2.11), the maximum cross-range extent of an ISAR image, denoted by rc, is
given by:
rc = N∆rc (2.15)
A 2-D ISAR image represents the projection of a 3-D object onto a 2-D image
projection plane. When an object has 2-D rotational motion, as illustrated in
Figure 2.1, the image projection plane is stationary over the CPI. However, when
an object possesses 3-D rotational motion, it causes the image projection plane
to vary over time. A mathematical description of the image projection plane is
presented in the next section.
2.2.4 The image projection plane and the image-generating
Doppler components
Figure 2.4 illustrates an example of a 3-D rotating object together with its image
projection plane. The 3-D rotational motion is represented by an angular velocity
of θ̇ about an axis Ω = [uΩ vΩ wΩ], where uΩ, vΩ and wΩ are non-zero values. In
order to express the 2-D image projection plane mathematically, the component
of the 3-D rotational motion that gives rise to cross-range information needs to
be defined.
In this thesis, the components of the 3-D rotational motion that generates cross-
range information are referred to as the image-generating Doppler components
and they consist of a vessel’s Doppler generating axis of rotation Ωeff and
effective angular rotation rate θ̇eff . The Doppler generating axis of rotation
is the projection of Ω onto the 2-D plane that is orthogonal to the LOS vector
RT (Chen and Miceli [24], Bao et al. [38] and Martorella et al. [55]). Stated
mathematically: Ωeff is the projection of Ω onto the plane spanned by the V-
W axes, where vΩeff = vΩ, wΩeff = wΩ and uΩeff = 0. The effective angular
rotation is the component of rotation that provides cross-range information, and












Figure 2.4: Illustration of the image-generating Doppler components: Ωeff and
θ̇eff
Finally, the 2-D image projection plane can be mathematically formulated as
the span of two vectors: the Doppler generating axis of rotation Ωeff and the
cross-range vector Ωrc, which is given by:
Ωrc = RT×Ωeff (2.16)
where × denotes the cross product.
2.2.5 Motion compensation
Motion compensation removes the effect of translation and large rotational mo-
tion on a radar’s received signal, in order to obtain a focused ISAR image. The
signal processing steps that are required are illustrated in Figure 2.5. A brief
description of each step is given below:
1. Range alignment - aligns all the HRR profiles so that each scatterer
remains in the same down-range cell over the CPI
2. Autofocus - compensates for the fine phase errors along the cross-range












3. Polar reformatting - compensates for the migration of scatterers through
range-Doppler cells for objects with large rotational rates or ISAR images
with high down-range and cross-range resolution
4. Doppler processing - provides cross-range information by separating
scatterers according to their Doppler frequency. Frequency estimation al-
gorithms can be used to estimate the Doppler frequency of the scatterers
in each down-range cell. Some examples of frequency estimation algorithms
include the Fourier Transform, wavelets Multiple Signal Classification (MU-
SIC) and joint time-frequency (JTF) transforms. An introduction to fre-
quency estimation algorithms is given by Moon and Stirling in [56]. Different
frequency estimation algorithms have been applied to form ISAR images
of objects: the Fourier Transform was used by Chen and Andrews in [5],
wavelets were used by by Thomas et al. in [57], MUSIC was used by Yoon
and Amin [16] and Odendaal et al. [58], and JTF transforms were used by
Chen and Qian in [47] to obtain many ISAR images over a single CPI.
The field of translation and rotation motion compensation in ISAR has been an
active area of research for a few decades. This field of research has produced
numerous publications in international journals, conferences and books.
Translation motion compensation is performed using range alignment [5] [29],
[59], [60], [61], [62] and autofocus [30], [62], [63], [64], [65], [66] techniques. Mar-
torella et al. [67] show that a better estimate of the phase error for autofocus
can be obtained from full polarimetric measurements of sea vessels. An object’s
translation motion can also be compensated for by using a joint range alignment
and autofocus technique such as AUTOCLEAN, which was proposed by Li et
al. in [22]. Algorithms that compensate for the higher order phase terms were
proposed by Thayaparan et al. [68], Wang and Jiang [69] and Li et al. [70].
A compututationally efficient algorithm for translation motion compensation for
real-time ISAR application was proposed by Aprile et al. in [71].
Rotation motion compensation techniques for uniformly rotating objects include
algorithms proposed by Aprile et al. [72], Kong and Edwards [73] and Lu and
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Pastina [75] and Wang and Jiang [76] for non-cooperative vessels. Rotation
motion compensation is also referred to as polar reformatting, which is discussed
in papers by Xing et al. [77] and Lipps and Kerr [78]. For objects with non-
uniform rotation, JTF transforms can be used to produce more focused images,
as shown by Xing et al. [79] and Zhu et al. [80].
A limited amount of research has been done on the comparison of various motion
compensation algorithms: Trishman [81] analysed the strengths and weaknesses
of different range alignment algorithms; a survey of a few autofocus techniques
was done by Berizzi et al. [82]; Munoz-Ferreras and Perez-Martinez performed
a comparison of two polar reformatting techniques [23]; existing JTF transforms
in the literature were discussed by Qian and Chen [83]; and the application of
different JTF transforms to ISAR was done by Chen and Ling [84].
The introduction to ISAR that is presented in this chapter is not intended to be a
comprehensive overview of the field of motion compensation for ISAR. However,
the introduction provides the necessary foundation for understanding the critical
analysis of the literature discussed in Section 2.4. The basic principles of ISAR
are discussed by Mensa [4], Wehner [40], Prickett and Chen [85], Rihaczek and
Hershkowitz [86], Borden [87] and Ausherman et al. [88]. Advanced motion
compensation algorithms are discussed by Jae Sok Son et al. [89], and Chen and
Ling [90], which also provides an overview of the application of JTF transforms
to ISAR. Lastly, the topic of polar reformatting is addressed by Carrara et al.
[91] and Borden [92].
2.3 Challenges in ISAR
There are many challenges that need to be overcome, in order to obtain focused
ISAR images of sea vessels or aircraft without blurring or artefacts. Some of
these challenges include:
• Motion compensation - The motion of real objects can be broken down
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for ISAR, whereas the translation motion needs to be compensated for.
For ISAR images with high cross-range resolution, the rotational motion
causes scatterers to migrate through resolution cells and this also needs
to be compensated for. A detailed dicussion of this topic can be found in
Section 2.2.5.
• 3-D rotational motion - when an object possesses 3-D rotational motion,
it causes blurring in the ISAR image as illustrated by Figure 1.2. The effect
of 3-D rotational motion on the ISAR imaging has been investigated by Bao
et al. [38], Chen and Miceli [24], [35], [36] and Berizzi and Diani [37]. 3-D
rotational motion of vessels can be overcome by selecting optimum imaging
intervals, as shown by Rihaczek and Hershkowitz [32] and Pastina et al.
[93].
• Multipath - when a radar illuminates an object at low elevation angles,
the received signal at the radar is made up of two components: the direct
path and the indirect path, which is the reflection due to the Earth or sea
surface. The two components both add constructively and destructively,
and this produces an amplitude and phase variation at the radar’s received
signal.
Further details about the effect of multipath on ISAR can be found in
papers by Berizzi [25], Gao et al. [94] and Berizzi and Diani [95]. Moreover,
the effect of multipath on 3-D ISAR imaging of sea vessel was investigated
by Lord et al. [96]. Lastly, Gao et al. [97] proposed an algorithm to remove
the artefacts caused by multipath.
It is hypothesised that multipath does not significantly contribute to the
blurring of measured ISAR imagery of sea vessels considered in this thesis.
• Non-point like scattering - when an EM wave travels inside a cavity,
the signal is delayed in time before it is sent back to the radar. This creates
a typical ghost trail as shown by Trintinalia and Ling in [98]. A technique
for reducing the radar image artefacts caused by inlets and cavities was
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• Doppler modulation - Doppler modulation is a phenomenon caused by
rotating objects on a platform, such as a rotating antenna onboard a ship.
Doppler modulation has the effect of corrupting the geometrical features
of a rotating object along the cross-range dimension of an ISAR image.
A related topic is jet engine modulation (JEM) and a discussion on this
topic is given by Li in [100]. Doppler modulation is also referred to as
Micro-Doppler, as discussed in literature by Ghaleb et al. [101].
• Walking scatterers - when a radar illuminates a curved surface, the
specular point of reflection changes with aspect angle, as illustrated by
Figure 2.6. This phenomenon causes the specular reflection point to mi-
grate through resolution cells, and it leads to blurring in ISAR images with
high cross-range resolution. The problem of walking scatterers in the con-
text of identifying scatterer centre locations was addressed by Jonsson et
al. in [102].
Figure 2.6: Diagram illustrating the migration of the specular point of reflection
for curved surfaces
When all the challenges associated with forming ISAR images have been ad-
dressed, focused images can be obtained. These images may be useful for
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The field of ISAR is not yet mature, as there are research topics that are not
well understood, such as the correction of image blurring caused by the time-
varying nature of the axis of rotation, which was described by Chadwick and
Williams in [103]. New algorithms being developed need to be tested on radar
data and it is expensive to perform field measurements for different classes of
sea vessels in varying environmental conditions. Simulations are often used to
produce realistic synthetic radar data of sea vessels for different conditions: ISAR
simulation environments for sea vessels have been developed by Karakasiliotis et
al. [104], Kostis [105] and Haywood et al. [106]. The simulation environment
proposed in [106] is referred to as ISAR Radar Laboratory (ISARLAB).
Many algorithms have been proposed to address the various challenges with
ISAR, but they have limitations: assumptions are made in the system model,
which are not always satisfied in measured data. Furthermore, algorithms in the
literature typically tackle one problem at a time and ignore the other challenges.
For example: the literature that investigates the effect of walking scatterers,
does not model other challenges, such as multipath, 3-D rotational motion or
translation motion; a simplified system model is presented to reduce the com-
plexity of the problem. These papers assume that all the other challenges have
been perfectly compensated for and they do not investigate the effect of imper-
fect compensation on the problem at hand. These are important research topics
that need to be addressed for operational ISAR imaging systems. An overview
of recent papers in the field of ISAR relating to motion compensation, image
formation and target recognition was discussed by Martorella et al. in [107].
The sequential steps that are needed for an operational ISAR imaging system for
sea vessels is shown in Figure 2.7. This diagram is the candidate’s view of the
signal processing challenges that need to be overcome in order to create focused
ISAR images for classification and RCS management purposes. Firstly, the radar
waveform parameters need to be carefully selected so that they are suited to the
vessel of interest. Once the HRR profiles of the vessel are obtained, artefacts
caused by multipath and other non-point like scattering mechanisms need to
be removed. Thereafter, optimum imaging intervals need to be estimated in
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D motion. Translation and rotation motion compensation are applied to these
subsets of data to obtain focused ISAR images. This is followed by cross-range
scaling of the ISAR image(s) to transform the cross-range dimension to distance
(Martorella [27]). The ISAR image may now be used for maritime applications,
such as classification or RCS management.
ISAR images provide a rich source of information for the classification of sea
vessels, as shown by Bon et al. [6], Musman et al. [7], Cooke et al. [108], Maki et
al. [109], and Melendez and Bennett [110]. Features that may be extracted from
a side-view ISAR image for classification purposes include a vessel’s down-range
extent (McFadden and Musman [31] and Pastina and Spina [111]), locations of
superstructure breaks (Musman et al. [7] and Pastina and Spina [111]), ship
silhouette (Pastina and Spina [111], upright locations as a percentage of the
range extent (Musman et al. [7]) and scattering centres (Martorella et al. [55]
and Shin and Myung [112]).
Bon et al. [6] suggests that the discriminant features for ISAR based ship
classification are the ship’s length, its height, the height-normalised ISAR profile
and the ten Fourier descriptors of its contour. Other ISAR-based approaches
focus on profiling the height structure of the ship (Maki et al. [113]) and on
forming a polar grid ISAR image, which is reported to be invariant to rotation
and scale, as described by Kim et al. in [10]. Recent work by Martorella et
al. [114] show that full polarimetric data of sea vessels can be used to improve
classification performance compared to using a single polarisation.
The most popular pattern recognition algorithms that are used for classification
of sea vessels are template matching (Maki et al. [113]), invariant feature extrac-
tion (Kim et al. [10]) and model based techniques (Rice et al. [115]).
There are many research topics in the field of ISAR, and a few of the important
topics were discussed in this section. The next section presents a critical review
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2.4. A CRITICAL LITERATURE REVIEW
2.4 A Critical Literature Review
This section presents a critical review of the application of current algorithms
to the topic of ISAR imaging of sea vessels with 3-D rotational motion. The
strengths and weaknesses of the algorithms in the literature are identified by
comparing the properties of the system models. The critical review aims to
identify the gaps in the literature and to highlight the novel aspects of the re-
search objectives stated in Section 1.4. The comparison of eight ISAR related
algorithms is summarised in Table 2.1. The following observations can be made:
• Observation 1 - Motion compensation algorithms assume that
objects possess 2-D rotational motion: The translation and rotation
motion compensation algorithms shown in Table 2.1 use the conventional
system model described in Section 2.2.1, which assume that the rotational
motion of an object is two-dimensional (see 1. in Table 2.1). The 2-D
rotational motion is modelled as a fixed Doppler generating axis of rotation
with a constant angular rotation rate (see 2. in Table 2.1). This assumption
is also made by other motion compensation algorithms in the literature,
which include: range alignment algorithms proposed by Chen and Andrews
[5], Wang and Kasilingam [29], Yuan and Casasent [30], Xi et al. [62] and
Qiu and Zhao [116]; autofocus algorithms proposed by Wahl et al. [65],
Steinberg [66], Jackowats and Wahl [117], Wang et al. [118] and Zhaodo
et al. [119]; joint range alignment and autofocus algorithms developed
by Li et al. [22] and Liu and Zhang [120]; polar reformatting techniques
developed by Kong and Edwards [73], Carrara et al. [91] and Lu and Bao
[121].
When an object possess 3-D rotational motion, applying conventional mo-
tion compensation algorithms often gives rise to blurry ISAR images. Since
conventional motion compensation algorithms assume that the object of
interest possesses 2-D rotation, it is important to select optimum imaging
intervals where the object’s motion is approximately 2-D. After estimat-
ing optimum imaging intervals, focused ISAR images can be obtained by
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HRR profiles corresponding to the optimum imaging intervals. These fo-
cused ISAR images would be a rich source of information for classification
purposes.
• Observation 2 - Most current system models do not directly
model the Doppler generating axis of rotation, and this param-
eter cannot be independently changed over the CPI: In most of
the current literature, rotational matrices are used to model the 3-D ro-
tational motion (roll, pitch and yaw) of a sea vessel [24], [32], [33], [93].
This approach is limited, because it does not independently model both
the image-generating Doppler components (see 3. in Table 2.1). When the
image-generating Doppler components vary over time, it causes blurring in
an ISAR image. Most current mathematical system models are unable to
model directly the Doppler generating axis of rotation and they are also
unable to characterise the amount of blurring that is caused by the time-
varying nature of the Doppler generating axis of rotation. This limitation
is the focus of research objective 1 (see Section 1.4), which is addressed in
Chapter 3.
It should be noted that the differential equation based system model pro-
posed by Scaglione and Barbarossa in [122], and later used by Berizzi et
al. in [1], can be used to change the 3-D rotational motion over the CPI.
In this thesis, an alternative quaternion-based model that directly mod-
els the axis of rotation is used to change the 3-D rotational motion over
the CPI. It can be demonstrated, under certain conditions, the expression
of the Doppler frequency of a scatterer by the model proposed in [122] is
equivalent to the quaternion-based system model proposed in this thesis
(see Appendix B for more details).
• Observation 3 - The current literature is unable to explain how
3-D rotational motion of ships causes blurring in most measured
ISAR images of sea vessels: Results in the literature show that mea-
sured 3-D rotational motion (see 4. in Table 2.1) causes blurring in ISAR
images [24], [33]. Furthermore, there are system models in the literature
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in Table 2.1). However, there is no literature that shows how the image-
generating Doppler components should be extracted from measured motion
data. The time-varying nature of these components may be used to explain
why most motion compensated ISAR images of real ships contain blurring.
This limitation is the focus of research objective 2 (see Section 1.4), which
is addressed in Chapter 4.
The critical review of the literature shows that the effect of 3-D rotational motion
on ISAR imaging has not been fully investigated. While the effect of non-uniform
rotation rate has been addressed by [39], there is no work that investigates the
effect of a time-varying Doppler generating axis of rotation on an ISAR image
(see observation 2). In addition, there is no work in the literature that shows how
the image-generating Doppler components can be extracted from the measured
motion data, which can be used to explain why 3-D rotational motion gives
rise to blurring in most measured ISAR images of sea vessels (see observation
3). Lastly, motion compensation algorithms in the literature only model 2-D
rotational motion, and for this reason it is important to select intervals that
have a low degree of 3-D rotational motion in order to obtain focused ISAR
images of cooperative and non-cooperative sea vessels (see observation 1).
Little work has been published on how to choose a suitable CPTWL for ISAR
imaging of cooperative vessels, which would minimise the blurring caused by a
vessel’s 3-D rotational motion. If the CPTWL is too short, the desired cross-
range resolution may not be achieved. Conversely, if the CPTWL is too long,
the 3-D rotational motion of the vessel causes blurring in most ISAR images.
It is reported in Wehner [40] that the optimum CPTWL for unfocused ISAR
images lies between 0.025 s and 0.5 s for X-band measurements of ships. The
disadvantage with this suggested range is that it is too broad and in the case of
cooperative vessels, it does not take advantage of measured motion data that may
be available. Thus, there is a need to develop a new technique to overcome these
limitations in the literature for selecting suitable CPTWLs for ISAR imaging of
cooperative vessels. This topic is the focus of research objective 3, and thus a
































































































































































































































































































































































































































































































































































































































































2.5. REVIEW AND SUMMARY
Many algorithms have been proposed in the literature to identify optimum imag-
ing intervals for ISAR imaging of non-cooperative sea vessels. However, the al-
gorithms proposed by Rihaczek and Hershkowitz [32], Li et al. [34] and Pastina
and Spina [41] are problematic to implement with real data because they require
accurate phase unwrapping, and because algorithms in [32] and [41] assume accu-
rate tracking of a scatterer at the bow and one at the stern of the ship, with both
being of the same width and height position, which is difficult to achieve in prac-
tice. The algorithm proposed by Martorella and Berizzi in [28] also has several
limitations: the algorithm only estimates the parameters of a single imaging in-
terval and ignores other optimum imaging intervals that may exist in a long radar
recording; when the algorithm is applied to radar recordings of small sea vessels,
the algorithm’s performance is dependent on the value of the initial CPTWL,
as shown by Abdul Gaffar et al. in [44]; furthermore, the highly focused ISAR
image that corresponds to the optimum imaging interval does not always corre-
spond to a side-view ISAR image, which is desired for ship classification. For
these reasons, there is a need to develop a new algorithm that overcomes these
limitations in the literature regarding the selection of optimum imaging intervals
for ISAR imaging of non-cooperative vessels. This topic is the focus of research
objective 4, and a new algorithm for selecting optimum imaging intervals for
non-cooperative vessels is therefore proposed in Chapter 5.
Observations 1, 2 and 3 clearly outline the gaps in the literature. These limi-
tations are overcome by satisfying the research objectives stated in Section 1.4.
Moreover, addressing these research objectives provides answers to the research
questions stated in Section 1.4, and when these research questions are answered
positively, the thesis hypothesis is satisfied.
2.5 Review and Summary
In this chapter, the basic theory of ISAR has been presented with a special
focus on ISAR imaging of sea vessels with 3-D rotational motion. The conven-











2.5. REVIEW AND SUMMARY
that are made in this model were highlighted. A mathematical description of the
down-range properties of an ISAR image was formulated for stepped frequency
waveforms. This was followed by a mathematical description of the cross-range
properties of an ISAR image for a uniformly rotating object. The image pro-
jection plane and the image-generating Doppler components in ISAR were dis-
cussed, as well as the need for motion compensation. Some of the challenges
in ISAR were described with reference to literature that aims to address some
of these challenges. Lastly, a selective critical literature review was presented
to identify the gaps in the literature and to highlight the novel aspects of the
research objectives stated in Section 1.4.
In the following chapter, a new mathematical system model is presented that
makes it possible to characterise the effect of a time-varying Doppler generating













The Effect of 3-D Rotational
Motion on ISAR Imagery
3.1 Introduction
The previous chapter discussed the various challenges associated with forming a
focused ISAR image and highlighted the importance of understanding the effect
of 3-D rotational motion on an ISAR image. Results in the literature show that
3-D rotational motion gives rise to blurring in ISAR images [33], [34]. This result
can also be observed in the measured ISAR images of a yacht, shown in Figure
1.2. Blurry ISAR images are not desired for classification purposes [31] because
they lead to inaccurate estimation of parameters, which reduces the probability
of correct classification.
Much research has been done on investigating the effect of 3-D rotational motion
on ISAR [24], [35], [36], [37], [38]. Chen and Miceli [36] mathematically expressed
the Doppler frequency of an individual scatterer when an object has pure roll,
pitch or yaw motion. Results in [36] show that, even if the rotational rate (roll,
pitch or yaw rate) is constant, the motion induced Doppler frequency is still time-
varying, due to the large change in aspect angle over the CPI. In further work by












formulated in terms of the object’s axis of rotation and the radar LOS vector.
This formulation is used to explain that 3-D rotational motion causes the image
projection plane to vary over time, which gives rise to blurring. In work by
Berizzi and Diani [37], the impulse response of an imaging system is presented
and the conditions under which pitch, roll and yaw motion have negligible effect
on image focus are evaluated.
However, the results in the current literature are limited because they only in-
vestigate the blurring caused by objects with rotational motion confined to a
2-D plane that is orthogonal to the radar LOS vector, i.e. only pitch, roll or
yaw motion. Furthermore, current system models use matrices to model the 3-D
rotational motion, and this approach is limited because it does not directly and
independently model both of the image-generating Doppler components, which
consist of the Doppler generating axis of rotation and the effective angular rota-
tion rate. Hence, current system models are unable to characterise the amount
of blurring in an ISAR image that is caused by the time-varying nature of each
of the image-generating Doppler components.
Since the effect of the time-varying nature of the effective angular rotation rate
has been investigated by Wong et al. in [39], this chapter focuses on the effect
of a time-varying Doppler generating axis of rotation on ISAR imaging. A new
quaternion-based system model is proposed where quaternions are used to rep-
resent an object’s 3-D rotational motion; because quaternions are equally as
accurate as matrices, they offer the advantage of directly and independently
modelling a vessel’s image-generating Doppler components over the CPI. These
two components are particularly important to ISAR because the Doppler gen-
erating axis of rotation is used to obtain the image projection plane and the
effective angular rotation rate influences the cross-range resolution of an ISAR
image. This chapter is a more complete and accurate study of the investiga-













• A mathematical formulation of the instantaneous Doppler frequency of an
object’s scatterer using quaternion algebra to model the image-generating
Doppler components
• Characterisation of an object’s time-varying Doppler generating axis of
rotation on migration of the kth scatterer through cross-range cells.
A new quaternion-based system model is formulated in Section 3.2. The mathe-
matical analysis of an object’s time-varying Doppler generating axis of rotation
is presented in Section 3.3. The simulation setup for three different types of mo-
tion is described in Section 3.4, and the simulation results for a point-scatterer
model are shown in Section 3.5. Lastly, conclusions are summarised in Section
3.6.
3.2 System Model
In this section, a quaternion-based system model is derived for a point scatterer
model. The mathematical formulation of the radar’s received signal can be used
to obtain simulated ISAR images of an object with arbitrary 3-D rotational mo-
tion. Since the proposed system model directly models an object’s incremental
3-D rotational motion from burst-to-burst, the Doppler generating axis of rota-
tion can be directly and independently changed over the CPI. Consequently, the
system model provides the ability of investigating the effect of a time-varying
Doppler generating axis of rotation on ISAR imaging. Moreover, if motion data
of a vessel are available, the mathematical formulae derived in Section 3.2.7 can
be used to calculate a vessel’s Doppler generating axis of rotation and rotation
rate over the CPI. It should be noted that this derivation has not yet been












3.2.1 The quaternion as a rotational operator
The concept of quaternions was introduced by Hamilton in 1843 as a non-
commutative extension of complex numbers [124]. Quaternions have been used in
the field of theoretical and applied mathematics, and are popularly used to repre-
sent 3-D rotational motion in 3-D computer graphics (Daniel [125]) and robotics
(Funda and Paul [126]) applications. A comparison of matrices and quaternions
as rotational operators as well as a detailed study of quaternion algebra is given
by Kuipers in [127]. This section gives a brief introduction to quaternion algebra
and describes how quaternions can be used to represent 3-D rotational motion.
A quaternion, arbitrarily labelled x, denoted by qx, is defined as a mathematical
expression with four parameters:













x are scalar elements and i, j, k are mutually orthogonal
complex quantities that satisfy the following quaternion multiplicative identities:
i2 = j2 = k2 = ijk = −1 (3.2)













where the superscripts {1}, {2}, {3} and {4} are used to denote the respective
scalar elements of qx. The conjugate q
∗















































A 3-D point in space, denoted by p = [xp yp zp], can be transformed into a
four-dimensional (4-D) quaternion qp as follows:
qp = [0 p] (3.7)
A rotation through an angle θ about an axis h = [h1 h2 h3] can be mathemat-





































Let qa = [0 a] and qb = [0 b] denote the 4-D quaternion representation of two
3-D points, expressed as a = [xa ya za] and b = [xb yb zb]. The quaternion
rotational operator that rotates point a about an axis h clockwise through an
angle θ onto point b is given by:
qb = qx(h, θ)
∗ ⊗ qa ⊗ qx(h, θ) (3.10)












The next section shows how quaternions may be used to transform a point scat-
terer in the system model from the local coordinates to the global coordinates.
3.2.2 Transformation from the local to the global coordi-
nate frame
The system model illustrated in Figure 3.1 considers a sea vessel with only 3-D
rotational motion and assumes that any translation motion has been compen-












which are fixed, and the local coordinate axes (Xn, Yn, Zn) at time t(n), which
change as the vessel experiences rotational motion. In this diagram, Rk,t(n) de-
notes the distance from the radar to the kth scatterer of the vessel for time
t(n) and R0 represents the distance from the radar to the vessel’s centre of ro-
tation. The time interval during each discrete rotation is given by ∆t, where
∆t(n) = t(n) − t(n − 1). It should be noted that there are N − 1 discrete
rotations over the CPI. Consequently,
∆t(n) ∈ {∆t(1), ∆t(2), · · · ,∆t(N − 1)} (3.12)
and
t(n) ∈ {t(0), t(1), · · · , t(N − 1)} (3.13)
Figure 3.1: System model showing the global coordinates (U, V, W ) that are
fixed and the local coordinates (Xn, Yn, Zn) at time t(n)
The 4-D quaternion representation of the local coordinates of the kth scatterer
is expressed as qrk = [0 rk], where rk = [xk yk zk]. However, it is the global





determine the phase at the radar receiver.
Assume that the radar continuously tracks the vessel so that its centre of rotation
always lies on the global U axis and the physical dimensions of the vessel are












of the global coordinates gk,t(n) of the k
th scatterer at t(n). Then, after the first






























After n discrete rotations, the global coordinates of the kth scatterer at time t(n)













⊗ qrk ⊗ qins,t(0)
)
· · ·













where qins,t(0) is the quaternion that represents the initial orientation of the
vessel with respect to the global axes, and qtot,∆t(n) represents the incremental




























where xn−1, yn−1 and zn−1 are unit vectors that are aligned to the local coordi-
nate axes Xn−1, Yn−1 and Zn−1 respectively, at time t(n − 1) (see Section 3.2.3
for more details). The unit vectors RT, RT⊥1 and RT⊥2 are aligned to the
global coordinate axes U , V and W respectively. The heading θhs,t(0), elevation
θe,t(0) and bank θb,t(0) angles define the initial orientation of the vessel, and the
yaw θy,∆t(n), pitch θp,∆t(n) and roll θr,∆t(n) angles represent the n
th incremental
rotational motion about a vessel’s local axes. This definition of the rotational












The heading θhs,t(n), elevation θe,t(n) and bank θb,t(n) can be used to calculate the
vessel’s incremental 3-D rotational motion, which consists of the roll rate θ̇r,∆t(n),













3.2.3 Calculation of the unit vectors along the local co-
ordinate axis
The unit vectors zn, yn and xn are aligned to the local coordinate axes Xn, Yn
and Zn respectively, at time t(n). In this system model, the rotational sequence
of the vessel is assumed to be heading, elevation and then bank. Consequently,
zn, yn and xn can be calculated by using the following five steps:
1. Initialise the unit vectors of the local coordinate system to the unit vectors
about the global coordinate system:
xn,initial = RT (3.23)
yn,initial = RT⊥1 (3.24)
zn,initial = RT⊥2 (3.25)
2. Rotate the roll and the pitch axes, expressed as xn,initial and yn,initial respec-
tively, about the yaw axis zn,initial through the heading angle of θhs,t(n):
qxn,initial = [0 xn,initial] (3.26)


































3. Rotate the roll and yaw axes, expressed as xn,temp and zn,initial respectively,
about the pitch axis yn,temp through the elevation angle of θe,t(n):
qxn,temp = [0 xn,temp] (3.30)























4. Rotate the pitch and yaw axes, expressed as yn,temp and zn,temp respectively,
about the roll axis xn through the bank angle of θb,t(n):
qyn,temp = [0 yn,temp] (3.34)






























































The next section shows how the global coordinates of a scatterer may be used to
formulate mathematically the signal at the radar receiver.
3.2.4 Signal received at the radar
When the variation of the aspect angle between the radar and the vessel is small
during the CPI, the vessel can be viewed as consisting of point scatterers with
constant RCSs and fixed locations in the local coordinate system [5]. Thus,
assume that a vessel can be represented by K point scatterers. Further assume
that the radar transmits a stepped frequency waveform and that the motion of
the vessel is stationary over the burst1. Then, the radar’s received signal for the











where fc,m represents the centre frequency of the m
th transmitted pulse within a
burst, where a burst of M pulses is compressed to form a high resolution range
profile, n represents the burst number, αk is the RCS of the k
th scatterer, c is
the speed of light, en,m denotes the clutter and noise for the m
th pulse in the nth
burst and Rk,t(n) denotes the range of the k














The mathematical formulation of the received signal may be used to obtain
simulated ISAR images of a sea vessel, for arbitrary incremental 3-D rotational
motion represented by qtot,∆t(n) over an ISAR burst.
1This implies that the distance traversed by an object over an ISAR burst is much less
than the down-range resolution of the high range resolution profile. This assumption is valid
for imaging low speed objects, such as sailing yachts, with medium resolution, when the burst













The mean signal-to-noise ratio (SNR) of an ISAR image is defined as the ratio
of the signal power σ2s to the noise power σ
2
n:






For simulation purposes, the SNR of an image can be set using the following four
steps:


























3. Generate the noise matrix e that has n rows and m columns, where each
element en,m is a complex value with an amplitude of An,m and a phase of
φn,m:
en,m = |An,m| e−jφn,m (3.47)
The amplitude An,m is chosen from a Gaussian distribution with a mean
of zero and a variance of σ2n, and the phase φn,m is chosen from a uniform












4. Lastly, the received signal at the radar, denoted by Φn,m, is given by:
Φn,m = Φ
s
n,m + en,m (3.48)
3.2.6 Doppler frequency associated with the kth scatterer
When a sea vessel experiences 3-D rotational motion, the distance from the
radar to the kth scatterer Rk,t(n) changes over time, as it is mathematical shown
in (3.42). As a result, the Doppler frequency fd,k,∆t(n) of the k
th scatterere can









However, for objects with arbitrary 3-D rotational motion, it is only a compo-
nent of the rotational motion that gives rise to cross-range dependent Doppler
frequencies [24]. The useful component of the rotational motion is referred to
as the image-generating Doppler components (see Section 2.2.4 for a detailed
description), which consist of the Doppler generating axis of rotation Ωeff,∆t(n)
and the effective angular rotation rate θ̇eff,∆t(n).
3.2.7 Object’s rotation and the image-generating Doppler
components
Figure 3.2 illustrates the rotational components of an object for the simple and
ideal case, where the components do not vary over time. In this example, the
object’s 3-D rotational motion (roll, pitch and yaw) can be represented as a
rotation about an axis of rotation Ω at an angular rotation rate of θ̇. The image-
generating Doppler components are illustrated as the Doppler generating axis




















where lk is the distance from the Doppler generating axis of rotation to the k
th
scatterer.
Figure 3.2: Diagram illustrating an object’s rotational motion and the image-
generating Doppler components
Equation (3.50) shows that if the lever-arm distance lk or the effective rotation
rate θ̇eff changes over the CPI, it induces a time-varying Doppler frequency for
the kth scatterer. If the Doppler variation of a scatterer is greater than the
Doppler resolution, the scatterer will experience migration through Doppler cells
or cross-range cells of an ISAR image.
For objects that possess time-varying roll, pitch and yaw motion, the important
rotational parameters for ISAR consist of the Doppler generating axis of rotation
Ωeff,∆t(n), the angle of the Doppler generating axis of rotation θΩeff,∆t(n) and the




























2. Extract the angle of rotation θ∆t(n)













) [q{2}tot,∆t(n) q{3}tot,∆t(n) q{4}tot,∆t(n)] (3.52)





The Doppler generating axis of rotation Ωeff,∆t(n) is given by the projection of
the object’s axis of rotation Ω∆t(n) onto the V − W plane. The angle of the





respect to the global W axis, denoted by θΩeff,∆t(n), is defined as:





where arctan 2 is a two-argument function that computes the arctangent with a





The effective rotation rate θ̇eff,∆t(n) is the component of the object’s rotation rate
θ̇∆t(n) that gives rise to Doppler information, as shown by (3.50). The calculation











3.3. TIME-VARYING DOPPLER GENERATING AXIS OF ROTATION
addressed in the literature. A technique for calculating θ̇eff,∆t(n) from measured
motion data is proposed in Chapter 4.
The next section presents a mathematical analysis that supports the hypothesis
that the time-varying Doppler generating axis of rotation induces a time-varying
Doppler frequency that causes scatterers to migrate through the cross-range cells
of an ISAR image.
3.3 Time-varying Doppler Generating Axis of
Rotation
Figure 3.3 considers the case where the angle of the Doppler generating axis of
rotation Ωeff,∆t(n) changes uniformly at a rate of φ̇ over the CPI. The following
symbols are defined in order to express the Doppler frequency of the kth scatterer
over time:
θ̇eff − effective rotation rate, which is constant over the CPI
dk − distance from the object’s centre of rotation to the kth scatterer
lk,∆t(n) − lever-arm distance from the kth scatterer to Ωeff,∆t(n) for the nth
discrete rotation
βk − angle between Ωeff,∆t(1) and rk
∆φ− change in the angle of the Doppler generating axis of rotation over
the CPI, which changes uniformly at a rate of φ̇ through the CPI





























3.3. TIME-VARYING DOPPLER GENERATING AXIS OF ROTATION
Figure 3.3: Illustration of a time-varying Doppler generating axis of rotation over
the CPI
























When ∆φ ≤ π
4
, the Taylor series expansion can be applied to (3.57) to express


































Thus, when the angle of the Doppler generating axis changes over the CPI, (3.58)
shows that the Doppler frequency of the kth scatterer fd,k,t is a function of time.
As a result, when traditional Fourier Transform processing is used to separate
scatterers according to their Doppler frequency, scatterers migrate through cross-












In addition, a time-varying Doppler generating axis of rotation causes the lever-
arm distance lk,∆t(n) of the k
th scatterer to vary over time, as shown by (3.56).
In effect, this induces a time-varying Doppler frequency.
To the candidate’s knowledge, there is no literature that characterises the effect
of a time-varying Doppler generating axis of rotation on ISAR imaging. The
system models in the literature are limited because matrices are used to model 3-
D rotational motion. Since rotational matrices do not directly and independently
model the Doppler generating axis of rotation, this approach cannot be used to
investigate this topic in great detail.
However, the quaternion-based system model presented in Section 3.2.2 is flexible
enough to investigate the effect of a time-varying Doppler generating axis of
rotation on ISAR imaging because it directly models the 3-D rotational motion
in terms of an object’s axis of rotation and angle of rotation for each discrete
rotation over the CPI. Furthermore, by expressing the rotational motion in terms
of the image-generating Doppler components, it makes it possible to vary the
Doppler generating axis of rotation over the CPI directly and independently.
Simulations were done, using a point scatterer model, to investigate this approach
in greater detail. The simulation setup that was used is described in the next
section.
3.4 Simulation Setup
This section considers a point scatterer model of a yacht and investigates three
cases in which the yacht’s Doppler generating axis of rotation varies over the
CPI. The model of the yacht is illustrated in Figure (3.4) where point scatterers
were arbitrarily placed at different mast heights and positions to show the outline
of the vessel.
Case 1 considers an inbound vessel with constant pitch rate, and investigates the
effect of a yaw perturbation on a side-view ISAR image. Case 2 investigates the












Figure 3.4: A simple point scatterer model of an arbitrary yacht
angle of the Doppler generating axis of rotation changes uniformly, at different
rates, over the CPI. In this case, the effective rotation rate θ̇eff is kept constant
over the CPI, so that the cause of the migration is only due to the time-varying
nature of the Doppler generating axis of rotation. Lastly, case 3 considers the
measured 3-D rotational motion of an instrumented yacht.
3.4.1 Case 1: Description
Case 1 investigates the effect of a yaw perturbation on a side-view ISAR image of
a sea vessel. In this case, the pitch rate of an inbound vessel is constant, and this
pitch motion is used to generate a side-view ISAR image. However, the vessel
also possesses a time-varying yaw component that induces a perturbation to the
imaging process. The yaw motion induces a time-varying Doppler generating
axis of rotation over the CPI, which leads to blurring in the ISAR image.
3.4.2 Case 2: Description
Case 2 considers the scenario where the the angle of the Doppler generating axis












axis of rotation is aligned to the global V axis at the start of the CPI, to ensure
that the rotational motion is ideally suited to the side-view imaging case. In
effect, the lever-arm distance of the kth scatterer changes over the CPI and this
gives rise to the migration of scatterers through Doppler cells. This example cor-
responds to a typical side-view ISAR imaging scenario with a perturbation that
causes the angle of the Doppler generating axis of rotation to change uniformly
over the CPI.
The considered simulation setup is shown in Figure 3.5. The symbols used in
the diagram are defined as follows:
Ωeff,∆t(n) −Doppler generating axis of rotation for the nth discrete rotation
θΩeff,∆t(n) − angle of Ωeff,∆t(n) from the W axis, for the nth discrete rotation
θ̇eff − effective angular rotation rate about Ωeff,∆t(n)
Ωm − a stationary axis of rotation that lies along the U axis
θ̇m − angular rotation rate about Ωm
Figure 3.5: Simulation setup for case 1
In the simulation, the sea vessel’s 3-D rotational motion is represented by an












Ωeff,∆t(n). The angle of rotation during each discrete rotation θeff is given by:
θeff = θ̇eff∆t (3.59)
During the CPI, the Doppler generating axis of rotation rotates about a fixed
axis of rotation Ωm, at an angular rate of θ̇m. As a result, the angle of the
Doppler generating axis of rotation θΩeff,∆t(n) changes uniformly over the CPI.
The number of Doppler cells of migration that is experienced by the kth scatterer,
denoted by db,k, is calculated by using the following steps:
1. Initialisation: Initialise the initial Doppler generating axis of rotation at
the start of the CPI, which is denoted as Ωeff,∆t(0). Set n = 1.
2. Obtain the Doppler generating axis of rotation for the nth rota-




denote the 4-D quaternion repre-
sentation of Ωeff,∆t(n) for the (n− 1)th discrete rotation. Then, qΩeff,∆t(n)





⊗ qΩeff,∆t(n−1) ⊗ qm(Ωm, θm) (3.60)












3. Calculate the incremental motion for the nth rotation: Since the
Doppler generating axis of rotation changes over the the CPI, the quater-
























4. Obtain the Doppler frequency for the kth scatterer fd,k,∆t(n) for












3.17. Thereafter, calculate the range of the kth scatterer from the radar
using 3.42. Lastly, obtain the Doppler frequency fd,k,∆t(n) using 3.49.
5. Obtain the Doppler frequency for the kth scatterer for all (N − 1)
discrete rotations: Increment n and repeat steps 1, 2 and 3 until all
N − 1 discrete rotations are completed.
6. Calculate the number of Doppler cells of migration that the kth
scatterer experiences over the CPI: Calculate the number of Doppler
cells of migration that the kth scatterer experiences over the CPI, denoted
by db,k, using the following:
db,k =
1













3.4.3 Case 3: Description
Case 3 investigates the effect of realistic 3-D rotational motion on ISAR imaging.
It considers the case where an inbound vessel experiences time-varying roll, pitch
and yaw motion that is based on measured data.
3.5 Simulation Results
This section presents the simulation results of the three cases described in Section
3.4. In all three cases, a stepped frequency radar waveform is used to obtain
simulated HRR profiles of the point scatterer sea vessel shown in Figure 3.4.
The range from the radar to the vessel’s centre of rotation R0 is 10 km. The
radar parameter values that are used in the simulations are summarised in Table
3.1. Note that the duration of the CPI is referred to as the CPTWL, which is












Table 3.1: Radar parameter values used in the simulation
Parameter description Symbol Value
Pulse repetition frequency fPRF 10 kHz
Number of pulses in a burst M 100
Frequency step ∆f 5 MHz
Number of bursts N 100
Burst repetition frequency fBRF 100 Hz
Carrier frequency of the 1st pulse fc,0 9.5 GHz
Time period between discrete rotations ∆t 0.01 s
CPTWL ∆τ 1 s
3.5.1 Case 1: Results and discussion
Case 1 investigates the blurring in side-view ISAR imagery for two different
scenarios: case 1a considers the ideal situation where a vessel possesses uniformly
changing pitch motion, and case 1b considers the ideal situation with a yaw
perturbation.
The 3-D rotational motion of the sea vessel in case 1a and case 1b is shown
in Figure 3.6. The bank, elevation and heading of the vessel are parameters
that are typically measured by an INS/GPS system. The roll rate, pitch rate
and yaw rate are calculated by using (3.20), (3.21) and (3.22) respectively. It
should be noted that both case 1a and case 1b consider idealised motion, in order
to investigate the effect of uniformly changing yaw perturbation on a side-view
ISAR image.
In case 1, the radar illuminates the point scatterer model of the yacht (see Figure
3.4) undergoing the 3-D rotational motion shown in Figure 3.6, and the system
model in Section 3.2 was used to obtain the radar’s received signal. The nor-
malised ISAR images that were obtained for case 1a and case 1b are illustrated
in Figure 3.7(a) and (b) respectively. In the simulation, the amplitudes of all the
point scatterers were equal and the SNR of the ISAR image was fixed to 15 dB.
When the vessel possessed uniformly changing pitch motion, corresponding to
case 1a, all the point scatterers in the ISAR image were focused. However, when












Figure 3.6: Motion data of the sea vessel: bank, elevation and heading for (a)












the bow and deck of the vessel migrated through cross-range cells, which led to
blurring in the ISAR image. This is clearly illustrated by scatterer 1, which is
located at the stern of the vessel (see Figure 3.4). Figure 3.7(d) shows that the
Doppler frequency of scatterer 1 ranges from 0 Hz to approximately 9 Hz over the
CPI. Since the CPI is 1 s, this gives a Doppler resolution of 1 Hz. Thus, scatterer
1 migrates through approximately 9 cross-range cells in the ISAR image.
Figure 3.7: ISAR image of the point scatterer model of the yacht for (a) case
1a and (b) case 1b, and the Doppler frequency of all the point scatterers for (c)
case 1a and (d) case 1b
The cause of migration can be explained by understanding that the cross-range
dimension of an ISAR image fundamentally represents Doppler frequency. Equa-












the lever-arm extent lk of the k
th scatterer and the effective rotation rate θ̇eff .
Thus, if lk or θ̇eff changes over the CPI, it induces a time-varying Doppler fre-
quency, which gives rise to migration through the Doppler cells or the cross-range
cells of an ISAR image.
Figure 3.8 analyses case 1b in greater detail by showing the angle of the Doppler
generating axis of rotation θΩeff and the rotation rate θ̇ of the vessel; these pa-
rameters can be calculated by using (3.54) and (3.53) respectively. It can be
observed that θΩeff changes by approximately 60
◦ and θ̇ by nearly a factor of
two over the CPI. Thus, it is concluded that a uniformly changing yaw perturba-
tion causes the angle of the Doppler generating axis of rotation and the vessel’s
rotation rate to vary over the CPI.
Figure 3.8: Rotational motion components for case 1b showing the (a) angle of
Doppler generating axis of rotation θΩeff and the (b) rotation rate θ̇, over the
CPI
When the angle of the Doppler generating axis of rotation changes over the CPI,
it causes the lever-arm distance lk of the k
th scatterer to vary over time, which
induces a time-varying Doppler frequency. Similarly, for a time-varying θ̇, it
causes a time-varying θ̇eff , which also induces a time-varying Doppler frequency.
In summary, the two main causes of blurring are the time-varying nature of the
angle of the Doppler generating axis of rotation and the effective rotation rate.
In case 1b, scatterer 1 migrates through approximately 9 Doppler cells due to












Case 2 investigates how to estimate the number of cells of migration that scatterer
1 experiences exclusively due to the time-varying nature of θΩeff .
3.5.2 Case 2: Results and discussion
Case 2 considers the idealised case where the angle of the Doppler generating
axis of rotation changes uniformly over the CPI, and the effective rotation rate of
the vessel is constant. Thereafter, db,k is calculated and this result may be used
to predict the number of Doppler cells of migration that a scatterer experiences
purely due to the time-varying nature of the Doppler generating axis of rotation.
In addition, case 2 considers scatterer 1 in Figure 3.4, so that the results may be
used to estimate the number of Doppler cells of migration that are exclusively
due to the time-varying nature of the angle of the Doppler generating axis of
rotation, for case 1b.
The simulation parameter values for case 2 are summarised in Table 3.2 and the
radar parameter values are contained in Table 3.1. In this example, scatterer 1
rotates about the Doppler generating axis of rotation at a constant rotation rate
of θ̇eff . At the start of the CPI, the Doppler generating axis of rotation Ωeff,∆t(0)
is aligned to the global V axis. Consequently, the initial 3-D rotational motion
of the vessel corresponds to uniformly changing pitch motion. During the CPI,
the Doppler generating axis of rotation Ωeff,∆t(n) rotates about the fixed axis
of rotation Ωm at a rate of θ̇m. The number of Doppler cells of migration for
scatterer 1, denoted by db,1, is calculated by using the steps described in Section
3.4.2.
Table 3.2: Simulation parameter values for case 2
Parameter description Symbol Value
Local coordinates of scatterer 1 r1 [9 2 1]
Initial Doppler generating axis of rotation Ωeff,∆t(0) [0 1 0]
Effective angular rotation rate θ̇eff ∈ {1, 1.2, · · · , 2.4}◦/s
Fixed axis of rotation Ωm [1 0 0]












Case 2 calculates db,1 for different rotation rates θ̇m and θ̇eff , as shown in Table
3.2. In this example, θ̇m also corresponds to the rotation rate of the angle of the
Doppler generating axis of rotation θ̇Ωeff . Thus, Figure 3.9 illustrates a contour
plot of db,1 for various effective rotation rates of θ̇eff and different rates of θ̇Ωeff .
For example, if θ̇eff was 1.8
◦/s and θ̇Ωeff was 15
◦/s over the CPI, then scatterer
1 migrates through two cross-range cells of the resulting ISAR image.
Figure 3.9: Contour plot showing the migration through cross-range cells for
scatterer 1 when the angle of the Doppler generating axis of rotation, θΩeff
and the effective rotation rate θ̇eff change at different rates
In case 1b, the angle of the Doppler generating axis of rotation changed by 60◦
and the average rotation rate θ̇ was approximately 1.5◦/s over the CPI (see Figure
3.8). Since the angle of the Doppler generating axis of rotation changed linearly
over the CPI of 1s, then θ̇Ωeff = 60
◦/s. Furthermore, the average rotation rate
corresponded to the average effective rotation rate over the CPI; thus, θ̇eff =
1.5◦/s. Then Figure 3.9 shows that scatterer 1 experiences approximately 6 cells
of migration due to the time-varying nature of the Doppler generating axis of
rotation. The rest of the blurring can be attributed to the time-varying nature












3.5.3 Case 3: Results and discussion
Case 3 investigates the effect of realistic 3-D rotational motion on ISAR imagery.
The motion data is based on real data of a yacht that was smoothed by using
a third order polynomial fit. Motion measurements were obtained in relatively
calm sea condition, i.e. a sea state of 2. During the recording, the vessel sailed
inbound with respect to the radar at a heading of approximately 20◦ (see Fig-
ure 3.10 (a)). If the vessel possessed pure pitch motion, a focused side-view
ISAR image would be obtained. However, in this example, the yacht possesses
time-varying roll, pitch and yaw motion as illustrated by Figure 3.10 (b).
Figure 3.10: Motion data for case 3, showing the (a) bank, elevation and heading,
and (b) roll, pitch and yaw rate of the sea vessel
The resulting ISAR image is shown in Figure 3.11(a); a significant amount of
blurring can clearly be observed. This blurring is caused by the time-varying
roll, pitch and yaw motion that induces a time-varying Doppler frequency for all
the point scatterers, as shown by Figure 3.11 (b). Furthermore, the blurring can
also be explained by observing the variation of θΩeff and θ̇ over the CPI, which
is illustrated in Figure 3.12(a) and (b) respectively.
In order to generate a focused side-view ISAR image, θΩeff = ±90◦ and θ̇ should
be constant over the CPI. However, in case 3, both θΩeff and θ̇ vary over time












Figure 3.11: (a) ISAR image of the point scatterer model of the yacht and (b)
Doppler frequencies of all the scatterers over the CPI, for case 3
Figure 3.12: Rotational motion components for case 3 showing (a) the angle of
Doppler generating axis of rotation θΩeff and (b) the rotation rate of the vessel












image. This type of scatterer migration cannot be compensated for by standard
translation motion compensation or polar reformatting algorithms because these
algorithms assume that θΩeff and θ̇ are constant over the CPI.
One way of limiting the migration of scatterers is to choose carefully the length
of the CPI, or the CPTWL, so that the angle of the Doppler generating axis of
rotation and the effective rotation rate are approximately constant. This concept
is explored in greater detail in Chapter 5.
3.6 Conclusions
This chapter provided an in-depth understanding of how 3-D rotational motion
causes blurring in an ISAR image. Furthermore, it focused on the effect of a
vessel’s time-varying Doppler generating axis of rotation on ISAR imaging. The
current ISAR literature uses matrices to represent the 3-D rotational motion of
an object, which makes it difficult to manipulate, directly and independently, the
direction of the Doppler generating axis of rotation over the CPI. In this work, the
rotational motion of the object was alternatively represented using quaternions,
which made it possible to model and manipulate directly the object’s axis of
rotation and angle of rotation, for each discrete rotation.
In this chapter, a new quaternion-based system model was also presented that
was flexible enough to accept the measured motion data of a vessel. Furthermore,
the mathematical formulations of a few key motion parameters were presented,
which included the object’s axis of rotation Ω∆t(n), the Doppler generating axis of
rotation Ωeff,∆t(n), the angle of the Doppler generating axis of rotation θΩeff,∆t(n)
and the object’s rotation rate θ̇∆t(n). These parameters are important to ISAR
imaging because the Doppler generating axis of rotation determines the imaging
projection plane; a component of the object’s rotation rate, referred to as the
effective rotation rate θ̇eff,∆t(n), is used to estimate the cross-range resolution of
an ISAR image. In addition, the time-varying nature of θΩeff,∆t(n) and θ̇eff,∆t(n)












Simulations were performed for three different cases, where the Doppler gener-
ating axis of rotation changed in different ways over the CPI. Case 1 considered
a side-view ISAR imaging scenario and showed that a uniformly changing yaw
perturbation causes the angle of the Doppler generating axis of rotation and the
object’s rotation rate to vary over time. Case 2 characterised the migration of a
scatterer through Doppler cells that was exclusively due to the time-varying na-
ture of the Doppler generating axis of rotation. Lastly, case 3 considered realistic
3-D rotational motion with time-varying roll, pitch and yaw motion. This case
showed that the resulting ISAR image contains substantial blurring, because the
angle of the Doppler generating axis of rotation and the object’s rotation rate
varied significantly over the CPI.
In summary, Chapter 3 showed that 3-D rotational motion causes blurring in
ISAR imagery. More specifically, theory and simulations were used to show that
an object’s time-varying Doppler generating axis of rotation gives rise to blurring
in an ISAR image.
In the following chapter, the mathematical formulation of the effective rotation
rate is discussed; this issue has not been addressed in this chapter. In addition,
a new simplified system model is presented that removes the need for calculating

















As explained in Chapter 1, ISAR is an imaging technique that is dependent on
an object’s rotational motion over the CPI. Maritime vessels and aircraft pos-
sess 3-D rotational motion; however, it is only two components of this motion,
referred to as the image-generating Doppler components, that are useful to the
ISAR imaging process (see Section 2.2.4). The image-generating Doppler compo-
nents consist of the Doppler generating axis of rotation and the effective angular
rotation rate. These two parameters are important to the ISAR imaging process
because the Doppler generating axis of rotation influences the presentation1 of
the vessel and the effective angular rotation rate determines the resulting cross-
range resolution. In addition, the time-varying nature of these two parameters
gives rise to blurring in an ISAR image, as illustrated in Section 3.5.3.
1 Presentation refers to the orientation of the vessel in an ISAR image, as defined by












The image-generating Doppler components and their influence on ISAR imag-
ing are described in the current literature. A mathematical expression of the
continuously varying Doppler generating axis of rotation was derived in papers
by Chen and Miceli [24] and Bao et al. [38]. The effect of the time-varying
effective angular rotation rate was characterised by Wong et al. [39]. The effect
of the time-varying Doppler generating axis of rotation was investigated by the
candidate in Chapter 3. However, there is no literature that addresses how both
of the image-generating Doppler components can be extracted from measured
motion data.
The previous chapter showed how the key motion parameters of an object (see
Section 3.2.7) can be calculated, these parameters included the object’s axis of
rotation Ω∆t(n), the Doppler generating axis of rotation Ωeff,∆t(n), the angle of
the Doppler generating axis of rotation θΩeff,∆t(n) and the object’s rotation rate
θ̇∆t(n). However, the calculation of the effective angular rotation rate θ̇eff,∆t(n)
was not discussed, because this formulation has not been addressed in the liter-
ature. Furthermore, the formulation of Ωeff,∆t(n) was expressed in terms of the
incremental motion about the local coordinate axis (see (3.19)), which is compu-
tationally expensive because it requires the calculation of the unit vectors along
the local coordinate axis at time t(n− 1) (see Section 3.2.3).
This chapter proposes a new quaternion-based transformation that calculates
both of the image-generating Doppler components from the measured attitude
and GPS position data of an object. In addition, a new derivation for Ωeff,∆t(n)
is presented, where the incremental motion over the discrete rotation is expressed
about unit vectors along the global coordinate axes. This approach is compu-
tationally less expensive than the derivation in Chapter 3 because it does not
require the calculation of the unit vectors along the local coordinate for time
t(n− 1).
The calculation of the image-generating Doppler components makes it possible
to gain an in-depth understanding of the time-varying nature of these two ISAR
related parameters. Thus, the proposed transformation provides a rich source of












data themselves. The time-varying nature of the image-generating Doppler com-
ponents can be used to explain the causes of the blurring in most ISAR images
of sea vessels that possess 3-D rotational motion. Furthermore, the proposed
transformation can be used as an alternative method for identifying good imag-
ing intervals with a low degree of 3-D motion for applications such as cooperative
ISAR for radar cross section measurement purposes. This is a useful engineer-
ing problem, since many Navies require their vessels to be measured in order to
minimise the effect of scattering hotspots.
A description of the system model that is considered in this chapter is given in
Section 4.2. The mathematical derivation of the new quaternion-based transfor-
mation is presented in Section 4.3. The proposed transformation was applied
to the measured motion data of a yacht, and the results that were obtained
are given in Section 4.4. Moreover, the measured radar data of the yacht were
obtained using an experimental X-band radar, and a technique of using the
image-generating Doppler components to identify good imaging intervals is also
discussed in Section 4.4. Lastly, conclusions are summarised in Section 4.5.
4.2 System Model
In the system model, a rotation through an angle θ about an axis h = [h1 h2 h3]

















































2 It should be noted that the superscripts {1}, {2}, {3} and {4} are used to denote the












The system model is illustrated in Figure 4.1; it considers a vessel with only ro-
tational motion and assumes that any translation motion has been compensated
for. Two coordinate axes are defined: the radar coordinate axes (U, V, W ),
which are fixed, and the local coordinate axes (Xn, Yn, Zn), which change as the
vessel experiences 3-D rotational motion. In this diagram, Rk,t(n) denotes the
distance from the radar to the kth scatterer of the vessel for time t(n), and R0
represents the distance from the radar to the vessel’s centre of rotation.
Figure 4.1: System model of the radar and the vessel showing the global and
local coordinate axes
The 4-D quaternion representation of the local coordinates of the kth scatterer
is expressed as qrk = [0 rk], where rk = [xk yk zk]. However, it is the global





determine the phase at the radar receiver. Assume that the radar continuously
tracks the vessel so that the vessel’s centre of rotation always lies on the global U
axis and that the physical dimensions of the vessel are much less than R0. Then,
the global coordinates of the kth scatterer at t(n), which is denoted by qgk,t(n) in































where ⊗ represents quaternion multiplication, qins,t(n−1) is the quaternion that
represents the combined 3-D rotation of heading θhs,t(n−1), elevation θe,t(n−1) and
bank θb,t(n−1) for time t(n − 1), and qtot,∆t(n) denotes the vessel’s incremental




























where the unit vectors zn, yn and xn are defined about the local coordinate axes
Xn, Yn and Zn respectively, at time t(n). The unit vectors RT, RT⊥1 and RT⊥2
are defined about the global coordinate axes U , V and W respectively. The head-
ing θhs,t(n−1), elevation θe,t(n−1) and bank θb,t(n−1) angles define the orientation of
the vessel at t(n − 1), as shown by Figure 4.2. The yaw θy,∆t(n), pitch θp,∆t(n)
and roll θr,∆t(n) angles represent the n
th incremental rotational motion about a
vessel’s local axes, as illustrated by Figure 4.3. This definition corresponds to
the convention adopted by Kuipers in [127]. In this system model, the rotational
sequence is assumed to be heading, elevation and then bank.
Figure 4.2: System model illustrating a vessel’s heading-elevation-bank rotation












Figure 4.3: System model illustrating a vessel’s yaw, pitch and roll angles as well
as the effective yaw, effective pitch and effective roll angles
The system model is defined such that the heading of the vessel θhs,t(n) is zero
when the vessel is sailing directly inbound with respect to the radar and such that
it increases positively as the vessel rotates clockwise. As a result, the heading
used in this system model can be obtained by using the heading measured from
an INS θh,t(n) and the bearing θbr,t(n) of the vessel, as follows:
θhs,t(n) = mod
(
180◦ + θh,t(n) − θbr,t(n), 360◦
)
(4.8)
where mod(a, b) is the modulus operation of a with b.
Assume that a vessel can be represented by K point scatterers. Then, the re-
ceived signal at the radar is made up of the contributions from all the scatterers.
The phase of the received signal at time t(n) is dependent on the range of the
















Further assume that the radar transmits a stepped frequency waveform and that
the motion of the vessel is stationary over the burst3. Then the signal received











where fc,m represents the centre frequency of the m
th transmitted pulse within a
burst, where a burst of M pulses is compressed to form a high range resolution
profile, n represents the burst number, αk is the RCS of the k
th scatterer, c is
the speed of light and en,m denotes the clutter and noise.
The system model presented in this chapter is different to the other models found
in the ISAR literature, and it is useful in the following ways:






its incremental rotational motion over a discrete rotation, expressed by
qtot,∆t(n), are clearly expressed in (4.4). The variation of these two param-
eters over the CPI can be used to predict the presentation4 of a vessel.
• The incremental rotational motion of a vessel between discrete rotations
qtot,∆t(n) can be used to calculate the vessel’s image-generating Doppler
components, which consist of the Doppler generating axis of rotation and
the effective angular rotation rate, as shown in Section 4.3. This informa-
tion can be used to explain the blurring caused by 3-D rotational motion
as well as to assess the degree of 3-D rotational motion that exists in a
CPI. Furthermore, it is an essential tool for the MACS algorithm, which is
proposed in Chapter 5.
• The system model that is proposed is flexible enough to accept 3-D rota-
tional motion measured from an attitude sensor. Thus, it can be used to
3 This implies that the distance traversed by an object over an ISAR burst is much less
than the down-range resolution of the high range resolution profile. This assumption is valid
for imaging sailing yachts with a typical speed of 6 knots and a medium resolution of 0.5 m,
when the burst repetition frequency is greater than 100 Hz.
4 Presentation refers to the orientation of a vessel in an ISAR image, as defined by Musman











4.3. THE PROPOSED QUATERNION TRANSFORMATION
develop an ISAR simulator for point-scatterer models that exhibit realistic
motion.
4.3 The Proposed Quaternion Transformation
This section presents the quaternion-based transformation that calculates the
image-generating Doppler components from measured attitude and GPS posi-
tion data. The image-generating Doppler components consist of the Doppler
generating axis of rotation and the effective angular rotation rate. It has been
shown in Section 3.5 that the time-varying nature of these two parameters give
rise to blurring in an ISAR image. Thus, these parameters provide detailed in-
formation about the amount of blurring that is exclusively caused by the 3-D
rotational motion of an object (see Section 2.3 for other causes of blurring in
ISAR).
Let qtot,∆t(n) represent a vessel’s incremental rotational motion over ∆t(n) =
t(n)− t(n− 1). The incremental rotational motion over the nth discrete rotation
∆t(n) can be calculated from the attitude measurements (i.e. heading, elevation




























where ⊗ represents the quaternion multiplication, θb,t(n) and θe,t(n) represent the
bank and elevation measurements from an INS for time t(n), and RT = [1 0 0],
RT⊥1 = [0 1 0] and RT⊥2 = [0 0 1] are unit vectors about the U , V , W
axes respectively. The calculation of qtot,∆t(n) in (4.11) is accomplished by first
reversing the rotation sequence at time t(n− 1) and then applying the rotation











4.3. THE PROPOSED QUATERNION TRANSFORMATION
The rotation motion qtot,∆t(n) also represents the combined rotation due to the















However, the vessel’s Doppler generating axis of rotation that contributes to the
ISAR image, lies in the VW plane, since the component of rotation about the
U axis does not provide any Doppler component to the radar. Consequently,
in order to obtain the image-generating Doppler components, the effective yaw,
effective pitch and effective roll angles denoted by θRT⊥2,∆t(n), θRT⊥1,∆t(n) and















The rotation angles θRT⊥2,∆t(n), θRT⊥1,∆t(n) and θRT,∆t(n) can be calculated from
the incremental rotation qtot,∆t(n) over the n
th discrete rotation using the mathe-
matical derivation is given in Kuipers [127]. A summary of the solution in terms
of the notation defined in this chapter is presented below.





















































4.3. THE PROPOSED QUATERNION TRANSFORMATION
Define the quaternion that represents the effective roll motion qer,∆t(n) as well as
s1,∆t(n), s2,∆t(n), s3,∆t(n) and s4,∆t(n), which are used to obtain the effective pitch






















































Thereafter, θRT⊥1,∆t(n) and θRT⊥2,∆t(n) are given as:












The effective roll, effective pitch and effective yaw angles are used to obtain the
Doppler generating motion, denoted by qeff,∆t(n), which is later used to calculate















where Ωeff,∆t(n) and θeff,∆t(n) denote the Doppler generating axis of rotation and
the effective rotation angle for ∆t(n) respectively.
Lastly, the effective angular rotation rate θ̇eff,∆t(n), the Doppler generating axis
of rotation Ωeff,∆t(n) and the angle of the Doppler generating axis of rotation














































where arctan 2 is a two-argument function that computes the arctangent with a
range of (−180◦, 180◦].
Figure 4.4: Illustration of the angle of the Doppler generating axis of rotation
4.4 Results
This section discusses the results that were obtained from applying the proposed
transformation to the measured attitude and GPS position data of a yacht. The
measurements were obtained during the Signal Hill 2007 trial (see Appendix A
for more details). The measured rotational motion was smoothed by using a
third order polynomial fit to reduce the measurement error.
The motion data was collected by using the Thales ADU5 INS/GPS sensor,
which has update rates of 5 Hz and 1 Hz for attitude and GPS position data












was used to measure a yacht with the following radar parameters: a frequency
step of 4 MHz, 64 pulses in an ISAR burst, and an effective BRF of 154 Hz. Radar
measurements of a sphere suspended from a helicopter were used to compensate
the measured HRR profiles for the radar’s non-ideal response over the stepped
frequency band.
A photograph of the Esperance yacht that was instrumented and its correspond-
ing point-scatterer model, which was used for simulation purposes, are shown in
Figure 4.5. In this model, scatterers were placed at key positions where substan-
tial scattering was expected. The key positions were the metal railings at the
back and front of the yacht and at the centre of the two spreaders along each
mast. The (0, 0, 0) point of Figure 4.5(b) corresponds to the placement of the
INS onboard the yacht.
Figure 4.5: (a) Photo of the Esperance yacht and (b) the point scatterer model
of the Esperance yacht
Figure 4.6 illustrates a smoothed motion dataset of 2 s. During this recording, the
heading of the vessel θhs was between 2
◦ and 4◦, which confirms that the vessel
was sailing inbound with respect to the radar. The proposed transformation
was applied to the motion data set to extract the image-generating Doppler
components (see Figure 4.7), the effective yaw θRT⊥2,∆t(n) and the effective pitch
θRT⊥1,∆t(n) motion of the vessel (see Figure 4.8). Figure 4.7 clearly shows that












rotation rate vary over time. In addition, the effective yaw and the effective pitch
motion of the vessel also varies over time.
Figure 4.6: Measured motion data of the yacht, showing its heading, elevation
and bank
In order to limit the blurring caused by 3-D rotational motion, the angle of the
Doppler generating axis of rotation and the effective angular rotation rate need to
be constant (see Section 3.5). From the data set, we observe that these conditions
are mostly satisfied during the time interval 0.75 s ≤ t ≤ 1.13 s. Moreover, dur-
ing this time interval the effective yaw motion θRT⊥2,∆t(n) is approximately zero
and the effective pitch motion θRT⊥1,∆t(n) is constant at approximately −7◦/s.
It should be noted that it is the dominant effective pitch motion that causes the












Figure 4.7: (a) Effective angular rotation rate and (b) the angle of the Doppler
generating axis of rotation












sailing inbound with respect to the radar, the effective pitch motion will generate
a side-view ISAR image. This is confirmed by the simulated and measured ISAR
images shown in Figure 4.9(a) and 4.9(b) respectively.
The simulated ISAR image in Figure 4.9(b) was obtained by using the system
model presented in Section 4.2. The signal-to-noise ratio was set to 15 dB (see
Section 3.2.5 for more details), and the motion of the point-scatterer model
corresponded to the measured motion of the yacht over the range of 0.75 s ≤ t ≤
1.13 s. In addition, the values of the simulated radar parameters were chosen to
be equal to the radar parameters of the experimental X-band radar. Translation
motion compensation of the measured vessel in Figure 4.9(b) was achieved by
using the global range alignment algorithm in [29] and the autofocus algorithm
proposed by Yuan and Casasent [30], which both assume that the vessel has pure
2-D rotational motion.
Figure 4.9: (a) Simulated ISAR image with measured motion data for CPI of
0.75 s ≤ t ≤ 0.88 s, (b) measured ISAR image during the CPI of 0.75 s ≤ t ≤
0.88 s. and (c) measured ISAR image during 1.65 s ≤ t ≤ 1.78 s.
The transformation can also be used to assess the degree of 3-D motion in a
CPI for cooperative ISAR applications. This is shown by the measured ISAR
images in Figure 4.9(b) and 4.9(c) for the time intervals 0.75 s ≤ t ≤ 0.88 s
and 1.65 s ≤ t ≤ 1.78 s respectively. The ISAR image in Figure 4.9(b) shows a
focused image of the yacht, in which its two masts can clearly be observed. A
side-view ISAR image was produced because the angle of the Doppler-generating












In Figure 4.9(c), the image-generating Doppler components varied with time and
this gave rise to an unfocused image since the vessel possesses 3-D motion, i.e.
roll, pitch and yaw motion. In this way, suitable imaging intervals that produce
focused ISAR images can be separated from poor intervals with 3-D motion that
lead to unfocused images.
4.5 Conclusions
This chapter presented a new quaternion-based transformation that extracts the
image-generating Doppler components, which consist of the Doppler generating
axis of rotation and the effective angular rotation rate, from the measured motion
data of an object. The proposed transformation is important and relevant to
ISAR imaging of objects because it extracts the component of the 3-D rotational
motion that contributes to Doppler or cross-range information.
The transformation was applied to the measured attitude and GPS position
data of a yacht, and the results showed that both the Doppler generating axis
of rotation and the effective angular rotation rate varied over time. However,
there were intervals where the image-generating Doppler components did not
vary significantly over time. By choosing subsets of radar data that correspond
to these intervals, ISAR images with limited blurring can be obtained. This
result was confirmed in simulations using a point-scatterer model of a yacht with
3-D rotational motion that corresponded to the measured motion data during the
interval. In addition, the measured ISAR image over this interval also contained
limited blurring. Thus, it was shown that the proposed transformation was able
to assess the degree of 3-D rotational motion in a CPI for cooperative ISAR
applications.
The transformation that was proposed in Chapter 4 showed that it is possible to
extract the image-generating Doppler components from measured motion data of
a sea vessel. Furthermore, results with measured radar data showed that, when












The next chapter presents a new algorithm that selects suitable CPTWLs for
ISAR imaging of cooperative vessels. It makes use of the motion data of the













Selecting Suitable CPTWLs for
Imaging Cooperative Sea Vessels
5.1 Introduction
Three-dimensional rotational motion of sea vessels is a major challenge for ISAR
imaging of maritime vessels because it often leads to blurred images. A detailed
discussion of this topic was given in Chapter 3. One way of limiting the blurring
caused by 3-D rotation motion is to select carefully the duration of the CPI,
which is referred to as CPTWL, so that the vessel exhibits approximately 2-D
rotational motion. The CPTWL should be short enough to limit the blurring
caused by 3-D rotational motion and long enough to ensure that the desired
cross-range resolution is obtained.
The previous chapter presented a new transformation that extracts the image-
generating Doppler components from the measured motion data of a sea vessel.
Furthermore, the results showed that it was possible to limit the blurring in
an ISAR image by selecting a processing interval where the image-generating
Doppler components do not vary significantly over time. However, Chapter 4
does not address the selection of a suitable CPTWL that is short enough to












cross-range resolution. This chapter proposes a new algorithm that uses the
measured motion data of a vessel to select suitable CPTWLs for ISAR imaging
of cooperative vessels.
Little work has been published on selecting suitable CPTWLs for ISAR imaging
of vessels. In [40], it is reported that the optimum CPTWL for unfocused ISAR
imagery lies between 0.025 s and 0.5 s for X-band measurements of ships. How-
ever, this work gives no information on how this suggested range of CPTWLs
changes for different classes of sea vessels. In addition, the suggested range is
too broad, as it spans more than an order of magnitude. An optimum imag-
ing selection algorithm, referred to as the maximum-contrast-based automatic
time Window selection (MC-ATWS) algorithm, was proposed by Martorella and
Berizzi in [28] to estimate the optimum central time and the optimum CPTWL
that together provide an ISAR image with the best focus. However, the MC-
ATWS algorithm does not show how the initial CPTWL for a specific radar
recording should be chosen, and the suitability of this technique for small ships
with chaotic motion has not been investigated. Moreover, it does not take ad-
vantage of motion data from instrumented vessels that may be available during
measurements trials for RCS measurement purposes.
This chapter proposes a new technique, referred to as the motion aided CPTWL
selector (MACS) algorithm, which suggests suitable CPTWLs for ISAR imaging
of cooperative sea vessels. The proposed algorithm uses the transformation pro-
posed in Chapter 4 to extract the image-generating Doppler components from the
measured motion data. Thereafter, the image-generating Doppler components
are used to select suitable CPTWLs to obtain the desired cross-range resolution
of ISAR image(s) as well as to limit the blurring caused by 3-D rotational motion.
ISAR imaging of cooperative vessels is a useful engineering problem since many
Navies require their vessels to be measured, in order to minimize the effect of
scattering hotspots. A good feature associated with the MACS algorithm is that
the suggested range of suitable CPTWLs is much smaller than that reported in












CPTWL for the MC-ATWS algorithm, when it is applied to measured radar
data of small vessels.
The system model that is considered is described in Section 5.2. Section 5.3
summarises the quaternion-based transformation that was proposed in Chapter
4. Thereafter, the cross-range resolution of an ISAR image together with the
assumptions that are made in the mathematical derivation of the cross-range
resolution are discussed in Section 5.4. The proposed MACS algorithm is de-
scribed in Section 5.5. This algorithm was applied to the measured motion data
of three different classes of vessels (a yacht, a fishing trawler and a survey vessel)
and the results that were obtained are presented in Section 5.6. In addition,
the effectiveness of the suggested CPTWL is demonstrated by using real radar
measurements of a yacht. Lastly, conclusions are given in Section 5.7.
5.2 System Model
A rotation through an angle θ about an axis h = [h1 h2 h3] is represented by a


























The system model, illustrated in Figure 5.1, considers a vessel with only rota-
tional motion and assumes that any translation motion has been compensated
for. Two coordinate axes are defined: the radar coordinate axes (U, V, W ),
which are fixed, and the local coordinate axes (Xn, Yn, Zn), which change as
the vessel experiences 3-D rotational motion. In this diagram, R0 represents the
distance from the radar to the vessel’s centre of rotation.
1 It should be noted that the superscripts {1}, {2}, {3} and {4} are used to denote the












Figure 5.1: System model of the radar and the vessel showing the global and
local coordinate axes
The system model assumes that the radar continuously tracks the vessel so that
the vessel’s centre of rotation always lies on the global U axis and the physical
dimensions of the vessel are much less than R0. The 4-D quaternion represen-
tation of the local coordinates of the kth scatterer is expressed as qrk = [0 rk],
where rk = [xk yk zk], and the global coordinates of the k
th scatterer are de-




. Thus, the global coordinates of the kth





















where ∗ denotes the complex conjugate operation, ⊗ represents quaternion mul-
tiplication, qins,t(n−1) is the unit quaternion that represents the combined 3-D
rotation of heading θhs,t(n−1), elevation θe,t(n−1) and bank θb,t(n−1) for time t(n−1)
and qtot,∆t(n) is a unit quaternion that denotes the vessel’s incremental rotational







































where the unit vectors zn, yn and xn are defined about the local coordinate
axes Xn, Yn and Zn respectively, at time t(n). The unit vectors RT = [1 0 0],
RT⊥1 = [0 1 0] and RT⊥2 = [0 0 1] are unit vectors about the U , V , W axes
respectively. The heading θhs,t(n−1), elevation θe,t(n−1) and bank θb,t(n−1) angles
define the orientation of the vessel at t(n − 1). The yaw θy,∆t(n), pitch θp,∆t(n)
and roll θr,∆t(n) angles represent the n
th incremental rotational motion about a
vessel’s local axes. This definition corresponds to the convention adopted by
Kuipers in [127]. In this system model, the rotational sequence is assumed to be
heading, elevation and then bank, since the INS measured motion data used this
rotational sequence.
The heading in the system model, denoted by θhs,t(n), is defined such that it is
zero when the vessel is sailing directly inbound with respect to the radar and it
increases positively as the vessel rotates clockwise. As a result, the heading used
in this system model can be obtained by using the heading measured from an
INS θh,t(n) and the bearing θbr,t(n) of the vessel, as follows:
θhs,t(n) = mod
(
180◦ + θh,t(n) − θbr,t(n), 360◦
)
(5.7)
where mod(a, b) is the modulus operation of a with b.
Since the proposed MACS algorithm makes use of the quaternion-based trans-
formation that was proposed in Chapter 4, a summary of the transformation is
given in the next section. The summary excludes detailed mathematical deriva-
tions and explanations, as these were already given in Section 4.3. As a result,
the summary of the transformation concisely outlines the essential sequential
processing that need to be applied to measured motion data in order to extract











5.3. SUMMARY OF QUATERNION-BASED TRANSFORMATION
5.3 Summary of Quaternion-based Transforma-
tion
The transformation proposed in Chapter 4 extracts the image-generating Doppler
components from measured motion data. The transformation consists of the
following processing steps:
1. Obtain the heading θhs,t(n) used in the system model:
θhs,t(n) = mod(180
◦ + θh,t(n) − θb,t(n), 360◦) (5.8)
where mod(a, b) is the modulus operation of a with b, θb,t(n) denotes the
bearing of the vessel obtained from GPS position data and θh,t(n) represents
the heading measured from an INS. The heading that is used in the system
model is defined such that θhs,t(n) is zero when the vessel is sailing directly
inbound to the radar and that it increases positively as the vessel rotates
clockwise.
2. Calculate the quaternion qtot,∆t(n) that represents the vessel’s incremental




























3. The quaternion qtot,∆t(n) is used to obtain the effective roll angle θRT,∆t(n)





















































4. Define the quaternion that represents the effective roll motion qer,∆t(n) as
well as s1,∆t(n), s2,∆t(n), s3,∆t(n) and s4,∆t(n). Thereafter, these parameters























































Calculate θRT⊥1,∆t(n) and θRT⊥2,∆t(n) angles as follows:












5. Obtain the Doppler generating motion represented by qeff,∆t(n) using the


























where Ωeff,∆t(n) and θeff,∆t(n) denotes the Doppler generating axis of rota-
tion and the effective rotation angle respectively.
6. Lastly, the effective angular rotation rate θ̇eff,∆t(n), the Doppler generating
axis of rotation Ωeff,∆t(n) and the angle of the Doppler generating axis of
rotation with respect to the V axis denoted by θΩeff1,∆t(n) can be obtained


































where arctan 2 is a two-argument function that computes the arctangent
with a range of (−180◦, 180◦].
The proposed MACS algorithm makes use of the transform described in this
section to extract the angle of the Doppler generating axis of rotation θΩeff1,∆t(n)
and the effective angular rotation rate θ̇eff,∆t(n) from the measured motion data.
It also considers the cross-range resolution error and the blurring that is induced
by the time-varying nature of the image-generating Doppler components. The
next section discusses this in more detail.
5.4 Cross-range Resolution
Cross-range resolution refers to the spatial length of each cross-range cell of an
ISAR image after it has been transformed from Doppler to distance. The cross-
range dimension of an ISAR image fundamentally represents Doppler frequency,












[40]. This section presents the derivation of the cross-range resolution, in order
to highlight the assumptions that are made about the motion of an object.
Figure 5.2 considers an object that has two scatterers of length l1 and l2 along
the RT⊥2 axis. In this diagram, the Doppler generating axis of rotation Ωeff is
along the RT⊥1 axis and the effective rotation rate is given by θ̇eff,Λt(n). The
rotational motion of the object causes the two scatterers to have a non-zero radial
velocity with respect to the radar given by v1 and v2.
Figure 5.2: Diagram used to derive the mathematical expression of the cross-
range resolution of an ISAR image
Assume that the radar illuminates the two scatterers for a CPI with a CPTWL
of ∆τ =
∑N−1
n=1 ∆t(n), where N − 1 is the number of discrete rotations over the
CPI. At the cross-range resolution limit, given by ∆rc = (l2 − l1), the radial
velocities of the scatterers are such that their difference in Doppler is equal to








































n=1 θ̇eff,∆t(n)∆t(n) and λ is the wavelength of the transmitted
signal. The following assumptions are made about the motion of the object in
the mathematical derivation of the cross-range resolution:
• Assumption 1: The Doppler generating axis of rotation does not change
with time and it is aligned to the RT⊥1 axis throughout the CPI
• Assumption 2: The effective rotation rate θ̇eff,∆t(n) is constant over the
CPI
Chapter 4 analysed the motion data of a yacht, and it was observed that the
image-generating Doppler components of measured motion data varies over time
(see Figure 4.7 in Section 4.4). Thus, the motion of real vessels fails to satisfy the
assumptions that are made in the derivation of the cross-range resolution. As
a result, it is inaccurate to apply (5.26) to transform the cross-range dimension
from Doppler to distance. For objects with 3-D rotational motion, it is necessary
to relax the assumptions that are made in the derivation of the cross-range
resolution. The errors that are made by relaxing these assumptions need to be
understood and suitable CPTWLs should be chosen to minimize these errors.
5.4.1 Relaxing assumption 1
Consider the case where the Doppler generating axis of rotation Ωeff is not
aligned to the RT⊥1 axis as shown in Figure 5.3. Scatterer 1 and scatterer 2












is offset from the RT⊥1 axis by an angle of θΩeff1, the two scatterers appear
along the cross-range axis at distances of l1 cos (θΩeff1) and l2 cos (θΩeff1). The
cross-range resolution that is required to separate scatterer 1 and scatterer 2 into













Figure 5.3: Diagram illustrating the error eΩ when θΩeff1 is not aligned to RT⊥1
for side-view ISAR imaging
The cross-range resolution error eΩ that is made by assuming that Ωeff was










For objects that possess 3-D rotational motion, the angle of the Doppler gen-
erating axis of rotation changes over the CPI. In cases where the angle of the












an upper bound for the maximum cross-range resolution error eΩ that is made








5.4.2 Relaxing assumption 2
The formula of the cross-range resolution in (5.26) assumes that the angular
rotation rate of the object θ̇eff,∆t(n) is constant over the CPI. In this case, the
cross-range resolution ∆rc may be written in terms of the change in the object’s
aspect angle over the CPI, denoted by ∆θeff . When θ̇eff,∆t(n) varies over the CPI,
it causes the Doppler frequency of a scatterer to migrate through the Doppler cells
in the ISAR image. For example, consider the system model shown in Figure 5.2,
which has a time-varying effective angular rotation rate. The scatterer located










If db Doppler cells of migration are allowed in the ISAR image, (5.30) can be
rearranged to express the allowable change in the effective angular rotation rate,

















where lcr is the cross-range extent of the object. It can be observed from (5.31)
that ∆θ̇eff is inversely proportional to the cross-range extent of the object lcr.
Thus, for the same λ and ∆τ , if lcr increases, the variation in the effective
angular rotation rate ∆θ̇eff needs to decrease by the same factor in order for db
to remain the same. This has an impact on ISAR imaging of sea vessels, since the










5.5. THE MOTION-AIDED CPTWL SELECTION ALGORITHM
range extent of the vessel. This corresponds to the height of the tallest mast
for the side-view ISAR imaging case. Therefore, the variation of the effective
angular rotation rate needs to be smaller for vessels with longer masts for the
same allowable Doppler cells of migration.
5.5 The Motion-aided CPTWL Selection Algo-
rithm
The first step of the proposed MACS algorithm involves the extraction of the
image-generating Doppler components from measured motion data (see Section
5.3). Thereafter, the MACS algorithm uses the image-generating Doppler compo-
nents to select suitable CPTWLs for the ISAR imaging process. In this chapter,
a suitable CPTWL is defined as a processing length that may be applied to a
specific radar recording in order to obtain motion compensated ISAR image(s)
with limited blurring due to 3-D motion. In addition, the ISAR image(s) should
have the desired cross-range resolution with an acceptable error eΩ as explained
in Section 5.4.
The MACS algorithm is made up of the following processing steps:
1. Specify appropriate values for the allowable cross-range resolution error,
denoted by eΩ, and the allowable number of Doppler cells of migration,
expressed as db, and a set of initial CPTWLs, where a single initial CPTWL
value is denoted by ∆τ (in). Thereafter, specify an overlap factor between
two successive CPIs, denoted by γ, and the desired cross-range resolution
∆rcd. Begin the algorithm with the initial value of the CPTWL range.
2. Apply the quaternion-based transformation described in Section 5.3 to a
vessel’s measured motion data in order to extract its image-generating
Doppler components.
3. For each CPI, using (5.29), calculate the cross-range resolution error eΩ












In addition, using (5.30), calculate the maximum Doppler cells of migration
db caused by non-uniform rotation where l1 corresponds to the maximum
cross-range extent. In the side-view ISAR imaging case, if k represents a
scatterer at the top of the tallest mast and t(n) is the average absolute time
of the CPI, then l1 is equal to the global coordinates of the k
th scatterer
given by wk,t(n).
4. If eΩ and db are less than the values allowed in Step 1, then a suitable CPI
has been found. Calculate the cross-range resolution using (5.26) and, if it
is better than the desired cross-range resolution, then a suitable CPTWL
has been found.
5. Choose the next value in the initial CPTWL range and, if the maximum
value has not been reached, go back to Step 2. Otherwise, the algorithm
is terminated.
The range of initial CPTWLs that is chosen in Step 1 is dependent on the vessel
of interest, and the next section provides guidelines for three different classes
of vessels. If the chosen initial CPTWL range is not appropriate for a specific
recording, it should be changed by the user until a satisfactory result is obtained.
5.6 Results
This section presents the results from applying the proposed MACS algorithm to
measured motion data of three different classes of sea vessels: a yacht, a fishing
trawler and a survey vessel with a weight of 25 tons, 450 tons and 2750 tons,
a length of approximately 20 m, 60 m and 80 m and a maximum mast height
of approximately 15 m, 20 m and 25 m respectively. Suitable CPTWLs are
suggested for each type of vessel. The effectiveness of the suggested CPTWLs
is demonstrated using measured radar data. Lastly, the significance of using













The measured data that is used in this chapter was obtained from the Signal Hill
2007 trial (see Appendix A for more details). All three vessels were instrumented
with the Thales ADU5 4-GPS antenna system, which measured each vessel’s ab-
solute GPS position, heading, elevation and bank. The measured rotational
motion was smoothed using a third order polynomial fit to reduce the measure-
ment error. An experimental X-band radar with a stepped frequency capability
was used to obtain radar measurements of the vessels for ISAR imaging pur-
poses. Radar measurements of a sphere suspended from a helicopter were used
to compensate for the measured HRR profiles for the radar’s non-ideal response
over the stepped frequency band.
5.6.1 Selection of suitable CPTWLs
The proposed MACs algorithm was applied to the measured motion data of
three vessels from different classes. The smoothed rotational motion of the three
vessels is illustrated in Figure 5.4. Each recording is three minutes in duration.
The heading measurements and the sailing profile indicate that the yacht and the
fishing trawler are inbound, whereas the survey vessel is sailing outbound with
respect to the radar. In all three cases, the pitch motion of the vessels is used
to obtain a side-view ISAR image. The measurements show that the vessels also
possessed roll and pitch motion as indicated by their bank and elevation angles
respectively, and this causes each vessel’s image-generating Doppler components
to change with time. In addition, the period of the bank and elevation motion
is observed to be longer for heavier vessels. Thus, for larger vessels the 3-D
rotational motion is less chaotic; it is hypothesized that longer CPTWLs may be
accommodated for larger vessels than for smaller vessels.
The proposed MACS algorithm was applied to the measured motion datasets
shown in Figure 5.4, using the parameter values given in Table 5.1. Figure
5.5 and Figure 5.6 show the effect of the CPTWL on the percentage of CPIs for
varying eΩ and db respectively. The percentage of CPIs is given by the percentage












Figure 5.4: Measured 3-D rotational motion of (a)-(c) the yacht, (d)-(f) the












a specific initial CPTWL. It is mathematically expressed as:
Percentage of CPIs =
Number of suitable CPIs found
Total number of CPIs
(5.32)
Table 5.1: Values of the parameters used in the MACS algorithm
Parameter description Symbol Value
Allowable cross-range resolution error eΩ {1%, 5%, 10%}
Allowable Doppler cells of migration db {2, 3, 4}
Initial CPTWLs for the yacht dataset ∆τ (in) {0.10 s, 0.25 s, · · · , 1.15 s}
Initial CPTWLs for the fishing trawler dataset ∆τ (in) {0.2 s, 0.4 s, · · · , 2.4 s}
Initial CPTWLs for the survey vessel dataset ∆τ (in) {0.2 s, 0.4 s, · · · , 2.8 s}
Overlap factor γ 0.75
Desired ∆rc for the yacht ∆rcd 0.75 m
Desired ∆rc for the fishing trawler ∆rcd 1 m












Figure 5.5: Diagram showing the effect of the initial CPTWL ∆τ (in) on the
percentage of CPIs for various allowable errors eΩ for (a) the yacht, (b) the
fishing trawler and (c) the survey vessel
Figure 5.6: Diagram showing the effect of the initial CPTWL ∆τ (in) on the
percentage of CPIs for various allowable Doppler cells of migration db for (a) the












Figure 5.5 shows that, as the allowable error eΩ increases, the percentage of
CPIs also increases. This result is expected because, for larger values of eΩ, the
angle of the Doppler generating axis of rotation is allowed to vary by a larger
range over the CPI in order for it to be selected as a suitable CPI as indicated
by (5.29). Thus, for larger eΩ more suitable CPIs are found and this causes the
percentage of CPIs to increase. Figure 5.5 also shows that, as the initial CPTWL
increases, the percentage of CPIs decreases. This outcome is also expected since,
for a longer initial CPTWL, there are more CPIs that possess significant 3-D
rotational motion and fewer CPIs that satisfy the allowable error eΩ caused by
changes in the Doppler generating axis of rotation over the CPI. Similar trends
can be observed in Figure 5.6, which illustrates the effects of different allowable
Doppler cells of migration db and the range of initial CPTWLs on the percentage
of CPIs.
Figure 5.7 shows histograms of the number of suitable CPIs that were found for
an allowable error of eΩ = 10% and db = 2 for each vessel. The histogram shows
the cross-range resolution of the suitable CPIs for different initial CPTWLs.
For example: if the initial CPTWL is chosen to be 1 s for the fishing trawler
dataset, then Figure 5.7(b) shows that there are 7 suitable CPIs that have a
cross-range resolution of less than or equal to 2 m. These histograms show that,
for large vessels such as the survey vessel, it is not practical to obtain focused
ISAR images with a cross-range resolution of less than 1.5 m for the dataset
under consideration. On the other hand, for small vessels such as the yacht, the
fast pitch motion can be used to obtain focused ISAR images with a cross-range
resolution of 0.75 m. These results apply to X-band measurements. One way
of improving the cross-range resolution of ISAR images, without changing the
motion of a vessel, is to increase the carrier frequency of the radar waveform.
The cumulative distribution shown in Figure 5.7 are used to select suitable
CPTWLs that are able to produce motion compensated ISAR images with the
desired cross-range resolution ∆rcd given in Table 5.1. The achievable cross-range
resolution shown in the cumulative distribution suggests that suitable CPTWLs
for the yacht, the fishing trawler and the survey vessel are {0.55 s, 0.85 s},












Figure 5.7: Diagram showing the histogram of the number of suitable CPIs and
their respective cross-range resolution as a function of the initial CPTWL ∆τ (in)
for (a) the yacht, (b) the fishing trawler and (c) the survey vessel
pothesis that longer CPTWLs may be accommodated for larger vessels in order
to obtain motion compensated ISAR images with the desired medium cross-range
resolution.
The effectiveness of the suggested CPTWL for the yacht was demonstrated us-
ing radar data that was measured during the same time period as the motion
dataset. The radar recording was obtained with an experimental X-band radar
that transmitted a stepped frequency waveform with the following radar pa-
rameters: a frequency step of 4 MHz, 64 pulses in an ISAR burst and a burst
repetition frequency of 154 Hz. A photo of the instrumented yacht is shown in
Figure 5.8. The motion data and the radar data were both time-stamped using a
GPS receiver, which made it possible to extract useful radar data corresponding
to the absolute time period of a suitable CPI for ISAR imaging purposes.
Figure 5.9 shows motion compensated ISAR images of the yacht for three different
CPTWLs. Translation motion compensation was achieved by using the global
range alignment algorithm [29] and the autofocus algorithm proposed by Yuan
and Casasent [30]. Figure 5.9(a) shows the ISAR image of the yacht for a
CPTWL of 0.2 s. The spreaders along the masts of the yacht can be observed;
however, the image has a few undesirable characteristics: the cross-range resolu-
tion is poor because the change in aspect angle (or pitch motion) over the CPI is












Figure 5.8: Photo of the Esperance yacht
the yacht is not clearly apparent. In this case, the CPTWL is too short. These
limitations are overcome when the CPTWL is increased to 0.8 s, as shown by the
ISAR image in 5.9(b). It should be noted that the CPTWL of 0.8 s corresponds
to that suggested by the proposed MACS algorithm for the yacht dataset. Lastly,
when the CPTWL is increased further to 1.6 s, it leads to a blurred ISAR image,
as shown by Figure 5.9(c). In this case, the CPTWL is too long and blurring is
caused by the yacht’s 3-D rotational motion over the CPI.
Figure 5.9: Motion compensated ISAR images of the yacht obtained using mea-
sured radar data for a CPTWL of (a) ∆τ = 0.2 s, (b) ∆τ = 0.8 s and (c)
∆τ = 1.6 s
As described previously, the absolute time of the suitable CPIs with the de-












for ISAR imaging purposes. This can be achieved when the motion data and
the radar data are time-stamped by using the same time clock. This feature
would provide significant computational savings for RCS measurement applica-
tions where long radar recordings are made and only a few high quality ISAR
images are required. Lastly, the range of CPTWLs that is suggested by the
MACS algorithm can be used to select an effective initial CPTWL for optimum
imaging selection algorithms that operate on measured radar data. The value
of using the suggested CPTWLs to choose an effective initial CPTWL value for
the MC-ATWS algorithm is demonstrated in the next section.
5.6.2 Effectiveness of the suggested CPTWLs for the MC-
ATWS algorithm
The MACS algorithm uses measured motion data to suggest a range of CPTWLs
that is suitable for ISAR imaging. A range of suitable CPTWLs is suggested
after assessing a range of initial CPTWLs. An improved or optimum CPTWL
can be obtained by applying the MC-ATWS algorithm to the measured radar
data. The MC-ATWS algorithm uses the contrast of the measured ISAR images
to select the optimum imaging parameters for a particular radar recording. The
MC-ATWS algorithm was applied to the measured radar recording with a sliding
window of 8 HRR profiles, an initial window length increase, denoted as “2n” in
[28] and 2p in Chapter 6, of 12 HRR profiles, and three different initial CPTWLs,
denoted by ∆τ (in). The results obtained are shown in Figure 5.10 and Table 5.2.
Table 5.2: Summary of results obtained from applying the MC-ATWS algorithm
to a subset of measured radar data
Initial CPTWL Optimum CPTWL Optimum central instant
∆τ (in) ∆τopt τopt
0.2 s 0.34 s -0.64 s
0.8 s 0.86 s -0.34 s
1.6 s 1.64 s -0.15 s
Figure 5.10 shows that the image contrast (IC) of ISAR images of small vessels












Figure 5.10: Image contrast plots for an initial CPTWL of (a) ∆τ (in) = 0.2 s,
(b) ∆τ (in) = 0.8 s, and (c) ∆τ (in) = 1.6 s
clearly shows that the optimum central instant τopt and the optimum CPTWL
∆τopt are dependent on the intial CPTWL, for small vessels. It should be noted
that the authors of [28] clearly mention that their proposed algorithm has not
been tested on small ships, as this represented future work.
The optimum imaging parameters shown in Table 5.2 were applied to the radar
recording and the ISAR images that were obtained are illustrated in Figure 5.11.
The ISAR images shown in Figure 5.11 are very similar to the images illustrated
in Figure 5.9. Thus, the comments that were made about Figure 5.9 apply to
Figure 5.11 as well. It should be noted that it is only Figure 5.11 (b) that shows
an image of the yacht with two equally long masts. Moreover, the optimum
CPTWL of 0.86 s was obtained by using a good quality initial CPTWL value
of ∆τ (in) = 0.8 s, which was selected from the range of CPTWLs suggested by
the MACS algorithm. This demonstrates the value of the MACS algorithm in
providing a good quality initial CPTWL for the MC-ATWS algorithm when it












Figure 5.11: ISAR images obtained with the optimum imaging parameters of
(a) ∆τopt = 0.34 s and τopt = 1s, (b) ∆τopt = 0.86 s and τopt = 1.3 s, and (c)
∆τopt = 1.6 s and τopt = 1.5 s
5.7 Conclusions
This chapter presented a new technique, referred to as the MACS algorithm,
which selects suitable CPTWLs for ISAR imaging of cooperative sea vessels.
The proposed algorithm uses measured motion data of an instrumented vessel to
extract the image-generating Doppler components, which consist of the Doppler
generating axis of rotation and the effective angular rotation rate. Thereafter,
the MACS algorithm uses the image-generating Doppler components to sug-
gest suitable CPTWLs that may be used to obtain motion compensated ISAR
images with limited blurring due to 3-D rotational motion. Furthermore, the
suggested CPTWLs minimise the error in the predicted cross-range resolution
due to changes in the Doppler generating axis of rotation over the CPI.
The MACS algorithm was applied to motion datasets of three different classes
of sea vessels: a yacht, a fishing trawler and a survey vessel. The suggested
CPTWLs indicate that a longer CPTWL is needed for larger vessels. Exper-
imental results obtained using the measured radar data of a yacht show the
effectiveness of the proposed algorithm.
The MACS algorithm showed that measured motion data of sea vessels can be












cooperative vessels. Moreover, it ensures that the CPTWLs are long enough to
obtain ISAR images with the desired cross-range resolution.
The suggested CPTWL may be used to select an effective initial CPTWL for
the MC-ATWS algorithm when it is applied to measured radar data of small
vessels. Another good feature associated with the MACS algorithm is that,
when the radar and motion data are time-stamped using the same time clock, the
proposed MACS algorithm is able to identify subsets of radar data that are useful
for cooperative ISAR imaging purposes. In this way significant computational
savings may be achieved for RCS measurement applications, where long radar
recordings are made and only a few high-quality ISAR images are required.
The next chapter presents a new technique that selects optimum imaging inter-
vals for ISAR imaging of non-cooperative vessels. This technique only considers
the measured radar data of a vessel and assumes that the corresponding motion
















In maritime surveillance applications, long HRR recordings of non-cooperative
sea vessels are used to produce ISAR images that are useful for ship classification.
The literature has demonstrated that 2-D ISAR images of sea vessels have the
potential to aid classification, as shown in papers by Bon et al. [6] and Musman
et al. [7]. Moreover, both [6] and [7] claim that side-view ISAR images contain
discriminant information for ISAR-based ship classification, which is essential
for peacetime applications, such as fishing monitoring, search and rescue and the
prevention of poaching and terrorism at sea.
However, it is a challenging task to isolate focused side-view ISAR images of a
non-cooperative vessel from a long radar recording, because a vessel’s roll, pitch
and yaw motion affects the presentation of the vessel in the ISAR image and
because the 3-D rotational motion also causes blurring in many ISAR images, as












Many algorithms have been proposed in the literature to identify optimum imag-
ing intervals for ISAR imaging of non-cooperative sea vessels. These algorithms
can be grouped into, firstly, frame selection techniques and, secondly, joint frame
and optimum CPTWL selection techniques. Examples of the former include pa-
pers by Hajduch et al. [19], Rihaczek and Hershkowitz [32], Li et al. [34] and
Pastina and Spina [41], whereas an example of the latter is the MC-ATWS algo-
rithm proposed by Martorella and Berizzi [28]. Frame selection techniques use
a single initial CPTWL to break up a long radar recording into many frames,
and then use appropriate criteria to select frames that correspond to optimum
imaging intervals. Similarly, the first step of joint frame and CPTWL selection
techniques involves the selection of frames that correspond to optimum imaging
intervals, whereas the next step addresses the optimisation of the CPTWLs of
all the intervals that are found.
Frame selection techniques are limited because they do not show how an effective
initial CPTWL should be chosen, and because they assume that the initial
CPTWL is approximately equal to the duration of all the optimum ISAR imag-
ing intervals in the radar recording. Furthermore, algorithms in [32], [34] and
[41] are problematic to implement with real data, firstly, because they require
accurate phase unwrapping and, secondly, because algorithms in [32] and [41]
assume accurate tracking of a scatterer at the bow and the stern of the ship
that are of the same width and at the same height position, which is difficult to
achieve in practice.
The joint frame and optimum CPTWL selection technique proposed by Mar-
torella and Berizzi in [28] addresses most of the limitations of existing frame
selection techniques in the literature. The MC-ATWS algorithm estimates the
optimum centre time position and the optimum CPTWL that provides the most
focused ISAR image in the radar recording; this algorithm does not require
problematic phase wrapping, nor does it assume any a priori knowledge of the
non-cooperative sea vessel. However, MC-ATWS has several limitations: the
algorithm only estimates the parameters of a single imaging interval and ig-
nores other optimum imaging intervals that may exist in a long radar recording;












rithm’s performance is dependent on the value of the initial CPTWL, as shown
by Abdul Gaffar et al. in [44]; furthermore, the highly focused ISAR image that
corresponds to the optimum imaging interval does not always correspond to a
side-view ISAR image, which is desired for ship classification.
This chapter proposes the extended maximum-contrast-based automatic time
window selection (EMC-ATWS) algorithm; this identifies multiple optimum imag-
ing intervals for small non-cooperative sea vessels, which possess prominent su-
perstructures and are sailing inbound/outbound with respect to the radar. The
proposed technique is superior to the original MC-ATWS algorithm because it
uses a range of initial CPTWLs, which means that the proposed algorithm’s
performance is not dependent on a single initial CPTWL. Furthermore, the
EMC-ATWS algorithm offers the advantage of extracting more than a single
optimum imaging interval from a radar recording. Lastly, the imaging intervals
that are found give rise to focused side-view ISAR images. These images are a
rich source of information for operator assisted ship classification, where the user
selects which ISAR images are used for classification.
The system model is described in Section 6.2. Section 6.3 summarises the relevant
features of Martorella and Berizzi’s MC-ATWS algorithm and highlights a few
limitations of the existing technique. Thereafter, the proposed EMC-ATWS
algorithm is presented in Section 6.4. This algorithm was applied to measured
radar recordings of two non-cooperative sea vessels and the results obtained are
shown in Section 6.5. Lastly, conclusions are given in Section 6.6.
6.2 System Model
The system model considers a monostatic ground-based radar that illuminates
a vessel at sea. The mathematical description of the system model presented in
this section is similar to the model described in [28], which expresses the complex
baseband radar received signal in a time-frequency format, denoted by SR(f, t),
as:
SR(f, t) = W [f, t]
∫












where W [f, t] = rect ((t− τ) /∆τ) rect ((f − fc) /B), fc is the carrier frequency,
B represents the effective transmit bandwidth over the CPI, τ is the central
time of the CPI, ∆τ is the CPTWL of the CPI, c is the speed of light, R (x, t) is
the distance between the radar and a generic point x that changes with time t
due to a vessel’s translation and 3-D rotational motion, and α (x) is the vessel’s




Assume that the radar transmits a stepped frequency waveform and the motion
of the vessel is stationary over the burst. Then, the HRR profiles of the vessel
may be obtained by applying the Inverse Fourier Transform (IFT) along the
frequency dimension f of the received signal, as follows:
SR(η, t) = IFT f→η [SR(f, t)] (6.2)
where η represents down-range.
Thereafter, an ISAR image of the vessel can be obtained by applying range
alignment, autofocus and polar reformatting [40] to the HRR profiles. Assume
that scatterers of the vessel do not migrate through cells in the ISAR image,
i.e. the vessel’s cross-range and down-range extent is smaller than the criteria
defined in [23]. Then, the data measured in the polar grid is approximately equal
to a regularly sampled rectangular grid. In this case, only range alignment and
autofocus are needed obtain an ISAR image, and polar reformatting is not of
great importance.
Let S̃R(η, t) represent the range aligned HRR profiles and let ϕ (t) denote the
phase history used to perform autofocus. Using this notation, the ISAR image
intensity for a CPI with a central time of τ and a CPTWL of ∆τ , denoted by
I (η, ν; τ,∆τ), can be obtained by applying the Fourier Transform (FT) along
the time dimension t of the HRR profiles after range alignment and autofocus:
I (η, ν; τ,∆τ) =











6.3. SUMMARY OF THE MC-ATWS ALGORITHM
where ν represents Doppler frequency in the cross-range dimension and (η, ν) are
the two ISAR image coordinates.
In summary, a single 2-D ISAR image can be generated from many successive
HRR profiles. The time interval of the set of HRR profiles is referred to as a
CPI, which consists of a centre time τ and a CPTWL ∆τ . Since the cross-
range dimension of an ISAR image fundamentally represents Doppler frequency,
it is the rotation motion of the sea vessel over the CPI that affects the Doppler
information in the ISAR image. Small sea vessels naturally possess 3-D rotation
motion (roll, pitch and yaw) that changes rapidly over successive CPIs, and it
is this chaotic motion that often produces blurry ISAR images and successive
images with fast changing Doppler information. Thus, it is a challenging task
to isolate the imaging intervals that give rise to focused ISAR images. The MC-
ATWS algorithm is a technique, which estimates the optimum imaging interval
that produces the most focused ISAR image from a long radar recording of a
non-cooperative vessel.
6.3 Summary of the MC-ATWS Algorithm
The MC-ATWS algorithm proposed by Martorella and Berizzi in [28] measures
the focus of ISAR images using the mathematical formulation of the normalised
IC, and estimates the centre time and the CPTWL of a single CPI that gives
rise to the most focused ISAR image. The algorithm is based on a double linear
search strategy. Firstly, the long radar recording of HRR profiles is broken down
into many overlapping frames, with equal CPTWLs given by ∆τ (in), and the
algorithm calculates the IC of each frame. Then, the algorithm estimates the
optimum centre time τopt that corresponds to the centre time of the frame with
the highest IC. In the next step, the optimum CPTWL ∆τopt is estimated by
varying the length of the initial CPTWL ∆τ (in) to optimise the IC of the resulting
ISAR image with a centre time of τopt. The MC-ATWS algorithm can be broken











6.3. SUMMARY OF THE MC-ATWS ALGORITHM
1. Initialisation: assign appropriate values to the initial CPTWL (s), de-
noted by ∆τ (in), the initial window length increase (in number of HRR
profiles), denoted by 2p, and the step size that the sliding window moves
between two successive CPIs (in number of HRR profiles), which is denoted
by s.
2. Obtain the IC of all the frames: break up the HRR radar recording
of the sea vessel into many frames or CPIs. Each frame has a CPTWL of
∆τ (in) and the step size between two successive frames is given by s HRR
profiles. Calculate the IC of all the frames using the following general
formula:
IC (τ,∆τ) =
√√√√A{[I (η, ν; τ,∆τ)− A {I (η, ν; τ,∆τ)} ]2}
A {I (η, ν; τ,∆τ)}
(6.4)
where A (·) is the mean operator over the variables (η, ν).
3. Estimate the optimum centre time (τopt): the optimum centre time












This method is referred to as the maximum position locator (MPL) algo-
rithm in [28].
4. Estimate the optimum CPTWL (∆τopt): in this step, the CPTWL
of the frame with centre time τopt is iteratively adjusted to maximise the
contrast of the resulting ISAR image. This technique is referred to as the
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where fBRF is the BRF of the radar given by
M
fBRF
, M is the number





opt , k, h, are used in the WLE algorithm.




k ∈ {1, 2, · · · , p} and h ∈ Z+.


























(in) , algorithm terminates
ELSE: go to step 4d
ELSE: go to step 4c
(c) Increase the initial CPTWL to maximise IC:
i. Increment h














































6.3. SUMMARY OF THE MC-ATWS ALGORITHM
iii. Increment k, initialise h = 1
IF k ≤ p : go back to step 4(c)ii
ELSE: go to step 4e
(d) Decrease the initial CPTWL to maximise IC:
i. Increment h


































is referred to as
the WLEdec criteria.
iii. Increment k, initialise h = 1
IF k ≤ p : go back to step 4(d)ii
ELSE: go to step 4e
(e) Assign optimum CPTWL: ∆τopt = ∆τ
(k)
opt
The MC-ATWS algorithm has been shown to be an effective technique for finding
the parameters of the optimum imaging interval for ISAR imaging of large ships
[28]. However, the MC-ATWS algorithm does not show how an effective value for
the initial CPTWL should be chosen. Moreover, Abdul Gaffar et al. have shown
that the initial CPTWL is critical to the algorithm’s performance when it is
applied to radar recordings of small sea vessels [44]. If the chosen initial CPTWL
is much larger than the optimum CPTWL in the radar recording, then all the
frames will possess significant 3-D rotation motion, and maximising the IC of
blurry ISAR images would not identify the centre time of the optimum imaging











6.4. THE PROPOSED EMC-ATWS ALGORITHM
optimum CPTWL, then successive frames around the optimum imaging interval
will produce ISAR images with similar IC values and there would not be a single
IC peak to ease the task of estimating the optimum centre time. In addition, long
radar recordings typically have multiple optimum imaging intervals with varying
optimum CPTWLs, and the current MC-ATWS algorithm is unable to estimate
the parameters of multiple optimum intervals because the technique assumes
that the initial CPTWL that is chosen is approximately equal to a single present
optimum CPTWL.
The ISAR image corresponding to the estimated optimum imaging interval does
not always correspond to a side-view ISAR image that is desired for operator
assisted ship classification. This chapter proposes a new algorithm, referred to
as the EMC-ATWS algorithm, which addresses these limitations of the current
MC-ATWS algorithm.
6.4 The Proposed EMC-ATWS Algorithm
The proposed EMC-ATWS algorithm was developed to estimate the parameters
of multiple optimum imaging intervals, which generate side-view ISAR images of
a small non-cooperative vessel of interest from a long radar recording. In order
to obtain a side-view ISAR image that contains significant Doppler information,
a vessel with prominent superstructures should be sailing inbound/outbound
with respect to the radar; when the vessel possesses dominant pitch motion, the
cross-range dimension of the 2-D ISAR image is along the height of the vessel
and a side-view ISAR image is generated. A side-view image is desired because
it contains many features that may be used for classification: length, number
of superstructure breaks, mast heights and distance between masts as described
in references [6] and [7]. For this reason, the proposed EMC-ATWS algorithm
assumes that the radar is tracking an inbound/outbound vessel with prominent
superstructures; this makes it possible to obtain a side-view ISAR image with












6.4. THE PROPOSED EMC-ATWS ALGORITHM
The EMC-ATWS algorithm uses a modified calculation of the IC, referred to
as the IC with zero Doppler masking (ZDM), which disregards the cross-range
cells around zero Doppler in order to measure the focus of motion compensated
ISAR images. Similar to the MC-ATWS algorithm, the calculated IC values are
used to estimate the parameters of the optimum imaging intervals. The pro-
posed technique uses a range of initial CPTWLs to search for multiple optimum
intervals that may have different optimum CPTWLs. For each initial CPTWL,
the radar recording is broken down into many frames, and each frame’s CPTWL
is equal to the initial CPTWL. Furthermore, the frames are separated so that
successive frames have a fixed overlap factor. The EMC-ATWS technique then
calculates the IC associated with all the frames, and candidate optimum centre
times are estimated by identifying the existing local maxima. The estimated cen-
tre times are referred to as candidates because they require further assessment
before they can be declared as optimum centre times. Note that each candidate
optimum centre time has an associated initial CPTWL, which is given by the
corresponding initial CPTWL used.
Thereafter, the candidate optimum centre times and the associated initial CPTWLs
are used to generate candidate optimum ISAR images. This chapter also pro-
poses the image test (IT) algorithm, which is used to reject candidate optimum
intervals that generate undesirable ISAR images. More details of the undesirable
characteristic are explained later in this section. The centre times of the accepted
candidate optimum intervals are identified as the optimum centre times for the
radar recording. Finally, a modified WLE algorithm is applied to the accepted
candidate optimum intervals to obtain the associated optimum CPTWLs that
produce highly focused side-view ISAR images.
The proposed EMC-ATWS algorithm can be broken down into the following
steps:
1. Initialisation: assign values to a range of J initial CPTWLs (s), denoted
by ∆τ (in) =
{
∆τ (in) (1) , ∆τ (in) (2) , · · · ∆τ (in) (j) · · · ∆τ (in) (J)
}
,
the initial window length increase (in number of HRR profiles), denoted











6.4. THE PROPOSED EMC-ATWS ALGORITHM
Other variables, which are introduced later in this section, that also require
initialisation are the following: the Doppler bandwidth about 0 Hz that is
masked by IC with ZDM, which is denoted by Bzdm; the energy threshold
(in Decibels), which is represented by εthres; and the Doppler bandwidth
about 0 Hz that is used to test for undesirable characteristics in an ISAR
image, which is denoted by Bzdt.
2. For each initial CPTWL, break down the radar recording into
many frames and calculate the IC with ZDM for each frame:
The IC calculation used in the MC-ATWS algorithm takes into account
all Doppler cells of an ISAR image, as shown in (6.4). As a result, the
MC-ATWS algorithm associates a high IC value with an ISAR image that
possesses little Doppler energy and in certain radar recordings, the corre-
sponding interval may be identified as the optimum imaging interval, i.e.
the interval that produces the most focused ISAR image. However, ISAR
images with little Doppler energy are undesirable because they do not pos-
sess the most discriminant information for ship classification. This chapter
proposes a modified IC, referred to as the IC with ZDM, which does not as-
sociate a high IC value with ISAR images with little Doppler energy. The
IC with ZDM, denoted by ICzdm, measures the focus of an ISAR image
by disregarding the Doppler cells around 0 Hz with a bandwidth of Bzdm.
Stated mathematically, the ICzdm value for an interval with a centre time
of τ and a CPTWL of ∆τ is given by:
ICzdm (τ,∆τ, Bzdm) =
√√√√Azdm
{[
I (η, ν; τ,∆τ)− Azdm {I (η, ν; τ,∆τ)}
]2}
Azdm {I (η, ν; τ,∆τ)}
(6.8)






3. Estimate multiple candidate optimum centre times: For each initial
CPTWL, the corresponding IC with ZDM is used to estimate multiple











6.4. THE PROPOSED EMC-ATWS ALGORITHM
for the jth initial CPTWL, denoted by ∆τ (in), are estimated by the local
maxima of the corresponding ICzdm, which is given by:







τ,∆τ (in) (j) , Bzdm
)]}
(6.9)
where locmax2 represents the local maxima operator, which identifies local
maxima as peak values that have two decreasing points on either side. The
candidate optimum centre times corresponding to the jth initial CPTWL




τ jcopt (1) τ
j
copt (2) · · · τ jcopt (i) · · · τ jcopt (Ij)
}
and Ij represents the number of optimum centre times that are estimated
for the jth initial CPTWL. Note that the ith candidate optimum centre
time τ jcopt (i) has an associated initial CPTWL, denoted by ∆τ
(in) (j), and
these are parameters of a candidate optimum imaging interval. The HRR
profiles corresponding to the candidate optimum imaging intervals are used
to obtain the candidate optimum ISAR images.
In order to declare a local maximum, the number of decreasing points on
either side was chosen to be two because it provides a suitable trade-off
between having many false candidate optimum imaging interval alarms,
when the number of decreasing points is set to one, and being to estimate
close spaced optimum imaging intervals.
4. Reject the candidate optimum intervals that produce undesir-
able ISAR images: All the candidate optimum ISAR images have the
good feature of possessing a relatively high IC. However, the proposed
algorithm aims to select only the candidate optimum intervals that gener-
ate side-view ISAR images, which are desirable for operator assisted ship
classification. Thus, it is important to assess each candidate optimum
ISAR image and reject the undesirable images, i.e. side-view ISAR images
with a long CPTWL that causes scatterers along a mast to possess both
positive and negative Doppler frequencies.
A side-view ISAR image is generated when an inbound sea vessel pos-
sesses pure uniform pitch motion over the imaging interval. Furthermore,











6.4. THE PROPOSED EMC-ATWS ALGORITHM
Doppler frequency of scatterers along a vessel’s masts is only positive or
only negative, i.e. the Doppler frequency of the scatterers should not
change from positive to negative Doppler over the CPI. When this con-
dition is satisfied, Martorella’s cross-range scaling algorithm [27] can be
used to obtain cross-range scaled ISAR images, which is desirable for op-
erator assisted classification.
This chapter proposes the IT algorithm that assesses the candidate opti-
mum ISAR images and rejects the corresponding candidate optimum imag-
ing intervals that produce side-view ISAR images with a long CPTWL,
which causes scatterers along a mast to possess both positive and negative
Doppler frequencies. The IT algorithm performs a long CPTWL side-view
image test (LCSIT) to ensure that the optimum ISAR images have only
positive or only negative Doppler, and this makes it possible to obtain
cross-range scaled ISAR images with reasonable accuracy, as discussed in
[27]. The IT of an interval with a centre time of τ and a CPTWL of ∆τ
is mathematically expressed as IT (εthres, Bzdt; τ,∆τ), where εthres and Bzdt
have been defined earlier in this section. Note that the IT algorithm as-
signs the value 1 to the imaging interval that produces a desirable side-view
ISAR image. Otherwise, the value 0 is assigned.
The IT value of the candidate optimum ISAR image with a centre time of
τ jcopt (i) and a CPTWL of ∆τ
(in)(j) is calculated using the following steps:
(a) For each down-range cell in the candidate optimum ISAR image, sum
up the energy along the Doppler dimension and find the down-range















where ηmax represents the down-range cell with the most energy, sumv
is the sum operator over the variable ν, and IdB denotes the ISAR
image in Decibels (dB).
(b) Apply the LCSIT to the candidate optimum ISAR image: When an











6.4. THE PROPOSED EMC-ATWS ALGORITHM
and the CPTWL is kept short, then the Doppler frequencies of scat-
terers along the mast are either only positive or only negative and
cross-range scaling can be achieved. However, when the CPTWL is
increased, the ISAR image shows the scatterers along the mast pos-
sessing both positive and negative Doppler frequencies due to the
velocity of the scatterers changing direction over the imaging inter-
val. In this case, accurate cross-range scaling is difficult to achieve
using conventional algorithms [23], and for this reason, such ISAR
images are not desirable. The LCSIT algorithm assesses candidate
optimum ISAR images for masts with positive and negative Doppler
energy by finding the difference in energy between the sum of the pos-
itive Doppler cells from 0 Hz to Bzdt/2 and the sum of the negative























where ν−B ∈ [−Bzdt/2 0] and ν+B ∈ [0 Bzdt/2]. If εLCSIT < εthres, then
the candidate optimum ISAR image may contain masts with positive
and negative Doppler frequencies.
It should be noted that (6.10) and (6.11) assumes that the vessel of
interest may be represented by point scatterers with equal reflectivity.
Thus, the range bin with the greater energy would correspond to a
mast of a vessel.
(c) If εLCSIT is less than the energy threshold εthres, then the candidate
optimum ISAR image is rejected and the value of 0 is assigned to the
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value 1 is assigned to the IT. Stated programmatically:
IF (εLCSIT < εthres) : reject the candidate optimal



















Lastly, for all overlapping accepted candidate optimum intervals, only re-
tain the interval with the longest CPTWL. Assign τ jcopt (i) to the q
th opti-
mum centre time and ∆τ (in) (j) to the qth initial CPTWL
τopt (q) = τ
j
copt (i) (6.14)
∆τ (in) (q) = ∆τ (in) (j) (6.15)
where q ∈ {1, 2, · · · Q}, and Q is number of non-overlapping accepted
candidate optimum intervals.
5. Estimate the optimum CPTWLs associated with all Q optimum
centre times: This step involves iteratively adjusting the qth initial CPTWL
∆τ (in) (q), to obtain the qth optimum CPTWL, denoted by ∆τopt (q). The
iterative technique estimates the optimum CPTWL by satisfying two ob-
jectives: to maximise the IC of the resulting ISAR image and to ensure
that the resulting ISAR image has an IT value of 1. The technique used
to estimate the optimum CPTWL is referred to as the extended window
length estimator (EWLE) algorithm, which is an extension of the existing
WLE algorithm proposed in [28]. The processing steps of the EWLE al-
gorithm are similar to the WLE algorithm, but there are two differences:
the EWLE algorithm uses the IC with ZDM, formulated in (6.8), instead
of the IC used in [28] (see (6.4)), and the EWLE techniques uses the new
EWLEinc/EWLEdec criteria instead of the WLEinc/WLEdec criteria used in

















































εthres, Bzdt; τopt (q) ,∆τcopt (q)
))
(6.17)
The EWLE algorithm is applied to all Q initial CPTWLs to obtain Q opti-
mum CPTWLs, denoted by ∆τ opt = {∆τopt (1) ∆τopt (2) · · · ∆τopt (Q)}.
In summary, the proposed EMC-ATWS algorithm estimates Q optimum
imaging intervals, where the parameters of the qth optimum imaging inter-
val are given by the optimum centre time τopt (q) and the optimum CPTWL
of ∆τopt (q).
6. Reduce streaks from the optimum ISAR images: ISAR images of
vessels may contain streaks, which are caused by onboard rotating parts
such as antennas. The streak reduction algorithm proposed in [7] is applied
to all the optimum ISAR images so that the images shown to the user
possess less prominent streaks. Another algorithm to remove streaks was
proposed by Li and Ling in [128].
6.5 Results
The MC-ATWS algorithm and the proposed EMC-ATWS algorithm were applied
to measured radar recordings of two non-cooperative yachts, and the results
obtained are presented in this section. Radar recordings were obtained from












experimental X-band radar was used to obtain HRR profiles of the vessels using
a stepped frequency waveform.
In both recordings, the following radar parameters were used: a frequency step
of 4 MHz, 64 pulses in an ISAR burst and a burst repetition frequency of 154 Hz.
Radar measurements of a sphere suspended from a helicopter were used to com-
pensate the measured HRR profiles for the radar’s non-ideal response over the
stepped frequency band.
The two yachts used are illustrated in Figure 6.1. Separate radar recordings were
made for each vessel and, in both recordings, the corresponding vessel was sailing
inbound with respect to the radar. The Esperance and Tigresse radar recordings
were approximately 23 s and 12 s in duration respectively. In both the MC-
ATWS and the EMC-ATWS algorithms, translation motion compensation was
achieved by using the range alignment and autofocus algorithm proposed by
Haywood and Evans in [61]. The autofocus algorithm is commonly referred to
as the dominant scatterer algorithm (DSA).
The proposed EMC-ATWS algorithm assumes that the autofocus algorithm ac-
curately identifies zero-Doppler in the ISAR image. The DSA algorithm is an
effective technique for identifying the zero-Doppler because it chooses a reference
scatterer that has the least amplitude variance over the CPI. Range bins that
correspond to masts are typically not chosen because there are many scatter-
ers that sum up constructively and destructively over the CPI, leading to larger
variance than a single scatterer on the vessel deck, which is at zero-Doppler.
Firstly, the MC-ATWS algorithm was applied to both recordings to estimate the
parameters of the optimum imaging interval that produces the ISAR image with
the highest IC. The following parameter values were used in the MC-ATWS
algorithm: an initial CPTWL ∆τ (in) of 0.83 s, a sliding window of 32 HRR
profiles and an initial window length increase 2p of 12 HRR profiles. Figure 6.2
illustrates the result obtained from the Esperance recording.
Figure 6.2(a) shows the IC versus time and Figure 6.2(b) shows the motion












Figure 6.1: Photos of the two non-cooperative yachts: (a) the Esperance yact,
and (b) the Tigresse yacht
parameters τopt = 7.2 s and ∆τopt = 1.1 s. The optimum ISAR has the good
feature of possessing a high IC, but the image exhibits very little Doppler infor-
mation, which is not desirable for ship classification. Similar trends can be seen












Figure 6.2: Results from applying the MC-ATWS algorithm to the radar record-
ing of the Esperance: (a) IC versus time, (b) motion compensated ISAR image
obtained from the optimum imaging interval with τopt = 7.2 s and ∆τopt = 1.1 s
Figure 6.3: Results from applying the MC-ATWS algorithm to the radar record-
ing of the Tigresse: (a) IC versus time, (b) motion compensated ISAR image












Thereafter, the EMC-ATWS algorithm was applied to both radar recordings
to estimate the parameters of multiple optimum imaging intervals that pro-
duce highly focused side-view ISAR images. The EMC-ATWS was initialised
with the following parameters: a range of initial CPTWL given by ∆τ (in) =
{0.5 s, 0.7 s, · · · , 2.5 s}, an overlap factor of γ = 0.75, an initial window length
increase 2p of 12 HRR profiles. Suitable values for Bzdm, Bzdt, εthres are depen-
dent on the sea state, the sailing profile of the vessel with respect to the wind
direction, the size of the vessel of interest, the signal-to-noise ratio of the radar
measurements and the side-lobe level achieved after calibration. In the dataset
of the Esperance and the Tigresse, the radar data and the environmental condi-
tions were analysed and the following parameter values were used: Bzdm = 15 Hz,
Bzdt = 60 Hz and εthres = 8 dB.
For each initial CPTWL, the recording was broken down into many frames and
the IC with ZDM was calculated for each frame. Subsequently, multiple candi-
date optimum intervals are estimated from the local maxima of the IC with ZDM
values associated with the frames. The IT was applied to the candidate optimum
ISAR images and the candidate optimum intervals that produce ISAR images
with undesirable characteristics were rejected. Lastly, the optimum CPTWL re-
lating to each accepted candidate optimum interval was estimated by optimising
the IC with ZDM of the corresponding ISAR image.
The EMC-ATWS algorithm was applied to the Esperance radar recording to
extract multiple focused side-view ISAR images. Figure 6.4 illustrates the candi-













Figure 6.4: Diagram showing the candidate optimum intervals and the accepted
candidate optimum intervals that were identified after applying the proposed












The candidate optimum ISAR images corresponding to the candidate optimum
intervals for ∆τ (in) = 0.5 s are shown in Figure 6.5. It is only Figure 6.5(a)
that has an IT value of 1 and it is the only candidate optimum imaging interval
that is accepted from the four available candidate optimum imaging intervals for
∆τ (in) = 0.5 s.
Figure 6.5: Candidate optimum ISAR images of the Esperance radar recording












Next, the overlapping accepted candidate optimum intervals are identified, and
only the accepted candidate optimum interval with the longest initial CPTWL
is retained. Thereafter, the EWLE algorithm is applied to the non-overlapping
intervals that remain to estimate the optimum CPTWL associated with each in-
terval. The optimum centre times and the optimum CPTWLs that are estimated
correspond to the parameters of the optimum imaging intervals.
Figure 6.6 illustrates the non-overlapping accepted candidate optimum inter-
vals and the optimum imaging intervals that were estimated from the Esperance
recording. The motion compensated ISAR images corresponding to the opti-
mum imaging intervals are shown in Figure 6.7. The results show that four
optimum imaging intervals were estimated and that each interval produced a
highly focused side-view ISAR image, which provides discriminant information
for operator assisted ship classification.
Results from applying the EMC-ATWS algorithm to the Tigresse radar recording
are shown in Figure 6.8, Figure 6.9, Figure 6.10 and Figure 6.11. In summary,
the EMC-ATWS algorithm estimates four optimum imaging intervals that each












Figure 6.6: Diagram showing the non-overlapping accepted candidate optimum
intervals and the optimum imaging intervals after applying the proposed EMC-












Figure 6.7: Results from applying the EMC-ATWS algorithm to the radar record-
ing of the Esperance: motion compensated ISAR images obtained from the op-
timum imaging intervals with parameters (a) τopt = 2.5 s and ∆τopt = 2.6 s , (b)
τopt = 9.5 s and ∆τopt = 1 s , (c) τopt = 11.2 s and ∆τopt = 0.8 s , (d) τopt = 16.3 s












Figure 6.8: Diagram showing the candidate optimum intervals and the accepted
candidate optimum intervals that are identified after applying the proposed












Figure 6.9: Candidate optimum ISAR images of the Tigresse radar recording












Figure 6.10: Diagram showing the non-overlapping accepted candidate optimum
intervals and the optimum imaging intervals after applying the proposed EMC-












Figure 6.11: Results from applying the EMC-ATWS algorithm to the radar
recording of the Tigresse: motion compensated ISAR images obtained from the
optimum imaging intervals with parameters (a) τopt = 0.7 s and ∆τopt = 0.5 s ,
(b) τopt = 5 s and ∆τopt = 2.4 s , (c) τopt = 7 s and ∆τopt = 0.5 s , (d) τopt = 8.5 s












In conclusion, results from measured radar data show that the proposed EMC-
ATWS algorithm is an effective technique for estimating multiple optimum imag-
ing intervals that produce focused side-view ISAR images of small non-cooperative
sea vessels.
6.6 Conclusions
This chapter proposed a new algorithm, referred to as the EMC-ATWS algo-
rithm, for estimating multiple optimum imaging intervals for ISAR imaging of
small non-cooperative sea vessels, which possess prominent superstructures and
are sailing inbound/outbound with respect to the radar. The proposed algo-
rithm uses a range of initial CPTWLs and a modified formulation of the IC
to estimate the parameters of multiple optimum imaging intervals that produce
side-view ISAR images.
Both the MC-ATWS and the EMC-ATWS algorithms were applied to measured
radar recordings of two inbound non-cooperative yachts. Results showed that
the MC-ATWS algorithm estimated the parameters of a single optimum imag-
ing interval that produced a highly focused ISAR image with very little Doppler
information, which is undesirable for operator assisted ship classification. Con-
versely, the EMC-ATWS algorithm estimated the parameters of multiple op-
timum imaging intervals that each generated a highly focused side-view ISAR
image.
In summary, results from measured radar data showed that the proposed EMC-
ATWS algoritm was an effective technique for estimating multiple optimum
imaging intervals that produce focused side-view ISAR images of small non-













Conclusions and Scope for
Future Work
7.1 Conclusions
It has been shown in the literature that ISAR images of aircraft and sea vessels are
a rich source of information for classification [7] and RCS measurement purposes
[11], [12]. ISAR uses the 2-D rotational motion of an object to form a radar image.
However, maritime objects possess 3-D rotational motion that often gives rise to
blurry ISAR imagery, which is not desirable because blurry imagery reduces the
probability of correct classification [31].
This thesis has focused on ISAR imaging of cooperative and non-cooperative sea
vessels with 3-D rotational motion. The following aspects of ISAR imaging of
sea vessels were addressed:
1. The effect of a vessel’s 3-D rotational motion on ISAR imagery













3. Selection of suitable CPTWLs that limit the blurring in ISAR imagery of
cooperative sea vessels
4. Selecting multiple optimum imaging intervals that produce side-view ISAR
images of non-cooperative sea vessels
Chapter 3 investigated the effect of 3-D rotational motion on ISAR imaging. A
new quaternion-based system model was proposed to represent the 3-D rotational
motion of a sea vessel. The proposed system model provided the advantage of
directly and independently modelling a vessel’s image-generating Doppler com-
ponents over the CPI. Furthermore, the model was flexible enough to incorporate
measured motion data. Theory and simulations were used to show that, when a
vessel’s Doppler generating axis of rotation varies over time, it causes scatterers
to migrate through cross-range cells. One of the simulations characterised the
migration of a single scatterer through cross-range cells that was exclusively due
to the time-varying nature of the Doppler generating axis of rotation, which has
not been shown in the literature. In summary, results in Chapter 3 provided
a detailed understanding of how 3-D rotational motion gives rise to blurring in
ISAR imagery.
Chapter 4 proposed a new quaternion-based transformation that extracts the
image-generating Doppler components from the measured attitude and GPS
position data of an object. Furthermore, an improved quaternion-based sys-
tem model was proposed that is computationally more efficient than the system
model presented in Chapter 3. The proposed transformation was applied to mea-
sured motion data of a yacht, and the results showed that both the angle of the
Doppler generating axis of rotation and the effective angular rotation rate var-
ied over time. However, there were intervals where the image-generating Doppler
components did not vary over time and by choosing radar data that corresponded
to these intervals, ISAR images with limited blurring were obtained. Thus, the
proposed transformation is a useful tool for assessing the degree of 3-D rota-
tional motion that exists in a CPI for cooperative ISAR applications. In essence,
the transformation provides the ability to gain an in-depth understanding of the












that, when the image-generating Doppler components vary over time, it causes
blurring in ISAR imagery.
In Chapter 5, a new technique was proposed, which is referred to as the MACS
algorithm, that uses measured motion data to select suitable CPTWLs, which
limits the blurring in ISAR images of cooperative vessels. The MACS algorithm
was applied to motion datasets of three different classes of vessels: a yacht,
a fishing trawler and a survey vessel. Results showed that longer CPTWLs
are needed for larger vessels. The effectiveness of the suggested CPTWLs was
demonstrated by using the measured radar data of a yacht. A good feature asso-
ciated with the MACS algorithm is that the suggested range of suitable CPTWLs
is much smaller than that reported in [40]. In addition, the proposed technique
can be used to select an effective initial CPTWL for Martorella/Berrizi’s opti-
mum imaging selection algorithm, when it is applied to measured radar data of
small vessels with chaotic motion. Lastly, when the radar and motion data are
time-stamped using the same time clock, the MACS algorithm is able to offer
significant computational savings by identifying subsets of radar data that would
produce ISAR images with limited blurring for cooperative ISAR applications.
Chapter 6 proposed a new technique, referred to as the EMC-ATWS, that es-
timated the parameters of multiple optimum imaging intervals for generating
focused side-view ISAR images of small non-cooperative sea vessels. The pro-
posed algorithm uses a range of initial CPTWLs and a modified formulation of
the IC to estimate the parameters of multiple optimum imaging intervals. The
proposed EMC-ATWS algorithm was applied to radar recordings of two non-
cooperative yachts. Results show that the EMC-ATWS algorithm estimated the
parameters of multiple optimum imaging intervals that generated highly focused
side-view ISAR images. Thus, the EMC-ATWS algorithm is an effective tech-
nique for identifying side-view ISAR images of small non-cooperative vessels,
which contain discriminant information for operator assisted ship classification.
In summary, this thesis provided an in-depth understanding of how a vessels’s 3-
D rotational motion gives rise to blurring in ISAR imagery. A quaternion-based












nents from measured data, and the results showed that it is the time-varying
nature of the image-generating Doppler components that causes blurring in mea-
sured ISAR imagery. The extracted time-varying image-generating Doppler com-
ponents were used to develop a new technique, referred to as the MACS algo-
rithm, which selected suitable CPTWLs to limit the blurring in ISAR imagery of
cooperative vessels. Lastly, the EMC-ATWS algorithm was proposed for estimat-
ing the parameters of multiple optimum imaging intervals that produce side-view
ISAR images of small non-cooperative sea vessels; these side-view ISAR images
provide discriminant information for operator assisted ship classification.
7.2 Future Work
This section describes future directions for research into ISAR imaging of sea
vessels. In maritime surveillance applications, ISAR images of vessels are used to
provide a rich source of information for classification purposes. As a result, future
work that needs to be done in order to develop an ISAR-based classification
algorithm includes the following:
• ISAR imaging of sea vessels from a non-stationary platform: The
proposed persistent maritime area surveillance system for the South African
EEZ, referred to as Awarenet, requires classification of sea vessels in or-
der to provide situational awarenss relating to activities of interest, such
as illegal fishing and search and rescue. In the current Awarenet design,
the primary radar will be located inside a high altitude airship to cover
a large area of sea. The system is envisaged to operate in a wide range
of environmental conditions, which include strong winds. As a result, the
radar platform is non-stationary and the radar’s received signal will in-
clude Doppler information due to the movement of the platform. Further
research needs to be done into accurately measuring the motion of the
non-stationary platform, and compensating for the platform’s movement,












• Extending the point-scatterer model to obtain more realistic ISAR
images of sea vessels: The current point-scatterer model, which was used
in Chapter 3 and Chapter 4, is limited because it assumes that a complex
object can simply be represented by point-scatterers. The model ignores
scattering phenonma such as diffraction and migration of a specular point
of reflection for curved surfaces. A simple way of extending the simulation
model is to use a physical optics (PO) facet model of sea vessels, which is
discussed in papers by Garcia-Fernandez et al. [129]. Thereafter, existing
electromagnetic simulation, such as CADRCS or SPECRAY EM, can be
used to obtain more realistic EM backscatter of radar energy from a 3-D
model of a vessel.
• Generating focused and artefact-free ISAR images of sea vessels:
Focused and artefact-free ISAR images of sea vessels are desirable, because
they provide a rich source of information for accurate extraction of features
for ship classification purposes. Further research needs to be done to in-
vestigate the effect of multipath, realistic EM backscatter and sea clutter
on ISAR images and to evaluate techniques that remove artefacts caused
by these phenomena in ISAR images.
• Classifying ships using ISAR imagery: ISAR images of sea vessels are
a rich source of information for ship classification. Further work needs to
be done to extract discriminant features from ISAR images, which can be
used for classification purposes.
• Bi-static ISAR imaging of sea vessels: Bi-static ISAR of sea vessels












Signal Hill 2007: Cooperative
yacht measurements
This appendix provides an overview of the measurement trial performed at Signal
Hill, Cape Town during November 2007, and it later focuses on the cooperative
yacht measurements. During this measurement campaign, radar recordings were
made of cooperative and non-cooperative sea vessels. Cooperative vessels were
instrumented with the ADU5 system developed by Thales, which uses four GPS
antennas to compute the attitude and position of an object. The trial lasted
for two weeks and the key objectives were to obtain real world datasets for
the detection of small boats at sea, which was the topic of research for Dr P.
Herselman and R. de Wind, and ISAR imaging of sea vessels with 3-D rotational
motion, which was researched by the candidate with support from his CSIR
supervisor, W. A. J. Nel, and his UCT promoter, Prof M. R. Inggs.
During the trial, an experimental X-band radar was deployed at Signal Hill at a
GPS location of 33◦55′15.62′′S, 18◦23′53.76′′E at a height of 308 m above mean
sea level. A plan view of the deployment site is illustrated in Figure A.1, with
kind permission from Herselman et al. [130], and a photo of the experimental
radar is shown in Figure A.2. The deployment site provided an azimuth coverage











measure non-cooperative vessels when they were approaching or leaving Cape
Town harbour.
Figure A.1: Plan view of the deployment site
Stepped frequency waveforms were used to obtain radar recordings of the ves-
sels. The measured HRR profiles were compensated for by using point scatterer
test targets, which consisted of a sphere suspended by a helicopter (see Figure
A.3). Recordings of the sphere were used to compensate for the measured HRR
profiles of the vessel for the radar’s non-linear and non-ideal response over the
measurement band.
During the Signal Hill deployment, both radar and motion data were obtained
from the Esperance, which is illustrated in Figure A.4. The rest of this ap-
pendix provides more details of the experiments involving the Esperance, since
the related data recordings are used in Chapters 1, 4 and 5 of this thesis.
Figure A.5 illustrates how the four GPS antennas of the ADU5 system were
mounted at the back of the Esperance during the cooperative experiment. The
data processing and recording system, shown in Figure A.5, was placed in the
hatch of the vessel to prevent it from coming into contact with water. A 12V











Figure A.2: Photo of the experimental radar on Signal Hill











Figure A.4: Photo of the Esperance
processed data to a laptop. The system was developed to capture motion data
continuously for up to six hours. Furthermore, it was designed to be mobile so
that this measured system could be used for a variety of different cooperative
vessels. The mobile measurement system was jointly developed by the candidate
as well as W. A. J. Nel, P. Barlow, A. Cilliers and M. Goosen.
Since the ADU5 system is a joint INS/GPS system, it measured the heading,
bank, elevation and GPS coordinates of the vessel. Before the start of the ex-
periment, it was the responsibility of the candidate to instruct the captain of
the vessel to perform two different sailing profiles: an inbound/outbound profile,
where the change in the elevation of the vessel was used to generate a side-view
ISAR image, and a turning/circular profile, where the change in heading of the
vessel was used to produce a top-view ISAR image. Figure A.7 illustrates the
sailing profile of the yacht through the entire experiment, which spanned approx-
imately 2 hours and 12 minutes. The two sailing profiles that were requested are
clearly illustrated in Figure A.8.
The raw motion data that was recorded by the ADU5 system throughout the
experiment is shown in Figure A.9 and Figure A.10. The attitude measurements
in Figure A.10 indicate that there are intervals when the heading of the vessel
is inaccurate. For example, see recording at approximately 2400 s where the











Figure A.5: ADU5 system instrumented on the Esperance
the elevation and bank measurements are incorrect because they do not vary
over time (see recording between 5800 s and 5950 s). However, for most of the
measurements, these inaccuracies are not present and care was taken only to
process subsets of data where these inaccuraties were not present. Examples of
such subsets of motion data are shown in Figure A.11 and Figure A.12. These
motion datasets were smoothed by using a third order polynomial fit to reduce























Figure A.7: Sailing profile of the yacht over the entire experiment
Figure A.8: Zoomed in diagram of the yacht’s sailing profile, which clearly illus-



























































frequency of a scatter:
comparison of two system models
This appendix provides a comparison of the quaternion-based system model pro-
posed in this thesis with the system model originally proposed by Scaglione and
Barbarossa [122], and later by Berizzi et al. in [1]. It is shown that under certain
conditions, these two systems models equivalently express the Doppler frequency
of a scatterer of interest.
The system model considered by Berizzi et al. in [1] is illustrated in Figure B.1.
The global coordinates of the system are aligned with respect to the radar: the
ξ2 axis is aligned along the LOS and the target moves along the trajectory in
the (ξ1, ξ2) plane. A target’s translation and rotational motion give rise to the
total angular rotation vector, denoted by ΩT (t). The projection of ΩT (t) on
the plane orthogonal to the LOS is called the effective rotation vector Ωeff (t).
The imaging plane (x1, x2) is orthogonal to the effective rotation vector, and
x3 is defined to be along the effective rotation vector. It should be noted that












The reflectivity function of the target is defined by the introduction of a new
reference system (y1, y2, y3) that is embedded in the target and it is coincident
that coordinate system of the reflectivity function is aligned to the coordinate
system of the imaging plane.
Figure B.1: System model proposed by Berizzi et al. in [1]
The received signal SR(f, t), after translation motion compensation, is written















where the symbols are defined as follows:
B − bandwidth of the transmitted signal
f0 − carrier frequency
∆τ − coherent processing time window length
g (y)− reflectivity function of the target
V − volume where g (y) is defined
ix2 (t)− unit vector along the x2 axis
For small coherent processing time window lengths of less than 1 s, the total
rotation vector is assumed to be constant over time:
ΩT (t) ∼= ΩT (B.2)
Under the assumption that the imaging plane remains constant over the CPTWL,
the term x2 (y, t) = y·ix2 (t) in B.1 can be expressed in closed form by solving the
differential equation system ẋ (t) = ΩT × x (t), with initial condition x (0) = y,
that describes the target angular motions. The result is given by:
x2 (y, t) = a2 (y) + b2 (y) cos (ΩT t) +
c2 (y)
ΩT










c2 (y) = Ωeffy1 (B.6)
ΩT and Ωeff denote the modulus of the vectors ΩT and Ωeff respectively. ΩT2 is
the coordinate of ΩT along the x2 axis. The authors of [1] state that when low
spatial resolution is required, and by considering typical values of the angular











order Taylor series around t = 0, which gives:
x2 (y, t) = y2 + Ωeffy1t (B.7)
Thus, the Doppler frequency, fd (t) associated with a scatterer at position y =











In the quaternion-based system model presented in Chapter 3, the Doppler fre-








where lk is the distance of the scatterer from the Doppler generating axis of
rotation and θ̇eff is the effective rotation rate.
It should be noted that these two system models both express the Doppler fre-
quency of a scatterer in the same way. However, different notation is used in each
case. In the quaternion-based system model lk is used to denote the lever-arm
distance, and Berizzi et al. use y1 to denote this. Further, the quaternion-based
system model uses θ̇eff to denote the modulus of the effective rotation rate and
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