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Abstract
Recently, the authors obtained new characterizations of the positivity and nonnegativity of a time scale quadratic functional F
with separable endpoints related to a time scale symplectic system (S). In these results, the assumption of normality is absent. In
this paper we present applications of such results. Namely, without assuming normality we derive Sturmian comparison theorems,
results for general jointly varying endpoints, and characterizations of the positivity of F via the corresponding time scale Riccati
equation, a certain perturbed quadratic functional, and a time scale Riccati inequality. These results generalize and unify many
recent as well as classical ones.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we present new results regarding the positivity and nonnegativity of time scale quadratic functionals,
such as
F0(x,u) :=
b∫
a
{
xT CT (I + μA)x + 2μxT CTBu + uT (I + μD)TBu}(t)t,
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452 R. Hilscher, V. Zeidan / J. Math. Anal. Appl. 340 (2008) 451–465with various boundary conditions. Such functionals are associated to the time scale symplectic (or Hamiltonian)
system
x =A(t)x +B(t)u, u = C(t)x +D(t)u, (S)
and the time scale Riccati equation
R[Q](t) := Q − [C(t) +D(t)Q]+ Qσ [A(t) +B(t)Q]= 0. (R)
Here T= [a, b] is a bounded time scale, i.e., a nonempty closed subset of R, with the “forward jump operator” σ(·),
“backward jump operator” ρ(·), “graininess” μ(t) at t ∈ [a,ρ(b)], and with the “time scale derivative” f(t) and
the “time scale integral”
∫ b
a
f (t)t . We refer to [7,8,12] for the elementary and advanced topics of the time scale
calculus, and to [9] for the basic concepts of the time scale symplectic systems. The coefficients A, B, C, D of (S) are
n×n matrix functions which are “piecewise right-dense continuous,” such that the 2n×2n matrix S(t) := (A(t) B(t)C(t) D(t))
satisfies the identity
ST (t)J +JS(t) + μ(t)ST (t)JS(t) = 0 on [a,ρ(b)], (1)
where J := ( 0 I−I 0) is a 2n × 2n matrix with n × n block entries.
It is shown in [9] that system (S), Eq. (R), and functionalF0 incorporate as special cases their classical continuous-
time and discrete-time counterparts, namely
(i) when T= [a, b] is a real connected interval, the Hamiltonian differential system
x′ = A(t)x + B(t)u, u′ = C(t)x − AT (t)u, (Hc)
the Riccati differential equation
Q′ + AT (t)Q + QA(t) + QB(t)Q − C(t) = 0, (Rc)
and the quadratic functional
Fc(x,u) :=
b∫
a
{
xT (t)C(t)x(t) + uT (t)B(t)u(t)}dt,
(ii) when T= [0,N + 1] = {0,1, . . . ,N + 1} is a discrete interval, the discrete symplectic system
xk+1 = Akxk + Bkuk, uk+1 = Ckxk + Dkuk, (Sd )
the discrete Riccati equation
Qk+1(Ak + BkQk) − (Ck + DkQk) = 0, (Rd )
and the discrete quadratic functional
Fd(x,u) :=
N∑
k=0
{
xTk C
T
k Akxk + 2xTk CTk Bkuk + uTk DTk Bkuk
}
.
For the general time scale setting there are in the literature results concerning only the positivity of F0 (with zero
or variable endpoints), which require a normality assumption. That is, the only solution to the system
y =D(t)y, B(t)y = 0, t ∈ [a,ρ(s)],
is y(t) ≡ 0 on [a, s], for all dense (or accumulation) points s ∈ (a, b]. Under this normality, a characterization of
the positivity of F0 is known in terms of the principal solution of (S) (for zero endpoints) in addition to a final
endpoint inequality (for variable endpoints), in terms of a certain conjoined basis (X,U) of (S) with X(t) invertible
on [a, b], hence in terms of the Riccati equation (R) (for zero endpoints). These results are given in [9,13] together
with Sturmian comparison theorems (assuming normality).
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well as of the nonnegativity of quadratic functionals having separable endpoints. These results were motivated by the
continuous time theory regarding the linear Hamiltonian system (Hc) in [20] and by the discrete time theory for the
system (Sd ) originating from [4]. The fact that no normality is assumed in deriving the main results of [17] for the time
scale setting, has opened the door for the utility of new techniques. For instance, when extending results from fixed to
varying endpoints, one known approach is based on adding an isolated point to the original time scale, thus creating a
new time scale to which the results on fixed endpoints can be applied. The application of this technique was limited
by the fact that a normality assumption does not carry through to the newly constructed time scale (see an application
to the Riccati equation in Section 6). Moreover, such a technique was not admissible in the continuous-time setting,
since adding an isolated point to a connected interval would not produce a connected interval, but it is admissible in
the time scale setting. On the other hand, there is a known method for extending results from the case of separable
endpoints to jointly varying endpoints which is based on applying the separable endpoints results to an equivalent
augmented problem having separated endpoints. Unfortunately, the augmented problem turns out to be abnormal (see
applications in Section 4) and thus the presence of a normality condition in the results for separable endpoints renders
this method inapplicable. Hence, the results of [17] revive all those techniques.
This paper is divided as follows. In Section 2 we recall the main results from [17] and state their corollaries for
zero endpoints, which will be needed in the subsequent sections. Main contributions of this paper are displayed in
Sections 3–7. Recall that no normality assumption is needed in all these results. More specifically, we establish,
in Section 3, time scale Sturmian comparison theorems and, in Section 4, characterizations of the positivity and
nonnegativity of F0 with jointly varying endpoints. In Section 5 we derive a perturbation result for a positive definite
quadratic functional with varying final endpoint. In Sections 6 and 7 we present, respectively, characterizations of the
positivity of F0 in terms of the time scale Riccati equation (R) (for separable and jointly varying endpoints) and in
terms of a time scale Riccati inequality (for separable endpoints). These results generalize and unify many recent as
well as classical ones, as we show in each section by the links to the literature.
2. Time scale symplectic systems
In this section we present basic notions and results from [17] related to time scale symplectic systems. Let
A,B,C,D be n × n piecewise rd-continuous (Cprd) matrix functions on [a,ρ(b)] satisfying condition (1). We shall
always denote the 2n × n matrix solutions of (S), typically (X,U), by capital letters. A solution (X,U) of (S) is a
conjoined basis if XT (t)U(t) is symmetric and rank(XT (t) UT (t)) = n at some (and hence at any) point t ∈ [a, b].
Two conjoined bases (X,U) and (X˜, U˜ ) of (S) are called normalized if {XT U˜ − UT X˜}(t) = I .
The time scale quadratic functional F0 can be written in the form
F0(x,u) :=
b∫
a
Ω(x,u)(t)t,
where we abbreviate its integrand by the function
Ω(x,u)(t) := {xT CT (I + μA)x + 2μxT CTBu + uT (I + μD)TBu}(t). (2)
A pair (x,u) is called admissible (on the interval [a, b]) if x is piecewise rd-continuously differentiable (C1prd), Bu is
piecewise rd-continuous (Cprd), and it satisfies x(t) = {Ax + Bu}(t) for t ∈ [a,ρ(b)], i.e., the first equation of
system (S). We remark that in most cases it is sufficient to require that u ∈ Cprd, since then the product Bu is also
in Cprd. However, the above definition is needed for example for the comparison results in Section 3.
In this paper we study time scale quadratic functionals with various boundary conditions. First we deal with func-
tionals with separated endpoints. Thus, let Γa , Γb , Ra , and Rb be given n × n matrices with Γa and Γb symmetric,
and consider the quadratic functional
F(x,u) := xT (a)Γax(a) + xT (b)Γbx(b) +F0(x,u) (3)
over admissible pairs (x,u) with separated endpoints
x(a) ∈ ImRa, x(b) ∈ ImRb. (4)
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ary conditions (4) give rise to specific conjoined bases of (S) which are particularly useful for characterizing the
positivity and nonnegativity of F . More specifically, a natural conjoined basis of (S), denoted by (Xa,Ua), is any
conjoined basis satisfying the initial conditions
Xa(a) = Ra, XTa (a)Ua(a) = XTa (a)ΓaXa(a).
In the case of zero initial endpoint, i.e., when Ra = Γa = 0, the natural conjoined bases of (S) have Xa(a) = 0 and
Ua(a) invertible. In this special case it is convenient to choose a specific natural conjoined basis, namely, the principal
solution (X̂, Û) which starts with X̂(a) = 0 and Û(a) = I .
The quadratic functional F is nonnegative (or nonnegative definite), and we write F  0, if F(x,u)  0 for all
admissible pairs (x,u) satisfying the boundary conditions (4). The quadratic functional F is positive (or positive
definite), and we write F > 0, if F(x,u) > 0 for all admissible (x,u) satisfying (4), and x ≡ 0 on [a, b].
Following [17], a matrix valued function X(t) has piecewise constant kernel on [a, b] if there are points {tk}mk=0 ⊆[a, b] with a = t0 < t1 < · · · < tm−1 < tm = b such that
KerX(t) is constant for all t ∈ (tk−1, tk), k = 1, . . . ,m. (5)
Condition (5) is void on the intervals (tk−1, tk) where tk = σ(tk−1). A conjoined basis (X,U) of (S) has no generalized
focal points in (a, b] if the following two conditions are satisfied:
KerX(t) ⊆ KerX(τ) for all t, τ ∈ [a, b], τ  t, (6)
P(t) := X(t)[Xσ (t)]†B(t) 0 for all t ∈ [a,ρ(b)]. (7)
These conditions are called the kernel condition and the P -condition, respectively. Conditions (6) and (7) were intro-
duced in [2] for linear Hamiltonian difference systems and in [4] for discrete symplectic systems (Sd ).
Finally, we shall use the following n × n matrices, defined via a given conjoined basis (X,U),
M(t) := {[I − Xσ (Xσ )†]B}(t), T (t) := I − M†(t)M(t). (8)
These matrices were first introduced in [19] for the discrete symplectic system (Sd ).
Next, we display the main results of [17].
Theorem 2.1 (Positivity, separated endpoints). The quadratic functional F in (3) is positive definite if and only if
a natural conjoined basis (Xa,Ua) of (S) has no generalized focal points in (a, b] and satisfies the final endpoint
inequality
Ua(b)X
†
a(b) + Γb > 0 on ImRb ∩ ImXa(b).
Theorem 2.2 (Nonnegativity, separated endpoints). The quadratic functional F in (3) is nonnegative if and only if a
natural conjoined basis (Xa,Ua) of (S) satisfies the following four conditions: Xa(t) has piecewise constant kernel
on [a, b], the image condition
x(t) ∈ ImXa(t) for all t ∈ [a, b] and for all (x,u) admissible and satisfying (4),
the P -condition
T (t)Pa(t)T (t) 0 for all t ∈
[
a,ρ(b)
]
,
where the matrices Pa(t) and T (t) are defined in (7) and (8) through (Xa,Ua), and the final endpoint inequality
Ua(b)X
†
a(b) + Γb  0 on ImRb ∩ ImXa(b).
For the special case of zero endpoints we obtain from Theorems 2.1, 2.2 the following. Note that we now use a
specific natural conjoined basis, namely, the principal solution (X̂, Û ).
Corollary 2.1 (Positivity, zero endpoints). Let Ra = Rb = 0 = Γa = Γb . Then the quadratic functional F0 is positive
definite if and only if the principal solution (X̂, Û ) of (S) has no generalized focal points in (a, b].
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nonnegative if and only if the principal solution (X̂, Û ) of (S) satisfies: X̂(t) has piecewise constant kernel on [a, b],
the image condition
x(t) ∈ Im X̂(t) for all t ∈ [a, b] and for all (x,u) admissible and satisfying x(a) = 0 = x(b)
holds, and the P -condition
T (t)P̂ (t)T (t) 0 for all t ∈ [a,ρ(b)] (9)
holds, where the matrices P̂ (t) and T (t) are defined in (7) and (8) through the principal solution (X̂, Û ).
Remark 2.1.
(i) Often it is convenient to work with boundary conditions defined by projections, i.e.,
Max(a) = 0, Mbx(b) = 0, (10)
where Ma and Mb are n × n projections. Since for x(t) satisfying (10) we have x(a) = (I −Ma)x(a) and
x(b) = (I −Mb)x(b), the matrices Γa and Γb that appear in (3) can, without loss of generality, be replaced by
Γ̂a := (I −Ma)Γa(I −Ma), Γ̂b := (I −Mb)Γb(I −Mb),
respectively. Note that given boundary conditions (4) in terms of the matrices Ra , Rb , we can setMa := I −RaR†a
and Mb := I −RbR†b to obtain equivalent boundary conditions (10). Conversely, given boundary conditions (10)
in terms of the projections Ma , Mb , the obvious choice Ra := I −Ma and Rb := I −Mb yields the boundary
conditions (4).
(ii) In view of part (i) of this remark, we can choose a specific natural conjoined basis (Xa,Ua), called in this context
“the” natural conjoined basis, by the initial conditions
Xa(a) = I −Ma, Ua(a) = Γ̂a +Ma. (11)
Then this natural conjoined basis reduces to the principal solution (X̂, Û ) for the zero initial endpoint, i.e., for
Ma = I and Γ̂a = 0.
3. Sturmian theorems
In this section we derive without any normality several Sturmian comparison theorems. The methods used in the
proofs originate in [2,3,5] on linear Hamiltonian difference systems, which were later generalized to discrete sym-
plectic systems in [9,13]. Note also the recent paper [11] on discrete symplectic systems with a Sturmian separation
result of a similar type as the statement in Corollary 3.2 below, but which includes counting the multiplicities of focal
points. A result of this type is not yet available for time scale symplectic systems.
Our first result is the time scale generalization of [20, Corollary 1].
Theorem 3.1 (Comparison theorem). Assume that (X,U), (X˜, U˜ ) are any conjoined bases of (S) such that
ImX(a) ⊆ Im X˜(a), Im[U(a) − Γ˜aX(a)]⊆ KerXT (a), (12)
where Γ˜a is a symmetric matrix with X˜T (a)U˜(a) = X˜T (a)Γ˜aX˜(a). If (X˜, U˜ ) has no generalized focal points in (a, b],
then (X,U) does not have a generalized focal point in (a, b] either.
Proof. We take Ra := X˜(a), Γa := Γ˜a , Rb := 0, Γb := 0, and (Xa,Ua) := (X˜, U˜ ). By Theorem 2.1, the functional
F˜(x˜, u˜) :=F0(x˜, u˜) + x˜T (a)Γ˜ax˜(a)
is positive definite. Using the second condition in (12), we have
XT (a)U(a) = XT (a)[U(a) − Γ˜aX(a) + Γ˜aX(a)]= XT (a)Γ˜aX(a).
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X(a)c ∈ ImX(a) ⊆ Im X˜(a) = ImRa , so that
0 < F˜(x,u) =F0(x,u) + xT (a)Γ˜ax(a) =F0(x,u) + cT XT (a)Γ˜aX(a)c
=F0(x,u) + cT XT (a)U(a)c =:F(x,u).
Hence, the functional F is also positive definite and Theorem 2.1 yields that (X,U) does not have any generalized
focal points in (a, b]. 
If we take in the above theorem (X,U) = (X̂, Û ) to be the principal solution of (S), i.e., X̂(a) = 0 and Û (a) = I ,
then condition (12) holds for arbitrary conjoined basis (X˜, U˜ ) of (S). In this case we can take Γ˜a := {X˜X˜†U˜X˜†}(a),
which is symmetric. Thus, the following corollary, which generalizes [9, Theorem 10.37] to abnormal systems, holds.
Corollary 3.1 (Comparison theorem). Let (X̂, Û ) be the principal solution of (S). If (X̂, Û ) has a generalized focal
point in (a, b], then any conjoined basis of (S) has also a generalized focal point in (a, b].
By combining this result with Corollary 2.1 we obtain the following statement, compare with [10, Theorem 6] or
[9, Theorem 10.31].
Corollary 3.2 (Sufficient condition for F0 > 0). Suppose that there exists a conjoined basis of (S) with no generalized
focal points in (a, b]. Then the quadratic functional F0 is positive definite.
For further comparison results we need some new notation. For t ∈ [a,ρ(b)], define the symmetric n × n matrix
E(t) := {BB†(I + μD)B†}(t).
This matrix satisfies the identity {(I + μDT )B}(t) = {BT EB}(t). Hence, for any admissible (x,u) we can replace
B(t)u(t) by {x − Ax}(t) and, thus, write the integrand of the quadratic functional F0 in the form Ω(x,u)(t) =
{( x
x
)T G( x
x
)}(t). The symmetric 2n × 2n matrix G(t) is given by
G(t) :=
(CT − μCTA+AT EA μCT −AT E
μC − EA E
)
(t).
Another comparison theorem, can be directly obtained by considering two time scale symplectic systems—the
system (S) and the system (S),
x =A(t)x +B(t)u, u = C(t)x +D(t)u. (S)
For the system (S) denote by E(t) and G(t) the corresponding symmetric matrices as above. Consider the associated
quadratic functional
F(x,u) := xT (a)Γ ax(a) + xT (b)Γ bx(b) +F0(x,u), (13)
where F0(x,u) is the corresponding homogeneous quadratic functional, over (F -)admissible (x,u) with x(a) ∈
ImRa and x(b) ∈ ImRb . We assume that the coefficients of (S) and F satisfy the same hypotheses as those of (S)
and F . Then we have the following comparison result for systems that could be abnormal.
Theorem 3.2 (Comparison theorem). Assume that G(t) G(t) and
Im
(A(t) −A(t) B(t) )⊆ ImB(t) on [a,ρ(b)], (14)
ImRa ⊆ ImRa , ImRb ⊆ ImRb , Γa  Γ a , and Γb  Γ b. Then the positive definiteness (nonnegativity) of F implies
the positive definiteness (nonnegativity) of F .
Proof. We prove only the positivity part, since the other one is almost identical. Let (x,u) be (F -)admissible with
x(a) ∈ ImRa , x(b) ∈ ImRb , and x ≡ 0. Put x(t) := x(t) on [a, b]. Then (skipping the argument t)
x −Ax = (A−A)x + x −Ax = (A−A)x +Bu ∈ Im (A−A B ) .
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(F -)admissible. Moreover, for s ∈ {a, b} we have x(s) = x(s) ∈ ImRs ⊆ ImRs and x ≡ x ≡ 0. Thus, F(x,u) > 0,
and
F(x,u) =
b∫
a
{( x
x
)T G( x
x
)}
(t)t + xT (a)Γax(a) + xT (b)Γbx(b)

b∫
a
{( x
x
)T G( x
x
)}
(t)t + xT (a)Γ ax(a) + xT (b)Γ bx(b)
=F(x,u) > 0
completes the proof. 
When the endpoints are zero, i.e., when all the matrices Rs,Rs,Γs,Γ s for s ∈ {a, b} are zero, then we obtain in
combination with Corollaries 2.1 and 3.2 the following (compare with [9, Theorem 10.38], but the roles of (S) and
(S) are here interchanged).
Corollary 3.3 (Comparison theorem). Suppose that G(t)  G(t) and condition (14) hold. If the principal solution
of (S) has a generalized focal point in (a, b], then any conjoined basis of (S) has a generalized focal point in (a, b]
as well.
4. Jointly varying endpoints
Let R and Γ be 2n×2n matrices, Γ symmetric. In this section we study the definiteness of the quadratic functional
F∗(x,u) :=F0(x,u) +
(−x(a)
x(b)
)T
Γ
(−x(a)
x(b)
)
subject to joint boundary conditions(−x(a)
x(b)
)
∈ ImR. (15)
It is known that problems with jointly varying endpoints can be treated as problems with separated endpoints when
augmented to the double dimension, see e.g. [9, p. 306] or [16, Section 6]. This augmentation leads to the time scale
symplectic system
x∗ =A∗(t)x∗ +B∗(t)u∗, u∗ = C∗(t)x∗ +D∗(t)u∗, (S∗)
whose 2n × 2n coefficients are
A∗ :=
(0 0
0 A
)
, B∗ :=
(0 0
0 B
)
, C∗ :=
(0 0
0 C
)
, D∗ :=
(0 0
0 D
)
.
However, system (S∗) is not normal, and hence, this method does not work under the previously assumed normality
condition.
Let (X̂, Û ) be the principal solution of (S) and let (X˜, U˜ ) be the conjoined basis completing (X̂, Û ) to normalized
conjoined bases, i.e., X˜(a) = −I , U˜ (a) = 0. Let (X∗,U∗) be the corresponding 2n × 2n matrices defined by
X∗ :=
( 0 I
X̂ X˜
)
, U∗ :=
(
I 0
Û U˜
)
. (16)
The following theorem on the positivity of F∗ generalizes and unifies the continuous-time case in [20, Corollary 2],
the discrete-time case in [6, Theorem 2.3], and the time scale case in [13, Theorem 5] or [9, Theorem 10.41] where
the normality of (S) was assumed. It is also a direct extension of Corollary 2.1 to jointly varying endpoints.
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for all admissible (x,u) satisfying (15) and x ≡ 0, if and only if the principal solution (X̂, Û ) has no generalized
focal points in (a, b] and the final endpoint inequality holds
U∗(b)X†∗(b) + Γ > 0 on ImR ∩ ImX∗(b). (17)
Proof. It is an application of Theorem 2.1 to the functional F∗. Namely, we write the functional F∗ in the form
F∗(x∗, u∗) :=F0∗(x∗, u∗) + xT∗ (a)Γa∗x∗(a) + xT∗ (b)Γb∗x∗(b), (18)
where F0∗(x∗, u∗) is the corresponding homogeneous quadratic functional, with separated endpoints x∗(a) ∈ ImRa∗
and x∗(b) ∈ ImRb∗, and where Γa∗ := 0, Γb∗ := Γ , Ra∗ := X∗(a) =
( 0 I
0 −I
)
, and Rb∗ := R. Since (X∗,U∗) is a
natural conjoined basis of (S∗) and since KerX∗(t) =
(
I
0
)
Ker X̂(t) on [a, b], the result of the theorem follows from
Theorem 2.1. 
The following theorem on the nonnegativity of F∗ generalizes and unifies the continuous-time case in [20, Corol-
lary 3] and the discrete-time case in [14, Theorem 2]. It is also a direct extension of Corollary 2.2 to jointly varying
endpoints.
Theorem 4.2 (Nonnegativity, jointly varying endpoints). The quadratic functionalF∗ is nonnegative, i.e.,F∗(x,u) 0
for all admissible (x,u) satisfying (15), if and only if the principal solution (X̂, Û ) satisfies
(i) X̂(t) has piecewise constant kernel on [a, b],
(ii) the image condition
x(t) + X˜(t)x(a) ∈ Im X̂(t) for all t ∈ [a, b] and for all (x,u) admissible and satisfying (15),
(iii) the P -condition (9) holds, where the matrices P̂ (t) and T (t) are defined in (7) and (8) through (X̂, Û ),
(iv) the final endpoint inequality
U∗(b)X†∗(b) + Γ  0 on ImR ∩ ImX∗(b). (19)
Proof. It is an application of Theorem 2.2 to the functional F∗ written in the form as in (18). The main difficulty is
now translating the augmented P -condition T∗(t)P∗(t)T∗(t) 0 for all t ∈ [a,ρ(b)] into a condition in terms of the
principal solution (X̂, Û ). Here similarly to (7) and (8), the 2n× 2n matrices (skipping the argument t) are defined by
P∗ := X∗
(
Xσ∗
)†B∗, M∗ := [I − Xσ∗ (Xσ∗ )†]B∗, T∗ := I − M†∗M∗.
This is done similarly as in [14, Lemma 2] by finding the explicit form of the matrix M†∗ (t) via its full-rank factor-
ization. Consequently, we obtain that (skipping the argument t) M†∗M∗ = diag{0,M†M} and T∗ = diag{I, T }, that is,
T∗P∗T∗ = diag{0, T P̂ T }. 
Remark 4.1. Since the matrix U∗(b)X†∗(b) in conditions (17) and (19) is multiplied by a vector d ∈ R2n lying in the
image of X∗(b), we can replace U∗(b)X†∗(b) in these conditions by the 2n × 2n matrix
Q∗(b) :=
(−X̂†X˜X̂†X̂ X̂†
(X̂†)T ÛX̂†
)
(b). (20)
5. Perturbation of quadratic functional
It is known that, under a certain normality assumption, F0 is positive definite over admissible (x,u) with x(a) = 0
and x(b) = 0, if and only if there exists α > 0 such that F0(x,u) + α‖x(a)‖2 > 0 over admissible (x,u) with x(a)
free and x(b) = 0, see [13, p. 144] or [9, p. 328]. The next result generalizes this statement to abnormal systems and
at the same time to the case when x(b) can vary. This will be useful in the next section for the construction of the
Riccati equation solution with final endpoint inequality. In the rest of this paper we will use the boundary conditions
and the endpoint terms in the quadratic functional in the form of projections discussed in Remark 2.1.
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Mbx(b) = 0, if and only if there exists α > 0 such that
F0(x,u) + α
∥∥x(a)∥∥2 + xT (b)Γ̂bx(b) > 0
over admissible (x,u) with x(a) free and Mbx(b) = 0.
Proof. The sufficiency part (“⇐”) is trivial, let us prove the necessity (“⇒”). The assumption and Theorem 2.1 imply
that the principal solution (X̂, Û ) of (S) has no generalized focal points in (a, b] and
Û(b)X̂†(b) + Γ̂b > 0 on KerMb ∩ Im X̂(b). (21)
Define the 2n × 2n matrices
R :=
(
ε2I 0
0 ε(I −Mb)
)
, Γ :=
(
(1/ε3)I 0
0 Γ̂b
)
,
where ε > 0 will be specified later. First we will show that there exists ε > 0 such that
dT
[
Q∗(b) + Γ
]
d > 0 for all d ∈ ImR ∩ ImX∗(b), d = 0, (22)
where Q∗(b) and X∗(b) are given by (20) and (16). Set Q˜(t) := {−X̂†X˜X̂†X̂}(t) and Q̂(t) := Û (t)X̂†(t) on [a, b],
and take 0 = d ∈ ImR ∩ ImX∗(b). Then
d =
(
d1
d2
)
=
(
ε2c1
ε(I −Mb)c2
)
=
(
a2
X̂(b)a1 + X˜(b)a2
)
with some c1, c2, a1, a2 ∈Rn. It follows that
dT
[
Q∗(b) + Γ
]
d = cT1
[
εI + ε4Q˜(b)]c1 + 2ε3cT1 X̂†(b)(I −Mb)c2
+ ε2cT2 (I −Mb)
[
Q̂(b) + Γ̂b
]
(I −Mb)c2.
Denote by λ1, λ2, λ3, respectively, the smallest eigenvalues of the symmetric matrices
Q˜(b),
( 0 X̂†(b)(I −Mb)
(I −Mb)[X̂†(b)]T 0
)
, (I −Mb)
[
Q̂(b) + Γ̂b
]
(I −Mb).
Consider now the following situations.
Case I (c1 = 0). In this case d1 = 0, a2 = 0, 0 = d2 = X̂(b)a1 ∈ Im X̂(b), and hence, d2 ∈ KerMb ∩ Im X̂(b).
Thus, using (21), condition (22) holds with any ε > 0.
Case II (c1 = 0 and c2 = 0). In this case we have
dT
[
Q∗(b) + Γ
]
d = εcT1
[
I + ε3Q˜(b)]c1  ε(1 + ε3λ1)‖c1‖2 > 0
for ε = ε1 small enough.
Case III (c1 = 0 and c2 = 0). Set c := min{‖c1‖2,‖c2‖2} > 0. In this case
dT
[
Q∗(b) + Γ
]
d  ε
(
1 + ε3λ1
)‖c1‖2 + ε3λ2(‖c1‖2 + ‖c2‖2)+ ε2λ3‖c2‖2
 ε
[
1 + ε(ε2λ1 + 2ελ2 + λ3)]c > 0
for ε = ε2 small enough.
Therefore, by choosing ε := min{ε1, ε2}, inequality (22) follows. By applying Theorem 4.1 (positivity for jointly
varying endpoints) we obtain that the quadratic functional
F∗(x,u) :=F0(x,u) +
(
1/ε3
)∥∥x(a)∥∥2 + xT (b)Γ̂bx(b) > 0
for all admissible (x,u) satisfying (15), where R is defined as above, that is, x(a) = ε2c1 and x(b) = ε(I −Mb)c2.
Thus, x(a) is free and Mbx(b) = 0. Therefore, the result follows if we take α := 1/ε3. 
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In this section we will construct a solution of the time scale Riccati equation (R). It is known that Eq. (R) has
a symmetric solution Q(t) on [a, b] if and only if the symplectic system (S) has a conjoined basis (X,U) such that
X(t) is invertible for all t ∈ [a, b], see e.g. [10, Theorem 3] or [9, Theorem 10.9]. In this case, Q(t) = U(t)X−1(t).
The solvability of (R) is shown to be equivalent to the positivity of F0 in [13, Theorem 1] or [9, Theorem 10.52],
where the normality assumption is used. In the present paper we are able to remove this assumption and, furthermore,
extend this result to variable endpoints. Thus, in the next result, the solution Q(t) of (R) satisfies initial and final
endpoint inequalities. The corresponding statements in the special cases of the continuous and discrete times can be
found, respectively, in [22, Theorem 7.4] and [16, Theorem 7].
Theorem 6.1 (Riccati equivalence, separated endpoints). The following statements are equivalent.
(i) The quadratic functional
F(x,u) :=F0(x,u) + xT (a)Γ̂ax(a) + xT (b)Γ̂bx(b) > 0 (23)
for all admissible (x,u) satisfying Max(a) = 0, and Mbx(b) = 0.
(ii) There exists a conjoined basis (X,U) of (S) with no generalized focal points in (a, b] such that X(t) is invertible
for all t ∈ [a, b] and satisfying
XT (a)
[
Γ̂aX(a) − U(a)
]
> 0 on KerMaX(a), (24)
XT (b)
[
Γ̂bX(b) + U(b)
]
> 0 on KerMbX(b). (25)
(iii) There exists a symmetric solution Q(t) on [a, b] of the time scale Riccati equation (R) such that for all t ∈
[a,ρ(b)],
I + μ(t)[A(t) +B(t)Q(t)] is invertible, (26)
P(t) := {I + μ(t)[A(t) +B(t)Q(t)]}−1B(t) 0, (27)
and satisfying the initial and final endpoint inequalities
Γ̂a − Q(a) > 0 on KerMa, (28)
Γ̂b + Q(b) > 0 on KerMb. (29)
Remark 6.1. The results of Theorems 6.1 and 2.1 constitute together a classical version of the Reid roundabout
theorem for problems with separated endpoints, which is a direct generalization of the (time scale) zero endpoints case
in [13, Theorem 1] or [9, Theorem 10.52] (and now we also removed the normality assumption). More specifically,
we have by Theorem 2.1 that each of the conditions (i)–(iii) in Theorem 6.1 is equivalent to the condition
(iv) The natural conjoined basis (Xa,Ua) of (S) given by the initial conditions (11) has no generalized focal points
in (a, b] and satisfies the final endpoint inequality
Ua(b)X
†
a(b) + Γ̂b > 0 on KerMb ∩ ImXa(b).
The proof of Theorem 6.1 is based on the transformation of the left varying endpoint to the fixed (zero) endpoint
by adding one point to the given time scale [a, b]. It is presented after the next auxiliary lemma.
Consider the time scale T˜ := {a − 1}∪T with σ(a − 1) := a and μ(a − 1) = 1, which is an extension of T= [a, b]
by the singleton {a − 1}. We will use the notation [a − 1, b] := T˜. Put
A˜(a − 1) := [Γ̂a +Ma − ε(I −Ma)]−1 − I, B˜(a − 1) := I −Ma,
C˜(a − 1) := ε[Γ̂a +Ma − ε(I −Ma)]−1, D˜(a − 1) := Γ̂a +Ma − I,
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system
x˜ = A˜(t)x˜ + B˜(t)u˜, u˜ = C˜(t)x˜ + D˜(t)u˜, t ∈ [a − 1, ρ(b)], (S˜)
where we set S˜(t) := S(t) on [a,ρ(b)], is also a time scale symplectic system. Also, denote the corresponding
homogeneous quadratic functional by
F˜0(x˜, u˜) :=
b∫
a−1
Ω˜(x˜, u˜)(t)t,
where Ω˜(x˜, u˜)(t) is defined on [a − 1, ρ(b)] in an obvious way as Ω(x,u)(t) in (2).
Lemma 6.1. The quadratic functional F in (23) is positive definite if and only if the transformed quadratic functional
F˜0(x˜, u˜) + x˜T (b)Γ̂bx˜(b) > 0 (30)
for all admissible (x˜, u˜) on [a − 1, b] satisfying x˜(a − 1) = 0, and Mbx˜(b) = 0.
Proof. The proof is similar as in the discrete variable stepsize case in [16, Lemma 2] and therefore is here omitted. 
Finally, the following result is needed in the proof of Theorem 6.1.
Lemma 6.2 (Simple Picone identity). Let (X,U) be a conjoined basis of (S) such that X(t) is invertible on [a, b] and
let (x,u) be admissible on [a, b]. Then we have for all t ∈ [a,ρ(b)],{
xT (t)U(t)X−1(t)x(t)
} = Ω(x,u)(t) − wT (t)P (t)w(t), (31)
where w(t) := {u − UX−1x}(t) and P(t) := {X(Xσ )−1B}(t). Moreover, if P(t)w(t) = 0 on [a,ρ(b)] and x(t0) = 0
for some t0 ∈ [a, b], then x(t) ≡ 0 on [a, b].
Proof. Let (x,u) be admissible. The first part of this lemma regarding formula (31) is a special case of [17, Propo-
sition 7.1] on [a, b] or [9, Theorem 10.25] modified to this setting. Indeed, KerX(t) = {0} is constant on [a, b] and
the matrix (skipping the argument t) P := B + μ[DT − BT Uσ (Xσ )−1]B defined in [17, Proposition 7.1] is equal to
the nonnegative definite matrix P = X(Xσ )−1B on [a,ρ(b)] due to one of the time-reversed formulas for solutions
of (S), see [17, Remark 3.1(iv)], namely, X = (I + μDT )Xσ − μBT Uσ . Note that the matrix P := X(Xσ )−1B, as
defined in this lemma, also equals to the matrix P(t) in (27) where Q = UX−1.
Finally, the identity (skipping the argument t) Pw = 0 means Bu = BUX−1x on [a,ρ(b)]. The admissibility
of (x,u), then yields that x(t) satisfies on [a,ρ(b)] the linear equation
x = [A(t) +B(t)U(t)X−1(t)]x. (32)
The coefficient matrix A+BUX−1 is in Cprd and it is regressive on [a,ρ(b)], since
I + μ(t)[A(t) +B(t)U(t)X−1(t)]= Xσ (t)X−1(t)
is invertible. Therefore, the initial value problem (32), x(t0) = 0 has a unique solution, namely x(t) ≡ 0 on [a, b].
This completes the proof. 
Proof of Theorem 6.1. We shall prove only the equivalence between (i) and (ii), since the standard relation Q(t) =
U(t)X−1(t) yields the rest. By Lemma 6.1, condition (i) in Theorem 6.1 is equivalent to the positivity of the quadratic
functional in (30) on [a − 1, b] with zero left endpoint at a − 1. This is in turn equivalent, by Theorem 5.1, to the
existence of α > 0 such that
F˜0(x˜, u˜) + α
∥∥x˜(a − 1)∥∥2 + x˜T (b)Γ̂bx˜(b) > 0
over admissible (x˜, u˜) on [a − 1, b] with x˜(a − 1) free, Mbx˜(b) = 0, and x˜ ≡ 0. Now condition (iv) in Remark 6.1
on [a − 1, b] (with Ma−1 = 0 and Γ̂a−1 = αI ) yields that the natural conjoined basis (Xa−1,Ua−1) =: (X,U) of (S˜)
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in (a − 1, b] and satisfies
U(b)X†(b) + Γb > 0 on KerMb ∩ ImX(b). (33)
After rescaling by the factor δ := 1/α, the conjoined basis (X,U) is given by the initial conditions X(a − 1) = δI and
U(a−1) = I . Since X(a−1) is invertible, the kernel condition (6) implies that X(t) is invertible for all t ∈ [a−1, b].
Thus, the final endpoint inequality (33) is equivalent to (25). Finally, to show the initial endpoint inequality (24), we
note that
P(a − 1) = δX−1(a)(I −Ma) 0,
X(a) = δ[Γ̂a +Ma − ε(I −Ma)]−1 + I −Ma,
U(a) = δε[Γ̂a +Ma − ε(I −Ma)]−1 + Γ̂a +Ma.
Hence, it follows that X(a) is symmetric and
(I −Ma)
[
Γ̂aX(a) − U(a)
]= δ(I −Ma) 0.
Consequently, for β ∈ KerMaX(a) we have
βT XT (a)
[
Γ̂aX(a) − U(a)
]
β = δβT XT (a)(I −Ma)β  0. (34)
Finally, if βT XT (a)[Γ̂aX(a) − U(a)]β = 0 for such a vector β , then (34) and the symmetry of XT (a)[Γ̂aX(a) −
U(a)] imply that (I −Ma)X(a)β = 0. Thus, X(a)β = 0, and the invertibility of X(a) yields β = 0. This shows the
initial endpoint inequality (24) and thus (i) implies (ii).
Conversely, assume (ii) and let (x,u) be admissible with Max(a) = 0 and Mbx(b) = 0. Then formula (31)
from Lemma 6.2 together with inequalities (24) and (25) imply that F(x,u)  0. However, if F(x,u) = 0, then
P(t)w(t) = 0 on [a,ρ(b)] and, by (25), x(b) = 0. Hence, we get from Lemma 6.2 that x(t) ≡ 0 on [a, b], i.e., the
functional F is positive definite. 
The next application concerns the positivity of the functional F∗ with jointly varying endpoints from Section 4 and
solvability of the augmented time scale Riccati equation
R∗[Q∗](t) := Q∗ −
[C∗(t) +D∗(t)Q∗]+ Qσ∗ [A∗(t) +B∗(t)Q∗]= 0. (R∗)
It is a time scale generalization of the discrete case in [16, Theorem 11]. Apparently, this result is new for the
continuous-time setting, i.e., for the quadratic functional Fc over jointly varying endpoints.
Let M, Γ̂ be 2n × 2n matrices such that M is a projection, Γ̂ is symmetric, and Γ̂ = (I −M)Γ̂ (I −M).
Theorem 6.2 (Riccati equivalence, jointly varying endpoints). The following statements are equivalent.
(i) The quadratic functional
F∗(x,u) :=F0(x,u) +
(−x(a)
x(b)
)T
Γ̂
(−x(a)
x(b)
)
> 0
for all admissible (x,u) satisfying M(−x(a)
x(b)
)= 0 and x ≡ 0.
(ii) There exists a conjoined basis (X∗,U∗) of (S∗) with no generalized focal points in (a, b] such that X∗(t) is
invertible for all t ∈ [a, b] and satisfying
−XT∗ (a)U∗(a) > 0 on Ker
(
I I
I I
)
X∗(a),
XT∗ (b)
[
Γ̂ X∗(b) + U∗(b)
]
> 0 on KerMX∗(b).
(iii) There exists a symmetric solution Q∗(t) =
(  
 Q(t)
)
on [a, b] of the time scale Riccati equation (R∗) such that
conditions (26) and (27) hold for all t ∈ [a,ρ(b)], and satisfying the initial and final endpoint inequalities
−Q∗(a) > 0 on Im
(
I
−I
)
, (35)
Γ̂ + Q∗(b) > 0 on KerM. (36)
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F∗0(x∗, u∗) + xT∗ (a)Γ̂a∗x∗(a) + xT∗ (b)Γ̂b∗x∗(b) > 0
over admissible (x∗, u∗) satisfying Ma∗x∗(a) = 0 and Mb∗x∗(b) = 0, where Γ̂a∗ := 0, Γ̂b∗ := Γ̂ , Ma∗ := 12
(
I I
I I
)
,
and Mb∗ :=M are 2n × 2n matrices. 
Remark 6.2. The endpoint conditions on
(−x(a)
x(b)
)
can be easily transformed into the endpoint conditions on
( x(a)
x(b)
)
by
replacing Γ̂ and M by (−I 00 I )Γ̂ (−I 00 I ) and (−I 00 I )M(−I 00 I ), respectively.
Remark 6.3. The augmented time scale Riccati equation (R∗) can be written as a system of equations for the blocks
of the symmetric 2n × 2n matrix Q∗. In particular, if we write Q∗ =
( Q̂ Q˜
Q˜T Q
)
on [a, b] with n × n blocks such that Q
and Q̂ are symmetric, then Eq. (R∗) is equivalent to the cascade system of time scale differential equations consisting
of
(i) the Riccati equation (R) for the symmetric matrix Q satisfying the invertibility condition (26),
(ii) the linear equation for the matrix Q˜,
Q˜ + Q˜σ [A(t) +B(t)Q(t)]= 0 (37)
with piecewise rd-continuous and regressive coefficient matrix (so that the solution Q˜ exists and is unique on the
whole interval [a, b] for any initial data), which involves the symmetric solution Q(t) from (R), and
(iii) the integrator for the symmetric matrix Q̂,
Q̂ + Q˜σ (t)B(t)Q˜T (t) = 0, (38)
which involves the solution Q˜(t) of (37).
Thus, the solution Q∗ of (R∗) is in some sense determined by its lower right corner, that is, by the solution Q of (R).
Remark 6.4. In the continuous-time setting, i.e., for the linear Hamiltonian differential system (Hc), the cascade sys-
tem, consisting of Eq. (Rc) together with the differential equations (37) and (38), was used in [1] to derive a sufficient
optimality condition for a periodic control problem under the assumption of normality. Note that the endpoint inequal-
ity in [1, Theorem 2.1] is equivalent to the endpoint inequalities in Theorem 6.2, since KerM= Im( I−I ) for periodic
endpoints and hence, the two boundary conditions (35) and (36) can be added together to get exactly the endpoint
inequality in [1, Theorem 2.1].
7. Riccati inequality
The main result of this section is a characterization of the positivity of F with separable endpoints in terms of a
time scale Riccati inequality. The following preparatory lemma is an easy consequence of [9, Lemma 10.22].
Lemma 7.1. Assume that X(t), U(t) are -differentiable and X(t) = {AX + BU}(t) on [a,ρ(b)], XT (t)U(t) is
symmetric, X(t) invertible, and Q(t) := U(t)X−1(t) on [a, b]. Then{(
Xσ
)T
R[Q]X}(t) = {(Xσ )T (U − CX −DU)}(t)
is symmetric for all t ∈ [a,ρ(b)].
The following result is a generalization and unification of the continuous-time Riccati inequality in [22, Theo-
rems 7.2–7.4], see also [21, Theorem VII.5.3], the discrete-time Riccati inequality in [14, Theorem 1], and the time
scale Riccati inequality in [15, Theorem 3.1]. Note the latter reference deals with Hamiltonian systems, i.e., systems
(S) with I + μ(t)A(t) invertible on [a,ρ(b)], under the normality assumption and with zero endpoints. In the next
theorem it is generalized to time scale symplectic systems, i.e., with I + μ(t)A(t) possibly singular, which could be
abnormal and have separated endpoints.
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is equivalent to any of the following conditions.
(v) The system
X =A(t)X +B(t)U, N(t) := (Xσ )T {U − C(t)X −D(t)U} 0,
t ∈ [a,ρ(b)], has a solution (X,U) on [a, b] such that XT (t)U(t) is symmetric and X(t) is invertible for all
t ∈ [a, b], P(t) = {X(Xσ )−1B}(t) 0 on [a,ρ(b)], and satisfying the endpoint inequalities (24) and (25).
(vi) The Riccati inequality
R[Q](t){I + μ(t)[A(t) +B(t)Q)]}−1  0, t ∈ [a,ρ(b)],
has a symmetric solution Q(t) on [a, b] such that conditions (26) and (27) hold and satisfying the endpoint
inequalities (28) and (29).
Proof. Denote by F(t) := {R[Q][I + μ(A + BQ)]−1}(t) on [a,ρ(b)]. Condition (i) of Theorem 6.1 implies
(v) trivially (with equality instead of the inequality). Condition (v) implies (vi) upon taking Q(t) := U(t)X−1(t)
on [a, b]. Conversely, if (vi) holds, then the (unique) solution X(t) of the linear system X = [A(t) + B(t)Q(t)]X,
X(a) = I , together with the matrix U(t) := Q(t)X(t) satisfies condition (v), because N(t) = {(Xσ )T FXσ }(t) for all
t ∈ [a,ρ(b)]. Thus, it remains to show that (v) implies condition (i) of Theorem 6.1.
Let (X,U) satisfy (v). Then we have F(t) = {(Xσ )T −1N(Xσ )−1}(t). Define new coefficients A(t) := A(t),
B(t) := B(t), C(t) := {C + F(I + μA)}(t), D(t) := {D + μFB}(t), and E(t) := {E + μ2F }(t) on [a,ρ(b)]. Then
with
S(t) :=
(A(t) B(t)
C(t) D(t)
)
= S(t) +R(t), R(t) :=
( 0 0
F(I + μA) μFB
)
(t),
we have that the associated system (S) introduced in Section 3 is also a time scale symplectic system, that is, the
matrix S(t) satisfies the identity {STJ + JS + μSTJS}(t) = 0 for all t ∈ [a,ρ(b)]. Indeed, the latter equality is
satisfied if and only if the 2n × 2n matrix{(
I + μST )JR}(t) = {( I + μA μB )T F ( I + μA μB )}(t)
is symmetric. Moreover, we have (skipping the argument t)
AX +BU =AX +BU = X, CX +DU = CX +DU + (Xσ )T −1N = U.
Hence, (X,U) is a conjoined basis of (S) with no generalized focal points in (a, b]. Thus, by Theorem 6.1, the
associated quadratic functional F defined in (13) is positive definite over the endpoint constraints Max(a) = 0 and
Mbx(b) = 0, where Γ a := Γ̂a and Γ b := Γ̂b .
Now put Ra = Ra := I −Ma and Rb = Rb := I −Mb . Condition (14) is trivially satisfied, since A ≡ A and
B ≡ B. Furthermore, simple calculations show that {(I + μDT )B}(t) = {BT EB}(t) and
G(t) − G(t) =
(−F + μFA− μAT F −μF
−μF −μ2F
)
(t),
which yields that for any c, d ∈Rn,(
c
d
)T {G(t) − G(t)}( c
d
)
= −[c + μ(t)d]T F (t)[c + μ(t)d] 0,
because F(t) 0. Thus, by Theorem 3.2, we obtain that F is positive definite. This completes the proof. 
Remark 7.1. The Riccati inequality for jointly varying endpoints in terms of the augmented Riccati operator
R∗[Q∗](t) can be easily derived from Theorem 7.1 via the transformation technique described in the proof of Theo-
rem 6.2.
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