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COHOMOLOGY OVER COMPLETE INTERSECTIONS
VIA EXTERIOR ALGEBRAS
LUCHEZAR L. AVRAMOV AND SRIKANTH B. IYENGAR
To Karin Erdmann on her 60th birthday.
Abstract. A general method for establishing results over a commutative com-
plete intersection local ring by passing to differential graded modules over a
graded exterior algebra is described. It is used to deduce, in a uniform way,
results on the growth of resolutions of complexes over such local rings.
Introduction
This paper concerns homological invariants of modules and complexes over com-
plete intersection local rings. The goal is to explain a method by which one can
establish in a uniform way results over such rings by deducing them from results on
DG (that is, differential graded) modules over a graded exterior algebra, which are
often easier to prove. A secondary purpose is to demonstrate the use of numerical
invariants of objects in derived categories, called ‘levels’, introduced in earlier joint
work with Buchweitz and Miller [5]; see Section 1. Levels allow one to track homo-
logical and structural information under changes of rings or DG algebras, such as
those involved when passing from complete intersections to exterior algebras.
We focus on the complexity and the injective complexity of a complex M over a
complete intersection ring R. These numbers measure, on a polynomial scale, the
rate of growth of the minimal free resolution and the minimal injective resolution
of M , respectively. The relevant basic properties are established in Section 2.
Complexities can be expressed as dimensions of certain algebraic varieties, at-
tached to M in [2], and earlier proofs of key results relied on that theory. In
Section 6 we deduce them from results on differential graded Hopf algebras, pre-
sented with complete proofs in Section 4. These pleasingly simple proofs build on
nothing more than basic homological algebra, summarized in Section 3.
In the last three sections of this article the goal is to link the complexity ofM and
the Loewy length of its homology modules. In [5] such a result is deduced from a
more general statement, which applies to arbitrary local rings. From that paper we
import DG versions of the New Intersection Theorem, recalled in Section 7, and of
the Bernstein-Gelfand-Gelfand correspondence, which we refine in Section 8. This
allows us to establish a result on complexities over exterior algebras, which we then
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translate in Section 9 into the desired link between Loewy length and complexity
over complete intersection local rings.
1. Levels
In this section A denotes a DG algebra.
We write D(A) for the derived category of DG A-modules; it is a triangulated
category with shift functor denoted Σ. The underlying graded object of a DG
object X is denoted X♮. Rings are treated as DG algebras concentrated in degree
zero; over a ring DG modules are simply complexes, and modules are DG modules
concentrated in degree zero; see [5, §3] for more details and references. Unless
specified otherwise, all DG modules have left actions.
A non-empty subcategory C of D(A) is said to be thick if it is an additive sub-
category closed under retracts, and every exact triangle in D(A) with two vertices
in C has its third vertex in C; thick subcategories are triangulated.
Given a DG A-module X , we write thickA(X) for the smallest thick subcategory
containing X . The existence of such a subcategory can be seen by realizing it as
the intersection of all thick subcategories of D(A) that contain X . Alternatively,
the objects of thickA(X) can be built from X in a series of steps, described below.
1.1. For every X in D(A) and each n ≥ 0 we define a full subcategory thicknA(X) of
thickA(X), called the nth thickening of X in A, as follows. Set thick
0
A(X) = {0}; the
objects of thick1A(X) are the retracts of finite direct sums of shifts of X . For each
n ≥ 2, the objects of thicknA(X) are retracts of those U ∈ D(A) that appear in some
exact triangle U ′ → U → U ′′ → ΣU ′ with U ′ ∈ thickn−1A (X) and U
′′ ∈ thick1A(X).
Every thickening of X is clearly embedded in the next one; it is also clear that
their union is a thick subcategory of A containing X , which is therefore equal to
thickA(X). Thus, thickA(X) is equipped with a filtration
{0} = thick0A(X) ⊆ thick
1
A(X) ⊆ · · · ⊆
⋃
n∈N
thicknA(X) = thickA(X) .
To each object U in D(A) we associate the number
levelXA (U) = inf{n ∈ N | U ∈ thick
n
A(X)}
and call it the X-level of U in D(A). It measures the number of extensions needed
to build U out of X . Evidently, levelXA (U) <∞ is equivalent to U ∈ thickA(X).
We refer the reader to [5, §§2–6] for a systematic study of levels. The properties
used explicitly in this paper are recorded below.
1.2. Let U , X , and Y be objects in D(A).
(1) If thick1A(X) = thick
1
A(Y ), then one has thick
n
A(X) = thick
n
A(Y ) for all n, and
hence an equality levelXA (U) = level
Y
A(U).
(2) If B is a DG algebra and j : D(A)→ D(B) is an exact functor, then
levelXA (U) ≥ level
j(X)
B (j(U)) .
Equality holds when j is an equivalence.
A level of interest in this paper is related to the notion of Loewy length.
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1.3. Let B be a ring and k a simple B-module. For each B-module H , ℓℓkBH
denotes the smallest integer l ≥ 0 such that H has a filtration by B-submodules
0 = H0 ⊆ H1 ⊆ · · · ⊆ H l−1 ⊆ H l = H
with every Hi/Hi−1 isomorphic to a sum of copies of k; if no such filtration exists,
we set ℓℓkBH =∞. If B has a unique maximal left ideal m, then k is isomorphic to
B/m and ℓℓkBH is equal to the Loewy length of H , defined by the formula
ℓℓBH = inf{l ∈ N | m
lH = 0} ;
see [5, 6.1.3]. If lengthB H is finite, then so is ℓℓBH , and the converse holds when
H is noetherian; see [5, 6.2(4)].
We say that the DG algebra A is non-negative if Ai = 0 for i < 0. When this
is the case, there is a canonical morphism of DG algebras A → H0(A), called the
augmentation of A; it turns every H0(A)-module into a DG A-module.
1.4. When A is non-negative and k is a simple H0(A)-module one has:
(1) The number levelkA(U) is finite if and only if the H0(A)-module
⊕
n∈ZHn(U)
admits a finite filtration with subfactors isomorphic to k.
(2) When levelkA(U) is finite the following inequality holds:
levelkA(U) ≤
∑
n∈Z
ℓℓkH0(A)Hn(U) .
(3) When H0(A) = k and the k-module H(U) is finite, one has an inequality
levelkA(U) ≤ card{n ∈ Z | Hn(U) 6= 0} .
Indeed, (1) and (2) are contained in [5, 6.2(3)], while (3) is extracted from [5, 6.4].
2. Complexities
In this section we introduce a notion of complexity for DGmodules over a suitable
class of DG algebras, and establish some of its elementary properties. We begin
with a reminder of the construction of derived functors on the derived category of
DG modules over a DG algebra; see [6, §1] for details.
2.1. Let A be a DG algebra and Ao its opposite DG algebra.
A semifree filtration of a DG A-module F is a filtration
0 = F 0 ⊆ F 1 ⊆ · · · ⊆ Fn−1 ⊆ Fn ⊆ · · ·
by DG submodules with
⋃
n>0 F
n = F and each DG module Fn/Fn−1 isomorphic
to a direct sum of suspensions of A; when one exists F is said to be semifree.
When F is semifree its underlying graded A♮-module F ♮ is free, and the functors
HomA(F,−) and (− ⊗A F ) preserve quasi-isomorphisms of DG A-modules.
A semifree resolution of a DG module U is a quasi-isomorphism F → U of DG
modules with F semifree; such a resolution always exists. If U → V is a quasi-
isomorphism of DG A-modules and G → V is a semifree resolution, then there
is a unique up to homotopy morphism F → G of DG A-modules such that the
composed maps F → G→ V and F → U → V are homotopic.
These properties imply that after choosing a resolution FU → U for each U , the
assignments (U, V ) 7→ HomA(FU , V ) and (W,U) 7→W ⊗A FU define exact functors
RHomA(−,−) : D(A)
o
× D(A)→ D(Z) and −⊗LA− : D(A
o)× D(A)→ D(Z) ,
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respectively. In homology, they define graded abelian groups
ExtA(U, V ) = H(RHomA(U, V )) and Tor
A(W,U) = H(W ⊗LA U) .
In case of modules over rings these are the classical objects.
We want to measure, on a polynomial scale, how the ‘size’ of ExtnA(U, V ) grows
when n goes to infinity. In order to do this we use the notion of complexity of a
sequence (bn)n∈Z of non-negative numbers, defined by the following equality
cx (bn) := inf
{
d ∈ N
∣∣∣∣∣ there is a number a ∈ R such thatbn ≤ and−1 holds for all n≫ 0
}
.
Throughout the rest of this section, (A,m, k) denotes a local DG algebra, by
which we mean that A is non-negative, A0 is a noetherian ring contained in the
center of A, m is the unique maximal ideal of A0, and k is the field A0/m.
The complexity of a pair (U, V ) of DG A-modules is the number
cxA (U, V ) = cx
(
rankk(Ext
n
A(U, V )⊗A0 k)
)
.
The complexity and the injective complexity of U are defined, respectively, by
cxA U = cxA (U, k) and inj cxA U = cxA (k, U) .
When A is a local ring cxA U is the polynomial rate of growth of rankA Fn, where
F is a minimal free resolution of U , while inj cxA U is that of the multiplicity of an
injective envelope of k in In, where I is a minimal injective resolution of U .
The following properties of these invariants have been observed before for mod-
ules, and for complexes, over local rings. We extend them to handle DG modules
over DG algebras, sometimes with alternative proofs.
Lemma 2.2. If U is in thickA(X) for some DG A-module X, then one has
cxA U ≤ cxAX and inj cxA U ≤ inj cxAX .
Equalities hold in case thickA(U) = thickA(X).
Proof. We verify the inequality for complexities; a symmetric argument yields the
one for injective complexities.
The number h = levelXA (U) is finite; we induce on it. When h equals one U is a
retract of
⊕s
j=1 Σ
ijX for some integers i1, . . . , is, so Ext
n
A(U, k) is a direct summand
of
⊕s
j=1 Ext
n+ij
A (X, k), and the desired inequality is clear. For h ≥ 1, one may
assume there is an exact triangle U ′ → U → U ′′ → ΣU ′ with levelXA (U
′) ≤ h − 1
and levelXA (U
′′) = 1; the associated cohomology exact sequence shows that the
induction hypothesis implies the desired inequality for complexities. 
Lemma 2.3. If F is a finite free complex of A0-modules with H(F ) 6= 0, then
cxA (U ⊗A0 F ) = cxA U and inj cxA (U ⊗A0 F ) = inj cxA U .
Proof. Since F is a finite free complex, in D(A) one has isomorphisms
RHomA(k, U ⊗A0 F ) ≃ RHomA(k, U)⊗
L
A0
F ≃ RHomA(k, U)⊗
L
k (k ⊗A0 F ) .
This yields, for each integer n, an isomorphism of k-vectorspaces
ExtnA(k, U ⊗A0 F )
∼=
⊕
i∈Z
Extn+iA (k, U)⊗k Hi(k ⊗A0 F ) .
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Since Hi(k⊗A0F ) is finite for each i, and zero for |i| ≫ 0 but not for all i, the equality
of injective complexities follows. The argument for complexities is similar. 
2.4. For a morphism of DG algebras ϕ : A → B, let ϕ∗ be the functor forgetting
the action of B. One then has an adjoint pair of exact functors
D(A)
(B⊗LA−)
//
D(B)
ϕ∗
oo
that are inverse equivalences if ϕ is a quasi-isomorphism; see [5, 3.3.1, 3.3.2]. If,
furthermore, U is a DG A-module, V is a DG B-module, and µ : U → V is a ϕ-
equivariant quasi-isomorphism, then by [5, 3.3.3] one has canonical isomorphisms
U ≃ ϕ∗(V ) and B ⊗
L
A U ≃ V .
A DG algebra B is said to be quasi-isomorphic to A if there exists a chain
A
≃
// A0 oo
≃
A1
≃
// · · · oo
≃
Ai−1
≃
// Ai oo
≃
B
of quasi-isomorphisms of DG algebras. Such a chain induces a unique equivalence
j : D(A)→ D(B) ,
of triangulated categories; if Bi = 0 for i < 0, then [5, 3.6] yields
j(H0(A)) ≃ H0(B) .
Lemma 2.5. If (B, n, l) is a local DG algebra quasi-isomorphic to A, then each
equivalence of derived categories j : D(A)→ D(B) as in 2.4 induces an isomorphism
j(k) ≃ l
in D(B), and for all U and V in D(A) there is an equality
cxA (U, V ) = cxB (j(U), j(V )) .
Proof. As H0(A) is equal to A0/∂(A1), it is a local ring with maximal idealm/∂(A1).
Similarly, H0(B) = B0/∂(B1) is a local ring with maximal ideal n/∂(B1). The
isomorphism of 2.4 maps j(m/∂(A1)) to n/∂(B1), and so induces j(k) ≃ l.
Since j is an equivalence, in D(B) there is an isomorphism
j(RHomA(U, V )) ≃ RHomB(jU, jV ) .
Passing to homology one obtains an isomorphism of graded modules
ExtA(U, V )
∼= ExtB(jU, jV )
that is equivariant over the isomorphism H(A) ∼= H(B) of graded algebras induced
by the chain of quasi-isomorphisms inducing j. This yields an isomorphism
ExtA(U, V )⊗H0(A) k
∼= ExtB(jU, jV )⊗H0(B) l
of graded vector spaces that is equivariant over the isomorphism k ∼= l. 
Sometimes there exist an alternative way for computing complexity:
Lemma 2.6. If the ring A0 is artinian, then there is an equality
cxA (U, V ) = cx (lengthA0 Ext
n
A(U, V )) .
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Proof. Set rn = rankk(Ext
n
A(U, V ) ⊗A0 k). By hypothesis m
s = 0 holds for some
integer s, so by Nakayama’s Lemma the A0-module Ext
n
A(U, V ) is minimally gen-
erated by rn elements. Thus, one has surjective homomorphisms
krn ← ExtnA(U, V )← A
rn
0
of A0-modules. They yield inequalities
rn ≤ lengthA0 Ext
n
A(U, V ) ≤ lengthA0(A0)rn
that evidently imply cx (rn) = cx (lengthA0 Ext
n
A(U, V )). 
3. Composition products
Let A denote a DG algebra, and let U , V , and W be DG A-modules. In this
section we recall the construction of products in cohomology of DG A-modules.
Construction 3.1. For all integers i, j there exist composition products
ExtjA(V,W )× Ext
i
A(U, V )→ Ext
i+j
A (U,W ) .
Indeed, choose a semifree resolution F → U ; thus ExtiA(U, V ) = H
i(HomA(F, V )).
An element [α] ∈ ExtiA(U, V ) is then the homotopy class of a degree −i chain map
α : F → V of DG modules. Similarly, let [β] ∈ ExtjA(V,W ) be the class of a chain
map β : G → W of degree −j, where G → V is a semifree resolution. As F is
semifree and F → U is a quasi-isomorphism there is a unique up to homotopy
chain map α˜ : F → G whose composition with G → V is equal to α. One defines
the product [β][α] in Exti+jA (U,W ) to be the class of β ◦ α˜ : F →W .
It follows from their construction that composition products are associative in the
obvious sense. In particular, ExtA(U,U) and ExtA(V, V ) are graded DG algebras,
and that ExtA(U, V ) is a graded left-right ExtA(V, V )-ExtA(U,U)-bimodule.
Let A and B be DG algebras over a commutative ring k. Their tensor product
is a DG algebra, with underlying complex A⊗k B and multiplication defined by
(a⊗ b) · (a′ ⊗ b′) = (−1)|b||a
′|(aa′ ⊗ bb′) ,
where |a| denotes the degree of a. For each DG B-module X the complexes U ⊗kX
and Homk(X,U) have canonical structures of DG module over A⊗k B, given by
(a⊗ b) · (u⊗ x) = (−1)|b||u|(au⊗ bx) ;(
(a⊗ b)(γ)
)
(x) = (−1)|b||γ|aγ(bx) .
Construction 3.2. Let k be a field, and let A and B be DG algebras with
Ai = 0 = Bi for i < 0 and A0 = k = B0 .
Let F → k and G→ k be semifree resolutions over A and B, respectively, and
ω : HomA(F, k) ⊗k HomB(G, k)→ HomA⊗kB(F ⊗k G, k)
be the morphism given by
(
ω(α⊗β)
)
(a⊗b) = (−1)|β||a|α(a)β(b). Composing H(ω)
with the Ku¨nneth isomorphism [α]⊗k [β] 7→ [α⊗ β] one obtains a homomorphism
H(HomA(F, k)) ⊗k H(HomB(G, k))→ H(HomA⊗kB(F ⊗k G, k))
The map F ⊗k G→ k ⊗k k = k evidently is a semifree resolution over A⊗k B, so
the preceding homomorphisms defines a Ku¨nneth homomorphism
κ : ExtA(k, k)⊗k ExtB(k, k)→ ExtA⊗kB(k, k) .
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It is follows from the definition that this is a homomorphism of k-algebras.
Lemma 3.3. If rankk Ai is finite for each i, then κ is an isomorphism.
Proof. Under the hypothesis on A, one can choose an F that has a semifree filtration
where each free graded A♮-module (Fn/Fn−1)♮ of finite rank; for instance, take F to
be the classical bar-construction, see [12]. In this case the map ω from Construction
3.2 is bijective, so H(ω) is an isomorphism. 
4. Differential Graded Hopf algebras
In this section k is a field and A is a DG Hopf algebra over k; that is, A is a
non-negative DG algebra with A0 = k, and with a morphism ∆: A→ A⊗kA of DG
k-algebras, called the comultiplication, satisfying (εA ⊗A)∆ = idA = (A ⊗k ε
A)∆,
where εA : A→ k is the canonical surjection.
The principal results in this section, Theorems 4.7 and 4.9, establish symmetry
properties of complexities. The arguments in the proof exploit operations on DG
modules provided by the Hopf algebra structure on A.
4.1. When A is a DG Hopf algebra the DG (A ⊗k A)-modules U ⊗k V and
Homk(U, V ) acquire structures of DG A-modules through ∆. The isomorphisms
U ⊗k k ∼= U ∼= k ⊗k U(4.1.1)
Homk(k, V ) ∼= V(4.1.2)
HomA(U ⊗k V,W ) ∼= HomA(U,Homk(V,W ))(4.1.3)
are compatible with the respective DG A-structures.
Lemma 4.2. Let F → k be a semifree resolution and G a semifree DG module.
The induced morphism π : F ⊗k G→ k ⊗k G ∼= G is a homotopy equivalence.
Proof. The morphism π is a quasi-isomorphism because k is a field. AsG is semifree,
the identity map on G lifts through π to give a morphism κ : G → F ⊗k G such
that πκ is homotopic to idG; see 2.1. Since F is semifree it follows from (4.1.3) that
the functor HomA(F ⊗k G,−) preserves quasi-isomorphisms. Noting that πκπ is
homotopic to π idF⊗kG, one thus gets that κπ is homotopic to idF⊗kG. 
Construction 4.3. Let A be a DG Hopf algebra over k and set S = ExtA(k, k).
Let V be a DG A-module. Choose semifree resolutions F → k and G→ V over A.
The assignment ψ 7→ ψ ⊗k G defines a morphism
HomA(F, F )→ HomA(F ⊗k G,F ⊗k G)
of DG algebras. Since F ⊗k G is homotopy equivalent to G, by Lemma 4.2, in
homology it induces a homomorphism of graded k-algebras
ζV : S → ExtA(V, V ) .
The graded center of a graded algebra B consists of the elements c in B that
satisfy bc = (−1)|b||c|cb for all b ∈ B. When every c ∈ B has this property B is said
to be graded-commutative; every graded right B-module X then has a canonical
structure of left B-module, defined by setting bx = (−1)|b||x|xb.
Proposition 4.4. Let A be a DG Hopf k-algebra, and let U, V be DG A-modules.
The algebra S = ExtA(k, k) is then graded-commutative and ζV (S) is con-
tained in the graded center of ExtA(V, V ). Moreover, the S-module structures on
ExtA(U, V ) induced via ζV and ζU coincide.
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Proof. We verify the second assertion; the first one follows, as ζk = id
S .
We may assume U and V are semifree DG A-modules. Let F → k be a semifree
resolution. By Lemma 4.2, the homology of the complex HomA(F ⊗k U, F ⊗k V )
is ExtA(U, V ). It implies also that any chain map F ⊗k U → F ⊗k V is homotopy
equivalent to one of the form F⊗kµ. For any chain map σ : F → F the compositions
F ⊗k U
σ⊗U
−−−→ F ⊗k U
F⊗µ
−−−→ F ⊗k V
F ⊗k U
F⊗µ
−−−→ F ⊗k V
σ⊗V
−−−→ F ⊗k V
are σ ⊗ µ and (−1)|µ||σ|σ ⊗ µ, respectively. Hence the S-actions on ExtA(U, V )
induced via ζU and ζV coincide up to the usual sign. This is the desired result. 
Proposition 4.5. Let A be a DG Hopf k-algebra, and U and V be DG A-modules.
If the k-algebra S = ExtA(k, k) is finitely generated, and the k-vector spaces H(U)
and H(V ) are finite, then ExtA(U, V ) is finite over S, ExtA(U,U), and ExtA(V, V ).
Proof. Since S acts on ExtA(U, V ) through ExtA(U,U), finiteness over the former
implies finiteness over the latter. The same reasoning applies with ExtA(U,U)
replaced by ExtA(V, V ), so it suffices to prove finiteness over S.
We claim that the following full subcategory of D(A) is thick:
C = {W ∈ D(A) |the S-module ExtA(W,k) is noetherian} .
Indeed, it is clear that C is closed under retracts and shifts; furthermore, every
exact triangle W ′ →W →W ′′ → ΣW ′ in D(A) induces an exact sequence
ExtA(W
′′, k)→ ExtA(W,k)→ ExtA(W
′, k)
of graded S-modules, so if W ′ and W ′′ are in C, then so is W .
The condition rankk H(U) < ∞ implies U ∈ thickA(k); see 1.4(1). The finitely
generated k-algebra S is graded-commutative by Proposition 4.4, and thus noether-
ian; this implies k ∈ C. Now from the thickness of C we conclude U ∈ C.
From a similar argument, now considering the subcategory
{W ∈ D(A) |the S-module ExtA(U,W ) is noetherian} ,
one deduces that the S-module ExtA(U, V ) is finitely generated. 
The preceding result allows one to draw conclusions about complexities from
classical results in commutative algebra. This may not be immediately clear to
casual users of the subject, as standard textbooks leave out important parts of the
story by focusing early on on ‘standard graded’ algebras. In the following discussion
we refer to Smoke’s very readable and self-contained exposition in [15].
4.6. Let S be a graded-commutative k-algebra, generated over k by finitely many
elements of positive degrees, and C a finitely graded S-module. Replacing gen-
erators by their squares, one sees that C is also finite over a finitely generated
commutative k-algebra S′, so there exists a Laurent polynomial pC(t) ∈ Z[t
±1],
such that ∑
n∈Z
rankk(Cn)t
n = pC(t)
/ c∏
j=1
(1 − tdj) ;
this is the Hilbert-Serre Theorem, see [15, 4.2] or [13, 13.2]. By [15, 5.5], the order
of the pole at t = 1 of the rational function above is equal to the Krull dimension
of C; that is, to the supremum of the lengths of chains of homogeneous prime ideals
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in S′ containing the annihilator of C. The order of the pole is independent of the
choice of S′, so one gets a well defined notion of Krull dimension of C over S; let
dimS C denote this number, and set dimS = dimS S. By decomposing the rational
function above into prime fractions, see [3, §2] for details, one easily obtains
dimS C = cx ( rankk(Cn)) .
Theorem 4.7. If A is a DG Hopf k-algebra with S = ExtA(k, k) finitely generated
as k-algebra, and U a DG A-module with H(U) finite over k, then one has
inj cxA U = cxA (U,U) = cxA U ≤ cxA k = dimS .
If, furthermore, V is a DG A-module with H(V ) finite over k, then one has
dimS(ExtA(U, V )) = cxA (U, V ) ≤ min{cxA (U,U), cxA (V, V )} .
Proof. The expression for cxA (U, V ) comes from Propositions 4.4, 4.5, and 4.6. By
Proposition 4.5, ExtA(U, V ) is a finite module over ExtA(U,U) and ExtA(V, V ),
whence the upper bounds on cxA (U, V ). For (k, U) and (U, k) they yield
inj cxA U ≤ cxA (U,U) ≥ cxA U ≤ cxA k .
To prove cxA (U,U) ≤ cxA U we show that the full subcategory
D = {W ∈ D(A) |cxA (U,W ) ≤ cxA U}
of D(A) contains U . One evidently has k ∈ D, and 1.4(1) gives U ∈ thickA(k), so
it suffices to prove that D is thick. Closure under direct summands and shifts is
clear. An exact triangle W ′ →W →W ′′ → ΣW ′ in D(A) yields an exact sequence
ExtnA(U,W
′)→ ExtnA(U,W )→ Ext
n
A(U,W
′′)
for every n ∈ Z. They imply inequalities
rankk
(
ExtnA(U,W )
)
≤ rankk
(
ExtnA(U,W
′)
)
+ rankk
(
ExtnA(U,W
′′)
)
.
Thus, if W ′ and W ′′ are in D, then, Lemma 2.6 gives
cxA (U,W ) ≤ max{cxA (U,W
′), cxA (U,W
′′)} ≤ cxA U .
A similar argument, now using ExtA(−, U), yields inj cxA U = cxA (U,U).
The equality cxA k = dimS comes from the Hilbert-Serre theorem, see 4.6. 
To compare cxA (U, V ) and cxA (V, U) we need one more lemma.
Lemma 4.8. Let A be a DG Hopf k-algebra. For all U, V ∈ D(A) the assignment
(u⊗ v) 7→ [α 7→ (−1)|v||α|uα(v)] defines a morphism
U ⊗k V → Homk(V
∗, U)
in D(A); it is an isomorphism when rankk H(V ) is finite.
Proof. It is a routine calculation to verify that the map in question is compatible
with the DG A-module structures. It thus defines for each X ∈ D(A) a natural
morphism ηX : U ⊗k X → Homk(X
∗, U). It is easy to see that those X for which
ηX is an isomorphism form a thick subcategory of D(A). It contains k and hence
contains every DG A-module V with rankk H(V ) finite; see 1.4(1). 
The next result extends the equality cxA U = inj cxA U from Theorem 4.7.
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Theorem 4.9. If A is a DG Hopf k-algebra with ExtA(k, k) finitely generated as
k-algebra, and U and V are DG A-modules with H(U) and H(V ) finite over k, then
cxA (U, V ) = cxA (V, U) .
Proof. The desired assertion results from the following chain of equalities:
cxA (U, V ) = cxA (U, V
∗∗)
= cxA (U ⊗k V
∗, k)
= cxA (k, U ⊗k V
∗)
= cxA (k,Homk(V, U))
= cxA (V, U) .
The first and fourth ones come, respectively, from isomorphisms V ≃ V ∗∗ and
U ⊗k V
∗ ≃ Homk(V, U) given by Lemma 4.8. The second and fifth ones one follow
from the adjunction isomorphism (4.1.3). Theorem 4.7 supplies the middle link. 
We have not yet provided any non-trivial example of DG Hopf k-algebra A with
finitely generated cohomology algebra. To state a general result in this direction,
recall that A is said to be cocommutative if its comultiplication satisfies the equality
∆ = τ∆, where τ : A⊗k A→ A⊗k A is defined by τ(a⊗ b) = (−1)
|a||b|b⊗ a.
The following result is Wilkerson’s main theorem in [17]:
4.10. If A is a cocommutative DG Hopf k-algebra with zero differential and with
rankk A finite, then the graded k-algebra S = ExtA(k, k) is finitely generated.
In positive characteristic the proof of the theorem depends on the action of
the Steenrod algebra on S; the existence of such an action is another non-trivial
result, see [11]. The situation is completely different in characteristic zero, where a
celebrated theorem of Hopf shows that every non-negative cocommutative graded
Hopf algebra is isomorphic, as an algebra, to the exterior algebra on a vector space
of finite rank; in this case the cohomology is well known, and is computed next.
5. Exterior algebras I.
In this section k is a field and Λ a DG algebra with ∂Λ = 0 and with Λ♮ an
exterior k-algebra on alternating indeterminates ξ1, . . . , ξc of positive odd degrees.
Proposition 5.1. The graded k-algebra S = Ext∗Λ(k, k) is a polynomial ring over
k on commuting indeterminates χ1, . . . , χc with |χi| = −(|ξi|+ 1).
Proof. One has Λ ∼= k〈ξ1〉 ⊗k B, where k〈ξj〉 denotes the exterior algebra on the
graded vector space kξi and B = k〈ξ2〉⊗k · · ·⊗kk〈ξc〉. By Lemma 3.3 and induction,
it suffices to treat the case Λ = k〈ξ〉. We use the notation from Construction 3.1.
Set d = |ξ|, and let F be a DG Λ-module, whose underlying graded Λ-module
has a basis {en}n>0 with |en| = (d + 1)n, and with differential defined by the
formulas ∂(e0) = 0 and ∂(en) = ξen−1 for n ≥ 1. An elementary verification shows
that the Λ-linear map ε : F → k with ε(e0) = 1 and ε(en) = 0 for n ≥ 1 is a
quasi-isomorphism of DG Λ-modules, and thus a semifree resolution of k. It yields
ExtnΛ(k, k) = H
n(HomΛ(F, k)) = HomΛ(F, k)
n =
{
kχ(i) for n = (d+ 1)i ≥ 0 ;
0 otherwise ,
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where χ(i) : F → k is the chain map of DG Λ-modules defined by χ(i)(en) = 0 for
n 6= i and χ(i)(ei) = 1. Setting χ˜
(i)(en) = en−i for n ≥ i and χ˜
(i)(en) = 0 for n < i
one obtains a chain map χ˜(i) : F → F , such that εχ˜(i) = χ(i). The definition of
composition products yields equalities
[χ(j)][χ(i)] = [χ(j) ◦ χ˜(i)] = [χ(i+j)] .
for all i, j ≥ 0. They show that the isomorphism of graded k-vector spaces k[χ]→ S,
which sends χi to [χ(i)] for each i ≥ 0, is a homomorphism of graded k-algebras. 
Remark 5.2. The universal property of exterior algebras guarantees that there is a
unique homomorphism of graded k-algebras ∆: Λ→ Λ⊗k Λ with
∆(ξi) = ξi ⊗ 1 + 1⊗ ξi for 1 ≤ i ≤ c.
It evidently satisfies ∆(εA⊗A) = idA = ∆(A⊗k ε
A), and so is the comultiplication
of a graded Hopf algebra structure on Λ.
In view of the preceding proposition and remark, Theorems 4.7 and 4.9 yield:
Theorem 5.3. For DG Λ-modules U, V with H(U) and H(V ) finite over k one has
cxA (V, U) = cxA (U, V ) ≤ cxΛ (U,U) = inj cxΛ U = cxΛ U ≤ cxΛ k = c . 
6. Complete intersection local rings I.
In this section (R,m, k) denotes a local ring. When R is complete intersection
(the definition is recalled below) we open a path to an exterior algebra, and use it
to transport results from Section 5.
The embedding dimension of (R,m, k) is the number edimR = rankk(m/m
2); by
Nakayama’s Lemma, it is equal to the minimal number of generators of m.
Construction 6.1. Choose a minimal set of generators r1, . . . , re of m, and let
K denote the Koszul complex on r1, . . . , re. The functor − ⊗R K preserves quasi-
isomorphisms of complexes of R-modules, so it defines an exact functor
k : D(R)→ D(K) .
Lemma 6.2. For each homologically finite complex of R-modules M one has:
cxRM = cxK k(M) and inj cxRM = inj cxK k(M) .
Proof. Let G → M be a semifree resolution over R, and note that the induced
morphism G⊗RK →M⊗RK then is a semifree resolution over K. The expression
for cxRM now follows from the isomorphisms of k-vector spaces
ExtnK(M ⊗R K, k) = H
n(HomK(G⊗R K, k))
∼= Hn(HomR(G, k))
= ExtnR(M,k) .
For the second equality, choose a semifree resolution F → k over K. One has
an isomorphism kM ≃ HomR(K,Σ
eM) of DG K-modules, where e = edimR. For
each n ∈ Z adjunction gives the isomorphism of k-vector spaces below, and the last
equality holds because F is semifree over R:
ExtnK(k,M ⊗R K) = H
n(HomK(F,HomR(K,Σ
eM)))
∼= Hn(HomR(F,Σ
eM))
= Extn−eR (k,M) . 
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Krull’s Principal Ideal Theorem implies edimR ≥ dimR, where dimR denotes
the Krull dimension of R. The codimension of R is the number codimR = edimR−
dimR. Rings of codimension zero are called regular. Cohen’s Structure Theorem
shows that the m-adic completion R̂ ofR admits a surjective homomorphism of rings
κ : (Q, q, k)→ R̂, with Q a regular local ring; see [13, §29]. Such a homomorphism
is called a Cohen presentation of R̂. One has dimQ ≥ edimR, and equality is
equivalent to Ker(κ) ⊆ q2; such a presentation is said to be minimal.
Any Cohen presentation κ can be refined to a minimal one. Indeed, choose
elements q1, . . . , qn in q mapping to a k-basis of (Ker(κ) + q
2)/q2. One then has
codimQ/(q) = (edimQ− n)− (dimQ− n) = codimQ = 0 ,
so the local ring Q/(q) is regular along with Q. The map κ factors through a
homomorphism Q/(q)→ R̂, and the latter is a minimal Cohen presentation.
Construction 6.3. Let ι : R → R̂ be the completion map and choose a minimal
Cohen presentation κ : (Q, q, k)→ R̂.
Choose a minimal set of generators r1, . . . , re of m and then pick in Q elements
q1, . . . , qe with κ(qi) = ι(ri) for i = 1, . . . , e. Let K denote the Koszul complex
on r1, . . . , re, and E be the one on q1, . . . , qe. The definition of Koszul complexes
allows one to identify the DG algebras R̂ ⊗R K and R̂⊗Q E.
Choose a minimal set of generators {f1, . . . , fc} of the ideal Kerκ, let A be the
Koszul complex on this set, and let π : A→ R̂ denote the canonical projection.
Set Λ = A ⊗Q k, and note that this is a DG algebra with zero differential, and
its underlying graded algebra is the exterior algebra
∧
k(A1 ⊗Q k).
The ring R is said to be complete intersection if in some Cohen presentation
κ : Q→ R̂ the ideal Kerκ can be generated by a Q-regular sequence. When this is
the case, the kernel of every Cohen presentation is generated by a regular sequence,
and for each minimal presentation such a sequence consists of codimR elements.
In the next three lemmas (R,m, k) denotes a complete intersection local ring.
Lemma 6.4. The following maps are quasi-isomorphisms of DG algebras:
K = R⊗R K
ι⊗RK
// R̂⊗R K = R̂⊗Q E oo
π⊗QE
A⊗Q E
A⊗Qε
E
// A⊗Q k = Λ .
Proof. As R̂ is flat over R, one can identify H(ι⊗R K) with the map
ι⊗R H(K) : R⊗R H(K)→ R̂ ⊗R H(K) ,
which is bijective because H(K) is a direct sum of shifts of k.
The sequence f1, . . . , fc is Q-regular because R is complete intersection, hence π
is a quasi-isomorphism, and then so is π ⊗Q E.
Since the ring Q is regular and the elements q1, . . . , qe minimally generate q, they
form aQ-regular sequence, so εE is a quasi-isomorphism, and then so is A⊗Qε
E . 
In view of 2.4, the quasi-isomorphisms in Lemma 6.4 define an equivalence of
categories j : D(K)→ D(Λ). Lemmas 6.2 and 2.5 then give:
Lemma 6.5. For every homologically finite complex of R-modules M one has
cxRM = cxΛ jk(M) and inj cxRM = inj cxΛ jk(M) . 
Lemma 6.6. In D(Λ) there is an isomorphism jk(k) ≃
⊕
i>0Σ
ik(
c
i).
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Proof. Choose bases x1, . . . , xc of A1 over Q with ∂(xi) = fi for 1 ≤ i ≤ c and
y1, . . . , ye of E1 over Q with ∂(yj) = qj for 1 ≤ j ≤ e; Thus fi =
∑d
j=1 bijqj with
bij ∈ Q. There is a unique homomorphism α : A→ E of DG algebras over Q with
α(xi) =
e∑
j=1
bijyj for 1 ≤ i ≤ c .
It appears in a commutative diagram of DG algebras
K R⊗R K
ι⊗RK
//
εR⊗RK

R̂⊗R K
εR̂⊗QE

R̂⊗Q E oo
π⊗QE
εR̂⊗QE

A⊗Q E
A⊗Qε
E
//
α⊗QE

A⊗Q k
α⊗Qk

Λ
k(k) k ⊗R K k ⊗R K k ⊗Q E oo
εE⊗QE
≃
E ⊗Q E
E⊗Qε
E
≃
// E ⊗Q k
where εE ⊗Q E and E ⊗Q ε
E are quasi-isomorphisms because εE is one.
The map ǫE ⊗R K defines the action of K on k(k), and α ⊗Q k that of Λ on
E ⊗Q k. The commutativity of the diagram implies and jk(k) ≃ E ⊗Q k in D(Λ),
see 2.4. The minimality of the Cohen presentation κ means that each bij is in q,
so one has k(k) ∼=
⊕
i>0Σ
ik(
c
i) as DG K-modules, and hence in D(Λ) one gets
jk(k) ≃ j
(⊕
i>0
Σik(
c
i)
)
≃
⊕
i>0
Σij(k)(
c
i) ≃
⊕
i>0
Σik(
c
i) ,
where the last isomorphism holds because one has j(k) ≃ k by Lemma 2.5. 
We come to the main result of this section. All its assertions are known: the
first equality is proved in [2, 5.3], the inequality follows from [8, 4.2], and the
second equality from [16, Thm. 6]. The point here is that they are deduced, in
a uniform way, from the corresponding relations for DG modules over exterior
algebras, established in Theorem 5.3, which ultimately are much simpler to prove.
Theorem 6.7. If (R,m, k) is complete intersection, then for every complex of R-
modules M with H(M) finitely generated the following inequalities hold:
inj cxRM = cxRM ≤ cxR k = codimR .
Proof. The isomorphism of Lemma 6.6 implies cxΛ k = cxΛ jk(k). Now Lemma 6.5
translates part of Theorem 5.3 into the desired statement. 
The equalities in the theorem may fail when R is not complete intersection:
Remark 6.8. Gulliksen [9, 2.3] proved that the condition cxR k < ∞ characterizes
local complete intersection rings among all local rings.
Jorgensen and S¸ega [10, 1.2] construct Gorenstein local k-algebrasR with rankkR
finite and modulesM with {cxRM, inj cxRM} = {1,∞}, in one order or the other.
Remark 6.9. The unused portion of Theorem 5.3 suggests that the relations
cxR (N,M) = cxR (M,N) ≤ cxR (M,M) = cxRM
might hold also over complete intersections. They do, see [4, 5.7], but we know of
no simple way to deduce them from Theorem 5.3.
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7. Projective levels
In this section A is a DG algebra. We collect some results on A-levels of DG
modules, which are reminiscent of theorems on projective dimension for modules.
7.1. For any DG A-module U the following hold.
(1) One has levelAA(U) ≤ l + 1 if and only if U is isomorphic in D(A) to a direct
summand of some semifree DG module F with a semifree filtration having
F l = F and every Fn/Fn−1 of finite rank over A♮; see 2.1.
(2) When A is non-negative, H0(A) is a field, and Hi(U) = 0 for all i≪ 0, one has
levelAA(U) <∞ if and only if Tor
A(k, U) is finite over k.
(3) When A has zero differential and is noetherian, and the graded A-module H(U)
is finitely generated, the following inequalities hold:
levelAA(U) ≤ proj dimAH(U) + 1 ≤ gl dimA+ 1 .
Indeed, (1) is proved in [5, 4.2], (2) in [5, 4.8], and (3) in [5, 5.5].
The preceding results pertain to homological algebra, in the sense that they do
not depend on the structure of the ring A♭ =
⊕
n∈ZAn. For algebras over fields
the next result contains as a special case the New Intersection Theorem, see [14], a
central result in commutative algebra, and effectively belongs to the latter subject.
7.2. Let A be a DG algebra with zero differential and U a DG A-module.
If the ring A♭ is commutative, noetherian, and is an algebra over a field, then
levelAA(U) ≥ height I + 1 ,
where I is the annihilator of the A♭-module
⊕
n∈ZHn(U); see [5, 5.1].
8. Exterior algebras II.
In this section k is a field, and Λ a DG algebra with ∂Λ = 0 and Λ♮ an exterior
k-algebra on alternating indeterminates of positive odd degrees d1, . . . , dc.
We recall a version of the Bernstein-Gelfand-Gelfand equivalence from [5, 7.4]:
8.1. Let S be a DG algebra with ∂S = 0 and S♮ a polynomial ring over k on
commuting indeterminates of degrees −(d1+1), . . . ,−(dc+1); set d = d1+ · · ·+dc.
There exist exact functors D(Λ)
h
−→ D(S)
t
−→ D(Λ) inducing inverse equivalences
(8.1.1)
thickΛ(k)
h
≡
//
⋃
|
thickS(S)
t
oo
⋃
|
thickΛ(Λ)
h
≡
//
thickS(k)
t
oo
such that in D(S) and D(Λ), respectively, there are isomorphisms
(8.1.2)
h(Λ) ≃ Σdk
h(k) ≃ S
and
t(k) ≃ Σ−dΛ
t(S) ≃ k .
Let Df(Λ) be the full subcategory of D(Λ) whose objects are the DG modules U
with H(U) finite over Λ, and Df(S) the corresponding subcategory of D(S). The
next proposition refines the equivalences in (8.1.1); see Remark 8.3.
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Proposition 8.2. For each U ∈ Df(Λ) and each M ∈ Df(S) one has
cxΛ U = dimS H(hU) and dimSM = cxΛH(tM) ,
and for each n ∈ N the functors h and t induce inverse equivalences
(8.2.1)
Df(Λ)
h
≡
//
⋃
|
Df(S)
t
oo
⋃
|
{U ∈ Df(Λ) | cxΛ U ≤ n}
h
≡
//
{M ∈ Df(S) | dimS H(M) ≤ n} .
t
oo
Proof. One has Df(Λ) = thickΛ(k) by 1.4(1). As the polynomial ring S has finite
global dimension, 7.1(3) gives Df(S) = thickS(S). Thus, the top row of (8.1.1) gives
inverse equivalences between Df(Λ) and Df(S). It is easy to verify that the subcat-
egories in the lower row are thick, so it suffices to compute cxΛ U and dimS H(M).
The equivalence h gives the first isomorphism in the chain
RHomΛ(k, U) ≃ RHomS(h(k), h(U)) ≃ RHomS(S, h(U)) ≃ h(U) ;
the second one comes from (8.1.2), the third is clear. In homology, one obtains
ExtnΛ(k, U)
∼= Hn(h(U))
for every n ∈ Z, whence the second equality in the following sequence; the first one
comes from Theorem 5.3, the third from the Hilbert-Serre Theorem, see 4.6:
cxΛ U = inj cxΛ U = cx ( rankk Hn(h(U)))n∈Z = dimS H(h(U)) .
Finally, from the already proved assertions one obtains
dimS H(M) = dimS H(ht(M)) = cxΛ t(M) . 
Remark 8.3. For U ∈ Df(Λ) the definition of complexity shows that cxΛ U ≤ 0
is equivalent to the finiteness of the k-vector space ExtΛ(U, k). It is the graded
k-dual of TorΛ(U, k), so by 7.1(2) its finiteness is equivalent to U ∈ thickΛ(Λ). On
the other hand, M ∈ Df(S) has dimS H(M) ≤ 0 if and only if M is in thickS(k);
see 1.4(1). Thus, for n = 0 diagram (8.2.1) reduces to (8.1.1).
Theorem 8.4. If U is a DG Λ-module with 0 < rankk H(U) <∞, then one has
card{n ∈ Z | Hn(U) 6= 0} ≥ level
k
Λ(U) ≥ c− cxΛ U + 1 .
Proof. The inequality on the left comes from 1.4(3). The one on the right results
from the following chain of (in)equalities
levelkΛ(U) = level
h(k)
S (h(U))
= levelSS(h(U))
≥ height(AnnS H(h(U))) + 1
= dimS − dimS H(h(U)) + 1
= dimS − cxΛ U + 1
= c− cxΛ V + 1 .
The first one holds because h is an equivalence, see 1.2(2), the second comes from
(8.1.2), and the third from 7.2; the remaining equalities hold by [13, Exercise 5.1]1,
by Lemma 8.2, and because dimS = c holds. 
1solved on page 288
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The inequalities in Theorem 8.4 are tight.
Example 8.5. For each integer i with 0 ≤ i ≤ c and Λ(i) = Λ/(ξ1, . . . , ξi) one has
card{n ∈ Z | Hn(Λ
(i)) 6= 0} = c− i+ 1 and cxR Λ
(i) = i .
Indeed, the first one is clear. For Γ(i) = Λ/(ξi+1, . . . , ξn) one has
ExtnΛ(Λ
(i), k) ∼= ExtnΓ(i)⊗kΛ(i)(Λ
(i), k) ∼= ExtnΓ(i)(k, k) ,
because Λ is isomorphic to Γ(i)⊗kΛ
(i) as k-algebras. Theorem 5.3 gives cxΓ(i) k = i.
9. Complete intersection local rings II.
We finish the paper with a new proof of [5, 11.3]. The original argument uses a
reduction, constructed in [2], to a complete intersection ring of smaller codimension
and a bounded complex of free modules over it, then refers to the main theorem of
[5], which applies to such complexes over arbitrary local rings. Here we describe a
direct reduction to results on exterior algebras, established in Section 8.
Theorem 9.1. If (R,m, k) is a complete intersection local ring and M a complex
of R-modules with H(M) finite and nonzero, then one has inequalities∑
n∈Z
ℓℓRHn(M) ≥ level
k
R(M) ≥ codimR− cxRM + 1 .
Proof. The inequality on the left is a special case of 1.4(2).
Set c = codimR. Let K be the Koszul complex on a minimal set of generators
for m and Λ the DG algebra with zero differential, and with underlying graded
algebra an exterior algebra over k on c generators of degree one. Construction 6.1
and Lemma 6.4 provide exact functors of triangulated categories
D(R)
k
// D(K)
j
≡
// D(Λ)
the second of which is an equivalence. One then has the following relations
levelkR(M) ≥ level
jk(k)
Λ (jk(M))
= levelkΛ(jk(M))
≥ c− cxΛ (jk(M)) + 1
= codimR − cxRM + 1
where the inequalities are given by 1.2(2) and by Theorem 8.4, while the equalities
come from 1.2(1) and Lemmas 6.6, and from Lemma 6.5. 
As in Theorem 8.4 the inequalities in Theorem 9.1 are tight.
Example 9.2. Let k be a field and set R = k[x1, . . . , xc]/(x
2
1, . . . , x
2
c). For every
integer i with 0 ≤ i ≤ c, set R(i) = R/(x1, . . . , xi). One then has equalities
ℓℓRRi = c− i+ 1 , codimR = c , and cxRR
(i) = i .
Indeed, the first two are clear. For Q(i) = R/(xi+1, . . . , xn) one has
ExtnR(R
(i), k) ∼= ExtnQ(i)⊗kR(i)(R
(i), k) ∼= ExtnQ(i)(k, k) ,
becauseR is isomorphic toQ(i)⊗kR
(i) as k-algebras. Theorem 6.7 gives cxQ(i) k = i.
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The number on the right hand side of the formula in Theorem 9.1 is finite
whenever the module M has finite complexity. However, this condition alone does
not imply the inequalities in the theorem, even when the ring R is Gorenstein.
Example 9.3. Let k be a field and c an integer with c ≥ 3. The ring
R =
k[x1, . . . , xc]∑c−1
h=1(x
2
h − x
2
h+1) +
∑
16i<j6c(xixj)
is Gorenstein, but not complete intersection, and its module M = R has
ℓℓRM = level
k
R(M) = 3 < c− 0 + 1 = codimR− cxRM + 1 .
It is worth noting that a very special case of Theorem 9.1 was initially discovered
when studying actions of finite elementary abelian groups on finite CW complexes:
Remark 9.4. Let k be a field of positive characteristic p and G an elementary abelian
p-group of rank c. The group algebra kG is isomorphic to k[x1, . . . , xc]/(x
p
1, . . . , x
p
c),
which is a complete intersection of codimension c. Over kG Theorem 9.1 was proved
by Carlsson [7] for M ♮ of finite rank over A♮ and p equal to 2, and for general M
and p by Allday, Baumgartner, and Puppe; see [1, 4.6.42].
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