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ABSTRACT 
High Throughput Screening has been used in drug discovery to screen large numbers 
of potential compounds against a biological target by making it possible to screen 
tens of thousands to hundreds of thousands of compounds at the early stage of drug 
design. However, it is impractical to test every available compound against every 
biological target. Classification is an approach in classifYing the compounds into 
active and inactive based on already known actives. In this study, Neural Network 
and Support Vector Machines (SVM) are used to classify AIDS data represented as 
2D descriptors. Selection of compounds used is based on the most diverse 
compounds. The classification models will be tested using different ratios of the data 
set to identify whether the size of data would affect the rate of classification. Besides 
th~t, the study also analyses the effects of dimensional reduction towards the results 
of the two teclmiques. Final results indicate that SVM produces better classification 
results for both the original data and the reduced dimension data. 
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ABSTRAK 
Penggunaan High Throughput Screenjng untuk menyaring sejumlah besar 
molekul kimia yang berpotensi terhadap sasUl·an biologi telah memungkinkan ratusan 
ribuan moleh .. ul kimia dikenalpasti pada peringkat awal dalam proses penghasilan 
ubat. Namun, pengujian setiap molebll kimia ke atas setiap sasaran biologi adalah 
tidak praktikal. Kajian ini mengaplikasikan teknik Rangkaian Neural Network dan 
Support Vector Machines (SVM) bagi mengkelaskan data AIDS yang berbentuk 2D. 
Pemilihan molekul kimia yang digunakan adalah berdasarkan kepada sifat 
ketaksamaan yang paling tinggi. Model pengkelasan diuji menggunakan data set 
dengan nisbah berbeza untuk mengenalpasti kesan saiz data terhadap keputusan 
pengkelasan. Selain dUlipada itu, kajian juga menganalisa kesan pengurangan 
dimensi data terhadap keputusan kedua-dua teknik. Hasil keputusan kajian 
menunjukkan bahawa tekllik SVM menghasilkan keputusan yang lebih baik bagi 
data asal dan juga data yang telah dikurangkan dimensinya. 
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