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CHARACTERIZATION OF DOMINATED SPLITTINGS FOR
OPERATOR COCYCLES ACTING ON BANACH SPACES
ALEX BLUMENTHAL1 AND IAN D. MORRIS2
Abstract. Versions of the Oseledets multiplicative ergodic theorem for cocy-
cles acting on infinite-dimensional Banach spaces have been investigated since
the pioneering work of Ruelle in 1982 and are a topic of continuing research
interest. For a cocycle to induce a continuous splitting in which the growth in
one subbundle exponentially dominates the growth in a complementary sub-
bundle requires additional assumptions; a necessary and sufficient condition
for the existence of such a dominated splitting (also known as exponential
separation) was recently given by J. Bochi and N. Gourmelon for invertible
finite-dimensional cocycles in discrete time. We extend this result to cocycles
of injective, bounded, and possibly noncompact linear maps acting on Banach
spaces (in both discrete and continuous time) using an essentially geometric
approach based on a notion of approximate singular value decomposition in
Banach spaces. Our method is constructive, and in the finite-dimensional case
yields explicit growth estimates on the dominated splitting which may be of
independent interest.
MSC2010: primary 37D30, 37H15; secondary 46B20.
1. Introduction
The celebrated multiplicative ergodic theorem (MET) of Oseledets [27] states
that a cocycle of finite-dimensional linear maps acting on a linear bundle over
a dynamical system – for example, the derivative cocycle of a diffeomorphism,
acting on the tangent bundle – induces a measurable decomposition of the bundle
into different subbundles each having a particular exponential growth rate. In
this article we are concerned with two modes of extension of Oseledets’ result:
firstly, its extension to infinite-dimensional cocycles; and secondly, the existence
of a continuous, rather than just measurable, decomposition into subspaces with
particular exponential growth rates.
The further development of the MET – weakening its hypotheses, shortening its
proof, and extending its scope – has continued in the literature in every decade since
its publication (we note for example [8, 14, 15, 19, 23, 33, 35, 38, 39]). The extension
of Oseledets’ theorem to cocycles of operators on infinite-dimensional spaces has
been a problem of ongoing interest since the pioneering work of Ruelle in 1982 (see,
e.g., [12, 19, 23, 35, 37]), and has enjoyed a burst of recent attention motivated by
applications including the study of transfer operators of random dynamical systems,
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stochastic partial differential equations, and functional analysis (see, e.g., [7, 9, 26,
6]).
Let us briefly recall the content of Oseledets’ theorem. Suppose that T : X → X
is an ergodic invertible measurable transformation acting on a probability space
(X,F , µ), and V a real or complex vector space having finite dimension d, say.
A function A : X × N → GL(V ), which we will denote by (x, n) 7→ Anx , is called
a cocycle over T if it has the property that An+mx = A
n
TmxA
m
x for every x ∈ X
and n,m ≥ 0. Subject to suitable integrability assumptions, Oseledets’ theorem
asserts that there exist real numbers λ1, . . . , λk and measurable functions E1, . . . , Ek
from X to the Grassmannian manifold of V such that V = E1(x) ⊕ · · · ⊕ Ek(x),
and limn→∞ 1n log |Anxv| = λk for every nonzero vector v ∈ Ek(x), for µ-almost
every x ∈ X. The splitting V = E1 ⊕ · · · ⊕ Ek has the further property of being
equivariant : we have AnxEk(x) = Ek(Tnx) for almost every x ∈ X and for every
n ≥ 0. Moreover, the Lyapunov exponents (λi)1≤i≤k themselves are precisely the
distinct values taken by the almost-sure limits limn→∞ 1n log σj(A
n
x) as j varies
between 1 and d. Recall that the singular values of a d× d real or complex matrix
A are the non-negative square roots of the eigenvalues of the positive semidefinite
matrix A∗A, and are denoted σ1(A), . . . , σd(A) in decreasing order, with repetition
in the case of multiplicity.
If X is additionally a topological space (typically, a compact metric space) and T
a homeomorphism, we might further ask if the equivariant splitting V = E1⊕· · ·⊕Ek
can be chosen to be continuous. However, if T admits more than one invariant prob-
ability measure then the Lyapunov exponents λi will in general be different with
respect to different probability measures, and as a consequence the dimensions of
the subspaces Ei(x), though constant almost everywhere for each ergodic measure,
can fail to be the same for every x ∈ X. It is furthermore not difficult to con-
struct examples in which the Lyapunov exponents limn→∞ 1n log |Anxv| fail to exist
for certain x ∈ X, v ∈ V \ {0} (even if V is one-dimensional), or examples in which
the Lyapunov exponents are all distinct and the Oseledets subspaces have constant
dimension, but in which continuous splittings cannot exist because the convergence
of 1n log |Anx | is not uniform (see e.g. [10]).
Dominated splittings. In view of these considerations the continuous analogue of
Oseledets splittings which we investigate in this article is the dominated splitting
(a.k.a. exponential separation). A dominated splitting describes a situation in
which V admits a continuous equivariant splitting V = E(x) ⊕ F(x) with the
property that each vector in E(x) grows exponentially faster under the action of
Anx than every vector in F(x). Although the exponential growth rates of vectors
in E(x) and F(x) are not necessarily constant with respect to x (or even defined
at all x ∈ X), it is not hard to see that for any ergodic probability µ on X and
µ-generic x ∈ X, the subspaces E(x),F(x) are unions of Oseledets subspaces (along
which exponential growth rates of vectors do exist by the MET). In this vein one
can regard dominated splittings as a continuously-varying “outer approximation”
to (possibly discontinuous) Oseledets splittings.
Let us define the concept of dominated splitting formally in our Banach space
setting. Let X be a topological space, T : X → X a homeomorphism, (V, | · |)
a Banach space, and L(V ) the space of bounded linear operators on V . We let
G(V ) denote the Grassmannian of closed complemented subspaces of V equipped
with a certain natural topology which will be defined in the following section. A
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function A : X × N→ L(V ), denoted (x, n) 7→ Anx , will be called a linear cocycle if
An+mx = A
n
TmxA
m
x for every x ∈ X and n,m ≥ 0, and if additionally Anx ≡ IdV .
We say that A admits a dominated splitting if there exist continuous mappings
E ,F : X → G(V ) and constants C > 0, τ ∈ (0, 1) such that V = E(x) ⊕ F(x) for
every x ∈ X, AnxE(x) = E(Tnx) and AnxF(x) ⊆ F(Tnx) for every x ∈ X and n ≥ 1,
and additionally
sup
u∈E(x),v∈F(x)
|u|=|v|=1
|Anxv|
|Anxu|
≤ Cτn
for every x ∈ X and n ≥ 1.
For finite-dimensional V , the notion of a dominated splitting (particularly for
derivative cocycles of diffeomorphisms on manifolds) originates in its applications
to smooth ergodic theory ([21, 22, 29]) and continues to have profound applications
(see e.g. [5, 11, 32]).
In the differential equations literature, dominated splitting is commonly known
by the alternative name exponential separation. In this vein, monotonicity prop-
erties of certain differential equations (in both finite and infinite dimension) have
been shown to imply the presence of exponential separations of one-dimensional
subbundles (see, e.g., [31] and the more recent [24]), which in turn has implications
for the structure of attractors [30]. The aforementioned results exploit the relation-
ship between one-dimensional exponential separations and continuous families of
invariant cones for linear cocycles: this amounts to, essentially, the generalization
of the well-known Krein–Rutman Theorem [17] (an infinite-dimensional Perron–
Frobenius Theorem) to the setting of linear cocycles. This idea has been extended
[36] to yield sufficient conditions for general exponential separations (i.e., dim E(x)
of any finite dimension) in terms of the existence of invariant families of (possibly
non-convex) “k-cones”. We also refer the reader to [20], which explores the re-
lationship between measurably-varying families of k-cones, a ‘measurably-varying’
variant of dominated splittings, and Oseledets splittings, and also to the references
therein on exponential separations.
Dominated splittings and singular values. In finite dimensions the existence of an
invariant cone or k-cone, of a continuous bundle of invariant k-cones, is well-known
to imply the existence of a dominated splitting or exponential separation, and as
remarked above this has been extended to cocycles of compact operators in infinite
dimensions. However, this is not the only possible abstract condition characterising
the existence of a dominated splitting: in finite dimensions, the existence of such
splittings is also known to be equivalent to a criterion involving the exponential
separation of singular values. The following characterization of finite-dimensional
dominated splittings was recently proved by J. Bochi and N. Gourmelon [3]:
Theorem 1 (Bochi-Gourmelon). Let T : X → X be a homeomorphism of a compact
Hausdorff space and A : X × N → GLd(R) a continuous linear cocycle. Then the
following are equivalent:
• There exist K > 0, τ ∈ (0, 1) such that
(1) σk+1(A
n
x) ≤ Kτnσk(Anx)
for every x ∈ X and n ≥ 0;
• There exists a dominated splitting Rd = E(x)⊕F(x) such that dim E(x) = k
for all x ∈ X.
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Theorem 1 may be seen as a topological analogue of the Multiplicative Ergodic
Theorem in the following sense: given that the growth rates of a particular pair of
adjacent singular values are exponentially separated (a condition which in ergodic-
theoretic contexts amounts to the requirement that two adjacent Lyapunov expo-
nents are distinct) there exists an invariant splitting into subspaces of dimension
corresponding to the index of the larger singular value and with regularity appro-
priate to the context of the theorem (which in Theorem 1 is topological, but in the
Multiplicative Ergodic Theorem is measurable). This analogy extends beyond the
statement of the theorem to the methods involved: the proof of Theorem 1 makes
explicit use of Ruelle’s proof of the multiplicative ergodic theorem.
Results of this type have since found powerful applications to problems in matrix
analysis ([4, 25]) in which there is no clear a priori reason why the matrices Anx
should need to be invertible. It is thus of interest to ask whether Theorem 1
might be generalized to the case of cocycles of non-invertible matrices. Moreover,
the infinite-dimensional extensions of Oseledets’ theorem described earlier include
numerous examples in which invertibility of the matrices or operators Anx is not
required. It is therefore both natural and desirable to attempt the extension of
Theorem 1 to infinite-dimensional settings and to the context of non-invertible
linear operators. Such an extension is the principal contribution of the present
paper.
Results of this paper. The concept of singular value defined above may be extended
to infinite-dimensional Hilbert spaces in a relatively direct fashion, but in the con-
text of general Banach spaces there is no precise analogue of the notion of singular
value: instead a family of different generalizations exists, with such generalizations
being referred to generically as s-numbers (see, e.g., [28]). In this article we prin-
cipally use one specific generalization, namely Gelfand numbers: if A is a bounded
linear operator acting on a Banach space (V, | · |), then for each integer k ≥ 1 we
define the kth Gelfand number of A to be the quantity
ck(A) := inf{|A|F | : F is a closed (k − 1)-dimensional subspace of V }.
When (V, | · |) is a Hilbert space the Gelfand numbers of A coincide precisely with
its singular values. Our first main result generalizes Theorem 1 to injective, but
not necessarily invertible, linear cocycles acting on Banach spaces:
Theorem 2. Let T be a homeomorphism of a compact topological space X and let
A : X ×N→ L(V ) denote a cocycle of injective bounded linear operators acting on
a Banach space (V, | · |). Then the following statements are equivalent:
• There exist constants K > 0 and τ ∈ (0, 1) such that
(2) max{ck+1(Anx), ck+1(AnTx))} < Kτnck(An+1x )
for all x ∈ X and n ≥ 1;
• There exist a continuous equivariant splitting V = E(x)⊕ F(x), for which
dim E(x) = k <∞ for all x ∈ X, and constants K > 0, τ ∈ (0, 1) such that
sup
u∈E(x), v∈F(x)
|u|=|v|=1
|Anxv|
|Anxu|
≤ Kτn
for every x ∈ X and n ≥ 1.
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Several remarks are in order. To start, we note that (1) is not sufficient for the
existence of a dominated splitting for cocycles of non-invertible linear operators.
This is illustrated by the following simple example:
Example 3. Let `2(N) = {(a1, a2, · · · ) : ai ∈ R,
∑
i a
2
i < ∞} and let {ei}i≥1 ⊂
`2(N) denote the standard basis. Define T : `2(N)→ `2(N) to be the linear operator
for which Tek = 2
−kek+1 for all k ≥ 1. Then, T is compact, injective, and a
straightforward computation yields
σ1(T
n)
σ2(Tn)
= 2n
for all n ≥ 1, hence (1) is satisfied with k = 1,K = 1, τ = 1/2. On the other hand,
it is trivial to see that T does not preserve any finite-dimensional subspace of `2(N).
Note as well that (2) is not satisfied by T for any value of k.
We note as well that (1) is not sufficient for existence of a dominated splitting for
non-invertible (hence noninjective) cocycles in finite dimensions: see Example 7.1
in [4]. We also draw the reader’s attention to the fact that if every Anx is invertible,
then (2) is equivalent to the simpler condition ck+1(A
n
x) ≤ Kτnck(Anx), which in
the Hilbert space case is precisely Bochi and Gourmelon’s condition (1).
We remark that whereas the previous results of [36, 30, 24] relating cones con-
ditions and exponential separation require the linear cocycle to be compact, in
Theorem 2 no compactness assumption is made.
Theorem 2 carries over to the case when the cocycle A acts on a continuous
Banach bundle pi : E → X (see [18] for a precise definition); in this terminology
Theorem 2 is formulated for the trivial Banach bundle E = X × V . The extension
to general Banach bundles is a straightforward consequence of the methods given
in this paper: all the arguments in the proof of Theorem 2 are ‘local’ in x, and thus
carry over to the bundle case by the local trivialization property. Details are left
to the reader.
Finally, we note that the Lyapunov exponents of a Banach space cocycle can be
identified as the asymptotic exponential growth rates of Gelfand numbers [1, 13],
and so Theorem 2 establishes the same parallel between dominated and Oseledets
splittings for Banach space cocycles as Theorem 1 does in finite-dimensions.
Once Theorem 2 is established, it is a simple matter to derive a corresponding
result for flows. Suppose that (φt)t∈R is a continuous flow on a topological space
X; that is, suppose that {φt : t ∈ R} is a set of homeomorphisms of X such that
φt+s = φt ◦ φs for every s, t ∈ R, and such that t 7→ φtx is continuous for every
x ∈ X. We shall say that a cocycle over (φt) is a function B : X × [0,+∞)→ L(V )
such that Bs+tx = B
s
φtxB
t
x for every x ∈ X and s, t ≥ 0. We obtain the following
continuous-time analogue of Theorem 2:
Theorem 4. Let (φt)t∈R be a continuous flow on a compact topological space X
and let B : X × [0,+∞) → L(V ) be a cocycle over (φt) such that Btx is injective
for every x ∈ X and t ≥ 0. We assume that
x 7→ Btx is continuous in the operator norm topology for each fixed t ≥ 0, and
(x, t) 7→ Btx is continuous in the strong operator topology.
(3)
Then the following are equivalent:
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(a) There exist C, γ > 0 such that for any x ∈ X, t ≥ 0,
sup
0≤≤1
ck+1(B
t
φx) ≤ Ce−γtck(Bt+1x ) .(4)
(b) There exist a continuous equivariant splitting V = E(x)⊕ F(x), for which
dim E(x) = k < ∞ for all x ∈ X, and constants C, γ > 0 such that for all
t ≥ 0,
sup
u∈E(x),v∈F(x)
|u|=|v|=1
|Btxv|
|Btxu|
≤ Ce−γt .(5)
We note that if Btx is assumed invertible for every x ∈ X and t ≥ 0, then simi-
larly to Theorem 2 the condition (4) may be replaced with the simpler hypothesis
ck+1(B
t
x) ≤ Ce−γtck(Btx). As is the case with Theorem 2, an analogous statement
holds when the cocycle B acts on a continuous Banach bundle.
The methods which we use to prove Theorem 2 also yield new information even
in the invertible, finite-dimensional context of Theorem 1. Specifically, the proof of
Theorem 1 by Bochi and Gourmelon is nonconstructive, relying heavily on ergodic
theory and compactness both to construct the equivariant splitting and to show
that it is dominated; in particular, Bochi and Gourmelon’s statement does not yield
an explicit relationship between the constants K, τ in the definition of dominated
splitting and the constants K, τ in the condition (1). The use of ergodic theory
also necessitated the restriction of their results to compact Hausdorff spaces as
opposed to more general topological spaces. By adapting the proof of Theorem
2 to the finite-dimensional context we are able to obtain a quantitative version of
the Bochi-Gourmelon result which does not even require compactness of the base
dynamical system.
Below, we have endowed Rd with the standard Euclidean inner product and
corresponding norm ‖ · ‖.
Theorem 5. Let T be a homeomorphism of a topological space X, d ∈ N, and let
A : X ×N→ L(Rd) be a continuous cocycle of invertible linear operators for which
κ := supx∈X ‖Ax‖ · supx∈X ‖A−1x ‖ <∞.
If A satisfies the condition (1) for constants K > 0, τ ∈ (0, 1) and some k < d,
then there exist a constant RE > 0 and a continuous, A-equivariant splitting Rd =
E(x)⊕F(x) for x ∈ X with the property that
‖(Anx |E(x))−1‖ ≤ R−1E
(
σk(A
n
x)
)−1
, ‖Anx |F(x)‖ ≤ R−2E σk+1(Anx) ,
and ‖pix‖ ≤ R−1E ;
here pix : Rd → E(x) refers to the projection operator onto E(x) parallel to F(x).
The constant RE ∈ (0, 1) is given by
RE = inf
x∈X
n≥1
|det(Anx |E(x))|∏k
i=1 σi(A
n
x)
and satisfies
logRE ≥ −
(
2k log κ ·
⌈
log(3κ3K)− log(1− τ)
− log τ
⌉
+
36k
1− τ
)
.
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By far the more difficult half of Theorem 2 is the construction of the equivariant
splitting V = E ⊕ F given the inequality (2) between Gelfand numbers. The
range of methods for constructing such splittings in Oseledets-type theorems is
quite varied, especially for cocycles which act on Banach spaces. Our approach
in this article is heavily influenced by the geometric ideas of M.S. Raghunathan
[33] and D. Ruelle [34, 35] who, working in finite dimensions or in the Hilbert space
context, constructed the components of measurable splittings as limits as n→∞ of
subspaces associated to the singular value decomposition of Anx . Whilst subsequent
authors such as R. Man˜e´, Ph. Thieullen, Z. Lian and K. Lu have largely avoided
this approach ([23, 19, 38]), it can be adapted to the Banach space context with
surprising effectiveness ([1, 13]).
Outline of the paper. The relevant material from the geometry of Banach spaces
– including a construction of an approximate singular value decomposition using
Gelfand numbers, which may be of independent interest – is presented in §2 below.
In §3 we prove Theorem 2, and in §4 we deduce its continuous-time analogue,
Theorem 4. In §5, we show how the methods of §3 can be adjusted to produce the
explicit estimates of Theorem 5.
2. Preliminaries on Banach space geometry
In this section, we give some necessary preliminaries on Banach space geometry.
Throughout, V is a Banach space with norm | · |. When V ′ is another Banach
space, we write L(V, V ′) for the set of bounded linear operators, and we write
L(V ) = L(V, V ).
When E ⊂ V is a subspace, we write
m(A|E) := inf{|Av| : v ∈ E, |v| = 1}
for the minimal norm of A|E , and when w1, · · · , wq ∈ V , we write 〈w1, · · · , wq〉 for
the span of these vectors.
When E,F are subspaces of V for which V = E ⊕ F , we write piE//F for the
projection onto E parallel to F . That is, piE//F |E acts as the identity IdE on E,
and kerpiE//F = F .
2.1. Basic preliminaries. We denote by G(V ) the Grassmanian of closed sub-
spaces of V , endowed with the Hausdorff metric dH , defined for E,E
′ ∈ G(V )
by
dH(E,E
′) = max{inf{d(e, SE′) : e ∈ SE}, inf{d(e′, SE) : e′ ∈ SE′}} ,
where SE := {v ∈ E : |v| = 1}.
We denote by Gq(V ), Gq(V ) the Grassmanians of q-dimensional and closed q-
codimensional subspaces, respectively.
Proposition 6 (Chapter IV, §2.1 of [16]). The metric space (G(V ), dH) has the
following properties.
(1) (G(V ), dH) is complete.
(2) The subsets Gq(V ),Gq(V ) are closed in (G(V ), dH).
It is actually somewhat inconvenient to compute directly with dH , and so fre-
quently it will be easier to use the gap, defined for E,E′ ∈ G(V ) by
Gap(E,E′) := sup
e∈SE
d(e, E′).
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Below, for a set S ⊂ V we write S◦ = {` ∈ V ∗ : `(v) = 0 for all v ∈ S} for the
annihilator of S. For a, b ∈ R we write a ∨ b = max{a, b}.
Lemma 7. Let E,E′ ∈ G(V ).
(1) Gap(E,E′) ∨Gap(E′, E) ≤ dH(E,E′) ≤ 2(Gap(E,E′) ∨Gap(E′, E)).
(2) Gap(E,E′) = Gap(E′◦, E◦).
(3) Let q ∈ N, and assume either that E,E′ ∈ Gq(V ) or that E,E′ ∈ Gq(V ). If
Gap(E,E′) < 1q , then
Gap(E′, E) ≤ qGap(E,E
′)
1− qGap(E,E′) .(6)
Parts (1) and (2) can be found in Chapter IV, §2.1 and §2.3 of [16], respectively.
Part (3) is proved in [1].
We say that E,F ∈ G(V ) are complements if V = E ⊕ F ; in this case, the
projection operator piE//F associated to this splitting is automatically a bounded
operator by the Closed Graph Theorem.
Definition 8. Let E,F ∈ G(V ). The minimal angle θ(E,F ) ∈ [0, pi2 ] from E to F
is defined by
sin θ(E,F ) = inf{|e− f | : e ∈ SE , f ∈ F}.
Roughly speaking, the minimal angle θ(E,F ) will be small whenever E is inclined
towards F . Note that θ(E,F ) may not equal θ(F,E). However, when E,F are
complemented, we have the formula (see [1])
sin θ(E,F ) = |piE//F |−1 ,
and so in this case, since |piE//F | ≤ 1 + |piF//E | ≤ 2|piF//E |, we have sin θ(F,E) ≤
2 sin θ(E,F ).
Complementation is an open condition in G(V ).
Lemma 9. Let E,F ∈ G(V ) be complements. If E′ ∈ G(V ) is such that dH(E,E′) <
sin θ(E,F ), then E′ and F are complemented, and
|piE′//F | ≤
|piE//F |
1− |piE//F |dH(E,E′) .
Consequently, being complemented is an open condition in (G(V ), dH).
A proof of lemma 9 is given in [2].
It is not necessarily true that every E ∈ G(V ) has a complement (unless V is a
Hilbert space). However, complements always exist for members of Gq(V ),Gq(V )
for any q ≥ 1:
Lemma 10 (III.B.10 and III.B.11 of [40]). For any E ∈ Gq(V ), there exists a
complement F for E such that sin θ(E,F ) ≥ 1√q , i.e., |piE//F | ≤
√
q.
For any F ∈ Gq(V ), there exists a complement E for F such that sin θ(E,F ) ≥
1√
q+1 , i.e., |piE//F | ≤
√
q + 1.
Remark 11. The following method will frequently be used for estimating the gap
Gap(·, ·). Let E,F ∈ G(V ) be complements, and let E′ ∈ G(V ). Then, we have the
simple estimate
Gap(E′, E) ≤ |piF//E |E′ | .
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In particular, if E and E′ are both q-dimensional (or both closed and q-codimensional),
then since dH(E,E
′) ≤ 2 we have
dH(E
′, E) ≤ 4q|piF//E |E′ |
by considering separately the cases in which |piF//E |E′ | < 1/2q and otherwise. This
bound will be used time and again, in various guises, throughout the paper.
2.2. The induced volume and determinants for operators on Banach
spaces. In this section we discuss the induced volume on finite-dimensional sub-
spaces. Much of this material is given elsewhere [1, 2], and so no proofs are given
in this section.
Let E ⊂ V be a finite dimensional subspace. We define the induced volume mE
to be the Haar measure on E normalized so that
mE{v ∈ E : |v| ≤ 1} = ωdimE ,
where for q ∈ N we define ωq to be the (standard) volume of the Euclidean unit
ball in Rq.
Lemma 12. Let q ∈ N and let E ⊂ V be a q-dimensional subspace. The induced
volume mE satisfies the following.
(1) For any v ∈ E and any Borel B ⊂ E, we have mE(v +B) = mE(B).
(2) If m′ is any other non-zero, translation-invariant measure on E, then
m′,mE are equivalent measures. The Radon-Nikodym derivative dm
′
dmE
is
constant on E, and equals m
′(B)
mE(B)
, where B ⊂ E is any Borel set with
positive mE-measure.
(3) For any a > 0 and any Borel measurable set B ⊂ E, we have mE(aB) =
aqmE(B).
(4) Let w1, · · · , wq is any set of vectors in E, and write P [v1, · · · , vq] = {
∑q
i=1 aivi :
0 ≤ ai ≤ 1} for the parallelepiped spanned by {v1, · · · , vq}. Then, for any
λ1, · · · , λk ∈ R,
mEP [λ1w1, λ2w2, · · · , λqwq] =
( k∏
i=1
|λi|
)
mEP [w1, · · · , wq] .
The determinant in this setting is defined in terms of ratios of induced volumes,
as follows. Below, we have written BE = {v ∈ E : |v| ≤ 1}.
Definition 13. Let A ∈ L(V, V ′) be a map of Banach spaces, and let E ⊂ V be a
finite dimensional subspace. We define the determinant det(A|E) of A on E by
det(A|E) =
{
mAE(ABE)
mE(BE)
A|E injective,
0 otherwise.
We emphasize that this notion of determinant is unsigned ; for finite-dimensional
inner product spaces this notion of determinant actually refers to the absolute value
of the determinant.
For the remainder of this section we recall salient properties of the determinant.
We begin by recalling how the determinant behaves under splittings:
Lemma 14 (Lemma 2.15 in [1]). Let A ∈ L(V ) and E ⊂ V have dimension q. Let
E = G ⊕ H be a splitting with dimG = l < q, and assume that A|E is injective.
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Writing E′ = AE,G′ = AG,H ′ = AH, we have the estimate
C−1
(
sin θ(G′, H ′)
)l ≤ det(A|E)
det(A|G) det(A|H) ≤ C
(
sin θ(G,H)
)−l
,
where the constant C ≥ 1 depends only on q.
Lemma 14 is standard for determinants arising from inner products; indeed, in that
setting, the constant C appearing above may be taken equal to 1.
Our next result concerns the relationship between the determinant and a suitable
notion of ‘singular value’. Let q ∈ N and A ∈ L(V ). We define the maximal q-
dimensional volume growth Vq(A) by
Vq(A) := sup{det(A|E) : E ∈ Gq(V )} .
When V is a Hilbert space, Vq(A) coincides with the product of the top q singular
values for A. To achieve an analogous result in our Banach space setting, we employ
the following generalization of ‘singular value’:
Definition 15. Let q ∈ N. For A ∈ L(V ), we define the q-th Gelfand number
cq(A) by
cq(A) = inf{|A|F | : F ∈ Gq−1(V )} .
When V is a Hilbert space, cq(A) coincides with the q-th singular value. The
Gelfand number is only one example of a possible extension of the concept of
singular value to the Banach space setting; see Pietsch [28] for a thorough exposition
of such extensions, called s-numbers in the literature. The bound ck(ABC) ≤
|A|ck(B)|C| for linear operators A,B,C on Banach spaces is obvious and will be
used without comment.
Less frequently, we will rely on another notion of singular value, that of Kol-
mogorov number; for A ∈ L(V ), we define
xq(A) := sup{m(A|W ) : W ∈ Gq(V )} .
We now formulate the connection between Vq, the Gelfand numbers cq, and the
Kolmogorov numbers xq.
Lemma 16. Let q ∈ N. There exists a constant C, depending only on q, for which
the following holds for all A ∈ L(B):
1
C
xq(A) ≤ cq(A) ≤ Cxq(A) ,(7)
1
C
cq(A)Vq−1(A) ≤ Vq(A) ≤ C cq(A)Vq−1(A) .(8)
Item 2 in Lemma 16 is proved in [1]. Item 1 follows from arguments in [12] (in [12],
the notation Fq is used for the q-th Kolmogorov number) and the fact (proved in
[1]) that for a q-dimensional subspace E spanned by vectors v1, · · · , vq, we have
mEP [v1, · · · , vq] ≈ |vq| ·
q∏
i=1
d(vi, 〈vi+1, · · · , vq〉) ;
here, P [v1, · · · , vq] = {a1v1 + · · ·+ aqvq : ai ∈ [0, 1], 1 ≤ i ≤ q} is the unit parallelo-
gram spanned by v1, · · · , vq, and ≈ denotes ‘equal up to a multiplicative constant’.
We finish this part with a formulation of the local Lipschitz property of det.
Although technical, Lemma 17 is crucially important.
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Lemma 17 (Proposition 2.15 in [2]). For any q ≥ 1 and any M > 1 there exist
L2, δ2 > 0 with the following properties. Let V, V
′ be Banach spaces, A1, A2 ∈
L(V, V ′), and E1, E2 ⊂ V be q-dimensional subspaces. Assume that
|Ai|, |(Ai|Ei)−1| ≤M i = 1, 2 ,
|A1 −A2|, dH(E1, E2) ≤ δ2 .
Then, we have the estimate
(9)
∣∣∣∣log det(A1|E1)det(A2|E2)
∣∣∣∣ ≤ L2(|A1 −A2|+ dH(E1, E2)) .
2.3. A version of the SVD for Banach space operators. We pass now to the
following result, a version of the Singular Value Decomposition for maps of Banach
spaces.
Proposition 18. For any k ∈ N, r ∈ (0, 1), there exists a constant D = D(k, r) > 1
with the following properties.
Let V, V ′ be Banach spaces, A ∈ L(V, V ′), and E ∈ Gk(V ) for which E ∩kerA =
{0} and
det(A|E) ≥ rVk(A) .
Then, there exists k-codimensional subspaces F ⊂ V, F ′ ⊂ V complementing E
and E′ := AE, respectively, such that
(1) AF ⊂ F ′,
(2) |piE//F |, |piE′//F ′ | ≤ D,
(3) and |A|F | ≤ Dck+1(A).
Before going on to the proof, we discuss the meaning of Proposition 18. As
a special case, let A ∈ L(V, V ′) be of rank ≥ k and let E ∈ Gk(V ) be such that
det(A|E) is approximately Vk(A), i.e., A|E realizes nearly all possible k-dimensional
volume growth of A. It is not hard to show (see (12) below) that for such a subspace
E we have m(A|E) = min{|Av| : v ∈ E, |v| = 1} ≥ C−1k ck(A), where Ck > 1
depends only on k.
So, the subspace E can be thought of as the Banach space analogue of the top
k-dimensional singular value subspace of a compact operator on a Hilbert space.
To complete the analogy, one would hope that there exist k-codimensional com-
plements F, F ′ to E,E′ := AE, respectively, for which (a) AF ⊂ F ′, (b) |piE//F |
and |piE′//F ′ | are controlled1, and (c) |A|F | is controlled by ck+1(A). Proposition
18 yields all this information.
Corollary 19 (Singular Value Splitting for Banach Space Operators). For any
k ∈ N there exists a constant Ck > 1 with the following property. Let A ∈ L(V, V ′)
have rank ≥ k. Let E ⊂ V be such that det(A|E) ≥ 12Vk(A). Then, there exists a
complement F ∈ Gk(V ) for E and a complement F ′ ∈ Gk(V ′) for E′ := AE such
that
• AF ⊂ F ′,
• m(A|E) ≥ C−1k ck(A), |A|F | ≤ Ckck+1(A), and
• |piE//F |, |piE′//F ′ | ≤ Ck .
1We note that controlling |piE//F | is somehow the most difficult part of this proof. Indeed, this
control is responsible for the necessity of the tedious procedure of paring off each dimension one
at a time.
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Proof. Fix E of dimension k for which det(A|E) ≥ 12Vk(A) and apply Proposition
18. That m(A|E) ≥ C−1k ck(A) is deduced in the proof of Proposition 18; see
(12). 
We note that standard formulations of the Singular Value Decomposition for
Hilbert spaces involves not just a splitting, but also an orthonormal basis {vi}ki=1
of the upper subspace realizing each of the top k singular values σ1(A), · · · , σk(A)
(in that setting, each vi is a normalized eigenvector for A
∗A with eigenvalue σi(A)2).
Although this aspect is not a part of our formulations, we point out that a basis of
vectors {vi}ki=1 is constructed during the course of the proof of Proposition 18 for
which (i) |Avi| ≈ ci(A) for each i ≤ k, and (ii) the vectors vi are not too inclined
towards each other (in the sense of the minimal angle θ defined in Definition 8).
More generally, Proposition 18 allows one to find such an F even when, perhaps,
det(A|E) realizes only some small proportion of the k-dimensional volume growth of
A. The dividend of Proposition 18 in this case is that one can still realize a version
of the singular value splitting, so long as one is willing to accept a controlled amount
of ‘error’ encapsulated by the constant D.
The proof of Proposition 18 is iterative, and proceeds by paring off one dimension
at a time from the subspace E. A single iteration of this procedure is formulated
below.
Lemma 20. Let V, V ′ be Banach spaces, A ∈ L(V, V ′) a nonzero operator, and
v a unit vector /∈ kerA. Then, there exist closed complements G,G′ to 〈v〉, 〈Av〉,
respectively, such that
(1) AG ⊂ G′,
(2) |pi〈v〉//G| ≤ c1(A)/|Av|, and |pi〈Av〉//G′ | = 1,
(3) and for any l ∈ N,
C−1
Vl+1(A)
c1(A)
≤ Vl(A|G) ≤ CVl+1(A)|Av| ,(10)
where C is a constant depending on l alone.
Proof of Lemma 20. We begin by using Lemma 10 to choose a closed complement
G′ to Av for which |pi〈Av〉//G′ | = 1. Defining G := {w ∈ V : Aw ∈ G′}, we claim
that G is a complement to 〈v〉 for which
pi〈v〉//G =
(
A|〈v〉
)−1 ◦ pi〈Av〉//G′ ◦A .(11)
Indeed, the operator on the RHS is well-defined on V , bounded, has image 〈v〉, and
acts as the identity on 〈v〉, and so gives rise to a well-defined projection operator
onto 〈v〉. It now remains to check that the operator defined in (11) has kernel G,
which we leave to the reader. Note that by (11), we have the estimate |pi〈v〉//G| ≤
c1(A)/|Av|.
It remains to check (10) for each l ∈ N. Observe that without loss, we may
assume that the rank of A is ≥ l + 1: if not, then A|G must have rank ≤ l − 1,
and so (10) will hold vacuously. For the remainder of the proof, l ∈ N is fixed, A is
assumed to have rank ≥ l + 1, and the symbols .,& mean ‘≤,≥ (respectively) up
to a multiplicative constant depending only on l’.
For the left-hand inequality, let H ⊂ V be an (l + 1)-dimensional subspace for
which det(A|H) ≥ 12Vl+1(A). Observe that H ∩ G has dimension ≥ l, and so fix
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any l-dimensional subspace J ⊂ H ∩G and any 1-dimensional complement K ⊂ H
to J for which |piK//J | = 1 as an operator on H = J ⊕K (by Lemma 10). Applying
Lemma 14 to det(A|H) = det(A|K ⊕ J), we estimate
Vl+1(A) ≤ 2 det(A|H) . |piK//J |det(A|K) det(A|J) ≤ c1(A)Vl(A|G) .
For the right-hand inequality, let L ⊂ G be an l-dimensional subspace for
which det(A|L) ≥ 12Vl(A|G). In particular, AL has dimension l, and |pi〈Av〉//AL| =|pi〈Av〉//G′ |〈Av〉⊕AL| = 1, regarding pi〈Av〉//AL as an operator 〈v〉 ⊕ L→ 〈Av〉 ⊕ AL.
We now apply Lemma 14 to det(A|〈v〉 ⊕ L), estimating
Vl+1(A) ≥ det(A|〈v〉 ⊕ L) & |pi〈Av〉//AL|−1 det(A|〈v〉) det(A|L) & |Av|Vl(A|G) . 
Proof of Proposition 18. Throughout this proof, k is fixed, and .,& mean ‘≤,≥
(respectively) up to a multiplicative constant depending only on k’.
From the hypothesis rVk(A) ≤ det(A|E) ≤ Vk(A) and Lemma 16, we have the
estimate
r
k∏
i=1
ci(A) .
k∏
i=1
ci(A|E) .
k∏
i=1
ci(A) ,
and since ci(A|E) ≤ ci(A) for each i ≤ k, it follows that rci(A) . ci(A|E) ≤ ci(A).
Note that in particular,
m(A|E) := min{|Av| : v ∈ E, |v| = 1} = ck(A|E) & rck(A) ,(12)
and
|A|E | = c1(A|E) & rc1(A) .(13)
We now give the first step of the induction. Fixing a unit vector v1 ∈ E for which
|Av1| = |A|E | = c1(A|E), we shall apply Lemma 20, obtaining complements F1, F ′1
to 〈v1〉, 〈w1〉, where w1 := |Av1|−1Av1. In particular, these complements satisfy
Vk(A)
c1(A)
. Vk−1(A|F1) .
Vk(A)
|Av1| ,
|pi〈v1〉//F1 | . r−1, and |pi〈w1〉//F ′1 | = 1 ,
where in the second line we have used that |Av1| & rc1(A) by construction. This
ends the first step of the iteration.
At this point, we define E2 = E ∩ F1 (which has dimension k − 1). We now
derive a lower bound for det(A|E2) using Lemma 14:
det(A|E) = det(A|〈v1〉 ⊕ E2) . |pi〈v1〉//E2 ||Av1|det(A|E2) . r−1|Av1|det(A|E2) .
On the other hand, for det(A|E) we have the lower bound
det(A|E) ≥ rVk(A) & r|Av1|Vk−1(A|F1) ,
and so we conclude that
det(A|E2) & r2Vk−1(A|F1) .(14)
We now describe the induction. For notational convenience, we write F0 :=
V, F ′0 := V
′ and E1 := E. The induction hypothesis following the l-th step is as
follows. We have nested sequences of subspaces (i) V = F0 ⊃ F1 ⊃ · · · ⊃ Fl,
(ii) V ′ = F ′0 ⊃ F1 ⊃ · · · ⊃ F ′l and (iii) E = E1 ⊃ E2 ⊃ · · · ⊃ El where, for
each 1 ≤ i ≤ l, the subspaces Fi, F ′i are i-codimensional and the subspace Ei is
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(k− (i−1))-dimensional. Additionally, for each 1 ≤ i ≤ l we have (iv) a unit vector
vi ∈ Ei (writing wi := |Avi|−1Avi). The objects (i) - (iv) satisfy
Ei := Ei−1 ∩ Fi−1 , AFi ⊂ F ′i , Fi−1 = 〈vi〉 ⊕ Fi , and F ′i−1 = 〈wi〉 ⊕ F ′i
and obey the following estimates.
Vk−(i−1)(A|Fi−1)
c1(A|Fi−1)
. Vk−i(A|Fi) .
Vk−(i−1)(A|Fi−1)
|Avi| ,(15)
|pi〈vi〉//Fi | . r−2
i−1
, and |pi〈wi〉//F ′i | = 1 ,(16)
det(A|Ei) & r2i−1Vk−(i−1)(A|Fi−1) .(17)
Having proved the base case, we now carry out the (l+1)-th step of the induction.
By (15), (16), (17) for i = l, it follows from a deduction analogous to that producing
(14) that
det(A|El+1) & r2lVk−l(A|Fl) ,
where El+1 := El ∩ Fl has dimension k − l. Similarly to (13), this implies
|A|El+1 | = c1(A|El+1) & r2
l
c1(A|Fl) .
We now select a unit vector vl+1 ∈ El+1 (writing wl+1 = |Avl+1|−1Avl+1) for which
|Avl+1| = |A|El |, and apply Lemma 20 with v = vl+1 and A = A|Fl , obtaining
complements Fl+1, F
′
l+1 of 〈vl+1〉, 〈wl+1〉 for which
AFl+1 ⊂ F ′l+1 ,
Vk−l(A|Fl)
c1(A|Fl)
. Vk−(l+1)(A|Fl+1) .
Vk−l(A|Fl)
|Avl+1| ,
|pi〈vl+1〉//Fl+1 | . r−2
l
, and |pi〈wl+1〉//F ′l+1 | = 1 .
This completes the induction step, having shown that the induction hypothesis
following step l implies that following step l + 1. The induction terminates after
step l = k, since at this point Ek+1 := Ek ∩ Fk = {0}.
To complete the proof, we set F = Fk and F
′ = F ′k, and shall check items 1-3.
Item 1 is a part of the induction hypothesis following step l = k. For Item 2, note
that E = 〈v1, · · · , vk〉, and so
piF//E = piFk//〈vk〉 ◦ · · · ◦ piF2//〈v2〉 ◦ piF1//〈v1〉 .
An analogous equation holds for piF ′//E′ , using that E
′ = AE = 〈w1, · · · , wk〉. Item
2 now follows from (16) for a suitable choice of the constant D (in fact, we may
take D(k, r) = Ck/r
2k−1 where Ck depends only on k).
For Item 3, fix v ∈ F, |v| = 1. We assume without loss that v /∈ kerA. Using
Lemma 14, we estimate
det(A|E ⊕ 〈v〉) & |pi〈Av〉//E′ |−1 det(A|E) · |Av| & rVk(A) · |Av| ,
where in the second lower bound we have appealed to Item 2 (indeed, |pi〈Av〉//E′ | ≤
|piF ′//E′ |, and the latter is ≤ 2k). On the other hand, det(A|E ⊕ 〈v〉) ≤ Vk+1(A),
and so by Lemma 16, we obtain
|Av| . r−1Vk+1(A)
Vk(A)
. r−1ck+1(A) .
Upon increasingD(k, r) to accomodate this last estimate, the proof is now complete.

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3. Finding the dominated splitting
In this section we give the proof of Theorem 2. Our first objective, comprising
much of the section, is to prove the ‘difficult’ implication in Theorem 2:
Proposition 21. Let T be a homeomorphism of a compact topological space X, and
let Anx denote a cocycle of injective bounded linear operators acting on a Banach
space V .
Assume that
max{ck+1(Anx), ck+1(AnTx))} < Kτnck(An+1x )(18)
for any x ∈ X,n ≥ 1. Then, there exists a continuous equivariant splitting V =
E(x)⊕F(x) and a constant K˜ > 1 such that for any x ∈ X,n ≥ 1, we have
m(Anx |E(x)) ≥ K˜−1ck(Anx) , and |Anx |F(x)| ≤ K˜ck+1(Anx) .(19)
Before sketching the proof let us fix some notation. For the remainder of the
section we fix for each x ∈ X,n ≥ 1 a pair of k-dimensional/codimensional splittings
V = En(x)⊕ Fn(x), E′n(x)⊕ F ′n(x) for which
AnxEn(x) = E
′
n(x) , A
n
xFn(x) ⊂ F ′n(x) ,
det(Anx |En(x)) ≥
1
2
Vk(A
n
x) ,
m(Anx |En(x)) ≥ C−1k ck(Anx) , |Anx |Fn(x)| ≤ Ckck+1(Anx) ,
and |Pn(x)|, |P ′n(x)| ≤ Ck ,
the existence of which is guaranteed by applying Corollary 19 to the operator Anx .
Above, we have written Pn(x) = piEn(x)//Fn(x), P
′
n(x) = piE′n(x)//F ′n(x). We will also,
at times, write Qn(x) = Id−Pn(x), Q′n(x) = Id−P ′n(x). We note the identities
AnxPn(x) = P
′
n(x)A
n
x , A
n
xQn(x) = Q
′
n(x)A
n
x which will be used frequently without
further comment.
Our strategy will be as follows:
• We begin by realizing the upper subspace E(x) as the limit of the subspaces
E′n(T
−nx) in §3.1. Our method here follows that of [13].
• In §3.2, we prove the continuity of the map x 7→ E(x). As a corollary, we
obtain that m(Ax|E(x)) > cE for any x ∈ X, where cE > 0 is a constant.
This fact resolves an important technical issue, as Ax, although injective,
may have minimal norm zero.
• In §3.3, we show that Anx realizes a positive proportion of its maximal k-
dimensional volume growth on the distribution E(x).
• Finally, in §3.4, we apply our ‘generalized’ SVD formulation, Proposition 18,
to the k-dimensional subspaces E(x), realizing F(x) as a limit of uniformly
‘nicely complemented’ subspaces to E(x).
Having completed the proof of Proposition 21, in §3.5 we formulate and prove the
converse direction, i.e., that the existence of a k-dimensional dominated splitting
implies (2).
3.1. Finding the upper subspace E.
Proposition 22. The limit
E(x) = lim
n→∞E
′
n(T
−nx)
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exists and is a uniform limit with respect to x ∈ X. Furthermore E is an equivariant
distribution, i.e., AxE(x) ⊂ E(Tx) for every x ∈ X.
Proof. We first prove that {E′n(T−nx)} is uniformly Cauchy by giving a sufficiently
strong estimate on
(∗) = |Q′n(T−nx)|E′n+1(T−(n+1)x)| ,
which implies the bound dH(E
′
n(T
−nx), E′n+1(T
−(n+1)x) ≤ 4k(∗) by Remark 11.
Fix v′ ∈ E′n+1(T−(n+1)x) with |v′| = 1 and let v ∈ En+1(T−(n+1)x) be such that
An+1
T−(n+1)xv = v
′. Then,
|Q′n(T−nx)v′| = |AnT−nx ◦Qn(T−nx) ◦AT−(n+1)xv| ≤ K1Ckck+1(AnT−nx)|v| ,
where K1 = supx |Ax|. On the other hand,
C−1k ck(A
n+1
T−(n+1)x)|v| ≤ |An+1T−(n+1)xv| = |v′| = 1 ,
and since v′ ∈ E′n+1(T−(n+1)x) was arbitrary, we conclude that
(∗) ≤ K1C2k
ck+1(A
n
T−nx)
ck(A
n+1
T−(n+1)x)
≤ KK1C2kτn(20)
uniformly with respect to x ∈ X. Because this bound is geometric, we conclude that
{E′n(T−nx)} is Cauchy, and so by the completeness of Gk(V ) converges uniformly
in x to a subspace E(x) ∈ Gk(V ).
It remains to check that AxE(x) ⊂ E(Tx). Indeed, we shall prove that for any
v ∈ E(x), |v| = 1, we have
d(Axv,E
′
n+1(T
−nx)) ≤ (4k + 1)KK21C2kτn ,
hence Axv ∈ E(Tx) since E′n+1(T−nx))→ E(Tx) in dH . To do this, for each n we
fix a unit vector v′n ∈ E′n(T−nx) for which |v − v′n| ≤ 4kKK1C2kτn, and as before
we write AnT−nxvn = v
′
n for vn ∈ En(T−nx). Now,
|Q′n+1(T−nx) ◦Axv′n| = |An+1T−nx ◦Qn+1(T−nx)vn| ≤ Ckck+1(An+1T−nx)|vn| ,
whereas 1 = |v′n| ≥ C−1k ck(AnT−nx)|vn|, and so
d(Axv
′
n, E
′
n+1(T
−nx)) ≤ |Q′n+1(T−nx) ◦Axv′n| ≤ KK21C2kτn . 
3.2. Continuity of E.
Lemma 23. The function x 7→ E(x) is continuous.
Proof. Let ε > 0 and choose n large enough that 14kC
2
k(K1K+1)τ
n < ε/3 and such
that d(E(z), E′n(z)) < ε/3 and d(E(z), E′n+1(z)) < ε/3 for all z ∈ X. Let Ux be the
set of all y ∈ X such that
|An+1
T−(n+1)y −An+1T−(n+1)x| < τnck(An+1T−nx) ,
which is clearly an open neighbourhood of x; we claim that dH(E(x), E(y)) < ε for
all y ∈ Ux.
Like before, we appeal to Remark 11 to estimate
dH(E
′
n(T
−nx), E′n+1(T
−(n+1)y)) ≤ 4k|Q′n(T−nx)|E′n+1(T−(n+1)y)|
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for y ∈ Ux. Fixing such a y, let v′ ∈ E′n+1(T−(n+1)y) be a unit vector and choose
v ∈ En+1(T−(n+1)y) such that v′ = An+1T−(n+1)yv, noting that as before, 1 = |v′| ≥
C−1k ck(A
n+1
T−(n+1)x)|v|. We have
|Q′n(T−nx)v′| = |Q′n(T−nx)An+1T−(n+1)yv| ≤ Ck|An+1T−(n+1)y −An+1T−(n+1)x| · |v|+ |Q′n(T−nx) ◦An+1T−(n+1)xv|
< Ckτ
nck(A
n+1
T−nx)|v|+ |AnT−nx ◦Qn(T−nx) ◦AT−(n+1)xv|
≤ (Ckτnck(An+1T−nx) +K1Ckck+1(AnT−nx))|v|
< C2k(K1K + 1)τ
n .
Taking the supremum over unit vectors v′ ∈ E′n+1(T−(n+1)y) we have obtained the
bound
dH(E
′
n(T
−nx), E′n+1(T
−(n+1)y)) ≤ 4k|Q′n(T−nx)|E′n+1(T−(n+1)y)| <
ε
3
,
and we conclude that for all y ∈ Ux
dH(E(x), E(y)) ≤ dH(E(x), E′n(T−nx)) + dH(E′n(T−nx), E′n+1(T−(n+1)y))
+ dH(E
′
n+1(T
−(n+1)y), E(y)) < ε . 
as required.
The following is an immediate consequence of the continuity of x 7→ E(x) and
the injectivity of Ax.
Corollary 24. There is a constant cE > 0 for which
m(Ax|E(x)) > cE
for all x ∈ X.
Proof. As before, we write K1 = sup{|Ax| : x ∈ X} > 0. For x ∈ X, let δx :=
m(Ax|E(x)), which is nonzero since Ax is injective. For each x ∈ X the set
Ux :=
{
y ∈ X : K1dH(E(x), E(y)) + |Ax −Ay| < δx
2
}
is clearly an open neighbourhood of x. If y ∈ Ux and u ∈ E(y) is a unit vector,
choose a unit vector v ∈ E(x) such that |u− v| ≤ dH(E(x), E(y)) and note that
|Ayu| ≥ |Axv| − |(Ax −Ay)v| − |Ay| · |v − u| > m(Ax|E(x))− δx
2
=
δx
2
so that inf{m(Ay|E(y)) : y ∈ Ux} > 0. Passing to a finite subcover of the open cover
{Ux : x ∈ X} completes the proof. 
3.3. Volume Growth on E(x).
Proposition 25. There is a constant K2 > 0 such that for any x ∈ X, n ∈ N, we
have
log
det(Anx |E(x))
det(Anx |En(x))
≥ −K2 .
Therefore,
det(Anx |E(x)) ≥ rEVk(Anx) ,
where rE := 12e
−K2 .
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Proof. Using the multiplicativity of the determinant and that AzE(z) = E(Tz), we
decompose
det(Anx |E(x))
det(Anx |En(x))
=
n−1∏
q=0
det(AT qx|E(T qx))
det(AT qx|AqxEn(x)) .
As usual for such estimates, we will prove a geometric upper bound on
dH(E(T qx), AqxEn(x))(21)
for large q.
Our infinite-dimensional setting creates an additional complication, that AT qx
may a priori contract on E(T qx), AqxEn(x). This is a potential issue for applying
the Lipschitz estimate (9) for the determinant. Fortunately, the first of these is
taken care of by Corollary 24, and the second will follow from a tight estimate on
(21).
We begin by estimating (21). By the triangle inequality,
dH(E(T qx), AqxEn(x))) ≤dH(E(T qx), AqxEq(x)) + dH(AqxEq(x), AqxEn(x)) .(22)
The first term is bounded by 4k1−τKK1C
2
kτ
q by (20) because AqxEq(x) = E
′
q(x).
The second term requires an intermediary claim:
Claim 26. There exists Q0 ∈ N, independent of x ∈ X, such that if n > q ≥ Q0,
then En(x) complements Fq(x), and
|piEn(x)//Fq(x)| ≤ Ck + 3 .
Proof. It suffices to show that {Fn(x)}n∈N is a uniformly Cauchy sequence in G(V ),
i.e., with control independent of x ∈ X. From this and the bound |piFn(x)//En(x)| ≤
Ck + 1, we carry over to a bound on |piFq(x)//En(x)| for n, q sufficiently large using
Lemma 9 applied to E = Fn(x), E
′ = Fq(x), F = En(x):
|piFq(x)//En(x)| ≤
|piFn(x)//En(x)|
1− |piFn(x)//En(x)|dH(Fn(x), Fq(x))
≤ Ck + 1
1− (Ck + 1)dH(Fn(x), Fq(x)) ,
which is ≤ Ck + 2 when n, q are sufficiently large, hence |piEn(x)//Fq(x)| ≤ Ck + 3.
It remains to show that {Fn(x)}n is uniformly Cauchy. For brevity, we write
Pn(x) = Id−Qn(x) and P ′n(x) = Id−Q′n(x), with Qn, Q′n as in the beginning of
§3.
For v ∈ Fn(x), |v| = 1, we estimate Pn+1(x)v:
C−1k ck(A
n+1
x )|Pn+1(x)v| ≤ |An+1x ◦ Pn+1(x)v| = |P ′n+1(x) ◦ATnx ◦Anxv|
≤ |P ′n+1(x)| · |ATnx| · |Anxv| ≤ C2kK1ck+1(Anx) .
Thus, we have deduced (again using Remark 11)
dH(Fn(x), Fn+1(x)) ≤ 4kC3kK1Kτn .
As before, the fact that this bound is geometric implies the Cauchyness of {Fn(x)}n,
completing the proof. 
We now complete the estimate of the second term of (22). Using again Remark
11, we shall bound
dH(A
q
xEq(x), A
q
xEn(x)) ≤ 4k|Q′q(x)|AqxEn(x)| .(23)
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Fix a unit vector v′ ∈ AqxEn(x), letting v′ = Aqxv for v ∈ En(x). We have the
estimate
|Q′q(x)v′| = |AqxQq(x)v| ≤ C2kck+1(Aqx)|v| .
On the other hand, by Claim 26, for n > q ≥ Q0 we have that
sin θ(En(x), Fq(x)) ≥ (Ck + 3)−1 ,(24)
and so writing v = eq + fq ∈ Eq(x) ⊕ Fq(x), we have |eq| ≥ (Ck + 3)−1|v|; using
|piFq(x)//En(x)| ≤ Ck + 2 we obtain |fq| ≤ (Ck + 2)|v|. For q ≥ Q0, we now estimate
1 = |v′| = |Aqxv| ≥ |Aqxeq|−|Aqxfq| ≥
(
1
Ck(Ck + 3)
ck(A
q
x)−Ck(Ck+2)ck+1(Aqx)
)
|v| .
So, there exists Q1 ≥ Q0 sufficiently large so that for n > q ≥ Q1,
|v| ≤ 2Ck(Ck + 3)
ck(A
q
x)
.
Plugging back in, we have obtained the bound
(23) ≤ 4k · C2kck+1(Aqx) ·
2Ck(Ck + 3)
ck(A
q
x)
≤ 32kKK1C4kτ q ,
(recalling that Ck > 1) and so in all,
(22) ≤
(
4k
1− τ KK1C
2
k + 32kKK1C
4
k
)
τ q =: K ′2τ
q .
We are now ready to apply Lemma 17. Setting M = max{K1, 2c−1E }, let L2, δ2
be as in the conclusion of Lemma 17 for this choice of M and for m = k. By
Corollary 24 and our control on (22), there exists Q2 ≥ Q1 sufficiently large so that
for all n > q ≥ Q2, we have
m(AT qx|AqxEn(x)) ≥
cE
2
and (22) ≤ δ2. Finally, Lemma 17 applies, yielding the estimate∣∣∣∣ log det(AT qx|E(T qx))det(AT qx|AqxEn(x))
∣∣∣∣ ≤ L2dH(E(T qx), AqxEn(x)) ≤ L2K ′2τ q .
Collecting, ∣∣∣∣ log n−1∏
q=Q2
det(AT qx|E(T qx))
det(AT qx|AqxEn(x))
∣∣∣∣ ≤ L2K ′2 ∞∑
q=Q2
τ q ≤ L2K
′
2
1− τ τ
Q2 .
It now remains to estimate the initial terms q < Q2. We have
log
Q2−1∏
q=0
det(AT qx|E(T qx))
det(AT qx|AqxEn(x)) =
Q2−1∑
q=0
log det(AT qx|E(T qx))
−
Q2−1∑
q=0
log det(AT qx|AqxEn(x)) .
The first term is ≥ Q2k log cE , and the second term is ≥ −Q2k logK1. This com-
pletes the proof. 
It is an immediate consequence of Proposition 25 that Anx |E(x) realizes a positive
proportion of the k-th Gelfand number ck(A
n
x).
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Corollary 27. For any x ∈ X,n ≥ 1,
m(Anx |E(x)) ≥ C−1rEck(Anx) ,
where C > 1 is a constant depending only on k, and rE is as in the statement of
Proposition 25.
This Corollary follows from Lemma 16; the argument is essentially the same as that
of (12) in the beginning of the proof of Proposition 18.
3.4. Finding the lower subspace F . We are now in position to find the lower
subspace F(x) and deduce its properties. We formulate all that remains of the
proof of Proposition 21 below as Lemma 28.
Below, we set rE = 12e
−K2 , the ratio of volume growth captured by E(x).
As promised in the beginning of Section 3, for each x ∈ X,n ≥ 1, we apply Propo-
sition 18 to the operator Anx and the subspace E(x), obtaining k-codimensional
subspaces Fˆn(x), Fˆ
′
n(x) complementing E(x), E(Tnx), respectively, for which
AnxFˆn(x) ⊂ Fˆ ′n(x) , |Anx |Fˆn(x)| ≤ Dˆck+1(Anx) , and |Pˆn(x)|, |Pˆ ′n(x)| ≤ Dˆ ,
(Pˆn(x) = piE(x)//Fn(x), Pˆ
′
n(x) = piE(Tnx)//F ′n(x)) where Dˆ ≥ D(k, rE) (see Proposition
18) is chosen so that lastly, we have the estimate
m(Anx |E(x)) ≥ Dˆ−1ck(Anx)
as in Corollary 27.
Lemma 28. For each x ∈ X, the limit
F(x) = lim
n→∞ Fˆn(x)
exists and has the following properties for each x ∈ X.
(i) F is complemented to E(x) with the bound |piE(x)//F(x)| ≤ 2Dˆ.
(ii) F is an equivariant distribution, i.e., AxF(x) ⊂ F(Tx),
(iii) |Anx |F(x)| ≤ Cr−1E Dˆck+1(Anx) for all n ≥ 1, where C > 1 depends only on
k.
(iv) x 7→ F(x) is continuous.
Proof. As is standard by now, we estimate dH(Fn(x), Fn+1(x)) by bounding |Pˆn+1(x)|Fn(x)|.
Fixing v ∈ Fn(x), |v| = 1, we estimate
Dˆ−1ck(An+1x )|Pˆn+1(x)v| ≤ |An+1x ◦ Pˆn+1(x)v| = |Pˆ ′n+1(x) ◦ATnx ◦Anxv|
≤ |Pˆ ′n+1(x)| · |ATnx| · |Anxv| ≤ Dˆ2K1ck+1(Anx) ,
concluding that
dH(Fˆn(x), Fˆn+1(x)) ≤ 4kDˆ3K1Kτn
by Remark 11. As before, this geometric bound ensures that {Fˆn(x)} is Cauchy,
and so possesses a k-codimensional limit F(x).
Proof of Item (i) We now show that E(x),F(x) are complemented, and control
|piE(x)//F(x)|. We obtain these easily from the estimate
dH(Fˆn(x),F(x)) ≤ 4kDˆ
3K1K
1− τ τ
n
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and Lemma 9, which implies
|piF(x)//E(x)| ≤
|piFˆn(x)//E(x)|
1− |piFˆn(x)//E(x)|dH(Fˆn(x),F(x))
for all n large enough that the right-hand side is well-defined and positive. Taking
n→∞ yields the advertised estimate.
Proof of Item (ii) To show AxF(x) ⊂ F(Tx), fix v ∈ F(x) with |v| = 1; similarly
to before, we shall estimate |Pˆn+1(Tx)Axv|. For each n, let vn ∈ Fˆn(x) be a unit
vector such that |v − vn| . τn. Then,
Dˆ−1ck(AnTx)|Pˆn(Tx)Axvn+1| ≤ |AnTxPˆn(Tx)Axvn+1| = |Pˆn(Tx)An+1x vn+1|
≤ Dˆ2ck+1(An+1x ) ,
hence
|Pˆn(Tx)Axvn+1| ≤ Dˆ3 ck+1(A
n+1
x )
ck(AnTx)
≤ Dˆ3K21Kτn .
Like before, this implies Axv ∈ F(Tx).
Proof of Item (iii) Fix v ∈ F(x), |v| = 1. We estimate
Vk+1(A
n
x) ≥ det(Anx |E(x)⊕ 〈v〉)
≥ C−1|piE(Tnx)//F(Tnx)|−1 det(Anx |E(x)) · |Anxv| by Lemma 14,
≥ C−1Dˆ−1rEVk(Anx)|Anxv| by Proposition 25.
The desired estimate now follows from Lemma 16.
Proof of Item (iv) For brevity, we write pix = piE(x)//F(x). Fix x ∈ X and ε > 0,
and let n ≥ 1 be large enough that
4kK1Dˆ
2
(
2 + (1 +K)Cr−1E
)
τn < ε.
Define Ux ⊆ X to be the set of all y ∈ X such that
|Anx −Any | < τnck(An+1x )
which is clearly an open neighbourhood of x; we will show that if y ∈ Ux then
dH(F(x),F(y)) < ε.
Let y ∈ Ux, and fix v ∈ F(y) such that |v| = 1. We may estimate
Dˆ−1ck(An+1x )|pixv| ≤ |An+1x ◦ pixv| by Corollary 27,
≤ K1|Anx ◦ pixv| = K1|piTnx ◦Anxv|
≤ 2K1Dˆ|Anx −Any |+K1|Anyv|
< 2K1Dˆτ
nck(A
n+1
x ) + CK1r
−1
E Dˆck+1(A
n
y ) using Item (iii)
< K1Dˆ(2 + (1 +K)Cr
−1
E )τ
nck(A
n+1
x ),
where in the last line we have used the inequality
ck+1(A
n
y ) < ck+1(A
n
x) + τ
nck
(
An+1x
)
< (1 +K)τnck
(
An+1x
)
which follows from the definition of Ux and the 1-Lipschitz continuity of Gelfand
numbers. Taking the supremum over v ∈ F(y) with |v| = 1 yields the estimate
|pix|F(y)| ≤ K1Dˆ2
(
2 + (1 +K)Cr−1E
)
τn <
ε
4k
,
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and so by Remark 11
dH(F(x),F(y)) < ε
as required. 
3.5. Converse to Proposition 21. In this subsection we prove the following
‘converse’ to Proposition 21, thereby completing the proof of Theorem 2.
Lemma 29. Let A : X × N → L(V ) be a continuous cocycle of bounded, injective
linear operators on a compact topological space X for which there exists a continu-
ous, A-equivariant splitting V = E(x)⊕F(x) into k-(co)dimensional subspaces with
the property that
sup
u∈E(x), v∈F(x)
|u|=|v|=1
|Anxv|
|Anxu|
≤ Kτn ,
where K > 0 and τ ∈ (0, 1) are constants. Then, there exists a constant K ′ > 0 for
which
max{ck+1(Anx), ck+1(AnTx))} < K ′τnck(An+1x )
for any x ∈ X,n ∈ N.
Proof. First, we observe that from the continuity of x 7→ Ax in norm, the continuity
of x 7→ E(x) in Gk(V ), and the compactness of X, we obtain
sup
x∈X
|(Ax|E(x))−1| = C0 <∞ .
Equipped with this, for x ∈ X we easily obtain the estimates
|(An+1x |E(x))−1| ≤ C0 min{|(Anx |E(x))−1|, |(AnTx|E(Tx))−1|} ,
where m(·) is as defined in the beginning of §2. We now bound
ck+1(A
n
x) ≤ |Anx |F(x)| ≤ Kτnm(Anx |E(x))
≤ KC0τnm(An+1x |E(x)) ≤ KC0τnxk(An+1x )
≤ KC0Cτnck(An+1x ) by (7) .
Above, the constant C > 0 depends only on k, and is the same as appears in
Lemma 16. Setting K ′ = KC0C yields the desired upper bound for ck+1(Anx); the
analogous estimate for ck+1(A
n
Tx) proceeds similarly and is omitted. 
4. Dominated splittings for strongly continuous cocycles
In this section we deduce Theorem 4 from Theorem 2. Due to a need for addi-
tional subscripts, in this section we modify our notation for cocycles Anx and B
t
x
(in discrete and continuous time respectively), denoting these objects instead by
A(x, n) and B(x, t). Throughout this section we assume that X and B(x, t) satisfy
the hypotheses of Theorem 4.
We collect some lemmas which will be useful in the proof:
Lemma 30. There exists a constant C > 0 such that |B(x, t)| ≤ C for all x ∈ X
and t ∈ [0, 1].
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Proof of Lemma 30. For each v ∈ V the compactness of X × [0, 1] and strong
continuity of (x, t) 7→ B(x, t) implies
sup
x∈X
sup
0≤t≤1
|B(x, t)v| <∞.
The result follows by the Banach-Steinhaus Theorem. 
Lemma 31. Suppose that E : X → Gk(V ) is continuous. Then there exists c > 0
such that
inf
0≤t≤1
m
(
B(x, t)|E(x)
) ≥ c > 0 ,(25)
for every x ∈ X.
Proof of Lemma 31. Since X × [0, 1] is compact it suffices to prove the following:
for each (x, t) ∈ X × [0, 1] there exist an open neighbourhood Ux,t of (x, t) and a
constant cx,t > 0 such that for all (y, s) ∈ Ux,t we have |B(y, s)u| > cx,t for every
unit vector u ∈ E(y).
Let C > 0 be as in Lemma 30. Fix (x, t) ∈ X×[0, 1], let δ := m(B(x, t)|E(x)) > 0,
and define cx,t := δ/4. Let v1, . . . , vn ∈ V be a δ/4C-net for the unit sphere of E(x),
and define Ux,t to be the set of all (y, s) ∈ X × [0, 1] such that
max
1≤r≤n
|B(y, s)vr −B(x, t)vr| < δ
4
, and
dH(E(x), E(y)) < δ
4C
.
Since (y, s) 7→ B(y, s) is strongly continuous, each map (y, s) 7→ B(y, s)vr is con-
tinuous, so Ux,t is an open neighbourhood of (x, t).
Let (y, s) ∈ Ux,t, let u ∈ E(y) be a unit vector, and choose a unit vector v ∈ E(x)
such that |u − v| ≤ dH(E(x), E(y)). Let vr ∈ E(x) be a unit vector such that
|v − vr| < δ/4C, and note that |u− vr| < δ/2C. We have∣∣|B(x, t)vr|−|B(y, s)u|∣∣ ≤ ∣∣|B(x, t)vr|−|B(y, s)vr|∣∣+∣∣|B(y, s)vr|−|B(y, s)u|∣∣ < 3δ
4
and therefore
|B(y, s)u| > |B(x, t)vr| − 3δ
4
≥ m(B(x, t)|E(x))− 3δ
4
=
δ
4
= cx,t > 0.
The proof is complete. 
Lemma 32. Let T : X → X be a homeomorphism and A : X × N → L(V ) a
continuous linear cocycle of injective operators. Suppose that there exists a pair of
continuous equivariant splittings V = E1(x) ⊕ F1(x) = E2(x) ⊕ F2(x) of V into
closed subspaces such that for all x ∈ X and n ≥ 1,
|A(x, n)|Fi(x)| ≤ Kck+1(A(x, n)),
m(|A(x, n)|Ei(x)|) ≥ K−1ck(A(x, n)),
ck+1(A(x, n)) ≤ Kτnck(A(x, n))
for i = 1, 2, where K > 0 and τ ∈ (0, 1) are constants. Then E1 ≡ E2 and F1 ≡ F2.
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Proof of Lemma 32. By symmetry it is sufficient to show that E1(x) ⊆ E2(x) and
F1(x) ⊆ F2(x) for all x ∈ X. We begin by proving the second of these two
inclusions. Let x ∈ X and v ∈ F1(x), and write v = v1 + v2 where v1 ∈ E2(x) and
v2 ∈ F2(x). For each n ≥ 1 we have
K−1ck(A(x, n))|v1| ≤ m(A(x, n)|E2(x))|v1| ≤ |A(x, n)v1|
= |A(x, n)(v − v2)| ≤ |A(x, n)v|+ |A(x, n)v2|
≤ Kck+1(A(x, n))(|v|+ |v2|)
so that dividing both sides by ck(A(x, n)) and letting n → ∞ we obtain |v1| = 0;
it follows that v = v2 ∈ Fm(x) and therefore F1(x) ⊆ F2(x) as claimed.
We next observe that the supremumM := supx∈X |piF2(x)//E2(x)| is finite. Indeed,
by the closed graph theorem we have |piF2(x)//E2(x)| <∞ for each x ∈ X, and it is
an easy exercise using Lemma 9 to show that |piF2(y)//E2(y)| ≤ 2|piF2(x)//E2(x)| when
dH(E2(x), E2(y)) and dH(F2(x),F2(y)) are sufficiently small. By the continuity of
E2, F2 and compactness of X the finiteness of the quantity M follows.
We may now show that E1(x) ⊆ E2(x) for all x ∈ X as claimed. Let x ∈ X
and v ∈ E1(x). For each n ≥ 1 we may write v = A(x, n)vn where vn ∈ E1(T−nx),
and defining vn = w
+
n + w
−
n where w
+
n ∈ E2(T−nx), w−n ∈ F2(T−nx) we have
|w−n | ≤ M |vn|. We have |v| ≥ m(A(T−nx, n)|E1(T−nx))|vn| ≥ K−1ck(A(x, n))|vn|
and therefore
|A(T−nx, n)w−n | ≤ Kck+1(A(T−nx, n))|w−n | ≤MKck+1(A(T−nx, n))|vn| ≤MK2τn|v|.
It follows that limn→∞ |v − A(T−nx, n)w+n | = limn→∞ |A(T−nx, n)w−n | = 0 and
therefore
v = lim
n→∞A(T
−nx, n)w+n ∈ E2(x),
completing the proof of the claim. 
Proof of Theorem 4. Below, for each m ≥ 1 we define a cocycle Am over Tm :=
φ1/m by Am(x, n) := B(x, n/m).
Proof that (a) ⇒ (b). Define τm := e−γ/m for every m ≥ 1. Clearly
ck+1(Am(x, n)) = ck(B(x, n/m)) ≤ Cτnmck+1
(
B(x,
n
m
+ 1)
)
,
ck+1(Am(Tmx, n)) = ck(B(φ
1/mx, n/m)) ≤ Cτnmck+1
(
B(x,
n
m
+ 1)
)
for all x ∈ X and n ≥ 0 in view of (4); on the other hand Lemma 30 yields
ck
(
B(x,
n
m
+ 1)
) ≤ ∣∣B(x, 1− 1
m
)
∣∣ck(B(x, n+ 1
m
)
) ≤ Cck(Am(x, n+ 1)).
It follows that
max{ck+1(Am(x, n)), ck+1(Am(Tmx, n))} ≤ Cτnm ck(Am(x, n+ 1)) for all n ≥ 0 ,
for every x ∈ X and n ≥ 1, so Proposition 21 applies to the cocycle Am, yielding
dominated splittings V = Em(x)⊕Fm(x) for each m ≥ 1.
We now claim that for every m ≥ 1 we have Em = E1,Fm = F1. Since both A1
and Am satisfy the hypotheses of Proposition 21, we may choose a constant K˜ such
that
m(A1(x, n)|E1(x)) ≥ K˜ck(A1(x, n)), |A1(x, n)|F1(x))| ≤ K˜ck+1(A1(x, n)),
m(Am(x,mn)|Em(x)) ≥ K˜ck(Am(x,mn)), |Am(x,mn)|Fm(x))| ≤ K˜ck+1(Am(x,mn))
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for every x ∈ X and n ≥ 1; but Am(x, nm) ≡ A1(x, n) and Tnmm ≡ Tn1 , so the
hypotheses of Lemma 32 are satisfied by the cocycle A1, transformation T1 and
splittings V = E1(x) ⊕ F1(x) = Em(x) ⊕ Fm(x). The claim follows by application
of the lemma.
Let us now define E := Em,F := Fm. Since E and F are equivariant for every
Am it follows that
B(x, r)E(x) = E(φrx) and B(x, r)F(x) ⊂ F(φrx) for all r ≥ 0, r ∈ Q .
simply by writing r = n/m, φr = Tnm and B(x, r) = Am(x, n). We now ex-
tend this equivariance result to arbitrary t ≥ 0. Write t ≥ 0 as the limit of
a sequence of nonnegative rationals rn, and suppose that u ∈ E(x). For each
n ≥ 1 we have B(x, rn)u ∈ E(φrnx), so by the definition of the metric dH we may
choose a sequence of vectors vn such that vn ∈ E(φtx) and |B(x, rn)u − vn| ≤
2|B(x, rn)u|dH(E(φrnx), E(φtx)) for every n ≥ 1. In particular it follows that
limn→∞ |B(x, rn)u− vn| = 0 and therefore
B(x, t)u = lim
n→∞B(x, rn)u = limn→∞ vn ∈ E(φ
tx)
since E(φtx) is closed. We deduce that B(x, t)E(x) ⊆ E(φtx) as desired; the proof
for F is identical.
It remains to check (5). For t ∈ [0, 1), (5) is an elementary consequence of
Lemma 30 and Lemma 31. For t ≥ 1, write t = n + s for n ∈ N, s ∈ [0, 1). From
(19) applied to the cocycle A1(x, n) = B(x, n), we have that
m(B(x, n)|E(x)) ≥ K˜−1ck(B(x, n)) , and |B(x, n)|F(x)| ≤ K˜ck+1(B(x, n)) .
(26)
Then,
m
(
B(x, t)|E(x)
) ≥ m(B(x, n)|E(x)) ·m(B(φnx, s)|E(φnx)) ≥ cK˜−1ck(B(x, n))
and
|B(x, t)|F(x)| ≤ |B(x, n)|F(x)| · |B(φnx, s)| ≤ CK˜ck+1(B(x, n)) ,
which, in light of (4), clearly implies (5).
Proof that (b) ⇒ (a). To begin, observe that
m
(
B(x, t)|E(x)
) ≤ Ckck(B(x, t)) and |B(x, t)|F(x)| ≥ ck+1(B(x, t)) .
The second estimate is a direct consequence of the definition of the Gelfand numbers
ck. The first estimate follows from (7) and the definition of xk(·) (see §2 for details).
Fix  ∈ [0, 1]; the estimate (5) implies
ck+1(B(φ
x, t)) ≤ Ce−γtm(B(φx, t)|E(φx)) .
On the other hand, note that B(x, t+ 1) = B(φt+x, 1− )◦B(φx, t)◦B(x, ), and
so by the equivariance of E ,
m
(
B(x, t+1)|E(x)
) ≥ m(B(φt+x, 1−)|E(φt+))·m(B(φx, t)|E(φx))·m(B(x, )|E(x)) .
Using (25), we conclude that
ck+1(B(φ
x, t)) ≤ Cc−2e−γtm(B(x, t+ 1)|E(x)) ≤ CCkc−2e−γtck(B(x, t+ 1)) .
As  ∈ [0, 1] was arbitrary, this completes the proof. 
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5. Quantitative bounds for finite-dimensional cocycles
In this section we prove Theorem 5, a version of Theorem 1 which controls the
angle of the dominated splitting E ⊕ F and vector growth/contraction on E ,F
respectively. In §5.1 we collect some tools in the inner-product space setting, and
in §5.2 we show how the methods of §3 can be used to prove Theorem 5.
5.1. Preliminaries of inner product space geometry. We write (·, ·) for the
Euclidean inner product on Rd and ‖ · ‖ for its norm. For a subspace E ⊂ Rd,
we write PrE for the orthogonal projection onto E, and E
⊥ for the orthogonal
complement. Orthogonal projections permit us to define the Hausdorff distance dH
in this setting by
dH(E,E
′) = ‖PrE − PrE′‖ ;
this definition of the Hausdorff distance has the nice property that if E,E′ have
the same dimension, then
dH(E,E
′) = ‖PrE⊥ |E′‖ = Gap(E,E′) = ‖PrE′⊥ |E‖ = Gap(E′, E) ;
see [16] for proof. Here, Gap(·, ·) is as defined in §2.
As in previous sections, det will always refer to the absolute value of the deter-
minant.
We require several inner product space analogues of results used in the proof
of Theorem 2. The first is an explicit estimate of the Lipschitz constant of the
mapping B 7→ log det(B) as B ranges over the set of invertible k × k matrices.
Lemma 33. Let B1, B2 be invertible k × k matrices for which ‖B1 − B2‖ <
min{‖B−1i ‖−1 : i = 1, 2} =: m. Then,∣∣∣∣ log det(B2)det(B1)
∣∣∣∣ ≤ k ‖B1 −B2‖m− ‖B1 −B2‖ .
Proof. Let Bt := tB1 + (1 − t)B2, and note that Bt is invertible for all t ∈ [0, 1]
by the bound ‖B1 −B2‖ < ‖(B2)−1‖−1. A standard computation (using, e.g., the
expansion of the determinant into minors and Cramer’s rule) implies
d
dt
log detBt = Tr
(
B−1t (B2 −B1)
)
.
Applying the Fundamental Theorem of Calculus,
log det(B2)− log det(B1) =
∫ 1
0
Tr
(
B−1t (B1 −B2)
)
dt ,
To estimate the integrand, note that B−1t = (Id−tB−12 (B2−B1))−1 ◦B−12 , so that
‖B−1t (B1 −B2)‖ =
∥∥((Id−tB−12 (B2 −B1)))−1B−12 (B1 −B2)∥∥ ,
≤
∞∑
n=0
tn
(‖B−12 (B2 −B1)‖)n+1
≤ ‖B
−1
2 (B2 −B1)‖
1− ‖B−12 (B2 −B1)‖
,
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having used the von Neumann series to estimate
∥∥( Id−t(B−12 (B2−B1))−1∥∥. Using
the standard estimate |Tr(B)| ≤ k‖B‖ and clearing the denominator, we obtain
log
det(B2)
det(B1)
≤ k ‖B1 −B2‖‖B−12 ‖−1 − ‖B1 −B2‖
.
The desired estimate follows on exchanging the roles of B1, B2 in the above proof.

We now give an estimate on the Lipschitz constant of the mapping E 7→ log det(A|E)
defined on the k-dimensional Grassmanian Gk(Rd), where A ∈ L(Rd) is assumed
invertible. Below, κ(A) := ‖A‖ · ‖A−1‖ ≥ 1 is the condition number of A.
Lemma 34. Let A ∈ L(Rd) be invertible and E1, E2 ∈ Gk(Rd), k ≤ d. If
dH(E1, E2) ≤
(
2κ(A)
)−2
, then∣∣∣∣ log det(A|E1)det(A|E2)
∣∣∣∣ ≤ 36kκ(A)2dH(E1, E2) .
Proof. We apply Lemma 33 to B1 = A|E1 , B2 = A˜ := PrAE1 ◦ A ◦ PrE2 |E1 . We
first bound ‖(A˜)−1‖−1: it is easy to check from the identities at the beginning of
§5.1 that
‖(PrE |′E)−1‖−1 ≥ 1− dH(E,E′)
for subspaces E,E′ ⊂ Rd of the same dimension. Applying this to E = E2, E′ = E1
and E = AE1, E
′ = AE2 yields
‖(PrE2 |E1)−1‖−1 ≥ 1− dH(E1, E2) ,
‖(PrAE1 |AE2)−1‖−1 ≥ 1− dH(AE1, AE2) ,
respectively. Note that
dH(AE1, AE2) ≤ κ(A)dH(E1, E2) ,
and so we conclude
‖(A˜)−1‖−1 ≥ m := (1− κ(A)dH(E1, E2))2‖A−1‖−1 .
We now bound ‖B1 −B2‖ = ‖(A− A˜)|E1‖:
‖(A− A˜)|E1‖ ≤ ‖A|E1 −A ◦ PrE2 |E1‖+ ‖A ◦ PrE2 |E1 − PrAE1 ◦A ◦ PrE2 |E1‖
≤ ‖A‖ · ‖PrE⊥2 |E1‖+ ‖Pr(AE1)⊥ |AE2‖ · ‖A ◦ PE2‖
≤ ‖A‖(dH(E1, E2) + dH(AE1, AE2)) ≤ ‖A‖(1 + κ(A))dH(E1, E2) .
To complete the estimate, we decompose
det(A|E1)
det(A|E2) =
det(A|E1)
det(A˜|E1)
· det(PrAE1 |AE2) · det(PrE2 |E1) .
Simplifying the estimate from Lemma 33 and using 1 + κ(A) ≤ 2κ(A),∣∣∣∣ log det(A|E1)
det(A˜|E1)
∣∣∣∣ ≤ k ‖(A− A˜)|E1‖
m− ‖(A− A˜)|E1‖
≤ k 2κ(A)
2dH(E1, E2)
(1− κ(A)dH(E1, E2))2 − 2κ(A)2dH(E1, E2) .
Enforcing dH(E1, E2) ≤ (2κ(A))−2 now yields an upper bound of≤ 32kκ(A)2dH(E1, E2)
for this term.
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For the remaining terms, we bound∣∣ log det(PrE2 |E1)∣∣ ≤ max{0, k log ‖(PrE2 |E1)−1‖} ≤ −k log(1− dH(E1, E2)) ,∣∣ log det(PrAE1 |AE2)∣∣ ≤ max{0, k log ‖(PrAE1 |AE2)−1‖} ≤ −k log(1− κ(A)dH(E1, E2)) ,
and so using the bound | log(1 + z)| ≤ 2|z| for z ∈ [− 12 , 12 ], we get∣∣ log ( det(PrE2 |E1) det(PrAE1 |AE2))∣∣ ≤ 4kκ(A)dH(E1, E2) .
Combining these yields the advertised estimate. 
We complete §5.1 with a version of Proposition 18 on Rd. As one might expect,
the proof is much simpler (as we have the singular value decomposition to lean on
in this setting) and the resulting estimates are far more aesthetically pleasing.
Proposition 35. Let A ∈ L(Rd) be of rank ≥ k and E ⊂ Rd a subspace of
dimension k for which det(A|E) = rVk(A), r ∈ (0, 1].
Define F = {v ∈ Rd : Av ∈ (AE)⊥}. Then, F is a complement to E in Rd; the
splitting Rd = E ⊕ F satisfies
m(A|E) ≥ rσk(A) , ‖A|F ‖ ≤ r−1σk+1(A) , and ‖piE//F ‖ ≤ r−1 .
Proof. That F so-defined is a complement to E follows from an argument given at
the beginning of the proof of Lemma 20; see in particular (11). Let v1, · · · , vk ∈ E
be orthonormal vectors corresponding to the singular value decomposition of A|E ,
written so that |Avi| = σi(A|E) for 1 ≤ i ≤ k.
Define r1, · · · , rk ∈ (0, 1] by riσi(A) = σi(A|E); that
∏k
i=1 ri = r follows from
the formulae det(A|E) = ∏ki=1 σi(A|E) and Vk(A) = ∏ki=1 σi(A). In particular,
m(A|E) = σk(A|E) = rkσk(A) ≥ rσk(A) .
Next we estimate ‖piE//F ‖. We note that
piF//E = piF//〈vk〉 ◦ piF⊕〈vk〉//〈vk−1〉 ◦ · · · ◦ piF⊕〈v2,··· ,vk〉//〈v1〉 .(27)
To estimate each term, we write wi = ‖Avi‖−1Avi and note that
pi〈vi〉//F⊕〈vi+1,··· ,vk〉 = (A|〈vi〉)−1 ◦ pi〈wi〉//(AE)⊥⊕〈wi+1,··· ,wk〉 ◦A|〈vi,··· ,vk〉⊕F
for 1 ≤ i ≤ k − 1; the i = k case is handled similarly. So, for any 1 ≤ i ≤ k,
‖piF⊕〈vi+1,··· ,vk〉//〈vi〉‖ = ‖pi〈vi〉//F⊕〈vi+1,··· ,vk〉‖ ≤
σi(A)
σi(A|E) = r
−1
i .
Above, we have used that ‖piW1//W2‖ = ‖piW2//W1‖ for any complements W1,W2 of
Rd; see Problem I.6.31 in [16]. Our desired estimate for ‖piE//F ‖ = ‖piF//E‖ now
follows from (27) and the fact that
∏k
i=1 ri = r.
The desired estimate for ‖A|F ‖ now follows by applying Lemma 14 to det(A|E⊕
〈f〉), where f ∈ F, ‖f‖ = 1. 
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5.2. Proof of Theorem 5. Throughout this subsection, X is a general topological
space, T a homeomorphism of X, and A : X × N→ L(Rd) is a continuous cocycle
for some d ∈ N, d > 1, where Anx is invertible for any (x, n) ∈ X × N. We take on
the hypotheses of Theorem 5, assuming that for some 1 ≤ k < d, we have
σk+1(A
n
x) ≤ Kτnσk(Anx)
for all x ∈ X,n ∈ N, and that
κ :=
(
sup
x∈X
‖Ax‖
)
·
(
sup
x∈X
‖A−1x ‖
)
<∞ .
With these assumptions, the arguments of §3 go through nearly unchanged;
indeed, these arguments are far simpler and rely only on the classical singular value
decomposition for linear operators on Rd.
We will now sketch this argument, along the way recording an estimate for
use in the proof of Theorem 5. Let n be sufficiently large so that Kτn < 1,
hence σk+1(A
n
x) < σk(A
n
x). For such n, let En(x) ⊂ Rd denote the k-dimensional
subspace corresponding to the top k singular values of Anx ; write E
′
n(x) = A
n
xEn(x).
Following the procedure outlined in the proof of Proposition 22, one obtains the
estimate
dH(E
′
n(T
−nx), E′n+q(T
−(n+q)x)) ≤ κK τ
n
1− τ ,(28)
for any x ∈ X, q ≥ 1 and n sufficiently large. Thus we construct the upper
k-dimensional subspace
E(x) := lim
n→∞E
′
n(T
−nx) .
The continuity of x 7→ E(x) may be deduced the same arguments as in Lemma
23; as an alternative, one may show directly that En(x) depends continuously on
x ∈ X, and therefore E is a uniform limit of continuous functions, hence continuous.
We now come to the analogue of Proposition 25, where it is proven that the
upper subspace E realizes a uniformly controlled positive fraction of the maximal
k-dimensional volume growth of Anx . This is crucial to obtaining the advertised
concrete estimates for the dominated splitting, and so we formulate this analogue
precisely.
Lemma 36. The constant
RE := inf
x∈X
n≥1
det(Anx |E(x))∏k
i=1 σi(A
n
x)
is nonzero and obeys the lower bound
− logRE ≤ 2k log κ ·
⌈
log(12κ3K)− log(1− τ)
− log τ
⌉
+ 2k(1− τ)−1(29)
Postponing a proof of the estimate (29) for the moment, let us complete the
proof of Theorem 5. We first obtain the lower subspace F in a way completely
analogous to the methods of §3.4: for each x ∈ X,n ∈ N, we let Fˆn(x) denote the
complement to E(x) guaranteed in the conclusion of Proposition 35. For these, we
have the estimates
‖piE(x)//Fˆn(x)‖ ≤ RE , m(Anx |E(x)) ≥ REσk(Anx) and ‖Anx |Fˆn(x)‖ ≤ R−1E σk+1(Anx) ,
all of which follow from the conclusions of Proposition 35.
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Following the arguments in Lemma 28, the lower subspace is realized as the
limit F(x) = limn→∞ Fˆn(x); the estimate on ‖piE(x)//Fˆn(x)‖ passes to an identical
estimate on ‖piE(x)//F(x)‖. It remains, then, to estimate ‖Anx |F(x)‖, which again we
do by the exact same method: for f ∈ F(x), ‖f‖ = 1 we bound
Vk+1(A
n
x) ≥ det(Anx |E(x)⊕ f) ≥ RE det(Anx |E(x)) · ‖Anxf‖ ≥ R2EVk(Anx)‖Anxf‖ ,
hence ‖Anx |F(x)‖ ≤ R−2E σk+1(Anx), as desired.
To finish, we sketch a proof of (29).
Proof of Lemma 36. Let n be large enough so that Kτn < 1, hence σk+1(A
n
x) <
σk(A
n
x) and so the corresponding k-dimensional subspace En(x) ⊂ Rd is well-
defined. Thus we have
det(Anx |E(x))∏k
i=1 σi(A
n
x)
=
det(Anx |E(x))
det(Anx |En(x))
=
n−1∏
q=0
det(AT qx|E(T qx))
det(AT qx|AqxEn(x)) .
The task at hand is to repeat the proof of Proposition 25 while keeping track of
the estimates made along the way. Like before, the idea is to estimate separately
the tail q ≥ Q and the initial segment q < Q, where Q is chosen sufficiently large
so that AqxEn(x) ≈ AqxEq(x) ≈ E(T qx) for all n > q ≥ Q. The value of Q will
be specified later on; for the moment we assume that Q is large enough so that
KτQ < 1 and that n > q ≥ Q, so that in particular Eq(x) is well-defined.
We start by collecting analogues of the estimates on dH(A
q
xEq(x), E(T qx)) and
dH(A
q
xEn(x), A
q
xEq(x)). The first of these comes from (28). For the second, we
repeat the estimates in Claim 26, obtaining for q < n that
dH(E
⊥
n (x), E
⊥
q (x)) ≤ κK
τ q
1− τ .
With this estimate, we now estimate dH(A
q
xEn(x), A
q
xEq(x)): let v
′ ∈ AqxEn(x) be
a unit vector, and let v′ = Aqxv where v ∈ En(x). Writing v = eq + fq according to
the splitting Rd = Eq(x)⊕ E⊥q (x), note that
‖fq‖ ≤ ‖PrE⊥q (x)|En(x)‖‖v‖ ≤
(
κK
τ q
1− τ
)
‖v‖ .
Take Q large enough so that the parenthetical term is ≤ 1/√2 for q ≥ Q. Now we
bound ‖eq‖2 = ‖v‖2 − ‖fq‖2 ≥ 12‖v‖2, and obtain the bound
1 = ‖v′‖ = ‖Aqxv‖ ≥ ‖Aqxeq‖ − ‖Aqxfq‖ ≥
1√
2
σk(A
q
x)(1−Kτ q)‖v‖ .
Taking Q larger so that 1−KτQ ≥ 12 ,
‖PrAqxE⊥q (x)v′‖ = ‖Aqx ◦ PrE⊥q (x)v‖ ≤ σk+1(Aqx) · ‖v‖ ≤
Kτ q
1−Kτ q ≤ 2Kτ
q .
At last we collect our estimates, and obtaining
dH(E(T qx), AqxEn(x)) ≤
(
κK
1− τ + 2K
)
τ q
for n > q ≥ Q.
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The third and last condition we place on Q is to ensure that the RHS above is
≤ (2κ)2, so that E1 = E(T qx), E2 = AqxEn(x) obey the hypotheses of Lemma 34.
All three conditions are met if Q is chosen as
Q :=
⌈
log(3Kκ3)− log(1− τ)
− log τ
⌉
;(30)
equivalently, Q is the smallest nonnegative integer for which τQ ≤ (1− τ)/3Kκ3.
For q ≥ Q, after applying Lemma 34 we now have∣∣∣∣ log det(AT qx|E(T qx))det(AT qx|AqxEn(x))
∣∣∣∣ ≤ 108kκ3K τ q1− τ .
Thus we have the estimate
n−1∑
q=Q
∣∣∣∣ log det(AT qx|E(T qx))det(AT qx|AqxEn(x))
∣∣∣∣ ≤ 108kκ3K τQ(1− τ)2 ≤ 36k1− τ .
for the tail of the product. For the remaining terms we use the simple estimate
| log det(A|E)| ≤ k log κ(A), where dimE = k and κ(A) = ‖A‖‖A−1‖ is the condi-
tion number of A. Collecting, we have
n−1∑
q=0
∣∣∣∣ log det(AT qx|E(T qx))det(AT qx|AqxEn(x))
∣∣∣∣ ≤ 2kQ log κ+ 36k1− τ
= 2k log κ ·
⌈
log(3κ3K)− log(1− τ)
− log τ
⌉
+
36k
1− τ ,
completing the estimate. 
6. Acknowledgments
Ian Morris was supported by the Engineering and Physical Sciences Research
Council (grant number EP/L026953/1). This research was initiated at the work-
shop “Random Dynamical Systems and Multiplicative Ergodic Theorems” held at
the Banff International Research Station; the authors would like to thank the con-
ference organizers for facilitating this interaction.
References
[1] Blumenthal, A. A volume-based approach to the multiplicative ergodic theorem on Banach
spaces. Discrete Contin. Dyn. Syst. 36, 5 (2016), 2377 – 2403.
[2] Blumenthal, A., and Young, L.-S. Entropy, volume growth and SRB measures for Banach
space mappings. Inventiones mathematicae 207, 2 (Feb 2017), 833–893.
[3] Bochi, J., and Gourmelon, N. Some characterizations of domination. Math. Z. 263, 1
(2009), 221–231.
[4] Bochi, J., and Morris, I. D. Continuity properties of the lower spectral radius. Proc. London
Math. Soc. 110 (2015), 477–509.
[5] Bochi, J., and Viana, M. The Lyapunov exponents of generic volume-preserving and sym-
plectic maps. Ann. of Math. (2) 161, 3 (2005), 1423–1485.
[6] Flandoli, F., and Schaumloffel, K. U. Stochastic parabolic equations in bounded do-
mains: random evolution operator and lyapunov exponents. Stochastics: An International
Journal of Probability and Stochastic Processes 29, 4 (1990), 461–485.
[7] Froyland, G., Gonza´lez-Tokman, C., and Quas, A. Stability and approximation of ran-
dom invariant densities for Lasota-Yorke map cocycles. Nonlinearity 27, 4 (2014), 647–660.
[8] Froyland, G., Lloyd, S., and Quas, A. Coherent structures and isolated spectrum for
Perron-Frobenius cocycles. Ergodic Theory Dynam. Systems 30, 3 (2010), 729–756.
32 DOMINATED SPLITTINGS IN BANACH SPACES
[9] Froyland, G., Lloyd, S., and Quas, A. A semi-invertible Oseledets theorem with applica-
tions to transfer operator cocycles. Discrete Contin. Dyn. Syst. 33, 9 (2013), 3835–3860.
[10] Furman, A. On the multiplicative ergodic theorem for uniquely ergodic systems. Ann. Inst.
H. Poincare´ Probab. Statist. 33, 6 (1997), 797–815.
[11] Gan, S., and Wen, L. Nonsingular star flows satisfy Axiom A and the no-cycle condition.
Invent. Math. 164, 2 (2006), 279–315.
[12] Gonza´lez-Tokman, C., and Quas, A. A semi-invertible operator Oseledets theorem. Ergodic
Theory Dynam. Systems 34, 4 (2014), 1230–1272.
[13] Gonza´lez-Tokman, C., and Quas, A. A concise proof of the Multiplicative Ergodic Theorem
on Banach spaces. J. Mod. Dyn. 9, 1 (2015), 237–255.
[14] Ka˘ımanovich, V. A. Lyapunov exponents, symmetric spaces and a multiplicative ergodic
theorem for semisimple Lie groups. Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov.
(LOMI) 164, Differentsialnaya Geom. Gruppy Li i Mekh. IX (1987), 29–46, 196–197.
[15] Karlsson, A. Nonexpanding maps, Busemann functions, and multiplicative ergodic theory.
In Rigidity in dynamics and geometry (Cambridge, 2000). Springer, Berlin, 2002, pp. 283–
294.
[16] Kato, T. Perturbation theory for linear operators. Classics in Mathematics. Springer-Verlag,
Berlin, 1995. Reprint of the 1980 edition.
[17] Krein, M. G., and Rutman, M. A. Linear operators leaving invariant a cone in a Banach
space. Uspekhi Matematicheskikh Nauk 3, 1 (1948), 3–95.
[18] Lang, S. Differentiable manifolds. Addison-Wesley, 1972.
[19] Lian, Z., and Lu, K. Lyapunov exponents and invariant manifolds for random dynamical
systems in a Banach space. Mem. Amer. Math. Soc. 206, 967 (2010), vi+106.
[20] Lian, Z., and Wang, Y. On random linear dynamical systems in a Banach space. i. Multi-
plicative Ergodic Theorem and Krein–Rutman type theorems. Advances in Mathematics 312
(2017), 374–424.
[21] Liao, S. T. On the stability conjecture. Chinese Ann. Math. 1, 1 (1980), 9–30.
[22] Man˜e´, R. An ergodic closing lemma. Ann. of Math. (2) 116, 3 (1982), 503–540.
[23] Man˜e´, R. Lyapounov exponents and stable manifolds for compact transformations. In Geo-
metric dynamics (Rio de Janeiro, 1981), vol. 1007 of Lecture Notes in Math. Springer, Berlin,
1983, pp. 522–577.
[24] Mierczyn´ski, J., and Shen, W. Principal lyapunov exponents and principal floquet spaces
of positive random dynamical systems. i. general theory. Transactions of the American Math-
ematical Society 365, 10 (2013), 5329–5365.
[25] Morris, I. D. A rapidly-converging lower bound for the joint spectral radius via multiplicative
ergodic theory. Adv. Math. 225, 6 (2010), 3425–3445.
[26] Morris, I. D. The generalised Berger-Wang formula and the spectral radius of linear cocycles.
J. Funct. Anal. 262, 3 (2012), 811–824.
[27] Oseledec, V. I. A multiplicative ergodic theorem. Characteristic Ljapunov, exponents of
dynamical systems. Trudy Moskov. Mat. Obsˇcˇ. 19 (1968), 179–210.
[28] Pietsch, A. Eigenvalues and s-numbers, vol. 13 of Cambridge Studies in Advanced Mathe-
matics. Cambridge University Press, Cambridge, 1987.
[29] Pliss, V. A. On a conjecture of Smale. Diff. Uravnenija 8 (1972), 268–282.
[30] Pola´cˇik, P., and Teresˇcˇa´k, I. Convergence to cycles as a typical asymptotic behavior in
smooth strongly monotone discrete-time dynamical systems. Archive for Rational Mechanics
and Analysis 116, 4 (1992), 339–360.
[31] Pola´cˇik, P., and Teresˇcˇa´k, I. Exponential separation and invariant bundles for maps in
ordered Banach spaces with applications to parabolic equations. Journal of Dynamics and
Differential Equations 5, 2 (1993), 279–303.
[32] Pujals, E. R., and Sambarino, M. On the dynamics of dominated splitting. Ann. of Math.
(2) 169, 3 (2009), 675–739.
[33] Raghunathan, M. S. A proof of Oseledec’s multiplicative ergodic theorem. Israel J. Math.
32, 4 (1979), 356–362.
[34] Ruelle, D. Ergodic theory of differentiable dynamical systems. Inst. Hautes E´tudes Sci.
Publ. Math., 50 (1979), 27–58.
[35] Ruelle, D. Characteristic exponents and invariant manifolds in Hilbert space. Ann. of Math.
(2) 115, 2 (1982), 243–290.
DOMINATED SPLITTINGS IN BANACH SPACES 33
[36] Teresˇcˇa´k, I. Dynamical systems with discrete Lyapunov functionals. PhD thesis, Ph. D.
thesis, Comenius University, 1994.
[37] Thieullen, P. Fibres dynamiques. Entropie et dimension. Ann. Inst. H. Poincare´ Anal. Non
Line´aire 9, 2 (1992), 119–146.
[38] Thieullen, P. Ergodic reduction of random products of two-by-two matrices. J. Anal. Math.
73 (1997), 19–64.
[39] Walters, P. A dynamical proof of the multiplicative ergodic theorem. Trans. Amer. Math.
Soc. 335, 1 (1993), 245–257.
[40] Wojtaszczyk, P. Banach spaces for analysts, vol. 25 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 1991.
