Abstract. The notion of K-balancing was introduced a few years ago as a condition for the construction of orthonormal scaling function vectors and multi-wavelets to ensure the property of preservation/annihilation of scalarvalued discrete polynomial data of order K (or degree K − 1), when decomposed by the corresponding matrix-valued low-pass/high-pass filters. While this condition is indeed precise, to the best of our knowledge only the proof for K = 1 is known. In addition, the formulation of the K-balancing condition for K ≥ 2 is so prohibitively difficult to satisfy that only a very few examples for K = 2 and vector dimension 2 have been constructed in the open literature. The objective of this paper is to derive various characterizations of the Kbalancing condition that include the polynomial preservation property as well as equivalent formulations that facilitate the development of methods for the construction purpose. These results are established in the general multivariate and bi-orthogonal settings for any K ≥ 1.
Introduction
Among the key ingredients to the great success of the wavelet mathematical tools, particularly in applications to signal processing, are the properties of polynomial preservation of the scaling functions, vanishing moments of the wavelets, and their small (compact) support, which contributes to short filters. Other desirable properties include symmetry/antisymmetry of the scaling functions and wavelets that facilitates linear-phase filtering and taking care of boundary data. While it has been commonly believed that the introduction of the notion of multi-wavelets would add significant values to the wavelet mathematical toolbox for achieving the properties stated above, it is unfortunate that the complications encountered are very difficult to overcome. The main objective of this paper is to establish a mathematical theory that contributes to the understanding of such difficulties, facilitates the development of solutions by providing various useful equivalent formulations, and extends to the higher dimensional setting for the processing of multivariate data, such as images.
To apply vector-valued scaling functions (to be called scaling function vectors later) to model or represent scalar-valued data without manufacturing vector components (which would increase the data file size), the most reasonable approach T of dimension r ≥ 2, respectively. For the time being, let us consider orthonormal Φ and Ψ and let the (finite) sequences {P k } and {Q k } of r × r matrices define the refinement or two-scale relationship, namely
Then, the low-pass and high-pass wavelet decomposition of {x k } is given by
Typical examples of such scaling function vectors and multi-wavelets and their corresponding filters {P k } and {Q k } are the GHM multi-wavelets [6, 5] and CL multi-wavelets [4] , of dimension r = 2. We remark that the GHM and (one of the) CL scaling function vectors have polynomial reproduction order 2, and hence, their corresponding multi-wavelets have vanishing moments of order 2. However, when the data sequence {x k } is perturbed by a polynomial sequence such as T . This is, in general, the main cause of complications in the application of multi-wavelets to process scalar-valued data.
Two approaches have been introduced in the wavelet literature to address this important issue, one indirectly and the other directly. The indirect approach is to apply certain appropriate prefiltering to the input data sequence {x k } as well as to the low-pass output of each wavelet decomposition level to be used as input for the next level of wavelet decomposition (see [1, 7, 19, 20] ). On the other hand, the direct approach is to design Φ and Ψ so that the decomposition algorithm (1.1) ensures polynomial output {y L k } of degree K −1 (or order K) and zero output {y H k }, when the polynomial data sequences {x k } = {v s,k,m }, k ∈ Z, for 0 ≤ s ≤ r − 1 and 0 ≤ m ≤ K − 1, are used as input sequences in (1.1), where {P k }/{Q k } are the refinement (or two-scale) sequences corresponding to the orthonormal Φ and Ψ. More precisely, the notion of balancing, meaning that
is imposed on Φ to ensure that the constant data sequence input
This notion was introduced in [13] , and indeed (1.2) is shown to be the precise condition for this purpose. Later, in [16] , the balancing condition in (1.2) is extended to the K-balancing condition
r ] will be called the "center"), to address the issue discussed above for polynomials of degree K − 1 (or order K). In addition, a condition stronger than (1.3) was introduced in [14] . In [16] , and more recently in [12] , it was stated that the K-balancing condition (1.3) is the correct condition for addressing this issue in general, but to the best of our knowledge, no proof for K ≥ 2 exists in the literature (including [16, 17, 14, 12] ). In addition, it is important to point out that it has been extremely difficult to construct orthonormal Φ and Ψ to meet the K-balancing requirement (1.3) even for K = 2.
The main objective of this paper is to derive various characterizations of the K-balancing condition for any K ≥ 1, that are valid for the general multivariate and bi-orthogonal settings with arbitrary centers. In addition to addressing the polynomial preservation/annihilation properites by the low-pass/high-pass matrixvalued filters, the characterization result also facilitates the development of methods for construction. This paper is organized as follows. Notation and preliminary results are introduced and discussed in Section 2. The main results are stated and studied in Section 3, and the proofs of these results are given in Section 4. Then for any sufficiently smooth function f in R s , we have (see, e.g., [11] ), for any |α| = n,
Preliminary results

Let
In this paper, we also need the notation for a family of sequences of r-dimensional row-vectors {v α (k)} k∈Z s , r ≥ 1, generated by some constant row-vectors v α , defined by
. . , r, be compactly supported distributions in R s , and Φ :
We say that Φ has the property of polynomial preservation of order m (or Φ ∈ PP m for short), if there exists a (finite) linear combination ϕ of integer shifts of φ 1 , . . . , φ r , such that
holds in the distribution sense (i.e., equality holds upon taking the inner product with any test function). It follows from the Poisson summation formula that the above formulation is equivalent to the (modified) Strang-Fix conditions:
It is also easily seen that Φ satisfies (2.3) if and only if there exists an r-dimensional row-vector t(ω) = |α|<m t α e −iαω of trigonometric polynomials such that
which, in turn, is equivalent to
in the distribution sense, with (2.6)
For r = 1, this formula was discussed in [2; Chap. 8], and for the extension to arbitrary r ≥ 1, the reader is referred to [8] .
Refinable function vectors.
Let {P k } be a finite sequence of square matrices of dimension r, and consider its corresponding matrix-valued Laurent polynomial symbol
where A is an expansive matrix with integer entries. Then the matrix P (1) is said to satisfy Condition E (or P (1) ∈ E for short, see [18] ), if the value 1 is a simple eigenvalue of the matrix P (1) and all other eigenvalues of P (1) lie in the unit disk
|z| < 1 of the complex plane. Under the assumption that P (1) ∈ E, the infinite product
converges uniformly on every compact subset of R s . Now, let v 0 be a right eigenvector of P (1) corresponding to the eigenvalue 1, i.e.,
such that |v 0 | = 1, and define Φ = [φ 1 , . . . , φ r ] by the inverse Fourier transform of
Then φ 1 , . . . , φ r are compactly supported distributions, and Φ satisfies the refinement equation
We call the sequence {P k } the mask, and its corresponding symbol P (z) the twoscale symbol of Φ. We also call Φ a normalized solution of the refinement equation (2.9). On the other hand, for a compactly supported function vector Φ satisfying (2.9) for some finite sequence
r is L 2 -stable, then the symbol P (z) defined by (2.7) satisfies the condition P (1) ∈ E (see, e.g., [11] ). Therefore, in the following, we assume that P (1) ∈ E and that Φ is the normalized solution defined by (2.8) . (See the survey paper [3] on the conditions under which the compactly supported distribution vector Φ defined by (2.8) is a function vector in (L 2 ) r .)
2.3. Sum rules. For the same expansive matrix A with | det A| =: a, let ω h , with ω 0 = 0 and 0 ≤ h < a, be the representors of Z s /A T Z s . We say that P satisfies the sum rule of order m (or P ∈ SR m for short), if there exist constant vectors y α , with y 0 = 0, such that (2.10)
where
and t α βτ is the inverse of the matrix
. Now, consider an r-vector t(ω) = k∈Z s t k e −ikω of trigonometric polynomials that gives y α = (−iD) α t(0) for all |α| < m. It was shown in [8] that (2.10) is equivalent to
The following result shows that if P ∈ SR m , then the normalized solution Φ of (2.9) has the property of polynomial preservation of order m. 
See the survey paper [8] and references therein for more details.
r be real-valued compactly supported refinable function vectors with dilation matrix A, and finite masks {P k } and {G k }, respectively. We say that Φ and Φ are bi-orthogonal duals of each other, if {Φ(x − k)} and { Φ(x − k)} are bi-orthogonal, meaning that (2.12)
Hence, if Φ = Φ, Φ is considered to be orthonormal. A necessary condition for Φ and Φ to be bi-orthogonal duals is that their twoscale symbols satisfy (2.13)
Conversely, under certain mild conditions, this condition is also sufficient, see, e.g., [3] . Suppose Q h (z) and H h (z), 1 ≤ h < a, are matrix-valued Laurent polynomials that satisfy 14) for ω ∈ R s , where z = e −iω . Let Ψ h , Ψ h be the vector-valued function vectors defined by
Then if Φ, Φ are bi-orthogonal duals, we have 16) and {a 15) . Since the bi-orthogonality of Φ and Φ assures their stability as well, it follows that both P (1) and G(1) satisfy condition E.
As usual, we use {G, H h , 1 ≤ h < a} and {P, Q h , 1 ≤ h < a} as filters for the purpose of wavelet decomposition and reconstruction respectively. More precisely, the decomposition algorithm is given by (2.17) c
and the reconstruction algorithm is given by
Balanced refinable function vectors
The notion of balancing is generalized to the multivariate bi-orthogonal setting in this section. With balanced bi-orthogonal duals, discrete polynomials are preserved by the low-pass filters and annihilated by the high-pass filters of the corresponding multi-wavelets. This last statement on polynomial annihilation was stated in both [16] and [12] in the one-variable setting, but no proof exists in the published literature. In this paper, we give a proof of the general multivariate formulation, which includes the univariate setting as claimed in [16] and [12] . Several important characterization results for these two properties are also discussed in this section.
Let a 1 , . . . , a r ∈ R s . A compactly supported vector-valued function
r is said to be K-balanced, K ≥ 1, relative to the r-tuple [a 1 , . . . , a r ], if
We will call [a 1 , . . . , a r ] the center of the K-balanced function vector F . This is an extension of the notion of K-balancing introduced for the orthonormal univariate setting by Lebrun and Vetterli [13] for K = 1 and Selesnick [16] for K ≥ 1 with r-tuple center a 1 = 0, a 2 = 1 r , . . . , a r = (r − 1)/r. For the univariate and orthonormal setting, Selesnick [16] gave a complete characterization of a compactly supported K-balanced orthonormal refinable function vector Φ in terms of the roots of some polynomials associated with the two-scale symbol P (z) of Φ.
In this section we will give a necessary and sufficient condition for the validity of (3.1) in terms of an intimate relation between these centers and the vectors y α in (2.10), or equivalently y α in (2.5), where K ≤ m. We will also show that K-balancing of Φ is equivalent to discrete polynomial preservation of total degree K − 1 by its mask {G k }, and that K-balancing of Φ implies discrete polynomial annihilation of total degree K − 1 by the high-pass filters {H h k } corresponding to the low-pass filter {G k }.
Assume that Φ and Φ are compactly supported bi-orthogonal dual refinable function vectors in (L 2 ) r with dilation matrix A and finite masks {P k } and {G k }, respectively. Suppose Φ satisfies the sum rule of order m, and that y α , |α| < m, with y 0 = 0, are the vectors that satisfy (2.10). In the following, we assume, 
The main result of this paper is the following characterization of K-balancing for the dual Φ, where 1 ≤ K ≤ m. 
Theorem 3.1 tells us that Φ is K-balanced if and only if y α can be chosen so that both (2.10) and (3.1) are satisfied for all |α| < K. Theorem 3.1 also enables us to decide on the possible balanced order of the bi-orthogonal dual scaling function vectors for a given refinable function vector, and facilities the development of methods for constructing K-balanced bi-orthogonal multi-wavelets as well as the masks of the primal refinable function vectors with K-balanced bi-orthogonal duals for K ≥ 2. Furthermore, Theorem 3.1 tells us that K-balancing of Φ is equivalent to the preservation of π Remark 3.1. Notice that if Φ satisfies (3.1), then for any c 0 ∈ R s , we have 
and if Φ is K-balanced, then
For 
. . .
As a consequence of the above theorem, we have the following univariate version with r-tuple center [0, 
The proof of Theorem 3.1 will be given in the next section. We remark that the proof of (ii) ⇔ (iii) for this univariate setting in Corollary 3.1 was given in [15] for orthonormal multi-wavelets.
Before we prove our results, let us first give a relatively simple example. T is a refinable function vector with respect to the quincunx dilation matrix
Furthermore, the two-scale symbol of Φ is given by
(see [3] for details). One can also easily verify that P satisfies the sum rule of order 2 with
By Theorem 3.1, it is possible to construct a 2-balanced bi-orthogonal dual Φ with balanced centers a 1 = 0, a 2 = ( 
Here we use the Sobolev smoothness formula provided in [9] for Φ. 
Proofs
We will prove Theorem 3.1 by showing that (i) and (iii)⇒ (3.11) .
Recall that y α , |α| < m, are the real-valued vectors for the sum rules of order m of G(z), namely y α , |α| < m, satisfy (2.10) (or equivalently (2.5)). Let y α (k), |α| < m, k ∈ Z s , be the vectors defined by (2.2) in terms of y α . Then (2.5) and (2.12) imply that
In particular, we have 
Proof of (i) ⇔ (ii). Let us first establish (i) ⇒ (ii)
. By (4.1), we have Therefore (3.1) holds.
Proof of (iii) ⇒ (iv).
We need the following two lemmas. Denote e 0,0 := 1.
For n ∈ N, let e αβ , |α| = |β| = n, be determined by Therefore (4.8) holds.
We are now ready to prove (iii) ⇒ (iv). By the refinement property of Φ, we have Φ(x − k) =
