Introduction
Desertification of semi-arid ecosystems (van de Koppel et al., 2002) , eutrophication of lakes (Carpenter et al., 1999), spread of diseases (Chaves et al., 2012) , invasion (Hansen et al., 2013 ) and 20 community shifts in coral reefs (Knowlton, 2004) are some examples of state transitions or regime shifts in ecological systems. Some of these transitions can be abrupt and irreversible, leading to 22 catastrophic loss of wildlife, habitats, and ecosystem services. Such transitions, also known as critical transitions, happen when a system crosses a certain threshold or critical point of environ- of broad interest from the perspectives of both pure and applied ecological sciences.
Scale-free clustering has previously been investigated in two class of models. One is the so called percolation model in the physics literature (Grimmett, 1999; Stauffer, 1979) , which in eco-72 logical terms can be thought of as a spatial null (no interactions) model that produces clustering even when occupancy of space is random. Second is in the context of ecosystem pattern forma- tions, even away from critical points. Furthermore, some of these models predict that the loss of scale-free and power-law behaviours can be used as signatures of reduced resilience of ecosys-80 tems (Kéfi et al., 2007; Kéfi et al., 2011 Kéfi et al., , 2014 ). These models of ecosystem dynamics incorporate various ecological processes that are relevant to the focal ecosystem. For example both dryland 82 vegetation and mussel-bed dynamics models incorporate processes such as dispersal, birth, disturbance and death of vegetation/mussel at local sites. These processes depend on multiple fa-84 cilitative and competitive interactions operating at local and global scales. While these studies make insightful and empirically testable predictions about spatial patterns in these ecosystems, 86 they are not amenable to analyses of generic relationships between microscopic processes (facilitation) and macroscopic patterns (e.g. clustering and ecosystem resilience). Consequently, even and empirical data from several regions across the globe, a comprehensive understanding of these matters is crucial not only for conceptual unification but also to enable correct application of these 96 theories.
Based on these considerations, the main purpose of our Synthesis and Perspective article is to in-98 vestigate the emergence of spatial clustering and its link to resilience or criticality of ecosystems.
To do so, we first review and synthesise the literature on how local ecological processes lead to the 100 formation and dynamics of clusters. Further, following earlier studies (Roy et al., 2003) , we use the percolation theory from physics literature as a baseline framework to understand scale-free clus-102 tering. Owing to interdisciplinary nature of various concepts, we present important terms and concepts including power-laws, scale-free patterns, correlations and glossary of terms via sum-104 maries in boxes and tables (Table 1 ; Boxes 1, 2 and 3). Our synthesis reveals the importance of facilitative interactions in the emergence of scale-free clustering in various ecosystems. To probe 106 the relationship between facilitation, clustering and resilience, we use a minimal spatially-explicit model which, unlike previous complex models of irregular pattern formations, decouples the es-108 sential processes of facilitation and environmental stress. This enables us to establish that, counter to current thinking in the literature, clustering is in fact unrelated to resilience. Scale-free clus-110 tering is indicative of a different critical point, the percolation threshold. We then investigate the emergence of scale-free spatial correlations at criticality. Finally, we discuss future directions of 112 research to quantify patterns and dynamics of clustering to infer ecological interactions. Figure 1: The plot on the left shows that the power-law function has a heavier tail, i.e. higher frequency ( f (x)) of occurrence of large events, than in an exponential function. The plot on the right shows that power-law function is a straight line on double logarithmic axes; the heavier tail of power-law is evident here too.
Glossary
The power-law frequency distribution has much higher occurrences of extreme events than predicted by commonly used distributions such as Gaussian or exponential distributions (Fig 1) ; this feature of the powerlaw distribution is also called heavy tailedness.
Scale-invariance
The functional form and the exponent of power-law functions are unaffected by changes in the scale of observation. Consider the mathematical expression of the function, f (x) = c x −β . Now if the scale of observation is changed from x to kx, where k is a constant, then f (kx) = ck −β x −β = k −β f (x). This property, common to all power-laws, is known as scale-invariance.
Scale-free power-laws
Power-laws with an exponent β ≤ 2 mathematically describe features that lack a characteristic size/length scale. To see this, we observe that when β ≤ 2 the mean of this distribution is infinite.
Exact expressions for the mean (x) and variance (σ 2 x ) of the normalised power-law distribution, denoted by p(x), are given bȳ
Thus, there is no characteristic size or typical length scale in this distribution, when β ≤ 2, and therefore the distribution is called scale-free. Power-law distributions of biological quantities with 150 exponents β ≤ 2 are therefore intriguing. Such distributions, however, are not uncommon and have been documented in various ecosystems (Fig 2) 152
In this review, we focus only on scale-free patterns. However, scale-invariant and scale-free patterns are often not clearly distinguished in the literature. It is only power-laws with an exponent β ≤ 2 154 that are scale-free and this distinction is particularly important when trying to understand critical phenomena.
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Figure 2: Scale-free cluster size distributions in different ecosystems and representative snapshots (not necessarily from the same study area or time period) of (a) West broad ledges seagrass near the isle of scilly, (Irvine et al., 2016 (Grimmett, 1999; Kéfi et al., 2011) . These null models are widely studied in the 166 physics literature in the context of percolation. Percolation is the movement or spread of an agent through a system via a connected path of sites, from any edge of the system to all others (Stauffer, 168 1979). Despite the lack of positive feedbacks in these null models (henceforth called percolation models), scale-free clustering occurs at a particular density of the occupied sites, known as per-170 colation density. For ecological contexts, a relevant geometry is that of two dimensional square lattice for which the percolation density is 0.59 (Grimmett, 1999) .
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The densities that correspond to power-law clustering in ecosystems are typically lower than the above mentioned percolation density. 
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This results from reduced light and heat stress as well as increased water availability to young saplings in the vicinity of adult plants. Similarly, in mussel-beds, steadfast attachment of mus-
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sel to the substrate is directly dependent on the attachment of neighbours (Guichard et al., 2003) .
Moving beyond terrestrial landscapes, in macroalgal beds, recruitment and survival of macroalgal Indeed, our model too shows that when facilitation is weak, the system undergoes a continu-
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ous transition from an occupied to a bare state (Fig 4) . As facilitation strength increases, the system can maintain a high density state even for higher levels of stress; but the system also exhibits an with a transition, but in a different quantity which is known as the percolation probability.
To examine the relationship between spatial clustering and ecosystem resilience, let us con-
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sider at the role of facilitation in shaping both spatial clusters and resilience. As we argued in Section 2 , facilitation lowers the density at which scale-free clustering emerges. Further, as is well known and also seen in our model (see Box 4), positive feedbacks also promote non-linearities in the system's response to stress, thus promoting abrupt collapse from higher densities (Fig 4. 
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Putting the above two observations together, we hypothesise that depending on the strength of facilitation, power-law clustering can occur at any distance from the critical density of collapse. 
Scale-free clustering emerges at the percolation point
Few ecological studies have examined the association between scale-free clustering and percola-260 tion in (non-null) models with spatial-interactions (but see (Roy et al., 2003) ). Percolation probability is the probability that an agent (e.g. fire) permeates through a substance (forest). This depends on the availability of a connected path of sites in a conducive state (e.g. vegetated) from one edge of the system to all others. The percolation probability can, therefore, be measured by the proba-264 bility of occurrence of a spanning cluster of occupied cells in the system. As stated previously, for a square lattice, null models exhibit a phase transition from zero percolation probability to finite 266 values at a density of 0.59. This is exactly the density, also called percolation density, at which the system exhibits scale-free clustering. Consequently, the average cluster size diverges and the 268 system exhibits no scale, or is called scale-free. In other words, scale-free clustering characterises the percolation transition in null models.
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We show that our spatial ecological model too exhibits a transition in percolation probability as a function of density (Fig 6) . Just as in null models, this transition is associated with scale-free 272 clustering. We find this association to be true for a wide range of values of strengths of facilitation. The percolation density is lower for the system with 274 higher facilitation (Fig 6) , consistent with our synthesis of empirical results in the previous section . Weak facil-276 itation leads to continuous change in percolation probability whereas strong facilitation, owing to stronger non-278 linear response of the system, makes it discontinuous (Fig 6) .
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Thus, scale-free cluster-size distribution is a signature of criticality, but that associated with the percola-282 tion point. At this threshold, the average cluster size diverges (Fig 6) . The density at which percolation point 284 occurs is mediated by the strength of local facilitation in the system. We reiterate that cluster size distributions are not associated with the regime shift or critical transition typically studied in the (Fig 7; Appendix E) .
As an ecosystem approaches a critical point, its return to equilibrium state, when disturbed, at different spatial frequencies in the system, to its overall pattern. It is known in the ecology literature that as systems approach critical points, the low frequency modes begin to dominate their 336 power spectrum (Carpenter and Brock, 2010; Kéfi et al., 2014) . However, the full functional form of the power-spectrum is rarely quantified (but see (Couteron, 2002) in the context of periodic 338 patters of dryland vegetation). This quantity is crucial to inferring critical behaviour. Simulations of our model shows that the power-spectrum becomes scale-free at critical points (Fig 7) . We explain in Appendix E that a scale-free power spectrum is indicative of a scale-free autocovari-ance function. Criticality associated with density collapse of an ecosystem is thus captured in its power-spectrum. 
BOX 3: Covariance, correlation and spectral function
One way to capture the spread of disturbance in a system or the length scale of spatial fluctuations, is by constructing the spatial covariance function. The spatial autocovariance function for density ρ for a distance r is defined as
whereρ represents mean density over the entire landscape, angular brackets denote average over all locations x and x in the landscape that are separated by a distance r. Ecologists widely use the correlation function which is defined as
where σ 2 is the spatial variance of densities in the ecosystem. Thus the covariance function is a 
At the critical point, we expect the spatial covariance function to exhibit a power-law relation with distance
where c 0 is a constant and α is an exponent less than two. The corresponding spectral function for an n-dimensional system is given by
Thus, at criticality, the spectral function also follows a power law with an exponent α − n. There-
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fore, evidence of a power-law spectral function is also evidence of a power-law autocovariance function.
Discussion
Scale-free behaviour is known to occur in critical systems. Local positive feedbacks, clustering and resilience 
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With recent advancements in remote sensing and reducing costs of procuring spatial images, we can also procure extensive high-resolution spatial data over time. This will enable us to quan-
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tify not only patterns, as described above, but also dynamics of various cluster properties. 
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Concluding remarks
Our synthesis helps us disentangle processes that generate scale-free cluster sizes, scale-free cor- 
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Data and codes
All simulation and analyses codes, with simulation datasets corresponding to results presented in 476 this paper, have been made publicly available. Detailed instruction on execution of these codes are also provided. The repository link has been provided to the journal and will be included in 478 the final submission.
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Online Appendix A: Detailed model description
We model the landscape as a two dimensional grid of of N x N cells, where each cell represents 488 a discrete site that an individual (mussel, plant, etc.) can occupy. An occupied cell is denoted by 1 and an unoccupied cell, by 0. Each cell is updated probabilistically depending on states of cells 490 in its neighbourhood (see Fig 2 of main text) . Individuals can spread from an occupied cell to an empty cell in their immediate four-cell neighbourhoods (equivalent to a seed dispersal followed 492 by germination) with probability p, or die with probability 1 − p; we call this process of birth or death, baseline reproduction. Facilitation is incorporated as an increase of reproduction wherein each 494 pair of individuals can spread to an empty cell in their immediate six-cell neighbourhood with a probability q, or die with a reduced probability (1 − p)(1 − q). Thus, the model has two param-496 eters, p, which controls baseline reproduction, and q, which controls the strength of facilitation.
Competition manifests in this model as the decreased availability of sites for reproduction with 498 increased local density. The simulation sequence runs as described below:
Step 1: Select a cell at random.
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Step 2: If this cell is unoccupied, return to step 1. If occupied, proceed to step 3.
Step 3: Select at random, one of the four nearest neighbors of the chosen cell cell.
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Step 4: If this selected neighbor cell is empty (0), update its state to 1 by probability p, else update the state of the first chosen cell to 0 (the probability of this is then 1 − p). Return to step 1 for a 504 new iteration.
Step 5: If the first chosen cell (in step 1) and the neighbor cell (selected in step 2) are both occupied,
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(a) with probability 'q' select one of the six possible nearest neighbors of the pair and make it occupied (if it it was already occupied, nothing changes), else update the first chosen cell (in step 
524
Is power-law a good fit?: First step in the process is to find out if power-law is even a good fit.
The exponent of the distribution was estimated using Maximum Likelihood Estimation (MLE),
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and x min was identified by minimising the KS distance between the fitted model and data. We assessed goodness of fit for our power-law model by re-fitting synthetic power law distributions
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(which we generated) with the with the same estimated exponent and xmin values. The fraction of synthetic datasets that result in a fitted model with a K.S distance larger than the K.S distance 530 calculated when fitting our dataset, was considered the p-value of our fit. As described in ( critical point (Fig 4a) and the other is right at the critical point (Fig 4b) .
Is power-law the best fit?: We compared power-law (PL) fit of the cluster size distributions 538 with three different model fits: exponential (EXP), log-normal (LN) and power-law with an exponential cut off (PLE). Each of the candidate models was fit using MLE. Since power-law is a 540 nested model of power-law with a cut-off, these two were compared using log-likelihood ratio.
The other two candidate models were compared with the power-law model using Vuong test. We 542 refer readers to (Clauset et al., 2009 ) for further technical details.
We know from percolation models that cluster size distributions typically shift from a bimodal 544 to a power-law to a power-law with exponential cut off to an exponential as density in the system reduces (Kéfi et al., 2011; Stauffer, 1979) . Thus, in our investigations of effects of positive feedbacks 546 on clustering, these were obvious candidate distributions to fit to the data. In addition, we also fit and compare log-normal as a candidate function in order to make the reported results comparable 548 with other studies discussed in (Clauset et al., 2009 ). However it must be noted that, till date, there exist no mechanistic processes that can yield a log-normal cluster size distribution in these 550 systems . On the other hand, based on the theory of phase transitions, there is a well-reasoned expectation of scale-free behaviour at critical points.
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Realising a true scale-free distribution requires, ideally, an infinitely large system. Our datasets consist of 50 replicates of identically sized lattices (of 1024 x 1024 cells). Even a true power-law 554 distribution in these replicates would inevitably be best fit as a truncated power-law distribution, due to the limit imposed by the system-size. Given these finite size constraints in our data, a as the best fit model for both cases (q = 0, p = 0.7225 and q = 0.92, p = 0.2852). Given in Table   1 is the comparison statistics for the power-law (PL) fit with the other three considered models -562 exponential (EXP), Power-law with exponential truncation (PLE) and Log-normal (LN) fits.
0 but see (Xu et al., 2015a) where there is an in-built scale in the model that could explain log-normal distributions Appendix Table 1 : Results of likelihood ratio test for fitted power-law vs other models. Positive values suggest that the power-law is a the better fit and negetive values favour the alternative model. Significance levels are as follows : '***' for p < 0.001, '**' for p < 0.01 '*' for P < 0.1 and '' ' for P > 0.1. For both datasets, log-normal could not be ruled out as a potential fit (p value given in brackets), while power-law with exponential cut-off was found to be the best fit
We see from the estimated rate (Table 2 ) of the fitted power-law with exponential cut-off model,
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x −β e −x/X max , that the X max is larger than the largest patch-size in the system. The power-law behaviour persists without any effect of the exponential truncation till atleast four orders of magni-566 tude in patch sizes.
Appendix Table A2 : Estimated parameter values of fitted power-law and power-law with exponential cut-off functions. The exponent estimates are very close for both model fits. The rate of exponential cut-off is very low, suggesting that the power-law persists over a large range of patch sizes.
Online Appendix C: Cluster-size distributions Figure A1 : Cluster size distributions realised in square lattices of 250x250 cells. The right most column of plots is of systems very near/at critical points, with the driver value shown in red. When facilitation (q) is low, we see the entire range of cluster-size distributions: bimodal at very high density, far from the critical point, power-law, truncated power-law and exponential, as we move towards the critical point. As q increases, 1. high densities prevail for lower and lower p values, 2. system begins to collapse from higher density states (see Fig 4 of main text) . This results in a shift in observed cluster size distributions, with fat-tailed distributions persisting for the entire range of realised non-zero densities. We then see power-law or, with very high facilitation, even bimodal clustering at the point of collapse. It is well known that in systems far from transition the power-spectrum typically exhibits a lorentzian functional form . Theoretically it is also expected that as the system reaches a critical point, its spec-572 tral function shifts to a power-law form. In our model too we found the lorentzian function to be a good fit for resilient systems (both, with high and low positive feedback, Fig.A3 ). The function 574 was fit by running a non-linear least squared regression on the data. We present the results of the analyses below: This, however, is not always the case. More precisely, fitting power-law data using non-linear transformation followed by linear regression is valid for data with a constant coefficent of vari-596 ation (Bolker et al., 2013 ). Since our spectral data for systems near/at critical points, like other 1/ f β spectra (Van der Schaaf and van Hateren, 1996) , show an increasing trend of standard devi-598 ation with average power (see Fig.A4 ), we used the linear regression method on log-transformed values. The range of the power-law function was estimated in the same way as described in the 600 previous section, by identifying the x-value (spatial frequency) which minimises the KS distance between the predicted function and the data but an upper frequency limit of 0.3 was kept fixed 602 for all datasets. Comparison of the models (Lorentzian vs power-law) for the different data-sets is impossible as the models not only have a different number of parameters, but are also not fit over the same range 618 of data. One way to get around this is to consider the theory underlying the emergence of scalefree power-spectra in critical systems. Even data that follow a lorentzian function, will follow a 620 power-law over some (small) range of spatial frequencies. However, as the system approaches a critical point, low frequency interactions begin to dominate, thus increasing in power and leading 622 to a shift in the spectrum such that the extent of the power-law region sharply increases (see section 4 on "scale-free spatial correlations in critical systems" in main text). Thus to compare the 624 power-spectra behaviour in systems near/at the critical point with that of resilient systems, one can examine the range over which the power-law fit extends.
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To compare the range of power law (PLR), we use the method proposed by (Berdugo et al., 2017), who define it as:
PLR varies from 0 (when none of the data fall within the fitted power-law) to 1 (when all the data are fall within the power-law region). We see in our power-spectra that as the system approaches 628 a critical point, smaller and smaller spatial frequencies fall within the power-law range (Fig A5) . This is congruent with theoretical predictions of diverging correlation length at critical points. 
