The set of n by n matrices with a given Jordan canonical form de nes a subset of matrices in complex n 2 dimensional space. We analyze one classical approach and one new approach to count the dimension of this set. The new approach is based upon and meant to give insight into the staircase algorithm for the computation of the Jordan Canonical Form as well as the occasional failures of this algorithm. We extend both techniques to count the dimension of the more complicated set de ned by the Kronecker canonical form of an arbitrary rectangular matrix pencil A ? B.
that identify the tangent spaces of these manifolds and the other based upon existing numerical algorithms for computing the Jordan and Kronecker forms 8, 9, 10, 11, 13, 16, 15, 19, 20] .
The classical approach to solving this problem requires the computation of the tangent space to the orbits. In the single matrix case, the tangent vectors have the form XA ? AX; (1) while in the matrix pencil case, the tangents have the form X(A ? B) ? (A ? B)Y: (2) Thus the codimension of the single matrix orbit is the number of linearly independent matrices X for which (1) vanishes, while the codimension of the matrix pencil orbit is related to the number of linearly independent matrix pairs X; Y for which (2) vanishes.
Arnold 1] has rederived the formula for the Jordan case for the purpose of de ning a particular normal form for deformations of a matrix with a given Jordan form. This form is convenient because of its minimum number of parameters 4]. We are unaware of any general dimension count for matrix pencils in the literature. One partial result of Waterhouse 18] counts the codimension of a singular pair of n by n matrices (i.e. the square case) to be n + 1.
Our new approach is based on the so called staircase algorithms for the Jordan and Kronecker canonical forms. The staircase algorithm for the Jordan canonical form proceeds by computing the Weyr characteristics of the matrix, while the staircase canonical form proceeds by computing a more complicated set of structural indices.
In this paper we lay the groundwork for a theory that we hope might explain the occasional failures of existing staircase algorithms to nd the \right" Jordan or Kronecker form. These algorithms are used in systems and control theory to nd the input matrix (or pencil) of highest codimension within a user-supplied distance of the input data. The structures of these matrices or pencils re ect important physical properties of the systems they model, such as controllability 3, 17] . The user chooses to measure the uncertainty in the data. The existence of a matrix or pencil with a di erent structure within distance of the input means that the actual system may have a di erent structure than the approximation supplied as input. So the goal of these algorithms is to perturb the input by at most so as to nd the matrix or pencil of as high a codimension as possible. The algorithm is said to fail if there is another perturbation of size at most which would raise the codimension even further. Therefore, we need to understand how the algorithm produces outputs of each codimension, which is explained in this paper, although this is just a rst step to explaining the failures. In particular, this is why we need to prove a known result (Theorem 2.1) using a new technique: staircase form. We believe the dimension count for the matrix pencil case (Theorem 2.2) is new. where the sum is taken over all pairs of blocks L j and L k for which j > k. where the sum is taken over all pairs of blocks L T j and L T k for which j > k. 4 . The codimensions due to interactions of the Jordan structure with the singular blocks:
Main Results
c Jor;Sing = (size of Jordan structure)(number of singular blocks):
Here the number of singular blocks counts both the left and the right blocks.
5. The codimensions due to interactions between L and L T singular blocks:
where the sum is taken over all pairs of blocks L j and L T k .
These are complex codimensions, but the answers are correct for real codimensions when the matrices or matrix pencils have real Jordan or Kronecker forms. For the rest of this paper all dimensions will be complex dimensions (half the number of real dimensions).
3 Mathematical Preliminaries and Notation
Matrix Canonical Forms
The basic notation in this area has been reinvented by many authors. So as to make this work self-contained and also to x notation, we review the basic de nitions. Further information may be found in standard matrix theory texts such as 5] or 12].
Given a matrix A that has only one eigenvalue it is always possible to nd a similarity that transforms A into the form J (A) = diag(J q 1 ; J q 2 ; : : :)
where J q is a q by q matrix with on the diagonal and 1 on the superdiagonal known as a Jordan block.
For an arbitrary matrix, it is always possible to nd a similarity that transforms A into a union of blocks of the form (3): It turns out that the number of blocks J q with q j is exactly w j ( ). The dimension of the nullspace of (A ? I) is w 1 ( ) ( 5, 12] ).
The following lemma is critical for the construction of the staircase algorithm. 
The L blocks are by + 1 rectangular blocks with on the diagonal and 1 on the superdiagonal. The L T blocks are + 1 by , with on the diagonal, and 1 on the subdiagonal. The and (sometimes referred to as the size) can be 0, leading to 0 columns and rows respectively. The J block is of the form (4) 
where the p i include any in nite eigenvalue blocks.
Conjugate Partitions
The Weyr characterists and the Segre characterists of a matrix for a given eigenvalue are closely related.
De nition 3. It is easy to verify that the property of being a conjugate partition is symmetric. For example, 17=6+6+3+1+1=5+3+3+2+2+2 are conjugate partitions of 17. This is easy to verify by reading the diagram below (known as a Ferrers diagram) vertically and horizontally: The proof of this lemma is evident from the Jordan form of the matrix 12, p.74].
A Fundamental Codimension Count
Our codimension counts for the Jordan and Kronecker form are built up from the fundamental Lemma 3.3. To state it, we need to introduce a little notation from manifold theory.
De nition 3.9 The set of k dimensional subspaces of n dimensional space along with its natural manifold structure forms the Grassmann manifold denoted G k (n).
The Grassman manifold and its dual G n?k (n) are isomorphic of dimension k(n ? k). In Lemma 3.3 we will need a full-rank parameterization for G n?k (n), which we construct as follows. ; (7) where R is n ? k by k. The homeomorphism maps complex n ? k by k matrices R to the span of the rst k columns of Q 0 . If Q is any xed unitary matrix, the homeomorphism from R 2 C n?k k to the space spanned by the rst k columns of QQ 0 provides the parameterization mapping from a neighborhood of the origin in C n?k k to a neighborhood in G k (n) of the space spanned by the rst k columns of Q.
Lemma 3.3 The set of m by n matrices with rank r is a manifold with codimension (m?r)(n?r). Proof We construct a parameterization whose image is a neighborhood of a particular m by n rank r matrix A as follows. A neighborhood of the origin in the product space C r n?r C m r will serve as a domain for the parameterization. Let Q be any unitary matrix whose rst n ?r columns span the nullspace of A, so that AQ = 0M] is zero in its rst n ? r columns and its last r columns M have full rank. Let Q 0 be as in (7), with k = n ? r. Then the map from (R; T) 2 C r n?r C m r to 0; M + T]Q 0 Q is the desired homeomorphism. If m = n, then we may equally well use the homeomorphism mapping (R; T) to QQ 0 0; M + T]Q 0 Q . Thus the dimension is r(n ? r) + mr, and the codimension is mn ? r(n ? r) ? mr = (m ? r)(n ? r).
We graphically depict the independent parameters as follows:
n ? r r m ? r S r RÂ (8) Here R refers to the coordinates that de ne the null space, while T = S T ;Â T ] T is the matrix in C m r . The black square in the upper left clearly indicates the codimension of (m ? r)(n ? r).
Later, we will take advantage of this construction to recursively construct further submanifolds by placing analogous rank constraints onÂ, so thatÂ still lies in a small neighborhood of the origin. Therefore, it will be easy to see that we need merely add the codimensions of our constraints at each level in order to compute the overall codimension of the nal submanifold. Indeed, the parameterization of Lemma 3.3 is constructed explicitly at each step of the staircase algorithm. from which it is evident that the tangent space to orbit(A) at A consists of the matrices of the form XA ? AX. The dimension of the orbit is equal to the dimension of the tangent space so that the codimension of the orbit is equal to the dimension of the nullspace of the mapping that sends X to XA ? AX. The codimension of the orbit is then the number of linearly independent solutions to AX = XA. 
Outline of the Staircase Algorithm
The staircase algorithm for the computation of the Jordan Canonical Form appears in 6, 7, 10, 11, 13]. Some references refer to \stairacase form" to mean a slightly di erent concept 2, 14]. The staircase algorithm of interest to us computes the Weyr characteristics. It is built recursively upon the idea in Lemma 3.1. 5 Tangent Space Proof of Theorem 2.2
We include two proofs both of which we believe to be new. The rst proof requires counting the number of independent solutions to two simultaneous matrix equations derived by analyzing the tangent space, while the second proof (in Section 6) requires an analysis of the staircase algorithms for the Kronecker canonical form. (9) where X is an m by m matrix and Y is an n by n matrix.
Since (9) 
Unfortunately, we can not simply quote a classical count of the number of independent solutions to (11) as we were able to do in Section 4. Given any two blocks, M i and M j (we allow i = j here) we de ne their interaction and the cointeraction: De nition 5.1 Let M i be m i n i and let M j be m j n j . Let X be an arbitrary m j m i matrix and Y be an arbitrary n j n i matrix. We de ne the interaction d ij of M i with M j as the dimension of the linear space fX; Y g such that XM j = M i Y . We de ne the cointeraction of M i with M j as c ij = d ij ? (m i ? n i )(m j ? n j ). We also consider the combined cointeraction which we de ne as c ij + c ji when i 6 = j, and simply c ii when i = j.
Notice that the combined cointeraction has a di erent de nition depending on whether M i and M j are distinct blocks (even if they happen to be equal) on one hand, or if i = j on the other hand. Strictly speaking the combined cointeraction is a function of M i , M j , and the Kronecker delta ij .
Lemma 5. We conclude that the combined cointeraction of L j and L j is 0, while if j > k then the combined cointeraction of L j with L k is j ? k ? 1. Taking the transpose and interchanging the roles of j and k, we see that the same result holds for blocks of the form L T j . We also remark that the analysis is correct even if j or k is 0. A similar examination of the equation XL T j = L k Y shows that the interaction of L T j with L k is j+k so the cointeraction is j+k?(1)(?1) = j+k+1. We conclude that the combined cointeraction is j + k + 2.
Jordan Blocks and Singular Blocks
In one way, the computation involving Jordan blocks is easier since the interaction is equal to the cointeraction. (This is true simply because the Jordan block is square.) However, we must now allow for arbitrary eigenvalues.
Assume that J k is a single Jordan block of size k corresponding to the nite eigenvalue e. ( We use e here so that there is no confusion with the indeterminate .) We consider solutions to XJ k = L j Y . The reader can verify that the dimension of the space of solutions is k. Indeed The cases XL T j = JY and XJ = L T j Y can be reduced to the previous cases by remembering that if J is a Jordan block, J T = PJP where P is the permutation that renumbers indices in backwards order. For example, the number of independent solutions to XL T j = JY is the same as the number of solutions to (Y T P)(PJ T P) = (L j X T P).
Jordan Blocks with other Jordan Blocks
Let J + I be the entire non-singular portion of the Kronecker structure. If we assume that there are no in nite eigenvalues, then the equation X(J + I) = (J + I)Y implies X = Y and then we are reduced to the case XJ = JX in Theorem 2.1. We remark that Theorem 2.1 tells us that there is no interaction among Jordan blocks with di erent eigenvalues.
We omit the tedious algebra, but it is possible to show that an in nite eigenvalue behaves exactly as if it were nite. (A simpler argument would point out that we can rotate the Riemann sphere to insure that all the eigenvalues are nite, without changing the codimension count.) We conclude that the combined cointeractions of the non-singular portion of the pencil is exactly as in Theorem 2.1.
Proof of Theorem 2.2
The proof follows from the analysis of the cases presented in Sections 5. On completion, the B ii blocks have full row rank, and the A i;i+1 blocks have full column rank. The rst pass through the inner loop of the algorithm postmultiplies A and B by a unitary Q so A's leading s 0 = nullity(A) columns are 0, and then premultiplies A and B by a unitary P so that B 00 , the leading r 0 by s 0 submatrix of B, is full rank, and the remaining rows of the rst s 0 columns of B are zero. We then repeat the process on the trailing m ? r 0 by n ? s 0 submatrix of A ? B to get s 1 and r 1 . We continue until the trailing block of A has full rank (or is null).
Just as with the Jordan form, each step of the algorithm incrementally builds a parameterization for the set of matrices of a given Kronecker form. Each step of the algorithm restricts the Kronecker form of the pencil to a set of higher codimension. The restrictions imposed at each step are independent for the same reason they were in the Jordan case, so we can just add codimensions. The increase in codimension at each step is given by Lemma 3. (12) We proceed to show that (12) is the formula given in Theorem 2.2.
For convenience we list our notation: To see this, rst check that m 0 = m and n 0 = n. Indeed it is obvious that m = P jl j because this counts the j rows in each L j block. It is also obvious that n = P (1 + j)l j because this counts the 1+j columns of each L j block. Just by looking at the form of an L j block, we see that each left singular block makes a contribution of one to the column nullity of the pencil, thus s 0 is the total number of left singular blocks. Finally, we have s 0 ? r 0 = l 0 ; the number of L 0 blocks. To check the validity of the formulas for arbitrary i proceed by induction using the de nition and properties of m i , n i , r i and s i listed immediately above and at the beginning of Section 6.
When there are only left singular blocks, we see that expression (12) evaluates to
(j ? i ? 1)l j : (13) This corresponds to the term P i > j ( i ? j ? 1) from (6) using a di erent notation. In our current notation, (13) 
Second and third passes through algorithm
The rst pass through the algorithm gives us a pencil A 0 ? B 0 , which may have only L T j blocks and nonzero eigenvalues. We then run the algorithm on (B 0 ? A 0 ) T , so that the indices that gave the right singular blocks before now give the left singular blocks. The indices that described = 0 now describe = 1. This algorithm returns a pencil with only a regular part that has no zero or in nite eigenvalues. If we reinvoke the previous results, we see that the second pass through the algorithms nearly completes the entire expression (6) . The only gap is X 6 2f0;1g (q 1 + 3q 2 + 5q 3 + : : :): This is just the Jordan structure of the regular part other than the zero and in nite eigenvalues. This is covered in the third phase of the algorithm, completing the proof.
7 Examples, Observations About Genericity, and Applications to the Waterhouse Theorems
We illustrate how these theorems may be used with a number of examples:
1. Let A be a matrix all of whose eigenvalues are . The most generic such matrix, whose orbit has codimension n, is a single Jordan block. The least generic such matrix, with codimension 1 + 3 + 5 + : : : = n 2 , i.e. dimension 0, is the single point I.
2. Let A be a matrix with no multiple eigenvalues. The codimension of its orbit is then P 1 or n. One might intuitively think of this as having speci ed the n eigenvalues, but no other information about the matrix. Indeed, if you do not wish to specify the value of an eigenvalue, the correct codimension for this unspeci ed eigenvalue is one less:
?1 + q 1 ( ) + 3q 2 ( ) + 5q 3 ( ) + : : ::
In the Kronecker algorithm one sometimes speci es that that the eigenvalues are 0, 1 or \other". It would therefore be correct to subtract one for eigenvalues classi ed as \other". 4. Let an n by n matrix pencil have the Kronecker structure diag(L j ,L T n?j?1 ), where 0 j < n. From the c Sing portion of the codimension, we learn that the orbit has codimension j + (n ? j ? 1) + 2 = n + 1. If a square pencil has any singular part at all, it is fairly easy to check that the smallest possible codimension is n + 1 and it must be of this form. We have thus reproduced a result of Waterhouse ( 18] 
