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Abstract
The presence of multiplicative speckle noise in side scan sonar images unfavourably aﬀects the detection and classiﬁcation of ob-
jects in the image. This noise is related to the sensing system and the image formation process. Speckle removal is a pre-processing
step required in such images for applications like segmentation and registration. Most of the speckle reduction techniques intro-
duces a bias after the homomorphic approach is applied on the observation model of the side scan sonar image to convert the
multiplicative model into an additive one. In this paper an unscented Kalman ﬁlter based approach for single look side scan sonar
image estimation from the observation model of the image is proposed. First the noise level in the single look side scan sonar image
is estimated using a patch based algorithm and then non blind denoising is done. For the blind denoising part, the heterogeneity of
side scan sonar image patches is exploited. Simulation results are given to substantiate the eﬀectiveness of the despeckling method.
The diﬀerent non reference image performance evaluation measures are used to assess the proposed method.
c© 2016 The Authors. Published by Elsevier B.V.
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1. Introduction
Sonar image1 of an object have less resolution than the optical image of the same. In sonar images the image
intensity is related to speckle noise. Speckle noise in sonar images manifests itself as multiplicative non-Gaussian
noise in the intensity domain and, therefore, classical techniques of processing and analysis may fail.
Standard ﬁlters such as mean ﬁltering generally degrade the observed scene. Classical wiener ﬁlter is designed
primarily for additive noise suppression. Contrary to the standard ﬁlters, classical adaptive despeckling ﬁlters like
the the Lee2, the Kuan3 and the Frost4 ﬁlters take local image information into consideration while carrying out the
ﬁltration process. Adaptive ﬁlters can reduce speckle noise in homogeneous areas while preserving texture and high
frequency information in heterogeneous areas.
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In addition to the classical de-speckling ﬁlters the iterative Speckle Reducing Anisotropic Diﬀusion (SRAD) ﬁlter5
exploits the instantaneous coeﬃcient of variation, but may be unsuitable for real side scan sonar images, because ﬁne
details and textures that may be useful for analysis are destroyed. The nonlocal (NL) ﬁltering6 is a generalization of
the concept of data-driven weighted averaging, in which each pixel is weighted according to its similarity with the
reference pixel, and is dependent on the selection of reference pixel.
The application of one-dimensional Kalman ﬁlter to two dimensions7 to smooth out the observation noise in image
data does not preserve the optimality of the linear state estimation ﬁlter. For nonlinear systems, subject to Gaussian
noise, the extended Kalman ﬁlter8 (EKF) is frequently applied for estimating the systems state vector from output
measurements. The unscented Kalman ﬁlter9 (UKF) is a method for nonlinear state estimation, which does not
introduce linearization errors. The unscented transformation helps to propagate mean and covariance through linear
transformation. Most of the Kalman estimation methods for image denoising10 uses the 2D block adaptive ﬁltering.
In this paper the one-dimensional ﬁlter is used to estimate the two-dimensional image from the multiplicative noise.
First the characteristics of side scan sonar images, the process of image formation, and the speckle deterioration of the
image model are briefed. The next session deals with the blind denoising by estimating the noise level in the single
image, exploiting the sonar image heterogeneity. The unscented Kalman ﬁltering in one-dimension extended to the
two-dimensional sonar image restoration is explained in the next session. Finally results are reported and discussed
for the proposed methodology applied on real side scan sonar images.
2. Sonar images
Due to the limitation of the standard imaging underwater, SONAR (Sound NAvigation and Ranging) was always
the tool of choice for underwater imaging. The interpretation of side scan sonar images, or records, requires an
understanding of the phenomena which result in the generation of the images.
2.1. Side scan sonar imaging
A high resolution imaging sonar11 can be modeled as a point source emanating an acoustic plane wave of some
frequency typically in the 100 kHz to 2 MHz range. As the plane wave travels through a medium such as the ocean,
many factors like temperature, depth, pressure, salinity, and surface weather conditions inﬂuences it. The operation
of sonar is based on the propagation of waves between a target and a receiver.
As the acoustic plane wave strikes the target, part of the energy is reﬂected back toward the sonar, while the
remaining energy passes the target and strikes the ocean bottom. Depending on the type of bottom, some of the
incident energy will be reﬂected, while the remaining energy is transmitted into the bottom sediment layer. The
energy transmitted within the bottom sediment layer is further transmitted and reﬂected depending on the characteristic
impedance of the local material present. The local characteristic impedance can vary depending on whether the bottom
is composed of mud, mud and sand, or sand and rock.
Despite the large range advantage over the standard vision, imaging sonar suﬀers from several drawbacks like
lower Signal-To-Noise ratio (SNR) due to acoustic wave interference called speckle noise and they contain almost
homogeneous and textured regions with relatively rare edges12. The acoustic waves reﬂected from the sea-bottom
can have greater energy than the ones reﬂected from the obstacles, leading to false obstacle detection or to undetected
ones. The other drawbacks include the limitation of transducer size, resulting in a lower number of pixels and lower
resolution and the Range-Resolution dependency.
As the towﬁsh is towed through the water, the lateral sound beams progressively scan a swath of the seabed,
while the recorder produces a line-by-line record of the backscattered signal. The transducers are normally shaped
and controlled to produce a beam, for each emitted pulse, which is narrow in the horizontal direction and wide in the
vertical direction. Due to the narrow horizontal beam, returned energy is received from only a thin strip of the seaﬂoor.
The wide vertical beam permits the ensoniﬁcation of a large segment of the water column and allows the reception of
reﬂected energy from areas of the seaﬂoor distant from the towﬁsh. As the transducers are towed along they gather
sequential lines of data returned from each pulse, and these lines are displayed sequentially down a vertical trace to
generate an image. This systematic sideways scanning is the basic principle of side scan sonar imaging.
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The basic process of emitting a set of rays to represent each pulse of energy, and tracing these rays to their inter-
section with the seabed to obtain values of intensity returned for each ray, is essentially repeated for each line of the
image. The transducer is then moved along the y axis to a new position, to represent the motion of the towﬁsh, and
the process is repeated by the transmission of the next pulse, to obtain the next line of the image. The successive lines
are then displayed next to one another, as with the real sonar process, to create the image. Each line is displayed as
a line of pixels across the image, with the greyscale value of each pixel determined by the intensity returned for that
ray, with black representing no returned signal and white representing a high intensity return.
2.2. Speckle noise statistics
The side scan sonar image acquired can be described by a multiplicative model with exponential distribution. The
degradation model13 to describe the multiplicative noise eﬀected sonar images is y=xn , where y is the observed image
intensity, x, the corresponding scene reﬂectivity, n, the multiplicative speckle fading term statistically independent
of x. The fully developed speckle of single-look amplitude has a Rayleigh distribution14. This model formulates
speckle15 as a multiplicative modulation of the scene reﬂectivity. Hence, the speckle eﬀects are more pronounced in
a high intensity area than in a low intensity area. Speckle noise causes a fragmentation of objects, and poor spatial
directivity and resolution, which results in blurring eﬀects around objects and hinders the interpretation of the image
content. Because speckle is diﬃcult to distinguish from the real signals at the limit of resolution of the sonar, it proves
hard to remove without aﬀecting signiﬁcantly the image. Prior to attempting to segmentation and feature extraction
in the image, the speckle noise must be removed.
In the homomorphic transformation16 method which takes the logarithm of the observed data, the multiplicative
noise is transformed into an additive one. This operation may introduce a bias into the denoised image, since an
unbiased estimation in the log domain is mapped onto a biased estimation in the spatial domain. In the proposed
methodology, the signal is dealt in the observed domain itself. Even though the absence of the bias due to the
nonlinear mapping of the logarithm is an advantage, the estimation of the parameters of the signal and noise pdfs
becomes more complex.
3. Blind denoising
For non-blind denoising algorithm the noise level σn is assumed to be known parameter and for blind denoising
algorithm, σn need to be estimated together with the denoising process. Blind denoising in images consists of two
process, the estimation of the noise level in the image and then the non-blind denoising. Sonar image heterogeneity
helps in a patch based noise level estimation.
3.1. Sonar image heterogeneity
The rationale is that in true sonar images at least three statistical classes17 can be recognized: homogeneous,
textured, and strong, or persistent, scatterer. The ﬁrst class is characterized by a spatially constant reﬂectivity and
in this case the best estimator is a plain average of intensity pixel values in a neighborhood. Pixel belonging to the
third class should be detected and left unprocessed, as they are intrinsically noise-free and are used for calibration,
registration, etc. The intermediate class may be processed through the desired ﬁlter, e.g., Lee, Frost and Kuan ﬁlters.
Most adaptive speckle ﬁlters are based on the local coeﬃcient of variation, which serves to measure the hetero-
geneity of sonar images. However, the sensitivity of the measurements to speckle and noise of sonar images would
greatly deteriorate the speckle reduction capability. In the proposed denoising method, the heterogeneity of the image
patches is used to estimate the noise variance.
3.2. Single Image Noise Level Estimation
With the available single look sonar image, the noise level estimation algorithm estimates the unknown standard
deviation σn of the image. Because of the redundancy of natural images, the data of natural images span only low-
dimensional subspace. If the data of patches yi∈RN×Nspan a subspace whose dimension is smaller than N × N , then
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called as low-rank patches. The noise level is estimated from the selected patches using Principal Component Anal-
ysis. The Principal Component Analysis (PCA) estimation18 includes a patch-based noise level estimation algorithm
that includes a texture strength metric which is based on the local image gradient matrix and its statistical properties
to select low-rank patches without high frequency components from a single noisy image.
In patch-based approaches19 images are decomposed into a number of patches from an input noisy image in a
raster scan form. The patch with the smallest standard deviation among decomposed patches has the least change of
intensity. The data model of the patches is
yi = xini i = 1, 2, 3,M (1)
where M is the number of patches, xi is the ith noise-free image patch with size N × N written in a vectorized
format, and each patch is deﬁned by its center pixel. yi is the observed vectorized patch corrupted by noise vector
ni with zero-mean and variance σ2n. The minimum variance direction is the eigenvector associated to the minimum
eigenvalue of the covariance matrix deﬁned by
Σy =
1
M
ΣMi=1yiy
T
i (2)
where Σy is the covariance matrix of the noisy patch y, and λmin(Σ)represents the minimum eigenvalue of the matrix
Σ. The minimum eigen value of the covariance matrix λmin(Σy)can be assumed as noise variance.
σ2n = λmin(Σy) (3)
With the variance found out in the above said method, the non blind denoising is performed next.
4. Side Scan Sonar Image Estimation
Due to the line scanning basis of the side scan sonar, the lines of the image are unrelated in terms of speckle noise
and can be treated separately. Consider the image scanned from left to right, advance one line, then repeat. At any
point in the image, some points will be the past, one point will be the present, and the remaining points will be the
future. Due the characteristics of side scan sonar image formation process, as the speckle noise eﬀect on each scan
line is independent, only the observed pixel values of the respective scan lines is used for estimating the true pixel
value of the image. Thus to compute the present output given the present input only the pixel values of the respective
row is used which greatly reduce the computation and memory requirements.
Initialize the state estimate from the ﬁrst observation. Assuming same number of observable variables as state
variables, the image row data of side scan sonar image is modeled by a discrete-time nonlinear dynamic system as,
xk+1 = F(xk, vk) (4)
yk = H(xk, nk) (5)
where xk is the true pixel intensity and yk is the measured pixel intensity.The process noise vk drives the dynamic
system, and the observation noise is given by nk. Note that we are not assuming additivity of the noise sources. The
random variables vk and nk represent the process as well as measurement noise respectively and are assumed to be
white, independent of each other and with normal probability distributions.The noise means are denoted by v¯ = E[v]
and n¯ = E[n] , and are usually assumed to equal to zero.The system dynamic model F and H are assumed known.
The process noise covariance Q and measurement noise covariance R matrices might change with each time step
or measurement, and are obtained by estimating the noise level in the image. The state transition matrix F in the
diﬀerence equation relates the pixel value at k+1 to the pixel value at k, in the absence of either a driving function or
process noise. The observation matrix H in the measurement equation relates the state to the measurement yk and is
taken by deﬁning the observed pixel value as the next state pixel value.
The unscented transformation20 (UT) is a method for calculating the statistics of a random variable which un-
dergoes a nonlinear transformation. Consider propagating a random variable x (dimension L) through a nonlinear
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function, y=g(x). Assume x has mean x¯ and covariance Px. To calculate the statistics of y , form a matrix X of 2L+1
sigma vectors Xi with corresponding weights Wi , according to the following:
X0 = x¯ (6)
Then calculate the sigma points
Xi = x¯ + (
√
(L + λ)Px
)
i
i = 1, , L (7)
Xi = x¯ − (
√
(L + λ)Px
)
i−L i = L + 1, , 2L (8)
W (m)0 =
λ
L + λ
(9)
W (c)0 =
λ
L + λ
+ (1 − α2 + β) (10)
W (m)i = W
(c)
i =
1
2L + 1
i = 1, , 2L (11)
where λ = α2(L + κ) − L is a scaling parameter. determines the spread of the sigma points around x¯ and is usually
set to a small positive value (e.g., 1e-3). κ is a secondary scaling parameter which is usually set to θ, and β is used
to incorporate prior knowledge of the distribution of x . (
√
(L + λ)Px)i is the ith row of the matrix square root. These
sigma vectors are propagated through the nonlinear function,
Υi = g(χi) i = 0, , 2L (12)
and the mean and covariance for y are approximated using a weighted sample mean and covariance of the posterior
sigma points,
y¯ ≈ Σ2Li=0W (m)i Υi (13)
Py ≈ Σ2Li=0W (c)i (Υi − y¯) (Υi − y¯)T (14)
The process noise covariance and the measurement noise covariances were estimated using the noise level estimation
method described in the previous session.
The UKF is a straight forward application of the scaled UT to recursive minimum mean square estimation. The
Kalman ﬁlter estimates the pixel value at some location and then obtains feedback in the form of measurements. The
pixel update equations or the predictor equations are responsible for projecting forward the current pixel value and
the error covariance estimates to obtain the apriori estimates for the next pixel value in the row. The measurement
update equations or corrector equations are responsible for incorporating a new measurement into the apriori estimate
to obtain an improved aposteriori estimate.
The estimation applied to the some of the rows of the real side scan sonar image for varying total dynamic steps
for diﬀerent rows are shown in Fig. 1. From the ﬁgure it is evident that from the observed pixel value the ﬁlter tries to
estimate the next pixel value and the actual state and estimate are saved.
5. Results and discussions
An immediate and subjective approach for quality assessment is represented by visual inspection of ﬁltered images.
Visual inspection permits detection of the main human−visible features that characterize the behavior of a despeckling
ﬁlter. Such features include edge preservation capability, degree of blur, point target preservation, as well as structural
artifacts which are hardly detected by objective and direct measurements. On the other hand, visual assessment does
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Fig. 1. Estimation of pixel values for total dynamic steps, N=100 for some selected rows
not allow either quantitative comparisons between the performances of diﬀerent despeckling ﬁlters to be made or the
bias introduced by the ﬁlter to be eﬀectively estimated.
In order to overcome the limitations of visual comparison, several objective performance indexes have been pro-
posed in the literature for the quality assessment of despeckling ﬁlters. They can be mainly divided into two classes:
withreference and withoutreference indexes. For real side scan sonar images which do not have a reference image
for comparison, the diﬀerent non reference assessment parameters Equivalent Number of Looks (ENL), Speckle Sup-
pression Index (SSI), Correlation Coeﬃcient (CC),Coeﬃcient of Variation (COV), and Speckle Suppression andMean
Preservation Index (SMPI) were applied to the whole image. The ENL is also evaluated on a homogeneous area of
the image to see the despeckling capability of the methods.
5.1. Performance comparison of speckle reduction ﬁlters
The ﬁlters are assessed using real input data by means of visual inspection and quantitative measures. The experi-
mental results exhibit that proposed despeckling technique performs better than classical despeckling ﬁlters and recent
techniques in terms of visual quality. The proposed technique not only produces smoother images in homogenous ar-
eas but also preserve edges. Fig. 2 shows the visual quality improvement of the method compared to the existing
methods.
Diﬀerent ﬁlters mean, Lee, Kuan and Frost have the common objective to smooth the homogeneous parts while
preserving the edges, they smooth excessively the contours (blurring them) when they are not suﬃciently contrasted as
in the case of the sonar image taken. The wavelet shrinkage technique tend to blur edges while removing the speckle
noise and an undesired bias introduced on to the reﬂectivity due to homomorphic approach applied. The cartoon like
textureless geometric patches formed in SRAD ﬁlters makes them unsuitable for SSS image despeckling.
The quantitative assessment for a real side scan sonar image of ENL 6.851 and COV 0.3821 of the proposed ﬁlter
for varying total dynamic steps are shown in Table 1. The optimum total dynamic step is going to be image dependent
and can be found out by trial and error method. The enhancement of the ENL of the denoising method applied to
small homogeneous region with ENL 21.6586 is also depicted in the Table 1.
The proposed technique outperformed conventional despeckling techniques in terms of edge preservation as well
as undesired artifacts. The quantitative results of Table 2 shows the comparison of the proposed method with existing
despeckling methods. The parameters like ENL, SSI and SMPI are better compared to the wavelet method which
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Fig. 2. Visual Comparison of diﬀerent Despeckling Technique with the proposed Method
Table 1. Comparison of quantitative measurements for diﬀerent total dynamic steps, N.
N 10 20 30 50 75 100 200
ENL 7.3394 7.8528 7.8767 7.7725 7.3504 8.1197 7.6009
SSI 0.9662 0.934 0.9326 0.9389 0.9654 0.9186 0.9494
CC 0.7191 0.7174 0.7188 0.7183 0.7192 0.7187 0.7187
COV 0.3691 0.3569 0.3563 0.3587 0.3688 0.3509 0.3627
SMPI 0.3574 0.3487 0.3514 0.35 0.3505 0.3511 0.3571
ENL(H) 23.637 24.8861 25.531 24.821 23.593 26.8334 24.6546
has similar performance in visual performance with the proposed method. The coeﬃcient of variation, a measure of
texture preservation on heterogeneous areas, shows a better edge preservation capability for the proposed method.
Table 2. Comparison of quantitative measurements for diﬀerent despeckling techniques with the proposed.
Filter Mean Wiener Lee Frost Kuan Wavelet Proposed
ENL 11.018 7.6657 9.5421 10.545 9.4286 6.9838 8.1197
SSI 0.7885 0.9454 0.8473 0.806 0.8524 0.9904 0.9186
CC 0.8415 0.9356 0.8951 0.8636 0.8745 0.9906 0.7187
COV 0.3013 0.3612 0.3237 0.3079 0.3257 0.3784 0.3509
SMPI 0.0099 0.3489 0.0022 0.1163 0.4067 3.7105 0.3511
6. Conclusions
The unscented Kaman ﬁlter estimation for image restoration described in the paper exploits the independence in
the speckle characteristics of each scan lines of the side scan imaging technology. The ﬁlter provides an eﬃcient
recursive means to estimate the state of a process, in a way that minimizes the mean of the squared error. On to
the observation model of the side scan sonar image, one-dimensional UKF is applied considering each row as one-
dimensional signal. Blind denoising is done by estimating the noise variance from the single look side scan sonar
image itself. The non requirement of the homomorphic approach in prescribed method avoids the undesired bias
introduced in the denoised image. The improvement obtained over existing ﬁlters is demonstrated with real examples.
The proposed technique not only produces smoother images in homogenous areas but also preserve edges and the
blurring eﬀect around the objects in the images are eliminated. We have shown by comparison that in most of the
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studied benchmark parameters the proposed method show better performance than the commonly used ﬁlters. The
eﬀectiveness of the technique encourages the possibility of using the approach in a number of sonar applications such
as for classiﬁcation and recognition of targets in sonar images.
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