Research (SESAR) supported by EUROCONTROL, the European Union, and the Next Generation Air Transportation System (NextGen), led by the U.S. Federal Aviation Administration and supported by the National Aeronautics and Space Administration (NASA) [1] . Significant changes in aviation technology have historically taken place much more slowly than in commercial and consumer applications; hence, technologies for FCI are still being researched and developed. Developing AG communication systems depends on the accessibility of available spectrum. It is expected that future AG communication systems will be deployed in the L-band (960-1164 MHz), allocated by the International Telecommunication Union. This L-band frequency range is very suitable for aeronautical radio transmission, and in this paper, we investigate candidate technologies and a new system for the aeronautical (AG) communication infrastructure.
Some studies have been carried out to specify L-band digital aeronautical communication systems (L-DACS) to support FCI. In 2007, EUROCONTROL proposed L-DACS1 [2] and L-DACS2 [3] as two FCI candidates. After substantial study, they have essentially selected L-DACS1, for two reasons: First, the more advanced technology used in L-DACS1 leads to considerably better performance, and second, work on L-DACS2 has been very limited in recent years, with no industry interest to further pursue this technology. The L-DACS solution should continuously adapt to air traffic growth and must be developed in a multinational cooperative context and be standardized worldwide. In addition to work in SESAR, L-DACS1 was also further developed in a project in Germany called ICONAV [4] .
Here, we briefly compare the L-DACS1 and L-DACS2 systems and explain their pros and cons. L-DACS2 is a singlecarrier communication system that uses the Gaussian minimum shift keying (GMSK) modulation technique with 200 kHz bandwidth (BW), and L-DACS1 is a more modern communication system based on orthogonal frequency-division multiplexing (OFDM) with 0.5 MHz BW. The main idea behind the L-DACS1 and L-DACS2 designs is to fill the empty frequency spaces between two adjacent 1 MHz BW distance measuring equipment (DME) channels in the L-band spectrum. In this case, L-band channels including L-DACS signals and DME signals may fully occupy the band; L-DACS targets use of the portions of the Lband with low DME power. L-DACS2 has almost half of the BW of the L-DACS1 and it cannot support higher order modulations; therefore, the spectral efficiency of L-DACS1 is higher than that of L-DACS2. As a multicarrier communication system L-DACS1 uses more advanced physical layer techniques, such as pilot scattering for channel equalization, peak-to-average power ratio (PAPR) management, and pilot-based synchronization, and these are all included in the L-DACS1 frame structure. In terms of PAPR, L-DACS2 is better than the other systems because it is a single-carrier constant-envelope modulation.
In the quest for even better transmission schemes, researchers are considering other modulation formats. One of those is filter bank multicarrier (FBMC) [23] , [24] . The new FBMC-based AG communication system we propose here is based on the L-DACS1 system, and it has similar physical layer parameters as L-DACS1 (e.g., equal total number of subcarriers, subcarrier spacing, and total BW). As will be shown in this paper, FBMC has several advantages over L-DACS1, such as better spectral shaping and efficiency. It is also more resilient to the out of band (OOB) (adjacent channel) DME signals. The main difference between FBMC and L-DACS1 is the use of a better FBMC prototype filter; use of this filtering technique produces all these advantages. The main drawback of FBMC is its complexity because of the more complex filtering processing at all subcarriers.
In this paper, we compare the performance of L-DACS1, L-DACS2, and the new system based on FBMC modulation. We compare this FBMC-based communication system with the L-DACS systems under realistic conditions that include the AG channel itself and the primary L-band interfering signals. The AG channel models we employ are based upon measurements conducted by NASA Glenn Research Center for three different environments: over-water [5] , mountainous [6] , and hilly [6] terrain in the USA. We will see that according to the physical characteristics of these communication systems and communication channels, the transmit signals of these systems are subject to frequency-flat and slow fading. Thus, by using the well-localized FBMC prototype filters, we can transmit over these channels without requiring the use of a cyclic prefix (CP) and windowing techniques as used in L-DACS1.
The remainder of this paper is organized as follows: in Section II, we describe the existing L-band communication systems and provide a literature review on L-DACS and FBMC. In Section III, we describe the model for the main interfering signal, the DME signal. In Section IV, we describe in detail the candidate FCI systems, L-DACS1, L-DACS2, and FBMC. In Section V, we explain the new L-band AG channel models for the several aforementioned environments. Section VI presents the results for PAPR, power spectral density (PSD), and bit error ratio (BER) in the presence of DME interference for all systems in the over-sea AG channel (forward link (FL) and reverse link (RL)). In Section VII, we provide conclusions.
II. EXISTING AND NEW L-BAND SYSTEMS

A. Existing L-Band Systems
Here, we briefly describe the L-band spectrum and the communication and navigation systems allocated in the aeronautical L-band, with which any L-DACS system must coexist. Fig. 1 shows the current communication systems in the L-band. It was decided to allocate the L-DACS channels in an inlay approach with respect to the existing DME system. As we see in Fig. 1 , major portions of this L-band spectrum have been allocated to the DME signals. DME signals are used for radio navigation purposes, and DME is still being studied as the main candidate for future alternative positioning, navigation, and timing systems. Each DME channel has a 1 MHz BW, and the DME signal is generated using Gaussian-shaped pulses.
In Fig. 1 , there are also additional transponder systems know as legacy systems: secondary surveillance radar, universal access transceiver, Galileo/GPS, and joint tactical information distribution system/multifunctional information distribution system. Any new FCI system must interoperate with these systems.
For flight safety, the FCI candidate systems must be able to operate in the presence of interference from all these systems, and also cause minimum interference to these existing systems. Since DME is the main communication system in this band and operates very close to FCI frequencies, in this paper, we concentrate on DME as the main interfering signal to the L-band communication systems.
B. Literature Review
Here, we briefly review some of the most important work on L-DACS systems and FBMC. A final L-DACS1 specification must be developed and the available L-DACS1 demonstrators must be further matured to yield fully functional prototypes that can be used for flight testing. In [7] and [8] , specification of the L-DACS1 physical layer is presented, covering both the deployment as an inlay and as a noninlay system. In addition to the transmitter design, the design of the L-DACS1 receiver was addressed, including methods for mitigating interference from DME systems. The results in [7] show that L-DACS1 is capable of operating even under severe interference conditions, hence confirming the feasibility of the inlay concept. Sun and Matolak [6] show the advantages of L-DACS1 over current legacy systems used for today's voice communication in the VHF-band; the conclusion is that current legacy systems are incapable of meeting the demands of increasing air traffic and its associated communication load.
In [9] and [10] , the DLR L-DACS1 physical layer laboratory demonstrator development was described. The main goal of the lab demonstrator is to perform compatibility measurements between L-DACS1 and legacy L-band systems, where both interference from L-DACS1 to the legacy systems as well as interference from the legacy systems to the L-DACS1 receiver is considered. In [9] , the L-DACS1 laboratory demonstrator was implemented. Functional tests showed proper working of the baseband unit, and preliminary RF tests indicated that the final demonstrator is capable of fulfilling the L-DACS1 specifications. In [10] , investigations of the L-DACS1 system performed by computer simulations have shown the suitability of the L-DACS1 design even for the challenging inlay scenario; hence, L-DACS1 is expected to work based on the requirements without causing harmful interference to the legacy L-band systems.
In [11] , the authors provide a comparison between L-DACS1 and L-DACS2. The authors compared the two proposals in terms of their scalability, spectral efficiency, and interference resistance. According to the analyses in [11] , L-DACS1 is more scalable than L-DACS2. Although as specified, both L-DACS1 and L-DACS2 use fixed spectral width, L-DACS1 can be easily scaled up to fit any available width. L-DACS1 also has better spectral efficiency because it can use adaptive modulation depending upon the noise and interference conditions, whereas GMSK cannot. The multicarrier design of L-DACS1 is also more flexible in terms of spectrum placement. The multicarrier design of L-DACS1 is also more suitable for interference avoidance and coexistence than L-DACS2. The time-division duplex (TDD) design of L-DACS2 allows for asymmetric data traffic. The FDD design of L-DACS1 is suitable for symmetric voice traffic but less suitable for data. GSM base stations (BSs) may cause significant interference with the L-DACS systems. Again L-DACS2 is more susceptible to such interference because its spectrum is very close to that of GSM. The effect of multiple GSM transmitters near the L-DACS ground stations remains to be analyzed.
In [12] , the authors studied the impact of L-DACS2 on the DME system. They quantified the impact of an L-DACS2 interferer on the performance of a DME victim receiver, via computer simulations and laboratory measurements. Simulation results derived the required SIR for L-DACS2 not to cause harmful interference to the DME system.
In [14] , the issues with L-DACS1 and L-DACS2 for use in unmanned aircraft systems (UAS) were discussed. The authors discussed several issues in UAS datalink design including availability, networking, preemption, and chaining. They also proposed ways to mitigate interference with other L-band systems. Their conclusion is that a design with multicarrier modulation and time-division duplexing would be more suitable than either L-DACS versions. Finally, they showed how multiple aeronautical applications using the same L-band can coexist and avoid interference using collaborative and noncollaborative strategies.
In [15] , the synchronization process in L-DACS, when deploying it as an inlay system in the spectral gaps between two adjacent DME channels is investigated, and it is shown how the synchronization suffers from DME interference. They also described interference mitigation techniques and their influence on synchronization.
In [16] and [17] , the authors described a pulse blanking (PB) technique to mitigate DME interference to L-DACS1. They also proposed compensation of the PB effect by reconstructing and subtracting intercarrier interference (ICI). In [16] , ICI induced by PB is subtracted based on a reconstruction of the subcarrier spectra after PB and an estimation of the Tx data symbols and the channel coefficients of each subcarrier. In [17] , a model for characterizing the DME impact on L-DACS1 is derived without carrying out extensive simulations, and their results showed good agreement with detailed realistic simulations. They noted that careful frequency planning is still needed under certain conditions.
In [18] , the authors proposed a fast filter bank (FFB)-based channelizer for L-DACS1. Their work does not consider any attempt to shape the spectrum of the transmitted signal as we propose in this paper, but rather they applied filtering to the received signal to lower the OOB power levels to suppress interference from neighboring L-DACS1 or DME signals. They show that use of FFB reduces complexity by 49-85% over conventional methods and also offers faster filtering without compromising filtering performance.
Different classes of FBMC systems have been studied in the literature. The first proposal was done by Chang in the 1960 s, [19] , who presented the conditions required for signaling a parallel set of pulse amplitude-modulated symbols through a bank of overlapping vestigial side-band-modulated filters. A year after, Saltzberg extended the idea and showed how Chang's method could be modified for quadrature amplitude-modulated (QAM) symbols [20] . In [21] , Hirosaki proposed an efficient polyphase implementation for the Saltzberg method. The method proposed by Saltzberg is referred to as OFDM based on offset QAM or OFDM/OQAM, which has been widely cited in current FBMC systems and which we also employ here. We reference a book on filter banks and multirate systems, including the mathematical signal processing, in [22] .
Some of the pioneers in implementing fast FBMC systems studied a discrete-time analysis of OFDM/OQAM multicarrier modulation in [23] , based on methods in [22] . Fast implementation schemes of the OFDM/OQAM modulator and demodulator were proposed, and a large set of design examples was presented for OFDM/OQAM systems with a large number of subcarriers.
A very good review for comparing OFDM and FBMC systems exists in [24] . In this paper, the shortcomings of OFDM in different applications is addressed, and it is shown that FBMC could be a more effective solution.
Studies of different aspects of FBMC systems in different scenarios have been accelerating in recent years [25] [26] [27] [28] [29] . Recently, in [25] , the authors studied OFDM/OQAM and two existing CP-based OFDM/OQAM systems and proposed a new CP-based system with good spectrum performance. They showed that CP-based OQAM-OFDM systems perform better than other systems in terms of both the PSD and BER, and their newly proposed CP-based OQAM-OFDM system has the best PSD performance among the three candidate CP-based OQAM-OFDM systems at the cost of larger data rate overhead. In [29] , the authors directly optimized the FBMC filter impulseresponse coefficients to minimize stopband energy and constrain the intersymbol interference (ISI)/ICI. Their numerical results showed that the optimized filters achieve significantly lower stopband energy than those attained by frequency sampling and windowing-based techniques.
In our recently published paper [30] , we proposed a new communication system for FCI systems, according to L-DACS requirements. This communication system is based on the FBMC technique. The FBMC signal has better spectral shaping and lower OOB power levels than L-DACS1 due to its welllocalized subcarrier filtering in time and frequency domains. It also has better resistance to DME interference due to this subcarrier filtering. In this paper, we investigate this system in depth and compare it with the L-DACS candidates.
III. DISTANCE MEASURING EQUIPMENT SIGNAL MODEL
DME signals operate throughout the frequency range in Fig. 1 , with specific frequencies that vary geographically. This part of the spectrum is highly congested with DME signals. This led us to the idea that communication systems with better spectral shaping in the frequency domain will provide an opportunity to decrease the interference between legacy and FCI systems. DME is a transponder-based radio navigation technology that measures slant range distance by timing the propagation delay of L-band radio signals. Similar to the concept of cellular networks, DME BS are distributed widely geographically.
Each DME BS transmits sequences of the signal pulse pair defined in (1), shown below. The signal in (1) pertains to baseband, and this is modulated to the allocated passband frequency. The pulse-pair signal is
where α = 4.5 × 10 11 s −2 , and Δt = 12 × 10 −6 s. Each DME signal is a sequence of pairs of Gaussian-shape pulses separated by Δt. The constant α determines the pulse width. Fig. 2 illustrates one DME pulse pair in the time domain. After Fourier transform, the DME signal spectrum is [17] , [31] S pulse pair (f ) = A 8π α e
where A is specified according to the power level of the DME signal. Fig. 3 shows the spectrum of the DME pulse sequence from analysis (2) and simulation for the specified transmission channel BW (1 MHz). For simulating this PSD, we used a sequence of DME pulses based on (1), with the beginning times of these pulses modeled based on the Poisson process according to the DME signal definition. In this simulation, we Fig. 3 . DME simulated and theoretical power spectra.
assumed the ground to the air scenario with 2700 pulse pairs per second (ppps). We assume that the signal observed at any receiver is composed of signals from N I DME BSs operating in the same or different DME channels. The signal sequence transmitted by the ith DME BS is described by N i,u , u=0 ,... , M i −1 pulse pairs in a given time interval, where M i is the total number of pulse pairs in the signal sequence of ith DME station.
The beginning times t i,u ,u=0 ,..., M i −1 , of the N i,u pulse pairs are modeled as a Poisson process that well shows the random character of DME pulse pairs. The resulting aggregate interfering DME signal at the L-band communications receiver is
where the phases ϕ i,u are uniformly distributed in the interval [0,2π]. The received DME signal peak amplitude for each pulse pair is A DME i = ψ DME i , i = 0, . . . , N I − 1, where ψ DME i denotes the peak power of the ith DME received signal, which is calculated based on the following Friis transmission equation:
The parameter P i I is DME pulse transmitted peak power, which can be as large as 1 kW EIRP (transmitter power minus cable losses plus antenna gains) for DME BSs. is the free space path loss. Equation (3) shows the aggregate passband DME signals at each L-band receiver. According to (3), if we assume N I as the total number of DME stations at each L-band receiver, then by adding all DME pulse pairs (N i,u , u=0 ,... , M i −1 ) of each DME BS (i = 0 : N I − 1), we can calculate the DME received signal. As mentioned, DME frequency channels are located at 1 MHz frequency increments throughout the 960-1215 MHz band.
Approximately 99% of the DME transmitted energy falls within ±400 kHz of the channel center frequency. In the US, DME GSs transmit at almost 2700 ppps, and this is approximately constant for different locations. The aircraft pulse-pair repetition rate ranges from 5 to 150 ppps for interrogation and ranging signals, respectively. DME GS transmitting peak power can range from 100 to 1000 W, while the peak pulse power from a transmitter on a large jet aircraft is 300 W. Smaller aircraft use peak powers on the order of 100 W. Any small UAVs that transmit DME signals will do so at much smaller power levels. Details regarding DME signals and operations are provided in [32] . DME transmitted signals have very high peak powers in comparison to the L-DACS maximum transmitting power (10 W). Therefore, the FCI systems can suffer significantly from DME interference. As will be shown from our simulation results, by using PB techniques [17] , L-DACS1 can mitigate the DME interference significantly, especially at high DME transmit powers and pulse rates. PB is well known as an approach to combat pulsed interference; it has already been applied to DME interference in the E5 and L5 bands used by satellite navigation systems [33] , and for mitigation of impulsive noise in OFDM systems [31] . In short, PB operates by "blanking" or zeroing-out receiver signal samples that exceed a preset threshold. The drawback of PB is that it also zeros the desired signal; hence, the threshold should be selected such that the signal impairment is tolerable.
In the opposite case, as long as the maximum transmit powers of FCI signals are limited to 10 W, DME signals will be detected with negligible errors even under low power and low pulse rate conditions. Higher FCI transmitting power levels are not presently anticipated, but if employed, they could yield appreciable interference, which would need to be studied.
IV. L-BAND COMMUNICATION SYSTEMS FOR FUTURE COMMUNICATION INFRASTRUCTURE
In this section, we describe most of the technical details about L-DACS candidates and the new FBMC-based AG communication system. We briefly compare the physical layer characteristics of all systems.
A. L-DACS1
Similar to the IEEE 802.16 wireless system, L-DACS1 is a frequency-division duplexing (FDD) system that utilizes CP-OFDM modulation, supporting simultaneous transmission in the FL (the ground-to-air channels) and RL (the AG channels). Since L-DACS1 is not as well known as similar communication systems such as IEEE 802.16 and 802.11, here we explain salient aspects of this technology. In L-DACS1, adaptive coding and modulation (ACM) is supported for the data channel. According to the L-DACS requirements, the residual BER measured after forward error correction (FEC) shall be less than 10 −6 at the power level that corresponds to the receiver sensitivity for standard message and test conditions [2] . In this paper for our FEC results, we use the channel-coding simulation results in [17] for mapping our "raw" (uncoded symbol) BER results, and evaluate practical BER performance in realistic communication system scenarios. For L-DACS1, the currently proposed range for the FL transmissions is 985.5-1008.5 MHz, and the proposed range for the RL transmissions is 1048.5-1071.5 MHz. The 40 MHz band between these bands serves as a duplexer transition area. L-DACS1 operates in the AG mode as a cellular point-to-multipoint system and this AG mode assumes a star-topology. The structure of the FL OFDM subcarriers in the frequency domain is depicted in Fig. 4 .
As Fig. 4 shows, seven subcarriers on the left and six subcarriers on the right of the signal spectrum are used as guard bands. In the time domain, the duration of the inverse Fourier transform (IFFT) of this signal is referred to as the useful symbol time (T u ). In the discrete-time domain, a copy of the last T cp samples of the useful symbol period, termed the CP, is added in front of this signal. The first T w samples of this useful period are also added to the end of signal for windowing purposes. Fig. 5 shows the process of generating these CP-OFDM symbols in L-DACS1. A portion T g of this signal provides a tolerance for symbol time synchronization errors and resistance to ISI due to the delay spreads incurred through actual channels. The block diagram for the main part of the L-DACS1 communication system in the physical layer is depicted in Fig. 6 . CP-OFDM-based communication systems equations for the modulated symbols and demodulations are widely available in the literature.
B. L-DACS2
L-DACS2 uses techniques similar to those in GSM. It is a narrowband single-carrier system with 200 kHz transmission BW that uses TDD. Its modulation is GMSK with modulation index h of 0.5 and B 3 T product of 0.3, where B 3 is the 3 dB BW of the filter, and T is the symbol duration. The symbol (and bit) rate is 1/T = 270.833 ksymbols/s. There is no higher order modulation available in L-DACS2 as we have in L-DACS1 and 
FBMC, and this is a main disadvantage of L-DACS2 in com-
parison with the other two systems. The available spectrum for L-DACS2 is divided into a number of 200 kHz wide channels. Each of these bands will be occupied by a GMSK modulated RF carrier supporting a number of TDMA time slots [3] . Referring to Fig. 1 , radio frequencies of L-DACS2 are restricted to the lower L-band, from 960 to 978 MHz, which is very close to the GSM900 band [3] .
We used the well-known reference [35] for GMSK BER analysis. Different demodulation techniques exist for GMSK signals. In this paper, we investigate the L-DACS2 low-complexity receiver based on a differential decoder. The L-DACS2 transmission block diagram appears in Fig. 7 .
In the L-DACS2 decoder, the bit decision for even and odd symbols will be made based on the sign of two multiplications: Real(r((n − 1)T )) × Imag(r(nT )) and Real(r((n + 1)T )) × Imag(r(nT )), respectively, where r(t) is the received signal after Gaussian filtering, and n is the discrete-time sample index of the signal.
C. FBMC
In our FBMC system model, we used the staggered multitone (SMT) modulation technique proposed in [24] . In the SMT transmission system, shown in Fig. 8 , N parallel complex data streams are passed through N subcarrier filters. The in-phase and quadrature components of the complex symbols are shifted in time by half a symbol period, T/2 relative to each other. The outputs of the filters are then modulated by N subcarrier modulators with 1/T carrier frequency spacing. According to the time and frequency shifting of each symbol, known as a staggering process [24] , we can build a lattice representation This staggering process is required to satisfy the orthogonality condition. In addition, another important requirement to satisfy orthogonality is to have an even and symmetric prototype filter h(t), i.e., h(-t) = h(t) [24] . We chose the SMT modulation version of FBMC because of its close resemblance to L-DACS1 characteristics. According to Fig. 8 , we have the continuous signal as follows:
where s k [n] represents the discrete-time complex-valued data, and δ(t) is the Dirac delta function and k is the subcarrier index. The complex-valued baseband SMT modulated signal is defined in
where
We used the prototype filter designed in [36] for this FBMC system. In this prototype filter, the power of first sidelobe falls about 40 dB below the main lobe power, which, in comparison with the OFDM subcarrier first sidelobe power level (-13 dB), gives much better spectrum efficiency. Fig. 9 compares the PSD of these three systems. The OOB power of the FBMC signal is lower than that of L-DACS1 (about 80 dB lower at DME center frequencies), which implies much lower interference to adjacent FBMC channels or DME signals. In this FBMC system, we used subcarrier spacing similar to that of L-DACS1. The main physical layer characteristics of the FBMC based and L-DACS1 systems are summarized in Table I , wherein the total BW of these multicarrier signals is N FFT × Δf , where N FFT is the fast Fourier transform (FFT) size and Δf is subcarrier spacing. The parameter B represents the actual occupied RF channel BW (for both FL and RL). Due to the inserted guard bands, an occupied RF BW of B = (N u + 1) × Δf is obtained, where N u is the number of used subcarriers.
Occupied BW here is the frequency range where the signal's power remains above -13 dB relative to the peak power. Because of large relative powers on sidelobes, L-DACS1 uses N g = 13 guard band subcarriers. By using a time windowing technique on OFDM symbols, we can reduce these large sidelobes slightly. Note that the L-DACS1 PSD result in Fig. 9 includes application of the windowing technique. We see that even after windowing, the L-DACS1 OOB PSD is much larger than that of FBMC. This lower OOB power level can provide us better efficiency by restoring guard subcarriers into data subcarriers. This good frequency-time localization of FBMC provides three main advantages over L-DACS1: 1) The number of guard band subcarriers could be decreased by 6 due to lower OOB power and increasing throughput; 2) there is no necessity for a CP or postfix for guard time and windowing, simplifying signal generation; and 3) FBMC has more robustness against DME interference due to subcarrier filtering.
The main and only disadvantage of this FBMC modulation is its relative complexity: the subcarrier filtering requires more processing. To reduce this complexity, we can use the polyphase structure as proposed in [23] . Using this polyphase structures, we are also able to use the FFT and its inverse (IFFT) for subcarrier modulations. Compared to L-DACS1 and its CP and windowing processing at each symbol period, the polyphase FFT/IFFT-based FBMC system has a larger processing complexity and this is one of the main disadvantages of FBMC compared to OFDM. Yet the complexity should not be a major issue for a small number of subcarriers in these multicarrier AG communication systems.
V. L-BAND AIR-TO-GROUND CHANNEL MODELS
In this section, we describe our AG channel models developed from NASA Glenn Research Center AG channel measurements. These are time-varying channel impulse response (CIR) models for three different environments: over-sea, mountainous, and hilly environments. In all these measurements, a mid-size aircraft (S-3B Viking) was flown at nearly constant velocity and altitude in various flight paths. See [5] for a detailed description of measurements. The CIR is defined as function h(τ ; t) and represents the response of the channel at time t to an impulse input at time t − τ . Over all environments, the CIR consists of a line-of-sight (LOS) component, a surface reflection, and intermittent multipath components (IMPCs). The LOS and surface reflected components are computed via the link geometry. All the IMPCs were found to have relative powers well modeled by a Gaussian distribution, with mean value μ dB below the LOS component amplitude, and standard deviation σ dB. Table II lists the IMPC Gaussian power parameter values, maximum number of MPCs (L), maximum root mean square-delay spread (RMS-DS), maximum IMPC duration (typically for the third component), and the maximum probability of occurrence of the IMPCs for different environments based of measurement results.
For our simulations, we assumed conditions comparable to those in the flight tests. We simulate the aircraft flying away from a ground station with a constant velocity and altitude. We compare results for the geometry of both the flat earth two-ray (FE2R) and curved earth two-ray (CE2R) models [5] , which account for the LOS and surface-reflected components. The CE2R is generally more accurate and realistic, particularly as link distance grows.
We assume the GS antenna height 20 m above the surface level and the aircraft altitude takes values of 800 m, 4 km, and 1 km above the GS antenna, in over-water, mountainous, and hilly environments, respectively. Carrier frequency is 985.5 MHz, and the aircraft velocity is approximately constant at 88 m/s for all three environments.
At this carrier frequency and aircraft velocity, the maximum Doppler shift is f D ≈ 290 Hz. Therefore, the BW of the Doppler spectrum could be as large as B d = 2 f D = 580 Hz. In general, the channel coherence time, denoted T c , is inversely proportional to Doppler spread; therefore, T c ≈ 3.5 ms. In addition, the channel coherence BW, denoted B c , is inversely proportional to the RMS-DS σ τ ; therefore, the minimum value is B c ≈ 1/(5σ τ ) ≈ 540 kHz.
As long as B B c (equivalently T s σ τ ), the L-band transmit signal is subject to frequency-flat fading 1 , and as long as T s T c (equivalently, B s B d ), the transmit signal is subject to slow fading as well [37] . It is worth mentioning that even at higher aircraft velocities, these conclusions hold, and according to Table II , intermittent MPCs (k>2) have low probability of occurrence and short durations.
From path-loss models, we can calculate the received power at distance d, P r (d), considering transmitting power (41 dBm), antenna gains (5 dB for both transmitter and receiver antennas), and total cable loss (4 dB). Then, we calculate the noise power level (P Noise ) at the receiver assuming a noise figure of 3 dB and system temperature 290 K. The signal-to-noise ratio (SNR) in decibel at distance d is then
Fig . 10 shows the (typical two-ray) SNR versus distance for the over-sea environment. Small-scale Ricean fading, attributable to sea surface scattering, is also present (K∼12 dB) [5] . We used these SNR values to calculate the raw (uncoded symbol) BER versus distance. This figure shows the importance of the CE2R model with respect to the less accurate FE2R model.
VI. SIMULATION RESULTS
In this section, we provide different simulation results comparing the three communication systems. Our main focus is on L-DACS1 and FBMC, with L-DACS2 results included for comparison. We used the simulation parameters listed in Table I . In order to have simple and fair comparison for all communication systems, we assumed perfect channel information available at 1 Here, B is the subcarrier bandwidth. In addition, note that the minimum value of B c occurs with very low probability. the receiver, and for L-DACS1 and FBMC, we employ one-tap zero-forcing channel estimation, and for L-DACS2, we use a zero-forcing equalizer as well.
A. PAPR
As long as the amplitude distribution of two multicarrier systems is close to a Gaussian distribution for a large number of subcarriers (e.g., ࣙ64), we note that the PAPR of FBMC and L-DACS1 systems are identical under the same physical layer conditions. In [38] , simulation results for the complementary cumulative distribution function of two multicarrier systems with the same multicarrier numbers are shown, and accordingly, the results are similar for two multicarrier systems. In addition, note that the continuous phase modulation L-DACS2 signal has the ideal PAPR value of unity and PAPR of 0 dB; thus, in terms of PAPR, L-DACS2 is better than the other two systems.
B. Frequency-Division Multiplexing (FDM) Signal Spectra
Here, we compare the spectra of L-DACS1, L-DACS2, and FBMC transmitted signals for the RL in an FDM arrangement, including DME interference spectra. Fig. 11 compares the PSD of the received signals at 100 km. In Fig. 11 , to make the situation simple and similar for all waveforms, we assumed that the DME and L-DACS communication systems' transmitters and receivers are at the same locations on the ground and in the air. For comparison of the impact of DME interference, we simulate three adjacent channels of each of these systems with two in-between DME channels in passband (center channel frequency shifted to zero for plotting). For all these cases, the RL DME signal is transmitted with maximum power and pulse rate of 300 W and 150 ppps. As expected from Fig. 9 , the FBMC waveform has much lower OOB signal power (about 80 dB lower than L-DACS1 and L-DACS2 at DME central frequencies), and this reduces the interference to DME (and any other navigation signals in the L-band). Because of the relatively high power of the DME signals, decreasing the number of FBMC guard band subcarriers to 7 compared to the L-DACS1 number of guard subcarriers (13), would not appreciably affect the DME signal even at lower DME power levels. This is essentially because the power of the DME pulses is so much larger than that of the L-DACS1 or FBMC signals. Fig. 12 . BER results without DME interference with channel equalization based on perfect CIR knowledge for over-sea channel. Fig. 12 shows the simulated BER versus SNR results for L-DACS1, L-DACS2, and FBMC when L-DACS or FBMC signals are transmitted in the RL without DME interference and encounter the same AG channel. We used quadrature phaseshift keying (QPSK) symbol mapping for both L-DACS1 and FBMC. As mentioned, channel estimation is based on perfect CIR knowledge. For the physical layer simulation, we used the parameters in Table I ; for the channel model, we used the aforementioned over-sea AG channel model.
C. BER Performance
The performance of FBMC is very close to that of L-DACS1, and they both have performance close to that of the uncoded theoretical additive white Gaussian noise (AWGN) channel. For L-DACS2, according to [35] , we see that GMSK performance has an approximate 1 dB degradation in comparison. DME interference is added to the simulations accordingly for the FL and RL. Fig. 13 shows the simulated BER versus SNR for the AG link (RL) with DME interference. For this case, the L-DACS and FBMC transmit powers are fixed at 10 W, and the DME interference peak pulse power 300 W and pulse rate 150 ppps.
We also provide results after applying PB. Here, we note that PB improves performance only for L-DACS1, whereas for FBMC and L-DACS2 PB worsens performance. For all systems, based on [16] , we chose the PB threshold as the maximum amplitude value of the desired transmitted signals. L-DACS2 and FBMC robustness against DME is due to the effects of the filters used in the receivers. Here, we compare FBMC with L-DACS1 and provide a short explanation of this. According to Fig. 8 , the FBMC received signal, including the DME signal interference, is
where i(t) represents the DME signal calculated based on (1) and (3), and n(t) is the AWGN with power calculated based on practical SNRs. For subcarrier m, we have
As expected, DME interference affects subcarriers differently. According to (7) , and after subcarrier frequency shifting, we have
Now, according to Fig. 8 for the real and imaginary parts of each subcarrier, we have
After prototype filtering, we have the following convolutions, Real(r m (t)) * h(t) and Imag(r m (t)) * h(t + T 2 ). Assuming perfect channel estimation and perfect synchronization and using the prototype filter h(t) at each symbol and sampled at time t = nT (decision points), we have the following values for subcarrier m:ŝ
Fig. 14. DME interference after FBMC and L-DACS1 prototype filters convolution.ŝ
where the second terms in these equations represent the real and imaginary parts of DME interference and the third terms represent the noise. For the interference terms, we obtain
Thus, for different subcarriers (values of m) and assuming i(t) as symmetric DME pulse pairs around t = T /2, we get different relative values for the real and imaginary parts at t = T /2. For m = 0, I Imag is zero, and for higher values of m, I Real I Imag , since h(t) is an even function around t = T /2 (with peaks at t = T /2); thus, T /2 shifted versions of h(t) in (17) would still be even. Since the sine is an odd function, the convolution in (17) is odd (with zero value at t = T /2). On the other hand, in (16) , with h(t) even around t = T /2, the convolution with cosine is also even.
In Fig. 14, for one symbol duration, we show the simulated received DME interference signal after receiver filtering from (16) and (17) for both L-DACS1 and FBMC systems for the first three subcarriers (m = 0, 1, 2). Note that in our subcarrier indexing, the first three subcarriers start from the left side of the L-DACS1 or FBMC spectrum, and the middle or dc subcarrier falls at m = N/2. After sampling these signals at the peak (t = T /2), we see that the FBMC filter reduces the DME interference by at least 19.5 dB in comparison to that experienced by the L-DACS1 signal, and this is similar for other subcarriers. As expected from Fig. 14 , the DME interference level decreases as we move toward the L-DACS1 or FBMC DC component.
Worth pointing out is that although the shapes of the FBMC waveforms in Fig. 14 will change (shift) for arbitrary values of delay, i.e., for i(t − t d ) in (16) and (17), with t d an arbitrary Fig. 15 . Ground-to-air (FL) BER results with the DME interference signal with peak power 1000 W and pulse rate 2700 ppps for the over-sea channel.
delay, the final result at the sampling time may be even less than 19.5 dB at t = T /2. Thus, FBMC is better than OFDM for removing DME interference. The same explanation essentially applies for L-DACS2 via the sharp GMSK filtering (see Fig. 7 ). FBMC and L-DACS2 have filters that largely reject the DME interference and, hence, at these realistic power levels, have no error floor. Applying PB to FBMC and L-DACS2 though does create an error floor because of data deletion. In FBMC, PB deletes some signal information but very little DME interference because the FBMC filters already remove most of the DME interference. In contrast, L-DACS1 improves because the interference that is removed by PB is much more significant. The worst case scenario for DME interference occurs when the DME pulses are transmitted from ground to the aircraft (FL). Fig. 15 shows the simulated BER versus SNR results for the three systems when FL DME signals are transmitted. The DME peak pulse power is at its maximum value of 1000 W, and pulse rate is 2700 ppps. PB results are again included here.
Comparing to Fig. 13 , similar observations can be made. FBMC without PB has the best performance among all three systems, largely due to its sharp prototype filtering. Recall again that L-DACS1 and FBMC employ QPSK modulation, whereas L-DACS2 can only use binary modulation; hence, L-DACS2 has half the throughput. Modulation orders larger than QPSK such as 16-QAM and 64-QAM are also possible for L-DACS1 and FBMC yielding throughputs even higher than that of L-DACS2.
In Figs. 16 and 17 , we show the simulated BER results for an example flight path (20-110 km moving away from the BS). These figures show the BER results at each distance for RL and FL, respectively. In these simulations, we applied DME interference and use the actual channel model for the over-sea environment. The channel model employs three components: LOS, reflected, and intermittent. In Fig. 16 , the trend for FBMC Fig. 16 . Comparing L-DACS1 and FBMC performance with the DME interference versus distance during flight for the RL over-sea channel. without PB (blue curve) is not shown clearly during the entire flight path because it has low BER results (less than 10 −6 ) most of the time. The periodic behavior of these figures (which is more obvious in Fig. 17 ) reflects the primarily two-ray model behavior of the over-sea channel, with the peaks in the figures corresponding to the low SNR values in Fig. 10 (CE2R model) . According to Figs. 13 and 15, at practical SNR values at each distance (see Fig. 10 ), FBMC has much better performance than L-DACS1.
As mentioned, according to L-DACS specifications, the BER measured after FEC shall be less than 10 −6 at the power level that corresponds to the receiver sensitivity for standard message and test conditions (defined as 3 dB SNR in [17] for QPSK modulation, rate 0.5 convolutional coding, rate 0.9 Reed-Solomon RS coding for AWGN channel, and -103.83 dB·m received power [2] for the RL). In Fig. 10 , we showed example SNR values for the over-sea AG channel. After selecting the most robust ACM parameter set with a convolutional code rate of 0.5, RS coding with rate 0.9 and QPSK modulation as proposed in [17] , we can get BER < 10 −6 at SNR > 3 dB for the AWGN channel (see Fig. 12 ). This translation means that in our BER results for uncoded BER < 2×10 −2 , we obtain BER < 10 −6
after FEC decoding. According to these results for the aforementioned channel in Figs. 13 and 15 , the uncoded BER is < 2×10 −2 for practical SNR values in the RL, but for the FL, we achieve the same BER only at much higher SNR values. For the FL communication link with high power DME interference (see Fig. 15 ), we require PB for L-DACS1 since without PB, we have an error floor higher than 2×10 −2 . We see that FBMC with and without PB always has BER < 2×10 −2 for practical SNR values (except for BER peaks due to the very low SNR values caused by two-ray attenuation peaks, which is the same for all systems); hence, FBMC does not require PB.
VII. CONCLUSION
In this paper, we have described and compared the features and performance of several candidates for future L-band aeronautical communication systems. Our results show that DME interference signals have severe impacts on L-DACS and FBMC communication systems and that FBMC and L-DACS2 are more robust against this interference. Our simulation results also show that the FBMC subcarrier-based system has the ability to work without PB and have the best performance among all systems. For the channel environments described in this paper, FBMC is an attractive candidate for FCI and aeronautical communication systems, providing higher throughput than L-DACS1 by restoring the guard band subcarriers to data subcarriers and having lower OOB spectral density, which reduces interference to other L-band communication systems. Future work includes evaluation of performance of these communication systems in other aeronautical scenarios, such as cases with different geometries among the DME sources, communication ground station, and aircraft.
