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ABSTRACT

This thesis is devoted to designing and analyzing efficient text indexing data structures and associated algorithms for processing text data. The general problem is to preprocess a given text or a
collection of texts into a space-efficient index to quickly answer various queries on this data. Basic
queries such as counting/reporting a given pattern’s occurrences as substrings of the original text
are useful in modeling critical bioinformatics applications. This line of research has witnessed
many breakthroughs, such as the suffix trees, suffix arrays, FM-index, etc. In this work, we revisit
the following problems:
1. The Heaviest Induced Ancestors problem
2. Range Longest Common Prefix problem
3. Range Shortest Unique Substrings problem
4. Non-Overlapping Indexing problem
For the first problem, we present two new space-time trade-offs that improve the space, query
time, or both of the existing solutions by roughly a logarithmic factor. For the second problem,
our solution takes linear space, which improves the previous result by a logarithmic factor. The
techniques developed are then extended to obtain an efficient solution for our third problem, which
is newly formulated. Finally, we present a new framework that yields efficient solutions for the
last problem in both cache-aware and cache-oblivious models.
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CHAPTER 1: INTRODUCTION

Texts are fundamental data types in Bioinformatics, Data compression and Search engines. An
abundance of challenges while using this type of data motivates theoretical and experimental research on algorithms and data structures for text processing. Pattern matching is the main problem
in this field of research in which we are given a text and the task is to maintain a data structure,
so that, whenever a pattern comes as a query, all of its occurrences can be returned or identified
efficiently [98]. A full-text index is a data structure storing a text (a string or a set of strings) and
supporting string matching queries. Suffix tree is a classical full-text index which was introduced
by Weiner [120] for solving pattern matching queries in a time proportional to the length of the
query pattern. Let T[1, n] be a text of length n and T[i, n] be the suffix starting at position i. The
suffix tree of a text T[1, n] is a compact trie storing all of its suffixes (T[i, n], ∀i ∈ {1 · · · n} ) and
it can be constructed in O(n) time. Given a text T[1, n], we can preprocess T using its suffix tree
in O(n) time so that later we can find out whether an unknown pattern P of length m has an occurrence in T or not in O(m) time. The linear running time for the pattern matching problem is
exceptionally important due to the huge size of input texts in modern applications [42]. Although a
suffix tree takes linear space for its construction, the overhead is relatively large. Thus, more spaceefficient indexes such as suffix arrays [91] and other compact data structures have been developed
[99]. In this thesis, we study various string matching queries for which we provide efficient data
structures and algorithms. All results throughout Chapters 3, 4 and 5 assume the standard unit-cost
word RAM model, in which any standard arithmetic or boolean bitwise operation on word-sized
operands takes constant time. the space is measured in words of log n bits unless specified otherwise.
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In Sections 1.1, 1.2, 1.3 and 1.4 we briefly explain the main queries that are focused in this thesis.
In Section 1.5, the problems for which we provide improved data structures, as well as our results
for each of them, have been described. In Chapter 2, we bring the preliminaries including the
definitions and data structures that are used in our approaches. Chapters 3, 4, 5 and 6 are our
framework for the heaviest induced ancestors, Range Longest Common prefix, Range Shortest
Unique Substrings and Non-Overlapping Indexing problems respectively.

1.1

Longest Common Substring Queries

Given two strings T1 and T2 , each of length at most n, the longest common substring(LCS) problem is finding a longest substring which occurs in both T1 and T2 . Using suffix tree data structure
explained in Section 1, the LCS problem can be solved in O(n) time, which is optimal [120]. The
LCS problem is a classic problem in String algorithms. Different types of LCS problem have been
studied [25, 85, 94]. In problems that the input data is large, the suffix tree solution for the LCS
problem would be impractical. Thus, compressed and succinct data structures for solving these
types of queries have been developed [100]. In 2013, Gagie et al. introduced the Heaviest induced
Ancestors problem (HIA) which can be applied to build an LZ-compressed index [48, 84] to answer LCS problem [57]. The Heaviest Induced Ancestors problem is a useful primitive in several
generalizations of LCS queries such as Dynamic Longest Common Substring, Longest Common
Substring of LZ77 Compressed Strings, and All-Pairs Longest Common Substring Problems. In
Chapter 3 we present our framework for solving the HIA problem.

2

1.2

Longest Common Prefix Queries

Let T[1, n] be a text of length n and T[i, n] be the suffix starting at position i. The Longest Common Extension problem takes a string T as an input and for each pair (i, j) computes the longest
substring of T which starts at both positions i and j. We can generalize this definition for any
two input strings. For any two strings X and Y , let LCP(X,Y ) denote their longest common prefix
which is an important primitive employed in various string matching algorithms. By preprocessing
a text T[1, n] (over an alphabet set Σ) into a suffix tree data structure, we can compute the longest
common prefix of any two suffixes of T, say T[i, n] and T[ j, n], denoted by LCP(T[i, n], T[ j, n]), in
constant time. By the LCP notation, we can formulate the LCE queries as follows:
Definition 1 (LCE queries). The LCE of a text T[1, n] w.r.t a query (i, j), where i, j ∈ [1, n] is

LCE(i, j) = LCP(T[i, n], T[ j, n])

From now onward, we use the shorthand notation lcp(i, j) for the length of LCP(T[i, n], T[ j, n]).
Given its wide range of applicability, various generalizations of LCP has also been studied [20, 21,
16, 103, 58]. The notation and concept of LCP have been applied in fundamental string matching
problems. A suffix tree data structure along with the Lowest Common Ancestor queries in trees can
be used to solve LCP queries in constant time [68, 67, 30, 28]. In most cases, LCP information
are computed along with the construction of suffix arrays. Augmenting the suffix arrays with
the LCP information allows to simulate the bottom-up traversal of suffix trees without explicitly
storing the suffix tree data structures [80]. LCP queries are essential tools for computing maximal
repeats, palindromes, unique substrings, matching with wild cards, dictionary matching, document
retrieval, approximate pattern matching and other fundamental string problems [67]. In 1988,
Landau and Vishkin introduced a 2-D array called MAX-LENGTH for a text which stores the
3

LCE values for each (i, j) pairs. Then, they present an algorithm for finding all occurrences of
a query pattern of length m in an input text of length n allowing k >= 0 mismatches, where k
is an input integer [87]. In 1993, Udi Manber and Gene Myers introduced the LCP array as a
data structure to improve the running time of their string search algorithm. Their algorithm takes
O(n log n) time to compute the LCP array along with the suffix array construction [92]. Later on,
several linear time algorithms have been published for the LCP array construction [80, 51, 93].
The computation of LCP is important in compression as well. For instance, in order to compute
the Ziv-Lempel compression the LCP computation is required [124]. In this thesis, we focus on
the “range” versions of this problem. This is a natural generalization of the LCP problem. The
line of research was initiated by Cormode and Muthukrishnan. They studied the Interval Longest
Common Prefix (Interval-LCP) problem in the context of data compression [41, 82, 88].
Definition 2 (Interval-LCP). The Interval-LCP of a text T[1, n] w.r.t a query (p, α, β ), where
p, α, β ∈ [1, n] and α < β is

ilcp(p, α, β ) = max{lcp(p, i) | i ∈ [α, β ]}

As observed by Keller et al. [82], any Interval-LCP query on T can be reduced to two orthogonal range successor/predecessor queries over n points in two dimensions (2D). Therefore, using
the best known data structures for orthogonal range successor/predecessor queries [101], we can
answer any Interval-LCP query on T in O(logε n) time using an O(n) space data structure, where
ε > 0 is an arbitrarily small positive constant. Moreover, queries with p ∈ [α, β ] can be answered
in faster O(logε δ ) time, where δ = β − α + 1 is the length of the input range [103].
We study on another variation of LCP, studied by Amir et al. [20, 21], is the following.
Definition 3 (Range-LCP). The Range-LCP of a text T[1, n] w.r.t a range [α, β ], where 1 ≤ α <

4

β ≤ n is
rlcp(α, β ) = max{lcp(i, j) | i 6= j and i, j ∈ [α, β ]}

Chapter 4 presents our techniques for solving rlcp(., .) queries.

1.3

Shortest Unique Substrings Queries

Finding regularities in strings is one of the main topics of combinatorial pattern matching and its
applications [89]. Among the most well-studied types of string regularities is the notion of repeat.
Let T[1, n] be a string of length n. A substring T[i, j] of T is called a repeat if it occurs more than
once in T. The notion of unique substring is dual: it is a substring T[i, j] of T that does not occur
more than once in T. Computing repeats and unique substrings has applications in computational
biology [110, 70] and in information retrieval [105, 83].
In this thesis, we are interested in the notion of shortest unique substring. All shortest unique
substrings of string T can be computed in O(n) time using the suffix tree data structure [67, 121].
Many different problems based on this notion have already been studied. Pei et al. [105] considered
the following problem on the so-called position (or point) queries. Given a position i of T, return
a shortest unique substring of T covering i. The authors gave an O(n2 )-time and O(n)-space
algorithm, which finds the shortest unique substring covering every position of T. Since then,
the problem has been revisited and optimal O(n)-time algorithms have been presented by Ileri et
al. [75] and by Tsuruta et al. [116]. Several other variants of this problem have been investigated [1,
9, 63, 62, 77, 71, 97, 111, 96, 119].
We introduce a natural generalization of the shortest unique substring problem. Specifically, our
focus is on the range version of the problem, which we call the Range Shortest Unique Substring
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(rSUS) problem. The task is to construct a data structure over T to be able to answer the following
type of online queries efficiently. Given a range [α, β ], return a shortest substring T[k, k + h − 1]
of T with exactly one occurrence (starting position) in [α, β ]; i.e., k ∈ [α, β ], there is no k0 ∈ [α, β ]
(k0 6= k) such that T[k, k + h − 1] = T[k0 , k0 + h − 1], and h is minimal. Note that this substring,
T[k, k + h − 1], may end at a position k + h − 1 > β . Further note that there may be multiple
shortest unique substrings.
Range queries are a classic data structure topic [125, 31, 29]. A range query q = f (A, i, j) on an
array of n elements over some set S, denoted by A[1, n], takes two indices 1 ≤ i ≤ j ≤ n, a function
f defined over arrays of elements of S, and outputs f (A[i, j]) = f (A[i], . . . , A[ j]). Range query
data structures have also been considered specifically for strings [22, 17, 2, 61]. For instance, in
bioinformatics applications we are often interested in finding regularities in certain regions of a
DNA sequence [106, 10, 26, 76, 11]. In the Range-LCP problem, defined by Amir et al. [22], the
task is to construct a data structure over T to be able to answer the following type of online queries
efficiently. Given a range [α, β ], return i, j ∈ [α, β ] such that the length of the longest common
prefix of T[i, n] and T[ j, n] is maximal among all pairs of suffixes within this range. The state of the
art is an O(n)-word data structure supporting O(logO(1) n)-time (polylogarithmic-time) queries [2]
(see also [95, 61]).

1.4

Non-overlapping Indexing

Text indexing is fundamental to many areas in Computer Science such as Information Retrieval,
Bioinformatics, etc. The primary goal here is to pre-process a long text T[1, n] (given in advance),
such that whenever a shorter pattern P[1, m] comes as query, all occ occurrences (or simply, starting
positions) of P in T can be reported efficiently. Such queries can be answered in optimal O(m +
occ) time using the classic Suffix tree data structure [117, 122]. It takes O(n) words of space. In
6

this thesis, we focus on a variation of the text indexing problem, known as the non-overlapping
indexing, which is central to data compression [24, 40].
The non-overlapping indexing problem is defined as follows: pre-process a given text T[1, n] of
length n into a data structure such that whenever a pattern P[1, m] comes as an input, we can
efficiently report the largest set of non-overlapping occurrences of P in T. The best-known solution
is by Cohen and Porat [ISAAC 2009]. The size of their structure is O(n) words and the query time
is optimal O(m + nocc), where nocc is the output size. Later, Ganguly et al. [CPM 2015 and
Algorithmica 2020] proposed a compressed space solution. We study this problem in the cacheoblivious model and present a new data structure of size O(n log n) words. It can answer queries in
optimal O( mB + logB n + nocc
B ) I/O operations, where B is the block size. The space can be improved
to O(n logM/B n) in the cache-aware model, where M is the size of main memory. Additionally, we
study a generalization of this problem with an additional range [s, e] constraint. Here the task is
to report the largest set of non-overlapping occurrences of P in T, that are within the range [s, e].
We present an O(n log2 n) space data structure in the cache-aware model that can answer queries
in optimal O( mB + logB n +

nocc[s,e]
B )

I/O operations, where nocc[s,e] is the output size.

1.5

1.5.1

Our Contributions

The Heaviest Induced Ancestors Problem

The heaviest induced ancestors (HIA) problem is defined as follows: Let T1 and T2 be two
weighted trees, having n1 and n2 nodes respectively, and let n = n1 + n2 . The weight of a node u in
either of the trees is given by W(u) and W(u) > W(parent(u)), where parent(u) is the parent node
of u. For convenience, the pre-order rank of a node u is also denoted by u. Each tree has exactly
m ≤ min{n1 , n2 } leaves. Leaves in both trees are labeled and the labeling of the leaves in T2 is

7

a permutation of the labeling of the leaves in T1 . A pair of nodes, one each from T1 and T2 , are
induced if the leaves in the respective subtrees have at least one common label. For any two nodes
u and v in a tree, the node v is an ancestor of u iff v is on the path from u to the root of the tree.
Moreover, v is a proper ancestor u only if u 6= v. We revisit the problem, introduced by Gagie et
al. [57]. In this section, we present an overview to our framework and in Chapter 3, we provide the
details of our results. This work previously appeared as Abedin, Paniz, et al. "The heaviest induced
ancestors problem revisited." Annual Symposium on Combinatorial Pattern Matching (CPM 2018)
[6]. An extension of this work is currently under the review in Algorithmica journal.
Problem 1 (Heaviest Induced Ancestors (HIA) Problem [57]). Given a node u1 ∈ T1 and a node
u2 ∈ T2 , find HIA(u1 , u2 ), which is defined as the pair of induced nodes (u∗1 , u∗2 ) with the highest
combined weight W(u∗1 ) + W(u∗2 ), such that u∗1 (resp., u∗2 ) is an ancestor of u1 (resp., u2 ).

Gagie et al. [57] achieved the following space-time trade-offs in the standard word RAM model of
computation with word size Ω(log n) bits. Here and henceforth, ε is an arbitrarily small positive
constant.

• an O(n log2 n)-word and O(log n log log n) query time
• an O(n log n)-word and O(log2 n) query time
• an O(n)-word data and O(log3+ε n) query time.

We present two new data structures, with improved bounds to answer the heaviest induced ancestors query over two trees of n nodes in total as follows:
Theorem 1. A heaviest induced ancestors query over two trees of n nodes in total can be answered

• in O(log n log log n) time using an O(n log n)-word data structure, or
8

 log2 n 
• in O
time using an O(n)-word data structure.
log log n

Applications to String Matching

Let LCS(X,Y ) denote the longest common substring (LCS) of two strings X and Y .

1.5.1.1

Longest Common Substring of LZ77 Compressed Strings

Problem 2. Build a data structure for a string S of length N, whose LZ77 parsing contains n
phrases, that supports the following query: given a pattern P, report LCS(S, P).
If one were to forego the compression requirement, the problem can be easily solved by maintaining a suffix tree [120] of S in O(N) words yielding O(|P|) query time. On the other hand, we can
also answer LCS(S, P) queries using compressed/succinct data structures, such as the FM Index
or Compressed Suffix Array [50, 66, 108], with a slight slow down in the query time. However,
for strings having a repetitive structure, LZ77-based compression techniques [127] offer better
space-efficiency than that obtained using FM-Index or Compressed Suffix Array.
Gagie et al. [57] showed that Problem 2 can be solved using an O(n log N + n log2 n)-word index
with a very high probability in O(|P| log n log log n) query time. Alternatively, they also presented
an O(n log N)-word index with query time O(|P| log2 n). Using Theorem 1 and the techniques
in [57], we present an improved result for Problem 2 (see Theorem 2). We omit the details as they
are immediate from the discussions in [57].
Theorem 2. Given a string S of length N, we can build an O(n log N)-word structure that reports LCS(S, P) in O(|P| log n log log n) time with a very high probability, where n is the number of
phrases in an LZ77 parsing of S.
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1.5.1.2

All-Pairs Longest Common Substring Problem

Here we are given a collection T1 , T2 , . . . , Td of d strings, each of length roughly n, and the task is
to compute LCS(Ti , T j ) for all (i, j) pairs. This is a useful primitive in several bioinformatics applications [12, 39]. However, a conditional lower bound based on the boolean matrix multiplication
suggests that significant improvements over the naive O(d 2 n) time algorithm is unlikely [114] in
the general case. However, we present an improved solution for the cases where many strings are
highly similar (a.k.a highly repetitive). Specifically, we present a data structure of space and pre

min{|T |,|T |}
processing time Õ(nd), that computes LCS(Ti , T j ) for any i, j in time Õ |LCS(Ti i ,T jj)| . We defer
details to Section 3.3.1.

1.5.1.3

Dynamic Longest Common Substring Problem

In [18], Amir et al. introduced the following problem: build a data structure over two strings T1 and
T2 of total n characters over an alphabet set Σ, such that given a query (p, α), where p ∈ [p, |T1 |] and
α ∈ Σ, report LCS(T1∗ , T2 ), where T1∗ is a new string obtained by changing the pth character of T1
by α. They presented an O(n log3 n) space data structure with O(log3 n) query time. We not only
improve, but also propose a solution to solve a more general case, where the query consists of a set
S of (position, character) pairs, and the task is to compute LCS(T1∗ , T2 ), where T1∗ is obtained from
T1 by making the changes (substitutions) as specified by S. We achieve the same space-time tradeoffs as that of Theorem 1, where time is the per substitution. Details are deferred to Section 3.3.2.
See [14, 15, 23, 56, 55, 118] for other related work.
The problem is even more complicated when the changes allowed in both strings. Amir et al. [19]
proposed an Õ(n) space solution with query time Õ(n2/3 ). A new result improving this query time
to Õ(1) has been announced recently [102].
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1.5.2

The Range-LCP Problem

We revisit the range variation of the LCP queries, studied by Amir et al. [20, 21] which is defined
as 3. In Chapter 4, we provide the details of our results. This work previously appeared as Abedin, Paniz, et al. "A linear-space data structure for range-LCP queries in poly-logarithmic time."
Theoretical Computer Science 822 (2020), and Computing and Combinatorics (COCOON 2018)
[3, 2].
Problem 3. The Range-LCP of a text T[1, n] w.r.t a range [α, β ], where 1 ≤ α < β ≤ n is

rlcp(α, β ) = max{lcp(i, j) | i 6= j and i, j ∈ [α, β ]}

In order to efficiently solve the data structure version of this problem, Amir et al. [20, 21] introduced the concept of “bridges” and “optimal bridges” and showed that any Range-LCP query on
T[1, n] can be reduced to an equivalent 2D range maximum query over a set of O(n log n) weighted
points in 2D. Therefore, an O(n log1+ε n) space data structure with O(log log n) query time is immediate from the best known result for 2D range maximum problem [36]. The construction time
is O(n log2 n). By choosing an alternative structure for 2D (2-sided) range maximum query 1 , the
space can be improved to O(n log n) with a slowdown in query time to O(log n). This sets an
interesting question, whether it is possible to reduce the space further without sacrificing the polylogarithmic query time. Unfortunately, the query times of the existing linear space solutions (listed
below) are dependent on the parameter δ , which is Θ(n) in the worst case.

• O(n) space and O(δ log log n) query time [20, 21].
√
• O(n) space and O( δ logε δ ) query time [103] (also see [61])
1 See

Theorem 9 in [104] on sorted dominance reporting in 3D.
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To this end, we present our main contribution below. Our model of computation is the word RAM
with word size Θ(log n).
Theorem 3. A text T[1, n] can be preprocessed into an O(n) space data structure in O(n log n)
time, such that any Range-LCP query on T can be answered in O(log1+ε n) time.

1.5.3

The Range-SUS Problem

An alphabet Σ is a finite nonempty set of elements called letters. We fix a string T[1, n] =
T[1] · · · T[n] over Σ. The length of T is denoted by |T| = n. By T[i, j] = T[i] · · · T[ j], we denote the
substring of T starting at position i and ending at position j of T. We say that another string P has
an occurrence in T or, more simply, that P occurs in T if P = T[i, i + |P| − 1], for some i. Thus, we
characterize an occurrence of P by its starting position i in T. A prefix of T is a substring of T of
the form T[1, i] and a suffix of T is a substring of T of the form T[i, n].
We next formally define the next main problem considered in this thesis. In Chapter 5, we provide the details of our results. This work previously appeared as Abedin, Paniz, et al. "Range
shortest unique substring queries." International Symposium on String Processing and Information
Retrieval. Springer, Cham, 2019 and "Efficient data structures for range shortest unique substring
queries." Algorithms 13.11 (2020) [5, 4]

Problem 4. rSUS
Preprocess: String T[1, n].
Query: Range [α, β ], where 1 ≤ α ≤ β ≤ n.
Output: (p, `) such that T[p, p + ` − 1] is a shortest string with exactly one occurrence in [α, β ].
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If α = β the answer (α, 1) is trivial. So, in the rest we assume that α < β .
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

Example 1. Given T = caabcadda a c a dd a a a a b a c and a query [α, β ] = [5, 16], we need to find
a shortest substring of T with exactly one occurrence in [5, 16]. The output here is (p, `) = (10, 2),
because T[10, 11] = ac is the shortest substring of T with exactly one occurrence in [5, 16].

Our main results are summarized below. We consider the standard word-RAM model of computations with w-bit machine words, where w = Ω(log n), for stating our results.
Theorem 4. We can construct an O(n log n)-word data structure which can answer any rSUS query
on T [1, n] in O(logw n) time.
Theorem 5. We can construct an O(n)-word data structure which can answer any rSUS query on
√
T [1, n] in O( n logε n) time, where ε > 0 is an arbitrarily small constant.

1.5.4

I/O-Efficient Data Structures for Non-Overlapping Indexing

In Chapter 6, we focus on a variation of the text indexing problem, known as the non-overlapping
indexing, which is central to data compression [24, 40]. This work previously appeared as Hooshmand, Sahar, et al. "Non-Overlapping Indexing-Cache Obliviously." Annual Symposium on Combinatorial Pattern Matching (CPM 2018) and "I/O-efficient data structures for non-overlapping
indexing." Theoretical Computer Science 857 (2021) [73, 74].
Problem 5 (Non-overlapping Indexing). Preprocess a text T[1, n] into a data structure that supports the following query: given a pattern P[1, m], report the largest set of occurrences of P in T
(denote its size by nocc), such that any two (distinct) text positions in the output are separated by
at least m characters.
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The range non-overlapping indexing is a generalization of the above problem.
Problem 6 (Range Non-overlapping Indexing). Preprocess a text T[1, n] into a data structure that
supports the following query: given a pattern P[1, m] and a range [s, e], report the largest set of
occurrences of P in T, that are within the range [s, e] (denote its size by nocc[s,e] ), such that any
two (distinct) text positions in the output are separated by at least m characters.

Both these problems are well studied in the internal memory (RAM) model of computation.
The initial solutions were obtained via a reduction to the orthogonal range next value problem. Although efficient, they were not optimal in terms of query time [44, 81, 101]. The first
non-trivial solutions were by Cohen and Porat [40]: they presented an O(n) space and optimal O(m + nocc) query time solution for Problem 5 and an O(n logε n) space and near-optimal
O(m + log log n + nocc[s,e] ) query time solution for Problem 6, where ε > 0 is an arbitrarily small
constant. To achieve these results, they exploited the periodicity of both pattern and (substrings of)
text. Subsequently, Ganguly et al. [59, 60] presented the first succinct space solution for Problem 5
and an optimal query time solution for Problem 6. We revisit Problems 5 and 6 in the secondary
memory model and present the following results.
Theorem 6. There exists a data structure that is initialized with a text T[1, n], takes O(n log n)
words of space and supports the following query in the cache-oblivious model. Given a string
P[1, m], the data structure reports the largest set of non-overlapping occurrences of P[1, m] in T in
their sorted order in optimal O( mB + logB n + nocc
B ) I/O operations, where nocc is the output size.
The space complexity can be improved in the cache-aware model.
Theorem 7. There exists a data structure that is initialized with a text T[1, n], takes O(n logM/B n)
words of space and supports the following query in the cache-aware model. Given a string P[1, m],
the data structure reports the largest set of non-overlapping occurrences of P[1, m] in T in their
sorted order in optimal O( mB + logB n + nocc
B ) I/O operations, where nocc is the output size.
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Theorem 8. There exists an O(n log2 n) space data structure for the range non-overlapping indexing problem in the cache-aware model, where n is the length of the input text T. The data structure
supports reporting the largest set of non-overlapping occurrences of an input pattern P[1, m] within
a given range [s, e] in their sorted order in optimal O( mB + logB n +

nocc[s,e]
B )

I/O operations, where

nocc[s,e] is the output size.

We now present a brief description of our models of computations.

1.5.4.1

The Models of Computations

The data structures presented in Chapters 3, 4 and 5 are in the Word-RAM model. In the WordRAM model, we assume that the memory is partitioned into continuous blocks (or words). At
any point of time, we can load data into a block or access data within a block in constant time.
We always assume the size of a block is Θ(log n) bits, where n denotes the size of the problem
in hand. For Non-overlapping indexing problem, we present our data structures in the secondary
memory model in the context of very large input data. Here we assume that the data (and the
data structure) is too big to fit within the main memory, therefore deployed in a (much larger, but
slower) secondary memory. Popular models of computation are (i) the cache-aware model and (ii)
the cache-oblivious model.. In the cache-aware model (a.k.a. external memory model, I/O model,
and disk access model), introduced by Aggarwal and Vitter [8] the CPU is connected directly to
an internal memory (of size M words), which is then connected to a very large external memory
(disk). The disk is partitioned into blocks/pages and the size of each block is B words. The CPU
can only work on data inside the internal memory. Therefore, to work on some data in the external
memory, the corresponding blocks have to be transferred to internal memory. The transfer of a
block from external memory to internal memory (or vice versa) is referred to as an I/O operation.
The operations inside the internal memory are orders of magnitude faster than the time for an I/O
15

operation. Therefore, they are considered free, and the efficiency of an algorithm is measured in
terms of the number of I/O operations. The cache-oblivious model is essentially the same as above,
except the following key twist: M and B are unknown at the time of the design of algorithms and
data structures [54, 53]. This means, if a cache-oblivious algorithm performs optimally between
two levels of the memory hierarchy, then it is optimal at any level of the memory hierarchy. Lastly,
cache-oblivious algorithms are usually more intricate than cache-aware algorithms. Generally, we
assume M > B2+Θ(1) , known as the tall cache assumption.
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CHAPTER 2: PRELIMINARIES AND TERMINOLOGIES

In this section, we bring various definitions, notations and known data structures that are utilized
in our newly introduced data structures and algorithms.

2.1

Suffix Trees and Suffix Arrays

Let T [1, n] be a text over an alphabet set Σ and let $ ∈
/ Σ be a special symbol. The suffix tree STT
(resp., prefix tree PTT ) of T is a compact trie over all strings in the set S = {T [i, n] ◦ $ | i ∈ [1, n]}
←−−−
←−−−
(resp., SR = {T [1, i] ◦ $ | i ∈ [1, n]}). Here ◦ denotes concatenation and T [1, i] denotes the reverse of
T [1, i]. The suffix array SAT and the inverse suffix array ISAT (resp., the prefix array PAT and the
inverse prefix array IPAT ) of T are arrays of length n, such that SAT [i] = j and ISAT [ j] = i (resp.,
←−−−
PAT [i] = j and IPAT [ j] = i) iff T [ j, n] ◦ $ (resp., T [1, j] ◦ $) is the ith smallest string in S (resp., SR )
in the lexicographic order.
Both STT and PTT has exactly n leaves, and the edges are labeled. For any node u in either of the
tree, we use path(u) to denote the concatenation of edge labels on the path from the root to u. The
path(·) of ith leftmost leaf in STT (resp., PTT ) is the same as the ith smallest string in S (resp., SR )
in the lexicographic order. Therefore, for any two nodes u and v within the same tree with w being
their lowest common ancestor (LCA), the longest common prefix (LCP) of path(u) and path(v) is
the same as path(LCA(u, v)). Note that the prefix tree (resp., prefix array) of a text is equivalent to
the suffix tree (resp., suffix array) of the reverse of the text.
In addition, size(u) denote the number of leaves under u. The locus of a string S in ST, denoted
by locus(S) is the node closest to root, such that S is a prefix of the node’s path. The array SA
is called the suffix array of T. The suffix range of a string S, denoted by [sp(S), ep(S)] is the
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range of (contiguous) leaves in the subtree of locus(S). Therefore, the set of occurrences of S is
{SA[i] | sp(S) ≤ i ≤ ep(S)}. The suffix range of S can be computed in O(|S|) time. Space is O(n)
words for both suffix array and suffix tree.
The suffix tree over a collection of strings T1 , T2 , . . . , Td over an alphabet set Σ is called a generalized
suffix tree (GST), which is a compact trie over all strings in ∪dj=1 {T j [i, |T j |]◦$ j | i ∈ [1, |T j |]}, where
$1 , $2 , . . . , $d are distinct symbols that do not appear in Σ. The corresponding (generalized) suffix
array, prefix tree, and prefix array can be defined similarly.
All the above data structures can be constructed in linear space and time (assuming integer alphabet) [120, 46]. After that, we can find LCA(·, ·) in O(1) time [29]. Therefore, the length of
the longest common prefix (or suffix) of any two strings (or their substrings) in the collection can
be computed in constant time. A weighted level ancestor query (u, l) asks to report the highest
ancestor w of u, such that |path(w)| ≥ l. By preprocessing the suffix tree into a linear space data
structure, the level answer queries on suffix trees can be answered in constant time [65, 47]. We
refer to [67] for further reading.
There also exist linear-space suffix tree representations in both secondary memory models. The
solution in the cache-aware model is by Ferragina [49] and is called the String-B tree. The cacheoblivious solution is by Brodal and Fagerberg [34], which is based on an intricate concept of
decomposing the tree into what they call Giraffe trees. In both cases, the locus, as well as the
suffix range of any string S can be computed in optimal O(|S|/B + logB n) I/O operations.

2.2

Predecessor/Successor Queries

Let S be a subset of U = {0, 1, 2, 3, . . . ,U − 1} of size n. A predecessor search query p on S asks
to return p if p ∈ S, else return max{q < p | q ∈ S}. Similarly, a successor query p on S asks to
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return p if p ∈ S, else return min{q > p | q ∈ S}. By preprocessing S into a y-fast trie of size O(n)
words, we can answer such queries in O(log logU) time [123].

2.3

Fully-Functional Succinct Tree

Let T be a tree having n nodes, such that nodes are numbered from 1 to n in the ascending order
of their pre-order rank. Also, let `i denote the ith leftmost leaf. Then by maintaining an index of
size 2n + o(n) bits, we can answer the following queries on T in constant time [109]:

• parentT (u) = parent of node u.
• sizeT (u) = number of leaves in the subtree of u.
• nodeDepthT (u) = number of nodes on the path from u to the root of T.
• levelAncestorT (u, D) = ancestor w of u such that nodeDepth(w) = D.
• lMostT (u) = i, where `i is the leftmost leaf in the subtree of u.
• rMostT (u) = j, where ` j is the rightmost leaf in the subtree of u.
• lcaT (u, v) = lowest common ancestor (LCA) of two nodes u and v.

We omit the subscript “T” if the context is clear.

2.4

Range Maximum Query (RMQ) and Path Maximum Query (PMQ)

Let A[1, n] be an array of n elements. A range maximum query RMQA (a, b) asks to return k ∈ [a, b],
such that A[k] = max{A[i] | i ∈ [a, b]}. Path maximum query (PMQ) (or bottleneck edge query [45])
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is a generalization of RMQ from arrays to trees. Let T be a tree having n nodes, such that each node
u is associated with a score. A path maximum query PMQT (a, b) returns the node k in T, where k
is a node with the highest score among all nodes on the path from node a to node b. Cartesian tree
based solutions exist for both problems. The space and query time are 2n + o(n) bits and O(1),
respectively [45, 52].

2.5

2D-Range Maximum Query (2D-RMQ)

Let S be a set of m weighted points in a [1, n]×[1, n] grid. A 2D-RMQ with input (a, b, a0 , b0 ) asks to
return the highest weighted point in S within the orthogonal region corresponding to [a, b]×[a0 , b0 ].
Data structures with the following space-time trade-offs are known for this problem.
• O(m) space, O(m log m) preprocessing time and O(log1+ε m) query time [38].
• O(m logε n) space, O(m log m) preprocessing time and O(log log n) query time [36].

2.6

Orthogonal Range Queries in 2-Dimension

Let P be a set of n points in an [1, n] × [1, n] grid. Then,

• An orthogonal range counting query (a, b, c, d) on P returns the cardinality of {(x, y) ∈ P |
x ∈ [a, b], y ∈ [c, d]}
• An orthogonal range emptiness query (a, b, c, d) on P returns “EMPTY” if the cardinality of
the set {(x, y) ∈ P | x ∈ [a, b], y ∈ [c, d]} is zero. Otherwise, it returns “NOT-EMPTY”.
• An orthogonal range predecessor query (a, b, c) on P returns the point in {(x, y) ∈ P | x ∈
[a, b], y ≤ c} with the highest y-coordinate value, if one exists.
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• An orthogonal range successor query (a, b, c) on P returns the point in {(x, y) ∈ P | x ∈
[a, b], y ≥ c} with the lowest y-coordinate value, if one exists.
• An orthogonal range selection query (a, b, k) on P returns the point in {(x, y) ∈ P | x ∈ [a, b]}
with the kth lowest y-coordinate value.

By maintaining an O(n) word structure, we can answer orthogonal range counting queries in
O(log / log log n) time [78], orthogonal range emptiness queries in O(logε n) time [36], orthogonal
range predecessor/successor queries in O(logε n) time [101] and orthogonal range selection queries
in O(log n/ log log n) time [35]. Alternatively, by maintaining an O(n log log n) space structure, we
can answer orthogonal range emptiness and orthogonal range predecessor/successor queries in
O(log log n) time [36, 126].

2.7

Heavy Path and Heavy Path Decomposition

We now define the heavy path decomposition [69, 112] of a tree T having n nodes. First, the
nodes in T are categorized into light and heavy. The root node is light and exactly one child
of every internal node is heavy. Specifically, the child having the largest number of nodes in its
subtree (ties are broken arbitrarily). The first heavy path of T is the path starting at T’s root, and
traversing through every heavy node to a leaf. Each off-path subtree of the first heavy path is
further decomposed recursively. Clearly, a tree with m leaves has m heavy paths. Let u be a node
on a heavy path H, then hp_root(u) is the highest node on H and hp_leaf(u) is the lowest node on
H. Note that hp_root(·) is always light.
Lemma 1. For a tree having n nodes, the path from the root to any leaf traverses at most dlog ne
light nodes. Consequently, the sum of the subtree sizes of all light nodes (i.e., the starting node of
a heavy path) put together is at most ndlog ne[112].
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CHAPTER 3: THE HEAVIEST INDUCED ANCESTORS PROBLEM

In this chapter, we describe our framework for solving the heaviest induced ancestors problem
which is defined as follows: let T1 and T2 be two weighted trees, where the weight W(u) of a
node u in either of the two trees is more than the weight of u’s parent. Additionally, the leaves in
both trees are labeled and the labeling of the leaves in T2 is a permutation of those in T1 . A node
x ∈ T1 and a node y ∈ T2 are induced, iff their subtrees have at least one common leaf label. A
heaviest induced ancestor query HIA(u1 , u2 ) is: given a node u1 ∈ T1 and a node u2 ∈ T2 , output
the pair (u∗1 , u∗2 ) of induced nodes with the highest combined weight W(u∗1 ) + W(u∗2 ), such that u∗1
is an ancestor of u1 and u∗2 is an ancestor of u2 .
We present two data structures for solving problem 1 with improved space-time trade-offs as follows:

• in O(log n log log n) time using an O(n log n)-word data structure, or
 log2 n 
time using an O(n)-word data structure.
• in O
log log n

3.1

Our Framework

We assume that both trees T1 and T2 are compacted, i.e., any internal node has at least two children.
This ensures that the number of internal nodes is strictly less than the number of leaves (m). Thus,
n ≤ 4m − 2. We remark that this assumption can be easily removed without affecting the query
time. We maintain the tree topology of T1 and T2 succinctly in O(n) bits with constant time
navigational support (refer to Section 2.3). Define two arrays, Labelk [1, m] for k = 1 and 2, such
that Labelk [ j] is the label associated with the jth leaf node in Tk . The following is a set of m
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two-dimensional points based on tree labels.

P = {(i, j) | i, j ∈ [1, m] and Label1 [i] = Label2 [ j]}

We pre-process P into a data structure, to support various range queries described in Section 2.6.
For range counting and selection, we maintain data structures with O(n) space and O(log n/ log log n)
time. For range successor/predecessor and emptiness queries, we have two options: and O(n log log n)
space structure with O(log log n) time, and an O(n) space structure with O(logε n) time. We employ
the first result in our O(n log n) space solution and the second result in our O(n) space solution.

3.1.1

Basic Queries

Lemma 2 (Induced-Check). Given two nodes x, y, where x ∈ T1 and y ∈ T2 , we can check if they
are induced or not

• in O(log log n) time using an O(n log log n) space structure, or
• in O(logε n) time using an O(n) space structure.

Proof. The task can be reduced to a range emptiness query, because x and y are induced iff the set
{(i, j) ∈ P | (i, j) ∈ [lMost(x), rMost(x)] × [lMost(y), rMost(y)]} is not empty.
Definition 4 (Partner). The partner of a node x ∈ T1 w.r.t a node y ∈ T2 , denoted by partner(x/y)
is the lowest ancestor y0 of y, such that x and y0 are induced. Likewise, partner(y/x) is the lowest
ancestor x0 of x, such that x0 and y are induced.
Lemma 3 (Find Partner). Given two nodes x, y, where x ∈ T1 and y ∈ T2 , we can find partner(x/y)
as well as partner(y/x)
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• in O(log log n) time using an O(n log log n) space structure, or
• in O(logε n) time using an O(n) space structure.

Proof. To find partner(x/y), first check if x and y are induced. If yes, then partner(x/y) = y.
Otherwise, find the last leaf node `a ∈ T2 before y in pre-order, such that x and `a are induced (`a
denotes a-th leftmost leaf). Also, find the first leaf node `b ∈ T2 after y in pre-order, such that x
and `b are induced. Both tasks can be reduced to orthogonal range predecessor/successor queries.

(·, a) = arg max{(i, j) ∈ P | (i, j) ∈ [lMost(x), rMost(x)] × [1, lMost(y)]}
j

(·, b) = arg min{(i, j) ∈ P | (i, j) ∈ [lMost(x), rMost(x)] × [rMost(y), m]}
j

Clearly, an ancestor of y and x are induced iff either `a or `b is in its subtree. Therefore, we report
the lowest node among ua = lca(`a , y) and ub = lca(`a , y) as partner(x/y). The computation of
partner(y/x) is analogous.

3.1.2

Overview

For any two nodes u and v in the same tree T, define Path(u, v, T) as the set of nodes on the path
from u to v. Let root1 be the root of T1 and root2 be the root of T2 . Throughout this chapter, (u1 , u2 )
denotes the input and HIA(u1 , u2 ) = (u∗1 , u∗2 ) denotes the output. Clearly, u∗2 = partner(u∗1 /u2 ) and
u∗1 = partner(u∗2 /u1 ). Therefore,
(u∗1 , u∗2 ) = arg max{W (x) +W (y) | y ∈ Path(root2 , u2 , T2 ) and x = partner(y/u1 )}
(x,y)
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To evaluate the above equation efficiently, we explore the heavy path decomposition of T2 .
Definition 5 (Special Nodes). For each light node w ∈ T2 , we identify a set Special(w) of nodes
in T1 (which we call special nodes) as follows: a leaf node `i ∈ T1 is special iff `i and w are
induced. An internal node in T1 is special iff it is the lowest common ancestor of two special
leaves. Additionally, for each node x ∈ Special(w), define its score w.r.t. w as the sum of weights
of x and the node partner(x/hp_leaf(w)) ∈ T2 . Formally,

scorew (x) = W (x) +W (partner(x/hp_leaf(w))

Moreover, |Special(w)| ≤ 2size(w) − 1 and ∑w is a light node |Special(w)| = O(n log n).

To answer an HIA query (u1 , u2 ), we first identify some nodes in T1 and T2 as follows. Nodes w1 =
root2 , w2 , . . . , wk are the light nodes in Path(root2 , u2 , T2 ) (in the ascending order of their pre-order
ranks). Nodes t1 ,t2 , . . . ,tk are also in Path(root2 , u2 , T2 ), such that tk = u2 and th = parent(wh+1 )
for h < k. Therefore, Path(root2 , u2 , T2 ) = ∪kh=1 Path(wh ,th , T2 ). Next, α1 , α2 , . . . , αk and β1 , β2 , . . . , βk
are nodes in Path(root1 , u1 , T1 ), such that for h = 1, 2, . . . , k, αh = partner(th /u1 ) and βh = partner(wh /u1 ).
Clearly, there exists an f ∈ [1, k] such that u∗2 ∈ Path(w f ,t f , T2 ). See Figure 1 for an illustration.
We now present several lemmas, which form the basis of our solution.
Lemma 4. The node u∗1 ∈ Path(α f , β f , T1 ).

Proof. We prove this via proof by contradiction arguments.

• Suppose u∗1 is a proper ancestor of α f . Then, α f are t f induced and W (α f ) + W (t f ) >
W (u∗1 ) +W (u∗2 ), a contradiction. Therefore, u∗1 is in the subtree of α f .
• Suppose u∗1 is in the proper subtree of β f . Then, u∗1 and w f are also induced. Therefore,
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Figure 3.1: We refer to Section 3.1.2 for the description of this figure.

partner(w f /u1 ) is u∗1 or a node in the subtree of u∗1 . This implies, β f = partner(w f /u1 ) is in
the proper subtree of β f , a contradiction. Therefore, u∗1 is an ancestor of β f .

This completes the proof.

Lemma 5. The node u∗1 ∈ Special(w f ) ∪ {β f }.
Proof. Let z (if exists) be the first node in Special(w f ) on the path from u∗1 to β f . Then,
• if z exists, then u∗1 ∈
/ Special(w f ) gives a contradiction as follows. The intersection of the
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following two sets is empty: (i) set of labels of the leaves in the subtree of u∗1 , but not in the
subtree of z and (ii) set of labels associated with the leaves in the subtree of w f . This implies,
z and u∗2 are induced (because u∗1 and u∗2 are induced) and W (z) +W (u∗2 ) > W (u∗1 ) +W (u∗2 ),
a contradiction.
/ Special(w). However, in this case,
• otherwise, if z does not exist, then it is possible that u∗1 ∈
u∗1 = β f (proof follows from similar arguments as above).
In summary, u∗1 ∈ Special(w f ) ∪ {β f }.

Lemma 6. For any x ∈ Path(α f , β f , T1 )\{α f },
partner(x/u2 ) = partner(x/hp_leaf(w f )).

Proof. We claim that for any x ∈ Path(α f , β f , T1 )\{α f }, partner(x/u2 ) is a proper ancestor of t f .
The proof follows from contradiction as follows. Suppose, there exists an x ∈ Path(α f , β f , T1 )\{α f },
such that partner(x/u2 ) is in the subtree of t f . Then, x and t f are induced. This means, α f =
partner(t f /u1 ) is a node in the subtree of x, a contradiction.
Since, partner(x/u2 ) is a proper ancestor of t f , partner(x/u2 ) = partner(x/r) for any node r in the
subtree of t f . Therefore, by choosing r = hp_leaf(w f ), we obtain Lemma 6.



Corollary 1. For any x ∈ Path(α f , β f , T1 )\{α f } ,

W (x) +W (partner(x/u2 )) = W (x) +W (partner(x/hp_leaf(w f ))) = scorew f (x)
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Lemma 7. The node u∗1 ∈ {α f , β f , γ f }, where


γ f = arg max{scorew f (x) | x ∈ Special(w f ) ∩ Path(α f , β f , T1 )\{α f , β f }
x

Proof. Follows from Lemma 4, Lemma 5, Lemma 6 and Corollary 1.
Lemma 8. Let C = ∪kh=1 {αh , βh , γh }, where


γh = arg max{scorewh (x) | x ∈ Special(wh ) ∩ Path(αh , βh , T1 )\{αh , βh }
x

Then,
(u∗1 , u∗2 ) = arg max{W (x) +W (y) | x ∈ C and y = partner(x/u2 )}
(x,y)

Proof. Since f is unknown, we invoke Lemma 6 for f = 1, 2, 3, . . . , k ≤ log n.

Next, we show how to transform the result in Lemma 8 into an efficient data structure.

3.2

Our Data Structures

We start by defining a crucial component of our solution.
Definition 6 (Induced Subtree). The induced subtree T1 (w) of T1 w.r.t. a light node w ∈ T2 is a
tree having exactly |Special(w)| number of nodes, such that

• for each node x ∈ T1 (w), there exists a node Mapw (x) ∈ Special(w) and
• for each x0 ∈ Special(w), there exists a node invMapw (x0 ) ∈ T1 (w), such that
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lcaT1 (Mapw (x), Mapw (y)) = Mapw (lcaT1 (w) (x, y))

Note that a node x is a leaf in T1 (w) iff Mapw (x) is a leaf in T1 (w). In the following lemmas, we
present two space-time trade-offs on induced subtrees.
Lemma 9. By maintaining an O(n log n) space structure, we can compute Mapw (·) and invMapw (·)
for any light node w ∈ T2 in time O(1) and O(log log n), respectively.

Proof. Let Lw [1, |Special(w)|] be an array, such that Lw [x] = Mapw (x). For each w, maintain Lw
and a y-fast trie [123] over it. The total space is O(n log n). Now, any Mapw (·) query can be
answered in constant time. Also, for any x0 ∈ Special(w), invMapw (x0 ) is the number of elements
in Lw that are ≤ x0 . Therefore, an invMapw (·) can be reduced to a predecessor search and answered
in O(log log n) time.

Lemma 10. By maintaining an O(n) space structure, we can compute Mapw (·) and invMapw (·)
for any light node w ∈ T2 in time O(log n/ log log n).

Proof. Let node p be the rth leaf in T1 (w) and q = Mapw (p) be the sth leaf in T1 . Then, s
is the x-coordinate of the rth point in {(i, j) ∈ P | (i, j) ∈ [1, m] × [lMost(w), rMost(w)]} in the
ascending order of x-coordinates. Also, r is the number of points in {(i, j) ∈ P | (i, j) ∈ [1, s] ×
[lMost(w), rMost(w)]}. Therefore, given p, we can compute r, then s and q in O(log n/ log log n)
time via a range selection query on P. Similarly, given q, we can compute s and then r and p in
O(log n/ log log n) time via a range counting query on P.
Now, if p is an internal node in T1 (w), then Mapw (p) is the same as lcaT1 (Mapw (`L ), Mapw (`R )),
where `L and `R are the first and last leaves in the subtree of p. Similarly, if q is an internal node
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in T1 , then invMapw (q) = lcaT1 (w) (invMapw (`A ), invMapw (`B )) as follows:
(A, ·) = arg min{(i, j) ∈ P | (i, j) ∈ [lMost(q), rMost(q)] × [lMost(w), rMost(w)]}
i

(B, ·) = arg max{(i, j) ∈ P | (i, j) ∈ [lMost(q), rMost(q)] × [lMost(w), rMost(w)]}
i

Here, A and B can be computed via range successor/predecessor queries in O(logε n) time. Therefore, the total time is logε n + log n/ log log n = O(log n/ log log n) time.

Lemma 11. Given an input (a, b, w), where w is a light node in T2 and, a and b are nodes in
T1 (w), we can report the node with the highest scorew (Mapw (·)) over all nodes on the path from a
to b in T1 (w) in O(1) time using an O(n) space structure.

Proof. For each T1 (w), maintain the Cartesian tree for path maximum query (refer to Section 2.4).
Space for a particular w is |Special(w)|(2 + o(1)) bits and space over all light nodes w in T2 is
O(n log n) bits (from Lemma 1), equivalently O(n) words. For an input (a, b, w), the answer is
PMQT1 (w) (a, b).

3.2.1

Our O(n log n) Space Data Structure

We maintain T1 and T2 explicitly, so that the weight of any node in either of the trees can be
accessed in constant time. Moreover, we maintain fully-functional succinct representation of their
topologies (refer to Section 2.3) for supporting various operations in O(1) time. Additionally,
we maintain the structures for answering Induced-Check and Find-Partner queries in O(log log n)
time, data structures for range predecessor/successor queries on P in O(log log n) time (refer to
Section 2.6) and the structures described in Lemma 9 and Lemma 11. Thus, the total space is
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O(n log n) words.
We now present the algorithm for computing the output (u∗1 , u∗2 ) for a given input (u1 , u2 ). The
following are the key steps.

1. Find wh and th for h = 1, 2, . . . , k ≤ log n.
2. Find αh and βh for h = 1, 2, . . . , k ≤ log n.
3. Let αh0 be the first and βh0 be the last special node (w.r.t. wh ) on the path from αh (excluding
αh ) to βh (excluding βh ). Also, let



0
0
γh = Mapwh PMQT1 (wh ) invMapwh (αh ), invMapwh (βh )
Compute γh for h = 1, 2, . . . , k ≤ log n.
4. Obtain C = ∪kh=1 {αh , βh , γh } and report
(u∗1 , u∗2 ) = arg max{W (x) +W (y) | x ∈ C and y = partner(x/u2 )}
(x,y)

The correctness follows immediately from Lemma 8. We now bound the time complexity. Step 1
takes O(k) time and step 2 takes O(k) number of Find-Partner queries with O(log log n) time per
query. The procedure for computing αh0 and βh0 is the following.
Find the child αh00 of αh on the path from αh to βh . Then αh0 = lcaT1 (`ah , `bh ), where `ah (resp. `bh )
is the first (resp. last) special leaf in the subtree of αh00 (w.r.t wh ). To compute ah and bh , we rely on
range predecessor/successor queries on P:
(ah , ·) = arg min{(i, j) ∈ P | (i, j) ∈ [lMost(αh00 ), rMost(αh00 )] × [lMost(wh ), rMost(wh )]}
i
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(bh , ·) = arg max{(i, j) ∈ P | (i, j) ∈ [lMost(αh00 ), rMost(αh00 )] × [lMost(wh ), rMost(wh )]}
i

Find the rightmost special (w.r.t. wh ) leaf `dh before βh and the leftmost special (w.r.t. wh ) leaf `gh
after the last leaf in the subtree of βh . For this, we rely on range predecessor/successor queries on
P:
(dh , ·) = arg max{(i, j) ∈ P | (i, j) ∈ [1, lMost(αh00 ) − 1] × [lMost(wh ), rMost(wh )]}
i

(gh , ·) = arg min{(i, j) ∈ P | (i, j) ∈ [rMost(αh00 ) + 1, m] × [lMost(wh ), rMost(wh )]}
i

Then, βh0 = lcaT1 (`dh , `gh ) if βh and wh are not induced (i.e., there does not exist a special node
(w.r.t. wh ) under βh ). Otherwise, βh0 is the lowest node among lcaT1 (`dh , βh ) and lcaT1 (βh , `gh ).
The time for a range predecessor/successor query on P is O(log log n). Therefore, computation
of αh0 and βh0 takes O(log log n) time, and an additional O(log log n) for evaluating γh . Therefore,
the total time for step 3 is O(k log log n). Finally, step 4 also takes O(k log log n) time. By putting
everything together, the total time complexity is k log log n = O(log n log log n).

3.2.2

Our Linear Space Data Structure

We obtain our linear space data structure by replacing all super-linear space components in the previous solution by their space efficient counterparts. Specifically, we use linear space structures for
Induced-Check, Find-Partner, and range predecessor/successor with query time O(logε n). Also,
we use the structure in Lemma 10 instead of the structure in Lemma 9. Thus, the total space is
O(n) words.
The query algorithm remains the same. The time complexity is: O(k) for step 1, O(k logε n) for step
2, O(k log n/ log log n) for step 3 and O(k logε n) for step 4. Thus, total time is k log n/ log log n =
O(log2 n/ log log n).
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A Note on Construction

We remark that our data structures can be constructed in O(n logO(1) n) time.

3.3

3.3.1

Applications to String Processing

All-Pairs Longest Common Substring Problem

The formal problem definition along with our result are as below:
Definition 7. Given a collection T1 , T2 , . . . , Td of d strings, compute LCS(Ti , T j ) for all (i, j) pairs.
Theorem 9. A collection T1 , T2 , . . . , Td of d strings of total length N can be preprocessed into
a data structure in Õ(N) space and time, that supports an LCS(Ti , T j ) query for any i, j pair in


min{|T |,|T |}
Õ |LCS(Ti i ,T jj)| time.

3.3.1.1

Data Structure

We maintain a generalized suffix tree GST and a generalized prefix tree GPT over the collection.
Additionally, for each i ∈ [1, d], we maintain our HIA data structure over the pair of trees STTi
and PTTi , such that the weight of nodes being their stringDepth. We say that a node u1 in STTi
and a node u2 in PTTi are induced iff there exists a k, such that the leaf (say `a ) corresponding
to the suffix Ti [k, |Ti |] is under u1 and the leaf (say `b ) corresponding to the (reverse of the) prefix
Ti [1, k − 1] is under u2 . To align this with the original definition of HIA problem, we assign label k
to both `a and `b . The total space, as well as the preprocessing time, is bounded by Õ(N).
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3.3.1.2

Query Algorithm

Without loss of generality, we assume |Ti | ≤ |T j |. First, we present an efficient procedure for
accomplishing the following task: compute λ (Ti , k, T j ), the length of the longest substring of Ti ,
which covers a position in {k − 1, k} and also has an occurrence in T j . We say that a substring
T j [x, y] covers k iff k ∈ [x, y].

• Find the largest f and the largest r, such that Ti [k, k + f − 1] and Ti [k − r, k − 1] occurs in T j .
Then, find the lowest node u1 in STT j and the lowest node u2 in PTT j , such that Ti [k, k +
←−−−−−−−−−
f − 1] is a prefix of path(u1 ) and Ti [k − r, k − 1] is a prefix of path(u2 ). This step can be
implemented in O(log n) time using standard techniques.
• If W (u1 ) = f and W (u2 ) = r, simply find (u∗1 , u∗2 ) = HIA(u1 , u2 ) and report W (u∗1 ) +W (u∗2 ).
Otherwise, find (u01 , u02 ) = HIA(parent(u1 ), parent(u2 )), the lowest ancestor u002 of u2 (resp.,
u001 of u1 ), such that u1 and u002 (resp., u001 and u2 ) are induced. Then, report max{ f +
W (u002 ),W (u001 ) + r,W (u01 ) +W (u02 )}.

The time complexity is Õ(1) and the correctness can be easily verified. We can use the above
procedure to check whether |LCS(Ti , T j )| ≥ τ for any given τ as follows: repeat the above procedure
for all values of k ∈ {τ, 2τ, 3τ, . . . }. Then report YES if at least one among the answers is greater
than or equal to τ, and NO otherwise. Therefore, via a simple binary search on τ, we can compute
|LCS(Ti , T j )|. Note that the values of τ chosen are always greater than |LCS(Ti , T j )|/2. This yields
the desired query time.
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3.3.2

Dynamic Longest Common Substring Problem

Problem 7 (LCS after k changes). Given two strings T1 and T2 of total length n over an alphabet set
Σ, build a data structure that supports the following query: given a set S of k (position, character)
pairs, where
S = {(pi , αi ) | pi ∈ [1, |T1 |], i ∈ [1, k] and αi ∈ Σ}
report (the length of) LCS(T1∗ , T2 ), where T1∗ is the string obtained from T1 by replacing its pi -th
character by αi for each i ∈ [1, k].

We achieve the following result.
Theorem 10. There exist data structures with the following space-time trade-offs for the LCS after
k changes problem on two strings of total length n:

1. O(n log n) word and O(k · log n log log n) query time, and

log2 n 
2. O(n) word and O k ·
query time.
log log n
Let p1 < p2 < · · · < pk and φ = ∪ki=1 {pi − 1, pi }. Our approach is to find the longest common
substring of T1∗ and T2 (i) that does not cover any position in φ and (ii) covers a position in φ ,
and then report the longest among them as LCS(T1∗ , T2 ). We handle these cases separately, and the
following convention will be used: any subarray or substring over a range [a, b] is empty if a > b.

Handling Case 1

Let ψ = {[1, p1 − 2], [p1 + 1, p2 − 2], [p2 + 1, p3 − 2], . . . , [pk + 1, n]}. Clearly, the answer we are
looking for is max{|LCS(T1∗ [i, j], T2 )| | [i, j] ∈ ψ}. Since LCS(T1∗ [i, j], T2 ) = LCS(T1 [i, j], T2 ) for all
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[i, j] ∈ ψ, we can solve this case in O(k log n) time using the structure below.
Lemma 12. The strings T1 and T2 can be preprocessed into an O(n) structure, where |T1 | + |T2 | =
n, that supports the following query in O(log n) time: given a range [x, y], report (the length of)
LCS(T1 [x, y], T2 ).

Proof. Maintain an array L, where L[i] = |LCP(T1 [i, |T1 |], T2 )| and range maximum query (RMQ)
data structure over it. To answer a query [x, y], first find the rightmost position z, such that z +
L[z] − 1 < y. This is possible in O(log n) time via a binary search since i + L[i] − 1 is monotonic.
Then, compute |LCS(T1 [x, z]), T2 )| = RMQL (x, z) and |LCS(T1 [z + 1, y]), T2 )| = y − (z + 1) + 1, and
report the largest among them.

Handling Case 2

We maintain a generalized suffix tree and a generalized prefix tree of T1 and T2 . Also, maintain
our HIA data structure over the pair of trees STT2 and PTT2 as in Section 3.3.1.1. Moreover, we
can compute (ui1 , ui2 , fi , ri ) for i = 1, 2, . . . , k by processing the input set (of k changes) in O(k log n)
time using standard techniques, where

1. fi is the length of the longest substring of T1∗ that starts at position pi
2. ri is the length of the longest substring of T1∗ that ends at pi − 1.
3. ui1 is the lowest node in STT2 , s.t. T1 [pi , pi + fi − 1] is a prefix of path(ui1 ).
←−−−−−−−−−−−
4. ui2 is the lowest node in PTT2 , s.t. T1 [pi − ri , pi − 1] is a prefix of path(ui2 ).
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Finally, for each pi , we compute the (length of the) longest common substring of T1∗ and T2 covering a position in {pi − 1, pi } using an HIA query as in Section 3.3.1.2, and report the largest
among.
In summary, the total space is dominated by the space of our HIA structure and the complexity
of query time per change is O(log n) plus the time for an HIA query. This completes the proof of
Theorem 10.

3.4

Conclusion

In this chapter, we revisited the heaviest induced ancestors problem which is initially introduced by
Gagie et al. [57]. We presented two new space-time trade-offs that improve the space, query time,
or both of the existing solutions by roughly a logarithmic factor. We also showed that our solution
can be deployed further to solve multiple string matching problems such as All-Pairs Longest
Common Substring and Dynamic Longest Common Substring Problems. In addition, our data
structure for the heaviest induced ancestors problem can be used to compute the Longest Common
Substring of LZ77 Compressed Strings and matching statistics on repetitive texts [64].
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CHAPTER 4: THE RANGE LONGEST COMMON PREFIX PROBLEM

We briefly sketch the framework by Amir et al. [20] in Section 4.1. Section 4.2 and Section 4.3 are
dedicated for the details of our solution.

4.1

Amir et al.’s Framework

We start with some definitions.
Definition 8 (Bridges). Let i and j be two distinct positions in the text T with i < j, and let
h = lcp(i, j) and h > 0. Then, we call the tuple (i, j, h) a bridge. Moreover, we call h its height, i
its left leg and j its right leg, and LCP(T[i, n], T[ j, n]) its label.

Let Ball be the set of all such bridges. Then clearly,

rlcp(α, β ) = max ({h | (i, j, h) ∈ Ball and i, j ∈ [α, β ]} ∪ {0})

Therefore, by mapping each bridge (i, j, h) ∈ Ball to a 2D point (i, j) with weight h, the problem
can be reduced to a 2D-RMQ problem (refer to Section 2.5). This yields an O(|Ball | logε n) space
data structure with query time O(log log n). Unfortunately, this is not a space efficient approach
as the size of Ball is Θ(n2 ) in the worst case. To circumvent this, Amir et al. [20] introduced the
concept of optimal bridges.
Definition 9 (Optimal Bridges). A bridge (i, j, h) ∈ Ball is optimal if there exists no other bridge
(i0 , j0 , h0 ), such that i0 , j0 ∈ [i, j] and h0 ≥ h.
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Let Bopt be the set of all optimal bridges. Then, it is easy to observe that

rlcp(α, β ) = max{h | (i, j, h) ∈ Bopt and i, j ∈ [α, β ]}.

Thus, to answer an rlcp query, it is sufficient to examine the bridges in Bopt , instead of all the
bridges in Ball . The crux of Amir et al.’s [20] data structure is the following lemma.
Lemma 13 ([20]). The size of Bopt is O(n log n).

Therefore, by applying the above reduction (from Range-LCP to 2D-RMQ) on the bridges in Bopt ,
they got an O(|Bopt | logε n) = O(n log1+ε n) space data structure with query time O(log log n).
Additionally, they showed that there exist cases where the the size of Bopt is Ω(n log n). For
example, when T is a Fibonacci word (see Section 4 in [20] for its definition). This means that the
bound on the number of optimal bridges is tight.

4.2

Our Framework

We first construct a data structure for solving the special case of queries: rlcp(α, β ) = 0. This
means all symbols in T[α, β ] are distinct. To solve queries for such ranges, we construct an integer
array P[1, n] so that P[i] = max ({ j | j < i and T [ j] = T [i]} ∪ {−∞}). That is, P[i] is the position
of the predecessor of T [i]. Then it holds

rlcp(α, β ) = 0 ⇐⇒ max{P[i]|i ∈ [α, β ]} < α.

Therefore we can solve the query in constant time using a linear space data structure for range
maximum query on P. Below we focus on solving queries for the case rlcp(α, β ) > 0.
We present a replacement for optimal bridges, called special bridges. Special bridges are defined
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from the standpoint of Heavy Path Decomposition.
Definition 10 (Special Bridges). Let ui , u j in ST be the children of lca(`ISA[i] , `ISA[ j] ) on the path
to `ISA[i] , `ISA[ j] , respectively. A bridge (i, j, h) ∈ Ball is special if it satisfies at least one of two
following conditions.

1. ui is a light node and j = min{x | (i, x, h) ∈ Ball }
2. u j is a light node and i = max{x | (x, j, h) ∈ Ball }

Let Bspe be the set of all special bridges. If a bridge (i, j, h) is optimal, i = max{x | (x, j, h) ∈
Ball } and j = min{x | (i, x, h) ∈ Ball }. Moreover, ui 6= u j because h = |LCP(T[i, n], T[ j, n])| =
|path(lca(`ISA[i] , `ISA[ j] ))|. Because at least one of ui , u j is a light node, (i, j, h) is a special bridge.
Thus, Bopt ⊆ Bspe , therefore it holds

rlcp(α, β ) = max{h | (i, j, h) ∈ Bspe and i, j ∈ [α, β ]}.

From Lemma 14, |Bspe | = Θ(|Bopt |), the same space-time trade-off as in Amir et al. [20] can be
obtained by employing special bridges instead of optimal bridges. However, the main advantage
over optimal bridges is that special bridges can be encoded efficiently, in O(1)-bits per bridge.
Lemma 14. The size of Bspe is O(n log n).

Proof. From Lemma 1, the number of light ancestors for any leaf is at most log2 n. Moreover,
for each pair consisting of a leaf and its light ancestor, there exist at most two special bridges.
Therefore, the number of special bridges is bounded by O(n log n).
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We now present an overview of our solution.

4.2.1

An Overview of Our Data Structure

We start by defining two queries, which are weaker than Range-LCP.
Definition 11. For a parameter ∆ = Θ(log n), a query E∆ (α, β ) asks to return an estimate τ of
rlcp(α, β ) > 0, such that
τ ≤ rlcp(α, β ) < τ + ∆
Definition 12. A query Q(α, β , h) asks to return YES if there exists special bridge (i, j, h), such
that i, j ∈ [α, β ] and h > 0. Otherwise, Q(α, β , h) returns NO.
Definition 13. A query Q(α, β , h) asks to return YES if there exists special bridge (i, j, h), such
that i, j ∈ [α, β ] and h > 0. Otherwise, Q(α, β , h) returns NO.

The following two are the main components of our data structure.
1. A linear space structure for E∆ (·, ·) queries in O(log1+ε n) time.
2. A linear space structure for Q(·, ·, ·) queries in O(logε n) time.

Our algorithm for computing rlcp(α, β ) is straightforward. First we check if rlcp(α, β ) = 0
by using the range maximum data structure for P. If it is, we are done. Otherwise we obtain
τ = E∆ (α, β ). Then, for h = τ, τ + 1, τ + 2, ..., τ + ∆ − 1, compute Q(α, β , h). Then report

rlcp(α, β ) = max{h | h ∈ [τ, τ + ∆ − 1] and Q(α, β , h) = YES }

The time complexity is O(log1+ε n + ∆ · logε n) = O(log1+ε n) and the space complexity is O(n),
as claimed. In what follows, we present the details of these two components of our data structure.
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4.3

Details of the Components

We maintain the suffix tree ST of T and the linear space data structure for various 2D range
successor/predecessor queries (in O(logε n) time [101]) over the following set of n points.

P = {(i, SA[i]) | i ∈ [1, n]}

We rely on this structure for computing interval-LCP and left-leg/right-leg queries (to be defined
next).
Lemma 15. We can answer an interval-LCP query ilcp(p, α, β ) in time O(logε n).

Proof. Find the leaf `ISA[p] first. Then find the rightmost leaf `x before `ISA[p] and the leftmost leaf
`y after `ISA[p] , such that SA[x], SA[y] ∈ [α, β ]. We can rely on the following queries for this:

x = ORQ([−∞, p − 1], [α, β ]) and y = ORQ([p + 1, +∞], [α, β ])

Clearly, ilcp(p, α, β ) is given by max{lcp(p, x), lcp(p, y)}. This completes the proof.

Definition 14. For i, j ∈ Z, i, j ≥ 0 and h ∈ Z, h > 0, if there exists a special bridge (i, ·, h) ∈ Bspe ,
we define
rightLeg(i, h) = min{x | (i, x, h) ∈ Bspe },
otherwise
rightLeg(i, h) = +∞.
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Similarly, if there exists a special bridge (·, j, h) ∈ Bspe ,

leftLeg( j, h) = max{x | (x, j, h) ∈ Bspe },

otherwise
leftLeg( j, h) = −∞.

Note that special bridges (i, ·, h) ∈ Bspe and (·, j, h) ∈ Bspe may not be unique and leftLeg, rightLeg
represent the closest left leg and the closest right leg, respectively.
Lemma 16. By maintaining a linear space data structure, we can answer rightLeg(k, h) and leftLeg(k, h)
queries in O(logε n) time.

Proof. Find the ancestor u (if it exists) of `ISA[k] , such that |path(u)| = h via a weighted level
ancestor query (see Section 2.1). If u does not exist, then rightLeg(k, h) = +∞ and leftLeg(k, h) =
−∞. Otherwise, let u0 be the child of u, such that `ISA[k] is under u0 . Also, let [x, y] and [x0 , y0 ] be
the range of leaves under u and u0 , respectively. Then compute
p = min(ORQ([x, y]\[x0 , y0 ], [k + 1, +∞]), +∞),
q = max(ORQ([x, y]\[x0 , y0 ], [−∞, k − 1]), −∞).
If p = +∞, rightLeg(k, h) = +∞. Otherwise, let [x p , y p ] be the range of leaves under the child of u
that is over `ISA[p] . If u0 is a heavy node and ORQ([x, y]\[x p , y p ], [−∞, p − 1]) 6= k, rightLeg(k, h) =
+∞. Otherwise, rightLeg(k, h) = p. Similarly, If q = −∞, leftLeg(k, h) = −∞. Otherwise, let
[xq , yq ] be the range of leaves under the child of u that is over `ISA[q] . If u0 is a heavy node and
ORQ([x, y]\[xq , yq ], [q + 1, +∞]) 6= k, leftLeg(k, h) = −∞. Otherwise, leftLeg(k, h) = q. This completes the proof.
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The structures described in Lemma 15 and Lemma 16 are the building blocks of our main components, to be described next. The following observation is exploited in both.
Lemma 17. Suppose that (i, j, h) ∈ Bspe . Then, ∀k ∈ [1, h − 1], there exists at least one of (i +
k, ·, h − k) ∈ Bspe such that rightLeg(i + k, h − k) ∈ (i + k, j + k] and (·, j + k, h − k) ∈ Bspe such that
leftLeg( j + k, h − k) ∈ [i + k, j + k).

Proof. Given lcp(i, j) = h, we have lcp(i + k, j + k) = (h − k). Let u0i+k , u0j+k be the child of u =
lca(`ISA[i+k] , `ISA[ j+k] ), such that `ISA[i+k] , `ISA[i+k] is under u0i+k , u0j+k , respectively. Then, at least
one of u0i+k and u0j+k is a light node. From the definition of a special bridge, there exists at least one
of (i + k, ·, h − k) ∈ Bspe and (·, j + k, h − k) ∈ Bspe . From lcp(i + k, j + k) = (h − k), if there exists
(i + k, ·, h − k) ∈ Bspe , rightLeg(i + k, h − k) ≤ j + k. Similarly, if there exists (·, j + k, h − k) ∈ Bspe ,
leftLeg( j + k, h − k) ≥ i + k. This completes the proof.

4.3.1

The Structure for Estimating Range-LCP

Let Bt denotes the set of all special bridges with height t. Also, for f = 0, 1, 2, . . . , (∆ − 1), where
∆ = Θ(log n), define C f to be the set of all special bridges with its height divided by ∆ leaving
remainder f . Specifically,
j

Cf =

n− f
∆

k

[

B( f +k∆)

k=0

Let Cπ : π ∈ [0, ∆ − 1] be the smallest set among all C f ’s. Its size can be bounded by O((n log n)/∆)
(by pigeonhole principle), which is O(n). Also |B1 | can be bounded by O(n). We map each special
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bridge (i, j, h) ∈ Cπ ∪ B1 into a 2D point (i, j) with weight h and maintain the linear-space data
structure over them for answering 2D-RMQ. We use the linear-space structure by Chazelle [38].
The space is |Cπ ∪ B1 | = O(n) words and the query time is O(log1+ε n).

Our Algorithm

Let (α ∗ , β ∗ , h∗ ) be the tallest special bridge, such that both α ∗ , β ∗ ∈ [α, β ].
Two possible scenarios are

1. β ∗ ∈ (α, β − ∆]: We query on the 2D-RMQ structure over Cπ ∪ B1 and find the tallest bridge
(i0 , j0 , h0 ) ∈ Cπ ∪ B1 , such that i0 , j0 ∈ [α, β ] and h0 > 0. We claim that h∗ ∈ [h0 , h0 + ∆). Proof
follows from Lemma 17.
2. β ∗ ∈ (β − ∆, β ]: We can rely on Interval-LCP queries. Specifically, h∗ = max{ilcp(p, α, β ) |
p ∈ (β − ∆, β ]}.

Because we do not know which case occurs, we try both. Then we have


E∆ (α, β ) = max {ilcp(p, α, β ) | p ∈ (β − ∆, β ]} ∪ {h0 } .
Note that if h∗ > 0, E∆ (α, β ) always returns a positive value.
The time complexity is proportional to that of one 2D-RMQ and at most ∆ number of Interval-LCP
queries. That is, O(log1+ε n + ∆ · logε n) = O(log1+ε n) time.
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4.3.2

The Structure for Handling Q(α, β , h) Queries

Recall that Bt is the set of all special bridges with height t. Let Lt1 represent the sorted list of
left-legs of all bridges in Bt in the form of a y-fast trie for fast predecessor/successor search. Also,
let Rt1 be another array, such that Rt1 [k] = rightLeg(Lt1 [k],t). Let Rt2 represent the sorted list of
right-legs of all bridges in Bt in the form of a y-fast trie for fast predecessor search. Also, let Lt2 be
another array, such that Lt2 [k] = leftLeg(Rt2 [k],t).
Also, let
Sπ = {1, π, π + ∆, π + 2∆, π + 3∆, ..., (π + b(n − π)/∆c∆)}.
For each t ∈ [1, n], we maintain a separate structure that can answer queries of the type Q(·, ·,t).
Based on whether h in the query Q(α, β , h) is in Sπ or not, we have two cases.

Case 1: h ∈ Sπ
To handle this case, we maintain Lt1 and the succinct data structure for range minimum query
(RMQ) on Rt1 for all t ∈ Sπ . The total space is |Cπ ∪ B1 | = O(n) words. Therefore, any query
Q(α, β , h) with h ∈ Sπ can be answered using the following steps.

1. Find the smallest k, such that Lh1 [k] ≥ α via a successor query.
2. Then, find the index k0 corresponding to the smallest element in R1h [k, |R1h |] using a range
minimum query. Note that R1h is not stored.
3. Then, report “YES" if rightLeg(Lh1 [k0 ], h) ≤ β , and report “NO" otherwise.

The time complexity is (log log n + logε n) = O(logε n). The correctness can be easily verified.
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Case 2: h ∈
/ Sπ

We first show how to design a structure for a predefined h. Let q = pred(h, Sπ ) = π +∆·b(h−π)/∆c
if h ≥ π, otherwise q = 1. Also, let z = (h − q). Note that for each special bridge (i, j, h), there
exists at least one of special bridges (i + z, ·, h − z) = (i + z, ·, q) and (·, j + z, h − z) = (·, j + z, q).
0

0

0

Now, define arrays R1h and Lh2 of length |Bq |, such that for any k ∈ [1, |Bq |], R1h [k] = rightLeg((Lq1 [k]−
0

z), h) and Lh2 [k] = leftLeg((R2q [k] − z), h). Our data structures are a succinct range minimum query
0

0

(RMQ) structure over R1h and a succinct range maximum query structure over Lh2 . We now show
0

0

how to answer a Q(α, β , h) query using R1h , Lh2 , Lq1 and R2q . The steps are as follows.

1. Find the smallest k, such that (Lq1 [k] − z) ≥ α. We perform a successor query on Lq1 for this.
0

2. Then, find the index k0 corresponding to the smallest element in R1h [k, |R1q |] using a range
minimum query.
3. Then, report “YES" if rightLeg(Lq1 [k0 ] − z, h) ≤ β , otherwise continue to the next step.
4. Then, find the largest l, such that (R2q [l] − z) ≤ β . We perform a predecessor query on R2q for
this.
0

5. Then, find the index l 0 corresponding to the largest element in Lh2 [1, l] using a range maximum query.
6. Then, report “YES" if leftLeg(R2q [l 0 ] − z, h) ≥ α, and report “NO" otherwise.

The time complexity is (log log n + logε n) = O(logε n). The space complexity for a fixed h is
|Bq |(4 + o(1)) bits. Therefore, by maintaining the above structure for all values of h, we can
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answer Q(α, β , h) for any α, β and h in O(logε n) time. Total space (in bits) is:
n

(4 + o(1)) ∑ |Bπ+∆·b(h−π)/∆c | = (4 + o(1))∆

∑

|Bq | = O(n log n).

q∈Sπ

h=1

4.4

Conclusion

In this chapter, we revisited the Range Longest Common Prefix Problem which is initially introduced by Amir et al. [20]. They proposed an O(n log1+ε n) space structure with query time
O(log log n), and a linear space (i.e., O(n) words) structure with query time O(δ log log n), where
δ = β − α + 1 is the length of the input range and ε > 0 is an arbitrarily small constant. Our data
structure can answer the Range LCP queries in poly-logarithmic time using a linear space data.
We showed, any Range-LCP query on the text T[1, n] can be answered in O(log1+ε n) time using
a linear space data structure. We remark that our data structure can be constructed in O(n log n)
time.

48

CHAPTER 5: THE RANGE SHORTEST UNIQUE SUBSTRING
PROBLEM

Given string T as input, the Shortest Unique Substring problem is to find a shortest substring of T
that does not occur elsewhere in T. In this chapter, we introduce the range variant of this problem,
which we call the Range Shortest Unique Substring problem. The task is to construct a data structure over T answering the following type of online queries efficiently. Given a range [α, β ], return
a shortest substring T[i, j] of T with exactly one occurrence in [α, β ]. In this chapter, we present
our framework for solving the Range Shortest Unique Substring Problem. In Section 5.1, we propose our O(n log n)-word data structure with O(logw n) query time, where w = Ω(log n) is the
√
word size. Additionally, in Section 5.2, we present an O(n)-word data structure with O( n logε n)
query time, where ε > 0 is an arbitrarily small constant.

5.1

An O(n log n)-Word Data Structure

Our construction is based on ingredients such as the suffix tree [121], heavy-light decomposition [112], and a geometric data structure for rectangle stabbing [37]. Let us start with some
definitions.
Definition 15. For a position k ∈ [1, n] and h ≥ 1, we define Prev(k, h) and Next(k, h) as follows:

Prev(k, h) = max{{ j < k | T[k, k + h − 1] = T[ j, j + h − 1]} ∪ {−∞}}
j

Next(k, h) = min{{ j > k | T[k, k + h − 1] = T[ j, j + h − 1]} ∪ {+∞}}.
j

Intuitively, let x and y be the occurrences of T[k, k +h−1] right before and right after the position k,
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respectively. Then, Prev(k, h) = x and Next(k, h) = y. If x (resp., y) does not exist, then Prev(k, h) =
−∞ (resp., Next(k, h) = +∞).
Definition 16. Let k ∈ [a, b]. We define λ (a, b, k) as follows:

λ (a, b, k) = min{h | Prev(k, h) < a and Next(k, h) > b}.

Intuitively, λ (a, b, k) denotes the length of the shortest substring that starts at position k with exactly
one occurrence in [a, b].
Definition 17. For a position k ∈ [1, n], we define Ck as follows:

Ck = {h > 1 | (Next(k, h), Prev(k, h)) 6= (Next(k, h − 1), Prev(k, h − 1))} ∪ {1}

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

Example 2. (Running Example for Definition 17) Let T = caabcadda a c a dd a a a a b a c and k =
10. We have that (Next(10, 1), Prev(10, 1)) = (12, 9), (Next(10, 2), Prev(10, 2)) = (20, −∞), and
(Next(10, 3), Prev(10, 3)) = (+∞, −∞). Thus, C10 = {2, 3} ∪ {1} = {1, 2, 3}.

Intuitively, Ck stores the set of candidate lengths for shortest unique substrings starting at position
k. We make the following observation.
Observation 1. λ (a, b, k) ∈ Ck , for any 1 ≤ a ≤ b ≤ n.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

Example 3. (Running Example for Observation 1) Let T = caabcadda a c a dd a a a a b a c and k =
10. We have that C10 = {1, 2, 3}. For a = 5 and b = 16, λ (5, 16, 10) = 2, denoting substring ac.
For a = 5 and b = 20, λ (5, 20, 10) = 3, denoting substring aca.

The following combinatorial lemma is crucial for efficiency.
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T:

1

Problem Reduction

Figure 5.1: Illustration of the problem reduction: (k, h) is the output of the rSUS problem with
query range [α, β ], where h = λ (α, β , k) ∈ Ck . Rk,h is the lowest weighted rectangle in R containing the point (α, β ).

Lemma 18. ∑k |Ck | = O(n log n).

Proof. The proof of Lemma 18 is deferred to Section 5.1.

We are now ready to present our construction. By Observation 1, for a given query range [α, β ],
the answer (p, `) we are looking for is the pair (k, h) with the minimum h under the following
conditions: k ∈ [α, β ], h ∈ Ck , Prev(k, h) < α and Next(k, h) > β . Equivalently, (p, `) is the pair
(k, h) with the minimum h, such that h ∈ Ck , α ∈ (Prev(k, h), k], and β ∈ [k, Next(k, h)). We map
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each h ∈ Ck into a weighted rectangle Rk,h with weight h which is defined as follows:

Rk,h = [Prev(k, h) + 1, k] × [k, Next(k, h) − 1].

Let R be the set of all such rectangles, then the lowest weighted rectangle in R stabbed by the
point (α, β ) is R p,` . In short, an rSUS query on T[1, n] with an input range [α, β ] can be reduced
to an equivalent top-1 rectangle stabbing query on a set R of rectangles with input point (α, β ).
In the 2-d Top-1 Rectangle Stabbing problem, we preprocess a set of weighted rectangles in 2-d so
that given a query point q the task is to report the largest (or lowest) weighted rectangles containing
q [37]. Similarly, here, the task is to report the lowest weighted rectangle in R containing the point
(α, β ) (see Figure 5.1 for an illustration). By Lemma 18, we have that |R| = O(n log n). Therefore,
by employing the optimal data structure for top-1 rectangle stabbing presented by Chan et al. [37],
which takes O(|R|)-word space supporting O(logw |R|)-time queries, we arrive at the space-time
trade-off of Theorem 4. This completes our construction.
Proof of Lemma 18
Let lcp(i, j) denote the length of the longest common prefix of the suffixes of T starting at positions
i and j in T. Also, let S denote the set of all (x, y) pairs, such that 1 ≤ x < y ≤ n and lcp(x, y) >
lcp(x, z), for all z ∈ [x + 1, y − 1]. The proof can be broken down into Lemma 19 and Lemma 20.
Lemma 19. ∑k |Ck | = O(|S|).

Proof. Let us fix a position k. Let
Ck0 = {h > 1 | Prev(k, h) 6= Prev(k, h − 1)}
Ck00 = {h > 1 | Next(k, h) 6= Next(k, h − 1)}.
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Clearly we have that Ck = Ck0 ∪Ck00 ∪ {1}.
The following statements can be deduced by a simple contradiction argument:

1. Let i = Prev(k, h) 6= −∞, where h ∈ Ck0 , then i = Prev(k, lcp(i, k))
2. Let j = Next(k, h) 6= ∞, where h ∈ Ck00 , then j = Next(k, lcp(k, j)).

Figure 5.2 illustrates the proof for the first statement. The second one can be proved in a similar
fashion.
T:

1

Figure 5.2: Let h ∈ Ck0 and i = Prev(k, h). By contradiction, assume that there exists j ∈ (i, k)
such that j = Prev(k, lcp(i, k)). Since h ≤ lcp(i, k), T[ j, j + h − 1] = T[k, k + h − 1]. This is a
contradiction with i = Prev(k, h). Thus, i = Prev(k, lcp(i, k)).

Clearly, |Ck0 | is proportional to the number of (i, k) pairs such that lcp(i, k) 6= 0 and i = Prev(k, lcp(i, k)).
Similarly, |Ck00 | is proportional to the number of (k, j) pairs such that lcp(k, j) 6= 0 and j = Next(k, lcp(k, j)).
Therefore, ∑k |Ck | is proportional to the number of (x, y) pairs, such that lcp(x, y) 6= 0 and lcp(x, y) >
lcp(x, z), for all z ∈ [x + 1, y − 1]. This completes the proof of Lemma 19.
Lemma 20. |S| = O(n log n).

Proof. Consider the suffix tree data structure of string T[1, n], which is a compact trie of the n
suffixes of T appended with a letter $ ∈
/ Σ [121]. This suffix tree consists of n + 1 leaves (one for
each suffix of T) and at most n internal nodes. The edges are labeled with substrings of T. Let u be
the lowest common ancestor of the leaves corresponding to the strings T[x, n]$ and T[y, n]$. Then,
53

the concatenation of the edge labels on the path from the root to u is exactly the longest common
prefix of T[x, n]$ and T[y, n]$. For any node u, we denote by size(u) the total number of leaf nodes
of the subtree rooted at u.
We decompose the nodes in the suffix tree into light and heavy nodes. The root node is light and
for any internal node, exactly one child is heavy. Specifically, the heavy child is the one having
the largest number of leaves in its subtree (ties are broken arbitrarily). All other children are light.
This tree decomposition is known as heavy-light decomposition. We have the following critical
observation. Any path from the root to a leaf node contains many nodes, however, the number of
light nodes is at most log n [112, 69]. Also, corresponding to the n + 1 leaves of the suffix tree,
there are n + 1 paths from the root to the leaves. Therefore, the sum of subtree sizes over all light
nodes is O(n log n).
We are now ready to complete the proof. Let Su ⊆ S denote the set of pairs (x, y), such that the
lowest common ancestor of the leaves corresponding to suffixes T[x, n]$ and T[y, n]$ is u. Clearly,
the paths from the root to the leaves corresponding to suffixes T[x, n]$ and T[y, n]$ pass from two
distinct children of node u and then at least one of the two must be a light node. There are two
cases. In the first case, both leaves are under the light children. In the second case, one leaf is under
a light child and the other is under the heavy child. In both cases, we have at least one leaf under
a light node. If we fix the leaf which is under the light node, we can enumerate the total number
of pairs based on the subtree size of the light nodes. Therefore, |Su | is at most twice the sum of
size(·) over all light children of u. Since |S| = ∑u |Su |, we can bound |S| by the sum of size(·) over
all light nodes in the suffix tree, which is O(n log n). This completes the proof of Lemma 20.
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5.2

An O(n)-Word Data Structure

This section is dedicated to proving Theorem 5. For simplicity, we focus only on the computation
of the length ` of the output (p, `).
Let SA be the suffix array of string T of length n , which is a permutation of {1, · · · , n}, such
that SA[i] = j if T[ j, n] is the ith lexicographically smallest suffix of T [92]. Further let SA−1 be
the inverse suffix array of string T of length n, which is a permutation of {1, · · · , n}, such that
SA−1 [SA[i]] = i. Moreover, SA of T can be constructed in linear time and space [46, 79].
We observe that an O(β − α + 1)-time solution is straightforward with the aid of the suffix tree
of T as follows. First, identify those leaves corresponding to the suffixes starting within [α, β ]
using the inverse suffix array of T and mark them. Then, for each marked leaf, identify its lowest
ancestor node (and double mark it), such that a marked neighbor is also under it. This can be done
via at most two O(1)-time Lowest Common Ancestor (LCA) queries over the suffix tree of T using
O(n) additional space [29]. Then, find the minimum over the string-depth of all double-marked
nodes, add 1 to it, and report it as the length `. The correctness is readily verified.
We employ the above procedure when β − α + 1 < 3∆, where ∆ is a parameter to be set later.
We now consider the case when β − α + 1 ≥ 3∆. Note that ` is the smallest element in S∗ =
{λ (α, β , k) | k ∈ [α, β ]}. Let α 0 be the smallest number after α and β 0 be the largest number
before β such that α 0 and β 0 are multiples of ∆. Then, S∗ can be written as the union of S0 =
{λ (α, β , k) | k ∈ [α, α 0 − 1] ∪ [β 0 + 1, β ]} and S00 = {λ (α, β , k) | k ∈ [α 0 , β 0 ]}. Furthermore, S00 can
be written as S100 ∪ S200 ∪ S300 , where

• S100 = {h = λ (α, β , k) | k ∈ [α 0 , β 0 ], Prev(k, h) ∈ [α 0 − ∆, α − 1]}
• S200 = {h = λ (α, β , k) | k ∈ [α 0 , β 0 ], Next(k, h) ∈ [β + 1, β 0 + ∆]}
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• S300 = {h = λ (α, β , k) | k ∈ [α 0 , β 0 ], Prev(k, h) ∈ (−∞, α 0 − ∆ − 1], Next(k, h) ∈ [β 0 + ∆ +
1, ∞)}.

Our algorithm is based on a solution to the Orthogonal Range Predecessor/Successor in 2-d problem. A set P of n points in an [1, n] × [1, n] grid can be preprocessed into a linear-space data
structure, such that the following queries can be answered in O(logε n) time per query [101]:

• ORQ([x0 , x00 ], [−∞, y00 ]) = arg max j {(i, j) ∈ P ∩ [x0 , x00 ] × [−∞, y00 ]}
• ORQ([−∞, x00 ], [y0 , y00 ]) = arg maxi {(i, j) ∈ P ∩ [−∞, x00 ] × [y0 , y00 ]}
• ORQ([x0 , x00 ], [y0 , +∞]) = arg min j {(i, j) ∈ P ∩ [x0 , x00 ] × [y0 , +∞]}
• ORQ([x0 , +∞], [y0 , y00 ]) = arg mini {(i, j) ∈ P ∩ [x0 , +∞] × [y0 , y00 ]}.

We next show how to maintain additional structures, so that the smallest element in each of the
above sets can be efficiently computed and thus the smallest among them can be reported as `.

• Computing the Smallest Element in S0 : For each k ∈ [α, α 0 − 1] ∪ [β 0 + 1, β ], we compute
λ (α, β , k) and report the smallest among them. We handle each λ (α, β , k) query in time
O(logε n) as follows: first find the leaf corresponding to the string position k in the suffix
tree of T, then the last (resp., first) leaf on its left (resp., right) side, such that the string
position x (resp., y) corresponding to it is in [α, β ], and report 1 + max{lcp(k, x), lcp(k, y)}.
To enable the computation of x (resp., y) efficiently, we preprocess the suffix array into an
O(n)-word data structure that can answer orthogonal range predecessor (resp., successor)
queries in O(logε n) time [101].
• Computing the Smallest Element in S100 : For each r ∈ [α 0 − ∆, α − 1], we compute the
smallest element in {h = λ (α, β , k) | k ∈ [α 0 , β 0 ], Prev(k, h) = r} and report the smallest
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among them. The procedure is the following: find the leaf corresponding to the string position r in the suffix tree of T and the last (resp., first) leaf on its left (resp., right) side,
such that its corresponding string position x (resp., y) is in [α 0 , β 0 ] (via orthogonal range
successor/predecessor queries as earlier). Then, t = max{lcp(r, x), lcp(r, y)} is the length of
the longest prefix of T[r, n] with an occurrence d in [α 0 , β 0 ]. However, we need to verify if
occurrence d is unique and its Prev(d,t) = r. For this, find the two leftmost occurrences
of T[r, r + t − 1] after r, denoted by x0 and y0 (x0 < y0 ), via two orthogonal range successor queries. If y0 does not exist, set y0 = +∞. Then report λ (α, β , d) if α 0 ≤ x0 ≤ β 0 < y0 .
Otherwise, report +∞.
• Computing the Smallest Element in S200 : For each r ∈ [β + 1, β 0 + ∆], we compute the
smallest element in {h = λ (α, β , k) | k ∈ [α 0 , β 0 ], Next(k, h) = r} and report the smallest
among them. The procedure is analogous to that of S100 ; i.e., find the length t of the longest
prefix of T[r, n] with an occurrence d in [α 0 , β 0 ]. Then, find the two rightmost occurrences
of T[r, r + t − 1] before r, denoted by x0 and y0 (x0 < y0 ), via two orthogonal range successor
queries. If x0 does not exist, set x0 = +∞. Then report λ (α, β , d) if x0 < α 0 ≤ y0 ≤ β 0 .
Otherwise, report +∞.
• Computing the Smallest Element in S300 : The set S300 can be written as {λ (α 0 − ∆, β 0 + ∆, k) |
k ∈ [α 0 , β 0 ]}, which is now dependent only on α 0 , β 0 and ∆. Therefore, our idea is to precompute and explicitly store the minimum element in {λ (a − ∆, b + ∆, k) | k ∈ [a, b]} for all
(a, b) pairs, where both a and b are multiples of ∆, and for that the desired answer can be
retrieved in constant time. The additional space needed is O((n/∆)2 ).
√
√
We set ∆ = b nc. The total space is then O(n) and the total time is O(∆ logε n) = O( n logε n).
We therefore arrive at Theorem 5.
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5.3

Final Remarks

We introduced the Range Shortest Unique Substring (rSUS) problem, the range variant of the
Shortest Unique Substring problem. We presented an O(n log n)-word data structure with O(logw n)
query time, where w = Ω(log n) is the word size, for this problem. We also presented an O(n)-word
√
data structure with O( n logε n) query time, where ε > 0 is an arbitrarily small constant.
We leave the following related questions unanswered:

1. Can we design an O(n)-word data structure for the rSUS problem with polylogarithmic
query time?
2. Can we design an efficient solution for the k mismatches/edits variation of the rSUS problem,
perhaps using the framework of [115, 113, 13]?
3. Can our reduction from Section 5.1 be extended to other types of string regularities, such as
shortest absent words [27]?
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CHAPTER 6: INDEXING CACHE-OBLIVIOUSLY

In this chapter, we focus on a variation of the text indexing problem, known as the non-overlapping
indexing, which is central to data compression [24, 40]. Specifically, we study two problems 5 and
6 which are defined in Section 1.4.

6.1

Sorted Range Reporting on Arrays

Definition 18. Let A[1, n] be an array of n integers. A sorted range reporting query [s, e] on A asks
to report the elements in the subarray A[s, e] in their ascending order.

We now present two useful results.
Lemma 21. There exists an O(n log n) space cache-oblivious data structure that can answer sorted
range reporting queries on arrays in optimal O((e − s + 1)/B) I/O operations.

Proof. Let L(t, l) be the list of all (i, A[i]) pairs with i ∈ [t,t + l − 1] in the ascending order of A[i].
Maintain L(1, l), L(1 + l, 2l), L(1 + 2l, 3l), . . . , L(1 + lbn/lc, n) for l = 2, 4, 8, · · · , 2blog nc . The total
space is O(n log n).
To answer a query [s, e], compute l = 2blog(e−s+1)c and k = lbe/lc. Then, simply merge the two
sorted lists L(k − l + 1, k) and L(k + 1, k + l) and discard those elements that are not in A[s, e]. The
correctness follows from the fact that k − l + 1 ≤ s ≤ e ≤ k + l. The number of I/O operations
required is 2l/B = O((e − s + 1)/B).
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Lemma 22. There exists an O(n logM/B n) space cache-aware data structure that can answer
sorted range reporting queries on arrays in optimal O((e − s + 1)/B) I/O operations.

Proof. Since M and B are known in advance, maintain L(1, l), L(1 + l, 2l), L(1 + 2l, 3l), . . . , L(1 +
lbn/lc, n) with l = (M/B) j/2 for j = 0, 1, 2, . . . , blogM/B nc. The total space is O(n logM/B n).
Given a query [s, e], first compute l and j, such that t = (M/B) j/2 ≤ e − s + 1 ≤ (M/B)( j+1)/2 . If
t is small enough, say below (M/B)1/2 , then the entire subarray A[s, e] can be taken to the internal
memory and sorted. Otherwise, the query can be answered by merging O((M/B)1/2 logM/B n)
sorted lists of total length Θ(e − s + 1). This can be implemented in optimal O((e − s + 1)/B) I/O
operations.

6.2

Non-Overlapping Indexing - Cache Obliviously

Our data structure consists of a (cache-oblivious) suffix tree ST, and a sorted range reporting
structure as in Lemma 21 over the suffix array SA. Additional structures will be introduced along
the way. We start with a definition.
Definition 19 (Shortest Period). Let Q be the shortest prefix of P such that P can be written as the
concatenation of α ≥ 1 copies of Q and a (possibly empty) prefix R of Q. i.e., P = Qα R. Then, we
denote the length of Q by period(P).

We say that an input pattern P is periodic if period(P) ≤ |P|/2 (equivalently α ≥ 2), else (i.e.,
α = 1), we say P is aperiodic. The first step of our query algorithm is to check if P is periodic or
not, and we rely on the result in Lemma 23.
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Lemma 23. Given a pattern P[1, m] which appears at least once in T, there exists an algorithm
that finds if P is periodic or not in O(m/B + logB n) I/O operations using an O(n log n) space
structure. Also, the algorithm returns period(P) if P is periodic.

Proof. We start with some terminologies. A substring T[i, i + l − 1] is right-maximally-periodic iff
T[i, i + l − 1] is periodic and T[i, i + l] is aperiodic. Let l1 , l2 , ..., lk be the lengths of all substrings
starting at i in their ascending order that are right-maximally-periodic and let q1 , q2 , ..., qk be their
respective period(·)’s. From the definition of periodic and aperiodic, l j−1 ≤ q j and 2 · q j ≤ l j ,
therefore 2 · l j−1 ≤ l j for all j ∈ [2, k]. Also, 2k−1 l1 ≤ lk ≤ n − i + 1 and the number k of rightmaximally-periodic prefixes of T[i, n] can be bounded by 1 + log(lk /l1 ) = O(log n). Moreover, any
substring T[i, i + m − 1] of length m is periodic (with period q j ) iff 2 · q j ≤ m ≤ l j for some j.
The proof of Lemma 23 is straightforward from the discussion above. For each T[i, n], we maintain
the lengths and periods of all its right-maximally-periodic prefixes. The space required is O(n log n)
words. When a pattern P[1, m] comes, the algorithm first finds an occurrence i of P in T in O(m/B+
logB n) I/O operations. Then from the lengths of all right-maximally-periodic prefixes (and their
periods) of T[i, n], it decides if P is periodic or not in (log n)/B = O(logB n) I/O operations. The
algorithm also retrieves period(P), if P is periodic.

6.2.1

Handling aperiodic case

When P is aperiodic, occ = Θ(nocc). Therefore, obtain all occurrences of P in their ascending
order and do the following: report the first occurrence and report any other occurrence iff it is
not overlapping with the last reported occurrence. This step can be implemented in occ/B =
Θ(nocc/B) I/O operations. Thus, the total number of I/O operations in this case is O(m/B +
61

logB n + nocc/B).

6.2.2

Handling periodic case

We start with the following simple observation by Ganguly et al. [60].
Observation 2. If we list all the occurrences of P = Qα R in T in the ascending order, we can see
clusters of occurrences holding the following property: two consecutive occurrences (i) within a
cluster, are exactly period(P) distance apart and (ii) not within a cluster cannot have an overlap
of length period(P) or more.
Lemma 24. Let π be the number of clusters. Then π = O(nocc).

Proof. Two occurrences i, j not within the same cluster overlap only if i is the last occurrence
in a cluster and j is the first occurrence within the next cluster (follows from Observation 2(ii)).
However, only one of them can be a part of the final output. Therefore, nocc ≥ π/2.

Definition 20. An occurrence is a cluster-head (resp., cluster-tail) iff it is the first (resp., last)
occurrence within a cluster. Also, let L0 (resp., L00 ) be the list of all cluster heads (resp., tails) in
their ascending order.

Observe that the distance between two consecutive non-overlapping occurrences within the same
cluster, denoted by λ is period(P) · dm/period(P)e. See Fig 6.1.
Let Ci be the ith leftmost cluster and Si (resp., Si∗ ) be the largest set of non-overlapping occurrences
in Ci including (resp., excluding) the first occurrence L0 [i] in Ci . Specifically,

Si = {L0 [i] + kλ | for k = 0, 1, 2, 3, .. as long as L0 [i] + kλ ≤ L00 [i]}
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Si∗ = {period(P) + L0 [i] + kλ | for k = 0, 1, 2, 3, .. as long as period(P) + L0 [i] + kλ ≤ L00 [i]}

Therefore, the final output can be generated by just examining L0 and L00 using the procedure in Algorithm 1.
This step takes only O(nocc/B) I/O operations. The correctness follows from Observation 2.
What remains to show is, how to compute L0 and L00 efficiently.

Algorithm 1 Reports the largest set of non-overlapping occurrences of P in T.
1: report S1
2: for (i = 2 to π) do
3:
if (the last reported occurrence and L0 [i] are non-overlapping) then report Si
4:
else report Si∗
5:

end for

Computing L00 : The List of Cluster Tails
We use the following observation by Ganguly et al. [60]: a text position y is the rightmost occurrence of P
within a cluster (i.e., cluster-tail) iff T[y, n] is prefixed by P = Qα R, but not by QP = Q1+α R. This means,
L00 is the sorted list of all elements in the set {SA[i] | i ∈ [sp(P), ep(P)] ∧ i ∈
/ [sp(QP), ep(QP)]} of size π
(see Fig 6.2).
The first step is to compute locus(P) and locus(QP), which takes |P|/B + |QP|/B + logB n = O(m/B +

Figure 6.1: Here P = catcatca, x is the cluster-head and y = x + 21 is the cluster-tail. Then,
the largest set of non-overlapping occurrences with the first occurrence included, and the first
occurrence excluded are {x, x + 9, x + 18} and {x + 3, x + 12, x + 21}, respectively.
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Figure 6.2: Highlighted are the regions corresponding to cluster tails.

logB n) I/O operations. Then L00 can be obtained via two sorted range reporting queries on SA, in O(π/B)
I/O operations.
Computing L0 : The List of Cluster Heads
−
←
−
←
− ←
←
−
Clearly, for each cluster of P in T, there is a corresponding cluster of P in T . Here T (resp., P ) is the
reverse of T (resp., P). Then, we have the following observation.
←
−
←
− ←
−
Observation 3. Let z be the last occurrence of P within a cluster of P in T , then (n + 2 − m − z) is the
first occurrence of P within the corresponding cluster of P in T.
←
−
Therefore, we simply construct and maintain our previous data structure for computing L00 , but on T . When
←
−
←
−
P comes as input to the original problem, we find L00 corresponding to P in T . Then, simply report
(n + 2 − m − L00 [i])’s in the descending order of i. Note that we need to maintain the suffix tree (and its
←
−
cache-oblivious version) of T as well. Additional space required is O(n log n).
In summary, both L0 and L00 can be computed in O(m/B + logB n + π/B) I/O operations using an O(n log n)
space structure. The final output can be generated in additional O(nocc/B) I/O operations. Also, π =
O(nocc) from Lemma 24. Therefore, by combining everything, we have the following result.

64

Theorem 11. There exists a data structure that is initialized with a text T[1, n], takes O(n log n) words
of space and supports the following query in the cache-oblivious model. Given a string P[1, m], the data
structure reports the largest set of non-overlapping occurrences of P[1, m] in T in their sorted order in
optimal O( mB + logB n + nocc
B ) I/O operations, where nocc is the output size.

The space complexity can be improved in the cache-aware model.
Theorem 12. There exists a data structure that is initialized with a text T[1, n], takes O(n logM/B n) words
of space and supports the following query in the cache-aware model. Given a string P[1, m], the data
structure reports the largest set of non-overlapping occurrences of P[1, m] in T in their sorted order in
optimal O( mB + logB n + nocc
B ) I/O operations, where nocc is the output size.

Proof. We modify our data structure for Theorem 11 as follows. Replace the sorted range reporting structure
of Lemma 21 by Lemma 22. Also, discard the structure of Lemma 23, because in the cache-aware model,
period(P) can be computed in O(m/B) I/O operations [107].

6.3

Range Non-Overlapping Indexing in Cache-Aware Model

The range non-overlapping problem is to preprocess a text T[1, n] into a data structure that supports the
following query: given a pattern P[1, m] and a range [s, e], report the largest set of occurrences of P in T,
that are within the range [s, e] (denote its size by nocc[s,e] ), such that any two (distinct) text positions in the
output are separated by at least m characters. The problem is a combination of the non-overlapping indexing
problem and the position restricted pattern matching problem [32, 33, 43, 72, 86, 90].
When s = 1 or e = n, we call this the one-sided range non-overlapping indexing problem. We now proceed
to present our solutions in the cache-aware model.
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6.3.1

The Data Structure

In [7], Afshani et al. showed that an array A[1, n] can be preprocessed into an O(n log n) space structure,
such that given a query ([i, j], k), we can report the top-k elements in A[i, j] in their sorted order in optimal
O(logB n + k/B) I/O operations. Using standard techniques, this result can be extended as follows: an array
A[1, n] can be preprocessed into an O(n log2 n) space structure, such that given a query ([i, j], [s, e], k), we can
report the top-k elements in {A[t] | t ∈ [i, j], A[t] ∈ [s, e]} in sorted order in optimal number of I/O operations.
The main component of data structure for range non-overlapping indexing is essentially this structure with
A being the suffix array of T. As before, we handle the aperiodic and periodic cases separately.

6.3.2

Handling aperiodic case

Find the suffix range of P and then report all those occurrences of P that are within [s, e] in their sorted
order. This step can be performed in optimal I/O operations using the structure described above. Then,
scan them in the ascending order and do the following: report the first occurrence and report any other
occurrence iff it is not overlapping with the last reported occurrence. Total number of I/O operations required
is O(m/B + logB n + nocc[s,e] /B).

6.3.3

Handling periodic case

First, we find all cluster-heads that are within the range [s, e] in their sorted order. Additionally, we find
the first occurrence of P in T[s, e] and add to the beginning of this list and call it L0 . Similarly, find all
cluster-tails that are within the range [s, e] in their sorted order. Additionally, we find the last occurrence of
P in T[s, e] and add it to the end of this list and call it L00 . In order to perform these steps in optimal I/O
operations, we rely on our O(n log2 n) space structure. To obtain our final answer, we simply run Algorithm
1 described in Section 6.2.2. The correctness and the I/O complexity can be easily verified.
Theorem 13. There exists an O(n log2 n) space data structure for the range non-overlapping indexing prob-
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lem in the cache-aware model, where n is the length of the input text T. The data structure supports reporting
the largest set of non-overlapping occurrences of an input pattern P[1, m] within a given range [s, e] in their
sorted order in optimal O( mB + logB n +

nocc[s,e]
)
B

I/O operations, where nocc[s,e] is the output size.

Remark

In the case of one-sided range non-overlapping indexing, the space complexity of the result in Theorem 13
can be improved to O(n log n).

6.4

Conclusion

Reporting or counting the occurrences of a query pattern p in an input text T is a well-studied problem
which can be solved efficiently using the traditional suffix tree data structure in O(|p| + occ) [67]. However,
reporting the non-overlapping occurrences of p in T in optimal time is more complicated. In this chapter,
we studied the non-overlapping indexing problem in the cache-oblivious model. We presented a new data
structure of size O(n log n) words that can answer queries in optimal O( mB + logB n + nocc
B ) I/O operations,
where B is the block size. The space can be improved to O(n logM/B n) in the cache-aware model, where
M is the size of main memory. Additionally, we studied a generalization of this problem with an additional
range [s, e] constraint. Here the task is to report the largest set of non-overlapping occurrences of P in T,
that are within the range [s, e]. We presented an O(n log2 n) space data structure in the cache-aware model
that can answer queries in optimal O( mB + logB n +

nocc[s,e]
)
B
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I/O operations, where nocc[s,e] is the output size.
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