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1 GENERAL INTRODUCTION 
Accurate identification of the extremes in a population is an important practical 
problem. The two applications considered here are animal breeding and epidemiolog\-. 
It is important for animal breeders to be able to identify animals with high (extreme) 
breeding values. These animals are then selected for use in breeding future generations 
in order to improve the population as measured by a trait or traits of interest; exam­
ples of traits on which selection is based are milk yield in dairy cows and weight gain 
in swine. Epidemiologists attempt to identify geographical regions with high or low 
disease incidence rates. Once a particular region is identified as having a high disease 
incidence rate, it might be investigated to determine if there is a causal relationship to 
environmental or other factors. There are other appHcations, including the areas of gov­
ernment and education, as well. Government authorities may desire to identify hospitals 
that have good (or bad) performance as compared to other hospitals (see, e.g., Morris 
and Christiansen, 1996). Educators may desire to identify schools that prepare their 
students well for standardized tests (see, e.g., Laird and Louis, 1989). 
In all of these examples, there is a common theme: the desire to rank the popu­
lation and/or to select a subset on the basis of these ranks. The statistical approach 
to analyzing data in these examples also has a common theme. The quantities of in­
terest (for example, breeding values, disease incidence rates, hospital success or failure 
rates, or school achievement rates) are treated as random effects in a hierarchical model. 
Selection of the extremes from among the ensemble of parameters is then based on es­
timation and/or ranking of these random effects. In a Bayesian approach to inference, 
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both estimation and reinking of random effects are based on the specification of a relevant 
loss function that specifies the cost of incorrect estimation or rankings in a particular 
application. 
The following chapter introduces some basic tools in Bayesian methodology that 
are used in this dissertation. Specifically, various computationsd ideas needed in later 
chapters are introduced. In addition, some key ideas related to simulation-based and 
decision-theoretic Bayesian inference are developed. 
Chapters 3 and 4 describe approaches to the inference for extremes problem in ani­
mal breeding and disease mapping. While these applications both require inference for 
extremes, the approaches introduced for choosing and evaluating loss functions are quite 
general and could be applied to other quantities of interest (besides extrema). 
Chapter 3 describes and compares traditional and Bayesian approaches to selection 
in animal breeding applications. The Bayesian approach depends on the specification of 
a loss function for deriving optimal selections. We describe a variety of loss functions 
that can be used to address the selection question. A simulation technique, which we 
name predictive evaluation, is developed to compare selection results. 
Chapter 4 describes a disease-mapping application in epidemiology. A common sta­
tistical approach to analyzing disease rate data assumes that the disease counts are 
Poisson random variables and that the underlying rates are lognormal random vari­
ables. The normal distribution on the log of the rates has a variance matrix that allows 
for spatial correlation. In Chapter 4, alternative formulations for the common model are 
reviewed and compared. In addition, theoretical and computational issues associated 
with the use of an improper prior distribution are addressed. Chapter 4 also contains an 
introduction to a new loss function, weighted ranks squared error loss, which depends 
on the specification of a vector of weights. By choosing the weights appropriately, the 
loss function can be made relevant for the problem of identifying extremes. 
Finally, Chapter 5 contains a brief summary and closing discussion. 
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2 ELEMENTS OF A BAYESIAN ANALYSIS 
A typical Bayesian analysis consists of three steps; model specification; investigation 
of the posterior distribution, often by simulation: and formal decision-theoretic inference 
guided by a loss function. These three steps are briefly described in this chapter, with 
emphasis placed on ideas that are common to the two succeeding chapters. 
2.1 Model specification 
The first step in a Bayesian analysis, model specification, depends entirely on the 
scientific context of particular applications. Thus only very basic remarks are made 
here. Typically there is a probability model, say p(y 17), for the data y conditional on 
parameters 7. A prior distribution for these parameters, p(7), is then specified. 
In a hierarchical Bayesian model, the parameters 7 are modeled as values drawn from 
a population distribution that often depends on additional parameters, Q; in this case 
the population distribution is denoted p(71 a). The prior distribution on these additional 
parameters, p(a), is known as the hyperprior distribution. It should be noted that, in 
this dissertation, p(-) and p(-1 •) denote all distributions. 
Chapter 1 briefly describes several different situations in which the identification 
of the extremes among an ensemble of parameters is of interest, for example animal 
breeding and disease mapping. In this context the data y might represent phenotypic 
characteristics of animals, disease incidence counts of geographical regions, test scores 
of schools, or observed death rates of hospitals for a particular procedure. The cor­
responding parameters 7 would then represent breeding values of animals, underlying 
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disease incidence rates, or school or hospital performance measures. The additional hy-
perparameters a might include parameters describing the variation in 7 across sampling 
units. 
For the remainder of this chapter, it is convenient to write the general Bayesian 
model as 
y |0~p(y|0),  
and 
O ^ p ( 0 ) ,  
where the single parameter vector 0 includes all parameters, including any hyperparame-
ters. In this notation p{0) may then actually represent a product of several distributions, 
for example a prior distribution and a hyperprior distribution. 
A Bayesian analysis of data involves drawing inferences for unknown quantities, such 
as model parameters, based on the posterior distribution of such quantities given the 
observed data. We consider here the most common situation, in which the quantities of 
interest are model parameters. The posterior distribution of the parameters is obtained 
from Bayes rule as 
] y) = P(y i 
The final expression above omits the normalizing constant, p(y), which is independent 
of 0. Information about unknown quantities, such as functions of 0, is obtained from 
the posterior distribution. For example, the expectation of 9i is computed as 
E ( e i l y ) =  f  B t P ( e , \ y )  d e , .  
In practice, this analytic expectation is often very difficult to compute and, instead, 
one must rely on analytic or simulation-based approximations. Markov chain Monte 
Carlo (MCMC) methodology, which is essentially Monte Carlo integration using Markov 
chains, is often used for studying posterior distributions. Specifically, MCMC simulation 
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is used to obtain a sample from the posterior distribution, and this sample is used as 
a discrete approximation of the posterior distribution. Then approximate posterior 
expectations of functions of 0 are computed using Monte Carlo integration. The next 
subsection introduces some of the MCMC algorithms that are used in this dissertation. 
For a more thorough review of MCMC methodology, see, for example, Gelman et al. 
{1995a), Gilks et al. (1996), or Carlin and Louis (1996). 
2.2 Sampling from posterior distributions 
2.2.1 Gibbs sampling 
The Gibbs sampler, so named in Geman and Geman (1984), is one common MCMC 
algorithm used to sample from posterior distributions. Let ©i,... ,0k' denote a parti­
tion of the parameter vector 0, and define 6-i = (Of,... , where 
T denotes transpose and is used here to keep all vectors as column vectors. Let 
,0^' represent a set of initial values for 0, and let ,0^^- denote 
the values of 0 at the i"* iteration. A Gibbs sampling iteration consists of sampling 
successively from each of the K conditional posterior distributions: 
p(0P 1p(0^2^ 10L'j^',y), . • • , and p(0^^^ | 0%,y), 
where ... , • • • ' Note that at each step in the iteration, 
the most recently generated values for the elements of are used. The Gibbs sampling 
iteration is repeated for t = 1,... , M, where M is the number of iterations of the 
algorithm. This algorithm defines a Markov chain on the parameter space which, under 
fairly general terms, has stationary distribution equal to the joint posterior distribution, 
p{01 y) (see, e.g., Geman and Geman, 1984; Gelfand and Smith, 1990; Roberts and 
Smith, 1993; Gelman et al., 1995a; Gilks et al., 1996). Determining how large M needs 
to be for the algorithm to have reached approximate convergence to the stationary 
distribution is a difficult problem; this topic is discussed in Section 2.2.3. 
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Gibbs sampling is especially useful for sampling from a complex posterior distribution 
when the conditional posterior distributions can be easily sampled. Other references 
providing expository material about Gibbs sampling are Casella and George (1992), 
Gelman et al. (1995a), and Carlin and Louis (1996). Specific details of Gibbs sampling 
algorithms used for our applications in animal breeding and disease mapping are given 
in Chapters 3 and 4. 
2.2.2 The Metropolis algorithm 
Another MCMC algorithm is the Metropolis algorithm (Metropolis and Ulam, 1949; 
Metropolis et al., 1953). This algorithm requires the specification of a symmetric jumping 
distribution, J{9'\9) = J{9\0'), that is used to generate a candidate value B* given 
the present value B. Let denote initial values of B, and let denote the value of 0 
at the iteration of the Metropolis algorithm. The basic Metropolis algorithm begins 
with the specification of initial values B^°^ and then consists of repeating the following 
steps, here describing the iteration. 
1. Sample a candidate B *  from J { B '  10 ^ ' " ^ ' ) .  
2. Compute the acceptance probabilitv r = min f . l) . \p(f  |y)  /  
3. Set B^'^ = < 
B '  with probability r  
with probability 1 — r. 
In this algorithm, r, which is sometimes referred to as the relative importance ratio, 
represents the ratio of the posterior density evaluated at the candidate value to the 
posterior density evaluated at the previous value of B. Thus, a value of r near one indi­
cates that B* has higher, or nearly as high, posterior density than the current value and 
should likely be accepted. The Metropolis algorithm is run for M iterations, that is, 
for t = 1,... , M, and must be monitored for approximate convergence to the station­
ary distribution. The MetropoUs algorithm defines a Markov chain that, under fairly 
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general conditions, converges to the stationary distribution, which in this discussion is 
the joint posterior distribution p{0\y) (see, e.g., Gilks et al., 1996). As with the Gibbs 
sampling algorithm, detecting the point at which approximate convergence has occurred 
is a difficult problem; the methods described in Section 2.2.3 apply to the Metropolis 
algorithm as well as the Gibbs sampling algorithm. 
A common jumping distribution for the Metropolis algorithm is a normal distribution 
with mean equal to and variance matrix chosen so that the algorithm has an 
acceptance rate in the range of 0.2 - 0.45 for the vector 6. Acceptance rates are computed 
as the number of iterations in which a new draw is accepted divided by the total number 
of iterations. We have found the following approach useful in developing a suitable 
jumping distribution. Initially, a jumping distribution is used for a long 
pilot run, where I  denotes an identity matrix of the same dimension as 6. Then V *  =  
Var(01 y) is computed based on the results of this initial run. Finally, the jumping 
distribution, V*), is used, where c is a constant chosen by experimentation 
to achieve an acceptance rate for 9 in the desired range. For more details about the 
Metropolis algorithm, jumping distributions, and acceptance rates, see Gelman et al. 
(1995a) or Gelman et al. (1995b). 
This description of the Metropolis algorithm assumes that the entire vector 0 is to 
be sampled at one time. It is, however, possible to incorporate the Metropolis algorithm 
into a Gibbs sampling algorithm, using Metropolis steps to sample from some or all of 
the conditional posterior distributions. This is typically done when some or all of the 
subvectors of 0 have unknown distributional forms that require a sophisticated sampling 
method. 
As a final note, a generalization of the Metropolis algorithm, the Metropolis-Hastings 
algorithm (Hastings, 1970), does not require the jumping distribution to be a symmetric 
distribution. 
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2.2.3 Convergence diagnostics 
After an initial burn-in period, each iteration of a properly constructed Markov chain 
simulation technique, such as the Metropolis and Gibbs sampling algorithms applied to 
appropriate distributions, gives a draw from the stationary distribution, though consec­
utive draws are not independent (Roberts and Smith, 1993). In this dissertation, the 
stationary distribution is the posterior distribution, p{0\y). A key to Markov chain 
simulation is knowing when the algorithm has run long enough to have approximately 
converged to this stationary distribution. 
A number of techniques have been developed to address this problem. Cowles and 
Carlin (1996) provide a recent review of 13 convergence diagnostics. This section pro­
vides a description of one of the most popular convergence diagnostics, which was intro­
duced by Gelman and Rubin (1992). Gelman and Rubin's diagnostic is used to detect 
convergence for the examples in this dissertation. 
The Gelman and Rubin approach requires running multiple independent chains with 
overdispersed starting values (starting values exhibiting greater variability than the true 
posterior variance). Gelman and Rubin's method then compares the location and vari­
ability of the different chains. The basic idea behind their method is that we can be 
confident that convergence has occurred if all of the sequences ultimately concentrate in 
the same area of the parameter space. 
For the remainder of this section, we assume that we have run J > 1 Gibbs sequences, 
e a c h  o f  l e n g t h  M .  O n e  r o u g h  m e t h o d  o f  a s s e s s i n g  c o n v e r g e n c e  f o r  e a c h  p a r a m e t e r ,  d k ,  
is to plot the value of the parameter against the iteration number with eill J sequences 
on the same plot. If the sequences overlap and appear to visit the same values with 
approximately the same frequency, as in Figure 2.1 (where J = 5), then we may have 
convergence. On the other hand. Figure 2.2 (where 7 = 2) shows an example where 
convergence does not occur since the two sequences stay almost completely separate. 
1 oooo 
Figure 2.1 Convergence of multiple Gibbs 
sampling chains 
Gelman and Rubin (1992) formalize this graphical approach to assessing convergence. 
Gelman and Rubin (1992) develop a statistic, known as the potential scale reduction 
factor (\/^), that compares the marginal posterior veiriance (F) of each parameter to 
the within sequence variance (W) of the parameter. Computation of \/k for a scalar 
parameter 0 (in the notation of this chapter (p = h{0) for some function h{-)) is as 
follows, where (i>ij represents the i"* draw for the j"* chain and d.j represents the mean 
of the y"* chain: 
/a  p p  X  o -  Ixrr In V R  = \ — where P  =  W  +  — B ,  
\  W  M M  
M  ^  \  ^  1  
j= l  i=l t=l 
• . J  .  M  _  
and where sj = • 
i=i t=i 
The initial part of each chain (frequently the first half) is often omitted from these 
calculations to avoid the effect of the starting values; we may run 2M iterations of the 
MCMC algorithm and perform the preceding calculations on only the last M iterations. 
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Figure 2.2 Nonconvergence of multiple Gibbs 
sampling chains 
The quantity P  tends to overestimate the marginal posterior variance of o  if the 
multiple chains are started from widely dispersed initial values, while W tends to un­
derestimate the marginal posterior variance. However, in the limit both W and P equal 
the marginal posterior variance. Hence \/k tends to one as M tends to infinity. If 
\fk is approximately one for every parameter of interest, then we may stop running 
simulations confident of convergence. A value of \/~k less than 1.2 is often an indication 
that the sequences have run long enough to reach approximate convergence (Gelman 
et al., 1995a). 
2.2.4 Discarding draws 
As mentioned in the previous subsection, it is common to discard some initial number 
(often the first half) of iterations. Inference is then based on the remaining observations 
which are an approximate sample from the stationary distribution. These remaining 
draws are representative of the stationary distribution but are not independent. This 
can present a problem if Monte Carlo standeurd errors of some function of the posterior 
distribution, for example, the posterior mean, are desired. One alternative approach is 
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to base inferences on the data from every fc"* iteration (still discarding all of the initial 
draws), for some integer k that yields approximately uncorrelated draws. While the 
advantage of using only every A"' observation (A: > 1) is a reduction in the dependence 
between consecutive observations, the disadvantage is that information in the discarded 
draws is lost. It is common to use all iterations, after discarding some initial number, 
for providing posterior summaries (see the following section). This is often acceptable 
since the posterior uncertainty about a quantity is often great enough that the Monte 
Carlo standard errors for specific summaries are not crucial. 
2.3 Inference 
Under a Bayesian approach, inferences about functions of the parameter vector 0  are 
based on the posterior distribution, p{0\y). A sample is obtained from the posterior 
distribution using MCMC methodology, and inferences are then based on this sample. 
2.3.1 Simulation-based inference 
By studying a sample from the posterior distribution, we learn about the posterior 
distribution. For example, we can approximate posterior expectations, quantiles, and 
other summaries by computing the corresponding quantities from the seimple. 
Output from MCMC methods is commonly summarized by averages of the form 
M  
IT^ M - m + 1 ^  ^  '  t=m 
where ,0^^^ are successive draws from a Markov chain that appears to have 
reached approximate convergence to the stationary distribution, in this case p { 0 \ y ) ,  and 
/i(-) represents a function of interest. Averages of draws from a properly constructed 
M a r k o v  c h a i n  a r e  g u a r a n t e e d  t o  c o n v e r g e  t o  t h e  e x p e c t a t i o n  o f  h { 0 ) ,  E ( / i ( 0 ) | y )  =  
/ h{0)p{0\y)d0. For theoretical results on this topic, see, for exeimple, Geyer (1992), 
Carlin and Louis (1996), Roberts (1996), and Tiemey (1996). This means that the above 
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expectation can be approximated from MCMC output as 
1 
i=m 
For example, if d = (0i,... , 0„), an approximation for E{9i | y) is given by the average 
of the MCMC sample values of di, 
M  
e ,  =  —- — 
'  M - m  +  l  ^  '  j=m 
Similarly, the posterior variance of 9i may be approximated by 
j=m 
as this sample variance is itself another type of average of a function of posterior draws. 
The posterior variance provides information about how much uncertainty there is about 
the unknown parameter di. 
It is important to recognize that for simulation-based inferences, there is a Monte 
Carlo standard error associated with the averages used to approximate posterior ex­
pectations. For any function /i(-) of interest, theoretical results (see, e.g., Geyer, 1992; 
Carlin and Louis, 1996; Roberts, 1996) give the Umit theorem, 
V M - m  +  i  ' ' t ® ' " ) - E ( ' ' ( e ) I y ) j  ^ m o , f f ' ) ,  
as M oo, for fixed m, where is the limiting variance. Then the Monte Carlo 
standard error for a given m and M {M large) is approximately <7^/{M — m -i-1). If 
we are willing to run our simulation for a long time (M —>• oo), then the Monte Carlo 
standard error can be reduced to near zero, guaranteeing that the posterior mean of 
h{0) has been estimated precisely. Due to the dependence of consecutive draws of 0 in 
MCMC samples, great care is needed when estimating 
Let . . .  ,  0^'^^ be M — m + 1  identically distributed, but not independent, random 
variables from p{0\y)- To see how the dependence between draws in a Markov chain can 
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affect the Monte Carlo standard error of MCMC estimators, consider the variance of 
= M-ln+i The variance of dt is given by 
Vaxidi) = E((9i - f;((9Jy))2 = E(0, - £;(^i|y))2 
= E 
1 
(M — m + 1)2 
M  
+E ' '  
{ 
M  —  m  +  1  
M  
Y , ( 4 " - E ( » i l y } )  
Lj=^ 
^ X! I 1 y» 
Lj=m k^j )• 
{ M  —  m  +  1 ) 2  | (M- m  +  l ) E { d i - E { d i \ y ) ) '  
+E 
1 
(M — m + 1) 
1 
M  
535]{««'-E(«i |y))(«W-£:(9i |y))  
lj=m k:^j 
V a r { d i \ y )  
M  
{' Y ,  Ee*''' - I I y)) j=m k^j |.(2.1) (M — m + 1)2 
where the expectations in (2.1) are with respect to the distribution p { 0 \ y ) .  If, as 
seems likely, there is positive dependence between nearby draws in MCMC simulations, 
then the quantity ', the first term in (2.1), underestimates the variability of the 
MCMC estimator 0,. 
Geyer (1992) and Carlin and Louis (1996) describe a number of methods for estimat­
ing the Monte Carlo standard error of estimators. Here, when Monte Carlo standard 
errors of MCMC estimators are desired, we simply use the MCMC output from every 
A:"' draw where k is large enough that successive draws are approximately uncorrelated 
(Carlin and Louis, 1996, page 195). With uncorrelated draws, cr^ can be approximated 
by the sample variance of the draws. This approach can be very wasteful since many 
of the MCMC samples must be discarded. However, it is easy and intuitive to compute 
Monte Carlo standeird errors under this approach. 
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To emphasize the need for a burn-in period to avoid the effect of transient behavior 
due to starting values, averages in this section have been over the last M — m +1 draws 
from a MCMC algorithm. In the remainder of this dissertation, we assume that the 
only values of 0 that are kept are those found to represent the stationary behavior: 
then 0^^',... and represent M approximate draws from the stationary 
distribution after the algorithm has been determined to have approximately converged. 
Thus, simulation-based approximations for posterior expectations in the remainder of 
this dissertation are written in the form 
M 
t=l 
2.3.2 Decision theory and loss functions 
The previous subsection describes how averages of functions of draws from a Markov 
chain can be used to approximate posterior expectations. In this way, a variety of 
summaries of the posterior distribution can be examined. Simulation-based inference 
of this type has proven incredibly powerful. Optimal decisions in response to specific 
research questions must be guided by a loss function. Loss functions can be developed 
for any decision problem: for example, hypothesis testing, interval estimation, and point 
estimation. The focus in this dissertation is on point estimation. 
A loss function for point estimation with target parameter 0 is a function 0) that 
r epresents the penalty for inaccurately estimating 0 with 0. The optimal estimator 0 is 
the function of the data that minimizes the Bayes risk, which is equivalent to minimizing 
the posterior expected loss, 
E(L(e,e) |y))  = j L {e,0 ) p {6 \ y ) M .  
For some loss functions, it is possible to perform this minimization analytically. For 
example under squared error loss, L{0,0) = {0 - 0)'^{0 - 0), the optimal estimator is 
given by 0 = E(0|y). If it is not possible to perform the minimization analytically. 
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then E(L(0,0) | y)) can be approximated using MCMC methodology as in the previous 
section. If ... ,6^^^ are M draws from the posterior distribution, the value 0 that 
minimizes the expected posterior loss can be approximated by minimizing the quantity 
M  
i=i  
over all possible values of 0. 
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3 INFERENCE FOR EXTREMES IN ANIMAL BREEDING 
A principle goal of animal breeders is to select animals to use for producing the next 
generation of progeny in order to maximize genetic progress with respect to traits of 
interest. Examples of traits that have been subject to such selection are milk yield in 
dairy cows (Bertrand et al., 1985; Nizamani and Berger, 1996) and rapid weight gain 
in swine (Kaplon et al., 1991). The identities of the "best" animals are determined 
via statistical analysis of data from the existing population. Observed trait values in 
the existing population, or phenotypes, are modeled as the sum of contributions from a 
number of factors, including individual-specific breeding values. The breeding values are 
modeled as correlated random effects, with the correlation arising due to known genetic 
relationships. To maximize future progress of a population, the goal is to identify the 
animals with the highest breeding values. Data from animal breeding experiments are 
commonly analyzed with the mixed linear model in order to estimate or predict the 
breeding values of individual animals. In this chapter, we compare different approaches 
for carrying out the mixed linear model analysis for such data, and we develop an 
approach for evaluating genetic progress under different approaches to selection. 
Section 3.1 describes the mixed linear model in more detail, emphasizing a particular 
form known as the animal model, which is often used in animal breeding applications. 
Sections 3.2 and 3.3 then provide a detailed introduction to traditional and Bayesian 
approaches to analyzing data under the animal model. Section 3.2 describes a traditional 
approach to inference for the animal model, which consists of using restricted maximum 
likelihood (REML) to estimate the variance components and then obtaining estimates of 
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the fixed and random effects, treating the variance components as fixed. Selection of top 
animals is based on the resulting estimates of the random effects. Section 3.3 introduces 
a Bayesian approach to inference, an approach which, through different choices of a 
loss function, leads to a variety of selection rules. Section 3.4 is devoted to computing 
issues related to implementing the Bayesian approach. Section 3.5 contains an example 
that illustrates the effect of different selection methods on the identification of the top 
animals. The traditional and Bayesian approaches for accommodating the unknown 
variance component parameters are also compared in Section 3.5. Many of the results 
in Sections 3.1 - 3.5 can also be found in Reber et al. (1998) or Reber et al. (1999). 
Section 3.6 introduces a simulation-based predictive evaluation approach for comparing 
and evaluating different selection methods. Finally, Section 3.7 continues the previous 
example by applying the predictive evaluation algorithm to compare several different 
selection rules. 
3.1 The animal model 
The mixed linear model has the general form y  =  X 0  +  Z7 + e, where y is a vector 
of observed values for the trait on which selection is desired, /3 is a vector of fixed 
effects with corresponding design matrix X, 7 is a vector of random effects (including 
the animal breeding values) with design matrix Z, and c is a vector of random errors. 
This chapter considers only a single trait per animal, although the model and analyses 
described can be modified to accommodate multiple traits. It is common to assume 
independent normal distributions for the random errors, € ~ N(0, R), and the random 
effects, 7 ~ N(0, G), where G and R are positive-definite matrices that are known 
except for a number of variance component parameters. Statistical issues associated 
with random effects models like this one, especially estimation of random effects, are 
reviewed by Robinson (1991). 
The specific mixed linear model we discuss is the animal model, which includes a 
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separate parcimeter for each animal's breeding value among the random effects. The 
form of the animal model we use in the example of Section 3.5 is 
y = X/3 + 2iu + + €, (3.1) 
where y is an n x 1 vector of observed responses (n is the number of animeds for whom 
we observe the response), /3 is a p x 1 vector of fixed effects, u is an x 1 vector of 
genetic random effects (N is the number of animals for whom breeding values are to be 
estimated, which includes those for whom we observe the response plus their ancestors), 
c is a g X 1 vector of physical environment random effects (g is the number of different 
p h y s i c a l  e n v i r o n m e n t s  i n  w h i c h  t h e  a n i m a l s  a r e  r a i s e d ) ,  X ,  Z i ,  a n d  Z 2  a r e  n x p ,  n x  N ,  
and n X q matrices of regressors (Zi and Z2 consist of all zeros and ones), and e is an 
n X 1 vector of random errors. The fixed effects, perhaps explanatory variables like sex 
and day of birth, are indicated in the X matrix with corresponding coefficients, (3. We 
assume that X has full column rank. The random effects c account for variation in y 
due to factors in the physical environment. The random effects u account for variation 
in y due to genetic merit. The model includes a random effect, Ui, for each animal, 
hence the name animal model. Note that additional terms are possible to accommodate 
other random factors. 
For this model, we assume that 
u ~ N(0, a l A ) ,  
and 
N(0,tT2/), 
where u, c, and 6 aure independently distributed. In these distributions, cr^ (additive 
genetic variance), (environmenteil varieince), and Cg (residuai variance) are nonneg-
ative unknown variemce components, and A is the known additive genetic relationship 
19 
matrix among all the animals (Wright, 1922). If our main interest is in selection, then 
the variance components are nuisance parameters; we discuss both traditional (Section 
3.2) and Bayesian (Section 3.3) methods for handling them. Although we focus on the 
selection problem, the variance components may be of direct interest, for example, to 
estimate heritability (the relative importance of heredity in determining phenotypic val-
2 
ues) of a trait, which is given by The elements of A  describe the covariance of 
animal random effects due to shared genes (Henderson, 1976); we describe this matrix 
more fully in Section 3.5.1. The normal distribution for c is often a reasonable assump­
tion, perhaps after transforming the trait values. The distribution for c assumes that 
the population of effects from all possible environments can be described by a normal 
distribution with variance equal to cr^. The assumption of a normal distribution for u 
is justified by assuming that animal breeding values are the sum of a large number of 
small genetic effects. 
It follows from the model assumptions introduced in this section that y, u, and c 
have a joint normal distribution. 
\ y / X / 3  V  a l Z i A  a l Z 2  
u ~ N 0  ! <^iAzr olA 0 
I 0 0 all 
where V  =  a ^ Z i A Z f  +  a j Z 2 Z 2  +  ( J g l -
This underlying model is the same for both traditional and Bayesian approaches to 
the analysis of data using the animal model. The two methods differ in their treatment 
of the variance components, cr^,cr~, and dg. In the traditional analysis, these variance 
components are fixed at their restricted maximum likelihood estimates, which are in­
troduced in Section 3.2. In a Bayesian analysis, uncertainty about the values of the 
variance components is addressed through the use of prior distributions. 
Sections 3.2 and 3.3 discuss traditional and Bayesian approaches to selection. In these 
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discussions, we assume animals are selected from among all N animals in the population 
(those in the current generation as well as all of their ancestors). In some situations, 
for example when animals cannot be bred more than once, this may not be practical. 
In this case, all N animals may still have estimated breeding values: however selection 
is based only on the animals in the current breeding population. Alternatively, under a 
Bayesian approach to selection, loss functions could be based only on the animals in the 
current breeding population. 
3.2 Selection under a traditional analysis 
The traditional method of selecting animals for breeding subsequent generations is 
to obtain point estimates of the breeding values and select those animals with the high­
est estimated values. The point estimates are obtained by maximizing the conditional 
likelihood for the fixed and random effects while treating the variance components as 
being fixed at their restricted maximum likehhood estimates (see, e.g., Harville, 1977). 
This section describes the details of the traditional approach to selection. 
Under the animal model (3.1) and the assumptions described in Section 3.1, the 
marginal distribution of the trait vector y is given by y ~ N(A'/3, V), where V = 
aiZxAZj + + del• The likelihood function, viewing (3, and al as param­
eters, is, thus, 
= p(y IA 
oc (3.2) 
Maximum likelihood estimates of the variance components and regression parameters 
can be obtained by maximizing the likelihood given in (3.2). Recall that the variance 
components enter this likelihood through the matrix V. In practice, the maximum 
likelihood estimates appear to underestimate the variance components (Searle et al., 
1992; Harville, 1977). 
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As an alternative, Patterson and Thompson (1971) introduce restricted maximum 
likelihood (REML) estimates of the variance components, which take account of the 
loss in degrees of freedom associated with estimation of the fixed effects. Their original 
motivation for the REML estimates uses the notion of error contrasts. We follow Har\ille 
(1974) and describe a Bayesian derivation of the REML estimates. 
With a flat prior distribution on /3, we can derive the marginal likelihood of the 
variance component parameters by integrating out (3, 
I y) = p(y I <^l) 
= y p(y I /3, d0 
( X  J \ V \ - ^  d f i  
(3.3) 
where ^ ^ . The REML estimates of the variance components 
are the values that maximize this equation. 
Having found REML estimates of the variance components, estimates of the fixed 
effects (/3) and predictions of the random effects (u, c) are obtained by solving the 
following system of equations, known as Henderson's equations (Henderson et al., 1959): 
A^A A^Zi X'^Zo 
ZjX + ZlZi u = Z^y • (3.4) 
The terminology in mixed effects models can be confusing. It is common to refer to 
estimates of fixed effects parameters but predictions of random effects parameters. For 
the Bayesiein analysis of the next section, this distinction is not usually made. It is 
well known that the solutions to Henderson's equations are the best Unear unbiased 
predictors (BLUPs) of the random effects (Harville, 1977). Henderson's equations are 
easily derived by considering the likelihood function for u, c, and /3 as parameters with 
/3 A^y 
= 
^f  
c ^y 
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the variance components assumed to be known, 
I(u, c, /31 y, al, al) = p(y | u, c,/3,o-^) p(u | p(c | a;). 
Henderson's equations give the values of u, c, and /3 that maximize this hkelihood. 
The variance-covariance matrix of the estimators and predictors, u. and c, ob­
tained from solving Henderson's equations, is easily obtained £is 
CI (3.5) 
where 7 = (u^,c^)^, Z = [^1,^0], H = (<Tg)~Miag(crQi4,a^/), and cr^, and 
are treated as fixed. These values understate the true uncertainty in /9 and 7 because 
they treat the variance components as fixed. More accurate standard errors, which 
take account of the uncertainty in the REML estimates of the variance components are 
possible but are often not used in practice (Kackar and Harville, 1984; Harville and 
Jeske, 1992; Zimmerman and Cressie, 1992). 
Once estimates of the fixed and random effects are obtained, the estimates of the 
breeding values, u, are of primary interest. In particular, the animals with the highest 
breeding value estimates are selected for breeding subsequent generations. 
3.3 Selection under a Bayesian analysis 
3.3.1 A Bayesizin analysis 
Bayesian anedysis of data using the animal model involves treating all the parameters 
(the variance components, regression coefficients, environmental random effects, and 
animal breeding values) as random variables and finding their joint posterior distribution 
given the observed data y. The Bayesian approach has become common in animal 
breeding in recent years (Gianola and Fernando, 1986; Gianola et al., 1990; Sorensen 
et al., 1994; Wang et al., 1994a,b). 
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For the animal model, we can represent the joint distribution of all the unknown 
random variables and the data as 
p(y, u, c, (3, al, a;, al) = p(y | u, c, /3, p(u j p(c j a'} p(/3) p(al a^), 
where it is assumed that 
y |u,c,/3,crg N(X0 -h Ziu + Zoc, (Tgl), 
u|o-2 ~ N(0,a;>l), 
cjcTc ^ N(0, a^I), 
and p(j3) and p(cr^,<7g,(Tg) are prior distributions that must be specified. The posterior 
distribution of the parameters is proportioned to the joint distribution, 
p(u, c, Jd, al a;, I y) oc p(y, u, c, /3, al al a;), (3.6) 
and inference is based on this posterior distribution. 
In order to complete the model specification, prior distributions for the fixed effects 
and variance components must be specified. The use of prior distributions is the key 
difference between the traditional and Bayesian approaches to the analysis of data under 
the mixed Hnear model. In the traditional approach, the variance components are fixed 
at their REML estimates; in a Bayesian approach, uncertainty about the values of the 
variance components is addressed through the use of prior distributions. 
For our analysis, we restrict attention to a particularly convenient class of prior 
distributions for (3 and the variance components, al al and al so that the conditioneil 
distributions needed for implementation of the Gibbs sampler (more fully described in 
Section 3.4) are easily recognizable. We assume a noninformative prior distribution for 
the fixed effects parameters, p{/3) <x 1, and we place independent inverse chi-square 
distributions on the three variance components. 
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where Va,Sl,Vc-,Sl,Us, and Si are nonnegative parameters. This class of prior distri­
butions is somewhat flexible in that the scale € (a, c, e)) and degrees of freedom 
(vi,i e (a, c, e)) parameters can be chosen so that the prior distribution is noninforma-
tive, or they can instead be chosen to reflect prior information. For example, it is common 
to choose the prior parameters to be Si = = 0, Ua = i^c = -2, and = 0, so 
that the prior distribution for the variance components reduces to p{oi,al,al) oc a 
noninformative (and improper) distribution. Robert and Casella (1996) give conditions 
under which this improper prior distribution leads to a proper posterior distribution for 
the animal model. 
We can summarize posterior knowledge about any of the parameters, u. c, /3, <7c> 
and CTg, by a suitable calculation involving the posterior distribution. For example, one 
possible estimate of the breeding value u, for animal i is the posterior mean. 
This high dimensional integration is difficult to perform, so the estimate of the posterior 
mean for u, is typically computed using Monte Carlo integration beised on a set of 
posterior draws, as described in Section 2.3. Computational methods for obtaining 
simulations from the posterior distribution under the animal model are described in 
Section 3.4. 
3.3.2 Loss functions 
The selection problem is an exemiple of a decision problem. In a Bayesian analysis, 
the formal solution of a decision problem depends on the specification of a loss function 
that measures the cost of incorrect decisions. The loss function typically depends on the 
model parameters, and the best decision (action) is the one that minimizes the posterior 
expected loss. There are meiny different possible choices of loss functions for the selection 
problem; we consider a few in this section. 
E{ui I y) = Ui p(u, c, /3, al, (j;, o] | y) dn dc dcr; da; dal-
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3.3.2.1 Loss functions based on point estimates of breeding values 
One approach to the decision problem is to first solve the usual point estimation 
problem, that is to find optimal point estimates of the breeding values u. Then the 
selection problem is resolved, as it was in the last step of a traditional analysis, by 
choosing the animals with the highest estimates. Under this approach, the loss function 
I,(u, a) is a function of the true breeding values u and the estimated breeding values 
a that represents a penalty for estimating the vector of breeding values u with a. The 
goal is to choose a to minimize the Bayes risk, which is equivalent to minimizing the 
expected posterior loss, 
£'(I(u,a) |y) = y L(u,a)p(u|y)du. 
Once an estimate a of the vector of breeding values is obtained, selection is based on 
the ranks of the components of a. Animals with the largest estimates are selected for 
breeding future generations of animals. 
One class of loss functions of this type is given by 
N  
Llp(u,a) = -ailP, (3.8) 
i= l  
where p  is any positive real number (often an integer greater than or equal to one). 
We refer to this as the Ll class of loss functions. Squared error loss, with p = 2, is 
the most common loss function in the Ll class. The optimal estimate of the breeding 
value for animal i under LI2 is the mean of the posterior distribution of the animal's 
breeding value, E{ui\y). In fact, when the variance components are fixed at their 
REML estimates, the posterior means of the breeding values are equal to the traditional 
estimates. Another loss function in this family is obtained by taking p = 1. In this case, 
the optimal estimate of the breeding value for animal i is the posterior median of the 
animal's breeding value. 
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Another class of loss functions for estimating breeding values are functions of the 
where w is a vector of weights associated with various ranks from 1 to and U(i) < 
• • • < W(„) represents the order statistics of the breeding values. This loss function 
was originally developed for disease mapping applications (see Chapter 4) but can be 
applied in animal breeding as well. The loss function is discussed in much more detail 
in Section 4.5; a brief description is provided here. The vector w is chosen to emphasize 
the estimation of certain order statistics. For example, by choosing > tu^^i > ... > 
Wi, emphasis is placed on accurately estimating hij^h breeding values. Under this loss 
function, Theorem 4 of Section 4.5.2 shows that the optimal estimator of the breeding 
value for animal k is given by 
This estimate is a weighted average of conditional posterior means. Note that L2w(u, a) 
reduces to squared error loss under the choice of w = 1 for the weights. It is easy to 
verify that the optimal value of is the posterior mean in this case. An extreme choice 
for the weights is = 1 and wi^-i = ... = iwi = 0, so that each breeding value is 
estimated as its posterior mean given that it is the highest breeding value. Though the 
loss function with this weight vector obviously produces overestimates of the breeding 
values, it may be a reasonable approach in terms of the selection question. We consider 
this particular choice of w in subsequent comparisons. 
3.3.2.2 Loss functions based on the selection of subsets 
Instead of defining the loss in terms of the true breeding values u and the estimated 
breeding values a, as in the previous subsection, it is possible to specify a loss function 
form 
N  N  
(3.9) 
Cfc = Ef=i ^ jEjuk I Uk = U(j), y)Pr(ufc = | y) 
= u^j) I y) (3.10) 
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that directly addresses the selection problem. This seems preferable in that the loss is 
defined directly on the set of actions (selections) that we are trying to optimize. Our 
basic approach is to take the loss function to be a function of the true breeding values 
u and a vector of indications s such that 
{0 if £inimal i is not selected 1 if animal i is selected, 
for 2 = 1 , . . .  Minimization of the posterior expected loss under this type of loss 
function does not provide estimates of the breeding value for each animal; instead, it 
yields the optimal vector s indicating which animals should be selected and which should 
not. 
An example of this type of loss function is given by 
N  
L3a,-_p(U, s) = y ^5,(1 — /ui>U(;v_p)) (3-11) 
t=l 
where Sj € {0,1} for i = 1,.. .N\ an indicator for the 
event that animal fs random eflfect is among the top p animal random effects. Requiring 
Hill Si = K is equivalent to requiring that exactly K animals be selected. The loss 
function LS K,p is a count of the number of selected animals that are not among the top 
p animals. The loss function depends on both K and p; these values will often be chosen 
such that K = p, but this is not an inherent requirement of the loss function. 
The optimal selection under L3k,p, derived in the following theorem, chooses the 
K animals with the highest posterior probabilities of being in the top p animals. For 
example, if A" = 10 and p = 1, then the ten animals selected are those with the ten 
highest posterior probabilities of being the top emimal, that is they have the ten highest 
values of Pr(u, = ^(/v) | y) for i = 1,... , iV. Conversely, if = 1 and p = 10, the one 
selected animal has the highest posterior probability of being in the top ten animals, 
that is it has the largest value of Pr(u, > U(^_ 10) I y) for 2 = 1,... , N. 
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Theorem 1 Under the loss function L3/f,p(u, s), the optimal selection s identifies the 
K animals that have the K highest posterior probabilities of being in the top p animals. 
Proof: 
Under L3/(:,p, the expected posterior loss is given by 
J L3K,piu,s)p{u\y)du = ^ j Si{l - Iu,>u^y_Jp{M\y)d\i 
= ^ J p{u\y )du- Si j I y)rfu 
N  
= h - SiPr(ui > ^(yv-p) 1 y)] 
i=l 
/V 
= SiPr(t/i > U(N-p) I y). 
i= l  
The final expression is minimized subject to the constraint that Sj = K by choosing 
the K nonzero values of s to correspond to the K animals that have the highest posterior 
probabilities of being in the top p animals, that is the K largest values of Pr{ui > 
U{N-p) |y) for i = 1,... , • 
Another loss function of this type is 
0 if {i : 5i = 1} = {z : Ui > 
L 4 A:(U,S) = ^  ( 3 . 1 2 )  
1 otherwise, 
where ii(Ar-K) represents the {N — K')"' largest breeding value, and s is a vector of zeros 
and ones such that Si = K. This is a 0 — 1 loss function that is equal to 1 unless 
s identifies the best K animals. Under LAk, the K animals selected are the "posterior 
mode", i.e. the group of size K that occurs most often as the top group of size K. 
This is slightly different than LZic,p because the selection is based on animals being 
jointly the top animals rather than being individually in the top animals. This could 
be an important distinction because the breeding values u are correlated. L4i<-(u, s) has 
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practical limitations in terms of computing. Minimization of L4/v' requires determining 
the proportion of times that each possible set of K animals occurs together as the 
top K animals. It is easy to see that as K and N, the number of animals, becomes 
large, minimization of L4k becomes very computationally intensive because of the large 
number of possible such sets of animals, (^). Due to the difficulty in computation, we 
will not consider L4k further. 
3.3.2.3 Choosing a loss function 
In practice, choosing a loss function can be a difficult task. A common approach 
is to rely on computational considerations. This has often led to the use of squared 
error loss and the resulting optimal estimators, posterior means. Unfortunately, the 
automatic use of squared error loss is not appropriate; the specific application should be 
considered. Louis (1984) and Ghosh (1992) show that the variabiUty of posterior means 
is an underestimate of the posterior expected sample variance for the parameters. This 
means that a histogram of the posterior means of the breeding values is likely to be 
underdispersed relative to the true breeding values. Thus squared error loss may not 
be best in problems for which optimal estimates for an entire ensemble of random effect 
parameters are needed. The underdispersion of posterior means is discussed in much 
more detail in the context of disease mapping in Section 4.5. Since animal breeders 
seek to identify the animals with high breeding values for breeding future generations, 
systematic underestimation of extremes is a concern; other loss functions than squared 
error loss should be considered. 
The ideal approach for developing a loss function is to construct one that accurately 
reflects the realities of the particular application, in this case animal breeding. For 
exEunple, a loss function that penalizes according to the cost of selecting the wrong 
animails (or not selecting the right ones) seems very logical. However, it can be difficult 
to achieve this ideal because it requires the ability to accurately reflect the cost of all 
30 
possible decisions. Interplay between subject matter experts and statisticians is essential 
to this task. In the previous subsection, we provide ideas in an attempt to begin the 
development of a relevant loss function. For example, LZk,p (defined in equation (3.11)) is 
defined specifically to identify animals that have breeding values that are in the tail: this 
loss function has some intuitive appeal because it is designed to select those animals that 
have the greatest posterior probability of being among the top animzds in the population. 
The loss function L2w (defined in equation (3.9)), a generalization of squared error loss, is 
designed to emphasize certain ranks when estimating the breeding values: the important 
reinks are determined through the choice of w. For example, when Wn is large relative to 
the other elements of w, emphasis is placed on accurately estimating the largest breeding 
value. It may be possible to choose the vector of weights w that defines the loss function 
L2w, through collaboration with subject area researchers, to penalize according the cost 
of selecting the wrong animals (or not selecting the right ones). 
In practice, there are many different loss functions that could be used for an applica­
tion, and it may not be obvious which is best based on scientific considerations. In such 
a context, it is clearly desirable to develop a method for comparing loss functions. In 
the animal breeding context, the ultimate goal is clear: to maximize genetic progress for 
the population. Since only one set of matings is possible, we cannot actually breed the 
same set of animals under multiple selection rules in order to compare genetic progress 
under different rules. However, it is possible to use the animal model (3.1) to simulate 
data under different selection rules. By examining simulated data sets (which can be 
viewed as possible realizations of future generations of animals) that are generated under 
different selection methods, it is possible to compare the different selection methods, for 
example those resulting from different loss functions or from REML/BLUP. We call this 
predictive eveduation of selection rules and describe the predictive evaluation method in 
Section 3.6. 
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3.4 Sampling &om the posterior distribution 
For complicated models like the animal model, it is not possible to compute posterior 
expectations analytically. Fortunately, simulation-based alternatives exist for obtaining 
a sample from the posterior distribution. Once a sample is obtained it can be used 
to compute relevant summaries of the posterior distribution of model parameters or to 
compute the estimates that minimize a given loss function. This section describes several 
methods for obtaining samples from the posterior distribution of the model parameters, 
u, c, €, cr^, (Tg, and a;, given the data y under the animal model. There are two reasons 
for considering more than one computing algorithm. First, animal breeding populations 
may consist of thousands of animals, and, thus, computational efficiency is an important 
issue. Second, we apply different approaches for the basic analyses in Section 3.5 and 
the predictive evaluation of selection procedures in Section 3.7. 
The first method described, Gibbs sampling, is the most commonly used method 
for implementing a Bayesian analysis in animal breeding applications. The remaining 
subsections describe alternatives to Gibbs sampling for sampling from the posterior dis­
tribution. The alternative methods are based on a factorization of the full posterior 
distribution into a product of the marginal posterior distribution of the variance com­
ponents and the conditional posterior distribution of the fixed and random effects given 
the variance components and the data. 
3.4.1 Gibbs sampling from the joint posterior distribution 
The Gibbs sampler, described in Section 2.2.1, is a computational technique that 
generates samples from the joint posterior distribution by repeatedly sampling from the 
conditional distribution of one variable (or set of veiriables) given current values for the 
rest of the variables. It provides a relatively straightforward computational approach for 
obtaining the joint posterior distribution of all the parameters and, hence, the marginal 
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posterior distribution of each quantity of interest. 
The Gibbs sampler requires the conditional posterior distribution of each parameter 
(or set of parameters) given all of the other parameters and the data. Under the animal 
model and the prior distributions given in Section 3.3.1, the conditional distributions are 
all well-known distributions. Let N(/i, cr^) represent the normal distribution with mean 
fj. and variance a-, and let IG(a,/9) denote an inverse-gamma distribution with mean | 
a2 for a > 1, variance for a > 2, and probability density function 
p{0) = 
r(a) 
for Q > 0, /? > 0. The conditional posterior distributions of the parameters are given by 
( i )  a 2 | y , u , c , / 3 , a 2 , a 2  ~  / G  ( ^ ,  ,  
( n )  cr2|y,u,c,/3,cr2,a2 ^ /(; j _ 
( m )  a 2 | y , u , c , / 3 , < T 2 , a 2  ~  I G  ( ^ ,  0+^.5? j ^ 
(iu) c \ y , u ,  1 3 ,  C 7 l , a l ,  a ;  ~  
N + /ff)"' Z^{y - XI3 - -^iu),a2 (^ZTZo + , 
( v )  /3|y,u,c,a2,a2,a2 ~ N ((X^A')-iA'^(y - Ziu - Zjc), a^CA'^A')"!), 
and 
(vi) u\y,c,^,al,(Tl,a; ~ 
N (^(zrZi+A-'^y Zj(y-X0 - Z-!c),al (ZfZr+A-'^)'') . 
The step {vi) generates the entire vector u at one time. For computational convenience 
we consider an alternative to (vi) which draws individual animal random effect parame­
ters in sequence from N univariate normal distributions rather than drawing the entire 
vector u from a single A'^-dimensional multivariate normal distribution. In that case we 
obtain 
{vi') Ui I y, u-i, c, (3, al, a;, ~ N (^Zf.{y -XI3- Zjc) - , 
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fori = 1,... whereM= , u_, = (ui,^2,... ,u,_i,Uj+i,... 
Zi- represents the i"' column of Zi, z) represents the diagonal element of A~^, 
and .4"^^ = 1),... i + 1),... ,A~^{i,N)) represents the 
row of A~^ with the i"* element deleted. Either choice, {vi) or {vi*). results in a Gibbs 
s a m p l e r  w h o s e  s t a t i o n a r y  d i s t r i b u t i o n  i s  t h e  j o i n t  p o s t e r i o r  d i s t r i b u t i o n .  U s e  o f  ( v i )  
requires the inversion of the N x N matrix ^Z^Zi +^4"'^-^, so each iteration of the 
Gibbs sampler is very slow if N is large. Each iteration is significantly faster using 
but the number of iterations required to obtain convergence could theoretically be much 
larger since consecutive observations are more highly dependent. 
The first step in the Gibbs sampling algorithm is the specification of starting values 
for u, c, /3, CTq, and cr^. We then repeatedly generate observations from the conditional 
distributions (i) — {vi) (or (i) - {vi*)) in any order. The following three steps define one 
iteration of the Gibbs sampler. 
1. Using the current values for all of the model parameters, generate a value for al 
from distribution {i). 
2. Using the current value for all the parameters, including the updated a^, generate 
a new value for cr^ from {ii). 
3. - 6. Continue generating from { H i )  —  { v i )  until completing an iteration by gener­
ating a value for u (or for Ui;i = 1...N) from distribution {vi) (or {vi*)). 
Theoretical results show that under fairly mild conditions (which are satisfied here) 
draws obtained from Gibbs sampling converge to draws from the joint posterior distri­
bution of all the model parameters (see, e.g., Gilks et al., 1996). Detecting the point at 
which this can be said to have occurred is a difl&cult problem (see e.g., Gelman et al., 
1995a). 
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We diagnose convergence using the approach of Gelman and Rubin (1992). This 
approach is described in detail in Chapter 2. We run multiple chains of the Gibbs sampler 
from overdispersed starting values and compute the Gelman and Rubin potential scale 
reduction factor, \fk, which assesses between-chain and within-chain variation. Values 
of the potential scale reduction factor near one for every model parameter is evidence that 
the distribution of the Gibbs iterations is reasonably close to the stationary (posterior) 
distribution, although the draws from the successive iterations are not independent. A 
sample of draws can be used to make inferences about the population. For example if 
we are interested in the mean or median of the posterior distribution of we can use 
the sample generated from the joint posterior distribution to provide estimates of these 
quantities. 
3.4.2 Computational algorithms based on factoring the posterior distri­
bution 
The full posterior distribution, p(/3, u, c, cr^, 0% j y), can be factored into a product 
of the conditional posterior distribution of the fixed and random effects given the variance 
components and the marginal posterior distribution of the variance components, 
p(/9, u, c, a;, \ y) = p(/3, u, c | a;, a;, a;, y) p{ol, a;, a; \ y). (3.13) 
Using this factorization, a draw from the full posterior distribution, p{(3, u, c, al, a^, a\ \ y), 
can be obtained by a two-stage sampling process. First a draw is made from p{crl, cr^, [ y), 
a n d  t h e n  f r o m  p ( / 3 ,  u ,  c  |  aj, a;, aj,y). 
Consider the first piece of the factorization given in (3.13), p(/3, u, c |a^,crc,crg,y). 
Let Z = [^1,^2], H = (ag)"Miag(a^A, (7^/) and 7 = (u^, c^)^. Then 
p(/3, u,c\(Tl,a;,al,y) 
cc p(y 113, u, c, a;)p{u | CT;)P(C | a;) 
OC exp {-2^(y - X 0 -  Z i u  -  Z o c f i y  - X 0 -  Z i u  -  Z 2 C )  -
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= exp < I y ~ 
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crl (3.14) 
Thus p{/3, u, c I £7", cTg, a;, y) is just a multivariate normal distribution that can be sam­
pled from via standard techniques. It is worth noting that the dimension of this distri­
bution is N +p + q and that the variance matrix chcinges with each draw of the variance 
components (cr^,er^,cr') so that simulation here cjin be time consuming. 
Now consider the second part of the factorization in (3.13), p(a*, < T ^ \ y ) .  It follows 
from the derivation of the REML estimates of the variance components (Section 3.2) 
that p{al, cTc! I y) is given by 
p{al,al,al\y) oc p{y\(rl,al,crl)p{al,al,a-l) 
« (3.15) 
where V = <t^ZiAZT+(t^Z2Z^+<t^I and 3 = (X^V-'X)~' (X^V-^y). Since (3.15) is 
not a recognizable distribution, a method for sampling from it must be devised. Possible 
methods for sampling from this distribution are covered in the following subsections. 
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3.4.2.1 Metropolis algorithm for sampling from p{ctI, cr^, al | y) 
The Metropolis algorithm described in Section 2.2.2 is generally useful for sampling 
from nonstandard distributions. Letting 0 represent the vector of parameters to be 
sampled, the Metropolis algorithm requires the specification of a symmetric jumping 
distribution, J{d*\d) = J{0\6'), that is used to generate candidate values 6*. A 
common jumping distribution is a normal distribution with mean equal to the current 
value of d and variance matrix chosen so that the algorithm has an acceptance rate in 
the range of 0.2 - 0.45 for the vector B (see Section 2.2.2 for details on specifying such a 
variance matrix). Since and are variance parameters, the normal distribution 
may not be the best jumping distribution when 0 = (cr^,cr'c,cr^) because it can jump to 
negative values. To avoid this, one can instead define 0 = (log(cr^).log(a^), log(cr*)) in 
the Metropolis algorithm. 
Using superscripts to indicate the iteration number, let 0^°^ be initial values for the 
Metropolis algorithm. The t"* iteration {t > 1) of the Metropolis algorithm then consists 
of the following steps. 
1. Sample a candidate 0' from J(0' 1 
2. Compute the acceptance probability, r = min ( , 1 ) • \p(0 |y) / 
3. Set = < 
0' with probability r 
gC-i) with probability 1 - r. 
Every iteration of the Metropolis algorithm on the variance components requires 
one new evaluation of p(0 \ y) in step 2. Each evaluation of this expression, which is 
the original posterior distribution for the variance components cTg|y) times a 
Jacobian, 
P(log(a;),log((T2),log(cT2)|y) = p((T^,(T^,a^ly) <r;, 
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requires the inversion of the n by n matrix V. Since V and n can be quite large, the 
Metropolis algorithm can be very slow when applied to the marginal posterior distri­
bution of the log of the variance components. In addition, the Metropolis algorithm, 
like any MCMC sampling algorithm, must iterate until convergence, and this process 
requires a significant amount of computer run time. 
In our apphcation, described in Section 3.5.1, using the Metropolis algorithm to 
sample from the marginal posterior distribution of the variance components and then 
drawing the fixed and random effect parameters from the normal distribution in (3.14) 
turns out to less efficient than using Gibbs sampling to sample from the full conditional 
posterior distribution of all of the parameters. 
3.4.2.2 Using adaptive mixtures to sample from p(cr^, cr^, a; \ y) 
West (1993) introduces an approximate method for sampling from an unnormalized 
density that can be applied to p{crl,crl,(^e\y)- describing this method, we let 0= 
(cr2,ac,cr;)'^ represent the vector of parameters that are to be sampled. West's method 
combines the method of Monte Carlo integration using importance sampling (see, e.g., 
Geweke, 1989) with the method of approximating distributions with mixtures. A brief 
introduction to Monte Carlo integration through importance sampling is given next. 
In importance sampling, an initial approximation go{01 y) to the unnormalized pos­
terior density p{0 \ y) is used to generate samples. The approximation go{0 \ y) is referred 
to as the importance sampling function. It is desirable that gQ{01 y) be easy to sample 
from and be a good approximation to p{0 ] y). The basic importance sampling algorithm, 
used to estimate integrals of interest, is as follows. 
1. Draw a sample of size mi, 0 = (0i,... , ffmi), from go{01 y). 
2. Evaluate the weights Q = (wi, ...jWmJ, where uj = 
and 
^'=1 goi0i\y) 
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3. Approximate the posterior expectation of a given function, h{0). as 
E(h(e)  Iy )  =  / l i {0 )p{O \y )de  =  f  m -^ ,so{e\y)d0 » 22. 
Importance sampling is a useful simulation tool, especially when 5o(^|y) is a good 
approximation. West's approach attempts to improve on a crude initial approximation. 
The first step of West's method is to specify am initial approximation gQ{9 \ y) to 
the posterior distribution. This approximation is used to obtain a set of mi draws and 
the corresponding importance weights as described in steps 1. and 2. of the importance 
sampling algorithm given above. This set of draws and weights is then used to construct 
an improved approximation to p{0 \ y) through the mixture distribution, 
g,{e I y) = \ 0 i , V -  (/i(m:))-), 
where {e I Ou V • (/i(mi))-) denotes a 3-dimensional elliptically symmetric density cen­
tered at the mode 0i and scaled by a positive-definite matrix V • {h{Tn{))'. It is common 
to select ds as a normal or t distribution and to estimate V with its Monte Carlo esti­
mate, V = — 0){0i — where 0 = For /i(-). West suggests that it 
be a slowly decreasing function of the number of samples from the current approxima­
tion (mi), so that each of the densities in the mixture is more concentrated about the 
mode 0i when the number of samples drawn from the approximation 5o(®|y) is large. 
As defined here, gi{0 \ y) represents a weighted kernel estimate of p(01 y). It is adapted 
and improved over the initial approximation go(01 y) because values of 0 that have high 
posterior density receive more weight. 
Once an improved approximation to p(01 y) is obtained, the method can be iterated 
to obtain successive improvements. Letting gk(01 y) represent the A:"' improved approx­
imation to p(01 y), it can be improved by applying the same algorithm as follows. 
1. Draw a sample of size m/t+i, ©t = • • • , ) from 5fc(^|y)-
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2. Evaluate the weights ilk = where 
WgtiOj |y) 
w = •zz'r 
* 0f 
3. Define the next improved approximation to p{01 y) as 
s»+i(e I y) = ESV I«!". v • Wmt^,))')-
A t  this stage, the value of h ( - )  depends on the value chosen for m/t+i. This method 
of improving the mixture approximation is repeated until an acceptable approximation 
to p(d|y) is obtained. Call the final approximation ^q*(01y). West discusses some 
possibilities for deciding how large q* needs to be; he suggests that, with a decent initial 
approximation, q* equal to one or two may be adequate. 
3.5 Example: flour beetle data 
3.5.1 A description of the data 
This section describes the analysis of data from a selection experiment using Tri-
bolium castaneum hour beetles (Lin emd Berger, 1992,1993). Traditional (REML/BLUP) 
and Bayesian analyses are compared, especially with regard to the selection decision un­
der each method. The data consist of 324 flour beetles. They were produced by 19 sires: 
17 sires, each of which mated with 3 dams; 1 sire that mated with 1 dam; and 1 sire that 
mated with 2 dams. Hence, there are 73 parents and 54 matings in total. Data were 
collected on six offspring from each mating, resulting in a total of 324 second generation 
animals in the data. The six offspring from each mating were raised in a single glass 
bottle and, thus, faced the same physical environment. We include the environmental 
random effects c to account for correlation induced by the environment. Matings of first 
generation animals occurred on 3 separate days. The day of mating is used as a covariate 
to account for factors specific to that day, such as lab temperature and humidity, that 
might have affected all matings that day. Gender is also included as a covariate. The 
dependent variable, pupa weight (/ig) of each animal, was recorded at the age of 19 days. 
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The following information is recorded for each second generation animal: day of mating, 
sex, sire, family number (1-54), and pupa weight. 
As described in Section 3.1, the mixed linear model used for this analysis is y = 
XI3 ->r Zi\i + Z2C -I- €, where y represents pupa weight. In this application. A' is a 
324 X 6 matrix of regressors, with one column corresponding to the overall mean pupa 
weight, one column corresponding to the sex effect, two columns corresponding to the 
time of conception, and two columns corresponding to the sex-by-time interaction. The 
design matrix, Z\ = [0324x731-^324x324)1 where 0 indicates a matrix of all zeroes, is a 
324 X 397 matrix identifying the animal random effects, or breeding values. Note that 
u is a 397 x 1 vector including breeding values for the 324 second generation animals 
for which y is observed and for the 73 ancestors of these animals for whom no response 
is available. The matrix Zi contains the value zero in the columns corresponding to the 
73 parents because they are not included in the 324 animal data set. The 54 x 1 vector 
c contains parameters describing environmental effects. Then Z2 is a 324 x 54 matrix 
containing the value one in the column corresponding to the appropriate environmental 
random effect for each animal. The relationship matrix A (initially defined in Section 
3.1) is symmetric; the diagonal elements = 1,397) are one plus the coefficient 
of inbreeding (the expected fraction of genes common by descent), while the off-diagonal 
elements = 1,397, i ^ j) represent the additive genetic relationship (the 
expected proportion of genes in common) between the i"* and j"* animals (Wright, 
1922). The diagonal elements here are all one since, in this design, no animal has 
parents descended from a common ancestor. The off-diagonal elements of A represent 
the degree of shared genes for the animals. For example, two siblings of unrelated parents 
are expected to share half of their genes, and the corresponding element of A is 1/2. 
For the traditionail analysis, REML estimates of variance components are found by 
maximizing equation (3.3). Given these estimates, the best linear unbiased predictions 
(BLUPs) of the animal random effects are then obtained by solving Henderson's equa­
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tions. 
For the Bayesian analysis, we choose the prior distribution for the variance com­
ponents to be p{al,ol,al) oc where M = [0, 1,000,000]. This 
noninformative prior distribution reflects our lack of prior information about the values 
of the variance components and also leads to a proper posterior distribution. We use 
5 different Gibbs sequences of length 505,000 to obtain draws from the posterior distri­
bution of the model parameters given the data. The first 5,000 draws of each chain are 
discarded, and then every 500"* draw is saved. An examination of plots and \/~k values 
based on the remaining 5,000 draws indicates that the Gibbs sampler reaches approxi­
mate convergence. By saving every 500"* draw, the five chains yield a posterior sample 
of 5,000 approximately uncorrelated draws. (We determined that draws 500 apart were 
approximately uncorrelated in a pilot study.) All posterior analyses are based on these 
5,000 draws, and the fact that these draws are approximately uncorrelated allows us to 
compute Monte Carlo standard of errors of our posterior estimates. It is worth noting 
that this approach discards a large number of draws. Such draws are useful for studying 
the posterior distribution but complicate the calculation of Monte Carlo standard errors 
(see, e.g., Carlin and Louis, 1996). 
In the following subsections, rather than report results for all 397 animals, we focus 
our discussion on the 20 animals ranked highest using REML/BLUP to predict animal 
random effects and the 20 animals ranked highest according to the posterior means of 
the breeding values. As might be expected, the best animals from the two methods 
overlap; there are 25 unique animals that appear in one or both lists. The tables in this 
section contain only these top 25 animals. In practice, we sample from the posterior 
distribution two different times. Initially, we save the posterior mean of each animal 
effect. These posterior means are ranked, and the animals with the 20 highest values are 
identified. The second time we sample firom the posterior distribution, we save all 5,000 
draws for the 25 animals appearing in either the posterior mean or REML/BLUP top 
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20; we use these draws to compute standard errors of the breeding values and posterior 
summaries for the top 25 animals. Other posterior summaries are computed within the 
Gibbs sampling algorithm for all 397 animals. 
3.5.2 Variance component results 
A key difference between the traditional and Bayesian approaches to analyzing data 
with the animal model is the treatment of variance components. The variance compo­
nents may be of direct interest, for example, to estimate heritability of a trait. However, 
if our main interest is in selection, then the variance components are nuisance parame­
ters. In the traditional analysis the variance components are set equal to their restricted 
maximum likelihood estimates, while in a Bayesian analysis, the variance components 
are treated as random variables. This section addresses the differences between the two 
approaches for handling the variance components. 
The REML estimates of the variance components and their asymptotic standard 
errors are provided in Table 3.1. The asymptotic standard errors are obtained from 
the inverse of the observed Fisher information matrix (Searle et al., 1992). Posterior 
means of the variance components and quantiles of their posterior distributions from 
the Bayesian analysis are provided in Table 3.2. Note that the REML point estimate 
of (Ta (2,253) and the posterior mean obtained from Gibbs sampling (8,166) are quite 
different. There are two factors to keep in mind when examining this difference. First, 
there is considerable uncertainty about the values of the variance components. Second, 
the REML estimates of the variance components should be compared to the mode of 
the posterior distribution rather than to the mean. 
Uncertainty in the values of the variance components is indicated in the large poste­
rior intervals and the large asymptotic standard errors of the REML estimates. We see 
from Table 3.2 that a 95% posterior interval for is (381, 23,676), while an asymptotic 
95% confidence interval for cr^ based on the REML estimate and its asymptotic standard 
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Table 3.1 REML estimates and asymptotic standard 
errors of variance components. 
Variance Component REML Std. Error 
additive genetic (cr^) 2,253 8,367 
permanent environmental (cr^) 4,426 4,711 
residual (cr^) 43,405 5,677 
Table 3.2 Posterior means and quantiles of variance components. 
Veirizince Posterior Posterior Quantiles 
Component Mean 2.5% 25.0% 50.0% 75.0% 97.5% 
a- 8,166 381 3,310 6,804 11,506 23,676 
cl 4,235 211 1,888 3,749 5,964 11,362 
al 40,340 29,828 37,112 40,550 43,697 49,782 
error is (0, 18,651). Both of these intervals contain the REML estimate and the posterior 
mean. A wide range of values for is quite possible. Examination of Table 3.2 reveals 
much variability in the posterior distributions for ai and a; as well. To further illustrate 
the wide range of plausible values of the variance components, we have included contour 
plots of the marginal posterior distribution of the variance components in Figures 3.1 
and 3.2. In these figures, the variance component that is not plotted is fixed at its REML 
estimate. The dot in the center of the contour plot indicates the mode of the posterior 
density, while the contour lines indicate values of the variance components that have the 
same value of the posterior density. The level of each contour gives the height of the 
contour as a proportion of the maximum. These plots are constructed using S-plus after 
evaluating the marginal posterior distribution on a grid. 
The REML estimates represent the mode of the marginal likelihood and thus might 
be better compared to the modes of posterior distributions of the vetriemce components. 
This is especially true here where the prior distribution for the variance components 
is noninformative. Figure 3.3 shows histograms of the posterior distributions of the 
variance components, where it is evident that the posterior modes are in fact similar to 
the REML estimates of the variance components; this is especially true for and al-
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Figure 3.1 Contour plot of marginal posterior density of and cr^ with 
(jg fixed at its REML estimate of 43,435; contour lines cor­
respond to levels 0.05,0.15,... ,0.95 times the modal value 
of the density. 
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Figure 3.2 Contour plot of marginal posterior density of cr^ and al with 
fixed at its REML estimate of 4,426; contour lines corre­
spond to levels 0.05,0.15,, 
the density. 
, 0.95 times the modal value of 
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Figure 3.3 Histograms of the marginal posterior distribu­
tions of the variance components; location of 
REML estimates is indicated by vertical lines. 
3.5.3 Impact of variance components on selection 
A main concern of animal breeders is the identification of animals that have the 
highest animal breeding values. A full discussion of selection based on these breeding 
values is given in subsequent sections. Here, we touch on this subject in order to address 
the impact of the different methods for handling the variance components on the selection 
process. 
Table 3.3 contains the BLUPs (with the variance components fixed at the REML 
estimates) and posterior means of the random effects for 25 of the animals, along with 
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Table 3.3 REML/BLUP estimates (/fg), posterior means, 
and corresponding ranks of animal random ef­
fects. Posterior means are estimated using 
MCMC and have Monte Carlo standard error 
near 1.5. 
Animal BLUP BLUP Posterior Posterior 
Rank Estimate Mean Rank Mean 
146 1 43 1 116 
12 2 41 6 94 
148 3 40 3 104 
147 4 37 7 94 
149 5 37 5 95 
127 6 36 2 105 
252 7 36 8 91 
248 8 30 15 72 
377 9 30 14 73 
250 10 30 17 69 
375 11 29 19 67 
251 12 29 20 66 
253 13 29 21 65 
126 14 28 11 81 
374 15 28 22 64 
304 16 26 9 89 
379 17 26 32 54 
151 18 26 37 52 
249 19 25 33 54 
34 20 25 24 60 
86 21 25 13 78 
254 23 24 12 80 
85 24 24 10 84 
315 27 23 4 95 
178 31 21 16 70 
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the corresponding ranks under each method. To put these numbers in perspective, 
the mean value of pupa weight is 2976.6 fig, and the standard deviation is 231.6 //g. 
One noteworthy result is that the posterior means are generally much larger than the 
BLUPs. This occurs because the BLUPs are calculated with fixed at a value that 
is small relative to the values indicated as plausible by the posterior distribution. The 
standard errors of the REML/BLUP estimates, as given in equation (3.5), range from 
76 to 79. The approximate posterior standard errors of the breeding values, computed 
from the 5,000 approximately uncorrelated draws, range from 78 to 109. The posterior 
standard errors are, somewhat intuitively, larger since they take account of the variability 
in the variance components. On the other hand, the large number of simulation draws 
means that the posterior means of the breeding values are very well determined; the 
approximate Monte Carlo simulation standard errors of these means are near 1.5. The 
ranks of the REML/BLUP estimates and the posterior means agree on the top animal, 
and there are only minor disagreements in the next 6 animals. Beyond the top 7 animals 
(according to REML/BLUP estimates), there are major differences in the ranks of the 
animals. For example, animal 315 has a posterior mean rank of 4, while the rank of 
its REML/BLUP estimate is only 27. This table indicates that the method used to 
estimate the breeding values can have a large impact on both the estimated breeding 
values and the corresponding ranks. 
In an effort to study the difference in the estimates and ranks of the breeding values 
under the two methods, we introduce a third method for estimating the breeding values. 
Instead of fixing the variance components at the REML estimates, we fix them at their 
posterior means. Solving Henderson's equations with posterior mean estimates of the 
variance components produces a new set of estimates of the breeding values, which we 
call PM/BLUP; these estimates are provided for the 25 animals in Table 3.4. Both the 
animal random effects estimates and the rankings here au:e more similar to the posterior 
meeins than to the BLUPs based on REML estimates of the variance components. These 
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Table 3.4 Solutions to Henderson's 
equations using posterior 
means of variance compo­
nents. 
PM/BLUP PM/BLUP 
Animal Estimate Rank 
146 123 1 
12 107 4 
148 112 2 
147 102 5 
149 101 6 
127 109 3 
252 98 7 
248 79 14 
377 81 12 
250 i / 16 
375 76 17 
251 73 18 
253 72 19 
126 82 11 
374 72 20 
304 88 9 
379 63 25 
151 60 29 
249 61 26 
34 65 23 
86 78 15 
254 80 13 
85 83 10 
315 90 8 
178 71 21 
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results show that the solution to Henderson's equations is quite sensitive to the estimates 
of the variance components that are used, at least for these data. We have already 
illustrated that the marginal posterior distribution for the variance components is very 
flat and supports a wide range of plausible values, so using a method that places too 
much weight on one set of values for the variance components may be cause for concern. 
For example, there is little or no evidence that the REML estimates of the variance 
components should be preferred over the posterior means. 
3.5.4 Posterior distribution of the ranks 
One appealing feature of the simulation approach to Bayesian data analysis is that we 
obtain an approximate sample from the joint posterior distribution of all the unknown 
parameters given the data. This sample provides adequate information to estimate any 
quantity of interest. In particular, we can address the question of how well we can detect 
the best animals. For example, we estimate the posterior probability that each animal 
is ranked in the top one, three, and ten of the 397 animals. 
The probabilities of being in the top one, three, and ten animals, along with the 
posterior means, are given in Table 3.5. For example, out of the 5,000 draws from the 
posterior distribution, animal 146 is ranked first 4.2% of the time, or in 210 of the 5,000 
posterior draws. Animal 315 (ranked 27th according to its REML/BLUP estimate) 
is ranked first 3.4% of time, less than only animal 146 and animal 127, while animail 
12 (ranked 2nd according to its REML/BLUP estimate) obtains rank 1 only 1.4% of 
the time. This can occur because there are different amounts of posterior uncertainty 
associated with different animal effects. Standeurd errors for the probabilities in Table 
3.5 are computed as — Pij)f5,000, where py represents the posterior probability 
that animal i ,  for i = 1,... , 397, is in the top j ,  for j  6 {1,3,10}, animals. The standard 
errors for the probability of being in the the top one, three, and ten animals are bounded 
above by 0.003, 0.005, and 0.006, respectively. 
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Table 3.5 Posterior mean and probability each animal effect is ranked in 
top one, three, and, ten of all 397 animals. Posterior probabil­
ities are based on 5,000 uncorrected draws with approximate 
standard errors, 0.003, 0.005, and 0.006, respectively. 
Posterior Estimated probability of being in 
Animal Mean Top 1 Top 3 Top 10 
146 116 0.042 0.108 0.237 
12 94 0.014 0.046 0.144 
148 104 0.025 0.077 0.191 
147 94 0.022 0.056 0.160 
149 95 0.022 0.061 0.169 
127 105 0.035 0.084 0.203 
252 91 0.025 0.061 0.155 
248 72 0.008 0.029 0.098 
377 73 0.010 0.030 0.099 
250 69 0.007 0.027 0.087 
375 67 0.010 0.026 0.080 
251 66 0.006 0.026 0.085 
253 65 0.009 0.022 0.079 
126 81 0.013 0.041 0.118 
374 64 0.008 0.023 0.078 
304 89 0.020 0.057 0.144 
379 54 0.007 0.020 0.064 
151 52 0.007 0.018 0.063 
249 54 0.005 0.018 0.061 
34 60 0.005 0.018 0.068 
86 78 0.014 0.039 0.117 
254 80 0.016 0.043 0.118 
85 84 0.024 0.055 0.140 
315 95 0.034 0.074 0.173 
178 70 0.012 0.036 0.099 
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3.5.5 Optimal selections using loss functions 
Section 3.3.2 presents several different loss functions that could be used to identify* 
the top animals. In this subsection, we use three different loss functions, along with the 
traditional REML/BLUP approach, to select 5 top animals from among the original 397 
animals. First, we briefly review the three loss functions from Section 3.3, indicating 
specific values for the free constants. The squared error loss function for estimating 
the breeding values is Ll2(u, a), where Cj represents the estimate of the breeding value. 
Ui, for animal i. Under this loss function, the posterior means, Cj = E{ui\y), are 
the optimal point estimates, and the five animals with the highest posterior means are 
selected. The weighted ranks squared error loss is given by 
N AT 
L2wi (u, a) = ^  ^  ' W ' l ~  O j ) " ;  
1=1 j=i 
we choose wi^n = 1 and wi^i = 0 for i = 1,... ,n — 1. The optimal estimators under 
WRSEL are given in Section 3.3.2; the five animals with the highest point estimates are 
selected. The individual probability loss function is L35,3(u, s) = Si(l — •^«i>U(„_3)) 
where Si € {0,1} for i = l,...n, Sj = 5, and the vector s indicates which five 
animals will be selected. Under this loss function, the optimal selection is the five 
animals with the highest posterior probabilities of being in the top three animals. 
Table 3.6 contains the the ranks of 25 animals under selection using REML/BLUP, 
LI2, and L2wi, along with an asterisk indicating the top five animals under each method; 
animal 53 is also included in this table because it has a high rank under L2wi. 
addition, the column labeled L35,3 contains an asterisk indicating the identity of the top 
five animals under that loss function. Note that it is not possible to provide ranks of the 
animals under this selection method since s only gives the identity of the animals that are 
selected; however, one could clearly rank animals based on their posterior probabilities 
of being in the top three animals (as in Table 3.5). 
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Table 3.6 Selection of top 5 animals indicated by aster­
isk (*); ranks of estimated breeding values (for 
cases in which breeding values are computed as 
part of the selection process). 
Animal REML/BLUP LU L2w L35,3 
146 1* 1* 5* 
12 2* 6 33 
148 3* 3* 13 
147 4* 7 10 
149 5* 5* 18 
127 6 2 * 6 
252 7 8 21 
248 8 15 34 
377 9 14 22 
250 10 17 80 
375 11 19 39 
251 12 20 45 
253 13 21 57 
126 14 11 14 
374 15 22 37 
304 16 9 8 
379 17 32 47 
151 18 37 58 
249 19 33 43 
34 20 24 52 
86 21 13 26 
54 23 12 2* 
85 24 10 4 * 
315 27 4* 1* 
178 31 16 16 
53 128 115 3* 
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It is clear from Table 3.6 that, even when only 5 animals are selected, the selection rule 
that is used has a large impact on which animals are actually selected. While animal 146 
is selected under all four rules, animal 12 is selected only under REML/BLUP. Animal 
127 is selected only under LI2 and L35,3. In addition, the ranks of the animals can be 
quite different under different methods. For example, animal 315, which is in the top 
five animals under Llo, L2wx, L35,3, has a rank of 27 under REML/BLUP. Animal 
250 has a rank of ten under REML/BLUP and a rank of 80 under L2wi, while animal 
53 has a rank of three under L2wi, a rank of 115 under LI2, and a rank of 128 under 
REML/BLUP. 
Figure 3.4 contains a plot of the pupa weight of the 324 flour beetles by family with 
the identity numbers of several animals given; since there are 54 different families, there 
are 54 different vertical lines on the plot, each representing the pupa weights of the 
animals in that family. This plot is useful for exploring the relationship between the 
family structure and the ranks of the animals in Table 3.6. For example, consider animal 
315, which h£is a rank in the top five under L35,3, a rank of four under Llo, a rank of 
one under L2wi, and a rank of 27 under REML/BLUP. It is apparent from Figure 3.4 
that this animal has the highest observed pupa weight, while the weights of its siblings 
are fairly average. 
3.6 Predictive evaluation 
Sections 3.2 and 3.3 introduce different approaches for selecting the animals to be 
used for breeding subsequent generations. Under a Bayesian approach to selection, there 
are many different possible selection rules (corresponding to different loss functions), 
and we might like to compare genetic progress under these rules to each other and to 
REML/BLUP selection. It is, of course, not possible to actually breed the animals 
simultaneously using the recommendations of more than one selection rule. In the 
absence of a clear choice for the most suitable loss function, we need an alternative 
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Figure 3.4 Plot of weight by family number with identity 
number of some animals indicated. 
method for deciding which approach to use. A simulation-based alternative allows us 
to compare genetic progress under different selection rules and to choose a selection 
procedure bzised on its performance over the "simulated" long term. 
This section describes the use of predictive evaluations to compare different selection 
rules. The basic idea is to use a given rule to select the animals to be bred and then 
simulate phenotypes for the offspring of the resulting matings. The selection method can 
then be reapplied to the resulting population (including the original animals 2uid their 
simulated offspring) to identify the animals that would be selected from that genera­
tion. The algorithm can be carried out for several generations to estimate likely genetic 
progress when selection is done based on a particular selection rule. 
The predictive evaluation algorithm is described in the following subsections and 
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applied to the flour beetle data of Section 3.5 in Section 3.7. 
3.6.1 Predictions based on the animal model 
If we assume the animal model is correct, then for any male (z) and any female (j) 
among the N animals, it is possible to predict a trait value for an offspring (ijl). Under 
the animzil model, letting j/yj denote the trait value for offspring ijl, we have 
Vi j l  = ^iji^ + -^"2—~ (3.16) 
where Xiji determines fixed effects for the animal with parents i  and j; Uj, Uj, 
and dg are estimates of the unknown model parameters; Cij ~ N(0, a^); ~ N(0. <7g): 
and riji ~ N(0, represents a random assortment term designed to preserve the 
additive genetic variance. By including r^/, we account for the deviation of the breeding 
value for animal ijl from the average breeding value of its parents. The definition 
(3.16) describes how offspring trait values can be simulated for given known parameter 
evaluations. We prefer to it as the predictive simulation equation or the stochastic 
predictive equation. Note that to make a single prediction for tjiji we drop the final 
three terms because they have mean zero. 
The predictive simulation equation given in (3.16) depends on unknown model pa­
rameters for which there are a variety of possible estimates. For example, under the 
traditional method of selection, one might use the REML estimates of the variance com­
ponents and the BLUPs of the fixed and random effects. On the other hand, under 
a Bayesian approach, it seems more natural to use posterior summaries of the model 
parameters, perhaps the posterior means of the variance components, fixed effects, and 
random effects. In the flour beetle example of Section 3.5, the REML/BLUP estimate of 
ui46 is 43/Z5, while the posterior mean estimate is lld^g. It is clear from the predictive 
simulation equation (3.16) that the contribution to the mean trait value of an offspring 
with parent 146 depends highly on the method used to estimate the breeding value of 
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animal 146; using an estimate of its breeding value that is nearly three times larger 
under one method than under another seems to automatically favor the method with 
higher breeding value estimates. The following subsection describes an alternative to 
using a single set of point estimates for the model parameters. 
3.6.2 A predictive evaluation algorithm using posterior draws 
Instead of using a single set of point estimates, say Ui,Uj,dl,a^, and for the 
model parameters in equation (3.16), it is possible to take advantage of the full posterior 
distribution of these parameters. In euiy set of draws from the posterior distribution, 
each draw represents one plausible set of parameter values. Each observation from the 
posterior distribution thus gives a set of parameter values that can be treated as a version 
of the true state of the world and then used to carry out simulated breedings using the 
predictive simulation equation (3.16). The predictive evaluation approach, described 
next, makes use of multiple posterior draws. 
Let S denote a fixed selection procedure such as REML/BLUP or selection based on a 
given loss function. The selection procedure S is applied to the data y in order to identify 
the top animals for breeding. Breedings of the selected animals are then simulated using 
equation (3.16). By using multiple posterior draws of the parameters, it is possible to 
actually obtain multiple plausible second generations of animals. For example, if 
u^^', represents one draw from the posterior distribution, these values 
can be used in conjunction with equation (3.16) to predict trait values for offspring in 
the second generation. A second draw, (/3^^', u^^', (Tc^^\ can also be used in 
conjunction with equation (3.16) to predict values of the trait for offspring in the second 
generation of animals. This yields two distinct, but plausible, realizations of the second 
generation. This process is illustrated graphically in Figure 3.5, where y contains the 
initial data, and yt, for k = 1,... ,n2, contains the A:"* plausible set of data values for 
the new offspring in the second generations animals. 
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Figure 3.5 Flow chart for producing multiple second generations. 
The same approach can now be used to go beyond the second generation, but first 
we must allow for the possibility of a new selection of the best animals. For each 
plausible second generation, the new animals are added to the original data, y. to obtain 
yj — (y^iyD for k = l,...n2. The relationship matrix A is updated to account for 
correlations among the new and old animals. The other components of the model given 
in (3.1), X, Zi, and Z2, are also modified. The selection procedure is then applied to each 
plausible second generation, y^ for fc = 1,... .no, to identify the animals that will be 
bred to produce the third generation corresponding to that particular second generation. 
Each plausible second generation might lead to a different selection of the best animals. 
The fully Bayesian prior-to-posterior analysis is carried out for each plausible second 
generation of animals to provide a set of posterior draws for the model parameters to 
be used in generating the third generation (possible alternatives to this procedure are 
considered in Section 3.6.4). For each plausible second generation, posterior draws 
are then used to generate ria plausible third generations corresponding to the particular 
second generation. Using this method, the total number of simulated third generations 
is 712/13. 
This procedure could be carried out for any number of generations, say g, to obtain 
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712113 •••Tig plausible p"* generations of animals. Once plausible realizations of future 
generations are obtained, our goal is to use them to evaluate the genetic progress made 
by the population under a given selection rule. The ultimate goal is to gain information 
about the performance of different selection rules relative to each other. This topic is 
addressed in Section 3.6.3. The following subsections first present some issues that we 
have ignored in this initial description. In addition, several unexplored alternatives to 
the basic predictive evaluation method are proposed. 
3.6.3 Comparing genetic progress over time 
Once we obtain data for all 7x2113 • • - rig plausible 5"^ generations, it is necessary to 
summarize this information in a manner that will provide information about the genetic 
progress of the population under a given selection rule, S. One obvious summary of 
genetic progress under a given selection rule is just the mean of all of the animals across 
all of the potential generations corresponding to that selection rule. However, this 
summary does not give an indication of the trait values for the new animals because 
the average includes all of the animals from all of the generations (the best, the worst, 
and everything in between). This average is heavily influenced by the original data y 
which is common to all future realizations, so a difference between selection methods 
might be difficult to detect. In addition, a single summary statistic does not reflect 
the information about variability that is available because of our simulation of many 
different possible g"* generations. It seems desirable to use a summary that is based 
only on the new animals in the p"' generation and that reflects the variability from one 
plausible generation to another. This is the approach we apply in the example of Section 
3.7. The distribution of new animal means across the 112-••rig realizations of the y"* 
generation is used to summeirize progress under selection using S. 
In practice, the summary that is used might be very specific to the particular problem 
of interest. The predictive evaluation algorithm can be run using any suitable summary. 
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3.6.4 Further discussion of the predictive evaluation algorithm 
3.6.4.1 Choosing sample sizes for the predictive evaluation 
The number of potential generations when using predictive evaluation is no • • • 
Obtaining all of these potential generations requires 1 + no + nona + • • • + n2 • • -Tig^i 
posterior analyses and selections. The leurge amount of computational time involved 
with this process limits the number of potential generations we can simulate. We find 
it beneficial to let n2 be large and then take nj = 1 for i > 2. This strategy is justified, 
in part, by considering the variance of the average of the new animals over all potential 
third generations. 
Let Yij represent the average of all the new animals in the j"* potential third gen­
eration corresponding to the potential second generations, for z = 1,... ,n2. and 
j = 1,... , na- A natural goal is to reduce the variability of the average of the yi/s over 
the nons potential third generations. This would ensure that repeating the simulation 
would provide similar results. If we assume that yij can be written in terms of variance 
component contributions from the second and third generations, say y,-; = /j. + 5i + Qj, 
where J, ~ N(0,cr|) and Qj ~ N(0, £T^), then it follows that 
ax <'•' 
var(avg(yy)) = — + — 
n2 n2n3 
If CTj and are of comparable size, as they are in our example, then it is easy to see 
that the variance of this average is reduced by letting n2 be large. 
3.6.4.2 Breeding lifespans and breeding strategies 
Our basic algorithm does not address the question of when the original and simulated 
animals should be removed from consideration for selection. For example, the breeding 
life span of an animal may limit the number of generations that it can be selected for 
breeding purposes. In addition, some types of animals do not live long and should not be 
selected more than one or two generations after their birth even if they have never been 
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selected before. The existing algorithm allows animals to breed multiple times and does 
not consider the age of animals. The specific details regarding this part of the predictive 
evaluation approach will depend on the specific animal species under consideration. 
There is also no discussion of how the selected animals are mated in the existing 
algorithm. While this aspect of the algorithm is quite flexible, we currently mate the 
highest ranked sire with the top two dams, the second best sire with the third and 
fourth best dams, and so on. In general it is clearly desirable to use the same method 
that is used for carrying out the actual breedings in practice. Another possibility is 
to incorporate mating strategies as an aspect of the breeding program to be evaluated 
using the predictive approach. By considering different mating strategies under the 
same selection rule, the predictive evaluation technique could be used to evaluate the 
performance of different mating strategies relative to each other. 
3.6.4.3 Fixing parzimeter estimates to improve efficiency 
Consider again moving from one of the no simulated second generations, say the A:"' 
where k G {1,... ,^2}, to a third simulated generation. According to the algorithm 
given in the previous subsection, values from a new posterior draw (based on the pos­
terior analysis of the data contained in yj = are used for of all of the model 
parameters in (3.16): and a^. Here, u represents the breeding values cor­
responding to all of the animals in the A:"* potential second generation (all the animals 
in the first generation as well as the particular simulated second generation). We define 
u = (uijua), where Ui contains the breeding value estimates for the original animals 
corresponding to y and U2 contains breeding value estimates for the second generation 
animals corresponding to y^. Instead of using a new posterior draw for all of the model 
parameters in (3.16), it is likely desirable to instead fix the model parameters at their 
values from the previous posterior draw, that is the posterior draw from the Bayesian 
analysis of the initial animals that was used to generate the A:"' potential second genera­
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tion; these parameter estimates are given by Ui, al, and al- The key point is that 
trait values for all future generations are based on these initial values. Because the new 
animals (with trait values simulated as if these pareimeter estimates are true values) cem 
provide no additional information about these parameters, modifying their values just 
increases simulation variability. Of course, it is not possible to carry over values for all 
of the model parameters from the initial posterior draw; the new animails added to the 
second generation were not in the initial population, so they did not have breeding value 
estimates (U2). Instead, we draw values for U2 from their conditional distribution given 
UI and CTq. TO see why this is valid, consider the following algorithm for generating trait 
values for new (third generation) animals. 
Let Ykiki represent the trait values for the fcj'' potential third generation animals that 
correspond to the k[^ potential second generation animals. A draw from p(yitifcj|y/ti) can 
be obtained as a draw from 
pifkukil^^ Uo, da', p(u2|ui, 5-2) p(3, Ui a', jy), 
by drawing successively from each of these densities (from right to left). A draw from 
p(/9, uio-^,ac,ag|y) is obtained from the posterior analysis of first generations animals 
(the particular one that was used to create the given second generation). The method 
for sampling from p(yl^,U2,cfa^,a^,d-^) is described in Section 3.6.1. It remains to give 
the distribution of p(u2|ui,a^); breeding values for the selected animals in the second 
generation, U2, are generated from the distribution of U2|ui,^q. Let denote the 
relationship matrix for the first generation animals. Now define 
a; = 
A[2 
this matrix represents the relationship matrix for the first generation animals and one 
possible set of second generation animals. Note that the component corresponding to 
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the covariance between first generation animals (v4Ji = ^4) is unchanged: AI2 corre­
sponds to the covariance between the new (second generation) animals and the old (first 
generation) animeils, and A22 corresponds to the covarijince between second generation 
animals. The new parts of A^ are easily computed using the rules of Henderson (1976). 
The distribution of U2|ui,CTQ is given by 
u2|ui,a^ ~ N{A{lA~^Ui,dl{Al2 - ^"^4*2)), 
which is easily sampled. Note that drawn from this algorithm, contains trait 
values for new animals with new parents and in new environments. 
This procedure can be applied at any generation g  (not just the second as described 
above) by replacing with yki,k2 U2 with Uj,; Ui with (ui,... , Ug_i); and An 
with 
A* 4* J. 9-l .S-l  P-l.S 
A*^ A' 9-h9 ^9,9 
where A*_^ g_]^ corresponds to the relationship matrix among the animals in generations 
1,... , ^  — 1, Ag_i g corresponds to the relationship matrix for the animals in generations 
1,... ,5-1 with the animals in generation g, and Agg corresponds to the relationship 
matrix among g^'^ generation animals. For simulating one potential set of trait values in 
generation g from a potential generation p-1, the algorithm would consist of keeping the 
model parameters, /3,Ui,... and al, fixed at the values corresponding to 
the particular (5—1)"' generation; the elements of Ug are the only parameters that receive 
new estimates. By keeping the model parameters fixed at each previous generation, we 
expect to see less noise in the simulated generations. 
3.7 Example: flour beetle data - part 2 
This section continues the flour beetle example that was introduced in Section 3.5. 
The data and model are the same with one exception. In Section 3.5, /3 is a 6 x 1 vector 
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including parameters for an overall mean, a time of mating effect (2 elements), a gender 
effect (1 element), and the interaction of gender and day. For the purpose of predictive 
evaluation, the terms regarding day of mating have been omitted. Thus, here /3 is a 
2x1 vector with one column corresponding to the overall mean effect and one column 
corresponding to the gender effect. There are two reasons for making this change. First, 
day of mating is not a significant effect in the model for the initial data; 95% posterior 
intervals for the differences between day effects all contain the value zero. Second, the 
predictive evaluation algorithm generates new data for which it is difficult to define a 
suitable value of these fixed effects. By omitting the day effect, we include any such 
variability in other sources of error. 
For the purpose of talking about predictive evaluation, it is convenient to refer to the 
original data y as the first generation and the first simulated generation as the second 
generation of animals. This can be a little confusing in the context of our example 
because the flour beetle data are actually second generation data from a larger selection 
study. We ignore this in this section in favor of our predictive evaluation terminology. 
As applied here, the predictive evaluation algorithm involves selecting the five sires 
and ten dams with the highest breeding values. Each sire is then bred with two different 
dams, and pupa weight values for six offspring from each mating are simulated. The 
number of sires and dams is somewhat arbitrary; we actually experimented with different 
numbers of sires and dams but do not report results here. The number of offspring from 
each mating is taken to be six since this is the number of offspring from each mating in 
the original data y. 
As discussed in Section 3.6.4, the top sire is bred with the top two dams, the second 
sire is bred with the third and fourth dams, and so on. In the predictive evaluation 
algorithm, we find it beneficial to produce a large number of potential second generations, 
712, as discussed in Section 3.6.4.2. The number of simulated z"' generations, n, , for each 
{i — 1)^' generation is taken to be one for all i > 2. This algorithm results in n2 potentieil 
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generations for all 5 > 1. 
Samples from the posterior distribution under the animal model in the predictive 
evaluation algorithm are obtained using the factored posterior distribution ((3.13 of 
Section 3.4.2). The method introduced by West (1993) and described in Section 3.4.2 
is used to sample from p(a-^,a^,ag |y). In the terminology of that section, we take the 
initial approximation go(^ I y) to be a normal distribution with mean equal to the REML 
estimates of the variance components and variance equal to the asymptotic variance of 
these estimates. We choose h = 1 and improve the initial approximation four times 
(q '  = 4) .  The number of  components  in  each of  these mixtures  (771,  for  i  = 1, . . .  ,4)  
is dependent on the number of potential second generations that are desired; we take 
T T l i  = 712 for  2 =  1,  . . .  4.  
Table 3.7 contains quantiles for the mean of all the new animals in each of 1.000 
potential second generations under several different selection rules. The selection rules 
are briefly reviewed here; they are formally defined in Sections 3.2 and 3.3. Random 
mating is the only new idea; it refers to randomly selecting animals for breeding, without 
regard for their breeding values. This is included as a baseline condition, presumably 
corresponding to breeding as it would occur in nature. The selection method L2wi cor­
responds to estimating breeding values using WRSEL with the weight vector wi taken 
to be wi,i = • • • = = 0 and iui,n = 1 and then selecting the best animals. The 
Table 3.7 Quantiles for the mean of new animals in 
1,000 potential second generations under dif­
ferent selection methods. 
Selection 
Method 2.5% 50% 97.5% 
Random 2880 
2909 
2938 
2936 
2944 
2979 
2995 
3054 
3052 
3057 
3042 
3080 
3181 
3182 
3184 
L2wi 
REML/BLUP 
Posterior Mean 
L3k,3 
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traditional method of selecting animals based on the BLUPs of their breeding values 
after fixing the variance components at their restricted maximum likelihood estimators 
is denoted REML/BLUP. Posterior mean selection refers to selection based on the poste­
rior means of the breeding values, the optimal estimates under squared error loss. Under 
L3^,3 selection, the K (where K is five for sires and ten for dams) animals with the high­
est posterior probabilities of being in the top three animals are selected. Examination 
of Table 3.7 indicates that the last three selection rules, REML/BLUP, posterior mean, 
and L3iv-,3, are preferred to the first two, random matings and L2w, • In addition, it indi­
cates that any of the selection rules are preferred to random matings. These conclusions 
follow informally by comparing the percentiles of the distributions. Formal significance 
tests are also possible since the predictive evaluation results in independent samples of 
size 1,000 for each selection method. Thus two sample t-tests can be used to compare 
the results of different selection methods. 
Pupa weight data is available for "real" flour beetles from the generation following our 
data in the larger study. These data correspond to the second generation discussed here. 
These animals were bred based on each animal's own record; no pedigree information 
was incorporated into the selection process. The actual mean of the new animals under 
this selection is 3,017 which is below the median for the three best approaches in 
Table 3.7 but is within all of the 95% posterior intervals. 
There is not much evidence in Table 3.7 to suggest a difference in selection based on 
REML/BLUP, posterior means, or L3/f,3. While the quantiles are all slightly higher for 
the differences are small compared to the Monte Carlo error. For example. Table 
3.8 contains a replication, that is a different set of quantiles under these three selection 
rules, obtained firom a new simulation. In this table, selection under L3k-,3 produces 
quantile intervals that are more similar to the other two methods. 
In an effort to explore the similarities between these three methods, we record the 
sires and dams that eire selected based on the original data. It turns out that the same 
67 
Table 3.8 Quantiles for mean of new animals in 1.000 
potential second generations under different 
selection methods. This table is an indepen­
dent replication of Table 3.7 
Selection 
Method 2.5% 50% 97.5% 
REML/BLUP 2941 3056 3181 
Posterior Mean 2943 3052 3181 
L3K-,3 2947 3054 3180 
15 animals are selected under both the REML/BLUP and posterior mean selection 
methods. The identity of the selected animals is similar, though not exactly the same, 
under L3/s:,3, as well. We do not expect the selection rules to always agree; in fact, recall 
that in Table 3.6 these three selection rules did not agree in their selection of the top 
five animals. 
Table 3.9 contains quantiles for the mean of the new animals in 50 potential third, 
fourth, and fifth generations under four different selection rules: random matings, 
REML/BLUP selection, posterior mean selection, and L3ft:,3 selection. As may be ex­
pected, since the latter three methods make similar selections at the outset, there is not 
a noticeable difference between selection under REML/BLUP, posterior means, or L3/f,3 
in future generations. All three dominate random matings; by the fourth generation, the 
quantiles for the sophisticated selection methods do not even overlap with the quantiles 
produced from random matings. There is no apparent genetic progress under random 
matings. 
The predictive evaluation algorithm has much potential for choosing a selection rule. 
In fact, it indicates an obvious preference for any of the last three selection rules in 
Table 3.7 for these data. While this indicates that WRSEL does not compete with 
the last three methods, we have only considered one choice for the weight vector, w. 
It is possible that a different choice for the weight vector would lead to much better 
selections. For example, squared error loss, one of the better performing selection rules, is 
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Table 3.9 Quantiles for the mean of new animcils in 50 
potential third, fourth, and fifth generations 
under different selection rules. 
Selection 
Method Generation 25% 50% 75% 
3 2954 2979 3011 
Random 4 2950 2977 2997 
5 2954 2977 3000 
3 3042 3101 3161 
REML/BLUP 4 3026 3121 3184 
5 3023 3128 3247 
3 3007 3068 3120 
Posterior Mean 4 3025 3081 3148 
5 3009 3132 3214 
3 3044 3101 3172 
L3f^,3 4 3052 3132 3206 
5 3077 3150 3249 
a special case of WRSEL. We do not view it as a drawback that the predictive evaluation 
method cannot distinguish a difference between selection using REML/BLUP, posterior 
means, and hZK,z] it may not be desirable to detect a difference between these three 
methods for this particular example since virtually the same animals are selected in the 
first generation under all three methods. The predictive evaluation technique needs to 
be carried out on a larger data set, or least with a larger number of selections. We 
know from Section 3.5 that the selection method can make a difference in what animals 
are selected. When the identity of the selected animals differs, the algorithm has the 
potential to provide information about the relative performance of different selection 
rules. 
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4 INFERENCE FOR EXTREMES IN DISEASE MAPPING 
Epidemiologists often wish to identify geographical regions having unusually high or 
low disease rates. Choropleth maps are useful tools for identifying these regions. These 
maps are shaded according to the value of the observed or estimated disease rates or by 
other quantities, such as the relative risk that is discussed in detail in this chapter. The 
disease rate in question may be a disease incidence rate or a disease death rate. In this 
dissertation, we focus on disease incidence rates. The observed disease incidence rate for 
a geographical region is just the number of people with the disease divided by the number 
of people at risk for the disease in the region. Observed rates can be misleading because 
areas with smaller populations have larger variability and, thus, are not comparable 
to those with larger populations. Gelman (1998) provides a nice, simple example of 
how this variability sometimes causes disease incidence rates in low population areas to 
be misrepresented. We focus on estimating the unknown underlying disease incidence 
rates from the noisy observed incidence rates. Hierarchical models are commonly used 
to provide improved estimates of disease incidence rates. These estimates, commonly 
posterior means, can then be used to produce maps adjusted for unequal population 
sizes. Unfortunately, posterior means can be shown to underestimate the highest rates 
and overestimate the lowest rates. In this chapter we consider hierarchical models for 
disease incidence data and develop estimators that work well for the extremes. 
Let Ynxi denote the observed counts in n regions, Ai , . . .  ,An -  Then the observed 
disease incidence rate for region Ai is equal to t/i divided by the number of people at risk 
for the disease in the region. We assume that these observed rates are noisy versions of 
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the unobserved "true" underlying rates. In a Bayesian framework, the underlying rates 
are unknown parameters in the data model, and a prior distribution is specified for them. 
It is common to assume that the underlying rate for region Ai is given by AjEj, where Aj 
represents a relative risk parameter for the disease in the region, and Ei represents the 
expected number of occurrences of the disease in the region based on known properties 
of the population (such as age, race, and gender distributions). Much recent work 
(e.g., Besag et al., 1991; Cressie, 1992; Bernardinelli, 1995; Richardson et al.. 1995; 
Spiegelhalter et al., 1996; Waller et al., 1997) has been focused on a prior distribution 
for (9 = log A that includes explanatory variables plus two types of variability, spatial 
(clustering) random effects and heterogeneity random effects. This type of model for 
the underlying relative risks can be written as 0 = X/3 + r} + il}, where X(3 accounts for 
the fixed effects, rj accounts for spatially correlated random effects, and i/* accounts for 
heterogeneity random effects. In this case, separate prior distributions must be specified 
for Tj and and, in a fully Bayesian model, hyperprior distributions must be specified 
fo r  / 3  and  any  pa r ame te r s  ap p ea r ing  i n  t he  d i s t r i b u t i o n s  o f  r j  and  i p .  
Section 4.1 contains some technical preliminaries that are needed for this chapter. 
Section 4.2 contains a detailed description of a hierarchical model commonly used to 
model disease incidence (or mortality) data. Two different prior distributions, a proper 
prior distribution £uid an improper prior distribution, that are sometimes used for the 
spatially correlated random effects are also introduced in Section 4.2. Issues related to 
the interpretation and use of the improper prior distribution are given in Section 4.3. 
Algorithms for sampling from the posterior distribution under the models of Section 4.2 
are given in Section 4.4. A new loss function for estimating relative risks is introduced 
in Section 4.5. Finally, Section 4.6 contains an example pertzdning to lip cancer rates in 
Scotland. 
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4.1 Preliminaries 
4.1.1 Variance matrix versus precision matrix 
Throughout this chapter, a subscript of "pre" on the normal distribution indicates 
that the precision matrix, rather than the variance matrix, is given. When confusion is 
possible, a subscript of "uar" is used to indicate that the variance matrix is specified; 
however when there is no subscript on the normal distribution, the variance matrix is 
specified. Therefore, the notation x ~ Npre(^, Q) denotes a normal distribution with 
mean ^ and variance matrix Q~^ (assuming Q has an inverse); that is, x ~ N^ar 
4.1.2 A note on generalized inverses 
A generalized inverse of an n x m matrix A is any m x  n  matrix G such that 
AG A = A. The generalized inverse G is a reflexive generalized inverse if GAG = G as 
well. This chapter will make use of two different types of reflexive generalized inverses, 
the Moore-Penrose generalized inverse and the right inverse. 
If G is a reflexive generalized inverse of A and satisfies the additional properties that 
AG and GA are symmetric matrices, then G is the unique Moore-Penrose generalized 
inverse of A. Every n x m matrix A has a Moore-Penrose generalized inverse; the Moore-
Penrose inverse of A will be denoted A"^. If >1 is an n x n symmetric matrix with spectral 
decomposition given by 
A = LAX^ = f^MrA(i), 
t=i 
where A = diag(A(i),A(„)) is a matrix containing the eigenvalues, A(i) < ... < A(n), 
of A and L = (Zi,... ,Z„) is an n by n matrix containing the associated orthonormal 
eigenvectors, then the Moore-Penrose inverse of A is given by 
1=1 
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where 
£ 
-r^ if A(i) ^ 0 A  +  _  ,  A ( i )  U )  T  
0 otherwise. 
A right inverse of an n x m matrix A  is any m x n  matrix R  such that A R  = /. If i? 
is a right inverse of A^ then ARA = A, RAR = R, and AR = / is a symmetric matrix. 
A right inverse of A exists if and only if rank(.4) = n. The right inverse of -4 will be 
deno t ed  A.  
4.2 Model specification 
4.2.1 The Poisson-lognormal model 
It is common to assume that the disease incidence counts y follow independent 
Poisson distributions, 
j/i|Ai ~ Poisson (AjE'i), 
for z = l,...n, where Ei represents the expected disease incidence count for the z"* 
region, and Aj represents a relative risk parameter for the z"' region. The expected 
counts may be computed by taking known disease incidence rates for subpopulations 
(for example, based on gender or age) and applying these known rates to the population 
in region Ai. Alternatively, the expected counts may just represent a standardization of 
the data; for example, they may be taken to be proportional to the number of people at 
risk for the disease in a given region subject to the restriction that Vi = Ei-
If A, is much larger than one, then the underlying disease incidence rate for region ^4, 
is such that the expected number of cases of the disease is actually larger than the 
crude expected count, Ei. Similarly, if Aj is smaller them one, then the region has a 
lower expected number of disease cases than implied by Ei. The quantity, y/E is the 
vector of standardized morbidity rates (SMFls) for the n regions. Note that, given E, 
the expectation of the vector of SMRs is A. It is these "smooth" relative risks A that 
are the quantities of interest; our primary goal is estimation/prediction of A. 
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The vector of log relative risk parameters, log(A), is expressed as a mixed linear 
model, 
0  =  log(A) = X/3 + 
where /3 is a vector containing relevant fixed effects, T7 is a vector of spatially correlated 
random effects, and ^ is a vector of uncorrelated heterogeneity random effects. Prior 
distributions for the spatial and heterogeneity random effects are specified as 
T/1 r" ,  ~  N(0,  T^{ I  -  ( l>C)~^M) ,  
and 
^ I CT^ ~ N(0,<7^D),  
where r", <p, and a' are parameters of these prior distributions. The variance parameters 
r* and are nonnegative. The parameter </> is either restricted to a range, {<pmin, 4>max)^ 
determined by the eigenvalues of M'^CM^ (see Theorem 2 in Section 4.2.2) or fixed 
at the value (l>max- The matrices C, M, and D are considered known; we take M to 
be a diagonal matrix. A discussion of the choice of C and M is deferred to the next 
subsection, where the prior distribution for 17 is discussed in detail. The variance matrix 
D of heterogeneity effects is diagonal. 
To complete the Bayesian model specification, it remains to give hyperprior distribu­
t i ons  for /3, T^, cr^, and <(>. The first three of these distributions are taken to be p{/3) oc 1, 
p(r^) oc and p(cr^) oc where e is a small, positive real number. The flat 
prior distribution on /3 is commonly used; it allows the likelihood to determine the pos­
terior distribution. The prior distributions for and are also relatively flat distribu­
tions. Two different prior distributions for 4> are considered: (1) the uniform distribution 
over values of 0 that produce positive spatial correlation, p(0) = Unif(010,0^01); and 
(2) p{4>) — the Dirac delta function (Baker, 1982), which makes <i> = 4>max 
with probability one. These different prior distributions for <f> have very different and 
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important implications for the prior distribution on r j ;  these implications are discussed 
in detail in the following subsections and beyond, especially in Section 4.3. 
A Bayesian approach to the analysis of disease count data y is discussed in this 
chapter. Under a Bayesian analysis, inference is based on the posterior distribution of 
the model parameters given the data, 
which yields, inter alia, the posterior distribution of A = The marginal pos­
terior distribution of these relative risk parameters is of primary interest for identifying 
geographical regions with high or low relative risk. It may also be of interest to consider 
the relative risk that is not explained by covariates. Approaches to analyzing 
data with this model are described in Sections 4.4 - 4.6. In the remainder of this section, 
and in the next, we examine the model a bit more closely. 
4.2.2 Conditional autoregressive prior distribution 
The prior distribution for the spatially correlated random effects is given by 
~N(O,r2( / -0C)- 'A/) ,  (4.1)  
where C  = (cjj) is an n by n known matrix specifying spatial association, 0 is a param­
eter measuring the degree of spatial dependence, and M is an n by n known diagonal 
matrix. This joint distribution actually arises as a conditional autoregressive (CAR) 
model (Besag 1974; Cressie 1993, Section 6.6), which is motivated through the condi­
t i o n a l  d i s t r i b u t i o n s ,  r j i  \  T i _ i ,  f o r  i  =  1 , . . .  ,  n ,  w h e r e  1 7 _ ,  =  { r j i , . . .  ,  
Let Ni = {j : dj # 0} represent the set of neighbors of region Ai, that is the regions 
Aj such that T]j is assumed to be associated with Tji; regions are commonly assumed to 
be neighbors if their boundaries touch. The conditional distributions that correspond 
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to the joint distribution given by (4.1) are 
Vi I V-v ~ N(0 ^ Cijrjj, r^rriii), 
j eN .  
(4.2) 
for i = 1, . . ,Ti.  This conditionally specified form of the model makes it easy to interpret 
the various elements of the prior distribution. Specifically, M is a matrix of conditional 
variances (up to the scalar r-), and 0 is a measure of the strength of spatial dependence, 
with 0 = 0 implying no spatial association. Large values of identify neighbors whose 
spatial random effects are expected to be most closely associated with i]i. 
In order for this CAR distribution on 17 to be a proper distribution, r*(/ — (l)C)~^M 
must be a symmetric, positive-definite matrix. Thus, M and C must be chosen to 
satisfy the symmetry condition, muCji = rrijjCij for z = 1,... , n and j = 1,... , n. The 
condition on (p that ensures positive-definiteness is given in the following theorem, whose 
proof follows Cressie (1993, page 471). 
Theorem 2 //t; ~ N(0, V =  T' { I  — <j )C)~^M)  where  17 is an n by 1  vector, C and M 
are n by n matrices chosen so that V is a symmetric matrix, and r" > 0, then V is a 
positive-definite matrix if and only if <() is in the interval {(j>min-, 4>max) where (pmin and 
<t>max are based on the eigenvalues, 7(1) < ... < 7(„), of M~^CMi. Specifically, 
(-oo,7(';5) if 0<7(i)<7(„) 
(7mS7(";')) if 7(i)<0<7(n) 
( 7 ( i j , o o )  i f  7 { i ) < 7 ( n ) < 0  
Proof: 
First note that 
V =  T 2( / -0C) - ^M =  r2M5[M-5 ( / -0C ) - ^M5]M5  
Since > 0 and A/2 is a positive-definite matrix, V is positive-definite if and only if 
the eigenvalues of (/ — <pM~2CM^) are all positive. Letting 7(1) < ... < 7(„) be the 
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eigenvalues of M and iV^ be a matrix whose columns contain the corresponding 
orthonormal eigenvectors, the spectral decomposition of M~^CM^ is 
M-^CM^ =  Ar^diag(7(i),... , 7(n))-/V^', 
and the spectral decomposition of (/ — (pAI'^CM^) is given by 
(/ - 0M~2CM2) = N^{I - (?idiag(7(i),. . .  ,7(„)))A^^. 
Thus the eigenvalues, 1-0 7(i) for i = 1,... ,n, of (/ - (f>M~^CM^) are all positive if 
and only if 0 € {(pmin-, <i>max) as given in the theorem. • 
Theorem 2 indicates that for the prior distribution on t] to be proper, (p must be in 
the interval 0max)- When (f) is in this interval, the prior distribution for tj is proper, 
and the posterior distribution of all of the parameters given the data is also guaranteed 
to be proper. In many disease-mapping situations, it is actually more intuitive to replace 
0min with max(0miniO) since we usually expect a positive dependence between a region 
and its neighbors. 
Now, it may sometimes be desirable to fix 0 at and issues associated with doing 
so are discussed in the following section. For the most part, it seems natural to leave <j) in 
the model as a parameter that is restricted to be between and <t>maxi perhaps with 
0min set equal to zero. One advantage is that this assures a proper posterior distribution. 
Another is that, as with any other model parameter, a Bayesian analysis will provide 
information about the posterior distribution of 0. In particular, if there is much evidence 
that 0 should be equal to a certain value, the posterior distribution will place a large 
amount of mass at and near that value. 
4.2.3 Intrinsic autoregressive prior distribution 
The CAR prior distribution is often replaced by a prior distribution which takes 
0 = <t>max- It is not formally possible to write (4.1) with <i)max in place of 0 because the 
77 
variance matrix does not exist. Instead, it is beneficial to rewrite the prior distribution 
(4.1) in terms of the precision (inverse variance) matrix. 
For all values of € {(pmin-,<t>max)-, (4.1), (4.2), and (4.3) are equivalent distributions. 
One advantage of writing the CAR distribution in terms of the precision matrix as in 
(4.3) is that it is then more directly related to the conditional distributions given in (4.2) 
in a sense made clear by Besag and Kooperberg (1995, equations (2.1) and (2.2)). 
Now, when 0 = the precision matrix in (4.3), Q^mai = - <PmaxC)~^M. is 
a positive-semidefinite matrix. Unless otherwise specified, it will be assumed that this 
n by n matrix has rank equal to n — 1, that is that the zero eigenvalue of has 
multiplicity of one. 
Besag et al. (1991) propose the use of a CAR model with 0 = (pmax for disease-
mapping applications. Their model has been widely applied (e.g., Clayton and Bernar-
dinelli, 1992; Breslow and Clayton, 1993; Richardson et al., 1995; Spiegelhalter et al., 
1996; Waller et al., 1997), and we briefly review it here. The matrices C and M in the 
Besag et al. (1991) prior distribution for r} are defined as 
for i = 1,... n, where \Ni\ represents the number of neighbors of region Ai. The condi­
tional distributions in (4.2) that correspond to this CAR model when (f> e 
are given by 
V\r \c t>-  Np,e(0,Q =  ^ M-\I  -  0C)) .  (4.3) 
0 otherwise, 
and 
ma = \Ni\ \ 
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for z = 1,... ,n, where fji = denotes the average of the spatial random 
effects for all the neighbors of the t"* region. 
For the given C and M, Theorem 2 implies that <f>max = 1, and Besag et al. (1991) 
use this CAR model with <j> = (i>max = 1- There is some intuitive appeal to fixing 0 
at (/»moz = because the mean of the conditional distribution of 77, given T)_i is just 
the average of the spatial effects for all the neighbors of Ai. Also Besag (1981) and 
Besag and Kooperberg (1995) show that, in some situations, no significant correlations 
occur between neighboring regions unless 0 is very close to (pmax- However, for <p = (pmax^ 
the relationship between equations (4.2) and equation (4.3) cannot be technically correct 
because the joint distribution in (4.3) is not a proper distribution. Besag and Kooperberg 
(1995) call this model a normal intrinsic autoregression (lAR), following Matheron (1973) 
and Kiinsch (1987). 
Even though the relationship between (4.2) and (4.3) is not technically correct when 
<t> = these two equations give equivalent models for all 0 6 (^min, including 
values of (p that are very close to <i)max- With <t> = 4>max^ the individual conditional 
distributions given in (4.2) are still valid distributions, but the precision matrix in (4.3) 
is no longer a positive-definite matrix. This suggests letting 0 —> (pmax in (4.3) to get 
r/1 ~ Np„(0, = ^M-\l - cPmaxC)), 
T '  
an improper prior distribution that actually arises as a particular limit of well defined 
CAR models. Caution is required in interpreting the resulting improper prior distribu­
tion for T/, as well as in interpreting and obtziining draws from the posterior distribution. 
In fact, the statement ~ Npre(0, is somewhat misleading because 
which usually gives the variance matrix in a normal distribution, does not exist, so 
the normal prior distribution cannot be interpreted in the usual way. The next sec­
tion provides an interpretation of a normal distribution that is specified in terms of a 
positive-semidefinite precision matrix of rank n — 1. 
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4.3 Interpretation of a positive-semidefinite precision matrix 
A normal distribution with a positive-semidefinite variance matrix is referred to as 
the singular normal distribution and is guaranteed to have a density (Lukomski, 1939; 
Searle, 1971; Johnson and Kotz, 1972). However, when defined in terms of a positive-
semidefinite precision matrix, the normal distribution must be interpreted differently. 
The following two subsections present two possible interpretations for a normal distri­
bution that is specified with a positive-semidefinite precision matrix that has rank equal 
to n — 1. The first interpretation is intuitive, but incorrect. 
While this section is motived by the normal lAR prior distribution, the results apply 
to any normal distribution with a positive-semidefinite precision matrix of rank n — 1; 
the only exception is Section 4.3.5, which applies the results given here specifically to 
the normal lAR prior distribution for 77. 
4.3.1 An incorrect interpretation 
If 17 has an n-dimensional normal distribution with a positive-semidefinite precision 
matrix, Q, of rank n — 1, 
then an incorrect interpretation of this normal distribution is in terms of Q"*", the Moore-
Penrose generalized inverse of Q, namely, 
While this might seem a natural interpretation of the distribution in (4.4), there is a 
subtle difference between the distribution in (4.4) and the one given in (4.5). 
Let the spectral decomposition of Q be given by 
V ~ Npre(0,(5), (4.4) 
T ? ~ N „ar(0,Q+). (4.5) 
n n 
Q = LAi'" = ^  WfAio = WrA(„. 
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where A = diag(A(i),A(„)) is a matrix containing the eigenvalues, 0 = A(i) < ... < 
A(„), of Q and L = (/i,... , /„) is an n by n matrix containing the associated orthonormal 
eigenvectors. Then, according to the distribution in (4.5), Var(ZfT7) = = 0: that 
is, the variance of the linear combination of rj corresponding to the null space of Q is 
zero. The following subsection shows that, in fact, a value of infinity rather than zero 
here is more sensible. 
4.3.2 A correct interpretation 
This subsection contains a correct definition for an n-dimensional normal distribu­
tion, 
V ~ Npre(0, Q), 
with positive-semidefinite precision matrix Q of rank n — 1. When Q is positive-
semidefinite and has rank equal to n — 1. its smallest eigenvalue must be equal to zero 
and have multiplicity of one. It is possible to gain some insight into the implication of 
this singular precision matrix by examining what happens when a small positive number 
is substituted for the zero eigenvalue, and that small positive number is allowed to ap­
proach zero. This can be done by substituting ^ for the smallest eigenvalue and letting 
(7* —)• CO. 
In this spirit, we introduce a new random variable 77*2 such that *7*2 ~ NprelO, <5*2), 
where Q*2 = Q + We again let Q have spectral decomposition 
n n 
Q = I.Ai'- = 53 (ilf A,„ = 2 lilf A„„ (4.6) 
i=l t=2 
where A = diag(A(i),..., A(„)) is a matrix containing the eigenvalues, 0 = A(i) < ... < 
A(„), of Q and L = (/i,... , Z„) is an n by n matrix containing the associated orthonormal 
eigenvectors. The Moore-Penrose generalized inverse of Q is given by 
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Let B be any n — 1 by n matrix with rows that are linearly independent of each other 
and orthogonal to ii. We now augment 77*2 with the additional rows zind B»7*2 
to obtain 
This vector has a (2n)-dimensional (degenerate) normal distribution with mean equal 
to 
i i 
iJvU = 
BriU B 
I 
E = 
B 
EK.) = 0, 
and variance equal to 
I 
Var = 
*1 Var(t,;a](/ li 
B 
I 
ir 
B 
I 
B 
I 
/f 
B 
iA\ + Q G -
-l 
[/ h 
[ l i , . . .  , /„]  diag . . .  ,  A(„)  
*1 
f 
"n 
- 1  
[n ,  B '^ ]  
[ l i , . . .  , /„]  diag |/ I, B' 
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ll I2 In 
1 0 0 diag A (2)  
_1_ 
A(„)j 
IT 1 
iT 0 
C 0 
1 • 
to
 
l^ *n 
ll I2 
1 0 
0 B[l2, 
In 
0 
Jn]  
diag , 
H2)  A { n ) .  
Ij 1 
ll 0 
K 0 
0^ 
2 
B^ 
r 
*T1 
o  ,T  
a- l\ a~ 0^ 
h l f  CT'  +  Q+ ha -
cr^ ij 
BQ-^ 
It follows that 
cr-
0 
Q^B^  
0^ 
BQ+B"^ 
' / 
V'cr^ 
*1 "(7^ ~ N 0, 
bv;2 v 
(4.7) 
i i i [a2+Q+ l i o -  Q^B ' ^  
c"- ll a2 0^ 
BQ+ 0 BQ+B^ 
We examine properties of this distribution as —> cx) to motivate a definition for 
a normal distribution with a positive-semidefinite precision matrix of rank n — 1. In 
particular, we consider the conditional distribution of = c) for some known 
constant c, the distribution of if r/* 2, and the distribution of Br/* 2. These distributions 
are obtained immediately from properties of the normal distribution and (4.7). 
It follows from (4.7) that the distribution of 77*21 (lfrf*2 = c) is a normal distribution 
with mean given by £(77*2 = c) = c li, and variance given by Var(T/*2 = 
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c) = Q"*" + lii{ — li ij a- = so that 
'7 ;=l(^r»?;^=c)~N(cZi ,Q+).  (4.8)  
Notice that this conditional normal distribution does not depend on a-, and is. thus, 
unchanged  by  l e t t i ng  a-  —>• oo ,  so  i t  i s  na tu ra l  t o  r equ i r e  Tj \ { l J r i  = c)  ~  ^ va r {c l i ,Q ' ^ ) .  
Since Q'*' represents £in n-dimensional positive-semidefinite variance matrix of rank n —1, 
the normal distribution appearing in (4.8) is a degenerate distribution: however, because 
it is specified in terms of the variance matrix, its interpretation is straightforward. It 
is worth noting that while the variance of t}*2 blows up as c- -> oo, the variance of 
t7*2 I liTj'^3 = c is independent of a'. 
Now, the marginal distribution of is seen from (4.7) to have infinite variance 
as cr- oo. This implies that, in the limit, actually has an improper uniform 
distribution on (—00,00). Thus a second natural property to require of 17 is that ijrj ^ 
Unif(—00,00). 
Finally, it follows from (4.7) that the marginal distribution of where B is any 
n — 1 by n matrix with rows that are linearly independent of each other and orthogonal 
to Zi, is given by 
Again, this distribution does not depend on a-; thus it is also unchanged by letting 
00. This gives the third property that we ascribe to r;, Bt) ~ N(0, BQ'^B'^). Note 
also that if 17*2 and Br}*2 are independent of each other in (4.7); it is natural to have 
this property hold in the limit. 
Considering the limiting distribution of 77*2 yields a number of natural properties for 
a normal random variable with a positive-semidefinite precision matrix. These Eire now 
formulated in the following definition. 
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Definition 1 Let Q be an n byn symmetric positive-semidefinite matrix with rankn—1 
and spectral decomposition given by 
Q = ML'' = 
i=l 
where A = diag{A.(i),A(n))  is a matrix containing the eigenvalues, 0 = A(i)  <  . . .  < 
A(TI), ofQ and L = (Zj,... , /„) is an n byn matrix containing the associated orthonormal 
eigenvectors. Let B be an n — 1 by n matrix with rows that are linearly independent of 
each other and orthogonal to li. We define rj ~ Npre(0,Q) to mean that 
T7|(Zff7 =  c)~N(ci i ,Q+),  (4.9) 
^  W2  ^  
W3 
= B 
\ J \Vn  J  
and, independently of (wo,... ,tVn}, 
wi = ~ Unif(-oo, oo), 
(4.10) 
(4.11) 
where Q"*" is the Moore-Penrose generalized inverse ofQ, and Unif(—oo, oo) is the im­
proper distribution given by Lebesgue measure on (—00,00). • 
Several aspects of this definition are noteworthy. First, the variance matrix Q"*" in 
(4.9) is the generalized inverse of the precision matrix for the distribution of f}. We 
mention in section 4.3.1 that the Moore-Penrose inverse is not an appropriate variance 
to use in interpreting the distribution of 17 because the variance of if rj should be equal to 
infinity rather than zero. It turns out that the Moore-Penrose inverse is the appropriate 
variance matrix after maicing the restriction that ijri = c. Second, it is worth noting that 
Brf has a proper normal distribution; in other words, a set of n — 1 linear combinations 
of 17 chosen to be orthogonal to li and independent of each other have a proper normal 
distribution even though 17 has an improper joint distribution. 
As a final comment, we note that Definition 1 incorporates a large number of prop­
erties. It seems plausible that a more parsimonious definition is possible with some of 
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the properties derived as consequences of the others. However, we could not formalize 
any such argument. 
A precision matrix Q of a normal distribution can have rank less than n — 1, though 
it does not occur for the example (Section 4.6) considered in this chapter. This arises 
when the multiplicity of the zero eigenvalue of Q is greater than 1. We provide one 
example of how this could occur in the disease-mapping model. Consider the normal 
lAR distribution with the choice of Besag et al. (1991) for C and M. as in Section 4.2.3. 
In this case, (j>max = 1, and the matrix = M~^{I - C) has diagonal elements. 
= \N i l  
for i = 1,... , n, and off-diagonal elements, 
—1 if Ai and Aj are neighbors 
0 otherwise, 
for i = 1 , . . .  ,n and j  =  1 , . . .  ,n ,  where i  ^  j .  Since Ai has exactly \Ni\ neigh­
bors, and these neighbors each contribute a value of —1 to the i"* row of 
Q<pu,ax^ = - 1M|, • • • , 1-^nl - I'^nl)^ = 0. Now. if there exist two (or more) 
nonoverlapping subsets of the regions Ai , . . .  , .4„, such that all neighbors of the regions 
in a subset are also in the subset, then each such subset is isolated. If there are no (non-
trivial) isolated subsets, then the regions .4i,... ,An are called connected. If the regions 
>li,... are connected, then the multiplicity of the zero eigenvalue is one. However, if 
there are two or more isolated subsets of Ai,... An, then the zero eigenvalue has mul­
tiplicity greater than one. To see this, suppose there are just two such subsets, and let 
a be £in n by 1 vector with ones in the positions corresponding to the regions in one 
such subset and zeros elsewhere. Then so that 1 and a are two linearly 
independent eigenvectors corresponding to the 0 eigenvalue of . 
A generalization of Definition 1 can be used to provide a definition for an improper 
normal distribution that is defined in terms of a positive-semidefinite precision matrix 
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of rank n — k where 0 < fc < n. Definition 2 below gives the more general case; it is 
motivated in a similar manner to the motivation of Definition 1. 
Definition 2 Let Q be an n by n symmetric positive-semidefinite matrix with rank n—k, 
for 0 < k < n, and spectral decomposition given by 
Q = LXL^ = ^ iilfA,.,, 
1=1 t=fc+l 
where A = diag{A^i),A(„)) is a matrix containing the eigenvalues, 0 = A(i) = ... = 
A(fc) < ... < A(„), of Q and L = {li,... ,Z„) is an n by n matrix containing a set of 
associated orthonormal eigenvectors. In addition, let B be any matrix with n — k rows 
tha t  a re  l i near l y  i ndependen t  o f  each  o ther  and  or thogona l  t o  each  o f  l i , . . .  , 1^ .  We  
define the improper distribution 
T} ~  N(0,Q),  
where t] is an n by I vector, to mean that 
1 (/[t/ = di,... , = 4) ~ N{d i l i  + • •  •  +  dk lk ,  
/ Wk+l \ 
\ / 
= B 
f m \ 
yVn J  
and 
wi = ijr] ~ Unif(-oo,oo), 
'^k = IkV ~ Unif(-oo,oo), 
where di,... ,dk are known constants, Q"*" is the Moore-Penrose generalized inverse of 
Q ,  and  w \ , . . .  ,Wk  are  d i s t r ibu ted  independen t l y  o f  each  o ther  and  o f  {Wk+i^ , . . .  ,  v jn ) .  •  
4.3.3 Linear combinations of having a proper distribution 
Section 4.3.2 formedizes the meaning of a normal distribution, 
TJ  ~  Npre(0 ,Q) ,  
that has a positive-semidefinite precision matrix Q of rank n — 1, through Definition 
1. In particular, equation (4.10) of Definition 1 implies that even though -q has an 
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improper joint distribution, certain sets of n — 1 linear combinations of 17 have a proper 
joint distribution. Specifically, the n — 1 linear combinations B-q, where B is an n — 1 
by n matrix with rows that are linearly independent of each other and orthogonal to 
the null space of Q, have a proper (n — l)-dimensional normal distribution. This section 
introduces two different choices for B. The first choice, given in Example 1. takes B 
to have rows containing the orthonormal eigenvectors that correspond to the nonzero 
eigenvalues of Q. The second choice, given in Example 2, defines Brj to contain suitable 
standardized differences of the elements of rf. 
Example 1 
Let Tf ~ Npre(0, Q) where is an n by 1 vector and Q has rank n - 1 and spectral 
decomposition given by 
Q = 
x=l i=2 
where A = diag(A(i),..., A(„)) is a matrix containing the eigenvalues, 0 = A(i) < ... < 
A(„), of Q and L = {h,... , in) is an n by n matrix containing the associated orthonormal 
eigenvectors. Let 
'2 
Bi = 
It follows that 
[Zi , . . .  ,Z„]  d iag 
B^Q^Bj  = 
„ 1 1 O.-r—, --  ,T-
. A(2) A(„)J 
* 1  
[^2,  • • • , / . ]  
= diag 
^2) A,,!""" A (n) 
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Definition 1 then implies that 
W o  
Wr,  
= BiT I  ~ N ^0, di ag 
.A(2) '  'A(„) .  
and 
Wi =  l i^r j  ~  Unif(—cxD, c») ,  
where wi is independent of (IOT,  . . .  ,  Wn)-  •  
The choice of w = { w \ , ,  W n ) " ^  given in Example 1 is appealing because the vari­
ance of {wo,... 1 WnY" is a diagonal matrix. While 17 has an improper prior distribution, 
the n — \ linear combinations of rj defined by Bi have a proper normal distribution with 
a diagonal variance matrix. 
Before proceeding to Example 2, a lemma is introduced. Lemma 1 expresses the 
normal distribution for the n — 1 dimensional vector, Br}, in terms of the precision 
matrix rather than the variance matrix that is given in Definition 1. 
Lemma 1 Let Q be an n by n symmetric positive-semidefinite matrix with rank n — 1 
and spectral decomposition given by 
Q = iAi'" = 
;=1 
where A = cfza5( A(i), ...,A(n)) is a matrix containing the eigenvalues, 0 = A(i)  <  . . .  <  
A(n)> ofQ and L = (li,... ,ln) is annbyn matrix containing the associated orthonormal 
e igenvec tor s .  Then ,  when  r j  ~  Npre (0 ,  Q) ,  
Npr,{Q, B'^QB), 
and, independently of {w2,... ,Wn), 
Wi = Zfr; ~ Unif(—00,00), 
W 2  Vi 
W z  m 
= B 
. . . . 
where B is any n — 1 by n dimensional matrix with rows that are linearly independent 
of each other and orthogonal to li, and B is a right inverse of B. 
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Proof: Letting Q"*" be the Moore-Penrose generalized inverse of Q, Definition 1 states 
that 
Wo Vi 
Wz rh 
= B 
. . . . 
Since is positive-definite, its inverse exists and is the precision matrix in the 
distribution of {w2 , . . .  ,Wn)^:  the lemma gives  this  inverse as  B^QB. Let G — B'^QB. 
To show that G is the inverse of BQ^B^, we show that B^QBBQ^B^ = /. by showing 
that BBQ"^ = and QQ'^B^ = B^. The result then follows since B is a right inverse 
of B and B'^B^ — {BB)"^ = 1. Let Col{-) and Row{-) denote the column and row 
spaces of a matrix. 
The results used in the remainder of this proof can be found in Harville (1997). The­
orem 9.1.2 of Harville implies that to show BBQ'^ = Q"*", it is enough to show that the 
equations BX = are consistent in X (have a solution in A'), which is true if = 0 
for every a such that aiFB = 0. Thus, to show BX = is consistent, it is sufficient to 
show that Row{Q'^) = Row{B). We know that Col{Q) = Col{B), which implies that 
Row{Q^)  =  Row{B^) .  Now BB = /  impl i e s  t ha t  BBB =  B  and  BBB =  B ,  so  tha t  B 
is a reflexive generaUzed inverse of B. This implies that Row{B) = Row{B'^). Since Q"*" 
is the Moore-Penrose generahzed inverse of Q, Row{Q^) = Row{Q^). It then follows 
that Row{Q'^) = Row{Q^) = Row{B'^) = Row{B), so that BX = Q"*" is consistent and 
B5Q+ = Q+. 
Similarly, QQ^B^ = B^ since R(m{B'^) = R(yw{Q^) = Row{Q), where the last 
equality is due to the symmetry of Q. • 
Lemma 1 is used in the following example, which gives the distribution of a second 
set of linear combinations of rj in terms of the precision matrix. 
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Example 2 
Let T) ~ Npre(0, Q), where 17 is an n by 1 vector and Q has rank n — 1 and spectral 
decomposition given by 
Q = LAL^ = 
i=l 1=2 
where A = diag(A(i),A(„)) is a matrix containing the eigenvalues, 0 = A(i) < ... < 
A(„), of Q and L = (/i,... , /„) is an n by n matrix containing the associated orthonormal 
eigenvectors. Let Zi = {li.i,--. and 
j5O = 
Then a right inverse of B2 is given by 
Bo = 
/n-l 
T~n 
Z l.n —I 
T7 
In-l 
0^ 
and 
BTQBo = [/„-! 0] Q 
0^ 
where represents the (n — 1) by (n — 1) upper submatrix of Q. It follows from 
Definition 1 and Lemma 1 that 
UJo 
= B2T7~Np,e(0,(3"), 
and, independently of {wo, • •. , Wn), wi = li^rj ~ Unif(—00, cx)). • 
Again, the improper distribution for r/ yields n — 1 linear combinations of rf, defined 
by 52> that have a proper distribution. The particular choice of w = (iwi,... ,Wn) in 
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Example 2 is appealing because, for z = 2,... , n, Wi = T]i-i — j^rjn can be interpreted 
as a generalized difference of the T/^'S, for J = 1,... ,n. The term generalized difference 
is used because in one common disease-mapping model (Besag et al., 1991). li = 1, and 
Wi = 77i-i — T]n are ordinary differences of the elements of t], 
4.3.4 Obtaining a proper distribution through a linear restriction 
This section focuses on equation (4.9) of Definition 1. Equation (4.9) gives a proper 
(though degenerate) distribution for »7|(Zfi7 = c). This implies that by fixing the linear 
combination l^rf that has the improper uniform distribution on (—00,00) according to 
Definition 1, we obtain a proper distribution for rj. Here we give the nondegenerate 
distribution for any n — 1 elements of rj under the restriction that = c. In addition, 
we give the special case resulting from choosing c = 0. This is a very important special 
case, as Zf 17 = 0 is the restriction we use when implementing the lAR prior distribution 
in diseaise-mapping examples. 
Definition 1 gives the distribution for = c) as the degenerate normal distri­
bution, N \ c degenerate distribution results in a nondegenerate 
distribution for any n — 1 of the elements of rj with the restriction that I Jt] = c. This 
nondegenerate distribution is given in Theorem 3. 
Theorem 3 Let t} ~ Npre(0,(5), where Q = has eigenvalues 0 = A(i) < 
A(2) < • • • < A(„) and corresponding orthonormal eigenvectors Ij, for j = 1,... , n. Then 
(4.12) 
where 77. ,  =  (r / i , . . .  and ( / j )_i  = Hj,i,... ,Zj-.+i,. . .  ,Zj,„)^, 
/or J = 1,... , n. 
Proof: 
The distribution in (4.12) is a direct consequence of Definition 1. • 
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The following corollary gives the distribution of rf_i and the (degenerate) distribu­
tion of Tf under the restriction that ifij = 0. This corollary follows immediately from 
Theorem 3 and Definition 1 by taking c = 0. 
Corollary 1 If c is taken to be zero in Theorem 3 and Definition 1, then the distribution 
for any {n — \)-dimensional subvector of rj given that lfrf = 0 is given by 
V - ,  I = 0) ~ N ^0, j • (4.13) 
In addition, the (degenerate) joint distribution for Tf,  given that IJt} = 0, is given by 
where is the Moore-Penrose generalized inverse of Q = 5Zr=2 -Vi) • 
Proof: This result follows immediately from Theorem 3 and Definition 1. • 
Corollary 1 is important because the distribution given in (4.13) is used in applying 
the normal lAR distribution as a prior distribution, as described in Section 4.4.2. The 
final result of Corollary 1. 17 | (^^77 = 0) ~ Nuar(0, Q"'"), resembles the distribution given 
as an incorrect interpretation in Section 4.3.1, 7/ ~ N„or(0, Q"*")- It turns out that this 
is the correct distribution only after making the restriction that ijri = 0. 
4.3.5 The normzd lAR prior distribution 
Our motivation for studying a normal distribution that is defined in terms of a 
positive-semidefinite precision matrix is the normal lAR prior distribution for rj that is 
used in the disease-mapping model; this prior distribution is given by 
T/ l r -  ~  Npre(0,  C30„„) ,  
where = :;^M~^(/-0maiC') is a positive-semidefinite matrix with rank n -1 when 
the n regions, -4i,... , An, are connected. This subsection provides a summary of how 
the developments of Sections 4.3.2 - 4.3.4 apply specifically to the lAR prior distribution 
for Tf.  
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Following the notation of this section, let A = diag(A(i),..., A(„)) be a matrix con­
taining the eigenvalues ,  0  =  A(i)  <  . . .  < A(„) ,  of  and L = (/ i ,  be  an n  
by n matrix containing the associated orthonormal eigenvectors. Then 
= iAZ.'- = A,i, = A„|, 
i=l 1=2 
and is Moore-Penrose generalized inverse of Finally, 
let B be any matrix with n - 1 rows that are linearly independent of each other and 
orthogonal  to  Zi .  
Section 4.3.2 gives the definition of a normal distribution, such as the normal lAR 
prior distribution for 17, that has a positive-semidefinite precision matrix of rank n — 1. 
Let {w2,.... Wn)^ = Bri- Then, according to Definition 1 of that section. 
Wo 
W3 
Wr,  
n 
T" ^  (4.14) 
(4.15) 
and, independently of (w2, • • • ,Wn), 
^1  =  i f  r j  ^  Uni f (—00 ,00} .  
Under the normal lAR distribution, Br} actually defines a "proper combination" of 
Tf, in the sense that it has a proper normal distribution. However, ifrj has an improper 
distribution, which results in an improper joint distribution for 7/. 
One choice of B is given in Example 2; in this case the n — 1 generalized differences, 
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Wi = 77i_i — j^Tjn, for z = 2,... , n, axe distributed as 
•  l . n  
where represents the (n — 1) by (n — 1) upper submatrix of and h = 
• •  •  i^ i ,n- i  In  the special  case considered by Besag and Kooperberg (1995) .  
Qomaxl = 0, and. thus, /i oc 1. The differences that Besag and Kooperberg give as 
having a proper distribution are exactly the generalized differences of Example 2. This 
result is summarized in the following proposition. 
Proposition 1 When 1 = 0, the generalized differences given in Example 2 reduce 
to the differences, Wi = T)i-[ — r}n for i = 2,... , n, presented by Besag and Kooperberg 
The normal lAR prior distribution for 17 can be interpreted as a proper distribution 
for each of n — 1 generalized differences and an improper distribution for ijri. The 
impropriety in the distribution of t} can be avoided by restricting the "improper combi­
nation" to be fixed at zero. In practice we rely on Corollary 1 of Section 4.3.4. By 
adding the restriction that /f T/ is known, Corollary 1 gives a proper distribution for any 
(n  — l ) -d imens iona l  subvec to r  o f  r j .  In  pa r t i cu l a r ,  w i th  t he  r e s t r i c t i on  l ( q  =  0 ,  
where This prior distribution can be used in 
place of the improper normal lAR prior distribution for r j .  
(1995). 
Proof: Since = 0, Zi cx 1, and Wi = 77j_i - k^rj^ = for z = 2,... , n. 
• 
(4.16) 
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4.3.6 Final comments regarding CAR and lAR 
The normal lAR prior distribution, 
»7 ~ -  (pmaxC) ) ,  
is an improper distribution that is difficult to interpret. In fact, to guarantee a proper 
posterior distribution in practical applications, the prior distribution is usually mod­
ified from its original form by conditioning on ifrj = 0. where li is the orthonormal 
eigenvector corresponding to the 0 eigenvalue of • 
The normal lAR prior distribution is obtained from the normal CAR prior distribu­
tion (4.3) by taking 0 = It seems logical to leave 4> in the model as a parameter 
that is restricted to be between zero and rather than to fix it at If there is 
evidence in the data of significant correlations between neighboring regions, the poste­
rior distribution will place a lot of probability meiss near ^max- If there is no evidence 
of spatial association then the normal CAR prior distribution will be valid (as long as 
0mm < 0) because the independence model is a special case (<^ = 0) of the CAR prior 
distribution, whereas it is not nested within the lAR prior distribution. Finally, by 
requiring (p to be in the interval (cimim <Pmax)' the CAR prior distribution for rj avoids 
the need to deal with the improper prior distribution that is introduced by fLxing (p at 
0max-
In the Scotland lip cancer example, discussed in detail in Section 4.6, the posterior 
distribution of 0 is, in fact, concentrated near (jtmax when the prior distribution, 0 ~ 
Unif(0, (l>max)i is chosen. In czises where the covariates. A', include essentially all spatially 
correlated risk factors, we would expect to find that <f> is not near (pmax, and, in that 
case, it is clearly not desirable to have it fixed there a priori. 
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4.4 Posterior inference for the disease-mapping model 
This section gives Gibbs sampling algorithms for sampUng from the posterior distri­
bution of the parameters of the disease-mapping model introduced in Section 4.2. There 
are two subsections: the first deals with the normal CAR prior distribution for r] that 
takes 0 G (O,0,nai)i while the second deals with normal lAR prior distribution for rj 
that takes = (t>max- Separate algorithms are needed for these two cases. 
4.4.1 With CAR prior distribution for rj 
This section gives the model, joint posterior distribution, and conditional distribu­
tions needed to implement a Gibbs sampling algorithm for sampling from the posterior 
distribution of the parameters of the disease-mapping model introduced in Section 4.2, 
assuming a normal CAR prior distribution for rj. The model specification is repeated 
here. The disease incidence counts y are independent, with 
Vi I ~ Poisson(£'je''^^"^''-'^'^0> 
for i = 1,... , n and Ej, for i = 1,.. .n, being known constants. In these distributions, 
Xi is a column vector containing the i"* row of A' from the model specification in Section 
4.2. The prior distributions are given by 
T/ I T", 0 ~ N(0, T^{ I  — ( j )C)~^M) ,  
and 
•0 I CT" ~ N(0, cr^D), 
and the hyperprior distributions are given by p(/3) a 1, p((p) oc /0e(o,0mai)i ^ e~^, 
and p(cr^) oc e~i^, where C is a known n by n matrix, M and D are known n by n 
diagonal matrices, and e is a known scalar. 
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Under this model, the joint posterior distribution of all the model parameters given 
the data is given by 
p(/3, T7, i/>, r-, 01 y) oc p{y \  0 ,  r \ ,  i p )  p{ r j  \  0) p(t/> [ a ' )  p(/9) p(r-) p{a- )  p(0) 
Let C = (Cjj) for I = 1,... ,n, and j  =  1 , . . .  , n :  D  =  {dkk )  fo r  k  =  1,... ,n: and 
M = (mfcjt) for A: = 1,... ,n. Let /G(-|-,-) denote the probability density function 
of the inverse-gamma distribution, previously defined in Section 3.4. The conditional 
distributions for /3,% for k = 1,... ,n, ipk for A: = 1,... ,n. r-.a*, and cf). that are 
needed to implement a Gibbs sampling algorithm, are 
oc nr=iexp { -e^T/3+vi+^iEij ^+'/. 
n  
3 
h+^i)yt 
(4.17) 
p{f3\Ti , ip ,T- ,a^,4>,y)  oc I l^^iexp +  xf/3y,} (4.18) 
p(% |T7_fc, '^ , /3 , r^ ,cT^(^,y)  a  exp  Ek  +  VkVk]  
{-5^^ (;lr(i - M - 't'nkT.i*t >!< (S: + Si^))} • 
?("/>* 11, ^ -k, <l>, y) oc exp I -e'»''+"+•>£i + iityt 
p(r- |T7,'0,/3,(r2,0,y) oc 
( ; i ) '  exp {-5TT (E^I  i ( l  "  fe)  +  E Ei#j  +  «)  }  
oc rc (r^ I ? - 1, i (el. l-d - + E Ei^ , + ^ )). 
(4.21) 
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p{a- I  Ti, T-, <j,, y)  oc (^) '  exp { -^  £  + «) }  
a/G(cr^l5- l ,^E?. .g  + e)) ,  (4.22)  
and 
p(0 |T7,• l />, /3 , r^a^y)  a  -  (^C) |  = 
* exp |-2^ ^(1 - Z } ^^6(0..^'nax)-
(4.23) 
As described in Chapter 2, a Gibbs sampUng algorithm proceeds by successively 
sampling from the distributions given in (4.18) - (4.23), always using the most recently 
generated values of each parameter. The conditional distributions of r* and a-, given 
the other parameters and the data, can be sampled directly from inverse-gamma distri­
butions. All of the other parameters are drawn using the Metropolis algorithm, which 
is described in Chapter 2. As described in Chapter 2, a normal random walk jumping 
distribution is used for each parameter; the variance matrix is determined from a pilot 
run to obtain acceptance rates in the range of 0.2 — 0.45. 
4.4.2 With restricted lAR prior distribution for rj 
It is more difficult to sample from the posterior distribution of the parameters of 
the disease-mapping model when an improper lAR prior distribution is assumed for rf 
because we must first ensure that the posterior distribution is a proper distribution. It 
turns out that the propriety of the posterior distribution depends on the nature of the 
fixed effects component of the model, X/3. For example, if the vector li that defines the 
null space of is included in the column space of X, then the posterior distribution is 
not a proper distribution because the linear combination Zfr/ is confounded with a linear 
combination of /3. This is not purely an academic point because the Besag et al. (1991) 
model that is popular in practice has = 0, and, consequently, the sum (or the 
mean) of the spatial effects is confounded with the intercept of the regression (if there 
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is an intercept). One way to alleviate this confounding is to remove the offending column 
from X; another is to modify the improper lAR prior distribution by introducing the 
restriction Zfiy = 0 which leads to a proper prior distribution on £iny (n — 1 )-dimensional 
subvector of rj. It is possible that li is not in the column space of A'. Then the improper 
prior distribution should lead to a proper posterior distribution. We have not been able 
to prove this. Consequently, we rely on the restricted lAR prior distribution. This 
ensures a proper posterior distribution and also addresses any confounding that may 
exist. In the following subsections we consider: 1) a Gibbs sampling algorithm assuming 
the restricted lAR prior; 2) a Gibbs sampling algorithm using recentering along with 
the improper lAR prior distribution that appears to be equivalent; 3) a Gibbs sampling 
algorithm with the improper lAR prior distribution that does not work. 
4.4.2.1 Gibbs sampling for the disease-mapping model with the re­
stricted lAR prior distribution 
This section gives the model, joint posterior distribution, and conditional distribu­
tions needed for Gibbs sampling when the restricted normal lAR prior distribution for rj 
is used, with the restriction being that Zfry = 0, where li is the orthonormal eigenvector 
corresponding to the zero eigenvalue of the precision matrix . 
Let the precision matrix — (pmaxC) have spectral decomposition 
'^^Q<t>max — A(j), 
i=i 
where 0 = A(i) < A(2) < . • • < A(„) and /j, for j = 1,... , n, represent the eigenvalues and 
corresponding orthonormal eigenvectors of Under the restricted normal lAR 
prior distribution, 17 actually sits in an (n — l)-dimensional space with the n"* element 
determined by the other elements under the restriction ijrj = 0. Moreover, under this 
restriction, the distribution for any (n — l)-dimensional subvector of 17 is proper. 
For the purpose of writing out the probability model for y, the joint posterior dis­
tribution of the parameters, cind the conditional posterior distributions of individual 
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parameters, we take the first element of r; as the one that is left out. The distribu­
tion of T]_i is given; then rji is obtained by solving the equation ijrf = 0, so that 
= - E"=2 
Let C, M. and D be known n by n matrices such that M and D are diagonal. The 
disease counts are independent, with 
2/,-1 T/, i/> ~ Poisson(f:ie^^/^+'''+'^0, 
for z = 2,... , n and fJj, for z = 1,... , n, being known constants. Since rji = — 
y\ is then distributed as 
y\ IP, »7, •01 ~ Poisson I Exe 
In these distributions x, is a column vector containing the z"* row of A' from the model 
specification in Section 4.2. The prior distributions are given by 
and 
^ |a=~N(0,a-£)) ,  
and the hyperprior distributions are given by p(/3) oc 1,P(T^) OC e~^ ,  andp((7^) A . 
In  these distributions, e is a known scalar, (Zi)_i = (Zjo, • • • ,li,n) for z = 2,... ,n, and 
= ('l,l) • • • 1 'l,n)-
Under this model, the joint posterior distribution of all the model parameters, given 
the data, is given by 
p(/3, T7, V, (J-, T^ \ y )  oc p{y  I /3, t], •0) p{ri_i | r^, /f t/ = 0) p(^ | a^) p{l3) p{t^) p{<T^) 
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oc exp + (if/9 + T}i + ipi)yi^ 
* exp < 
®r/3-Er=2 
—p *1,1 El + (xf/3 - ^  ^Tii + IP v j i ) y i  
'•• ii) 
* e e 
where Q* =  (E"=2( ' j ) - i ( ' j ) - i  aJ ; ; )  •  
Let C = ( c i j )  for i = 1,... ,n. and j  =  I , . . .  , n ;  D  =  {dkk )  for /c = 1,... , n: and 
M = (mjtfc) for A: = 1,... , n. Let /G(-|-, •) denote the probability function for an inverse-
gamma distribution, previously defined in Section 3.4. The conditional distributions for 
/3,T}k for k = 2,... ,n, ipk (or k = 1,... , n, r*, and cr^, that are needed to implement a 
Gibbs sampling algorithm for sampling from the posterior distribution, are given by 
p(/31T] ,  i p ,  r^ a-, y) oc II.'Loexp Ei + xf/3yij 
* exp < 
ir/3-EL, 
—e '.1 Ei+xJ^y i  (4.24) 
p{T]k \ T?_fc, /3, T-, a-, y) (X exp + rjkykj 
I 
* exp < 
•r/s-sr., i,., 
—p *1.1 h j<  
h , ]  VkVi 
* exp I 2^ (jlkQk-l,k-l "t" Vk St=2;iiitfc Vi{Qi-l,k-l Qfc-l,z-l)) |) 
(4.25) 
p(^ifc I »7) exp , (4.26) 
r ,(r',y) oc exp < xr/3-E?=2 —e *1.1 El • e^""e , (4.27) 
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oc /G (r2 I - 1, i {j2'l=2ViQUi,i-i + ViVjQUij-i + e))> 
(4.2S) 
and 
p((T^ I »7,'0,/3,r% y )  oc e 5^ a^r+') 
oc/G(a2|a- l , i (x;r=i£ + e)) '  {4-29)  
and, of course, t]\ = — EIL2 777^»' 
As described in Chapter 2, a Gibbs samphng algorithm proceeds by successively 
sampling from the distributions given in (4.24) - (4.29), always using the most recently 
generated values of each parameter. The conditional distributions of r- and cr*, given 
the other parameters and the data, can be sampled directly from inverse-gamma distri­
butions. All of the other parameters are drawn using the Metropolis algorithm, which is 
described in Chapter 2. As described in Chapter 2, a normal random walk jumping dis­
tribution is used for each parameter; the variance matrix is determined from the result 
of a pilot run to obtain acceptance rates in the range of 0.2 — 0.45. 
4.4.2.2 Recentering: an £ilternative Gibbs sampling approach for the 
disease-mapping model with the restricted lAR prior distribution 
The algorithm described in the previous section for sampling from the posterior 
distribution is based on the restricted normal lAR prior distribution for 17, with the 
restriction being that /fry = 0. Gibbs sampling using the "density" of the improper, un­
restricted lAR distribution and incorporating a procedure known as recentering appears 
to give equivalent results to using this restricted lAR prior distribution. Besag et al. 
(1995) briefly introduce the concept of "recentering" the clustering effects in a Gibbs 
sampling algorithm, and Gelfand and Sahu (1999) discuss the concept further, though 
neither set of authors provides a formal proof that recentering works. We tried to prove 
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that the method of recentering works but were not successful. We include a description 
of recentering and some comments here. 
Recentering involves using the unrestricted, improper lAR prior distribution, 
T J \ T  ~ Q^moi ~ ^ M A X C ) ) ,  (4.30) 
for 17 to obtain the conditional distributions for Gibbs sampling. Under this model, the 
joint posterior distribution of all the model parameters, given the data, is given by 
p(/3, T;, V*, r-1 y) oc 
nr=iexp exp{(xf/3 + 77^+ 
n  — 1  
* (^) - <i>maxC)ri^  
*e"2^ e"^. (4.31) 
This posterior distribution looks very similar to the posterior distribution given in equa­
tion (4.17), where the CAR prior is used for 77. However, there are some differences: 
the power of 1/r^ on the second line is (n - l)/2 instead of n/2; terms involving 0rnax 
and no other parameters do not need to be written since is a constant here; and 
the precision matrix of t), - (pmaxC), is a singular matrix. Under Gibbs 
sampling with recentering, the conditional distributions are based on this joint posterior 
distribution, as if the precision matrix of *7 were full rank. However, each time rj is 
drawn (the corresponding n steps of the Gibbs sampler are completed), it is adjusted to 
satisfy the restriction that IJt} = 0. 
Before giving the details of the recentering step, the need for care when sampling from 
conditional distributions based on a joint normal distribution with a positive-semidefinite 
precision matrix is illustrated in the following simple example. 
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Example 3 
Consider trying to sample from the improper normal lAR distribution for t ) in the simple 
case where n = 2, r- = 1, 
0 1 C = 
1 0 
and M = /o, so that (l)max = It and 
" • / " " • " 
~ Npre 
0 1 -1 
1 \ 
0 -1 1 
Note that, for this example, there is no data likelihood; we sample directly from the 
prior distribution. Suppose the usual Gibbs sampling algorithm is used to obtain a 
sample from this normal distribution using conditional distributions based on the im­
proper distribution. The conditional distributions based on the "density" of this normal 
distribution, obtained without regard for the impropriety of the distribution, are 
7/11772 ~ N(772, 1), and 7/2 |77i ~ N(77i, 1). 
Iterative sampling from these conditional distributions with starting value yields 
2fc-l 2 k  
j=i j=i 
for A: = 1,2,... , where ei,e2,... are independent and identically distributed N(0,1) 
random variables. It is easy to see that the variance of both and becomes 
infinite as A: ^ 00; the Gibbs sampling algorithm used on the conditional distributions 
based on the improper joint distribution does not converge. • 
Despite the danger illustrated in Example 3, it is possible to implement a recentering 
technique that allows one to sample from conditioned distributions based on the improper 
distribution (4.30) and then carefully adjust the sample to satisfy the restriction that 
Zfr/ = 0. 
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First consider an lAR prior distribution where = 0 (this equality holds, for 
example, under the choice of Besag et al. (1991) for C  and M, as defined in Section 
4.2.3). After drawing from the conditional distributions derived from (4.31). the 
recentering step consists of replacing 77-*^' with for i = 1,... , n. where 
It appears that this method works because the restriction that 
l^Tf' =0 is satisfied. 
Consider applying the recentering algorithm to the two-dimensional lAR distribution 
of Example 3. 
Example 4 
In Example 3 we found that (with starting value 7/0°') = 773°' -I-
= 7/2°' + for A: = 1,2,... , where 61,60,... are independent and identi­
cally distributed N(0,1) random variables. The mean used for recentering is given by 
2ik—1 
= „(•» + £ 
j  =  l  
SO that 
.(fc) 1 , .(*:) 1 Vi = and 7/2 = 2^2A:-
It follows that 
~ N ^0, , and 
The vector 17*^''^ = (7?i^''\ 7/2^''^)^ has the same distribution that would be obtained from 
Theorem 3 for 'n\i['q = 0 under the normal lAR distribution. Thus recentering gives the 
same result as would be obtained by the Gibbs sampling algorithm of Section 4.4.2.1. • 
A method for implementing recentering in the more general situation, when 1 is no 
longer the vector corresponding to the null space of is presented next. There 
remains no general proof of the vaUdity of recentering. Empirical evidence supports the 
approach, and, thus, we make it more generally applicable. Let have spectral 
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decomposition 
= iAi'- = 
i=l i=2 
where A = diag(A(i),..., A(„)) is a matrix containing the eigenvalues, 0 = A(i) < ... < 
A(n) and L = (ii,... ./„) is an n by n matrix containing the associated orthonormal 
eigenvectors. Within every iteration of a Gibbs sampler, recentering consists of adjusting 
(recentering) the most recently generated vector by forming to satisfy the 
restriction that = 0 through the transformation 
It is worth noting that there is a relationship between this recentering transformation 
and the linear transformation of rj to B r j  used in Definition 1. Let .4 be an n — 1 by n  
{  l f \  
matrix containing, without loss of generality, the first n — 1 rows of i / — • Then 
each row of A is orthogonal to /i and linearly independent of the other rows of ,4, so that 
.4 satisfies the conditions on B in Definition 1. It follows that when 7/ ~ Npre(0, 
where is the Moore-Penrose generalized inverse of the first n — 1 rows 
of the recentering transformation can be used to specify n — 1 linear combinations 
of 17 that have a proper normal distribution according to Definition 1. Thus, when 
17 ~ N(0, the recentering transformation could be used to specify a proper dis­
tribution for {tjI ,  . . .  = A t ] ,  as in Definition 1, and to satisfy the restriction that 
if 17* = 0. Perhaps the n — 1 rows of any matrix B  satisfying the conditions given in 
Definition 1 could be used to implement a recentering algorithm; this idea needs further 
investigation. 
We provide £in illustration of how recentering works for a three-dimensional example. 
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Example 5 
This three-dimensional example illustrates how Gibbs sampling on the improper nor­
mal distribution, combined with recentering, gives the same results as drawing directly 
from the conditional distribution of r/l/fr/ = 0. Once again we take an example that 
uses Gibbs sampling to sample directly from the improper normal distribution instead 
of from a posterior distribution. 
Assume that 
m 
m 
v3 
N, pre 
( 
o,g = 
\ 
2  - 1  - 1  
- 1  2  - 1  
- 1  - 1  2  
•>3 
(4.32) 
In this distribution, Ql = 0, so that the restriction Ylk=i % = 0 is incorporated into 
this distribution in order to make it proper in two dimensions. Under this restriction, 
Corollary 1 gives that 
" IE 
T]2 k=l 
( 2 1 
= 0 
~ 1 0) 9 9 
1 1 2 
. v 9 9 
(4.33) 
and 
m = -Vi - % •  
It follows that one can simulate r] from (4.32) by generating (771,7^2)^ from this two-
dimensional restricted normal distribution and then specifying that 773 = —tji — r]2. 
An alternative way to sample from this distribution is to use a Gibbs sampling 
algorithm with conditional distributions based on (4.32) in conjunction with recentering. 
Under the improper density. 
P(m,^2,%) oc e 5 
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the conditional distributions for Gibbs sampling are 
~  N " 3 ' " '  
2 2 
and 
After every iteration of a Gibbs sampling algorithm, recentering is implemented to form 
1 
• •  
r 
V2 
= 
4" 1 
V 1 nr 1 1 
Using this method with starting values and 773°' and with e|-'\ for i  = 1,2,3, and 
j = 1,2,..., being independent and identically distributed N(0, random variables, it 
can be shown that 
= 1?' (i) + r H)' 
, ^fc-1 / i,(fc) 
Z-j=l \ ~ s )  ^3 ~ 3^3 1 
and 
i k - l  
= 4 "  (-1)* + 4 "  (i) i - k ) '  
_  V^^-W g U )  !,(*:) 2^j=\ \ a) ^3 3^3 1 
and 
% 
(fc) 2,(A:) 
3^3 • 
It is clear that the expectation of each of •'12''^ and goes to zero as k tends to 
infinity. Since the recentering step guarantees that - 772^*^^ to prove the 
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joint distribution is correct, it remains to show that 
/ 
V % 
(fc) 
72 
as k oo. 
We can verify this result term by term: 
+ Var(Ej:; + iVar(4") 
— i. ^ _L iV*^ 1 16 Z^j=l V.64/ 2 4 Z^j=l U-jy 2 
+ Ej:| iii)' 1 , 1 . 1  2 9 2 
J_  64 111 64 l i j .  1^1 1 — 2.  
16 ' 63 • 2 4 " 63 * 2 63 ' 2 9 • 2 ~ 9' 
and 
Cov(77[^''', 772^''') 
=cov( iEj=.  -kEU - ^ 4", 
4 2_/j=l Is; "+• 2 2^J=1 \ 8 /  ^2 2^J=1 V 8/ ^3 3^3 J  
_ 1 
4 
1 
_>ri _i 1 _il diae [i . M i . M i . J. il 2 
^L4 '  2 '^ '  3J  12 63 '  2  63 '  2  63 '2J  
-1 
_ 1. 
3 
~ 16 ' 2 ' 63 4 ' 2 " 63 2 " 63 9 ' 2 ~ ~9" 
-1 
3 J 
An alternative method for proving that recentering works on this small example is to 
show that if t]2^''\ and 773^*^' are in the stationary distribution, then 
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and 773^*^^^' remain in the stationary distribution. This is true, as we demonstrate for 
. ( f c + i ) .  
with 
and 
''i " 8^- 8 4^ 2 - 3 ' ' 
1  _1 1  _1 _1 
8 '  8 '4 '  2 '  3  
2 
9 
1 
9 0 0 0
 
_
i 1 
O
D
j.—
 
1 
9 
2 
9 0 0 0 
1 
8 
0 0 i 2 0 0 
1 
4 
0 0 0 i 2 0 2  
0
 0 0 0 i 0  1 3 . 
2 
9" 
• 
As mentioned previously, we are unaware of a general proof that recentering works. 
We have proved that it works for this small example and for a generalization to n 
dimensions where Tf ~ Npre(0, Q) with —^ and ^ The algebra for the 
latter example is similar to that of the previous example but much more complicated; it 
is not included here. 
The objective of recentering is to sample from the posterior distribution using the 
restricted normal lAR prior distribution for 17. While it seems to be a valid method, 
we are unable to prove that it works. Since it is possible to write the restricted prior 
distribution for ?; as a proper (n — 1)-dimensional distribution as in Corollary 1, we 
prefer to use this distribution and avoid the recentering technique. 
4.4.2.3 A version of recentering that does not work 
The discussion of recentering indicates that Gibbs sampling using conditional distri­
butions based on an improper joint distribution in the normal lAR model is appropriate 
I l l  
as long as the constraint that Zfr; = 0 (where li is such that Qli = 0) is imposed for each 
Gibbs iteration. Recentering ensures that the constraint is satisfied: however, satisfying 
this constraint via other methods is not guaranteed to work, as is shown through the 
following counterexample. 
Consider again Example -5 at the end of the preceding section, where 
Vi 
v2 
V3 
N. pre 
( 
0 , Q  =  
\ 
2  - 1  - 1  
- 1  2  - 1  
-1 -1 2 
A s  in the previous example, assume that and are generated from the conditional 
distributions based on the improper joint distribution for rj: 
{k) I (ifc-1) (fc-1) 
V i  \ m  ~ N 
4'-"+4'-" 1 
9 ' 9 
and 
( k )  I  ( k )  ( f c - 1 )  
^2 1^1 ^3 ~ N 
r" i' 
\ ^ / 
Rather than generating 773*^' from the appropriate conditional distributions and then 
implementing a recentering transformation, suppose we take 773*^' = in or­
der to satisfy the restriction 771+770 + 773 =0. This method of generating values for 
(77i'^\ 772*^', 773^^) does not converge to the correct distribution. At the iteration of 
Gibbs sampling under this algorithm with starting values 771°', 772°', and t]^\ the draw of 
771 can be written as 
1 W 
m 
1  ( k -
Ak-1) 
% )+4 '  (fc) 
"2^1 
cW -
( k )  
+ e,  — . . .  
«=l 
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where are independently and identically distributed N(0, random variables. It 
follows that 
However, it follows from the restricted joint distribution (4.33) that the correct distri­
bution for + 772 + r/3 = 0 is N{0, |), so this method does not work. 
4.5 Inference for functions of the underlying rates 
In a Bayesian approach, inference about disease incidence relative risk parameters 
(or possibly the ranks of these parameters) for n geographical regions is based on the 
posterior distribution of the parameters A, given the data y. This posterior distribu­
tion is often studied empiriceilly by obtaining a sample of draws from it. The preceding 
section describes algorithms for obtaining such samples. Each draw from the posterior 
distribution represents one possible set of values of the underlying relative risk parame­
ters. 
Epidemiologists often study choropleth maps, which are maps of the geographical 
regions with areas shaded according to the value of some quantitative feature of interest. 
One possible feature of interest is the estimated relative risk parameters. Since each 
posterior draw represents one set of values for these relative risks, each posterior draw 
could be viewed as corresponding to a different plausible map. For example, Figure 4.1 
contains choropleth maps based on two different posterior draws of A, the relative risk 
parameters for the occurrence of lip cancer in the 56 administrative districts in Scotland. 
(These draws are samples from the posterior distribution under Model lA described in 
Section 4.6). Clearly, different posterior draws lead to different maps. For example, in 
Figure 4.1, the map on the left indicates that Skye-Lochalsh has a higher relative risk 
than its neighboring districts, while this is not true of the map on the right. 
In a Bayesian analysis, many different posterior draws are available, and it is an 
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Skye-Lochalsh 
8.3 
Ross-Cromarty 
3.4 
Drawl 
8 - 1 0  
Skye-Lochalsh 
3.2 
Ross-Cromarty 
3.4 
Draw 2 
8 - 1 0  
Figure 4.1 Map of Scotland shaded according to two posterior draws of the 
relative risk parameter, A. Values of relative risk for the two pos­
terior draws for Skye-Lochalsh and Ross-Cromarty are indicated 
on the map. 
extremely complicated and time consuming task to study a different map for each such 
draw. One could try to instead summarize the posterior distribution of the relative risks 
in a useful manner. The specification of an appropriate loss function and the derivation 
of the corresponding optimal estimate of A is one approach for summarizing the posterior 
distribution of the relative risks. 
Section 4.5.1 introduces some methods that have been developed for the problem 
of estimating ensembles of parameters, especially in the context of estimating disecise 
incidence rates or relative risks. Then, in the subsection after that, a new loss function 
is presented; this loss function is designed for use when certain order statistics from the 
ensemble of parameters axe of paxticulcir interest. 
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4.5.1 Existing methods 
Optimal point estimates in the Bayesian paradigm are obtained by specifying a loss 
function and then determining the Bayes estimator, the function of the data that mini­
mizes the posterior expected loss. A popular loss function is squared error loss. 
n 
i=I 
The optimal point estimates for this loss function are Aj = £'(Ai | y) for i = 1,... , n. the 
posterior means of the relative risk parameters. 
Louis (1984) shows that, in a specific type of normal-normal model, the variability of 
posterior means is an underestimate of the expected (posterior) sample variance of the 
parameters. This means that a histogram of the estimates is likely to be underdispersed 
relative to a histogram of the true underlying relative risks. Ghosh (1992) shows that 
this result holds for squared error loss with any probability model p(y|A) and prior 
distribution p(A), not just for the normal-normal model considered by Louis. When the 
goal is to estimate an ensemble of parameters such that the collection of estimates has 
similar properties to the collection of true parameters, then loss functions other than 
squared error loss must be defined to achieve this aim. 
The normal-normal model addressed by Louis (1984) is given by 
y IA ~ N(A,(7^D), and 
A-N(/ i l , r2 / ) ,  
where y is an n-dimensional vector of observed data, A is the vector of underlying 
means (in this contexts relative risks), £> is a known n by n diagonal matrix, I is the 
n dimensional identity matrix, and cr^,T', and /i are assumed to be known. For this 
model, Louis shows that 
\fc=l / k=l 
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where Af = i?(Afc|y), and A® = This inequality implies that the sample 
variance of the posterior means is less than the posterior expected sample variance of 
the parameters. Louis introduces new estimators that are more spread out than the 
posterior means; these estimators have a sample mean equal to the posterior expected 
sample mean of the parameters and a sample variance equed to the posterior expected 
sample variance of the parameters. 
Ghosh (1992) generaUzes the results of Louis and gives a formal definition of con­
strained Bayes estimators. Constrained Bayes estimators are defined as those that min­
imize squared error loss subject to the constraint that the first two moments of the 
estimators match the posterior expected moments of the parameters. Ghosh shows 
that under any model for y|A and any prior distribution for A. the constrained Bayes 
estimators are given by 
A^^ = aAf -t- (1 - a)A® 
where 
a  = a(y) = 
H o i y ) .  
Hi{y) = trace[Var(A - Al„ I y)], and 
H A y )  = 
t=l 
The posterior means are typically a weighted average of a data-based estimate of A 
and the prior mean; essentially the data-based estimates are "shrunk" towards the com­
mon prior mean. Note that since a > 1, the constrained Bayes estimates are essentially 
undoing some of this shrinkage. Louis eind Ghosh develop constrained Bayes estimators 
that minimize squared error loss subject to the constraint that the first two moments 
of the estimators match the posterior expected moments of the parameters. Stern and 
Cressie (1995, 1999a) generalize the constrained estimators to accommodate covariates 
and a general covariance structure in the prior distribution for the model. They take 
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the model to be 
y |0 ~p(y|0), 
and 
0~(x/3 , r ) ,  
where the last expression indicates that d has mean and variance matrix F, with an 
otherwise unspecified distribution, and where F and 0 are assumed to be known. In ad­
dition, they generalize the loss function from squared error loss to weighted squared error 
loss. They develop estimators that satisfy the constraints that the regression surface ob­
tained by regressing the estimate on A' matches the expected posterior regression surface 
obtained by regressing the parameters on X, and that the residual variance of the esti­
mators about the regression surface matches the expected posterior residual variance of 
the underlying rates. The estimator t{y) given by Stern and Cressie is the one that mini­
mizes the posterior expected weighted squared error loss, £[(0-i(y))^F~^(0-f(y)) | y], 
subject to the constraints that E[Pr0 \ y] = Prt{y) and E[0^{I—Pr)^r~^{I—Pr)0 \ y] = 
- Prfr-\I - Pr)tiy), where Pr = A'(X^F-iA:)-^Y^r-^ The resulting esti­
mator is given by 
t { y )  =  a E { 9  | y) + (1 - a ) P r E { 9 \ y ) ,  
where 
a = a(y) = 
H 2 { y ) .  
H t { y )  =  trace[Var(r-i(/-Pr)9,|y)l, and 
H ^ i y )  =  B { e \ y f { I - P r f T - ' { I - P r ) B { e \ y ) .  
A proof of this result is given in Stern and Cressie (1999a). Stern and Cressie's results 
are a generalization of the results of Ghosh. By taking /3 to be a one-dimensional vector, 
X a column of ones, emd F proportional to the identity matrix, the constrained Bayes 
estimator t{y) is equivalent to Ghosh's 
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The log of the relative risks, 9 = log(A), from Section 4.2. which have prior distri­
bution, 
fit into Stern and Cressie's formulation under the assumption that /3, r-.0. and cr- are 
known. Stern and Cressie (1999a) also discuss how to accommodate unknown values for 
these parameters. 
Another approach is to develop estimators that do not depend so heavily on squared 
error loss (or on the posterior means) for estimating the risk parameters. For example, 
Shen and Louis (1998) develop triple goal estimators, which are designed to produce good 
estimates of the ranks of the parameters, a good estimate of the cumulative distribution 
function of the parameters, and good estimates of the parameters themselves. Stern and 
Cressie (1995) develop a loss function for estimating only the maximal order statistic and 
its antirank (the region that has the maximum relative risk). Define A(„) = max(Ai;i = 
1,... , n) and i{n) = {j : Xj = A|^j; j = 1,... , n}, and assume that i{n) is unique. The 
Stern and Cressie loss function has the form, 
A: is a trade-off constant that is chosen to calibrate the two loss functions (a value of ten is 
suggested when A are relative risk parameters), and /i > 0 is a constant chosen to control 
the penalty for underestimation. By accounting directly for the interest in extreme 
values, they are able to obtain a more appropriate estimate of the order statistic 
and the corresponding region. That estimate, called a Bayes estimate, is obtained by 
minimizing E(L|y) with respect to i{n) and A(n). 
0  ~ N(Xi3, T ^ I  -  ( f > C ) - ^ M  -I- a ^ D ) .  
where 
La = if i { n )  =  i { j )  
max(A(,i), A(7,)) 
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4.5.2 Weighted ranks squared error loss 
The remainder of Section 4.5 is devoted to the development of a new loss function, 
called weighted ranks squared error loss (WRSEL), that can be adapted to many different 
types of estimation problems. In particular, it can be used when there is an interest 
in correctly estimating the extreme relative risks. Squared error loss turns out to be a 
special case of WRSEL. 
The new loss function is introduced in a basic form that is easy to motivate. Subse­
quently, alternative ways to write the basic loss function and some generalizations are 
considered. It is useful to think of the relative risk parameters in terms of the order 
statistics and the corresponding ranks. The vector A can be written as a set of ordered 
pairs, 
where A(i) < A(2) < ... < A(„) are the order statistics of A, and i { k )  =  [ j  :  X ^ k )  =  ^  
{1,... ,n}} is the antirank of the order statistic, X^k)- Note that this formulation 
eissumes uniqueness of each order statistic, uniqueness is assumed throughout this 
section. 
In a situation where it is more important to estimate certain order statistics than 
others, it makes sense to define a loss function that reflects this interest. Consider the 
following loss function, which assigns a weight of Cj to the j"" order statistic: 
n n 
io(A,A) = (4.34) 
i=l j=l 
n 
~ ^ ^<^o(i)(At ~ Aj) , 
1=1 
where o(z) = { j  :  Aj = ^ {Ij--- identifies the rank of Aj and Co{i) = 
Cjlxi=\^j^ identifies the corresponding weight. This loss function will be referred 
to as weighted ranks squared error loss (WRSEL). The weight that is assigned to the 
squared error between the true risk for the i''' region, Aj, and the estimated risk, Aj, 
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depends on the rank of Aj. The WRSEL resembles weighted squared error loss; the 
crucial difference is that the weights depend on the parameters A. 
By minimizing the posterior expectation of this loss function, one obtains Bayes 
estimates of the relative risk A. Since the loss function in (4.34) is actually a component­
wise loss function, it is possible (and easier) to consider how it functions for estimating 
the relative risk for a particular region, Ak- For estimating this single relative risk, 
equation (4.34) simplifies to 
n 
•£'c(Afc,Afc) = ^ Cj/A^=A(j)(Afc — Afc)" (4.35) 
j=i 
= Co(fc)(Afc — Afc)". 
The ensemble estimate of A based on (4.34) is obtained by estimating the rate for each 
region, ,4*;, for A: = 1,... , n. separately using (4.35). 
In general, the loss function introduced in (4.34) and (4.35) features the order statis­
tics of A through the choice of c = (ci,... , Cn)^. With Cj = 1 for j = 1,... , n, WRSEL 
reduces to ordinary squared error loss. However, when interest is in certain order statis­
tics, it makes sense to choose the the elements of c to be unequal. For example, if 
there is an interest in obtaining an especially accurate estimate of A(p), then the weights 
should be chosen to reflect this interest; that is Cp should be large. When the interest 
is in estimating the extreme rates, as is often the case for disease mapping, it makes 
sense to specify the weights c as a bowl shaped function. If there is a special interest 
in the maximum rate, then we might take Cn > cy. One possible choice for c (with 
Cn = 2ci), which is used in a later example, is illustrated graphically in Figure 4.2. This 
particular choice of c indicates an interest in accurately estimating the extreme high and 
low relative risks, especially the high ones. The choice of the weight vector c requires 
further study than what is done in this dissertation. 
It is possible to find em analytic expression for the estimate of A that minimizes the 
posterior expectation of WRSEL. As remarked earlier, the joint estimate is obtained by 
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order statistics 
Figure 4.2 Plot of weight vector c where q = 28.5)k 
1  =  1 , . . .  , n .  
collecting estimates Ajt, for /: = 1,... , n. that minimize the posterior expected value of 
(4.35). 
Theorem 4 The optimal estimate of Xk under the loss function given in (4.35), 
is given by 
Xk = 
• ^ c ( A f c j A f e )  —  ^  ^ '  
J=1 
E"=1 C j E j X k  I Afc = A(j), y)Pr(Afe = A(j) | y) 
E?=i CjPr(Ait = A(j) I y) 
Proof 
The estimate of A^ that minimizes the posterior expected loss, 
£(i=(At, I y) = c,/a.=a^, (At - Ai)yA | y ) d X  
i=i 
= / E Ai + Aj)p( AI y)c<A. 
(4.36) 
j=l 
is found by taking the derivative of the final equation above with respect to Xk and 
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setting it equal to 0. The resulting optimal estimate of is 
t ^ /E-=iC./A.=x,,A,p(A|y)dA 
/E;=i9A . = A y , p (A|y)r fA 
E"=I Cj //A,=Ao)Afcp(A I y ) d X  
E"=iCj / /xfc=A(^)P(Aly)dA 
E?=i C j E j X k  I Afc = A(j),y)Pr(Afc = X ^ J )  \  y )  
Ei=iCjPr(Afc  =  A(j) |y) .  
• 
The estimate under WRSEL is a weighted average of the posterior means of A^ 
conditioned on A^ having certain ranks. The weights are determined through the choice 
of c and the posterior probabilities of the different ranks. It is evident from 4.36 that 
the weights can be adjusted by a constant without changing the value of the optimal 
estimators; the weights may be more intuitively appealing if they are normalized to sum 
to one. For example, the scale on the vertical axis in Figure 4.2 can be modified by 
rescaling the weights c to sum to one. 
Example: When Cj = 1 for j = 1,... , n, it is clear from the analytic form given in 
(4.36) that the optimal estimate of the disease incidence rate for region k is just the 
posterior mean. • 
Exzunple: One extreme choice for c is Cn = 1 and Cj = 0 for j = 1,... , n — 1. Then 
equation (4.35) reduces to 
•t'c(Afc, Afc) = /Afc=A(„,(Ajfc - Afc)^, (4.37) 
so that the loss is only nonzero if Xk — A(„). The optimal estimate from Theorem 4 is 
then given by E{Xk ! Afc = A(„),y), the posterior expected value of A^ given that it is the 
e x t r e m e  h i g h  r e l a t i v e  r i s k .  W h e n  t h i s  e x p e c t a t i o n  i s  a p p r o x i m a t e d  b a s e d  o n  a  s e t  o f  M  
posterior draws, the resulting estimate for region Ak, Xk, is the posterior mean of the 
draws, X^^\ for m = 1,... ,M, where A["*^ = a|^j'. For this example, note that each 
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region's estimate will be higher than its overall posterior mean. In that respect, the 
values of Ajt are likely to be too high as an ensemble. However, because of the choice of 
c, the estimates may be more accurate than posterior means for the regions with high 
(or low) relative risks. • 
4.5.3 Generalization of WRSEL 
This section begins by developing an alternative way to write the weighted ranks 
squared error loss function given by (4.34). In addition to giving a more concise expres­
sion for the loss function, the alternative form is useful for developing generalizations of 
WRSEL. The alternative notation is given in Theorem 7, but it is helpful to develop it by 
considering special cases. First consider the specific choice of Lc, with c = (0,... , 0.1). 
where all emphasis is placed on the n"* order statistic. 
Theorem 5 The loss function, 
n n 
L.(A, A) = - A,)^ 
i=l j=l 
for estimating the ensemble A, with c = (0,0,... , 0,1)^, can be rewritten as, 
Ic(A, A) = A) = (A - A)^F(„,(A)(A - A), 
where F(n,(A) = diag{Ix^=x^,^,... 
Proof: For notational convenience, define x = (Ai - Ai,... , A„ - A„)^ and d = 
(•^Ai=A(„))• • • »-^A„=A(„)) • Then 
n 
i=l 
= (A-A)^F(„)(A)(A-A), 
where F(„)(A) = dd^ = diag(/Ai=A,„,,• • • ,/a„=A(„,), since /a,=a,„,/a,=a,„) = 0 for all 
i # 3-
• 
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To better understand the notation and, specifically, the role of F(„)(A), it is helpful to 
consider evaluating the loss function A) on a set of posterior draws. For a given 
posterior draw A^'"', F(„)(A^'"^) contains exactly one nonzero entry, the diagonal element 
corresponding to The position of the nonzero diagonal element varies from one 
posterior draw to another with the position of the maximal order statistic in the draw. 
Of course. Theorem 5 is easily modified to accommodate any choice for c consisting of 
a single one and n — 1 zeroes. If the one is in the position, then replace (n) by (j) 
throughout the above theorem and proof. The general loss function, Lc, featuring all of 
the order statistics through the choice of c, can be written in a similar form. 
Theorem 6 The loss function, 
n n 
i=l j=l 
for estimating the ensemble, A can be rewritten as 
Ic(A, A) = Ifc(A, A) = (A - AfFe(A)(A - A), (4.38) 
where Fc(A) = E"=i CjF(j)(A) and = diag{h,=x^^^,... 
Proof: Beginning with L^-, 
n n 
u { x , X )  =  
j—l i=l 
n 
j=l 
= (A-A)^^f ;c^Fo)(A)j (A-A) 
=  (A-AfFc(A)(A-A) 
=  Ifc(A,A),  
where F(j)(A) = diag(/Ai=A(j,. • • • '•^a„=a^)) and Fc(A) = CjF(j){\). • 
Again, it helps to consider evaluating the loss function on a set of posterior draws. 
The matrix Fc(A) always has diagonal elements equal to a permutation of c. For the 
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m"* posterior draw from among a set of M posterior draws, the particular permutation 
depends on the order statistics of . 
The following theorem introduces a generalization of the notation in Theorems 5 and 
6. 
Theorem 7 A general form for weighted ranks squared error loss (WRSEL) that en­
compasses the special cases given in Theorems 5 and 6, as well as squared error loss, is 
given by 
L r i X ,  A) = (A - X f F { X ) { X  -  A). (4.39) 
Proof: Squared error loss is obtained by taking F(A) = I. The form given in Theorem 
5 is obtained by taking F{X) = F(„)(A). The form given in Theorem 6 is obtained by 
taking F(A) = F,{X) = E;=i CiF(,)(A). • 
It is possible to generalize WRSEL by considering the representation (4.39) developed 
in Theorem 7, 
If (A, A) = (A - X f F { X ) { X  -  A). 
Letting F(A)5 be a matrix such that F(A) = (F(A)5)^F(A)2, the loss function can be 
rewritten as 
L r i K X )  =  { X - X f { F { X ) ' ^ f F { X ) H X - X )  
= (F(A)i(A - A))^(F(A)i(A - A)). (4.40) 
In this form, we see that the loss function lends itself nicely to the inclusion of a weight 
matrix, W, giving the generaUzation, 
Lf.w(A,A) = (F(A)5( A - A ))^VF(F( A )5( A - A ) ) .  (4.41) 
One possible choice for the weight matrix can be motivated by normal linear model 
theory. Consider the usual normal-theory model, z ~ N{X0,a^V), where z is an n by 
1 vector of responses, X is an n by p known matrix, /3 is a p by 1 vector of regression 
coefficients, V is a known, positive-definite matrix, and is a positive, unknown real 
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number. If (3 is estimable, then its best linear unbiased estimator, /9- niinimizes the 
expression (z — X/3)^{cr^V}~^(z — X/3). The minimum value of this expression can then 
be written as (z — z)^{Var(z)}~^(z — z), where z = X0. By analogy, consider letting 
W in (4.41) be given by 
= {Var(F( A )5( A - A )ly)}-' 
With W = W\, (4.41) becomes 
= (F(A)5(A-A))''{Var(F(A)kA-A)|y)}-'(F(A)3(A-A)), 
and the Bayes estimate, A, minimizes the posterior expectation of the above expression, 
w.(A, A)|y) = £((F(A)^(A - A))'' {Var(F(A)i(A - A)|y)}-' (F(A)i(A - A))|y), 
which closely resembles the weighted squared error that is minimized in linear models 
theory. 
Example: Returning to the initial choice of F[\), Fc(A) = where 
F(j)(A) = diag(/A,=A(j,. • • • , A„=A(J,), it follows that 
" I " 1 
Fc(A)5 = diag(^cJ/Aj=A,„,... ,X)cJ/A„=A0,) 
J=1 J - I  
1 i i 
= cii3'S(Co(i)) CJ(2)' • • • '  ^ 0(n))' 
where o { k )  =  [ j  : A^k = Aq), j 6 {1,... , n}} identifies the rank of region k  and C o ( k )  — 
is the corresponding weight. Then 
Wx = jvar ^^c//a,=A(„(Ai - Ai),... ,^c?/A„=Ao,('^n - A„)j |y| 
= {Var(cJi)(Ai - Aj),... ,cJ„)(A„ - A„))|y}-^ 
aad, with VVi = (tUfci), the weighted loss function czm be written as 
n n J ^ 
-^'FcWi (A, A) = ^ ^  '^klCo^k)i^k - '^fc)Co(,)(A/ - A/) 
fc=l /=1 
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Every form of the loss function to this point has included a piece corresponding 
to the squared differences, (Aj — Aj)^. Thus, squared error loss might be called the 
"base" loss function for WRSEL. Another generalization of the loss function (4.34) 
allows for a different component-wise loss function, Lj3(Ai,A,), in place of the squared 
error piece. Naturally, a different name would be required since squared error loss is no 
longer relevant. Any loss function of interest could potentially be substituted into (4.34) 
giving the general form, 
n n 
LC ,LB (^7 ^) EE CJH,=\^J^LB{XU~XI) ,  (4.42) 
i=i i=i 
an extremely general loss function that maintains the appealing feature of allowing one 
to emphasize the order statistics of A through the choice of the vector c. 
It is also possible to write this generalization in a more compact form, as was done 
with Lc in Theorem 7. Renaming Lc.Lb ^ ^ f,Lb^ the loss given in (4.42) is equivalent 
to 
A) = [4(A,A)]'^f{A) [L|(A,A)] , 
where Ls(A, A) = (La(Ai, Ai),... , Ifl(A„, A„))^. This form can be generalized further 
to include a weight matrix as 
LF,W,LB (A, A) = [F(A)Ui(A,A)]'' W [F(A)5La(A,A)]  , 
yielding the most general loss function yet. 
A main advantage to using squared error loss as the base loss function is that it 
is possible to obtain the optimal estimate analytically. This need not be true for other 
choices of the base loss function. However, it would be possible to minimize the expected 
loss numerically for any base loss function of interest. 
For any choice of base loss function, the overall loss as given in equation (4.42) 
reduces to the sum of the component-wise base loss functions when c = 1, that is when 
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Cj = 1 for i = 1,... , n. Also, when c„ = 1 and Cj = 0 for z = 1,... , n — 1, the overall 
base loss function (4.42) reduces to the base loss function applied only to the posterior 
draws where the given region has the maximum relative risk. 
4.6 Excimple: Scotland lip cancer data 
4.6.1 A description of the data and models 
This section applies the methodology of this chapter to a disease-mapping example 
using lip cancer data from the 56 administrative districts in Scotland. A table of the 
data, taken from Stern and Cressie (1999a), is presented in Table 4.1. These data have 
been frequently analyzed in the statistics literature (see e.g., Clayton and Kaldor (1987); 
Clayton and Bernardinelli (1992); Breslow and Clayton (1993); Cressie (1993), Section 
7.3: Spiegelhalter et al. (1996); Stern and Cressie (1995, 1999a,b)). The data contain; 
the observed number of lip cancer cases among males from 1975-1980 in the 56 districts, 
t/i,... , y„; the expected number of cases adjusted (using the technique of Mantel and 
Stark (1968)) for the age distribution of the districts, Ei,... , E„; the percent of people 
employed in agriculture, forestry, and fishing, AFFi,... ,^FF„; and the neighbors of 
each district, Ni,.. .Nn- The data in the table are ordered according to decreeising values 
of the standardized morbidity rates, yi/Ei,... yn/En-
This section contains an analysis of the Scotland lip cancer data under four different 
models. Model lA, Model IB, Model 2A, and Model 2B; each of these is a version of 
the basic model given in Section 4.2. In all four models, the covariate matrix for the log 
relative risk parameter log(A) includes a column of ones corresponding to an intercept 
and a column containing the percent of the population engaged in agriculture, forestry, 
and fishing. The number in the model name indicates what prior distribution is used 
for the spatially correlated random effects ij. The number 1 indicates that the CAR 
prior distribution for 17 (0 ~ Unif(O,0max)) discussed in Section 4.4.1 is used, while the 
number 2 indicates that the lAR prior distribution (0 = <t>Tnax) discussed in Section 4.4.2 
I 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
128 
Table 4.1 Scotland lip cancer data. 
District y E y/E AFF Neighbors 
Skye-Lochalsh 9 1.38 6.52 16 5,9,11,19 
Banff-Buchan 39 8.66 4.50 16 7,10 
Caithness 11 3.04 3.62 10 6,12 
Berwickshire 9 2.53 3.56 24 18,20,28 
Ross-Cromarty 15 4.26 3.52 10 1,11,12,13,19 
Orkney 8 2.40 3.33 24 3,8 
Moray 26 8.11 3.21 10 2,10,13,16,17 
Shetland 7 2.30 3.04 7 6 
Lochaber 6 1.98 3.03 7 1,11,17,19,23,29 
Gorden 20 6.63 3.02 16 2,7,16,22 
Westemlsles 13 4.40 2.95 7 1,5,9,12 
Sutherland 5 1.79 2.79 16 3,5,11 
Nciirn 3 1.08 2.78 10 5,7,17,19 
Wigtown 8 3.31 2.42 24 31,32,35 
NEFife 17 7.84 2.17 7 25,29,50 
Kincsirdine 9 4.55 1.98 16 7,10,17,21,22,29 
Badenoch 2 1.07 1.87 10 7,9,13,16,19,29 
Ettrick 7 4.18 1.67 7 4,20,28,33.55,56 
Inverness 9 5.53 1.63 7 1,5,9,13,17 
Roxburgh 7 4.44 1.58 10 4,18,55 
Angus 16 10.46 1.53 7 16,29,50 
Aberdeen 31 22.67 1.37 16 10,16 
Argyll-Bute 11 8.77 1.25 10 9,29,34,36.37,39 
Clydesdale 7 5.62 1.25 7 27,30,31,44,47,48.55.56 
Kirkcaldy 19 15.47 1.23 1 15,26,29 
Dunfermline 15 12.49 1.20 1 25,29,42,43 
Nithsdale 7 6.04 1.16 7 24,31,32,55 
EastLothian 10 8.96 1.12 7 4,18,33,45 
Perth-Kinross 16 14.37 1.11 10 9,15,16,17,21,23.25,26.34.43,50 
WestLothian 11 10.20 1.08 10 24,38,42,44,45.56 
Cumnock-Doon 5 4.75 1.05 7 14,24,27,32,35.46,47 
Steweirtry 3 2.88 1.04 24 14,27,31,35 
Midlothian 7 7.03 1.00 10 18,28,45.56 
Stirling 8 8.53 0.94 7 23,29,39,40.42.43,51,52,54 
Kyle-Carrick 11 12.32 0.89 7 14.31,32.37.46 
Inverclyde 9 10.10 0.89 0 23,37.39,41 
Cunninghame 11 12.68 0.87 10 23,35,36,41.46 
Monklands 8 9.35 0.86 1 30,42,44,49,51,54 
Dumbarton 6 7.20 0.83 16 23.34,36.40,41 
Clydebank 4 5.27 0.76 0 34,39,41,49,52 
Renfrew 10 18.76 0.53 1 36,37,39,40,46,49,53 
Falkirk 8 15.78 0.51 16 26,30,34,38,43,51 
Clackmannan 2 4.32 0.46 16 26.29,34,42 
Motherwell 6 14.63 0.41 0 24,30,38,48.49 
Edinburgh 19 50.72 0.37 1 28,30,33,56 
Kilmarnock 3 8.20 0.37 7 31,35,37,41,47,53 
EastKilbride 2 5.59 0.36 1 24,31,46,48,49,53 
Hamilton 3 9.34 0.32 1 24,44,47,49 
Glasgow 28 88.66 0.32 0 38,40,41,44,47,48,52,53,54 
Dundee 6 19.62 0.31 1 15,21,29 
Cumbernauld 1 3.44 0.29 1 34,38,42,54 
Bearsden 1 3.62 0.28 0 34,40.49,54 
Eastwood 1 5.74 0.17 1 41,46,47,49 
Strathkelvin 1 7.03 0.14 1 34,38,49,51,52 
Annandale 0 4.16 0.00 16 18,20,24,27,56 
Tweeddale 0 1.76 0.00 10 18,24,30,33,45,55 
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is used. The letter in the model name indicates the definition of the matrices. C, m, 
and d. The two specifications for the matrices c, m, and d are: 
Specification A (Cressie and Chan, 1989; Stem and Cressie. 1995) 
( f ) '  i f ie iv ,  
0 elsewhere, 
C i j  —  
m a  = E i \  
da e: -1. 
and Specification B (Besag et al., 1991) 
Cij 
|M|-' l i j e N i  
0 elsewhere. 
ma = \Ni\ \ 
da = 1. 
The four models are summarized in the Table 4.2. 
Table 4.2 Models used to Analyze Scot­
land Data. 
Cressie/Chan 
Stern/Cressie Besag et al. 
CAR lA IB 
lAR 2A 2B 
It should be pointed out that Besag et al. (1991) set 0 = (l)max (Model 2B); they 
did not consider the model that we identify as Model IB. In addition. Stern and Cressie 
(1995, 1999a) primarily consider Model lA. 
Gibbs sampling algorithms are used to obtain 5,000 draws from the posterior dis­
tribution under each of the four models. Section 4.4.1 describes the algorithm used to 
sample from Models lA and IB, while Section 4.4.2 describes the algorithm used to 
sample from Models 2A and 2B. Five separate Gibbs chains eire run from overdispersed 
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starting values for each model; each chain is run for 2,000 iterations, and the last half of 
the draws are saved. The approach of Gelman and Rubin (1992), as described in Chapter 
2, is used to determine that the Gibbs samplers for all four models reach approximate 
convergence. 
The following subsection contains a comparison of posterior summaries under these 
four models. In addition estimates of the relative risk parameters under squared error 
loss  and WRSEL are  compared.  Fol lowing the  approach of  Cress ie  (1993,  page 108) ,  the  
vector of weights for WRSEL is chosen to be a bowl shaped function with c„ = 2ci. This 
type of weight vector places more emphasis on estimating extreme relative risks than 
middle-valued relative risks. The specification that Cn = 2ci indicates a special interest 
in the high relative risks. The weights are specified as Cj = g(-52522.(i-28.5)) ^^(-.5.(1-28.5)) 
for i = 1,... , n. A graph of the weights c is provided in Figure 4.2 of Section 4.5.2. 
4.6.2 Results 
Model lA 
Table 4.3 contains estimates of the relative risk parameters under Model lA. The 
optimal estimates of the relative risks under squared error loss and WRSEL for a subset 
of the n districts and their ranks are provided in Table 4.3. The table contains entries 
for the first thirteen and last four regions listed in Table 4.1; an entry for Glasgow (the 
district with the largest population) is also included. The relative risk estimate of A(„) 
(rank = 1) is higher under WRSEL than under squared error loss, while the estimate of 
A(i) (rank = 56) is lower. Specifically, Table 4.3 gives the posterior mean of the relative 
risk for Skye-Lochalsh, the highest ranked region as 6.28, and the WRSEL estimate as 
6.81. The lowest ranked region based on posterior means is Eastwood, with an estimate 
of 0.31; under WRSEL the lowest ranked region is Tweeddale, with an estimate of 0.15. 
The estimates of the relative risk parameters A are more dispersed under WRSEL than 
under squared error loss. Figure 4.3 contains histograms of the posterior distribution of 
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Table 4.3 Model lA: Estimates of relative risk under 
squared error loss and WRSEL. 
Posterior Post. Mean WRSEL 
Region Mean Rank WRSEL rank 
Skye-Lochalsh 6.28 1 6.81 1 
Banff-Buchan 4.17 2 4.47 7 
Caithness 3.18 6 4.29 9 
Berwickshire 3.50 3 4.68 5 
Ross-Cromarty 3.22 5 4.14 10 
Orkney 3.38 4 4.68 4 
Moray 2.90 7 3.55 15 
Shetland 2.62 13 4.31 8 
Lochaber 2.77 11 4.47 6 
Gorden 2.88 8 3.61 14 
Westernlsles 2.66 12 3.74 13 
Sutherland 2.80 10 4.70 3 
Nairn 2.86 9 5.13 2 
Glasgow 0.40 50 0.364 39 
Eastwood 0.31 56 0.20 53 
Strathkelvin 0.32 55 0.21 52 
Annandale 0.50 45 0.22 51 
Tweeddale 0.37 53 0.15 56 
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the relative risk parameters for two districts, Skye-Lochalsh and Tweeddaie. with vertical 
lines indicating the values of the posterior means and WRSEL relative risk estimates. 
Both estimates of A(„) eind A(i) are within the histograms; the WRSEL estimates are 
pulled more towards the upper (for Skye-Lochalsh) or lower (for Tweeddaie) portion of 
the histograms. 
Figure 4.4 contains two choropleth maps; the left map is shaded according to the 
posterior means of the relative risk paremieters, and the right map is shaded according to 
the WRSEL estimates of the relative risk parameters. The WRSEL estimates produce 
more estimated rates in the lowest and highest categories (less than 0.5 and greater 
than 4.5). Notice also that the regions shaded with mid-range estimates according to 
WRSEL tend to be shaded with mid-range estimates according to posterior means as 
well. While this phenomenon depends somewhat on the particular categories used to 
shade the maps, it is again evident how the estimated rates under WRSEL are more 
spread out than the posterior means. 
Table 4.4 contains posterior means and quantiles of /5o,/5i, 7"",cr-, 0, and A(n), the 
largest relative risk. The posterior mean of 0 is 0.13, and a 95% posterior interval for 
(p is (0.02,0.17). Note that (ftmax is 0.175 for this model. Figure 4.5 shows the histogram 
corresponding to the posterior distribution of 0, a skewed left distribution with a lot 
of mass near The posterior distribution of 0 does place much mass near 0moz'i 
Table 4.4 Model lA: Posterior means and 
quantiles. 
Posterior Posterior Quantiles 
Parameter Mean 2.5% Median 97.5% 
Po -0.58 -0.94 -0.58 -0.24 
01 0.07 0.04 0.07 0.10 O T' 1.87 0.55 1.79 3.68 
o 
a' 0.72 0.01 0.44 2.89 
4> 0.13 0.02 0.15 0.17 
A(n) 6.28 2.98 6.03 11.02 
133 
posterior 
WRSEI. WRSEI. 
liii.. 
Rost«rlor 
h: 
S  1 0  I S  
SKy«-L.oct~)al»t-i 
1.0 2.0 
x wawddaii* 
Figure 4.3 Model lA: Histograms of posterior draws of 
the relative risk parameters for Skye-Lochalsh 
and Tweeddale. Vertical lines indicate the lo­
cation of the posterior means and WRSEL es­
timates of the relative risk. 
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Figure 4.4 Model lA: Maps of Scotland shaded according 
to posterior means and WRSEL estimates of 
the relative risk parameter, A. 
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Figure 4.5 Model lA; Histogram of draws from posterior 
distribution of 0. 
however, there is also substantial mass at values of <f) that are less than (pmax- For 
example, the posterior probability that 0 is less than 0.13 is 0.34. 
Next we give posterior summaries under Model IB and compare these to the results 
using Model lA. The difference in these two models is the specification of the matrices 
C, M, and D. Both Model lA and Model IB use the normal CAR prior distribution 
for T). 
Model IB 
Table 4.5 contains estimates of the relative risk parameters and the corresponding 
ranks for the regions listed in Table 4.3 under the analysis using Model IB. The general 
picture is the same under Models lA and IB, in the sense that the rankings of the 
districts under the two methods cire comparable. The estimates of relative risks are 
similar for most districts under the two models, but seem to differ a great deal near 
the extremes. For example. Table 4.3 lists the posterior meein and WRSEL estimate for 
Skye-Lochalsh as 6.28 and 6.81 under Model lA, while Table 4.5 lists the corresponding 
values as 5.06 and 5.76 under Model IB. The estimates also appear quite different for 
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Table 4.5 Model IB: Estimates of relative risk under 
squared error loss and WRSEL. 
Posterior Post. Mean WRSEL 
Region Mean Rank WRSEL rank 
Skye-Lochalsh 5.06 1 5.76 1 
Banff-Buchan 4.37 2 4.64 3 
Caithness 3.31 4 4.37 6 
Berwickshire 3.05 7 4.33 8 
Ross-Cromarty 3.22 5 4.05 9 
Orkney 3.72 3 4.79 2 
Moray 2.98 8 3.58 14 
Shetland 2.78 11 4.34 7 
Lochaber 2.26 13 3.76 11 
Gorden 2.91 9 3.63 13 
Westernlsles 2.79 10 3.74 12 
Sutherland 3.18 6 4.51 4 
Nairn 2.54 12 4.38 5 
Glasgow 0.34 56 0.32 46 
Eastwood 0.38 55 0.26 56 
Strathkelvin 0.38 54 0.27 53 
Annandale 0.77 40 0.31 47 
Tweeddale 0.73 41 0.31 50 
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regions with lower ranks (for example, Tweeddale). The difference in the magnitude 
of the estimated extremes among the relative risks is interesting and worthy of further 
study. 
Figure 4.6 contains two choropleth maps: the left map is shaded according to the 
posterior means of the relative risk parameters, and the right map is shaded according 
to the WRSEL estimates of the relative risk parameters. As in Figure 4.4 (under Model 
lA), the WRSEL estimates produce more estimated rates in the lowest and highest 
categories (less than 0.5 and greater than 4.5). The regions shaded with mid-range 
estimates according to WRSEL tend to be shaded with mid-range estimates according 
to posterior means as well. While this phenomenon depends somewhat on the particular 
categories used to shade the maps, it is again evident how the estimated rates under 
WRSEL are spread out than the posterior means. 
Table 4.6 contains posterior summaries of some of the model parameters under Model 
IB. There are considerable changes in the values of the model parameters from the values 
under Model lA. For example. Table 4.4 gives the posterior mean of (p under Model lA 
as 0.13, while Table 4.6 gives it as 0.95 under Model IB. This is not too surprising 
since the two models have very different values of ^max- It should be noted that both 
models yield posterior means near their respective values of 0mai; 0moi is 0.175 for 
Model lA and 1.0 for Model IB. Table 4.6 also gives a 95% posterior interval for 0 to be 
Table 4.6 Model IB: Posterior means and 
quantiles. 
Parameter 
Posterior 
Mean 
Posterior Quantiles 
2.5% Median 97.5% 
Pi 
^2 
-0.44 
0.04 
0.67 
0.06 
0.95 
5.06 
-0.92 -0.42 0.00 
0.01 0.04 0.07 
0.26 0.63 1.31 
0.01 0.05 0.20 
0.81 0.97 1.00 
2.60 4.85 8.76 
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Figure 4.6 Model IB: Maps of Scotland shaded according 
to posterior means and WRSEL estimates of 
the relative risk parameter, A. 
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(0.81,1.00). Figure 4.7 shows the histogram corresponding to the posterior distribution 
of 0, a skewed left distribution with a lot of mass near 0moi- The posterior distribution 
of (f) does place much mass near however, as when using Model lA, there is some 
mass at values of 0 that are less than <i>max- For example, the posterior probability that 
0 is less than 0.9 is 0.12. The posterior means for the other parameters in Tables 4.4 
and 4.6 also appear dissimilar. This is not surprising given the very different definitions 
of  C,  M,  and D. 
I I I 1 • I 
0.6 O.r O.B o.o 1 .o 
PHI 
Figure 4.7 Model IB: Histogram of draws from posterior 
distribution of 0. 
Simulated data might be useful in elaboration of the differences between the specifi­
cation of C, M, and D in Models lA and IB. Alternatively, model selection (e.g., Bayes 
factors as described by Kass and Raftery, 1995) or posterior predictive model checks 
(e.g., Rubin, 1984; Gelman et al., 1996; Stern and Cressie, 1999a) might be illuminating 
in comparing the two models. 
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The analyses of these data under Models lA and IB support the comments in Section 
4.2.2 that it seems like a good idea to leave 0 as a parameter in the model (the CAR 
prior distribution for T/), rather than fix it at (ftmax (the lAR prior distribution). If 
there is evidence that (j) should be equal to the posterior distribution will have 
substantial mass near that value, as in this example. However, leaving (b as a. parameter 
in the model allows the posterior distribution to account for other possible values of (p. 
Models 2A and 2B 
We provide some brief comments on the use of Models 2A and 2B for analyzing the 
data, and we compare the results under these models to the results under Models lA 
and IB. Specifically, we compare Model 2A to Model lA and Model 2B to Model IB 
because the choices of C, M, and D are the same with only the prior distributions for the 
spatially correlated effects rf differing. Models lA and IB treat 0 as a model parameter 
that can take on values between zero and <j)max (the CAR specification): Models 2A and 
2B keep <f) fixed at (the lAR specification). 
Table 4.7 contains relative risk estimates under squared error loss and WRSEL using 
Model 2A, which uses the specification of Cressie and Chan (1989) and Stern and Cressie 
(1995) for C. M, and D. The estimates of the relative risk are very similar under 
Models lA and 2A, as can be seen by comparing Table 4.3 with Table 4.7. Consequently, 
Figure 4.8, which contains choropleth maps shaded according to the posterior means and 
WRSEL estimates of the relative risk parameters, is very similar to Figure 4.4, which 
provides similar maps using Model lA. Table 4.8 provides posterior summaries for the 
other model parameters for the analysis using Model 2A. The parameter estimates and 
quantiles do change a bit from the results under Model lA, which are given in Table 4.4. 
This is because Model 2A fixes 0 at 0moi which affects the posterior distribution of the 
other parameters. 
The results for Model 2B, which uses the Besag et al. (1991) formulation of the model 
with 4) set equal to (ftmax, are provided in Tables 4.9-4.10 and Figure 4.9. Once again, 
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Table 4.7 Model 2A: Estimates of relative risk under 
squared error loss and WRSEL. 
Posterior Post. Mean WRSEL 
Region Mean Rank WRSEL rank 
Skye-Lochalsh 6.27 1 6.82 1 
Banff-Buchan 4.14 2 4.47 7 
Caithness 3.18 6 4.40 8 
Berwickshire 3.49 3 4.68 3 
Ross-Cromarty 3.29 5 4.18 11 
Orkney 3.35 4 4.62 5 
Moray 2.91 9 3.55 15 
Shetland 2.52 13 4.22 10 
Lochaber 2.93 8 4.54 6 
Gorden 2.88 11 3.61 14 
Westernlsles 2.61 12 3.69 13 
Sutherland 2.90 10 4.63 4 
Nairn 2.93 7 5.13 2 
Glasgow 0.39 53 0.36 40 
Eastwood 0.31 56 0.20 54 
Strathkelvin 0.33 55 0.22 52 
Annandale 0.52 44 0.22 51 
Tweeddale 0.43 49 0.16 56 
Table 4.8 Model 2A: Posterior means and quantiles. 
Parameter 
Posterior 
Mean 
Posterior Quantiles 
2.5% Median 97.5% 
/3o -0.67 -0.92 -0.67 -0.44 
a 0.07 0.04 0.06 0.10 
1.56 0.50 1.47 3.17 
o 
a" 0.77 0.06 0.59 2.39 
\n)  6.27 2.87 6.03 11.01 
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Figure 4.8 Model 2A: Maps of Scotland shaded according 
to posterior means and WRSEL estimates of 
the relative risk parameter, A. 
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Table 4.9 Model 2B: Estimates of relative risk under 
squared error loss and WRSEL. 
Posterior Post. Mean WRSEL 
Region Mean Rank WRSEL rank 
Skye-Lochalsh 5.05 1 5.69 1 
BanfF-Buchan 4.35 2 4.62 4 
Caithness 3.26 5 4.28 8 
Berwickshire 2.98 8 4.31 6 
Ross-Cromarty 3.26 6 4.03 9 
Orkney 3.77 3 4.76 2 
Moray 3.00 7 3.58 14 
Shetland 2.79 11 4.28 7 
Lochaber 2.30 13 3.87 10 
Gorden 2.93 9 3.63 13 
Westernlsles 2.83 10 3.77 12 
Sutherland 3.35 4 4.63 3 
Nairn 2.61 12 4.34 5 
Glasgow 0.34 56 0.32 49 
Eastwood 0.38 54 0.26 56 
Strathkelvin 0.38 55 0.26 55 
Annandale 0.77 39 0.33 47 
Tweeddale 0.74 41 0.33 46 
Table 4.10 Model 2B: Posterior means and 
quantiles. 
Parameter 
Posterior 
Mean 
Posterior Quantiles 
2.5% Median 97.5% 
00 -0.26 -0.54 -0.26 0.01 
0.04 0.01 0.04 0.07 
r2 0.54 0.21 0.50 1.08 9 
a" 0.06 0.01 0.05 0.18 
A{„) 5.04 2.64 4.85 8.58 
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Figure 4.9 Model 2B: Maps of Scotland shaded according 
to posterior means and WRSEL estimates of 
the relative risk parameter, A. 
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there is little change in the relative risk estimates from Model IB, as can be seen from 
comparing Tables 4.5 and 4.9. Consequently, Figure 4.9, which contains maps shaded 
according the the posterior mean and WRSEL estimates of relative risk under Model 
2B, also closely resembles Figure 4.6, which contains the same maps shaded according 
to an analysis under Model IB. There are more substantial changes in the posterior 
distributions of the other parameters, as can be seen by comparing Tables 4.6 and 4.10: 
again, this is a consequence of fixing 0 at <t>max-
We do not compare the results from Models 2A and 2B, as their relationship is 
covered by the earlier discussion comparing Models lA and IB. 
4.6.3 Conclusions 
When data are analyzed using Models 2A or 2B, the parameter p is assumed to be 
fixed at which makes the prior distribution for rj (the normal lAR prior distribu­
tion) an improper distribution that is very difficult to interpret. In fact, to apply this 
prior distribution we actually modify it by adding the restriction given in Corollary 1 of 
Section 4.3.4. Our analyses using Models lA and IB which do not fix 0 at both 
indicate that there is posterior mass at values other than (prnax- Given the results for the 
lip cancer data emd the loss of flexibility in fixing <p, we conclude that Models lA and 
IB should be preferred to Models 2A and 2B. 
The use of Models lA and IB result in similar rankings of the relative risk parameters 
for these data; estimates of these parameters are mostly similar as well, but differ in the 
extremes, which eire of particular interest in this dissertation. In addition, the two models 
provide different estimates of the parameters /3o, /3i, t', and 4>- These differences need 
further study. 
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5 SUMMARY AND CONCLUSIONS 
Animal breeding and disease mapping are two areas in which there is an interest 
in making inferences for extreme values among an ensemble of parameters. In animal 
breeding, there is an interest in identifying the best animals to use for breeding future 
generations. We describe the animal model, which is commonly used to analyze data 
from animal breeding experiments. In addition, we describe several methods of selecting 
animals: the traditional analysis using REML/BLUP estimates of the breeding values, 
and a Bayesiein analysis using a variety of loss functions. In disease mapping, there 
is an interest in identifying geographical regions that have extreme disease incidence 
rates. We describe a Poisson-lognormal model that is commonly used in disease-mapping 
applications. We explore four different versions of the model that differ in terms of the 
prior distribution for the spatially correlated random effects parameters. Primarily, we 
focus on the difference between using the normal CAR prior distribution and the normal 
lAR prior distribution for these effects, and note that our preference between these is 
for the normal CAR prior distribution. 
In terms of inference for extremes, both applications depend critically on the identifi­
cation of appropriate loss functions. This important and challenging task is fundamental 
to the solution of decision problems using the Bayesian paradigm. We present two dif­
ferent strategies for deciding between different methods for identifying extreme values. 
The first strategy, predictive evaluation, is an approach for comparing different se­
lection methods (or loss functions) when there is a mechanism that allows for comparing 
the consequences of decision rules derived from different loss functions. For example, the 
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animal model is readily used to predict the value of new offspring once a sire and a dam 
are selected. Thus, loss functions can be evaluated by assessing the future progress of the 
species when the animals to be bred are selected using a given loss function. However 
in disease mapping, our goal is to identify regions for purposes of further study, and 
there is not an obvious mechanism for predictive evaluation. In fact, if posterior draws 
are used to generate new data in this context, the only natural data to generate is a 
replication of the original data. The generation of replicate data sets is a useful tool for 
checking the adequacy of a model (the posterior predictive model checking approach). 
If a more sophisticated disease model, perhaps one involving longitudinal data for an 
epidemic, were used, then it might be possible to implement the predictive evaluation 
technique for deciding upon a loss function. The predictive evaluation method has much 
potential for comparing and choosing between loss functions. 
The second, more traditional strategy, is the development of loss functions for specific 
individual applications; we describe several different loss functions for our applications. 
In particular, we develop weighted ranks squared error loss (WRSEL), a flexible loss 
function that can be adapted to many different interests through the specification of a 
vector of weights which identifies order statistics of particular interest. This loss function 
is particularly appealing because when the base loss function is squared error loss, the 
analytical form of the optimal estimator is easily obtained. A second desirable feature is 
that squared error loss is obtained through a particular choice of the weights in WRSEL. 
The methods described in this dissertation for choosing a loss function have been 
developed in the context of inferences for extremes. As a final comment, we emphasize 
that they have the potential to be used for other, more general, inferential questions, as 
well. 
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