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Abstract
If the time evolution of a system can be understood classically, then there must exist an under-
lying probability distribution for the variables describing the system at all times. It is well known
that for systems described by a single time-evolving dichotomic variable Q and for which a given
set of temporal correlation functions are specified, a necessary set of conditions for the existence
of such a probability are provided by the Leggett-Garg (LG) inequalities. Fine’s theorem in this
context is the non-trivial result that a suitably augmented set of LG inequalities are both necessary
and sufficient conditions for the existence of an underlying probability. We present a proof of Fine’s
theorem for the case of measurements on a dichotomic variable at an abitrary number of times,
thereby generalizing the familiar proofs for three and four times. We demonstrate how the LG
framework and Fine’s theorem can be extended to the case in which all possible two-time correla-
tion functions are measured (instead of the partial set of two-time correlators normally studied).
We examine the limit of a large number of measurements for both of the above cases.
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1. INTRODUCTION
There are a number of interesting situations in physics in which it is of interest to deter-
mine the conditions under which the “partial snapshots” of a given system, described by a
set of marginal probabilities, are consistent with an underlying joint probability. Perhaps
the most important and well-known examples of such conditions are the Bell and CHSH
inequalities [1–3] and their temporal analogue, the Leggett-Garg inequalities [4–6]. These
conditions are of interest since they determine whether certain data sets can be simluated
by classical stochastic models. Or equivalently, they establish the location of the boundary
between classicality and quantumness. Such conditions are also of interest in studies of
contextuality more broadly, both in physics [7, 8] and beyond, e.g. in psychology [9, 10].
A particularly important result in this area is Fine’s theorem [11], devised originally in
the context of the CHSH inequalities, which establishes necessary and sufficient conditions
for the existence of a joint probability matching a specific set of marginals. A number of
proofs of results of this sort of result have been given [7, 12–17]. In this paper we derive
generalizations of Fine’s theorem for a number of situations of interest in the context of the
Leggett-Garg (LG) inequalities.
The LG framework [4–6] tests macroscopic realism (macrorealism), which is the view
that a system evolving in time possess definite properties independent of past or future
measurements. It is tested in particular systems by measurements of a time-evolving di-
chotomic variable Q, taking values s = ±1, in experiments at pairs of times chosen from the
set {t1, t2 · · · tn}. These measurements, which are assumed to be non-invasive, determine
a particular set of pairwise probabilities p(s1, s2), p(s2, s3), . . . , p(sn−1, sn), p(s1, sn). (This
not the largest set of possibilities for pairwise measurements and we return to this point
below.) These pairwise probabilities are required to be compatible with each other in the
sense that, for example, ∑
s1
p(s1, s2) =
∑
s3
p(s2, s3). (1.1)
Each pairwise probability has a temporal correlation function of the form,
C12 =
∑
s1s2
s1s2p(s1, s2), (1.2)
which may also be written C12 = 〈Q1Q2〉, where Qi denotes Q(ti). Macrorealism implies that
the set of pairwise probabilities possess an underlying joint probability p(s1, s2 · · · sn), from
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which it readily follows that the correlation functions must obey a simple set of inequalities,
similar in form to the Bell and CHSH inequalities for the cases n = 3 and n = 4. In
particular, for the case n = 3 they are,
C12 + C13 − C23 ≤ 1, (1.3)
C12 − C13 + C23 ≤ 1, (1.4)
−C12 + C13 + C23 ≤ 1, (1.5)
−C12 − C13 − C23 ≤ 1. (1.6)
These we will refer to as the three-time LG inequalities. (We will use the short-hand LG3 for
the four three-time inequalities and similarly LGn for the n-time case). They are necesary
conditions for macrorealism. Fine showed that inequalities of this type are also sufficient con-
ditions for the existence of an underlying joint probability, as long as the pairwise marginals
are non-negative and satisfy compatibility conditions of the form Eq.(1.1) [11].
The compatibility conditions of the form Eq.(1.1) deserve some attention in LG experi-
ments. Whilst in Bell experiments their analogues (which refer to a pair of distant particles)
are expected to hold on the grounds of locality, in the LG framework they will not neces-
sarily hold for sequential measurements and the conditions of Fine’s theorem are then not
met. One way around this is to use sequential measurements, which yield a non-negative
probability, and then restrict the parameter space to values for which conditions of the form
Eq.(1.1) are satisfied [18, 19]. A second way [20, 21] is to determine the pairwise probabilities
using an indirect procedure in which, for measurements at times t1 and t2 for example, the
correlator C12 and the averages 〈Q1〉, 〈Q2〉 are determined in three separate non-invasive
experiments and then the probability is assembled from the moment expansion,
p(s1, s2) =
1
4
(1 + 〈Q1〉s1 + 〈Q2〉s2 + C12s1s2) . (1.7)
(These convenient expansions are described in Refs.[22, 23].) If all pairwise probabilities
are determined in this way they will automatically satisfy the compatibility conditions of
the form Eq.(1.1). This probability is not guaranteed to be non-negative (and indeed may
be negative in quantum mechanics) so a set of conditions of the form p(s1, s2) ≥ 0 must
also be imposed, which are often referred to as two-time inequalities (and are satisfied for a
macrorealistic theory).
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These two different approaches to meeting the compatibility conditions of the form
Eq.(1.1) actually correspond to different notions of macrorealism, as argued in Ref.[21], al-
though both are clearly of interest to test. (Other variants ot these two types of conditions
exist [24].) In the present paper we have in mind the weaker notion involving the two-time
LG inequalities. For the n = 3 case this means that the necessary and sufficient conditions
for the existence of a joint probability distribution consist of the four three-time LG in-
equalities adjoined with twelve two-time LG inequalities of the form p(si, sj) ≥ 0, where ij
are the pairs 12, 23, 13, with a similar statement for the four-time LG inequalities [20, 21].
The main aim of the present paper is to generalize this result to n-time measurements and
establish the form of the LG inequalities in this case.
In Section 2, to set the stage, we give a streamlined version Fine’s theorem for the case
of pairs of measurements taken from measurements made at three or four times, based on
previously given proofs [11, 17] and in particular on Fine’s ansatz. In Section 3 we show
how Fine’s ansatz can be generalized to an arbitrary number of measurement times. We
use this ansatz to prove Fine’s theorem for LG inequalities at arbitrarily many times, using
an inductive proof, and in the process, deduce the correct form of the complete set of LG
inequalities in this case.
LG inequalities for n ≥ 4 always involve less than the complete set of two-time correlation
functions (for example, in the familiar n = 4 case there are a total of six correlators but
only four appear in the LG inequalities). This rasises the question of necessary and suffi-
cient conditions for the existence of an underlying probability when all possible two-time
correlators are fixed. We prove some results for this case in Section 4, making contact with
the “pentagon inequality” derived in Ref.[25].
In Section 5 we examine condition of both of the above types in the large n limit, in
which the LG inequalities appear to become easier to satisfy. We summarize and conclude
in Section 6.
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2. FINE’S THEOREM FOR THE LG INEQUALITIES AT THREE AND FOUR
TIMES
A. Three-Time Case
In the three-time case, we are tasked with finding the conditions under which we can find
a probability p(s1, s2, s3), which matches the three non-negative marginals p(s1, s2), p(s2, s3)
and p(s1, s3). Hence, this joint probability must be such that,
p(s1, s2) =
∑
s3
p(s1, s2, s3), (2.1)
and likewise for p(s2, s3) and p(s1, s3). We proceed using the moment expansion [22, 23] of
the three-time probability,
p(s1, s2, s3) =
1
8
(
1 +
∑
i
Bisi +
∑
i<j
Cijsisj +Ds1s2s3
)
, (2.2)
where i, j = 1, 2, 3, and the coefficients are defined by
Bi =
∑
s1s2s3
si p(s1, s2, s3) = 〈Qi〉, (2.3)
Cij =
∑
s1s2s3
sisj p(s1, s2, s3) = 〈QiQj〉, (2.4)
D =
∑
s1s2s3
s1s2s3 p(s1, s2, s3) = 〈Q1Q2Q3〉. (2.5)
It is readily seen from the moment expansions of the form Eq.(1.7) that Eq.(2.2) matches
the three marginals.
Since the coefficients Bi and Cij are fixed, the question is whether or not the coefficient
D may be chosen so that the unifying probability Eq.(2.2) is non-negative. We prove that a
necessary and sufficient set of conditions for this are the three-time LG inequalities Eq.(1.3)-
(1.6).
Necessity is easy to establish. To prove sufficiency note that Eq.(2.2) is non-negative as
long as,
A(s1, s2, s3) ≡ 1 +
∑
i
Bisi +
∑
i<j
Cijsisj ≥ −Ds1s2s3. (2.6)
For the four values of s1, s2, s3 for which s1s2s3 = −1, Eq.(2.6) gives four upper bounds on
D,
A(s1, s2, s3) ≥ D, (2.7)
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and for the values with s1s2s3 = 1, this give four lower bounds on D
D ≥ −A(s1, s2, s3). (2.8)
Hence a value of D exists as long as all four upper bounds are greater that the all four
lower bounds. This yields sixteen inequalities which are readily shown [17] to be the four
three-time LG inequalities Eqs.(1.3)-(1.6), together with the twelve conditions p(si, sj) ≥ 0
already assumed.
A natural question is whether the above upper and lower bounds on D are compatible
with the requirement |D| ≤ 1, which follows from Eq.(2.5). It is readily seen that this is the
case as long as A(s1, s2, s3) ≥ −1. It is not immediately obvious that this relation holds,
but this may be shown as follows. First, the conditions p(si, sj) ≥ 0 imply that
p(s1, s2) + p(s2, s3) + p(s1, s3) ≥ 0, (2.9)
which may be written
3 + 2
∑
i
Bisi +
∑
i<j
Cijsisj ≥ 0. (2.10)
We also have the three-time LG inequalities, which may be written,
1 +
∑
i<j
Cijsisj ≥ 0.. (2.11)
Adding Eq.(2.10) and Eq.(2.11), we obtain,
2 +
∑
i
Bisi +
∑
i<j
Cijsisj ≥ 0, (2.12)
which is precisely the condition A(s1, s2, s3) ≥ −1. Hence we find compatibility with |D| ≤ 1.
This completes the proof.
B. Four-Time Case
In the four-time case, the task is to find necessary and sufficient conditions for the ex-
istence of a joint probability p(s1, s2, s3, s4) matching the four marginals p(s1, s2), p(s2, s3),
p(s3, s4), p(s1, s4). As we will establish, these conditions are the eight four-time LG inequal-
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ities:
−2 ≤ C12 + C23 + C34 − C14 ≤ 2, (2.13)
−2 ≤ C12 + C23 − C34 + C14 ≤ 2, (2.14)
−2 ≤ C12 − C23 + C34 + C14 ≤ 2, (2.15)
−2 ≤ −C12 + C23 + C34 + C14 ≤ 2. (2.16)
Necessity is again easy to establish. Only four of the possible six marginals are fixed in this
problem. This means that although the four Bi are fixed, the two correlators C13 and C24
are not. This matching problem may be solved using Fine’s insightful ansatz,
p(s1, s2, s3, s4) =
p(s1, s2, s3) p(s1, s3, s4)
p(s1, s3)
, (2.17)
which breaks the problem down into demonstrating the non-negativity of two three-time
probabilities and a two-time probability. It is readily shown, by summing out the appropriate
pairs of variables (with a judicious choice of the order in which this is done), that this ansatz
matches the four marginals of interest.
The three-time probability p(s1, s2, s3) is non-negative as long as its three two-time
marginals p(s1, s2), p(s2, s3) and p(s1, s3) are non-negative and as long as the four LG3
inequalities hold. These inequalities may be written in the convenient form,
− 1 + |C12 + C23| ≤ C13 ≤ 1− |C12 − C23| , (2.18)
which puts bounds on the unfixed quantity C13. Similarly, the three-time probability
p(s1, s3, s4) is non-negative as long as its three two-time marginals p(s1, s3), p(s3, s4) and
p(s1, s4) are non-negative and as long as the corresponding four LG3 inequalities hold, which
may be written,
− 1 + |C14 + C34| ≤ C13 ≤ 1− |C14 − C34| . (2.19)
Note that the marginal p(s1, s3) appears both in the demoninator of the Fine ansatz and also
as a marginal of both three-time probabilities, and since it is not fixed, its non-negativity
must be imposed as another restriction on C13, which has the form,
− 1 + |B1 +B3| ≤ C13 ≤ 1− |B1 −B3|. (2.20)
Eq.(2.18) and Eq.(2.19) together imply that a value of C13 may be chosen as long as the
two lower bounds are less than the two upper bounds, which is equivalent to,
|C12 ± C23|+ |C14 ∓ C34| ≤ 2. (2.21)
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These two equations are in fact a concise rewriting of the eight LG4 inequalities, Eqs.(2.13)-
(2.16), the desired result.
However, we must also ensure that the upper and lower bounds in Eq.(2.20) are compat-
ible with those in Eq.(2.18) and Eq.(2.19) which is by no means obvious. Fortunately this
is ensured by the fact that the four fixed marginals are non-negative, from which follow the
inequalities
p(s1, s2) + p(−s2, s3) ≥ 0, (2.22)
p(s1, s4) + p(s3,−s4) ≥ 0. (2.23)
Written out more explicitly these read,
2 +B1s1 +B3s3 ≥ −C12s1s2 + C23s2s3, (2.24)
2 +B1s1 +B3s3 ≥ −C14s1s4 + C34s3s4. (2.25)
From this we see the compatibility of the bounds in Eq.(2.20) with those in the other two
relations, Eq.(2.18) and Eq.(2.19). This completes the proof.
3. GENERALIZATION TO AN ABITRARY NUMBER OF TIMES
A. Generalized Fine Ansatz
Given that the four-time LG inequalities ensure that a non-negative probability
p(s1, s2, s3, s4) may be found, we can ask about extending Fine’s theorem to the case n = 5.
We thus seek a joint probability p(s1, s2, s3, s4, s5) matching the five pairwise probabilities
p(s1, s2), p(s2, s3), p(s3, s4), p(s4, s5) and p(s1, s5). We note that this may be solved using
the generalized Fine ansatz,
p(s1, s2, s3, s4, s5) =
p(s1, s2, s3, s4) p(s1, s4, s5)
p(s1, s4)
. (3.1)
It is readily shown, by summing out triplets of values of the si (where i = 1, 2, · · · 5) in a
judiciously chosen order, that this ansatz matches the five fixed pairwise probabilities. The
problem therefore reduces to the question of establishing the non-negativity of the four-,
three- and two-time probabilities appearing in the ansatz, which will involve the four- and
three-time LG inequalities and the non-negativity condition on p(s1, s4).
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We will not solve this problem explicitly, but note that it is suggestive of the Fine ansatz
for the n-time case, which we postulate to be,
p(s1, . . . , sn+1) =
p(s1, . . . , sn) p(s1, sn, sn+1)
p(s1, sn)
(3.2)
It is readily shown that this matches the n pairwise marginals of interest, p(si, sj), where
(i, j) take the values (1, 2), (2, 3), ....(n − 1, n), (1, n). We will use this ansatz to given an
inductive proof of Fine’s theorem for n times.
We note in passing that through iterative application of the Fine ansatz, the n-time case
may be reduced to a set of three-time problems, in terms of which the ansatz has the form,
p(s1, . . . , sn+1) = p(s1, s2, s3)
n−1∏
i=1
p(s1, si+1, si+2)
p(s1, si+2)
(3.3)
This means that all n-time LG inequalities may be reduced to sets of three-time inequalities.
A similar observation was noted in Ref.[25].
B. The LG Inequalities for An Arbitrary Number of Times
Based on the three and four-time inequalities (and the five-time inequalities given in
Ref.[6]), we postulate that the n-time LG inequalities can be written as the 2n−1 relations,
a1C12 + a2C23 + . . .+ an−1Cn(n−1) + anC1n ≤ n− 2, (3.4)
where the coefficients a1, . . . , an take values ±1, and we constrain the product of all the
coefficients ai to be negative,
n∏
i=1
ai = −1. (3.5)
This allows us to write one of the coefficients in terms of the others, for example, an =
−a1a2 . . . an−1. We see that the LG inequalities involve all possible sums of correlation
functions with coefficients ±1 with an odd number of minus signs. (Some specific higher
order LG inequalities have been written down previously, e.g. Refs. [6, 31, 32]).
Eq.(3.4) are readily seen to be necessary conditions for the existence of an underlying
probability. The proof of this proceeds from the inequality
a1s1s2 + a2s2s3 + · · · an−1sn−1sn + ansns1 ≤ n− 2, (3.6)
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where the si take values ±1, which can be established by choosing a fixed set of values of
the si (such as setting them all equal to +1) and the considering the effect of flipping their
signs. Averaging this inequality with an underlying probability on s1, s2, · · · sn then yields
Eq.(3.4). We now establish sufficiency.
C. Inductive Proof
Following the method of Section 2, we now use the Fine ansatz Eq.(3.2) and the n-time LG
inequalties Eq.(3.4) to show that the sufficient conditions for non-negativity of p(s1, · · · sn+1)
are the (n+ 1)-time LG inequalities. The probability p(s1, · · · sn) is non-negative as long as
the LG inequalities Eq.(3.4) are satisfied. These may be written,
A(an) + anC1n ≤ n− 2, (3.7)
where the function A(an) is
A(an) = a1C12 + a2C23 + . . .+ an−1Cn(n−1). (3.8)
Noting that the argument an takes values ±1 and also that a1 . . . an−1 = −an, we see that
A(±) are the sums of correlators with an odd/even number of minus signs. We can now
rewrite inequality Eq.(3.7) as upper and a lower bound on C1n,
− (n− 2) + A(−) ≤ C1n ≤ (n− 2)− A(+). (3.9)
Similarly, the probability p(s1, sn, sn+1) is non-negative if a set of three-time LG inequalities
hold which if written in the general form Eq.(3.4), are
b1C1n + b2Cn(n+1) − b1b2C1(n+1) ≤ 1, (3.10)
where b1, b2 take values ±1. This may be rewritten as
b1C1n +B(b1) ≤ 1, (3.11)
where
B(b1) = b2Cn(n+1) − b1b2C1(n+1). (3.12)
Note that B(±) are the sums of Cn(n+1) and C1(n+1) with an odd/even number of minus
signs. This can be rearranged to give another upper and a lower bound on C1n:
− 1 +B(−) ≤ C1n ≤ 1−B(+). (3.13)
10
A value of C1n obeying both set of bounds Eqs.(3.9), (3.13) may then be found as long as
B(−) + A(+) ≤ (n− 2) + 1, (3.14)
B(+) + A(−) ≤ (n− 2) + 1. (3.15)
These relations may be rewritten,
A(an) +B(−an) ≤ (n+ 1)− 2 (3.16)
It is not difficult to see that the left-hand side consists of all possible sums of correlators
with an odd number of minus signs hence we have basically achieved a condition of the form
Eq.(3.4) with n replaced with (n+ 1), as required. To be more explicit, Eq.(3.16) reads,
a1C12 + a2C23 + . . .+ an−1Cn(n−1) + b2Cn(n+1) + anb2C1(n+1) ≤ (n+ 1)− 2. (3.17)
This is a sum over (n+ 1) correlators with (n+ 1) independent coefficients taking values ±1
whose product is a1 · · · anb22 = −1. This is precisely of the form Eq.(3.4).
Finally, as in the four-time case, we must also confirm that the restrictions on C1n are
compatible with the non-negativity of p(s1, sn). Using the moment expansion of the proba-
bility p(s1, sn), its non-negativity gives us the following upper and lower bounds on C1n,
− 1 + |B1 +Bn| ≤ C1n ≤ 1− |B1 −Bn| , (3.18)
and these must be compatible with the bounds Eqs.(3.9), (3.13). That is we require that we
are always able to pick a C1n that satisfies the three sets of inequalities. Since the measured
pair probabilities are taken to be non-negative, we can add them and form new inequalities,
p(s1,−s2) + p(s2,−s3) + . . .+ p(sn−1,−sn) ≥ 0, (3.19)
which using the moment expansion may be written explicitly as
(n− 2) + 1 +B1s1 −Bnsn −
n−1∑
i=1
Ci(i+1)sisi+1 ≥ 0. (3.20)
For the case s1 = −sn, the sum may be expressed as a sum of correlators with an odd amount
of minus signs, e.g. a member of A(+), and conversely for s1 = sn, the sum may be expressed
as a member of A(−). With this observation, it is simple to show that inequalities (3.18)
and Eq.(3.9) are indeed compatible.
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To ensure compatibility with Eq.(3.13), a similar argument may be made using the sum
of pair probabilities,
p(s1,−sn+1) + p(−sn, sn+1) ≥ 0, (3.21)
yielding
2 +B1s1 −Bnsn − C1(n+1)s1sn+1 − Cn(n+1)snsn+1 ≥ 0. (3.22)
This inequality takes the same form as (3.20), and the same arguments can be made to show
that the inequalities (3.18) and Eq.(3.13) are compatible. This completes the inductive step
of the proof.
We now observe that the three-time inequalities Eqs(1.3)-(1.6) we proved earlier also
match the form of (3.4), and hence act as the base case for the inductive proof. We have
therefore proved the n-time generalisation of Fine’s theorem, that for any n ≥ 3, the joint n-
time probability distribution is guaranteed to exist, as long as all 2n−1 n-time LG inequalities
Eq.(3.4) are satisfied, together with the 4n two-time LG inequalities consisting of the non-
negativity conditions on the fixed pairwise probabilities.
4. INEQUALITIES INVOLVING ALL OF THE TWO-TIME CORRELATORS
An interesting feature of the LG (and CHSH) inequalities is that they in general involve
only a subset of all possible two-time correlators. For the three-time case all three correlators
are measured and an underlying probability sought, but for the four time case only four out
of the six possible correlators are measured. In general, the LG inequalities at n times
involve n two-time correlators out of a total possible number of n(n − 1)/2. This choice
of using only a subset of the total set of correlators arose because LG experiments were
devised by way of analogy to Bell tests, in which one carries out pairs of measurements on a
pair of particles, but not two measurements on the same particle, which means that certain
correlators are not relevant experimentally. However this restriction is irrelevant in LG tests
since all pairs of measurements are carried out on the same particle and furthermore, there
is no obvious barrier experimentally to measuring the full set of two-time correlators. This
naturally raises the question as to the form of necessary and sufficient conditions for an
underlying probability in the case in which all two-time correlators are measured. Such
conditions will be in general be stronger than any set of LG inequalities.
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A. General Properties
Avis et al [25] consider the following condition for the case of measurements made at five
possible times involving a sum of all ten possible correlators:
2 +
∑
i>j
Cij ≥ 0, (4.1)
where i, j = 1, 2, · · · 5. They argue that these conditions are not consequences of any LG
inequalities and also that they may be violated by quantum mechanics.
We now examine conditions of this type systematically. A general class of relations of the
form Eq.(4.1) are readily derived by noting that the correlators may be written Cij = 〈QiQj〉
and using the simple relation,〈(
n∑
i=1
siQi
)2〉
≥
1 if n odd,0 if n even. (4.2)
This is readily seen to be true for a macrorealistic theory since all the Qi (and the si) are
±1, and for n even, all the terms in the sum may cancel, but in the odd case, there must
always be one left over. This in turn may be written,
n+ 2
∑
i>j
sisjCij ≥
1 if n odd,0 if n even. (4.3)
For n = 3, these are in fact just the three-time LG inequalities:
1 + s1s2C12 + s2s3C23 + s1s3C13 ≥ 0. (4.4)
For n = 4 and n = 5, the conditions are in fact the same,
2 +
∑
i>j
sisjCij ≥ 0, (4.5)
which is a clear generalization of Eq.(4.1). However, these conditions in the n = 4 case can
be written as an average of four sets of three-time LG inequalities, namely the inequalities
Eq.(4.4), averaged with the three other sets obtained by choosing the time pairs from the
triples (t1, t2, t4), (t2, t3, t4) and (t1, t3, t4). This is not possible in the n = 5 case, as indicated
in Ref.[25] and as we see explicitly below. Hence it is only for n = 5 (and above) that these
sorts of conditions become stronger than the LG inequalities.
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An interesting observation concerns whether these inequalities may continue to be satis-
fied in quantum mechanics or not. Replacing the variables Qi with their quantum operator
counterparts Qˆi, we see that for all n we have〈(
n∑
i=1
siQˆi
)2〉
≥ 0. (4.6)
These equalities therefore have the form
n+ 2
∑
i>j
sisjCij ≥ 0 (4.7)
for all n, where here the quantum correlators are given by Cij =
1
2
〈QˆiQˆj + QˆjQˆi〉. This
means that the conditions Eq.(4.3) are most interesting for n odd where there is clear
difference between the classical and quantum cases. For n even, the classical and quantum
versions coincide, at least for quantum correlators given by the above formula. (There may
be a difference in the quantum case if the correlators are obtained differently, by so-called
degeneracy-breaking measurements [26, 27]).
For n = 3, Eq.(4.6) does in fact give the Tsirelson bound [28] for the three-time LG
inequalities,
s1s2C12 + s2s3C23 + s1s3C13 ≥ −3
2
. (4.8)
Similarly for n = 5 we have
5
2
+
∑
i>j
sisjCij ≥ 0, (4.9)
in contrast to the classical version Eq.(4.5).
B. Sufficient Conditions: A Conjecture
The conditions Eq.(4.3) are clearly necessary conditions for the existence of an underlying
probability matching all possible two-time correlators (and the averages 〈Qi〉), but this
naturally leaves a question as to the form of a sufficient set of conditions in this case. In the
most general case we thus seek the conditions under which there exists a joint probability
p(s1, s2 · · · sn) matching all possible pairwise probabilities p(si, sj), which are assumed non-
negative. A natural conjecture is that the sufficient conditions consist of the conditions
Eq.(4.3) together with a set of n-time LG inequalities (which, as indicated earlier, are
equivalent to a number of sets of three-time LG inequalities).
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We prove this conjecture for the (essentially trivial) case n = 4 and the non-trivial case
n = 5. Our proof is restricted to the special “symmetric” case in which correlators involving
an odd number of variables are zero. This is not necessarily that restrictive for at least
two reasons. One is that, as seen in Ref.[17], the symmetric case is typically enough to
establish the form that sufficient conditions should take – no significant new conditions
arise when going to the general case. Secondly, one can see from a quantum-mechanical
analysis that the odd correlators can be made to vanish by choice of initial state. (This is
accomplished by finding a reflection operator R for which RQˆR = −Qˆ, RHR = H, where
H is the Hamiltonian, and chosing the state such that R|ψ〉 = |ψ〉.) This is not a significant
restriction since the time spacings between measurements are the most important adjustable
parameters in experimental tests.
C. Sufficient Conditions: The Case n = 4
Consider then the case n = 4. We seek a probability p(s1, s2, s3, s4) matching all six
correlators Cij where ij = 12, 13, 14, 23, 24, 34. This is conveniently approached using the
moment expansion,
p(s1, s2, s3, s4) =
1
16
(
1 +
∑
i>j
sisjCij + Es1s2s3s4
)
, (4.10)
for some constant E, where −1 ≤ E ≤ 1. This is non-negative as long as E may be chosen
so that
f(s1, s2, s3, s4) ≡ 1 +
∑
i>j
sisjCij ≥ −Es1s2s3s4. (4.11)
This reads
f(s1, s2, s3, s4) ≥ E, (4.12)
for all values of the si for which s1s2s3s4 = −1 and reads
E ≥ −f(s′1, s′2, s′3, s′4), (4.13)
for all values for which s′1s
′
2s
′
3s
′
4 = +1. Hence and E may be found as long as all the lower
bounds on it are less than all its upper bounds. This clearly leads to a set of conditions of
the form,
f(s1, s2, s3, s4) + f(s1, s2, s3,−s4) ≥ 0, (4.14)
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plus three more with the minus sign in the other three places. (In general there would also
be conditions with three sign flips but since f(s1, s2, s3, s4) is symmetric under flipping all
four signs this is equivalent to just one sign flip.) It is readily seen that these conditions are
equivalent to the conditions that all four possible three-time probabilities p(si, sj, sk) with
i < j < k are non-negative, which is guaranteed if all sets of three-time LG inequalities are
satisfied. This proves the conjecture for n = 4 in the symmetric case.
D. Sufficient Conditions: The Case n = 5
For the n = 5 case we seek a probability p(s1, s2, s3, s4, s5) matching all ten correlators
Cij. The moment expansion in the symmetric case is,
p(s1, s2, s3, s4, s5) =
1
32
(
1+
∑
i>j
sisjCij + E1s2s3s4s5 + E2s1s3s4s5
+E3s1s2s4s5 + E4s1s2s3s5 + E5s1s2s3s4
)
,
(4.15)
for some constants E1, E2, E3, E4, E5. We seek the conditions under which these constants
may be chosen to ensure that the probability is non-negative. Following the method used in
the n = 4 case, we proceed to eliminate E1 by noting that the condition p(s1, s2, s3, s4, s5) ≥ 0
may be written,
F (s1, s2, s3, s4, s5) + E1s2s3s4s5 ≥ 0, (4.16)
where
F (s1, s2, s3, s4, s5) = 1+
∑
i>j
sisjCij + E2s1s3s4s5 + E3s1s2s4s5
+E4s1s2s3s5 + E5s1s2s3s4.
(4.17)
In close analogy to the n = 4 case, we readily find that the upper bounds on E1 are greater
than the lower bounds, and so a suitable value of E1 may be chosen, as long as firstly,
F (s1, s2, s3, s4, s5) + F (s1, s2, s3, s4,−s5) ≥ 0, (4.18)
plus three more similar conditions in which s2, s3 or s4 have their sign flipped; and secondly,
F (s1, s2, s3, s4, s5) + F (s1, s2,−s3,−s4,−s5) ≥ 0, (4.19)
plus three more conditions in which the triples (s2, s3, s4), (s2, s4, s5) or (s2, s3, s5) have all
three signs flipped.
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Eq.(4.18) has the form,
1 +
∑
i>j
i,j 6=5
sisjCij + E5s1s2s3s4 ≥ 0, (4.20)
which is precisely the n = 4 case. It follows that E5 can be chosen to ensure that these
inequalities are satisfied as long as a set of three-time LG inequalities holds. There will in
addition be three more variants involving E2, E3, E4. However, the upper and lower bounds
on E5 implied by Eq.(4.20) must be also compatible with the further upper and lower bounds
on E5 derived below, and likewise for the three variants of this inequality.
Similarly, Eq.(4.19) has the form,
1 + s1s2C12 + s3s4C34 + s3s5C35 + s4s5C45
+ E3s1s2s4s5 + E4s1s2s3s5 + E5s1s2s3s4 ≥ 0.
(4.21)
There will be three similar relationships for the three variants of Eq.(4.19), but will clearly
be qualitatively the same by relabelling. We can solve this inequality by eliminating, say,
E4, by writing,
G(s1, s2, s3, s4, s5) + E4s1s2s3s5 ≥ 0 (4.22)
where
G(s1, s2, s3, s4, s5) = 1 + s1s2C12 + s3s4C34 + s3s5C35 + s4s5C45
+ E3s1s2s4s5 + E5s1s2s3s4
(4.23)
Proceeding as above, we readily find that a value of E4 may be chosen as long as the following
two sets of conditions hold. Firstly,
G(s1, s2, s3, s4, s5) +G(s1, s2, s3, s4,−s5) ≥ 0, (4.24)
plus three more similar conditions with s1, s2 or s3 having their sign flpped; and second,
G(s1, s2, s3, s4, s5) +G(−s1,−s2,−s3, s4, s5) ≥ 0, (4.25)
plus three more conditions with the triples (s1, s2, s5), (s1, s3, s5) and (s2, s3, s5) having all
three signs flipped.
Eq.(4.24) has the form,
1 + s1s2C12 + s3s4C34 + E5s1s2s3s4 ≥ 0. (4.26)
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It is easily shown that a value of E5 may be chosen so that these inequalities are satisfied,
relying only on the property |Cij| ≤ 1 of the correlators. We must also confirm that Eq.(4.26)
is compatible with other bounds on E5 and in particular the bounds implied by Eq.(4.20).
It is readily seen that this is the case subject only to a set of three-time LG inequalities.
Similar statements apply to the three variants of Eq.(4.24).
Consider now the four inequalities of the form Eq.(4.25). Two of them are,
1 + s1s2C12 + s3s4C34 + E5s1s2s3s4 ≥ 0, (4.27)
1 + s1s2C12 + s4s5C45 + E3s1s2s4s5 ≥ 0, (4.28)
which are straighforwardly handled as above. The other two inequalities turn out in fact to
be the same and have the form
1 + s3s5C35 + E3s1s2s4s5 + E5s1s2s3s4 ≥ 0. (4.29)
This set of inequalities taken on its own can be satisfied for some E3 and E5 using |C35| ≥ 1.
However, the bounds on E3 and E5 implied by Eq.(4.29) must be compared with all other
inequalities involving E3 and E5. A potentially lengthy search through all the possibilities
is required to check all the cases, but it is not difficult to see that the only ones that give
non-trivial new conditions are Eq.(4.20) and its variant involving E3. These two inequalities
may be written,
E5s1s2s3s4 ≥ −1−
∑
i>j
i,j 6=5
sisjCij, (4.30)
E3s1s2s4s5 ≥ −1−
∑
i>j
i,j 6=3
sisjCij. (4.31)
We compare these two inequalities to Eq.(4.29) with the signs of s3 and s5 reversed, which
reads,
1 + s3s5C35 ≥ E3s1s2s4s5 + E5s1s2s3s4. (4.32)
The last three inequalities are compatible as long as,
1 + s3s5C35 ≥ −2−
∑
i>j
i,j 6=3
sisjCij −
∑
i>j
i,j 6=5
sisjCij. (4.33)
Written out in full this inequality is conveniently written
(1 + s1s2C12 + s1s4C14 + s2s4C24) + 2 +
∑
i>j
sisjCij ≥ 0, (4.34)
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where the sum is over all ij. Noting that the first term in parantheses is a LG inequality so
is non-negative, the total inequality is satisfied as long as
2 +
∑
i>j
sisjCij ≥ 0. (4.35)
This is the desired result, Eq.(4.5), and establishes the conjecture for n = 5 in the symmetric
case.
E. Other Approaches
Although as argued the symmetric case is not as restrictive as it might seem, it would
clearly be desirable to extend the proof to the general case. Here we have focused on a
purely algebraic proof but a geometric one involving the cut polytope geometry discussed
in Ref.[25] is clearly a natural place to look and may get a away from the restriction to the
symmetric case considered here.
Another very different approach would be to do numerical experiments which confirm the
conjecture. We start with the moment expansion in the general case:
p(s1, s2, s3, s4, s5) =
1
32
(
1+
∑
i
Bisi +
∑
i>j
Cijsisj +
∑
i>j>k
Dijksisjsk
+
∑
i>j>k>`
Eijk`sisjsks` + Fs1s2s3s4s5
)
.
(4.36)
We then suppose that values of the fixed quantities Bi, Cij are chosen at random, which
may or may not satisfy the requisite conditions (i.e. the full set of two and three-time LG
inequalities and the generalized pentagon inequalities Eq.(4.5)). For each set of values of
the fixed quantities, a numerical search is carried out to find values of the coefficients Dijk,
Eijk` and F for which the 32 inequalities p(s1, s2, s3, s4, s5) ≥ 0 are satisfied. (This is easily
done using Mathematica). The conjecture is upheld if the success or failure of the search
is found to be in direct correspondence to whether the fixed values do or do not satisfy the
requisite conditions. This sort of numerical experiment supplies grounds for confidence in
the conjecture if no counter-examples are found after a large number of trials.
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F. Further Generalizations
A further natural generalization is to consider situations in which third and higher-order
correlators are measured. The appropriate necessary and sufficient conditions that these
must satisfy have been given in Refs.[27, 29]. These conditions are of experimental interest
because measurement of some of these higher-order correlators has been carried out [30].
5. THE LIMIT OF A LARGE NUMBER OF MEASUREMENTS
We now make some observations about the simplifications and general features that arises
for large n, for the LGn inequalities Eq.(3.4), and the n-gon inequalities Eq.(4.3).
A. Algebraic Argument
If we assume that the Cij depend solely on the time difference tj − ti, and also make
the common assumption of equal time spacing τ between the times ti, then we have C12 =
C23 = . . . = Cn(n+1). The general n-time LG inequalities may then be written as
Cτ (a1 + . . .+ an−1)± Cnτ ≤ n− 2, (5.1)
Now note that the sum of the ai coefficents takes extremal values of ±(n − 1), so we may
write the inequality in both worst cases as
− n− 2
n− 1 ≤ Cτ +
Cnτ
n− 1 ≤
n− 2
n− 1 (5.2)
In the limiting case of large n, this inequality tends toward
− 1 ≤ Cτ ≤ 1 (5.3)
which is a condition the correlators satisfy already. Hence the LGn become easier to satisfy
for large n, becoming identically satisfied as n goes to infinity. Mathematically, there is an
intuitively clear reason why it might become easier to satisfy LGn for large n. This is that
the LG inequalities involve just n correlators, but the probabilities for n times have 2n − 1
independent components so the requirement to match n correlators becomes less restrictive,
relatively speaking, as n increases. However, this is perhaps counter to physical intuition,
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which suggests that it should be harder to assign probabilities to histories in which more
variables are specified, especially in quantum mechanics.
There are two cases to consider. One is the case in which we have a fixed time interval
[0, T ] and just add progressively more measurements in that interval. However, in that case,
C12 will tend to 1 for large n (since t2 − t1 goes to zero) and then LGn can only be satisfied
for C1n = 1.
The second case is that which we keep adding extra measurements at later times, so
prolonging the total time interval, and in that case it does indeed seem that, as indicated,
LGn gets easier to satisfy as n increases. In LG tests we are trying to determine whether or
not there exists a probability p(s1, s2 · · · sn) corresponding to certain sets of measurements
taken at n times. In general, we would expect it to be harder to find a probability for
(n + 1) times, p(s1, s2 · · · sn, sn+1), since that would be a fine graining, and easier to find a
probability for (n− 1) times, p(s1, s2, · · · sn−1) since that is a coarse-graining.
However, LG tests refer to a very specific set of measurements in which only certain
correlators are measured and as a consequence the probabilities it seeks for (n − 1), n and
(n + 1) times are not simply related. The n-time LG inequalities refer to the correlators
C12 · · ·C(n−1)n and C1n but the (n+1)-time inequalities refer to the correlators C12 · · ·Cn(n+1)
and C1(n+1), which does not involve C1n but does involve two new correlators that do not
appear in the n-time case. This means that the probabilities for n times and (n+ 1) times
that these LG inequalities test for are not simple fine or coarse grainings of each other – the
fixed quantities in the n-time case are not a subset of the fixed quantities of the (n+1)-time
case.
Clearly a case in which the set of fixed quantities are simply related subsets for different
values of n is that in which all possible two-time correlators are fixed, discussed in the
previous section and one would therefore expect that the n-time probabilities would behave
according to intuition under fine or coarse graining. There, as demonstrated, we require not
just the LG inequalities to hold but also the conditions Eq.(4.3). Since the total number
of two-time correlators is n(n− 1)/2, Eq.(4.3) will become harder to satisfy as n increases,
even if the LG inequalities become easier. This is the intuitively expected result.
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FIG. 1: The fraction of parameter space which leads to the violation of a given LGn or n-gon
inequality, as estimated by the central limit theorem, Eq.(5.7), Eq.(5.8).
B. Approximate Measure of Violation from the Central Limit Theorem
By looking at the case where measurements are spaced equally in time, we have provided
a simple argument for the behaviour of the n-time LG inequalities in the large n regime. We
now make a more sophisticated and general argument, which includes the case of arbitrarily
spaced measurements. This argument is applicable to both the LGn and n-gon inequalities
Eqs. (3.4,4.3), and more generally to any inequality formed as a sum of correlators.
We aim to establish for a given n, a measure of how easy, or hard it is to violate a given
inequality from the family of LGn or n-gon inequalities. One approach would be to ask what
volume of the parameter space of C12, . . . , C1n leads to a violation of the given inequality.
Owing to the equivalence between volume in parameter space, and the probability of a
certain event happening, this question is profitably reframed as a question of probabilities.
If we pick random values for C12, . . . , C1n from a uniform distribution, then the probability
of that point leading to a violation of the inequality will exactly correspond to the volume
in parameter space capable of supporting a violation. Hence calculating this probability will
give us the desired measure of the ease or difficulty of violation.
Under this formulation of the problem, we treat the correlators as uniformly distributed
random variables, taking values from −1 to 1. We now note that since the distribution
is uniform, the distributions of Cij and −Cij are identical. Hence when we consider the
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contribution from a given correlator, we see that probabilistically speaking, it does not
matter whether it appears with a plus or a minus sign. In the inequalities Eq.(3.4) and
Eq.(4.3) where we see sums of correlators with different signs, we may instead consider
just a single sum of correlators with all pluses. Within the probabilistic formulation, the
analysis of this one case corresponds to exploring the set of all possible sign permutations of
correlators in the original inequality. Then since the specific choice of signs appearing in the
LG inequalities, or n-gon inequalities, will be contained within this set, we see the analysis
of this one case is sufficient. The inequalities in which we are interested may all be analysed
using the general form
Sj(n) ≤ b(n), (5.4)
where Sj represents the sum of the j correlators, represented by random variables, j(n) is
the number of correlators involved in the n-th order inequality, and b(n) is the upper bound
on the inequality. We now invoke the central limit theorem (CLT) [34] for a uniform distri-
bution, which states that the distribution of
Sj
√
3√
j
for the sum of j independent uniformly
distributed variables from −1 to 1, will tend towards the standard normal distribution.
Comparing this result to the generalised inequality Eq.(5.4), we can estimate the region of
violation as
V (n) =
1√
2pi
∫ ∞
b(n)
√
3√
j(n)
e−
x2
2 dx . (5.5)
This integral is simply evaluated as
V (n) =
1
2
(
1− erf
(√
3
2
b(n)√
j(n)
))
. (5.6)
This result says that the difficulty or ease of violating any n-th order inequality formed of
the sum of j(n) correlators (with arbitrary signs on each correlator), with an upper bound
b(n), is determined solely by the functional form of the ratio of b(n)√
(j(n))
.
Comparing Eq.(5.4) to the general LG inequality Eq.(3.4), we see that for the LG case,
we have b(n) = n− 2, and j(n) = n. Using these values in Eq.(5.6), we find
VLG(n) =
1
2
(
1− erf
(√
3
2
n− 2√
n
))
. (5.7)
For large n, the argument of the error function behaves as
√
n, and hence the violating
region of parameter space vanishes with increasing n. This behaviour is shown in Fig. 1.
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FIG. 2: In (a), the 10 distinct inequalities from the n = 10 LG case are plotted, for the simple
spin system. The inequalities are violated in the shaded region, K10 ≥ 0. In (b), the 10 distinct
inequalities from the n = 5 n-gon case are plotted. In this case, at least one of the inequalities is
violated for some τ , except at points of measure zero.
Comparing the form of the n-gon inequality Eq.(4.3) to Eq.(5.4), we have b(n) = n
2
for
n even, b(n) = n−1
2
for n odd, and j(n) = 1
2
n(n − 1). In the case of even n, this leads to a
violation region of
Vn−gon(n) =
1
2
(
1− erf
(√
3
2
n√
n(n− 1)
))
(5.8)
In both the even and odd cases, for large n, the argument of the error function tends toward
√
3
2
, and hence the violation asymptotes to V ≈ 0.11, as depicted in Fig. 1.
This CLT approximation makes precise the earlier arguments that LGn inequalities be-
come easier to satisfy for large n, and illuminates that the generalised n-gon inequalities
maintain significant regions of violation for all n.
C. Illustration in a Simple Spin Model
We now illustrate the above results using plots in the commonly-studied simple spin
model [33] in which the correlators are given by
Cij = cos (ω(tj − ti)) . (5.9)
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We also make the common assumption of equal time spacing τ . Purely for convenience of
plotting, we rearrange the LG inequalities, introducing the notation Kn, defined as
Kn = a1C12 + a2C23 + . . .+ an−1Cn(n−1) + anC1n − (n− 2), (5.10)
and so violations of the LGn inequalities Eq.(3.4) are delineated by Kn ≥ 0. We introduce
a similar notation Pn for the n-gon inequalities Eq.(4.3), where Pn ≤ 0 signifies a violation.
Recall that in Eq.(5.10) a1, . . . , an take all values of ±1 such that their overall product
is −1, and so we must study the behaviour of each member of the family of inequalities for
a given n. For example, for the n = 10 case of the LG inequalities, there are a total of 512
inequalities. When working with equally spaced measurements, it turns out that only 10 of
these inequalities are distinct. These 10 inequalities are plotted for the simple spin case in
Fig. 2(a). This plot can be considered representative behaviour of the LGn inequalities in
the simple spin case, where the bulk of the inequalities are always satisfied. Furthermore,
the only two that are not satisfied are violated over only a small region of measurement
times.
For the n-gon case for n = 10 there are 1024 inequalities, of which 272 are distinct. This
large number of inequalities is not particularly enlightening to plot so we plot instead the
simplest non-trivial case, n = 5, in Fig. 2(b).
LG violations as a function of n are shown in Fig. 3. The case in which increasing n
extends the time interval is plotted in Fig. 3(a). In the simple spin model, only two of
the LGn inequalities are violated for any n, both of which are plotted. It can be seen that
the region over which Kn is violated decreases with n. For the case in which the total
time interval remains fixed as n increases, only one of the LGn inequalities is violated for
any n > 4, which is plotted in Fig. 3(b). Here the opposite effect is observed, where with
increasing n, the region of violation increases
We have also numerically calculated the fraction of parameter-space (i.e. range of times)
over which at least one of the LGn inequalities is violated, as a function of n. This is plotted
in Fig. 4, for both cases, of either increasing or fixed time period with increasing n. This
confirms the behaviour hinted at in Fig. 3, that for the simple spin model, in the case of an
increasing experimental time period the LGn inequalities become easier to satisfy, whereas
for the case of a fixed overall time period, the inequalities become harder to satisfy.
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FIG. 3: The violations of the LGn inequalities within a simple quantum mechanical spin model.
We plot only the inequalities leading to the greatest violation, where violations are depicted by the
shaded region. In (a), measurements are performed in a way which extends the experimental time
period, and in this regime the LGn inequalities become easier to satisfy for higher n. Note that
although the violations appear smaller in magnitude, this is an effect of plotting the inequalities
normalised by n. In (b), more measurements are performed within the same experimental time
period, and in this regime, the inequalities become harder to satisfy with increasing n.
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FIG. 4: The fraction ν(n) of parameter space which leads to the violation of any of the LGn
inequalities Eq.(3.4) for the simple spin model. Both the case where subsequent measurements
subdivide the measurement window [0, T ] and where subsequent measurements increase the window
[0, T ] are shown.
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6. SUMMARY AND CONCLUSIONS
We have proved Fine’s theorem for the case of n measurements and in doing so established
the general form Eq.(3.4) of a complete set of LG inequalities at n times. We considered
generalizations of the usual LG approach to the situation in which all possible two-time
correlators are measured and conjectured that necessary and sufficient conditions for the
existence of an underlying probability consist of the LG inequalities together with the con-
ditions on all n correrrelators Eq.(4.3). We proved this conjecture for the cases n = 4 and
n = 5 in the symmetric case. This fills a gap in the previous work Ref.[29] which explored
a generalized LG approach in which higher order correlators are measured but omitted the
extended two-time correlator case. We explored both of the above sets of inequalities in the
large n limit and confirmed agreement with intuitive expectations.
The conditions Eq.(4.3) are clearly of interest to explore experimentally since they are
qualitatively different to the usual LG inequalities. The n-time LG inequalities are of less
interest experimentally, in comparison to experimental tests carried out already, since, as
we saw here, they are logically equivalent to sets of three-time LG inequalities.
However, the n-time LG inequalities could find another role since there are related prob-
lems that can be mapped onto the LGn situation. LG inequalities usually concern a single
dichotomic variable at each time but some recent works have explored situations involv-
ing variables taking three or more values (see for example, Ref.[33]) which could easily be
mapped onto the dichotomic case by adding extra times. Another possible application is in
the contextuality by default approach to assessing the effects of signaling in LG inequalities
[10] in which the original three variables Q1, Q2, Q3 in LG3 are adjoined with three more
variables representing the values of the Qi in different contexts. This situation is equivalent
to a 6-time LG situation and can be analyzed using the inequalities derived here. These
possibilities will be studied in future papers.
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