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ABSTRACT
The far side of the Milky Way’s disk is one of the most concealed parts of the known Universe
due to extremely high interstellar extinction and point source density toward low Galactic latitudes.
Large time-domain photometric surveys operating in the near-infrared hold great potential for the
exploration of these vast uncharted areas of our Galaxy. We conducted a census of distant classical
and type II Cepheids along the southern Galactic mid-plane using near-infrared photometry from
the VISTA Variables in the Vı´a La´ctea survey. We performed a machine-learned classification of the
Cepheids based on their infrared light curves using a convolutional neural network. We have discovered
640 distant classical Cepheids with up to ∼40 magnitudes of visual extinction, and over 500 type II
Cepheids, most of them located in the inner bulge. Intrinsic color indices of individual Cepheids
were predicted from sparse photometric data using a neural network, allowing their use as accurate
reddening tracers. They revealed a steep, spatially varying near-infrared extinction curve toward the
inner bulge. Type II Cepheids in the Galactic bulge were also employed to measure robust mean
selective-to-absolute extinction ratios. They trace a centrally concentrated spatial distribution of the
old bulge population with a slight elongation, consistent with earlier results from RR Lyrae stars.
Likewise, the classical Cepheids were utilized to trace the Galactic warp and various substructures of
the Galactic disk, and to uncover significant vertical and radial age gradients of the thin disk population
at the far side of the Milky Way.
Keywords: Delta Cepheid variable stars, Population II Cepheid variable stars, Catalogs, Surveys,
Galactic bulge, Milky Way disk, Interstellar extinction
1. INTRODUCTION
Six decades have passed since the first 21-cm radio
surveys of Galactic neutral hydrogen gas started (e.g.,
Schmidt 1957; Westerhout 1957) with the promise of
mapping the detailed structure of the Milky Way’s disk.
But in spite of the tremendous progress since then, large
swathes of our Galaxy at its far side have remained un-
explored.
The structure of the Galactic disk has been traced
with two different approaches: (i) by the velocity map-
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ping of interstellar gas, i.e., by measuring density peaks
of neutral and ionized hydrogen gas (HI and HII; see,
e.g., Kalberla, & Kerp 2009; Hou & Han 2014; Koo et
al. 2017, and references therein) and by mapping giant
molecular clouds (GMCs) using CO lines or masers (e.g.,
Xu et al. 2016, 2018, and references therein); and (ii) by
using young stars (e.g., classical Cepheids, OB stars)
and young open clusters as tracers (e.g., Majaess et al.
2009; Chen et al. 2019; Skowron et al. 2019).
Large-scale maps of the perturbed surface density of
HI using the 21-cm hyperfine transition lack general con-
sensus, and studies using different techniques to trans-
form radial velocity distributions to face-on maps of HI
density suffer from tension. Observational data have
been interpreted with various four-arm logarithmic spi-
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ral models with both anomalously large pitch angles and
signs of a global non-axisymmetric configuration of the
spiral structure (Levine et al. 2006), and also axisym-
metric models with their global configuration being in
qualitative agreement with maps based on other tracers
(e.g., Koo et al. 2017).
Current maps from the velocity mapping of HII re-
gions and GMCs are based on large compilations of kine-
matic data (e.g., Russeil 2003; Hou et al. 2009), and fa-
vor models with 3–4 arms with poorly constrained pitch
angles (see Valle´e 2015, and references therein). Polyno-
mial spiral models were proposed by Hou & Han (2014)
to ease the tension between different gas tracers.
In addition to the major limitation of the velocity
mapping methods being blind toward the Galactic cen-
ter and anticenter, they also suffer from a near–far ambi-
guity toward the I-st and IV-th Galactic quadrants, and
are tied to assumptions on the bulk kinematic proper-
ties of the Galaxy, such as the standard rotation curve
and the local standard of rest. Uncertainties in these
parameters introduce biases in the distance measure-
ments, and systematic velocity offsets of young objects
from the standard Galactic rotation as suggested by the
spiral density-wave theory (Lin et al. 1969; Xu et al.
2006; Hou & Han 2015) imply additional controversy in
correlating gas cloud velocities with distances.
Most of the above issues are mitigated by accurate
direct distance measurements using parallaxes of young
stars associated with gas clouds and radio interferomet-
ric parallaxes of masers (e.g., Reid et al. 2009; Foster
et al. 2012), but such data are available only for a few
objects at the near side of the disk, with only a recent
venture to the far side (Sanna et al. 2017).
Young stellar objects, such as OB stars, young open
clusters, and classical Cepheid variable stars provide al-
ternative means to trace the large-scale spatial struc-
tures of the Galactic disk. The latter are particularly apt
young population tracers due to their accurate period-
luminosity (PL) relations in the near-infrared (near-IR)
photometric bands (e.g., Macri et al. 2015), and the rela-
tionship between their pulsation periods and ages (Bono
et al. 2005; Anderson et al. 2016). Until very recently,
disk Cepheids were known only within a ∼6 kpc radius
around the Sun due to observational challenges posed
by high interstellar extinction and source density en-
demic to low Galactic latitudes. Hence they could only
be used to trace local spiral arm features (e.g., Majaess
et al. 2009), similarly to OB stars (Chen et al. 2019).
Lately, large time-domain photometric surveys boosted
the number of known disk Cepheids. In particular,
the discovery of thousands of disk Cepheids by the
Wide-field Infrared Survey Explorer (WISE, Chen et
al. 2018) and the Optical Gravitational Lensing Exper-
iment (OGLE, Udalski et al. 2018) provided a break-
through in their census. The resulting Cepheid catalogs
allowed it to map the Galactic warp (Skowron et al.
2019; Chen et al. 2019) and large substructures at the
near side of the disk (Skowron et al. 2019). Further sig-
nificant contributions to the census of classical Cepheids
were recently provided by the All-Sky Automated Sur-
vey for Supernovae (ASAS-SN, Jayasinghe et al. 2018),
and Gaia (Ripepi et al. 2019). In spite of the numer-
ous recent discoveries, a vast section at the far side of
the disk in the I-st and the IV-th Galactic quadrants,
dubbed as the “Zona Galactica Incognita” by Valle´e
(2017), remained almost devoid of known Cepheids due
to the extremely high attenuation by interstellar dust.
Although current photometric surveys operating at in-
frared wavelengths enable us to detect Cepheids at the
far side of the disk, well beyond any optical survey’s
horizon imposed by interstellar dust, our understanding
of the extinction’s wavelength dependence (i.e., the “ex-
tinction curve”) is still a fundamental limiting factor for
the usage of stellar tracers in the disk. Trivially, the ac-
curate knowledge of the (mean) selective-to-absolute ex-
tinction ratio (and its uncertainty) over an area of study
is of critical importance for consistent distance estimates
of highly attenuated objects. A good illustration of this
is the current debate concerning the existence of clas-
sical Cepheids within the bulge volume. In a previous
study, we reported the discovery of numerous classical
Cepheids and speculated that they trace a young, thin
stellar disk spanning across the inner Galaxy (De´ka´ny
et al. 2015b). However, using a largely common stel-
lar sample, Matsunaga et al. (2016) argued that the in-
ner Galaxy is free from classical Cepheids (except for
the nuclear bulge, Matsunaga et al. 2011, 2013). The
two studies arrived to opposing conclusions about the
physical nature of the inner Milky Way mostly due to
a ∼10% difference in the A(Ks)/E(H −Ks) extinction
ratio, adopting its value from two different studies based
the same technique and obtained for the same area by
the same group (Nishiyama et al. 2006, 2009).
Further complications arise from systematic uncer-
tainties in the intrinsic magnitudes of various extinction
tracers, the propagation of photometric zero-point er-
rors into the extinction law through the color excesses,
biases in the extinction law due to the differences in the
spectral energy distribution of different tracers in con-
junction with the use of broadband filters, etc. — a
comprehensive discussion of all these complications is
provided by Wang & Chen (2019). A very important
open question about the near-IR extinction is its spatial
variation, as current studies of this matter are in signif-
3icant tension, and descriptions of the reddening curve
range from universal near-IR extinction (e.g., Wang &
Jiang 2014; Majaess et al. 2016; Schlafly et al. 2016)
to highly variable extinction curves (e.g., Fitzpatrick &
Massa 2009; Zasowski et al. 2009). Furthermore, if the
near-IR extinction law does vary spatially, it is impor-
tant to assess the typical angular scales of such variation,
as to whether a “mean” extinction curve can be adopted
over an extended area without introducing large-scale
biases in distance estimates.
The exploitation of near-IR time-domain surveys for
the census of distant Cepheids also poses the techni-
cal challenge of light curve classification. While this
is usually straightforward in case of optical data, and
even its automation has become a routine task, near-
IR light curves of pulsating stars lack the abundance of
features found in their optical counterparts (see, e.g.,
Elorrieta et al. 2016). Combined with noisy photometry
and sub-optimal sampling, this can lead to high clas-
sification ambiguity even for the most skillful domain
expert. The distinction of classical Cepheids from type
II Cepheids, i.e., old, low-mass, He-burning pulsating
stars (Catelan & Smith 2015) is particularly challenging
because despite their very different physical parameters
and evolutionary status, their near-IR light curves are
quite similar. To make things more complicated, high-
quality near-IR time-series photometry of variable stars
with firm classifications are generally scarce, hence at-
tempts to develop machine-learned classification models
are complicated by modest-sized training sets.
In this study, we leverage the near-IR photometric
database of the VISTA Variables in the Vı´a La´ctea ESO
Public survey (VVV, Minniti et al. 2010) to conduct
a deep census of distant Cepheids in the Zona Galac-
tica Incognita. In Sect. 2, we discuss the data acqui-
sition, photometric calibration and variability search,
then present a machine-learned light curve classifier for
Cepheids in Sect. 3, which we deploy on VVV data to
discover over a thousand new, distant Cepheid variables.
We employ the Cepheids as extinction tracers in Sect. 4,
to establish robust mean near-IR extinction coefficients
and probe the spatial variation of the near-IR redden-
ing law in the direction of the bulge. We analyze the
spatial distributions of type II and classical Cepheids in
Sect. 5, using them as population tracers of the inner
bulge and the far side of the Galactic disk, respectively.
We summarize our findings in Sect. 6.
2. OBSERVATIONS, CALIBRATION,
VARIABILITY ANALYSIS
2.1. Data
Our study is based on photometric time-series of low
Galactic latitude regions, acquired by the VVV survey
in the near-IR JHKs passbands of the VISTA system.
Our target area is the combination of those of our ear-
lier studies (De´ka´ny et al. 2015b, 2018), namely the
VVV’s entire ∼4◦-wide disk footprint along the Galac-
tic equator, and a ∼3◦-wide adjacent area toward the
inner bulge. These regions cover a total of ∼286 square
degrees in the longitudinal range of −65◦ . l . +10◦,
and consist of the VVV fields d001–d152, b313–b332 and
b335–b354, as defined by Minniti et al. (2010), exclud-
ing the extremely crowded nuclear bulge region toward
fields b333 and b334.
Each VVV field was observed at 50–100 epochs in the
Ks band with a non-uniform, space-varying cadence and
a total baseline of ∼5 years; and at 1–10 epochs in the J
and H bands. Limiting apparent magnitudes are highly
position-dependent and vary with interstellar extinction
and source density, ranging from ∼15.5 to ∼18.5 mag in
the Ks band and from ∼16.5 to ∼20 mag in the J band
(for more details, see Saito et al. 2012).
Our analysis is based on the standard data products of
the VISTA Data Flow System (VDFS, Emerson et al.
2004), provided by the Cambridge Astronomy Survey
Unit (CASU). Details of the image processing and aper-
ture photometry are discussed by Irwin et al. (2004).
We used the photometric measurements made on detec-
tor frame stacks called pawprints. At each observational
epoch, sequences of 6 pawprints are acquired within a
∼3-minute interval with positional offsets in order to fill
the gaps between the detector’s 16 chips. The CASU
photometric source tables of individual pawprints were
positionally cross-matched using our earlier procedure
discussed by De´ka´ny et al. (2018), providing unified cat-
alogs for each field for a total of ∼3 · 108 point sources.
2.2. Photometric calibration
CASU provide an absolute photometric calibration for
VVV data following the method of Gonza´lez-Ferna´ndez
et al. (2018). In their approach, photometric zero-
points (ZPs) are determined separately for each individ-
ual pawprint using local secondary standard stars from
the 2MASS survey (Skrutskie et al. 2006), and robust
universal transformation formulae between the two pho-
tometric systems. Intra-detector (i.e., chip-wise) sensi-
tivity variations are measured and corrected for on a
monthly basis.
As a result of a detailed investigation of the calibra-
tion accuracy of VVV as provided by CASU, we con-
cluded that the approach by Gonza´lez-Ferna´ndez et al.
(2018) can lead to significant residual variations in the
photometric ZPs in the J,H,Ks bands for our target
4 De´ka´ny et al.
area, seriously affecting scientific conclusions based on
the data. Our findings are presented in full detail by Ha-
jdu et al. (2019), and here we only give a brief summary
of the issues.
Inaccuracies in the CASU ZPs have been traced back
to two main root causes: (i) significant intra-detector
variations on time scales much shorter than one month,
and (ii) the presence of numerous objects that appear
as unresolved blends in 2MASS, but are well-resolved
by VVV. Both contribute to time-varying photometric
ZP offsets between measurements taken for the same
object at the same epoch by different chips, as well as
systematic biases in the ZPs varying on longer time-
scales. The combined effect of the two can be rather
destructive, not only biasing mean stellar magnitudes,
but also distorting the light curves, thus affecting their
classification.
In order to correct for these ZP anomalies, we recali-
brated the CASU photometry, following the method of
Hajdu et al. (2019). In this approach, ZPs were deter-
mined separately for each of VISTA’s 16 detector chips
within each pawprint, and the calibration’s volatility to
blended objects was eliminated by using a fine-tuned
positional cross-matching between 2MASS and VISTA
sources, followed by a robust regression. The effect of
the recalibration is demonstrated on a Cepheid light
curve in Fig. 1. The original CASU calibration resulted
in a distorted light curve and biased mean apparent
magnitude, while the recalibrated light curve revealed
the true photometric potential of the VVV survey.
2.3. Variability search
Sources with putative light variation were selected fol-
lowing the same procedure as in our earlier RR Lyrae
census (De´ka´ny et al. 2018), which is discussed in the
aforementioned study in detail. In brief, we employed
variability indices that take advantage of the correlated
sampling of the VVV light curves in measuring the ratio
of the point-to-point and global scatters of the photome-
try. We used this method to pre-select light curves, thus
reducing the sample size before period search. Typically,
104 objects were selected in each field, based on their sig-
nificance levels estimated from Monte Carlo simulations.
We used the Generalized Lomb-Scargle Periodogram
method (Zechmeister & Ku¨rster 2009) to search for pe-
riodic signals in the [3.8 day, 40 day] interval using the
procedure described by De´ka´ny et al. (2018). The lower
limit was chosen to avoid confusion between the different
pulsation modes of classical Cepheids (see, e.g., Macri et
al. 2015) and to constrain the analysis to fundamental-
mode pulsators, while the upper limit is imposed by the
photometric sampling. By applying the additional selec-
tion criterion of (Ks,max. −Ks,min. − σ) > 0.15 on each
light curve, where σ is the weighted standard deviation
of the measurements, we narrowed down our sample of
Cepheid candidates to ∼4 ·104 objects. In the next step
of the analysis, we applied a machine-learned light curve
classifier on these candidates, which we present in the
next Section.
3. LIGHT CURVE REPRESENTATION AND
CLASSIFICATION
Supervised machine learning became a routine approach
for light curve classification due to the requirement
of automated procedures posed by the large volumes
of data from synoptic surveys. Much of the progress
has been done for data in optical passbands (see, e.g.,
Kim & Bailer-Jones 2016, and references therein), while
time-series classification in other wavelengths remained
a challenge. The classification of Ks-band light curves
of pulsating variable stars is inherently more difficult be-
cause they have generally smaller amplitudes compared
to their optical counterparts, and their subtler features
are more easily washed out by observational noise. In
addition, accurately classified objects with high-quality
Ks light curves are scarce, despite the vast amount of
data from surveys like VVV, resulting in modest train-
ing sets. Due to these challenges, a machine-learned
classifier for Cepheids in the near-IR has been lacking.
A common approach in astronomical light curve clas-
sification is to derive a large variety of descriptive statis-
tics on the photometric time-series (e.g., Richards et
al. 2011), and use them together with the parameters
of the light curve’s model representation as descriptive
variables, i.e., input features of the classification prob-
lem. Usually, these features are fed into a traditional
classification model such as a random forest classifier,
a support vector machine, etc., designed to work well
on structured data (see, e.g., Debosscher et al. 2007;
Richards et al. 2011, 2012). Although this approach has
been proven successful in general, it has some possible
drawbacks. In certain cases, the light curve shape might
not be efficiently captured by such features, and if the
information about a characteristic detail is carried by
multiple correlated features, certain classes might pop-
ulate complex manifolds in the resulting feature space,
which in turn can hinder the learning process in the ab-
sence of a sizable training set.
We illustrate this problem with the Hertzsprung pro-
gression (Hertzsprung 1926, see also Catelan & Smith
2015) observed in classical Cepheids in the ∼[5,14] day
period range, whereby a resonance between two pul-
sation modes causes a bump in the light curve, and
the pulsation phase in which it occurs decreases with
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Figure 1. Ks-band light curves of the same Cepheid toward the central bulge, phase-folded with the best-fitting period shown
in the upper left corner. The left panel shows photometry calibrated by CASU, the right panel displays recalibrated photometry
according to Hajdu et al. (2019).
increasing period. This bump is a characteristic light
curve detail that can be used to distinguish some clas-
sical Cepheids from other types of variable stars (e.g.,
type II Cepheids), therefore a classifier should be ca-
pable to learn about its occurrence. In the customary
Fourier representation of a periodic light curve, the posi-
tion and the size of the bump is described by the first few
Rij = Ai/Aj and φij = φi − iφj parameters, where Ai
and φi are the amplitude and phase of the i-th term in
the fitted Fourier-series, respectively. However, it would
be difficult for a model to learn the occurrence of the
Hertzsprung bump in Cepheid light curves based on the
Aij and φij features because they populate a compli-
cated manifold in the feature space, as clearly shown by
their various marginal distributions displayed in Fig. 2.
In order to circumvent such challenges, we adopted a
different approach of light curve classification, in which
the shape of the light variation is directly perceived by
the model, similarly to the human brain when visually
inspecting phase diagrams. In other words, rather than
a standard classification problem on structured data,
we approach light curve classification more like a com-
puter vision problem on one-dimensional ‘images’, i.e.,
sequence data. We achieve this by using a convolutional
neural network (CNN) as our classification model.
In the following subsections, we outline the functional-
ity and advantages of CNNs, describe the input features
of the classifier, and discuss the procedure of model se-
lection, training, and evaluation in the standard super-
vised machine-learning framework.
3.1. Convolutional neural networks
Over the last decade, CNNs (LeCun & Bengio 1995)
have become very widespread in supervised machine
learning, mainly due to their substantial contribution
to the rapid advancement of computer vision applica-
tions such as image classification and object detection
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Figure 2. Fourier parameters of the I-band light curves
of fundamental-mode classical Cepheids in the Large Magel-
lanic Cloud, observed by the OGLE survey (Soszyn´ski et al.
2015).
(e.g., Krizhevsky et al. 2012; Simonyan, & Zisserman
2014). At the same time, CNNs have been also suc-
cessfully employed in one-dimensional (sequence) data
in diverse fields ranging from natural language process-
ing (e.g., Dauphin et al. 2016) to medical diagnosis
(e.g., Rajpurkar et al. 2017). Recently, the effectiveness
of CNNs for astronomical time-series classification has
been demonstrated for transiting exoplanets and super-
novae (see Pearson et al. 2018; Shallue, & Vanderburg
2018; Brunel et al. 2019, and references therein). In the
following, we provide a concise outline of the compo-
nents of CNNs, and their basic functionality and stan-
dard architectures, in comparison with classical, fully
connected neural networks.
A classical neural network consists of numerous in-
terconnected units called neurons distributed in layers,
where the ith neuron of layer l performs the following
mathematical operation on its input vector x:
a
[l+1]
i = g(w
[l]
i x + b
[l]
i ), (1)
where the elements of the weight vector wi and the bias
term bi are free parameters of the model, g is a non-
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linear activation function, and its output ai is called an
activation (see, eg., Hastie et al. 2009). In the classical
multilayer perceptron (MLP) architecture, the data are
propagated through L hidden layers of neurons, and the
neurons of neighboring layers are fully interconnected,
meaning that the vector a[l] containing the activations
of all neurons of layer l serves as the input of all neu-
rons in layer l + 1. The final layer performs the predic-
tion, and its activation function (and the corresponding
loss function) depends on the type of the problem to
be solved (i.e., regression or classification). An MLP
is capable to model very complicated, highly nonlinear
functions, which makes it a very versatile tool for ma-
chine learning problems on high-dimensional structured
data. However, due to their fully connected architec-
ture, they require a large number of parameters to learn
spatial correlations in sequence (or image) data. CNNs,
on the other hand, are best suited for the latter data
types by design, their sensitivity to spatial correlations
being hardwired into their model architecture.
The fundamental component of a CNN is a convo-
lutional layer. The main part of a model consists of
L subsequent convolutional layers where the output of
layer l forms the input of layer l + 1, and the input of
the first layer is the (normalized) data. In layer l, the
following operator is applied on the input:
g( ∗ F [l]i + b[l]i ), (2)
where F [l]i is the i-th filter of the layer with size f [l], bi
is a bias term, ‘∗’ is the cross-correlation operator, and
g is a non-linear function. In more practical terms, the
filter F is stepped over the input sequence with strides
of s[l], and at each position, its elements are multiplied
with the underlying values of the input sequence, and
summed up to provide the corresponding element of the
output sequence. The size (i.e., the number of elements)
f [l] of the filters is usually in the range of [3,9] and is
odd by convention. Generally, the input sequence of a
layer and its filters have n
[l]
c ≥ 1 number of channels,
and their cross-correlation results are added up, result-
ing in a single-channel output per filter. Consequently,
a convolutional layer with n
[l]
f filters produces an output
sequence with n
[l]
f channels, thus n
[l]
f = n
[l+1]
c .
The 2-dimensional version of the above procedure
is analogous to the ‘convolution’ operation in image
processing, whereby the image is cross-correlated with
specifically designed filters in order to detect low-level
features, such as edges using the Sobel-filter (Duda &
Hart 1973). The substantial difference is that the ele-
ments of each filter F [l]i and the corresponding bias terms
in a CNN are not hand-designed, but are free parame-
ters that are learned by the model. Since the output
of a convolution layer serves as the input of the next
one, filters of deeper layers learn to detect more com-
plex features. By applying the nonlinear function g on
the output sequence of each filter, we allow the model
to learn complex interdependencies between the various
intermediate features.
The advantage of a CNN with respect to an MLP is
that its parameters are shared by distant elements in
the input sequence, thus a CNN has much fewer pa-
rameters, hence requires smaller training sets and is less
prone to overfitting. For the same reason, CNNs are also
highly insensitive to translations of the input sequences,
whereas the latter would highly affect the performance
of MLPs.
As the input is propagated through multiple con-
volution layers, the length of the sequence shrinks
due to the cross-correlations, unless the input is
padded with a sufficient p[l] number of zero ele-
ments, resulting in an output sequence of length
n[l] = b(n[l−1] + 2p[l] − f [l])/s[l] + 1c. Padding also
avoids information loss at the beginning and the end
of a sequence. After a convolutional layer, the lengths
of the output sequences can be reduced by applying
an optional pooling (i.e., binning) layer. The number
of channels generally increases while the sequence is
propagated through the model as usually an increasing
number of filters are applied in consecutive layers.
A series of convolutional and pooling layers can be
considered as an encoder that transforms the input data
sequence into a into a complex, high-dimensional feature
space. Following this, the final multi-channel output
sequence can be vectorized (“flattened”) and propagated
into a classical fully connected neural network in order to
learn even more complex interdependencies in the data
(e.g., Krizhevsky et al. 2012). Alternatively, it can be
reduced into a single feature vector via global pooling
(i.e., taking the per-channel maximum or mean of the
last output, see Lin et al. 2013). In either case, the
output from the last neural layer is directed into the final
layer which performs a softmax regression to predict the
class probabilities yˆi ∈ [0, 1], and its units have the form:
yˆj =
exp(wja + bj)∑N
k=1 exp(wka + bk)
. (3)
In Eq. 3, the wi weight vectors and bi bias terms are
free parameters, a is the final feature vector, N is the
number of classes, and the predicted class is simply the
one with the highest probability. The optimal model pa-
rameters are found by minimizing the categorical cross-
entropy cost function:
7J =
1
M
M∑
i=1
N∑
j=1
−yij log yˆij , (4)
where M is the number of training examples and yij is
the ground-truth class vector of the training example i,
i.e., it takes a value of 1 if the object is of class j and 0
otherwise.
In both MLPs and CNNs, the partial derivatives of J
with respect to the model parameters can be explicitly
expressed, thus J can be minimized numerically using a
gradient descent based optimization algorithm.
A CNN has several hyperparameters that are kept
fixed during the optimization of the model parameters.
Some hyperparameters determine the model complexity,
such as L, f [l], s[l], p[l], the exact functional form of g,
the number of fully connected layers if employed; oth-
ers govern the optimization process of choice. They are
optimized via a standard k-fold cross-validation proce-
dure, whereby the training data are randomly split into
k disjunct sets, the model is optimized k times for a
fixed combination of hyperparameters, each time using
the union of k−1 datasets for training, and the held out
set for performance evaluation using some metric. The
hyperparameters that optimize the performance metric
of choice describe the optimal model architecture. The
tuning of the hyperparameters is a largely experimen-
tal trial-and-error process relying on insight from earlier
applications of CNNs, without aiming to either achieve
or prove that the chosen model provides the global max-
imum of the performance metric among all theoretically
possible architectures for the given training data.
3.2. Light curve representation
Since our objects of interest are monoperiodic
Cepheids, we could simply use phase-folded light curves
as input sequences for the CNN if the phases of the
observations were identical for all objects. Since this is
naturally not the case, we first compute a normalized
model representation of each light curve, and evaluate
them on a common phase grid. The resulting ‘syn-
thetic’ magnitudes are then used as input sequences for
the classifier, i.e., the input features that describe the
shape of the light variation; while the information on its
scale is carried by two additional features, namely the
period and the peak-to-valley amplitude.
We model the light-curves with a truncated Fourier-
series of the form:
m(t) =
M∑
i=0
ai sin
(
i
2pi(t− t0)
P
+ φi
)
, (5)
where P is the period, t is the time, the amplitudes ai
and phases φi are free parameters, and the number of
Fourier terms M is a hyperparameter. We perform a
robust nonlinear fit employing the Huber loss function
(Huber 1964), which uses the standard squared loss for
points within a δ deviation and linear absolute deviation
beyond it, resulting in decreased volatility to outliers.
We used values of 0.03 ≤ δ ≤ 0.05 based on empiri-
cal tests. Initial values of the period were computed by
the GLS method. The optimal period, amplitudes, and
phases are found by the Trust Region Reflective opti-
mization algorithm (Branch et al. 1999) implemented in
scipy, employed in conjunction with an iterative out-
lier rejection. We determined the optimal value of M via
10-fold cross-validation by maximizing the coefficient of
determination (R2 score) using the implementation in
the scikit-learn package. In the cross-validation, we
stratify the folds according to the pulsation phase in or-
der to avoid randomly introducing phase gaps. In the
case of the VVV data, the above procedure was per-
formed for all apertures, and the optimal aperture was
selected to be the one that yielded the lowest Huber
cost.
We phase-align the light curves by matching the phase
of the first Fourier term φ1 of all objects, and define it
to be the zero phase. The accuracy of this alignment
step is not crucial for the classification, thanks to the
translation invariance of CNNs, but it avoids important
light curve features to fall close the sequence edges, i.e.,
phases 0 and 1. Subsequently, the fitted light curves are
strandardized to zero mean and unit variance, which
aids the convergence of the optimization algorithm of
the classifier. Finally, the fitted model is evaluated on
an equidistant grid of 38 phase values between 0 and 1,
and the resulting sequences serve as the input sequence
for the classifier.
3.3. Training set
In order to establish a dataset for training the clas-
sifier, we surveyed the literature for high-quality Ks-
band light curves of accurately classified fundamental-
mode classical and type II Cepheids. In general, candi-
dates for our training set were objects with both high
signal-to-noise optical time-series photometry with good
phase coverage (allowing their unambiguous classifica-
tion and accurate period determination) and precise Ks-
band follow-up photometry. At the time of this writing,
such objects are not available in large numbers.
We compiled the training data for classical Cepheids
from Welch et al. (1984), Laney & Stobie (1992), Barnes
et al. (1997) and Monson & Pierce (2011) for objects
in the Galactic field, from Persson et al. (2004) for
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Cepheids in the LMC, and from the NIR survey of the
SMC by Ita et al. (2018). For our type II Cepheid train-
ing set, we relied entirely on the VVV photometry of ob-
jects identified toward the Galactic bulge by the OGLE-
IV survey (Soszyn´ski et al. 2017) and we also collected
the VVV data of classical Cepheids in the same catalog.
We processed the light curves of the training set can-
didates according to Sect. 3.2 but with fixed pulsation
period when an accurate value from the literature was
available. This was followed by a rigorous quality con-
trol by visual inspection, rejecting objects with noisy
or sparse photometry and manually tuning the regres-
sion’s hyperparameters when necessary. As a result, we
obtained 140 classical and 356 type II Cepheids for the
training set from literature data.
Due to the very limited number of classical Cepheids
available for training, we selected bona fide objects from
our Cepheid candidates toward the bulge area follow-
ing our classification method discussed in our earlier
study (De´ka´ny et al. 2015b). This tentative classifi-
cation method is based on the (in)consistency between
a star’s distance and extinction under the assumptions
that it is either a classical or type II Cepheid. We com-
pute their E(J −Ks), E(H −Ks) reddening values us-
ing the objects’ mean magnitudes and PL relations (see
Sect. 4 for details). We also obtain the E′(J−Ks) values
from the extinction map of Gonzalez et al. (2012) at the
positions of the objects, which measures the cumulative
reddening up to the mean locus of red clump stars in the
Galactic bulge. We compute the corresponding AK and
A′K absolute extinction values and their errors assuming
the selective-to-absolute extinction ratios of Majaess et
al. (2016).
Figure 4 shows the weighted standard deviation:
δ =
AK −A′K√
σ2(AK) + σ2(A′K)
,
i.e. the difference between the two extinction values
normalized with their total error as a function of Helio-
centric distance d for the sample of Cepheid candidates
in the VVV bulge area, assuming that all of them are
type II Cepheids. Since type II Cepheids are highly con-
centrated in the bulge volume, most of the true type II
Cepheids in our sample are expected to cluster around
δ = 0, d ≈ 8 kpc, i.e., where Fig. 4 indeed shows an over-
density. The farther an object is from this overdensity,
the less likely it is to be a real type II bulge Cepheid
because of the inconsistency between its distance and
extinction. Consequently, objects at the far right side
of this plot are likely not Cepheids of any type, while
those toward the upper-left corner of the plot are likely
classical Cepheids beyond the bulge (due to the notion
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Figure 3. Phase-folded, phase-aligned and standardized
light curve models of all classical Cepheids in our training
set (gray curves). Black points denote the light curve model
evaluated in 38 equidistant phase points for one training ex-
ample, which serves as an input sequence of our CNN clas-
sifier (see Sect. 3.1).
that their extinctions and distances become consistent
under the classical Cepheid assumption).
We selected the objects in the δ ≥ 3, d < 7.5 kpc range
and performed a thorough visual inspection. We found
48 objects with high-quality light curves that could be
visually classified as classical Cepheids with high con-
fidence, and included these objects in our training set,
raising the number of training examples for this class to
188. We note that our selection is rather insensitive to
our assumption of the extinction law within the range
of values reported in the literature, and we obtain the
same selection using the extinction ratios derived later
in Sect. 4.
The identifiers, periods, amplitudes, and references of
the classical Cepheids (DCEP) and type II Cepheids
(T2CEP) in our training set are listed in Table 1. Fig-
ure 3 shows the phase-aligned, strandardized model rep-
resentations of the light curves of classical Cepheids in
our training set.
We collected training data for non-Cepheid variable
stars in the studied period range from the VVV survey.
We performed a variability analysis of the Ks-band pho-
tometric data of tiles b292–b296 according to Sect. 2.3.
These fields lie toward Baade’s window (see Minniti et
al. 2010), outside of the target area of our Cepheid
search; and we chose them because they boast a high
number of photometric epochs, and they lie in crowded
regions, thus the data distribution is very similar to that
of our target area. Moreover, the public OGLE-IV cat-
alog of Cepheids is highly complete in these fields, en-
abling us to have a clean sample by excluding all known
Cepheids. We collected a total of 498 light curves with
9Table 1. Classifier training set of classical and type II Cepheidsa
ID period [d] amplitude [mag] type ref. to period ref. to light curve
AQ Pup 30.104 0.468 DCEP Laney & Stobie (1992) Laney & Stobie (1992)
BB Sgr 6.63739 0.173 DCEP Laney & Stobie (1992) Laney & Stobie (1992)
BETA Dor 9.84247 0.206 DCEP Laney & Stobie (1992) Laney & Stobie (1992)
BF Oph 4.06775 0.180 DCEP Laney & Stobie (1992) Laney & Stobie (1992)
BG Lac 5.33191 0.192 DCEP Barnes et al. (1997) Barnes et al. (1997)
BM Per 22.9509 0.468 DCEP Monson & Pierce (2011) Monson & Pierce (2011)
BN Pup 13.6731 0.419 DCEP Laney & Stobie (1992) Laney & Stobie (1992)
CN Cep 9.50167 0.156 DCEP Laney & Stobie (1992) Laney & Stobie (1992)
Note—This table is available in its entirety in machine-readable form.
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Figure 4. Weighted standard deviations of the absolute
Ks-band extinction computed from the VVV photometry
(see text) with respect to the corresponding extinction values
from Gonzalez et al. (2012) as a function of Heliocentric dis-
tance for our bulge Cepheid candidates (black points), under
the assumption that all objects are type II Cepheids. Green
points show the bona fide classical Cepheids in our sample
selected for the classifier’s training set.
high signal-to-noise ratio of non-Cepheid, but otherwise
unclassified variable stars for our training set.
3.4. Model selection and optimization
We experimented with a sizable variety of small CNN ar-
chitectures using the components discussed in Sect. 3.1
to find the best-performing classifier. Since only a mod-
est training set is at our disposal, we also had to ap-
ply regularization to combat overfitting. We reached an
optimal bias-variance tradeoff (i.e., the golden middle
between under- and overfitting the data) by tuning the
model complexity (through the hyperparameters) and
the regularization parameters, and evaluating the model
performance by standard 10-fold cross-validation.
Figure 5 summarizes the family of CNN architectures
in our model selection process. Following the input
layer, i.e., the standardized input sequence, the first part
of the CNNs consists of a small number (2–4) of convo-
lution blocks. Each block starts with a convolutional
layer, with its input formed by the output of the pre-
vious block (or from the input layer in case of the first
block), followed by an activation layer (see Eq. 2), and
a pooling layer. The activation is optionally preceded
by an additional layer performing batch normalization
(Ioffe & Szegedy 2015). Modern optimization algorithms
use only a subset of the training data (a “mini-batch”)
in every iteration, thus the data in consecutive iterations
might suffer from covariate shift, which slows down the
optimization. Batch normalization eliminates this ef-
fect, and also has a slight regularization effect on the
network.
The output of the last convolutional block is either
flattened (vectorized) and fed into a classical, fully con-
nected (FC) neural network with 1–2 hidden layers, or
propagated into a global pooling layer. The output of
this is fed into the final softmax unit which predicts the
class of the input light curve.
We add regularization to our models using the
Dropout method by Srivastava et al. (2014). This
technique is based on the idea of preventing a neu-
ral network’s units from excessive co-adaptation to the
data by randomly dropping units from the network
during training with some probability Pd, which is a
tunable hyperparameter. Once trained, the full network
is applied to the target data by appropriately scaling
down its parameters. We apply dropout before the fi-
nal softmax layer and (optionally) after the convolution
blocks.
We discussed how our sequence data are propagated
forward through the network, but our input data con-
sist of two additional features, namely the period and
the amplitude. There are two different ways of includ-
ing such ancillary data in a CNN: (i) by using a second
input layer after the convolution blocks, and concate-
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nating them with the outcoming feature vector or (ii)
adding them along with the sequence data in the first
input layer using additional channels. In the latter, the
two additional channels consist of the standardized val-
ues of P and A, each repeated in its respective chan-
nel to match the sequence data in length. The latter
method requires a larger number of parameters in the
CNN than the former, but enforces the entire network
to co-adapt to all the input data, which might lead to a
better solution.
We implemented the CNN models in the TensorFlow
(Abadi et al. 2016) and Keras (Chollet 2015) program-
ming frameworks. The models were trained using the
Adam optimization method (Kingma, & Ba 2014) using
a mini-batch size of 256 and a learning rate of 0.005, and
leaving the rest of its hyperparameters at their default
values. We iterated the training process through several
thousand training epochs until convergence was reached
on the training set. We evaluated the performance of
each model using the standard classification accuracy as
our performance metric:
A = Ntp +Ntn
Ntp +Ntn +Nfp +Nfn
, (6)
where Ntp, Ntn, Nfp, Nfn are the number of true posi-
tives, true negatives, false positives, and false negatives
in the validation set, respectively.
The architecture of the best-performing model is sum-
marized by Table 2. The model has a 3-channel input
layer including the normalized light curve, as well as P
and A. The convolutional part consists of two blocks
including batch normalization and pooling, followed by
a global maximum pooling (GMP) layer and a softmax
layer. We also use two Dropout layers, one after the first
convolutional block, the second after the GMP layer.
For the non-linear function in the activation layers, we
used the Exponential Linear Unit (ELU) introduced by
Clevert et al. (2015). The model has a total of 4179 pa-
rameters. Figure 6 shows the evolution of the loss and
the mean accuracy during the training of our best CNN.
The values of the cross-validation set converge to a con-
stant value close to the asymptotes of the training set,
showing a good bias-variance tradeoff.
3.5. Performance, data mismatch
The best approach to obtain an unbiased estimate of
the classification performance is applying the model on
an explicit test set, i.e., part of the labeled data set
used neither for training, nor for cross-validation, com-
monly amounting to some 20% of all labeled data. Un-
fortunately, in our case this approach is undesirable
due to the modest amount of the labeled data avail-
able (see Sect. 3.3): an explicit test set would either
Conv. 1D (f, s, p)
Input layer:
 ch. 1: LC
[ ch. 2: P ]
[ ch. 3: Atot. ]
1st. conv. block:
2nd. conv. block:
[further conv. blocks]
FC layer(s) 
or 
GAP layer
Activation (g(z))
Max. Pooling (f, s, p)
[ dropout (pd) ]
Flatten
FC (Nunits)
…
Softmax
yˆ
Conv. 1D (f, s, p)
Activation (g(z))
Max. Pooling (f, s, p)
[ dropout (pd) ]
dropout (pd)
P, Atot.
global pooling
[ Input layer: ]
[ Batch Normalization ]
[ Batch Normalization ]
Figure 5. Summary of the CNN architectures evaluated in
our model selection procedure, with data propagating from
bottom to top (see text for details). Each rectangle repre-
sents a building block of the model, and their tunable hyper-
parameters are listed in italics. Optional model components
are shown inside squared brackets, alternative model compo-
nents are shown side by side. The first channel in the input
layer is a standardized synthetic light curve (LC), visualized
as a one-dimensional image.
withdraw too much information from the training and
cross-validation, thus limiting its accuracy, or it would
be too small to provide a reasonable estimate on the
performance. Hence we use the cross-validation set to
estimate our final CNN’s efficiency, which is also a com-
mon approach in the machine learning literature, noting
that it might provide slightly upward biased estimates.
Figure 7 shows the confusion matrix measured on the
validation set, comparing the prediction to the ground
truth for each class. The accuracy (Eq. 6) is the ratio
of the sum of the diagonal elements and the sum of all
elements of this matrix. We also computed various per-
formance estimates for the two binarized classification
11
Table 2. Properties of our convolutional neural network classifier
Layer hyperparameters output shape num. of param.
Input none (38,3) 0
Convolution 24 filters, f = 3, s = 2, p = 1 (19,24) 240
Batch Norm. none (19,24) 96
Activation g = ELU (19,24) 0
Max. Pooling f = 2, s = 2, p = 0 (9,24) 0
Dropout Pd = 0.14 (9,24) 0
Convolution 48 filters, f = 3, s = 2, p = 1 (5,48) 3504
Batch Norm. none (5,48) 192
Activation g = ELU (5,48) 0
Global Max. Pooling none (1,48) 0
Dropout Pd = 0.5 (1,48) 0
Softmax none (1,3) 147
Note—Direction of data propagation is from top to bottom. Hyperparameters f , s, p, Pd,
and g denote filter size, stride length, padding size, dropout probability, and activation
function, respectively. Our notation for a layer’s output shape is (sequence length, number
of channels).
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Figure 6. Left: training (TR, red) and cross-validation (CV, green) loss as a function of training epochs. Semi-transparent
thin curves show the loss per fold, thick curves show their mean. Right: classification accuracy of the training and validation sets
as a function of training epoch (with same notation as above). The black curves show exponentially weighted moving averages.
problems of: (i) classical Cepheids vs everything else,
and (ii) type II Cepheids vs everything else. We use the
the following metrics: precision P (i.e., purity), recall R
(i.e., completeness), false alarm probability FAP and
F1 score, defined as:
P=Ntp/(Ntp +Nfp) (7)
R=Ntp/(Ntp +Nfn) (8)
FAP =Nfp/(Nfp +Ntn) (9)
F1 = 2PR/(P +R). (10)
The resulting values for each performance metric are
displayed in Table 3.
The classification performance on the target (i.e., un-
labeled) data set might differ from the performance es-
timated on the labeled data set (regardless of whether
we use the cross-validation set or an explicit test set
for the estimation) in case their data distributions are
significantly different. This is commonly referred to as
the data mismatch problem. A simple example for this
is if our labeled data set used for training and cross-
validation consists of light curves with high signal-to-
12 De´ka´ny et al.
Prediction
not 
Cep. DCEP T2CEP
Ground 
Truth
not 
Cep. 483 8 7
DCEP 6 174 8
T2CEP 12 6 338
Figure 7. Confusion matrix of our CNN classifier measured
by 10-fold cross-validation.
Table 3. Performance met-
rics for our CNN classifier
measured by 10-fold cross-
validation.
Metric Value
A 0.95
DCEP T2CEP
A 0.97 0.97
P 0.93 0.96
R 0.93 0.95
F1 0.93 0.95
FAP 0.02 0.02
noise ratio, whereas our target set is composed of noisy
data (e.g., faint objects). A performance measure ob-
tained via cross-validation will probably overestimate
the classifier’s true performance on noisy data. More-
over, the model that yields optimal performance on the
high-quality data set might not even be the optimal
model for the classification of the noisy data.
A common approach to combat the data mismatch
problem is to perform the model selection and evalu-
ation by using the high-quality data for the training
set, and use a cross-validation set whose distribution
matches that of the target data. However, in case of a
large photometric survey such as the VVV, the data dis-
tribution in the light curves is highly variable. It is not
only a continuous function of the object’s flux (i.e., ap-
parent magnitude), but also a very complicated function
of the position of the object due to spatially varying lev-
els of crowding, the sampling (which also depends on the
apparent magnitude), and even the location on the de-
tector; rendering the aforementioned approach for han-
dling data mismatch unrealistically complicated. Conse-
quently, this approach is not adopted (and the problem
of data mismatch is generally disregarded) by the astro-
nomical literature.
However, we still intend to estimate the effect of the
data mismatch affecting our classifier by using a more
straightforward data synthesis approach. We collected a
large amount of light curves from highly crowded regions
of the VVV survey for sources that do not show any sig-
nificant intrinsic variability. These light curves, consist-
ing of characteristic noise of the VVV photometry, were
added to the signals of randomly selected examples from
our training set. This way we created ∼33,000 synthetic
light curves with known classes. We applied our CNN
classifier on this test data set and compared its predic-
tions to the ground truth to estimate its performance.
Figure 8 shows the distributions of various perfor-
mance measures as a function of mean apparent Ks
magnitude. We note that these estimates might have
a slight positive bias, since we relied on the same la-
beled data set that we used for the training and model
selection. However, the distributions capture the effect
of the objects’ brightness (highly correlated with their
signal-to-noise ratio, S/N) on the classifier’s efficiency.
We can observe that the performance stays above 0.9 for
stars brighter than ∼14 mag in all metrics, and it falls
rapidly beyond ∼14.5 mag. The cumulative distribu-
tion shows, however, that both precision and recall stay
above 0.9 for a sample of objects brighter than 15 mag
(the distribution of apparent magnitudes matches that
of the VVV survey).
3.6. Deployment and visual inspection
We applied the CNN classifier described in Sect. 3 on
our dataset of Cepheid candidates selected according to
Sect. 2.3. In order to keep the expected overall perfor-
mance reasonably high, we rejected all candidates with
S/N < 60 and phase coverage Φ < 0.85 from further
analysis. Cepheids with noisier light curves are gener-
ally indistinguishable from other types of variable stars
because the noise washes out characteristic details from
their phase diagrams; and lower phase coverage causes
most of our light curve fits to diverge, biasing the input
of the CNN. By applying the cut on S/N , we omit a
varying fraction of stars increasing with apparent mag-
nitude, with approximately ∼7% for Ks < 13, ∼13% for
13 < Ks < 14, ∼30% for 14 < Ks < 15, and ∼54% of
stars fainter than 15 mag.
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Figure 8. Left panel: performance estimates as a function of mean apparent Ks magnitude, using a bin size of 0.5 mag. Right
panel: as in left panel but showing cumulative distributions. The figure keys have the following notation: A: overall accuracy;
P, R, F1, A’: binary precision, recall, F1 score, and accuracy for classical Cepheids, respectively.
The light curves classified as DCEP or T2CEP were vi-
sually inspected in order to increase the sample’s purity,
and objects with obvious misclassification were excluded
from further analysis. The light curves rejected in this
way fall into two main categories: obvious photometric
blemishes and misclassified eclipsing binaries. The for-
mer arise from the fact that our training set does not
cover all peculiar light curves of arbitrary shape, there-
fore our model has to extrapolate the parameter space
covered by the training set, which can result in a small
number of false positives, but these can be extremely
easily found and rejected. The latter is due the confu-
sion of Cepheids with contact or semi-detached binaries
with one of their minima being under-sampled. Such
cases occur in the disk area where the time distribu-
tion of the photometric measurements is often strongly
clustered due to the lack of an appropriate sampling
strategy.
Figure 9 illustrates the above problem with a con-
crete example. The primary minimum is under-sampled,
which causes our regression algorithm to converge to an
incorrect solution that mimics a Cepheid light curve.
The misclassification is easily revealed by the visual in-
spection of the phase diagram created with twice the
period fitted by our algorithm. As a result of the visual
inspection, approximately 15% of the light curves classi-
fied as Cepheid by the CNN were omitted from further
analysis.
3.7. Comparison with the OGLE-IV catalog of
Galactic disk Cepheids
The OGLE-IV survey collected time-series photome-
try in the optical V and I bands over the entire area
of our study, and conducted a census of classical and
type II Cepheids along the Galactic mid-plane. The re-
sulting catalog of Cepheids (Udalski et al. 2018) was
publicly released shortly before the submission of our
present paper. We investigated the overlap between
these OGLE Cepheids and the catalog resulting from
our analysis. The OGLE-IV disk catalog contains 1529
objects, among which 170 are type II, and 854 are
fundamental-mode classical Cepheids. First, we cross-
matched the coordinates of the OGLE Cepheids in the
latter two subtypes with our broad selection of point-
sources showing putative light variations, i.e., a sample
of ∼660,000 objects that entered our period analysis (see
Sect. 2.3). This resulted in 144 matching objects, ∼50%
of which are brighter than 12 mag in the Ks band. We
note that the precision of the positional cross-matching
between OGLE and VVV is very high, with a residual
rms of ∼ 0.1′′ therefore astrometry is not a limiting fac-
tor in the number of cross-matched objects. The rest of
the OGLE Cepheids are simply beyond the saturation
limit of the VVV survey.
Subsequently, we cross-matched the positions of the
same OGLE Cepheid sample with our stellar subsample
that fulfilled the criteria of entering our classification
procedure, which resulted in only 41 matches. Most of
the missing objects have too many (or all) of their pho-
tometric measurements marked as saturated and were
therefore omitted from the analysis, and the rest had too
small S/N and/or too sparse phase coverage in VVV.
Based on their visual inspection, we concluded that only
less than half of them have sufficiently high-quality Ks
light curves to be used as training data for classification.
Therefore, we opted to use the 41 objects in common
as a test set, in oder to give an independent estimate of
our classification performance (assuming that the OGLE
classifications represent the ground truth). According to
OGLE, 38 of the objects in common are classical and 3
of them are type II Cepheids. Our CNN classification
differs for 3 classical Cepheids, which we classified as
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Figure 9. Light curve of an eclipsing binary star misclassified as a classical Cepheid by our CNN classifier. The photometric
measurements are phase-folded with the (incorrect) period found by our algorithm (left panel) and its doubled value (right
panel). The red curve shows the fitted light curve model. Red points show data rejected by our regression algorithm.
type II, and for one type II Cepheid, which we classified
as non-Cepheid.
The common sample does not allow us to estimate the
classification precision because we cannot measure the
number of false positives, i.e., we do not know whether
the objects that are classified as Cepheids by our CNN
model and are missing from the OGLE catalog because
they are to faint or because they are not Cepheids. On
the other hand, the common sample yields an estimated
recall of 0.92 for classical Cepheids with respect to the
OGLE sample, with the caveat that it is based on small
number statistics.
In the following analysis, for all objects present in
both the OGLE Cepheid catalog and our sample, we use
classifications provided by OGLE, overriding the results
from our CNN classifier.
3.8. The final sample of Cepheids
After the visual inspection step, our final sample con-
tains 608 objects classified as type II Cepheids. Their ce-
lestial distribution is shown in the upper panel of Fig. 10.
Their majority, 433 objects, are located in the bulge sec-
tion of the VVV survey, strongly concentrated around
the sight-line of the Galactic center. Among these ob-
jects, 82 had been previously catalogued by the OGLE-
IV survey (Soszyn´ski et al. 2017), and 4 of them were
earlier discovered and classified as classical Cepheids by
us (De´ka´ny et al. 2015b). Two of the latter objects
were also included in the samples of Matsunaga et al.
(2016) and Chen et al. (2018). The rest of the bulge
type II Cepheid sample, 347 objects, are new discover-
ies. Among the 175 objects in the disk section of VVV,
6 stars appear in the catalog of Chen et al. (2018) with
ambiguous classifications, and the remaining 169 stars
are newly discovered.
A total of 689 objects in our final sample are clas-
sified as classical Cepheids, among which 238 objects
are located in the bulge, and 451 in the disk section of
the survey. The distribution of their Galactic coordi-
nates is displayed in the lower panel of Fig. 10. Three of
the bulge objects were previously discovered by OGLE
(Soszyn´ski et al. 2017), 29 had been reported in our for-
mer studies (De´ka´ny et al. 2015a,b), 11 were found by
Matsunaga et al. (2016), and 7 objects of the latter two
samples are common. 16 classical Cepheids from the
disk area are listed in the catalog of Chen et al. (2018),
who gave this class to only 6 of them; and 38 classical
Cepheids in our disk sample were previously found by
the OGLE-IV survey. In total, 640 classical Cepheids
in our sample cannot be found elsewhere in the liter-
ature, therefore we consider them as new discoveries.
Table 4 lists the names, coordinates, classes, periods,
Ks photometric properties and cross-identifications of
all Cepheids in our final sample. The photometric time-
series in the J , H, and Ks bands of all objects classified
as classical or type II Cepheids are provided in Table 5.
Figure 11 shows the period distributions of the
Cepheids identified in the VVV survey’s bulge and disk
footprints. There is an apparent deficiency of classical
Cepheids with P ' 10 d in the bulge footprint. This is
due to the higher confusion rate between the two types
of Cepheids, arising from the rapid change of light curve
shape due to the Hertzsprung progression (Hertzsprung
1926). Around this period, the Hertzsprung bump in
classical Cepheids coincides with the brightness max-
ima of the light curves, and the blending of the two
features in noisy data makes it more difficult to dis-
tinguish between the two Cepheid types. The effect of
the resulting confusion on the classical Cepheids’ period
distribution is more pronounced in the bulge subsample
due to the intrinsically high concentration of type II
Cepheids toward these sight-lines.
4. INTERSTELLAR EXTINCTION
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Figure 10. Distribution of objects classified as type II Cepheids (top) and classical Cepheids (bottom) in our final sample,
shown in the Galactic coordinate system. Individual objects are represented by gray dots, the color scale represents their kernel
density estimate.
Table 4. Coordinates, classes, basic photometric properties, and cross-identifications of the Cepheids.
Name RA [hms] DEC [dms] Class Period [d] 〈Ks〉 Aperturea S/N Atot. Cross-identifications
1 11:40:12.93 -62:08:29.0 DCEP 4.87971 11.099 5 120.5 0.20 J114012.8-620829 (WISE)
2 11:47:32.59 -62:32:45.7 DCEP 9.34493 15.161 2 60.7 0.25 . . .
3 11:48:04.58 -62:41:21.9 T2CEP 21.09985 11.431 4 88.8 0.58 . . .
4 11:52:15.57 -62:51:11.6 DCEP 4.50209 11.204 5 200.5 0.20 OGLE-GD-CEP-0714
5 11:54:05.12 -62:04:58.0 T2CEP 10.22196 13.781 4 126.1 0.32 . . .
aOptimal aperture (see Sect. 3.2).
Note—This table is available in its entirety in machine-readable form.
Table 5. Photometric time-series of the Cepheids.
Name filter HJD-2400000 mag. mag. err. ZP err.
1 J 57114.51688 13.672 0.004 0.010
1 J 57114.51778 13.684 0.005 0.010
1 Ks 55702.490324 11.194 0.026 0.026
1 Ks 55702.490733 11.178 0.025 0.025
1 Ks 55764.511305 11.108 0.025 0.024
Note—This table is available in its entirety in machine-readable
form.
4.1. Estimation of the mean color indices
Both classical and type II Cepheids are excellent tracers
of the interstellar reddening, thanks to their precise PL
relations. We estimate the color excess E(X − Y ) of a
Cepheid as follows:
E(X − Y ) = 〈X − Y 〉 − (MX −MY ) , (11)
where MX and MY are the absolute magnitudes of the
object in the photometric bands X and Y , predicted
by the corresponding PL relations, and 〈X − Y 〉 is the
object’s apparent color index averaged over its pulsa-
tion cycle. For our sample, however, we cannot obtain
an unbiased estimate of the latter from the star’s mean
magnitudes in the J,H,Ks bands due to the small num-
ber of measurements in the J and H bands.
In order to get an unbiased estimate of the mean J −
Ks and H − Ks color indices, we express them in the
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Figure 11. Histogram of the periods of the objects clas-
sified as classical Cepheids (DCEP, filled bars) or type II
Cepheids (T2CEP, step curves) shown on a logarithmic scale.
The blue and the red colors represent subsamples from the
VVV survey’s bulge and disk footprints, respectively.
following way:
〈X −Ks〉 = 〈X(ϕ)− FKs(ϕ)−∆X−Ks(ϕ)〉 , (12)
where X(ϕ) is the measured apparent magnitude in the
X ∈ {J,H} bands at pulsation phase ϕ, FKs(ϕ) is the
apparentKs magnitude at the same pulsation phase pre-
dicted by the light curve model (Eq. 3.2), and the last
term of Eq. 12 is the deviation of the X−Ks color index
in phase ϕ from its mean value.
Traditionally, the ∆X−Ks-like correction terms in sim-
ilar problems are trivially estimated from light curve
templates, i.e., using the mean color index variations
computed from the observational data of an ensemble
of objects (e.g., Inno et al. 2015). In order to avoid the
information loss inherent to this method, in an earlier
study we took a machine-learning approach for comput-
ing accurate mean color indices of RR Lyrae stars based
on VVV photometry (Hajdu et al. 2018), whereby the
deviation of J magnitudes from their mean was esti-
mated for a grid of phases from the principal component
amplitudes of the Ks light curves via linear regression.
For the current analysis, we opted to employ artificial
neural networks to obtain a machine-learned model for
predicting the ∆X−Ks(ϕ,p) correction terms from the
p parameter vector of the Ks light curve of the same
object. The advantage of this approach, in contrast with
the aforementioned methods, is that it utilizes the full
information content of the training set, and instead of
data binning or dimensionality reduction, it mitigates
observational noise and overfitting by regularization.
We assembled a training data set by compiling pho-
tometric time-series of Cepheids from the literature ob-
served in the combination of the J , H, and Ks bands.
Similarly to the classification problem in Sect. 3, at the
time of this writing, only a modest amount of training
data are available for solving this regression problem.
For the classical Cepheids, we relied on the photomet-
ric data of LMC Cepheids by Persson et al. (2004) and
Galactic field Cepheids by Monson & Pierce (2011). The
training data for type II Cepheids were collected from
the studies of Matsunaga et al. (2006, 2013). All of these
datasets consist of simultaneous JHKs photometry, al-
lowing us to obtain color curves by simply subtracting
the measurements in the corresponding bands, and then
fitting a light curve model as described in Sect. 3.2,
using the literature values for the periods. The same
procedure was applied to the Ks-band data, yielding
the p = (P, ai, φi) parameter vectors, which were used
as the descriptive variables (features) of the regression
problem, together with ϕ. The fitted models of the color
index variation were evaluated over a grid of 50 equidis-
tant pulsation phases, which serve as the dependent vari-
ables in the regression. We enforce a periodic boundary
condition by slightly extending the phase grid beyond
the [0, 1] interval for the training data.
We used fully connected MLP architectures as im-
plemented in the scikit-learn programming frame-
work. All models had output layers of a single neuron
with linear activation and standard squared loss func-
tion and Tikhonov (L2) regularization. The model pa-
rameters were fitted using the Adam optimization al-
gorithm (Kingma, & Ba 2014). We varied the number
of hidden layers, the number of neurons in each layer,
and their activation functions, and also tried different
subsets of light curve parameters in the p feature vec-
tor; and evaluated each model’s performance via 10-fold
cross-validation using the R2 score as our metric.
We found that a 4-layer MLP with 100 neurons in
each layer using rectified linear unit (‘relu’) activations
(Glorot et al. 2011) gave the best performance in each
regression problem. The optimal values of the regular-
ization parameter and the cross-validation R2 scores are
summarized by Table 6 for each regression problem. We
could not fit a reasonable model for predicting ∆H−Ks
for type II Cepheids due to the small amount and low
S/N of the available data, but concluded that the am-
plitude of this color variation probably does not exceed
a few hundredths of a magnitude. Therefore, we assume
∆H−Ks = 0 for these objects throughout this study.
The mean absolute prediction errors measured by
cross-validation at various pulsation phases are shown in
Fig. 12 with black points. As a comparison, the normal-
ized and phase aligned data of the training sets are also
shown by gray points (note the different ordinate scales),
outlining the possible ranges of color index biases in the
absence of a ∆X−Ks correction for the stars’ intrinsic
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Table 6. Optimal regularization
parameters and cross-validation R2
scores of the color index estimators
DCEP T2CEP
∆J−Ks ∆H−Ks ∆J−Ks
α 0.023 0.005 0.028
R2 0.907 0.371 0.701
Table 7. Mean color indices of the Cepheids
Name class 〈J −Ks〉 NJ 〈H −Ks〉 NH
1 DCEP 2.670±0.031 1 . . . 0
2 DCEP . . . 0 . . . 0
3 T2CEP 1.809±0.037 1 . . . 0
4 DCEP 1.685±0.030 2 . . . 0
5 DCEP 1.234±0.040 3 0.322±0.027 3
Note—This table is available in its entirety in machine-
readable form.
color index variation over their pulsation cycles. Our
predictive models decrease the bias in the mean color in-
dices by approximately an order of magnitude compared
to the case of using no color correction. To further illus-
trate the accuracy of the prediction, Fig. 13 compares
the predicted and observed J −Ks color indices for two
Cepheids with multiple J-band measurements, showing
a good agreement between the two.
4.2. The near-IR reddening ratio
Estimates of the J − Ks and H − Ks color excesses
were computed for each and every classical and type
II Cepheid in our sample using the method described
in Sect. 4.1. First, the individual J and H measure-
ments were binned for each epoch, then the ∆J−Ks and
∆H−Ks correction terms in Eq. 12 were determined by
the predictive models discussed in Sect. 4.1, and finally
the mean color index was computed as the weighted
mean of the corrected color indices at each epoch. In
case of large (3σ) discrepancies in the color indices be-
tween different epochs, the corresponding images were
visually inspected and the erroneous measurements were
subsequently culled. Table 7 lists the (predicted) mean
color indices and the number of J and H measurements
of the classical and type II Cepheids and the number of
J and H measurements used to compute them.
The absolute magnitudes were obtained from the PL
relations by Bhardwaj et al. (2017) for type II Cepheids
and those by Macri et al. (2015, 2016) for classical
Cepheids, after converting them into the VISTA pho-
tometric system using the transformation formulae by
Gonza´lez-Ferna´ndez et al. (2018, their Eqs. 7–9). More-
over, the zero-points of the PL relations were adjusted
to match the highly accurate LMC distance modulus
of µ = 18.477 ± 0.026 determined by Pietrzyn´ski et al.
(2019). The resulting PL relations are as follows for type
II Cepheids if logP < 1.3:
MJ =−2.066 [±.038]× P1 + 15.548 [±.017]− µ(13)
MH =−2.199 [±.046]× P1 + 15.149 [±.017]− µ(14)
MKs =−2.233 [±.037]× P1 + 15.067 [±.015]− µ(15)
for type II Cepheids if logP > 1.3:
MJ =−2.247 [±.072]× P1 + 15.129 [±.039]− µ(16)
MH =−2.298 [±.071]× P1 + 14.759 [±.038]− µ(17)
MKs =−2.173 [±.071]× P1 + 14.651 [±.036]− µ(18)
and for classical Cepheids:
MJ =−3.159 [±.004]× P1 + 13.214 [±.002]− µ(19)
MH =−3.186 [±.004]× P1 + 12.854 [±.002]− µ(20)
MKs =−3.248 [±.004]× P1 + 12.773 [±.001]− µ(21)
where P1 = logP − 1.
We determined the meanRJKHK = E(J−Ks)/E(H−
Ks) reddening ratio by fitting a linear function to the
E(J −Ks) vs E(H −Ks) distribution of the Cepheids
that have measurements in all three bands, by the fol-
lowing procedure. First, we assumed the selective-to-
absolute extinction ratio of A(Ks)/E(J − Ks) = 0.49
found by Majaess et al. (2016), and computed the dis-
tances of the objects using the relations in Eq. 13–21.
Then we omitted all objects with heliocentric distances
larger than 25 kpc from the fit of the reddening ratio, as
misclassification can easily result in anomalously large
distances (see Sect. 5 for more details). We emphasize
that the precision of the Majaess et al. (2016) extinc-
tion coefficient is not critical in performing this rough
distance cut. We also omitted all type II Cepheids with
logP > 1.3 from this part of the analysis, because these
long-periodic stars of the RV Tau subtype follow slightly
different, more uncertain PL-relations than the rest of
the sample (see Bhardwaj et al. 2017). The remaining
sample was divided into bulge and disk subsamples (see
Sect. 2.1) and they were fitted separately.
First, we performed iterative linear fits combined with
3–σ threshold rejection in order to omit strong outliers.
This was followed by Bayesian fits of a linear function
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Figure 12. Gray points: normalized and phase-aligned color curves of the classical Cepheids (left and middle) and type II
Cepheids (right) in the training sets of our predictive models of the color index. Black points: mean absolute cross-validation
error of our predictive models as a function of pulsation phase. The ordinate scales corresponding to the gray and black points
are shown in the left and right sides of the panels, respectively.
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Figure 13. Phase-folded Ks-band light curves (upper panels) and J −Ks color index curves (lower panels) of two classical
Cepheids from our disk sample. In the upper panels, black symbols mark the observational data and their errors, red curves
denote the fitted light curve models and measurements rejected from the regression are shown in red. In the bottom panels,
J(ϕ)−FKs(ϕ) (see Eq. 12) values and their errors are denoted by red symbols, while black symbols show the ∆J−Ks predictions
and their errors as defined in the text, with their means shifted to the observations.
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Figure 14. Regression of the mean color excess ratio for
Cepheids toward the bulge area. Red and green symbols
show the values measured for individual type II and classical
Cepheids and their total errors, respectively. The black line
denotes the result of the regression, with its slope shown in
the inset.
on the remaining data with Markov-chain Monte Carlo
(MCMC) error sampling using the PyMC package. We
used uniform priors on the coefficients around their val-
ues obtained the initial linear fit, and computed the
means and the errors of the reddening ratios from their
posterior distributions. The MCMC approach enabled
us to properly take into account the correlated statistical
and systematic errors in both color excesses in the fit-
ting procedure. Figure 14 shows the reddening values of
the bulge Cepheid subsample, together with the best fit.
The resulting RJKHK reddening ratios are 2.832±0.004
and 2.833±0.004 for the bulge and the disk subsamples,
respectively. The errors correspond to the interquar-
tile ranges of the posterior distributions and include all
statistical and systematic uncertainties. The excellent
agreement between the two values suggests that there
are no changes in the mean near-IR reddening law over
very large ≥ 10◦ angular scales along the Galactic equa-
tor.
The bulge Cepheid subsample has a sufficiently large
number density to detect possible spatial variations in
the near-IR reddening ratio on smaller angular scales.
We divided this subsample into longitudinal and latitu-
dinal bins and repeated the fitting procedure discussed
above, incorporating only the statistical errors in the
Bayesian likelihoods, since the systematic errors orig-
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Figure 15. Spatial variations in the RJKHK reddening
ratio as a function of Galactic longitude (top) and latitude
(bottom) over the bulge area of our study, using bin sizes of
5◦ and 0.5◦, respectively.
inating from the PL relations would affect all binned
subsamples in the same way, and would not contribute
to spatial variations in RJKHK .
Figure 15 shows the fitted values of RJKHK and its
error as a function of Galactic longitude, measured in
10 overlapping bins of 5◦ width, and in latitude, using
6 overlapping bins of 0.5◦ width. These bin configura-
tions provide a good tradeoff between spatial sensitivity
and sample size, but other arrangements yield to simi-
lar results: the near-IR reddening ratio has very signifi-
cant spatial variations over relatively small (∼5◦) angu-
lar scales. We emphasize that due to the limited spatial
density, the use of overlapping bins was necessary, which
blurs the underlying true spatial variation. Therefore,
the distributions in Fig. 15 can only be used to detect
the variation, and should not be considered as a low res-
olution “map” of the latter, i.e., they are unsuitable for
obtaining a RJKHK at a given sight-line by interpola-
tion.
4.3. The selective-to-absolute extinction ratios
Earlier evidence shows that the type II Cepheids
observed toward our bulge footprint are concentrated
around the Galactic center (Soszyn´ski et al. 2017), and
their spatial distribution within the bulge (Braga et al.
2018) is similar to that of the RR Lyrae stars (De´ka´ny
et al. 2013; Pietrukowicz et al. 2015), suggesting that
they belong to an old spheroid or inner halo. We can
take advantage of this important property to determine
the mean selective-to-absolute extinction ratios toward
the bulge subsample. We assume that type II Cepheids
have a centrally symmetric distribution around the cen-
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tral supermassive black hole. Note that this assumption
includes the possibility of an elongated core as observed
in the case of the RR Lyrae stars (De´ka´ny et al. 2013;
Pietrukowicz et al. 2015). The distance to the central
black hole, i.e., the Galactic center is known to an ex-
tremely high accuracy, thanks to the recent observations
by the GRAVITY experiment, i.e., R0 = 8178 ± 25 pc
(Gravity Collaboration et al. 2019). We use this dis-
tance as the reference point in the determination of the
extinction coefficients.
The mean extinction coefficientsRKJK = A(Ks)/E(J−
Ks) and RKHK = A(Ks)/E(H −Ks) were determined
separately as follows. For a fixed trial value RKJK or
RKHK , we computed individual distances of the type
II Cepheid sample with logP < 1.3 using Eqs. 13–15.
For each resulting distance distribution, we computed a
kernel density estimate of the projected distance com-
ponents parallel with the sight-line of the GC, i.e.,
dY = dH cos b cos l, where dH denotes a Cepheid’s he-
liocentric distance. The optimal kernel bandwidth was
determined by 10-fold cross-validation. Figure 16 shows
an example of the dY distribution for a trial value
of RKJK . Then, we determined the Rˆ0 distance cor-
responding to the peak kernel density. The optimal
values of the extinction coefficients were computed by
minimizing the difference between R0 and Rˆ0 for RKJK
and RKHK separately. The statistical and systematic
errors of the coefficients were computed by Monte Carlo
simulations, repeating the above procedure in each re-
alization. Figure 17 shows the Rˆ0 as a function of the
RKJK coefficient for all realizations of the Monte Carlo
simulation of the statistical errors, together with the
optimal value of the former.
The optimal mean selective-to-absolute extinction co-
efficients found by our procedure are as follows:
RKJK = 0.528± 0.004 (stat.)± 0.019 (sys.) (22)
RKHK = 1.488± 0.021 (stat.)± 0.080 (sys.) (23)
The resulting RJKHK = RKHK/RKJK = 2.818 ±
0.19 reddening ratio is consistent with the one obtained
in Sect. 4.2, although much less accurate. Due to the
large uncertainties in RKHK computed above, instead
of relying on the value in Eq. 23, for the calculation of
distances, we adopt an RKHK value by combining the
mean RJKHK from Sect. 4.2 with Eq. 22, resulting in:
RKHK = 1.50± 0.01 (stat.)± 0.05 (sys.). (24)
5. SPATIAL DISTRIBUTION
Using the mean selective-to-absolute extinction ratios
determined in Sect. 4.3, we computed the heliocentric
5 6 7 8 9 10 11 12
dproj.  [kpc]
0
5
10
15
20
25
30
35
Nu
m
be
r d
en
sit
y
Figure 16. Histogram of the dY distance components (see
text.) of the bulge type II Cepheid sample with logP < 1.3
and the corresponding kernel density estimate (black curve,
arbitrarily scaled up to match the histogram) for a trial value
of RKJK .
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Figure 17. Variation of the Rˆ0 as a function of the RKJK
(see text) are shown by black curves, each curve represent-
ing one realization of the Monte Carlo simulation of statis-
tical errors. The green shaded area shows the total uncer-
tainty around the value of R0 by Gravity Collaboration et al.
(2019), the red shaded area shows the statistical error range
of the optimal RKJK value indicated in the inset.
distances of classical and type II Cepheids, using the
PL relations in Eqs. 19–18 in conjunction with Eqs. 22
and 24, by:
log dH = 1 + 0.2(〈Ks〉 −MKs −A(Ks)), (25)
where 〈Ks〉 is the magnitude of the intensity mean in
the Ks-band. If both J and H measurements were avail-
able, we computed the A(Ks) extinction from both the
21
{J,Ks} and {H,Ks} filter pairs and calculated dH as
the weighted mean of the corresponding two distances.
Table 8 shows the absolute Ks-band extinctions and he-
liocentric distances of the Cepheids together with their
statistical and systematic errors based on the JKs and
HKs photometry. The errors are standard deviations
computed from Monte Carlo error simulations of the in-
put data and parameters.
5.1. Type II Cepheids in the bulge
The on-sky distribution of type II Cepheids is highly
concentrated around the Galactic center (Fig. 10), and
nearly uniform over the studied volume outside the
bulge. We further examined the spatial distribution of
the type II Cepheids projected onto the Galactic plane in
two parallel stripes with b < −0.41◦ and b > 0.69◦, in or-
der to avoid the gap in our celestial coverage toward the
nuclear bulge, and thus attain a sample with contiguous
longitudinal coverage. Figure 18 shows a kernel density
estimate of the distance distribution projected onto the
Galactic plane for the sum of the two aforementioned
subsets, using a Gaussian kernel with a bandwidth of
300 pc. The slight elongation toward the Sun in the out-
skirts of the distribution is probably due to large photo-
metric errors and/or misclassifications of a few objects.
The core of the distribution is slightly inclined with re-
spect to the Galactic center sight-line. A similar feature
was detected in the distribution of bulge RR Lyrae stars
by De´ka´ny et al. (2013) and Pietrukowicz et al. (2015)
based on the OGLE-III and OGLE-IV samples, respec-
tively. The inclination angles of 21◦ and 30◦ computed
by Pietrukowicz et al. (2015) corresponding to the tri-
axial ellipsoid fits of the outer and inner parts of the
RR Lyrae distribution are indicated in Fig. 18. The lat-
ter shows a remarkably good agreement with the density
estimate of the type II Cepheids.
5.2. Classical Cepheids
Heliocentric distances for the classical Cepheids were
computed in the same way as for type II Cepheids, us-
ing the PL relations in Eq. 19–21. In total, 624 objects
had J and/or H measurements, allowing us to estimate
their extinctions and distances, the rest of the sample
had only Ks photometry. Figure 19 shows the resulting
distance distribution. There is a sharp decrease in the
objects’ number density beyond ∼20 kpc, but a small
fraction of objects have very large distances. Although
the existence of classical Cepheids in the flared outer
disk at Galactocentric distances of & 20 kpc has been
reported earlier (Feast et al. 2014; Chen et al. 2019),
the presence of Cepheids beyond ∼40–50 kpc is unex-
pected. Only 13% of our sample have distance estimates
Figure 18. Kernel density estimate of the projected dis-
tance distribution of type II Cepheids in the Galactic bulge
from latitudinal ranges shown in the figure, represented as a
color scale and contour lines. The white dashed lines show
the l = ±2◦ and l = ±5◦ sight-lines. The brown and orange
lines illustrate the 21◦ and 30◦ inclination angles of the triax-
ial ellipsoid fitted to the outer and inner parts of the spatial
distribution of bulge RR Lyrae stars, by Pietrukowicz et al.
(2015).
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Figure 19. Histogram of the Heliocentric distances of
classical Cepheids on a logarithmic scale.
of dH > 40 kpc, and only 8% of them have dH > 50 kpc.
Most of these objects with anomalously large distances
have small S/N (. 100), and are most probably mis-
classified. The latter is also indicated by their relatively
small A(Ks) estimates even at very low latitudes. Their
number fraction is also consistent with the classification
precision estimated in Sect. 3.5. Nevertheless, we cannot
rule out that our sample contains real Cepheids at very
large Galactocentric distances, therefore we encourage
the follow-up observations of these objects.
Figure 20 shows marginalized dH heliocentric and
dG Galactocentric distance distributions of the classical
Cepheid sample up to 40 kpc, along with the distribu-
tions of their mean apparent 〈Ks〉 magnitudes and ex-
tinctions. Most of the objects have very high extinction,
rendering their detection impossible for even the deepest
optical surveys. The latitudinal range of our surveyed
area (marked in the left panel of Fig. 20) allows us to
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Table 8. Heliocentric distances and Ks-band interstellar extinctions of the Cepheids
a.
Name class dH(J,Ks) [kpc] AKs(J,Ks) [mag] dH(H,Ks) [kpc] AKs(H,Ks) [mag]
1 DCEP 8.31±0.06±0.19 1.19±0.02±0.04 . . . . . .
2 DCEP . . . . . . . . . . . .
3 T2CEP 11.20±0.10±0.40 0.72±0.02±0.04 . . . . . .
4 DCEP 10.52±0.08±0.17 0.67±0.02±0.02 . . . . . .
5 DCEP 66.01±0.63±0.92 0.42±0.02±0.02 67.83±1.26±1.54 0.359±0.04±0.01
Note—This table is available in its entirety in machine-readable form.
aStatistical and systematic errors are given separately, in this order.
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Figure 20. Top panels: histograms of the Ks-band extinction (left) and the apparent mean Ks magnitude of the classical
Cepheids in our sample. Bottom panels: distributions of the Z distance from the Galactic plane marginalized over the projected
Heliocentric (dH,proj., left panel) and the Galactocentric cylindrical distance (dG,proj.), with the extinction or Heliocentric distance
color coded. The latitudinal ranges of the bulge and disk subsamples are shown in the left panel by dotted and solid black lines,
respectively. The black curves in the right panel denote HWHM values of Z as a function of dG,proj. (see text for details).
probe the flaring of the outer disk with the Cepheids.
The flaring is immediately apparent in the distribution
of the Z distance from the Galactic plane marginalized
over dG (lower middle and left panels of Fig. 20). In
order to quantify the thickness of the disk, we deter-
mined the half width at half maximum (HWHM) of Z
as a function of dG using a boxcar with a width of 50
points and a step size of 5 points in dG, computed as
HWHM(Z) =
√
2 ln 2σ, where σ is the standard devi-
ation of Z in each bin. The resulting symmetric disk
thickness estimate up to 20 kpc is shown in the right
panel of Fig. 20. Although the Cepheids’ number den-
sity drops dramatically at dG & 12 kpc, we can still ob-
serve an apparent break in the flaring at around 15 kpc.
In order to spatially resolve the flaring, we divided the
classical Cepheids into 6 sets of disjunct ranges of Galac-
tocentric azimuth, and plotted the distribution of Z vs
dG,proj. for each set in Fig. 21. It is immediately evident
that the outer disk is warped within the azimuthal range
of our Cepheid sample. We also computed kernel den-
sity estimates of Z in each azimuthal range for stars in
the 10 kpc < dG,proj. < 20 kpc range, shown in the right
panel of Fig. 21. The location of peak density changes
in a range of 0.5 kpc between azimuths of ∼260◦ and
∼10◦, indicating the warp.
The limited azimuthal range of our Cepheid sample
does not allow us to model the warp in detail. We fitted
simple linear warp models to the binned distributions
to guide the eye (Fig. 21). The line of nodes, where the
warp emerges from negative to positive Z distances, falls
within the azimuthal range of (140◦, 160◦). The mean
onset radius of the warp is 8.6 kpc, computed from the
linear models fitted to the 4 azimuthal bins lying farthest
from the line of node. These approximate values are in
good agreement with the detailed warp model by Chen
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Figure 21. Left: the spatial distributions of the classical Cepheids in our sample projected onto the Galactic plane. The
red ‘x’ symbol marks the position of the Galactic center. Crosses and diamonds of different sizes indicate how far above or
below, respectively, the objects are located from the Galactic plane. Various ranges of Galactocentric azimuth are color-coded.
Middle panels: the distributions of the Z distance from the Galactic plane vs the Galactocentric cylindrical distance dG,proj.
in azimuthal ranges color coded as in the left panel. Black lines denote linear warp models fitted to the data. Right: kernel
density estimates (KDEs) of the Z distance component in various azimuthal ranges color coded as in the left panel.
et al. (2019) fitted to Cepheids within a>180◦ azimuthal
range at the near side of the Galactic disk.
The classical Cepheids allow us to trace the radial dis-
tribution of stellar ages in the Galactic disk. We used
the theoretical period-age relations derived by Ander-
son et al. (2016) to compute individual age estimates
for each star. In addition to the pulsation period and
metallicity, a Cepheid’s age estimate also depends on
which instability strip crossing it is going through, as
well as its rotational history. Although in an ideal case,
these could be constrained by measurements of the pe-
riod change rate, effective temperature and surface CNO
abundances, in the present case these quantities remain
unknown, therefore we relied on period-age relations av-
eraged over the full range of possible stellar rotation
and instability strip crossings, derived for metallicities
Z = {0.002, 0.006, 0.014} (Table 4 of Anderson et al.
2016).
In the absence of individual metallicities, we esti-
mated [Fe/H] values from the radial metallicity gradi-
ent found by Genovali et al. (2014) and Luck (2018)
using Cepheids at the near side of the Galactic disk.
These were converted into estimates of absolute heavy
element content by logZ = [Fe/H] − 1.77, assuming a
helium content of Y = 0.245, no α-element enhance-
ment, and the Solar heavy element mixture measured by
Grevesse & Sauval (1998), and we considered only ob-
jects with [Fe/H] > −0.4. Age estimates were obtained
by quadratically interpolating between the relations for
the 3 tabulated Z values.
We mapped the radial age distribution in the Galac-
tic disk by dividing the Cepheid sample into 10 overlap-
ping 2 kpc wide bins according to their Galactocentric
cylindrical distances dG, and computed the median age
and its error for each bin. The errors were estimated as
1.4826×MAD/√N , where N is the number of stars in
a bin and MAD is the median absolute deviation. The
results are summarized in Fig. 22. It is important to
emphasize that the age limits of our sample are not in-
trinsic, but are set by the limits imposed on our period
search (see Sect. 2.3). The corresponding age limits are
approximately [30, 140] Myr for Solar metallicity, and
[35, 170] Myr for [Fe/H] = −0.4.
The Galactocentric radial distribution of median ages
clearly indicates that the most recent star formation
took place in the inner part of the disk. The major-
ity of Cepheids younger than 70 Myr are located inside
the Solar circle, while Cepheids older than ∼120 Myr
are almost exclusively found outside of it. The mid-
dle panel in Fig. 22 shows the ages color coded in the
Z vs dG distribution. Most of the older Cepheids are
located further off the Galactic plane, particularly its
flared outer part. At the same time, the Cepheids lying
in close proximity of the plane also exhibit an age gra-
dient. The right panel shows the age gradient for the
Z < 0.1 subsample, where the same age trend can be
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seen as for the entire sample, except for the truncation
at the oldest ages.
The observed age trend cannot be due to an observa-
tional selection effect. First, our Z range is large enough
at all values of dG (cf. Fig. 20), thus the lack of old
Cepheids further off plane inside the Solar circle cannot
be due to a truncated sample. Furthermore, a selection
effect due to limiting magnitudes cannot lead to the ra-
dial age distribution of the sample because it acts in the
exact opposite way: young Cepheids tend to be more
luminous (having longer periods, cf. Eqs. 19–21), thus
due to the saturation limit of the VVV survey, they are
preferentially detected at larger Heliocentric radii in the
absence of “sufficient” extinction; and the opposite ap-
plies to old Cepheids. We note that the increased confu-
sion between classical and type II Cepheids at P ' 10 d
discussed in Sect. 3.8 likely introduces some upward bias
in the age gradient.
The spatial distribution of the classical Cepheids pro-
jected onto the Galactic plane is shown in Fig. 23. In
order to map overdensities, we computed edge-corrected
kernel density estimates using adaptive Gaussian ker-
nels with a pilot kernel size of 800 pc using the sparr
routine (Davies et al. 2018). The resulting face-on num-
ber density distribution shows a lot of substructure, in
part due to varying detection completeness. The lat-
ter is most apparent toward the nuclear bulge, where
VVV fields b333 and b334 were omitted from the anal-
ysis, causing a gap in our spatial coverage between the
sight-lines marked by red lines in Fig. 23. On the other
hand, features not oriented toward the Sun’s position are
likely real, such as the area almost devoid of Cepheids
at around 5 kpc . X . 7 kpc, 6 kpc . Y . 12 kpc,
which is probably an interarm region.
Four-arm logarithmic models based on the HI surface
density (Koo et al. 2017), and a compilation of HII re-
gions, giant molecular clouds and methanol masers (Hou
& Han 2014) are shown as red and blue dashed curves,
respectively, in Fig. 23 for context, together with the
names of the various arms corresponding to their ex-
trapolated near-side segments.
The classical Cepheid sample was searched for tight
spatial groupings, similar to the Twin Cepheids found
earlier behind the bulge (De´ka´ny et al. 2015a). Such
groups might be indicative of their common origin, e.g.,
that they still reside within the tidal radius of an open
cluster where they formed, or that their parent cluster
dissolved only recently. In contrast to the Magellanic
Clouds, Galactic open clusters typically contain only one
(if any) Cepheids, thus finding two or more Cepheids in
surviving stellar agglomerations is rather rare (see, e.g.,
Anderson et al. 2013). We selected candidates based on
the following simple criteria: (i) an angular separation
not exceeding 5’, and (ii) heliocentric distance estimates
deviating by less than 2σ statistical uncertainty.
We found 2 new classical Cepheid pairs in the bulge
(b2 & b3), and 5 pairs in the disk footprint (d1–d5)
fulfilling the above selection criteria. Their positions,
periods and distance estimates are shown in Table 9.
The first pair (b1) toward the bulge is the Twin Cepheid
with updated extinction and distance estimates, shown
for comparison. The other two pairs in the VVV bulge
fields contain Cepheids with similar periods. Employing
the period-metallicity-age relations by Anderson et al.
(2016), assuming a metallicity of Z = 0.014 and that
they are in the second crossing of the instability strip,
result in mean age estimates of ∼82 Myr and ∼113 Myr
for pairs b2 and b3, respectively.
The classical Cepheid pairs d3 and d4 have large pe-
riod differences that are incompatible with them hav-
ing similar ages, even assuming that the shorter-period
Cepheid is in the second, while its longer-period pair
is in the third crossing of the instability strip. At the
same time, the above assumption yields comparable ages
of ∼88 Myr and ∼94 Myr for d1, ∼63 Myr and ∼64 Myr
for d2, and ∼77 Myr and ∼80 Myr for d5; making these
pairs’ associations to common birthplaces a plausible
scenario. We searched the VVV Infrared Astrometric
Catalogue (VIRAC, Smith et al. 2018) for the proper
motions of the remaining Cepheid pairs. Unfortunately,
due to the large distances of the stars coupled with large
proper motion errors, the VIRAC measurements are in-
sufficient to confirm or refute the physical association of
these Cepheid pairs.
6. DISCUSSION AND CONCLUSIONS
We leveraged the near-IR photometric database of the
VVV survey to extend the census of Cepheids toward
highly attenuated Galactic regions lying in close proxim-
ity of the southern Galactic mid-plane. Periodic variable
stars were classified as classical or type II Cepheid or
neither, using a small convolutional neural network. We
detected over 600 type II Cepheids, over 80% of which
are new discoveries. Likewise, 689 objects were iden-
tified as classical Cepheids, among which 640 do not
appear in any previous literature. We estimated that
both samples suffer from ∼ 10% contamination.
The observed color indices of the Cepheids were cor-
rected for biases due to their sparse photometric sam-
pling by predicting their J − Ks and H − Ks color
variations due to pulsation from their Ks light-curves
using neural networks. This enabled us to use the
Cepheids as unbiased proxies of the interstellar redden-
ing, thanks to their tight near-IR period-luminosity re-
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Figure 22. Left panel: black points denote median ages of classical Cepheids in the Galactic disk computed for 10 subsamples
in 2 kpc-wide overlapping bins of Galactocentric cylindrical distance. The vertical bars show error estimates of the median,
the horizontal bars mark the width of each bin. The adjacent sub-panels show histograms of the stellar age estimates of the
Cepheids (see text for details) with 4 non-overlapping age ranges color coded (right), and Galactocentric radial distributions of
the Cepheids in the 4 age bins denoted with the same color coding (top).
Middle panel: distance from the Galactic plane (Z) as a function of Galactocentric cylindrical distance of the classical Cepheids,
with their age estimates color coded.
Right panel: same as in the left panel, but for a subsample with Z < 0.1 kpc.
Table 9. Periods, coordinates and distancesa of the candidate classical Cepheid pairs
Cepheid 1 Cepheid 2
Pair Period R.A. DEC. dH
a Period R.A. DEC. dH
a
[d] [hms] [dms] [kpc] [d] [hms] [dms] [kpc]
b1b 11.23424 18:01:24.49 -22:54:44.6 13.3±0.4 11.21709 18:01:25.08 -22:54:28.3 13.4±0.3
b2 7.46199 18:04:49.69 -21:19:21.3 16.5±0.2 7.80276 18:04:53.37 -21:16:12.0 15.7±0.2
b3 4.40730 17:23:17.55 -35:02:43.2 22.5±0.4 4.36703 17:23:15.93 -35:01:25.4 22.3±0.3
d1 6.93387 15:46:43.29 -54:28:00.8 13.3±0.3 8.01823 15:46:48.13 -54:28:23.9 12.9±0.3
d2 14.56058 16:37:28.51 -46:56:58.8 9.3±0.2 13.03596 16:37:33.31 -46:54:29.8 9.6±0.2
d3 10.47008 16:40:30.82 -46:27:53.9 15.4±0.4 14.58135 16:40:35.24 -46:30:46.3 14.9±0.3
d4 12.88066 16:48:04.94 -44:48:59.7 10.1±0.2 5.43532 16:48:19.64 -44:48:36.4 10.1±0.2
d5 10.82043 16:50:47.36 -44:27:15.5 11.5±0.3 8.33871 16:51:10.85 -44:27:00.9 11.5±0.2
aWeighted means and standard deviations of distances obtained by using the {J,Ks} and {H,Ks} filter pairs for the estimation
of the extinction are given (when available).
bThe Twin Cepheids discovered by De´ka´ny et al. (2015a).
lations. The Cepheids were employed to investigate the
mean properties of the interstellar extinction and its
spatial variations in the JHKs bands of the VISTA
photometric system. We found that our bulge and
disk footprints share a mean near-IR reddening ratio of
RJKHK = E(J−Ks)/E(H−Ks) ' 2.83. The Cepheids
lying toward the bulge have a sufficient number density
for probing the variations of the reddening ratio between
different lines of sight, which is a proxy of the extinc-
tion curve’s shape (derivative) in the near-IR regime.
We find small, but highly significant spatial variations
of RJKHK at the ∼2% level. Our results indicate coher-
ent variations in the near-IR extinction law with angular
distance from the Galactic Center, as well as a north–
south latitudinal asymmetry. Further investigations are
required using tracers with much higher number density
to properly map the changes in the extinction curve.
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Figure 23. Spatial distribution of the classical Cepheids projected onto the Galactic plane. Black and red points show the
positions of Cepheids with P ≤ 10 d and P > 10 d, respectively. The color scale and the white contours denote a kernel density
estimate of the distribution (see text for details). The longitudinal range of the gap in the surveyed area toward the nuclear
bulge is marked with red lines. The red dot and circle show the position of the Galactic center and its 2 kpc radius. The blue
and red dashed curves denote four-arm logarithmic models of the Milky Way’s spiral arms by Hou & Han (2015) and Koo et
al. (2017), respectively.
We employed the type II Cepheids endemic to the
Galactic bulge to constrain the near-IR mean selective-
to-absolute extinction ratios, using the recently pub-
lished, extremely accurate measurement of the Galac-
tic center’s distance as our main reference point. The
results are summarized by Eqs. 22 and 24, and are equiv-
alent to A(J)/A(Ks) = 2.89±0.02 (stat.)±0.1 (sys.) and
A(H)/A(Ks) = 1.67±0.01 (stat.)±0.06 (sys.). Figure 25
shows our results in the context of selected contempo-
rary values of the near-IR selective-to-absolute extinc-
tion ratios in the literature. Our results are consistent
with a relatively steep extinction curve in the near-IR,
but are in tension with the very small RKJK and RKHK
values found toward the inner Galaxy by, e.g., Chen et
al. (2018) and Alonso-Garc´ıa et al. (2017). These dis-
crepancies can arise from various problems related to
the determination of the gray components of the extinc-
tion law. Traditionally, the selective-to-absolute extinc-
tion ratios are obtained from linear fits to the locus of
tracer objects in color–magnitude space within an obser-
vational cone, known as the “common-distance method”
due to its requirement that the tracers should share sim-
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ilar distances. Since the latter is usually a rough ap-
proximation, the intrinsic distance spread, in conjunc-
tion with correlated errors in the colors and magnitudes
can easily lead to biases and underestimated errors in
the resulting coefficients. Moreover, in the case of a spa-
tially varying extinction law, extinction ratios obtained
by the common distance method become biased with re-
spect to their mean values over the observational cone
due to the effect of variations along diverging lines of
sight, called the composite extinction bias (Nataf et al.
2013). A possible contribution of the Central Molecular
Zone (CMZ, Morris & Serabyn 1996 omitted from our
surveyed area) to the spatial variations in the extinction
law might also be accounted for the discrepancies be-
tween various observations. Finally, we note that biases
in the VVV survey’s photometric zero-point calibration
revealed by Hajdu et al. (2019, see also Sect. 2.2) might
also affect studies of the extinction that are based on
VVV data.
The type II Cepheids were applied as tracers to in-
vestigate the spatial distribution of the old stellar pop-
ulation in the inner bulge. They show a spheroidal dis-
tribution with central symmetry and high concentration
around the Galactic center, and with a slight elongation
that is inclined to the Galactic center’s line of sight.
The spatial structure traced by bulge RR Lyrae stars
shows similar features (De´ka´ny et al. 2013; Pietrukow-
icz et al. 2015). We find that the inclination angle of the
type II Cepheids’ distribution is in agreement with that
found for the inner part of the RR Lyrae distribution,
in qualitative agreement with a radius-dependent incli-
nation of the old population suggested by Pietrukow-
icz et al. (2015). At the same time, the bar traced by
intermediate-age stars (such as red clump stars) has a
slightly higher (∼40◦) inclination angle with respect to
the Solar azimuth (see Anders et al. 2019, and refer-
ences therein). The limited number density of the type
II Cepheids in the bulge together with the non- contigu-
ous coverage of our study prevent us from a detailed 3-
dimensional modeling of their spatial distribution. The
latter is left for future studies that can exploit various
complementary catalogs of these objects over the entire
bulge volume from VVV, OGLE, and other surveys.
In an earlier study, we reported the discovery of 35
classical Cepheids in the bulge volume using VVV data,
and concluded that they trace a young, thin stellar disk
spanning across the inner Galaxy (De´ka´ny et al. 2015b).
Our results were debated by Matsunaga et al. (2016),
who found no evidence for classical Cepheids in the bulge
volume outside the nuclear bulge, based their photome-
try of a partly overlapping sample of classical Cepheids,
acquired with the Infrared Survey Facility. Their conclu-
sion was corroborated by Chen et al. (2018). Matsunaga
et al. (2016) argued that the tension between our and
their distance estimates was mostly due to a difference in
the adopted (mean) reddening law, and also partly due
to systematic differences in photometric zero-points and
PL relations. Since the Cepheid sample of De´ka´ny et
al. (2015b) is fully incorporated in our current study, it
is necessary to revisit the distance distribution of these
objects.
As already mentioned in Sect. 3.8, only 27 of the 35
objects in De´ka´ny et al. (2015b) were classified as classi-
cal Cepheids by our CNN. Figure 24 compares the mean
apparent Ks magnitudes and 〈H−Ks〉 color indices, and
the estimated A(Ks) total extinction in 3.8 and this
study. Importantly, in our earlier study, we used an
earlier version of the standard VVV photometry as pro-
vided by CASU, while our present study is based on the
version 1.5 CASU VVV photometry, with a custom ZP
calibration based on the findings of Hajdu et al. (2019,
see Sect. 2.2). While the version update and subsequent
recalibration did not cause systematic changes in the
〈Ks〉 mean magnitudes, the 〈H−Ks〉 measurements be-
came systematically lower by ∼0.1 mag, in consistence
with the findings of Matsunaga et al. (2016). The latter,
together with a steeper near-IR extinction curve (i.e.,
smaller RKHK) compared to Nishiyama et al. (2009),
resulted in systematically lower A(Ks) estimates, hence
larger distances compared to those obtained by De´ka´ny
et al. (2015b). As a result, we found only 9 objects with
classical Cepheid classification at dG < 3 kpc, and only
3 objects at dG < 2 kpc, but the presence of classical
Cepheids in the inner Milky Way cannot be ruled out.
We urge the photometric and spectroscopic follow-up
observations of these objects, in order to further clarify
their nature. In fact, there is plenty of other evidence
for the presence of young stellar populations in the inner
Milky Way (apart from the ongoing star formation in the
CMZ), e.g., in the form of young massive star clusters
such as Arches or Quintuplet, massive field stars (e.g.,
Dong et al. 2015, Feldmeier-Krause et al. 2015) and Mi-
ras (e.g., Molina et al. 2019).
The classical Cepheids identified in this study can be
employed to trace spatial structures at the far side of
the Galactic disk. The Cepheids clearly trace a flared
outer disk in agreement with the findings of Kalberla
et al. (2007) based on interstellar gas. They also trace
the Galactic warp with its onset radius and nodal line
being in good agreement with the findings of Chen et
al. (2019) and Skowron et al. (2019). In particular, our
sample closes the earlier gap in the Cepheids’ census at
the far side of the southern disk, and in combination
with datasets from complementary surveys, they allow
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Figure 24. Comparison of the mean apparent Ks magnitudes (left), H −Ks color indices (middle), and Ks-band absolute
extinctions (right) of the De´ka´ny et al. (2015b) Cepheid sample as presented in that study (denoted as ‘old’) vs our present
analysis (denoted as ‘new’).
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Figure 25. The mean selective-to-absolute extinction ra-
tio derived from the Cepheid sample in this paper, in com-
parison with literature values from Nishiyama et al. (2009,
N09), Indebetouw et al. (2005, I05), Chen et al. (2018,
C18) and Schlafly et al. (2016, S16, in conjunction with
A(H)/A(Ks) = 1.55 from I05). The black and the red curves
show statistical and systematic error ranges representing in-
terquartile ranges of the posterior distributions. The error
bars on literature values show statistical uncertainties.
a more detailed 360◦ future modeling of the Galactic
warp.
By taking advantage of the relationship between the
classical Cepheids’ periods and ages, we investigated the
radial age distribution of the young Galactic disk. The
radial age gradient shown by the Cepheids is qualita-
tively consistent with the findings by Skowron et al.
(2019), who used OGLE Cepheids concentrated at the
near side of the disk. The age distributions found by the
two studies indicate that the most recent star formation
episodes of the Milky Way were concentrated inside the
Solar circle over the III-rd and IV-th Galactic quadrants,
while the inner disk was mostly devoid of star formation
within a range of ∼100–150 Myr lookback time.
The classical Cepheids can also contribute to constrain
the face-on map of the Milky Way’s disk, e.g. by tracing
its spiral arms and other substructures. Some overdensi-
ties in the face-on distribution of the classical Cepheids
are in tentative agreement with the extrapolated loca-
tions of the spiral arms from the models of Koo et al.
(2017) and Hou & Han (2014) (Fig. 23), and the de-
viations between the KDE maxima and the spiral arm
ridges of either model do not exceed the deviations be-
tween the different models. There are several factors
that can contribute to the lack of a clearer spiral struc-
ture in the classical Cepheids’ distribution, apart from
the non-uniform incompleteness of the sample. Most im-
portantly, the Cepheids show a wide age range, and the
older they are, the more they drift away from the the
spiral arms due to the difference between the standard
Galactic rotation and the spiral arms’ pattern speed ex-
pected from density wave theory (e.g., Dobbs & Baba
2014; Shabani et al. 2018), and observed by Hou & Han
(2015). On the other hand, young Cepheids are not
present in our sample in sufficient numbers to trace spi-
ral arms. In addition, the cumulative peculiar motions
of older Cepheids can add further scatter. Although we
found an agreement between the mean extinction co-
efficients toward the bulge and the disk footprints of
this study, spatial variations in the extinction law over
smaller angular scales, such as discovered toward the
bulge footprint, can contribute to the scatter to the dis-
tance estimates of the Cepheids. Last but not least, it is
still an open question whether the Milky Way is a grand-
design spiral galaxy or shows flocculent substructures
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(e.g. Chen et al. 2019) and inter-arm segments connect-
ing major arms such as the Local Arm (Xu et al. 2013).
It is also unclear whether the global configuration of the
spiral arms follows a logarithmic or a polynomial pat-
tern (i.e., has a varying pitch angle, as suggested by Hou
& Han 2014). The quantitative modeling of the spiral
arm structure based on the classical Cepheids is beyond
the scope of this paper, and is left for future studies on
the basis of homogenized distance estimates of the joint
Cepheid sample from VVV, OGLE, WISE, ASAS-SN,
Gaia, etc.
The newly discovered Cepheids presented in this study
close the observational gap in the Zona Galactica Incog-
nita at the far side of the disk, complementing the cen-
sus from other surveys with objects from the most in-
accessible region of the Milky Way. The known clas-
sical Cepheids of the Galactic disk now populate the
full azimuthal range out to Galactocentric distances of
∼20 kpc, supplementing the multitude of gaseous trac-
ers known to date. With the abundant emergence of
stellar tracers, the obscured disk of our home Galaxy is
now ripe for detailed exploration.
Our results were based on observations collected at the
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