Among the smart capabilities promised by the next generation cellular networks (5G and beyond), it is fundamental that potential network anomalies are detected and timely treated to avoid critical issues concerning network performance, security, public safety. In this paper, we propose a comprehensive framework for detecting network anomalies using mobile traffic data: collecting data from the LTE Physical Downlink Control Channel (PDCCH) of different eNodeBs, we implement deep learning algorithms in a semi-supervised way to detect potential traffic anomalies that are generated, for example, by unexpected crowd gathering. With respect to other types of mobile dataset, using LTE PDCCH information, we are able to obtain fine-grained and high-resolution data for the users that are connected to the LTE eNodeB. Through a semi-supervised approach, algorithms are trained to detect anomalies using only one class of traffic samples. We design two algorithms based on stacked-LSTM Neural Networks: 1) LSTM Autoencoder (LSTM-AE), in which the objective is to reconstruct the traffic samples 2) LSTM traffic predictor (LSTM-PRED), where the goal is to predict the traffic in the next time-instants, based on historical data. In both cases, we analyze the reconstruction (or prediction) error to assess if the mobile traffic presents anomalies or not. Using the F1-score as metric, we demonstrate that the proposed methods are able to identify the anomalous traffic periods, beating a benchmark that comprises different state-of-the-art algorithms for anomaly detection.
I. INTRODUCTION
With the rising capacity demand in mobile networks, the infrastructure is becoming larger, denser and more complex to manage. Therefore, a key characteristic of the next generation systems is the ability to be dynamic, programmable and re-configurable, driven by analytics and intelligence. This feature enables automatic and autonomous operations that may address a multitude of issues, e.g. capacity planning, QoS/QoE management, outage detection and relief, energy saving, to name a few, so as to optimize network functioning, simplify its maintainance and save costs.
In this context, identifying network traffic anomalies plays an important role. Network traffic anomalies may be defined The associate editor coordinating the review of this manuscript and approving it for publication was Zheng Chang .
as unusual and significant changes in the traffic of a network, which a Mobile Network Operator (MNO) needs to timely detect to take the proper actions and maintain the right operation of its network ( [1] , [2] ). Examples of anomalies include both legitimate activities such as transient changes in the customer demand, flash crowds, and illegitimate activities such as DDoS attacks, port scans, device eavesdropping, etc. [3] . In this paper, we focus on the automatic detection of legitimate activities that may cause traffic anomalies and more than that, our attention is focused on the anomalies caused by unexpected crowd gathering in metropolitan areas (e.g., concerts, football matches). We advocate the opportunity of exploiting mobile networks as a supplementary sensing platform for detecting urban anomalies [4] . In fact, monitoring large metropolitan areas requires complex systems that can potentially lead to elevated costs: exploiting the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ pervasiveness of the mobile infrastructure may lead to cost savings and support governments to properly manage urban areas [5] . Detection of critical anomalies can be achieved through the collection of information that the different network elements (e.g., base stations, mobile terminals) are exchanging over time. Together with historically collected data from the underlying platform, MNOs can learn from past experience and be able to identify whether an event can be considered as anomalous or not. For this reason, Machine Learning (ML) based approaches have emerged to address those complex challenges [6] . Adopting ML-based approaches in the network will be beneficial and aligned with the view of next-generation self-organized network (SON) paradigm [7] . One of the main benefits of ML and, in particular its sub-branch deep learning, is the recognition of complex patterns in the data structure. The gathered network information can be studied with deep learning and big-data enabling technologies to identify anomalous events automatically.
In this paper, we analyze data collected from an operative Long Term Evolution (LTE) network in Spain to perform mobile traffic Anomaly Detection (AD). We focus on traffic that can present contextual anomalies, which are classified not only by their absolute values but also based on a specific temporal context. For example, a period of high traffic would be correctly classified as non-anomalous at regular peak times, but it would be an anomaly at low traffic hours (e.g. during the night). Our contribution consists of a comprehensive framework that starts from the dataset collection and includes different implementations of AD algorithms using state-of-art deep learning techniques. The adopted methodology is the following: first, we collect the mobile network data by passively sniffing the unencrypted LTE Physical Downlink Control CHannel (PDCCH) from different base stations. The selected base stations are located in large cities, which present a wide variability in the mobile traffic demands. For the duration of the measurement campaign, each area is also associated to distinct events in a particular space and time that can potentially generate anomalies in the regular mobile traffic patterns. After creating the dataset, we use a semi-supervised approach to train deep learning algorithms and detect the contextual traffic anomalies. With such methodology we overcome the so called unbalanced class problem [8] , where one class is poorly represented with respect to the other. As a result of this, AD problem is not addressed as a supervised classification task, but rather, algorithms are semi-supervisedly taught to detect traffic anomalies learning only from non-anomalous samples. We address the problem of anomalies identification using Recurrent Neural Network (RNN), which are one of the state-of-the-art deep learning techniques to deal with temporally correlated data. In particular, we use Long Short-Term Memory (LSTM) cells to build different deep learning architectures. For this, we design and evaluate two different approaches. In the first approach, we use LSTMs to implement an Autoencoder, which has the task of learning to reconstruct the normal input samples. In the second design, we exploit LSTM neural networks to predict the traffic at the next time-instant. The AD is then performed comparing the reconstrunction and the prediction error against the groundtruth. A discussion on the performance of the algorithms and comparisons with shallow implementations are provided. The achieved results show the capabilities of the proposed deep learning framework to accurately detect the anomalies in the traffic data that are associated to different urban event typologies.
A. MAIN CONTRIBUTIONS
The contributions of this paper can be summarized in the following points:
• LTE Dataset Collection at the Radio Interface: Most of the existing literature on mobile traffic AD relies on Call Data Record (CDR) dataset provided by network operators (see Section II for detailed analysis). This type of data are normally stored into repositories in the backbone network, which is hardly and slowly accessible. Instead, in this work, we utilize a new real world dataset collected from PDCCH of various LTE base stations, which allows a fast processing at the very edge of the network. Hence, monitoring radio interface accelarates the online detection of the anomalous events and the timely activation of the proper countermeasures by the MNOs.
• Anomaly Detection Framework: We propose a framework for the identification of the anomalous events by observing multiple features of the dataset collected at the PDCCH. To the best of our knowledge, no previous works exist in the literature that provide insights into radio access network behaviour to detect mobile traffic anomalies through the joint analysis of multivariate metrics originating from PDCCH based measurements. The proposed framework comprehends the collection, analysis and processing of the data. We implement two different semi-supervised algorithms, in which only one class of samples is needed to solve the AD problem. For this, we tailor two deep learning architectures, namely Autoencoder and Predictor, both based on LSTM neural networks, for the identification of the anomaly patterns and give their corresponding achievable performance.
• Algorithms Comparison: We compare the proposed deep learning architectures with three state-of-the-art algorithms, each belonging to a different category (density-based, distance-based, parametric). Finally, we discuss their performance and assess which methodology fits best for our requirements.
B. PAPER ORGANIZATION
The rest of the paper is organized as follows: in Section II, we present the state-of-art of AD algorithms and their use in mobile networks. In Section III, we describe the data collection and the measurement campaign, giving details on the LTE Physical Control Channel, from which we gather the mobile network data. Section IV is devoted to visualize the acquired dataset and discuss about the prominent features utilized in the AD problem. The details of the proposed deep learning framework and the two algorithm implementations are given in Section V. Their results are discussed in Section VI, together with the comparison with state-of-the-art benchmarks. Section VII concludes the paper.
II. RELATED WORK
A. TRADITIONAL AD APPROACHES AD and outlier detection have been widely investigated in different research areas and there are many works that cover these issues from statistical perspectives [9] - [11] , [20] , [24] - [27] . One of the major challenges that is encountered in all of these works is the design of a suitable model that can accurately separate normal data from unusual data points. A classification of traditional AD algorithms can be done based on four main categories: density-based, distance-based, parametric and statistical-based algorithms. In density-based and distance-based AD, spatial proximity of data points are used. Density-based spatial clustering of applications with noise (DBSCAN) [9] , Isolation Forest [28] and Local Outlier Factor (LOF) [10] are some examples of density-based AD algorithms. Distance based AD algorithms comprise adaptations of clustering algorithms, including K-NN [24] , [25] , and K-Means [26] . Gaussian Mixture Model (GMM) [11] , Single Class SVMs [12] and Extreme value theory [13] are notable examples of parametric based approaches. Statistical tests such as z-score and variations [27] are examples of statistical based approaches. However, traditional approaches cannot handle the complex nature of raw mobile control channel data as will be shown in next sections. Compared to traditional approaches, in our work we focus on AD using multivariate data analysis to increase the overall hit-rate of anomaly detection to differentiate between anomalous and normal events. Moreover, our analysis is based on contextual AD events rather than point anomalies as is usually studied with traditional AD approaches.
B. SHALLOW LEARNING BASED AD APPROACHES
Shallow learning algorithms for AD depend on the availability of the dataset and on how the algorithms are trained (using a labeled dataset, an unlabeled dataset or partly the dataset with samples of the majority class). In case of a labeled dataset, the algorithm can be trained supervisedly. In this case, the AD is performed as a classification task to differentiate the normal class from the anomalous class. However, there are two major issues that arise in supervised anomaly detection. First, the anomalous instances are far fewer compared to the normal instances in the training data, creating imbalanced class distributions [29] , [30] . Second, obtaining accurate and representative labels, especially for the anomaly class is usually challenging. Moreover, as the dimensionality of mobile data increases, shallow learning approaches have difficulty in terms of scaling. For these reasons, unsupervised or semi-supervised approaches are more favorable.
The performance of supervised anomaly detection are in general superior to unsupervised approaches [15] , [31] . However, obtaining a labeled dataset for AD is an extremely expensive operation due to the few anomalous occurrences. In a complex scenario like operative mobile networks, it is unrealistic and infeasible to set the AD problem as a supervised task. A semi-supervised statistical based method using the CDRs provided by a network operator is given in [16] .
C. DEEP LEARNING BASED AD APPROACHES
Emerging deep learning techniques recently have been applied to AD problems. A survey of such techniques within diverse research areas and application domains is provided in [17] . Application of traditional approaches in combination with deep learning has also been studied. For example, the authors in [32] have demonstrated that before training a RNN model, an initial clustering with K-NN can enhance the detection of outliers in social media. A more recent survey paper that brings together previous approaches on deep learning in the domain of wireless and mobile networking domain is given in [33] . Different deep learning architectures such as Restricted Boltzmann Machines (RBM), Autoencoders (AEs), Convolutional Neural Network (CNN) and RNN have also been considered to extract the representative features from the dataset and obtain a characterization of network traffic behaviours. For example, CNN and RNN are proved to be able to study multi-dimensional input correlation, and they are applied to model spatial and temporal characteristics of the mobile data in [34] , [35] . In these cases, anomalies can be detected whenever a sample displays characteristics that are significantly isolated in the feature space. Authors in [36] combine CNN and RNN for automatic feature extraction and AD from web traffic over a one-dimensional timeseries signal. Another deep learning based approach with autoencoders is used to reconstruct the input samples and has been employed for intrusion detection in [37] . A supervised AD algorithm using variational AEs is provided in [38] to solve both seen and unseen anomalies. Using AE, the reconstruction error can be evaluated and those samples that show abnormal values are likely to be considered anomalies.
In some cases, the learning is done in a supervised manner using a labeled dataset, where the algorithms are trained using both classes (normal and anomalies) of traffic instances. In contrast, in this work, due to the nature of the dataset, we choose a semi-supervised deep learning approach, where only one class of samples (normal traffic) is needed to train the AD algorithms. Our proposed design comprises a stacked architecture combined with LSTM cells, which are improved structures for RNN implementation, that are able to extract the relevant features from the multivariate input dataset collected from mobile network. In this work, we use a two-steps approach to detect anomalies. First, we exploit generating hybrid models (e.g. with autoencoders). After building the deep learning model, instead of using a static threshold on the reconstruction (or prediction) error to detect the anomalies, we use first and second order statistics to calculate a dynamic error threshold that accounts for the traffic variation during different hours of the day using a moving average with discrete linear convolution method.
D. DATASET USED FOR AD APPROACHES
Dataset used for AD approaches are diverse and involve different data domains such as cyber-intrusion detection systems, image and speech recognition, video surveillance, industrial Internet of Things (IoT) applications, data center log analysis and analysis of cellular network and communication data. For example, a survey for anomaly detection using social network AD is given in [22] . AD methods on data center log dataset has been done to detect suspicious activities in [23] .
In the area of communication mobile networks, AD has been investigated in the literature mainly based on usage of different datasets [18] - [21] , [39] . The authors in [20] follow a statistical based AD approach where the proposed change-detection algorithm is used to characterize the large scale dataset obtained from a real operational mobile network. The paper in [21] proposes a deep learning based network AD system against malicious malware forming botnets in 5G networks using network flow data features. The authors in [19] analyze CDRs of the MNO to extract anomalies and predict the future traffic over anomaly-free data using neural networks. In [39] , the authors adapt wavelet transformation techniques to identify cellular network anomalies related to social events. Hussain et al. [40] , investigate a semi-supervised statistical based AD approach using CDR dataset provided by the operator Telecom Italia after the Big Data Challenge 2014 competition. CDRs are also used in [18] , in which Karatepe et al. analyze the dataset to find anomalies in generated CDRs using a rule based approach. Differently from previous approaches, in this work we use LTE control channel data source to identify potential anomalous events which can give fine-grained measurement level. AD on this level of measurements can also yield early detection possibilities compared to more coarse-grained measurements such as CDRs or social media analysis outcomes. Moreover, we consider combination of multiple fingerprints in the raw dataset to help us detect not just point anomalies but also contextual anomalies. This has the potential to increase the precision and thenhit-rate than other data sources. Finally, Table 1 provides a summary comparison between various AD techniques discussed above and the proposed approach in this paper.
III. DATASET
In this section, we describe the characteristics of the collected dataset that is used throughout the remaining of the paper. First, we briefly review the LTE physical control channel and in particular we present the information gathered during the measurement campaign. The messages decoded and included in our dataset regulate the resource allocation between the LTE base stations and the mobile devices. Then, we describe our measurement campaign together with the specificity of each monitored urban site.
A. LTE CONTROL CHANNEL DATA
The network traffic analyzed in this work is obtained from the LTE PDCCH, which is the channel used to exchange the scheduling information between the User Equipment (UE) and the eNodeB. PDCCH is monitored and Downlink Control Information (DCI) messages are decoded using an LTE sniffer, which consists of a PC, an antenna and a software-defined radio (SDR). The PC performs the decoding of the DCI messages through the open-source software developed in [41] . The experimental setup is shown in Fig. 2 where a Nuand BladeRF x40 SDR and an Intel mini-NUC, equipped with an i5 2.7 Ghz multi-core processor, 256 GB SSD storage and 16 GB of RAM are utilized.
DCI messages are sent from the LTE eNodeB to the connected UEs to grant and to schedule the physical resource assigned in the Uplink (UL) and Downlink (DL) communication with the network. In the DCI, each UE in RRC-mode is identified by a C-Radio Network Temporary Identifier (RNTI). At each Transmission Time Interval (TTI), which is 1 ms in LTE, we can access the following information:
• Number of allocated resource blocks: in LTE, a Physical Resource Block (PRB) represents the smallest resource unit in time and frequency that can be allocated to any user. The number of Resource Blocks (RBs) that are assigned to a specific Radio Network Temporary Identifier (RNTI) is derived based on the bitmap included in the DCI.
• Modulation order and code rate: the Modulation and Coding Scheme (MCS) index is a 5-bit field that determines the modulation order and the code rate that are used, at the physical layer, for the transmission of data to the UE. Scheduling information are not present in CDRs and give a deep insight on the LTE network utilization at physical level. For a given base station, the allocable number of RBs is limited and corresponds to the assigned bandwidth of the operator (e.g. 20 Mhz bandwidth corresponds to a maximum of 100 RBs). Therefore, the number of RBs reveals also the actual network load utilization. The MCS index, instead, can take integer values from 0 to 28 and indicates the channel quality experienced by the users during communication.
B. MEASUREMENT CAMPAIGN
The measurement campaign consists of about one month of data collection process for each eNodeB that takes place over operative mobile networks in Spain. The monitored eNodeBs are located in the two largest Spanish cities: Barcelona and Madrid. In this work, we include data corresponding to three eNodeBs located in different areas of these two cities. The maps in Fig. 1 show the exact locations of eNodeB where the sniffers have been placed for the duration of the measurements period. The measurement period is closely related to the monitored events and to the availability of the measurement settings. The considered events have different duration and periodicity, and, due to the limited amount of data generated by the anomalous events, we decided to use periods of different length based on the specific event, so as to have a larger number of samples to train our semi-supervised algorithms.
The choice of the eNodeBs to be monitored is made based on the high variability of the mobile traffic in the selected areas. For each eNodeB, we identified a set of events occurred in the monitored period that gathers a variable number of people in the considered area and generate an abnormal mobile traffic demand. Information on the chosen events are publicly available [42] - [44] : a) Barcelona -Camp Nou: the eNodeB is placed nearby the popular Camp Nou football stadium in Barcelona. The stadium is located in a urban residential area of Barcelona, which is characterized by a high population density. Event: The stadium is the largest in Europe and during football matches, it can host up to 100K attendees; b) Barcelona -Born: this area is a downtown district with a mixed residential, transport and leisure land use. The main activities include many restaurants and bars. Event:
The measurement period includes Easter holidays and religious celebrations take place in the nearby area. c) Madrid -Rastro: the eNodeB is located in centre of Madrid. The area is surrounded by the commercial activities that are either restaurants or small shops and the crowd in the surroundings is mainly pedestrian or slowly moving vehicles. Event: A periodic flea market known as ''El Rastro'' takes place in this area weekly, gathering a larger number of people. For each area, we mark the respective associated event, and exclude them from the set of data that are used to train the algorithms for the AD problem.
C. DATASET STRUCTURE
To study the total traffic exchanged between the eNodeB and all the connected users, we need to aggregate the eNodeB traffic from the PDCCH data. Let T be the total measurement period (see Table 2 ) for every second t ∈ T and define x(t) as the vector that contains the following information 1) RNTI: the total count of assigned C-RNTI; 2) RB down : the total number of RBs allocated in the DL direction; 3) RB up : the total number of RBs allocated in the UL direction; 4) MCS down : the average MCS index assigned in the DL communication; 5) MCS up : the average MCS index assigned in the UL communication; We indicate with D ∈ [1, 5] the number of features we consider in x(t). Therefore, the sequence x(t) is a multi-variate time-series, which includes the metrics that are extracted directly from the decoded DCI messages. 
IV. DATA VISUALIZATION
Understanding the nature of the collected data and identifying significant patterns derived from them are fundamental in any data-driven approach. To this end, we perform an Exploratory Data Analysis (EDA) on the gathered mobile traffic data, to infer useful insights that can help to solve the AD problem. In particular, the visualization refers to the features within the decoded DCI messages presented in Section III-A and structured as shown in Section III-C.
As first step, in Fig. 3 , we show the average traffic profiles over 24 hours of the three considered eNodeBs in a typical day. As example, we plot the distribution of DL communication metrics (RNTI, RB down and MCS down ). In Fig. 3a and 3b, we can observe that the three traffic profiles present similar characteristics, but differ at some hour of the day. Night periods (12am -7am) and day periods (8am -11pm) are distinguishable and it is possible to observe that the traffic peak is reached around 8pm when typically residents are at the end of their working day. In Fig. 3a , RNTI values are maximum at 9pm and minimum at 5am. In Fig. 3b , for the Madrid eNodeB, we can observe that the RB utilization peaks are at 1pm and at 8pm, which correspond to busy hour traffic, whereas it is minimum at 5am during non-busy hour period. In Fig. 3c , the average MCS index is around 15 for all the hours of the day (note that MCS can take values in [0,28]). These results show that the observed metrics are experiencing different behaviors including peaks and minimums at different times of the day. Fig. 4 shows the Pearson correlation between the variables of the collected datasets. We can observe that the correlations between the metrics of PDCCH data exhibit different values for each eNodeB. For example, in Barcelona-Camp Nou, RNTI and RB down are highly correlated (with a value of 0.97), while in Barcelona -Born, RNTI and RB down (RB up ) have correlation values of 0.51 (0.32), respectively. This means that an increment in number of UEs in a given cell does not always correspond to an increase of the PRBs assignation. MCS correlation values are lower and, in general, the correlations between RNTI, MCS and RB are observed to be low, i.e. less than 0.5. The low values in the correlation matrix point out that there is not a straightforward dependence between the variables (for example between RB down and RNTI). Therefore, we cannot further reduce the input dataset and also rather than focusing just on a single feature for AD, all the monitored metrics should be jointly utilized in mobile traffic anomalies identification problem.
The heatmaps drawn in Fig. 5 indicate the median RNTI values per hour during one week at three different eNodeBs. For each eNodeB, the correspondent events are marked in red boxes:
• In Barcelona-Camp Nou, the events correspond to football matches. The red box includes the start and the end of the match times with a offset of one hour. Three matches played at different hours are monitored (on 13th, 17th and 20th January, 2019, respectively). The most recognizable event is on January 13th, where a high value of RNTI was measured. However, detecting the other two matches is more difficult. For example, considering January's 17th no major changes occurred in the RNTI compared to the value measured on the previous days;
• In Madrid-Rastro, the registered event is the flea market that takes place weekly in the nearby area from 9am to 3pm. With respect to the Barcelona-Camp Nou dataset, the event is visually easier to be identified. However, this base station has only 10 Mhz bandwidth compared to the others (each with 20 Mhz bandwidth). Therefore, the absolute values of the difference of RNTI due to the event in this area is minor with respect to other two considered events. As example, we also plot the heatmaps of RB down in Fig. 6 for comparison purposes. Due to low correlation between the metrics and possibility to increase the detection rates for the considered AD problem, we have considered multiple metrics in the subsequent analysis;
• In Barcelona-Born, the measurements period took place during Easter week. The notable events during this period include the religious celebrations (on 29th, 30th March, and 1st April, 2018 at 12pm). In particular, on April 1st, 2018 (Easter day), two celebrations occurred: one around 10pm the night before (Easter Eve) and the other one at 12pm.
V. ANOMALY DETECTION
The general framework for solving the AD problem is depicted in Fig.7 , which is named as LSTM-AD. This framework comprises a limited number of pre-processing steps on the collected raw data to minimize the detection time of potential anomalies. To accomplish this, the framework first takes the data collected from LTE PDCCH as input. Later, the process is divided into three parts: A) Data Preprocessing, B) AD Algorithm Learning and C) AD Decision Function. The implementation details of each parts are in turn discussed in the next sections.
A. DATA PREPROCESSING
Before being input to the AD algorithms, the mobile traffic dataset is preprocessed. Given the multi-variate mobile traffic time-series x(t), we perform the following two preprocessing steps:
• Data sampling and normalization: The sequence x(t) is resampled using a value t s and standardized by removing the mean and scaling to unit variance. This operation is performed to filter and normalize the original sequence to reduce the variance of the input dataset (in our experimental results, the plots are obtained with t s = 30). Hereafter, to simplify the notation usage, we also use x(t) to indicate the resampled sequence. 
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A sequence x(n) has length W and each of its element is D-dimensional, with D ∈ [1, 5] , the number of considered metrics as described in Section III-C. Hereafter, we refer to the sequence x as samples. Then, we define X as the three-dimensional matrix which contains N sequences of x. The matrix X has dimension N × W × D and serve as input tensor to the AD algorithm.
B. AD ALGORITHM LEARNING
We design two neural network architectures, namely Autoencoder and Predictor, to automatically extract the relevant features from the LTE PDCCH dataset and train them to reconstruct or predict the normal traffic instances. The AD is achieved by studying the reconstruction or prediction error, which is supposed to be higher for anomalous traffic instances. Specifically in our implementation, we use stacked-LSTM neural networks, which are the state-of-the-art deep learning structures to deal with sequential data. LSTMs are capable of learning long-term dependencies from the input time series, while solving the vanishing-gradient problem that affects standard RNNs [45] . This capability is due to the structure of the basic LSTM cells (or units) that includes gates to regulate the learning process.
1) LSTM AUTOENCODER
The general approach using an LSTM-Autoencoder (LSTM-AE) is depicted in Fig. 8 . Generally, autoencoders are used in representation learning to learn unsupervisedly a representation of the input in a feature space. In our case, we implement a sequence-to-sequence autoencoder [46] , since our dataset consists of time-series sequences. The objective is to reconstruct the traffic samples using an encoded representation of the input sequence.
An autoencoder consists of an encoder and a decoder. Let X = R D be the input space and F be the feature space. An encoder is a function φ : X → F that has the task of learning the prominent characteristics and creating an encoded version of the sample in the feature space F. The decoder instead is a function ψ : F → X that aims to reconstruct the input using the internal representation.
For the implementation of both the encoder and the decoder, we use LSTM cells, which do not consider independent inputs with respect to plain neurons (or perceptrons) and are capable of extracting the temporal dependencies from one instance to another. To address the AD problem, the idea is to train the autoencoder in a semi-supervised way using only traffic samples without potential anomalies. Formally, given a sample sequence x(n), the autoencoder is a function
(1) With sufficient training samples, the architecture is taught to learn the reconstruction of the normal samples with a low reconstruction error compared to anomalous events.
2) LSTM PREDICTION
LSTM architecture can also be used to make traffic prediction as well (LSTM-PRED, see Fig. 9 ). Therefore, instead of trying to reconstruct the input samples, the objective now becomes to predict the traffic in the next time-instants. By definition, anomalies are unlikely predictable, therefore, the idea is that the algorithm is taught to predict only the traffic in regular conditions, where the prediction error is expected to be low. As input, the LSTM-PRED algorithm receives a traffic sequence of length W at time n, x(n) = [x(n), x(n + 1), .., x(n + W − 1)], and tries to predict the traffic sample at time n + W ,x(n + W ) PRED (x(n)) =x(n + W ).
(2)
Similar to LSTM-AE, we train the LSTM-PRED using only regular traffic samples. Our implementation consists of a stacked architecture that includes multiple LSTM layers. The number of concatenated cells in the first layer indicates the number of observations of the data, which in our case corresponds to the window length W .
C. AD DECISION FUNCTION
Given the output from the AD algorithm learning block, the objective of this part is to evaluate the reconstructed (or predicted) traffic and decide if it has to be classified as anomalous or not. First, we calculate the Mean Square Error (MSE) between the reconstructed (or predicted) sequences and their true values averaged over the D metrics:
The classification of anomalies is performed as inference on the input traffic sequence. Both algorithms are trained only on normal traffic samples, hence the errors produced for anomalous sequences are expected to be higher, ensuring the algorithm to classify them as anomalies.
Instead of setting a static error threshold, we can use the first and the second order statistics to implement the decision function that classifies an error as anomaly, and we can calculate a dynamic error threshold that takes into account of the different traffic behaviours during the different hours of the day.
We accomplish this using moving average with discrete linear convolution method. Similar to [47] , the moving average µ(n) is calculated as a linear convolution between the error L AE/PRED (n) = err(n) and a low-pass filter K(n) with length W . Then, we calculate σ as the standard deviation of the residual. If the absolute difference between the error and the moving average is greater than σ , the correspondent traffic instance is marked as anomaly (see pseudo-code in Algorithm 1).
Algorithm 1 AD Decision Function
1: procedure Anomaly Detection calculate moving average using kernel K 2:
K: low-pass filter 3:
A: set of anomaly samples 4: µ(n) ← err(n) * K(n) 5: residual ← err(n) − µ(n) 6: σ ← standard deviation (residual) mark the anomalies 7: if |err(n) − µ(n)| > σ then 8: mark sample at time n as anomaly 9: add n to set of anomaly samples A 10:
return A
VI. PERFORMANCE EVALUATION
The two proposed algorithms are evaluated in terms of precision, recall, F-score and accuracy metrics. Note that accuracy alone is not sufficient to demonstrate the capabilities of the algorithms due to the class unbalance problem, in which even a blind classification of all the samples as normals can lead to a very high accuracy results.
For the sake of clarity, we report here below the definition of the metrics used as performance indicators:
• precision P: is defined as the ratio between true positives T p (the number of samples belonging to the anomaly class that are correctly classified) and the sum between true positives and false positives F p , where F p represents those normal samples that are incorrectly classified as anomalous,
• recall R (also known as sensitivity or true-positive rate): is defined as the ratio between the true positives T p and the sum between true positives and false negatives F n , which are the anomalous samples incorrectly classified as normal,
• F-Score F score is defined as the harmonic mean of precision P and recall R,
A. TRAINING PHASE Before training the algorithms, first we divide the dataset that is composed of only normal samples (we exclude the measurements that take place during notable events) into training, validation and test sets, using a split ratio of ∼ 0.50, 0.25 and 0.25, respectively. We train and validate the algorithms on the training (or validation) sets to minimize the reconstruction error (in the case of LSTM-AE) or prediction error (in the case of LSTM-PRED). The test set is used at inference time for anomaly prediction and includes the weeks when the events have occurred. For Barcelona-Camp Nou dataset, the test set is the week between 13th and 20th January, for Barcelona-Born, is the week between 28th March and 4th April and for Madrid-Rastro, it includes two weeks between 15th July and 2nd August. In Fig. 10 , we plot the train and validation errors versus the number of epochs during the training phase for the LSTM-PRED (left) and LSTM-AE (right). The parameters used for the training are chosen by grid-search validation in order to obtain an MSE ≤ 0.01 (reported in Table 3 ). For LSTM-AE, we use N L AE = 2 LSTM layers and H AE = 100 hidden neurons for implementing both encoder and decoder. In LSTM-PRED, we consider a stacked architecture combining N L PRED = 2 LSTM hidden layers with H PRED = 100 hidden units each. The error is calculated as MSE and the RMSProp algorithm is used to optimize the learning process. As can be observed from Fig. 10 , the error values start to saturate after ∼ 50 epochs. 
B. ANOMALY DETECTION
The anomaly identification is achieved at inference time using the test set. We evaluate the algorithm performance by measuring the reconstruction error in the case of LSTM-Autoencoder (LSTM-AE) and the prediction error in the case of LSTM-PRED as given in equations (3) and (4) respectively. We also use the decision function defined in Sec. (V-C) to classify if the considered traffic instance is an anomaly or not.
In Fig. 11 , we present three plots (one for each eNodeB) that show the proposed algorithm's error performance and the correspondent detected anomalies over the test dataset. We also mark the periods when the chosen events took place. We can distinguish two types of traffic anomalies: the contextual anomalies (which are associated to the identified events) and point anomalies (which we do not associate to any specific urban event).
1) EVENT IDENTIFICATION
Based on the decision function, in Fig. 11 we label the anomalies so that they can be compared with the marked events (in green mark) that serve as ground-truth. In this case, since we are interested in identifying contextual anomalies, we can select the periods that present subsequent anomalies (red mark). This allows us to identify specific events and gives a characterization of such events including the duration, the starting time and the ending time.
Some of the observations are as follows. First, in Fig. 11 the error is observed to be higher in correspondence to the marked events (e.g., when the football games are played) and all the marked events are successfully detected by the proposed algorithms. Second, Fig. 12 shows the obtained results with the two semi-supervised algorithms using accuracy, precision, recall and F-score as metrics. Considering that the training is done using only the normal samples, for both algorithms the precision is very high (> 0.9 on average). However, the recall is lower (0.6 on average), since the detected events are slightly shifted with the respect to the marked periods as observed in Fig. 11 . To understand these differences, it is appropriate to refer to every single case: traffic exchanged at the correspondent eNodeB increases before the game starts;
• In the Madrid-Rastro dataset, the periods between the opening and closing hours of the flea market are marked where this event takes place weekly from 9am to 3pm. However, even if the market starts at 9am, the majority of people concentrates around 12pm, making the detected events slightly to be shifted to the right. In the performance evaluation, this has the effect of lowering the recall values, since few false-negatives are produced;
• In Barcelona-Born, we observe multiple events taking place on consecutive days. This is because of Holy Week during Easter holiday. The events occur at different times, but they are linked to religious celebrations organized in the nearby area. In particular, we can observe that all the events take place at day time, except the one that is shown on March 31st, which corresponds to Easter eve. It traditionally occurs at night between the Holy Saturday and the Easter Day.
2) OTHER TYPE OF ANOMALIES
The proposed methodology is also general enough to detect potential traffic anomalies that are not preliminarily marked and that are not associable to the monitored events. In fact, we can observe from Fig. 11 that few point anomalies are not comprised between the marked events. Point anomalies are generally associated to an isolated occurrence, for example, due to an instant increase of the traffic demands by the users, and are not related to any urban event.
In our case, point anomalies are also observed in all the three monitored eNodeBs. We can observe both isolated phenomena and subsequent anomalies that are marked as detected events. These affect the precision of the proposed algorithms, lowering the overall F-score. In particular, we observe that • in the Madrid-Rastro dataset, we detect traffic anomalies on July 27th, which is a week day that cannot be associated to the flea market event. No similar events have been reported in this commercial area, however, this day corresponds to the longest total lunar eclipse of the 21st century [44] , which we believe had gathered a crowd of interested people to observe this uncommon phenomena;
• in Barcelona-Born, we identify anomalies on April 4th: observing the heatmaps of Fig. 5 and 6 in Section IV, we can see that these anomalies are not recognizable from the RNTI heatmap figure, but an increase of RBs in the DL direction (RB down ) can be observed. However, the detected traffic anomaly may be associated to some liturgics's celebration in the week after Easter (known as Octave of Easter).
Based on these results, we assert that the proposed algorithm allows for a general identification of crowd-gathering anomalies, not restricted to any particular type of event. This ability is due to the semi-supervised learning methods, which permits to the algorithm to separate the regular traffic instances from the ones related to unusual events.
3) CONSIDERATIONS
To compare the classification performance of the proposed algorithms, we also plot in Fig. 13 the Receiver Operating Characteristic (ROC) curve using the prediction and reconstruction errors from LSTM-PRED and from LSTM-AE. For each algorithms, we calculate the Area Under Curve (AUC), which represent a degree of separability between the two classes. For LSTM-AE, the results are similar for all the datasets with an average AUC of 0.93. For LSTM-PRED the performance are inferior (average AUC = 0.85), in particular for Madrid-Rastro, where the True Positive Rate (TPR) (or recall) value is observed to be lower than other eNodeBs as a consequence of detecting some anomalies that are not correlated with the marked events.
Overall, the performance of LSTM-AE is observed to be higher compared to LSTM-PRED. This is due to the fact that reconstructing an entire anomaly sequence with LSTM-AE is more complex than predicting a singular traffic sample. In fact, the autoencoder fails to reconstruct a traffic sequence that differs too much from the normal sequences that is learnt during the training phase. Therefore the error becomes larger and easier to be identified in the test dataset. Moreover, the error increases when a sequence contains more than one point anomaly. On the other hand, the high ability of LSTM cells to predict even irregular patterns makes the prediction error limited also for traffic with anomalies.
The tradeoff between having a precise traffic prediction and an accurate anomaly identification should be evaluated in a realistic operative scenario. In fact, LSTM-PRED can be used online to perform multiple task: traffic prediction and anomaly detection. If the next instant traffic load is very large, there is a probability that it may be associated to an anomaly. This makes the algorithm being able to detect potential anomalies almost in real-time.
C. STATE-OF-THE-ART COMPARISON
For the sake of completeness, in this section, we present the comparisons between the proposed deep learning algorithms and three standard semi-supervised AD benchmarks: k-Nearest Neighbours [48] , One-Class SVM [49] and Isolation Forest [28] .
• k-Nearest Neighbours (k-NN): is a classic nonparametric distance-based method that is used for both classification and regression purposes. In classic k-NN, the learning is mostly supervised. However in its enhanced version for AD problems, k-NN is trained in a semi-supervised manner, with only one class of samples [48] . The detection of anomalies occurs at inference when a new instance is projected far from the normal cluster in the feature space;
• One Class-Support Vector Machine (OC-SVM): is one of the most common single-class AD algorithms, and is an extension of the SVMs to the AD problem [49] ; OC-SVM requires a parameter ν, defined as the upper bound of the fraction of outliers. This parameter regulates the tradeoff between maximizing the margin and the number of normal data points within the decision boundary;
• Isolation Forest: is an ensemble tree-based method, that depends on the spatial proximity of the observed samples. The algorithm isolates the observations by randomly selecting a feature and then randomly selecting a split value between the maximum and minimum values of the selected feature. The recursive partitioning can be represented by a tree structure and the number of splits required to isolate a sample is equivalent to the path length from the root node to the terminating node. If a sample requires multiple splits to be isolated, it is likely that it will be classified as anomalous.
For all these above benchmarks, we used PyOD, which is a scalable implementation for detecting outlying objects in multivariate data presented in [50] . For k-NN, we use k = 5. For OC-SVM, we choose a small value for ν (ν = 0.1) (which represents the upper bound of the fraction of outliers) since in our case the fraction of outliers is 8%. In the Isolation Forest, we use the default number of estimators (n tree = 100).
The results are reported in Table 4 and a comparison with the F-score of the proposed deep learning algorithms is given in the barplot of Fig. 14. We can observe that the recall value is very high (in particular, in the Madrid-Rastro dataset), with an average of 0.81 versus 0.61 of the proposed algorithm. However, the precision (0.34 vs. 0.89), and consequently the F-score (0.47 vs. 0.72), are much lower. To understand this outcome, we plot the normalized traffic in Fig. 15 . We can see that most of the peak traffic hours are marked as anomalies, thus increasing the number of false positives. This means that even the normal traffic instances are classified as anomalies. The main conclusions are that these traditional algorithms, differently from our approach, detect all the traffic peaks, including the expected daily maximums, but are not able to differentiate them from the traffic generated by crowd-gathering events. This explains the reason why the F-score is 34% lower on average with respect to the proposed algorithms.
VII. CONCLUSION
In this paper, we studied an AD problem using the support of real-world PDCCH dataset collected from three base stations at different locations in Spain. Through the proposed AD framework, we are able to identify anomalous events caused by crowd gathering by processing multiple features of the collected PDCCH data. Moreover, the semi-supervised approach enables a general identification of the different type of events without using a-priori information. Both proposed DL architectures are based on stacked-LSTM neural networks. We also compare the performance of the proposed algorithms, with three AD benchmarks available in the literature. Evaluation results indicate that the proposed framework and the designed algorithms are general enough to identify crowd events in metropolitan areas overcoming the performance of the state-of-the-art AD benchmarks. His current research interests include system modeling and optimization by machine learning, data analytics, and optimal control with particular emphasis on sustainability and energy saving, including energy harvesting networks and smart power grids. He received two awards from the Cisco Silicon Valley Foundation for his research on heterogeneous mobile networks, in 2008 and 2011, respectively. He has been involved in more than 20 research and development projects and is currently the Coordinator of the EU H2020 MSCA SCAVENGE European Training Network on sustainable mobile networks with energy harvesting capabilities. He serves as a TPC in many international conferences and workshops and as a reviewer for several scientific journals of the IEEE, Springer, Wiley, and Elsevier. VOLUME 7, 2019 
