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We investigate theoretically the properties of squeezed states generated using degenerate paramet-
ric down conversion in lossy cavities. We show that the Lindblad master equation, which governs the
evolution of this system, has as its solution a squeezed thermal state with an effective temperature
and squeezing parameter that depends on time. We derive analytical solutions for the time-evolution
of quadrature noise, thermal photon number, squeezing parameter, and total photon number under
different pumping regimes. We also find the steady state limits of the quadrature noises and discuss
the g(2) factor of the generated light inside the cavity in the steady state.
I. INTRODUCTION
The theory of field quantization has its origins in
Dirac’s work of 1927 [1, 2]. One of the most impor-
tant consequences of quantizing the electromagnetic field
is the existence of vacuum fluctuations. In any state
of the field, even the vacuum, the electric and mag-
netic fields at any given time deviate from their mean.
These fluctuations are responsible for phenomena such
as spontaneous emission [3], zero-point energy [4], Lamb
shift [5, 6], quantum beats [7] and the Casimir effect [8, 9].
More directly, the noise resulting from these fluctuations
sets a limit on the accuracy of interferometric measure-
ments. Squeezed states suppress this noise in a partic-
ular quadrature, and can be used to measure extremely
weak signals, such as found in gravity-wave interferome-
ters [10–12].
Squeezed states can be obtained using nonlinear opti-
cal processes such as four-wave mixing [13] and paramet-
ric down conversion [14], or from resonant fluorescence
of coherently driven single-photon emitters [15–18], pho-
tonic crystal microcavities [19], and even from an indi-
vidual atom [20].
Kim et al. [21] have studied the statistical properties of
the squeezed thermal states, including the photon num-
ber distribution, quasiprobability function, and the sec-
ond order correlation function. They found, for exam-
ple, that in the weak squeezing limit these state exhibit
strong photon-bunching [21]. It has been shown that the
phase sensitivity of Mach-Zehnder interferometry can be
enhanced using single-mode squeezed thermal light [22],
and that when a squeezed thermal field is used as a
light source in ghost imaging the visibility will greatly
improve [23]. Moreover, a large number of phenomena
have been predicted by studying the interaction of the
squeezed field with atomic systems [24–29], which was
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first investigated by Milburn [30]. It has also been shown
that the squeezed fields can be employed in some spec-
troscopic methods to improve their sensitivity [31–33].
In order to assess the properties and suitability of the
light generated in a leaky cavity for the above-mentioned
applications, it is important to quantify the dependence
of the photon noise and degree of anti-bunching on the
pump and loss rates in a pumped, leaky cavity.
In this paper we investigate a leaky cavity in which a
classical pump field is used to generate a squeezed state
via parametric down conversion. We limit ourselves to
only one leaky signal mode and pump this mode at twice
its natural frequency. We derive time-dependent and
steady-state solutions for the of quadrature noise, ther-
mal photon number, squeezing parameter, total photon
number and second order correlation function under dif-
ferent pumping regimes.
The paper is organized as follows. In section II, we
present the model of the dynamics of the system us-
ing Lindblad master equation. In section III, we then
develop a solution to the Lindblad master equation us-
ing density matrix method, which reduces the problem
to solving three coupled first-order differential equations
for the squeezing amplitude, squeezing angle and average
thermal photon number. Next, in Section IV, we review
some properties of squeezed and squeezed thermal states
and in Section V, we present the results in the weak and
strong pumping regime for squeezed states generated in
lossy cavities. Finally, we present our conclusions in Sec-
tion VI.
II. THE LINDBLAD MASTER EQUATION
There are many ways to achieve squeezed states. Here
we focus on degenerate parametric down conversion using
a material with a nonlinear χ(2) response. Briefly, in
this method a single pump photon of frequency ωP is
converted into two signal photons of frequency ω = ωP /2.
2The Hamiltonian takes the form
H = ~ωb†b+ ~ωPa
†a+ i~χ
(2)
eff (b
2a† − b†2a), (1)
where a and b are annihilation operators of photons in the
pump and signal modes respectively, and χ
(2)
eff is the ef-
fective second order nonlinear susceptibility. In the para-
metric approximation, the input photons are assumed to
come from a strong pump which we approximate as a
time-dependent coherent state |α(t)〉. This leads to the
following Hamiltonian for the signal photons
H = H0 + (α(t)γb
†b† + α∗(t)γ∗bb), (2)
where H0 = ~ωb
†b and γ is the complex coupling be-
tween the pump and signal modes, which depends on the
material properties of the system and the pump-signal
mode overlap. The cavity has a resonance at ω, with a
quality factor, Q = ω/Γ, where Γ is the intensity decay
constant of the mode. The dynamics of this system can
be modelled using the Lindblad master equation
ρ˙ = − i
~
[H, ρ] + Γ(bρb† − 1
2
b†bρ− 1
2
ρb†b), (3)
where ρ is the density operator. If the pump is on-
resonance with the cavity, then α(t) = α0e
−2iωt, and
in the interaction picture
Uint(t) = e
−it(γ∗α∗
0
bb+γα0b
†b†)/~. (4)
is the time evolution operator with the neglect of loss.
This has the form of squeeze operator of S(ξ) =
exp[ 12 (ξ
∗b2 − ξb†2)] for ξ = 2iγα0t/~. When acting on
the vacuum, the squeeze operator gives
S(ξ) |0〉 = |ξ〉 , (5)
where |ξ〉 is a squeezed vacuum state (SVS). The squeez-
ing parameter is generally complex, and we write it in
the form ξ = ueiφ.
In the presence of loss, the solution is considerably
more complicated. One can calculate the time evolu-
tion of the density matrix numerically. Before perform-
ing such a numerical solution, it is advantageous to in-
troduce the dimensionless parameter ℘ ≡ (4α0γ)/(~Γ),
which represents the ratio of the pumping strength to the
loss rate. Then, Eq. (3) can be rewritten in the interac-
tion picture as
ρ˙
Γ
= − i
~
[H ′, ρ] + (bρb† − 1
2
b†bρ− 1
2
ρb†b), (6)
where H ′ = (℘∗~b2 + ℘~b†2)/4, such that the only two
parameters that govern the system are Γt and ℘.
The numerical solution of the Lindblad master equa-
tion and consequently the expectation values of the
quadrature operators can be obtained by employing a
basis of number states, as long as the photon number
does not become so large that an impractically large ba-
sis is required [34]. In this work, however, we take a dif-
ferent approach. In the following section, we show that
rather than resorting to a numerical solution to the mas-
ter equation, the exact solution for the density operator
takes the form of a squeezed thermal state (STS), where
the squeezing parameter and effective temperature are
determined by a simple set of coupled first order differ-
ential equations.
III. ANALYTIC SOLUTION OF THE
LINDBLAD MASTER EQUATION
As we show in this section, the solution of Eq. (3) can
be written exactly as
ρ(t) = S(ξ(t))ρT (β(t))S
†(ξ(t)), (7)
where S(ξ(t)) is the squeezing operator, ξ(t) depends on
time and
ρT (β(t)) = (1 − e−β(t)~ω)e−β(t)H0 (8)
is a density operator describing a thermal state at an
(effective) time-dependent temperature kBT (t) = 1/β(t).
This temperature should of course be distinguished from
the temperature of the reservoir, which by assumption is
zero. Thus the evolving state is a squeezed thermal state.
From the form of Eq. (7), we see that one can use this
solution to describe the evolution of a variety of initial
states, including a vacuum state, thermal state, squeezed
state or squeezed thermal state by simply changing the
initial conditions.
In describing the solution, rather than parameterizing
the thermal state using β(t) it is easier to use
nth(t) ≡ 1
eβ(t)~ω − 1 , (9)
which is the expectation value of the photon number in
the thermal state. Although we could directly confirm
our exact solution by plugging Eq. (7) into Eq. (3), here
we derive it by a method that may be useful in related
systems when we cannot find an exact solution but must
search for an approximate one. We seek a solution of
Eq. (3) of the form
ρ(t) = S(ξ(t))ρ
1/2
T (nth)O(t)ρ
1/2
T (nth)S
†(ξ(t)), (10)
where the initial value of nth(t = 0) = 0 is chosen when
our initial state is the vacuum. Comparing Eq. (7) with
Eq. (10), it can be shown that O should be the identity
operator for all times, O(t) = I. From Eq. (10), it is
easily seen that
O(t) = ρ
−1/2
T S
†(ξ)ρ(t)S(ξ)ρ
−1/2
T . (11)
As we show in the Appendix, forcing O(t) to be identity
operator for all times leads to the following three coupled
differential equations for squeezing amplitude, squeezing
phase and average thermal photon number:
du(t)
dt
=
i
~
(γα(t)e−iφ(t) − γ∗α∗(t)eiφ(t))− Γcs
2nth(t) + 1
,
(12)
3dφ(t)
dt
= −2ω + 1
~
c2 + s2
cs
(γα(t)e−iφ(t) + γ∗α∗(t)eiφ(t)),
(13)
dnth(t)
dt
= Γ(s2 − nth(t)), (14)
where s ≡ sinhu(t) and c ≡ coshu(t). The last equation
shows that the state gains thermal photons at a rate given
by Γ sinh2 u(t) and loses these photons at a rate Γnth(t).
If the system is initially prepared as a pure SVS and if
there is no leakage (Γ = 0), then sinh2 u(t) is simply the
number of photons in the system. We later show that
in a STS, sinh2 u(t) cannot simply be interpreted as the
number of photons produced by the action of the squeeze
operator.
In all that follows, we turn the field on at t = 0 (α(t) =
0 for t < 0) and we take the initial state to be the vacuum
state, so that u(0) = 0. Thus, because sinhu(0) = 0,
the right hand side of Eq. (13) is only finite if at t = 0
(α(t) = 0 for t < 0 and α(t) = α0e
−2iωt for t > 0)
(γα(t)e−iφ(t) + γ∗α(t)∗eiφ(t)) = 0. (15)
We obtain our solution by enforcing this condition for all
times. We then see that the phase then evolves according
to
dφ(t)
dt
= −2ω, (16)
which is trivially solved as φ(t) = −2ωt + φ0. It then
follows from Eq. (15) that for t ≥ 0 we must have
γα(t) = −iηe−i(2ωt−φ0), (17)
where η is a real constant. We thus only have to solve
Eqs. (12) and (14) with the conditions given by Eqs. (16)
and (17). Following these conditions, Eq. (12) can be
rewritten as
1
Γ
du(t)
dt
=
g
2
− cs
2nth(t) + 1
, (18)
where g is a real constant given by g = i℘, which with-
out loss of generality can be taken as positive, and the
time dependence of nth is given by Eq. (14) [35]. Before
presenting the results for our dynamical equations, we
first examine some of the properties of squeezed thermal
states. In all that follows, we consider that the pump
phase is chosen such that φ0 = 0. This is not restrictive,
because it is easy to show that choosing a different pump
phase only results in a rotation in the quadrature plane
and does not change the physical content of the results.
IV. SQUEEZING AND SOME PROPERTIES OF
THE SQUEEZED THERMAL STATES
To quantify the vacuum fluctuations, we define the an-
nihilation operator in terms of Hermitian quadrature op-
erators, X and Y , as
b = eiφ(t)/2(
X + iY
2
). (19)
With this definition of the quadrature operators, we re-
move the trivial free evolution in the usual way [36] so
that we can focus on the effects of pumping and loss.
The RMS deviations for the quadratures obey the un-
certainty relation
∆X∆Y ≥ 1. (20)
Both vacuum and coherent states are minimum uncer-
tainty states where the noise is evenly distributed be-
tween ∆X and ∆Y . It is possible to reduce the noise in
one quadrature by increasing the noise in the other. Such
squeezing can lead to a reduction in the uncertainty in
the amplitude of the electric field or in its phase.
The mean photon number of SVS is found to be
〈n〉 = 〈b†b〉 = sinh2(u). (21)
The squeezed thermal state is the Bose-Einstein weighted
sum of the squeezed number state. The density matrix
operator of a single-mode squeezed thermal state is
ρ =
∞∑
m=0
nmth
(nth + 1)m+1
S(ξ) |m〉 〈m|S†(ξ), (22)
where nth is the thermal photon number. The variances
of quadrature operators and the number operator for the
squeezed thermal state are [21]
〈(∆X)2〉 = (2nth + 1)e−2u, (23)
〈(∆Y )2〉 = (2nth + 1)e2u, (24)
and
〈n〉 = 〈b†b〉 = nth cosh(2u) + sinh2(u). (25)
Moreover, the correlation between photons can be deter-
mined by the normalized single-mode second order corre-
lation function using creation and annihilation operators
as
g(2) =
〈b†b†bb〉
〈b†b〉2
. (26)
Using Eqs. (22) and (25), the second order correlation
function can be written in terms of thermal photon num-
ber and squeezing parameter as [21]
g(2) = 2 +
(nth +
1
2 )
2 sinh2(2u)
(nth cosh(2u) + sinh
2(u))2
, (27)
which quantifies the intensity fluctuations in a classical
picture and photon bunching in a quantum picture.
V. RESULTS
The two coupled Eqs. (14) and (18) were solved numer-
ically in three different pumping regimes, weak, critical,
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FIG. 1. The time dependence of (a) the squeezing amplitude
and (b) the thermal photon number in the case of weak pump-
ing (g = 0.8), critical pumping (g = 1.0) and strong pumping
(g = 1.2).
and strong. The dynamics of the thermal photon num-
ber and the squeezing amplitude are plotted in Fig. 1
for different pumping regimes. The parameter, g, quan-
tifies the pumping level, with the critical pumping value,
g = 1, marking the dividing line between weak and strong
pumping. In the weak pumping regime (g < 1), both
the thermal photon number and the squeezing amplitude
saturate and reach a steady state value. In contrast, for
strong pumping (g > 1), both of these quantities increase
rapidly, with the thermal photon number increasing ex-
ponentially at long times. Using the time dependence
of nth and u and employing Eqs. (23), (24) and (25),
one can calculation the time evolution of the quadra-
ture noises and the photon number expectation value. In
Fig. 2 we plot the total photon number, the quadrature
noises and the product of quadrature noises (∆X∆Y ) as
they evolve in time. Note that for a pure squeezed state,
∆X∆Y = 1, so the deviation from 1 is a measure of
departure from a pure squeezed state.
We consider first the expectation value of the total
photon number. As expected, this increases as g is in-
creased. In the weak pumping regime, we observe that
〈n〉 approaches a steady state value, while in the strong
pumping regime 〈n〉 increases approximately exponen-
tially at later times. We note that in all cases, at early
times (Γt < 1) the average photon number is given ap-
proximately by sinh2 u(t), which is the number of photons
in a pure squeezed vacuum state. At longer times, we find
that 〈n〉 is not simply equal to nth(t)+sinh2 u(t) (the ad-
dition of the thermal and ”squeezed” photons) and that
in the strong pumping regime, the deviation from this
increases rapidly with time.
Now we turn to the quadrature uncertainties. As the
value of g is increased, we see that ∆X decreases, as
expected. For the range of g considered, the squeezing
of ∆X is rather modest, only reaching a value of 0.67 for
g = 1.2. Of course, if we increase g further, then much
stronger squeezing can be achieved. However, the price
that one pays for the increase in squeezing in X is an
increase in ∆Y . In contrast to the case of a pure squeezed
state, the product of the two quadrature uncertainties
does not simply equal 1, except at t = 0. From Eqs.
(23) and (24), we see that ∆X∆Y = (2nth + 1), so that
this product increases in direct proportion to the number
of thermal photons. We will consider this tradeoff in
more detail when we consider the strong pumping regime
below.
We close this section by noting that the results we have
presented agree to within numerical precision with those
obtained using a direct numerical solution to the master
equation as implemented in QuTiP [34], thus verifying
our analytic solution.
A. Weak pumping regime
In this section, we consider the weak pumping regime
(g < 1), with a focus on the steady state results. The
steady state solution is obtained by setting the time
derivatives for u and nth (Eqs. (14) and (18)) to zero,
which gives
sinh2(u) = nth (28)
and
g = tanh(2u). (29)
Using Eqs. (23) and (24) the variances of the quadrature
operators in the steady state can be shown to be
∆Xss =
1√
1 + g
(30)
for any g and
∆Yss =
1√
1− g (31)
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FIG. 2. The quadrature noises and the expectation value of
the total photon number as a function of time for (a) weak
pumping (g = 0.8), (b) critical pumping (g = 1.0) and (c)
strong pumping (g = 1.2).
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FIG. 3. The quadrature noises in (a) X and (b) Y as a func-
tion of time for the sub-critical pump ratios of g = 0.4, 0.6
and 0.8. Also shown are the steady state limits (solid lines)
given by Eqs. (30) and (31).
when g < 1. The condition for steady state operation can
only be satisfied for weak pumping (g < 1). In Fig. 3 we
plot ∆X (a) and ∆Y (b) as a function of time for three
different sub-critical pump ratios. In all cases we see
that ∆X decreases rapidly over a time of approximately
Γt = 2 and then levels off, asymptotically approaching
the steady state value given by Eq. (30). The presence
of loss sets a limit on the noise suppression that can be
achieved for a given pumping strength which is given by
∆X > 1/
√
2 in the weak pumping regime. Note that this
is the same limit obtained for light inside the cavity of
an optical parametric oscillator [40, 41], as expected.
As seen in Fig. 3(b), the stretched quadrature noise
∆Y increases over a longer time (Γt > 10) before ap-
proaching the steady state value given by Eq. (31). As
the pump power is increased, a longer time is needed to
reach the steady state; we will exploit this property in
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FIG. 4. The second order correlation function as a function
of time for the sub-critical pumping values g = 0.4, 0.6 and
0.8. Also shown (solid lines) are the steady state limits given
by Eq. (33).
the strong pumping regime discussed in the next section.
Note that the product of the uncertainties is given simply
by
∆Xss∆Yss =
1√
1− g2
, (32)
which diverges as g approaches 1. This all indicates that
if one is interested in achieving strong squeezing in one
quadrature without excessive stretching in the other, one
should not operate in the weak pumping regime.
We now consider the time-dependent and steady state
behaviour of the second order correlation function. The
time dependence is plotted in Fig. 4 for three differ-
ent sub-critical pumping powers, where we see that g(2)
reaches steady state values that are greater than 3 in all
cases. It is well known that for thermal light g(2) = 2.
Therefore, we find enhanced photon-bunching for our
squeezed thermal light relative to thermal light.
Using Eqs. (28) and (29), the second order correlation
function in the steady state for arbitrary g can be shown
to be
g(2)ss = 2 +
4(nth +
1
2 )
2(n2th + nth)
(2nthg
√
n2th + nth + nth)
2
. (33)
This quantity depends upon the thermal photon number
and g, but not upon the total photon number. Thus,
to determine the steady state values, we need to know
the number of thermal photons in the steady state as a
function of g.
Using Eqs.(25), (28) and (29) one can show that in the
weak pumping regime (g < 1), the analytic expressions
for the steady state total and thermal photon numbers
are
nth =
1−
√
1− g2
2
√
1− g2
(34)
and
〈n〉 = g
2
2(1− g2) . (35)
In Fig. 5 we plot the thermal and total photon number as
a function of g in the steady state. As can be seen, both
nth and 〈n〉 grow as we enhance the pumping power but
at different rates. From Eqs. (34) and (35), it is easily
shown that the fraction of thermal photons goes to 1/2 as
g goes to zero and that, although the number of photons
diverges as g → 1, the fraction of thermal photons goes
to zero in the same limit.
From Eqs. (33) and (34), it can be shown that the
photon anti-bunching decreases as we increase the pump
power in the weak pumping regime. In other words, as
shown in Fig. 5, the correlation function drops rapidly
with g, reaching 3.2 at g = 0.9, and finally reaching a
value of 3 for g = 1. We note that while there is a large
g(2) despite a small g, this arises because there are very
few photons in the cavity for these pump rates, resulting
in photon antibunching. When the pumping is strong
enough such that there is more than one photon in the
cavity, g(2) is only slightly larger than 3. In order to
compare the antibunching in the steady state for a leaky
cavity to what one would obtain in a perfectly squeezed
vacuum state with the same photon number, in the inset
to Fig. 4 we plot g(2) as a function of the total photon
number. For large 〈n〉, g(2) → 3 for both the STS and
the SVS, while for 〈n〉 → 0, g(2) for a SVS is twice that
of a STS with same 〈n〉, but both diverge. This shows
that although the loss greatly affects the stretching in
the Y quadrature, it does not greatly affect the photon
bunching except for very low pumping. Therefore, in
applications where the desirable property of the squeezed
light is the antibunching, the cavity loss does not result
in a significant degradation when 〈n〉 & 1.
B. Strong pumping regime
When one crosses into the strong pumping regime (g >
1), there is no sudden change in the squeezing in X , and
by increasing g beyond unity the steady-state value of
∆X can be decreased as much as desired. However, ∆Y
does not reach a steady-state value and instead increase
in time without bound at an approximately exponential
rate, causing a commensurate increase in ∆X∆Y as the
state evolves further away from an ideal squeezed state.
In Fig. 6(a), we plot ∆X as a function of time for four
different super-critical values of g. As expected, as g
increases, the steady-state squeezing in X is stronger and
approaches the steady state limit of 1/
√
1 + g. It is clear
that when the pump is stronger, the squeezing in X more
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FIG. 5. The second order correlation function (solid line), to-
tal photon number (dashed line) and thermal photon number
(dotted line) as a function of pump-to-loss ratio, g. The inset
shows the second order correlation function for a steady state
squeezed thermal state generated with sub-critical pumping
(solid) and a squeezed vacuum state (dashed) as a function
of the total photon number.
rapidly approaches its steady state value. To quantify
this, we consider the quadrature squeezing at the time
when ∆X is just above the steady state limit such that
∆X =
1 + δ√
1 + g
, (36)
where δ is the percentages of deviation from the steady
state limit. We refer to this as the threshold value. The
small solid circles in Fig. 6(a) indicate the times when
∆X is 20% above the corresponding steady state limit
for each different value of g. As can be seen, when g is
increased, this threshold value is reached much earlier.
We now quantify the deviation from minimal uncer-
tainty squeezing at the threshold point. According to
Eqs. (23) and (24), ∆X∆Y = 2nth + 1. Therefore, the
quantity, 2nth+1 can be used as a parameter to evaluate
the deviation from minimum uncertainty squeezing.
In Fig. 6 we plot (2nth +1) at the δ = 0.1 and δ = 0.2
threshold values as a function of g. As can be seen, the
deviation from minimum uncertainty increases monoton-
ically with g. However, even for a squeezing of 0.12 in
X (g = 100, δ = 0.2), the stretching in Y is less than
a factor of 2 above its minimal value of 8.4. Although
this is certainly not negligible, it is less that the factor
of 2 deviation that one obtains for a value of g =
√
3/2
in the steady state, where there, the uncertainty in X is
only 0.732. This shows that strong squeezing in a lossy
cavity is best achieved by strongly pumping the system
for a short time, not by working in the steady state or at
long times.
We close this section by considering the second order
correlation function in the strong pumping regime. In
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FIG. 6. (a) The quadrature noise in X as a function of time
in the strong pumping regime for g = 5, 10, 50 and 100. The
steady state limits given by Eq. (30) are shown as solid lines,
while the solid circles indicate the time when ∆X reaches
20% above the corresponding steady state value (i.e. δ = 0.2).
(b) The quantity (2nth+1) at the threshold times correspond-
ing to δ = 0.1 and δ = 0.2 as a function of the pump-to-loss
ratio, g.
Fig. 7 we plot g(2) as a function of g at the two differ-
ent threshold values of ∆X corresponding to δ = 0.1 and
δ = 0.2. As can be seen, for g greater than about 5, g(2)
is close to 3. As g approaches unity g(2) becomes large,
but does not diverge. Note, however, that for the smaller
values of g the time taken to reach steady state increases,
and the number of photons in the cavity is rather small.
For example, for g = 1 and δ = 0.1, 〈n〉 = 0.096 and the
threshold value is reached at Γt = 0.78.
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FIG. 7. The second order correlation function at the threshold
times corresponding to δ = 0.1 and δ = 0.2 as a function of
pump-to-loss ratio, g.
VI. CONCLUSION
In this work, we have examined the properties of
squeezed states generated in lossy cavities via degenerate
parametric down conversion. We have solved the Lind-
blad master equation for a leaky cavity and have shown
that the evolving state is a squeezed thermal state.
We have presented the calculated time dependence of
the total and thermal photon numbers, the quadrature
noise and the second order correlation function for dif-
ferent ratios of the pump power to the loss coefficient.
Moreover, we have developed analytic expressions for the
steady state values of these quantities in the weak pump-
ing regime and have analysed their dependence on g in
the strong pumping regime.
We have found that although it is not possible to ob-
tain steady-state squeezing that is greater than 1/
√
2
when the pumping is sub-critical; for super-critical
pumping, essentially arbitrarily strong squeezing is possi-
ble for large enough pump power. Moreover, if the dura-
tion of the pump is kept sufficiently short, the deviation
from minimal uncertainty can be kept relatively modest.
Therefore if one wishes to obtain strong squeezing in a
leaky cavity, as are all real cavities, it is necessary to op-
erate in the strong pumping regime and to carefully time
the duration and strength of the pump to achieve the
desired squeezing in one quadrature, without obtaining
excessive stretching in the other.
Finally, we have found that the squeezed thermal light
that is obtained in steady state in the weak pumping
regime results in strong antibunching that is comparable
to that found is a pure squeezed vacuum state. Similar
antibunching can be achieved in the strong pumping at
early times. Thus, such light could be used effectively in
some quantum imaging techniques, such as ghost imag-
ing [23], where the large g(2) results in a faithful image
even when the source has low brightness.
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Appendix: Derivation of Eqs. (12), (13) and (14)
In this Appendix, we supply some of the details of the
derivation of the key differential equations, (12), (13) and
(14). Using the chain rule, the time derivative of the O(t)
operator can be written as
O˙(t) = O˙I(t) + O˙II(t) + O˙III(t) + O˙IV (t). (A.1)
We now evaluate each of the terms in Eq. (A.1) sepa-
rately. The first term, O˙I , is defined as
O˙I =
dρ
−1/2
T
dt
ρ
1/2
T ρ
−1/2
T S
†ρSρ
−1/2
T
+ ρ
−1/2
T S
†ρSρ
−1/2
T ρ
1/2
T
dρ
−1/2
T
dt
,
(A.2)
which can be written as
O˙I = {J,O}, (A.3)
where
J =
dρ
−1/2
T
dt
ρ
1/2
T = ρ
1/2
T
dρ
−1/2
T
dt
. (A.4)
Letting x = e−β~ω we have
J =
1
2x
dx
dt
(
x
1 − x − b
†b). (A.5)
Using Eq. (9), we obtain
J =
1
2x
dx
dt
(nth − b†b). (A.6)
The second term in Eq. (A.1) can be written as
O˙II =ρ
−1/2
T
dS†
dt
Sρ
1/2
T (ρ
−1/2
T S
†ρSρ
−1/2
T )
+ (ρ
−1/2
T S
†ρSρ
−1/2
T )ρ
1/2
T S
† dS
dt
ρ
−1/2
T ,
(A.7)
which can be written as
O˙II = LO +OL
†, (A.8)
where
L = ρ
−1/2
T
dS†
dt
Sρ
1/2
T , (A.9)
9L† = ρ
1/2
T S
† dS
dt
ρ
−1/2
T . (A.10)
The squeezing operator has the form of
S(ξ) = e
1
2
(ξ∗b2−ξb†2), (A.11)
so we have
L =(−is2φ˙)(b†b+ 1
2
)
+
1
2
u˙(x−1b†2eiφ − xb2e−iφ)
+
1
2
icsφ˙(x−1b†2eiφ + xb2e−iφ),
(A.12)
where s ≡ sinhu and c ≡ coshu. Noting that L can be
written as L =M + iN , we can finally write O˙II as
O˙II = (M + iN)O +O(M − iN)
= {M,O}+ i[N,O]. (A.13)
We write the third term in Eq. (A.1) as
O˙III = O˙0 + O˙V + O˙L, (A.14)
where the first two terms are from the Hamiltonian evo-
lution, and the second term is from the Lindblad contri-
bution. In particular,
O˙0 = ρ
−1/2
T S
†(− i
~
[~ωb†b, ρ])Sρ
−1/2
T (A.15)
and
O˙V = ρ
−1/2
T S
†(− i
~
[V (t), ρ])Sρ
−1/2
T (A.16)
and of course
O˙L
Γ
= ρ
−1/2
T S
†bρb†Sρ
−1/2
T
− 1
2
ρ
−1/2
T S
†(− i
~
{b†b, ρ})Sρ−1/2T .
(A.17)
From Eq. (A.15) we have
O˙0
−iω = GO −OG
†, (A.18)
where
G = ρ
−1/2
T S
†b†Sρ
1/2
T . (A.19)
Writing G as G = P + iQ, where both P and Q are
Hermitian, we have
O˙0 = −iω[P,O] + ω{Q,O}. (A.20)
Following the same method for Eq. (A.16) and Eq. (A.17)
we have
O˙V (t) = − i
~
[P¯ , O] +
1
~
{Q¯, O} (A.21)
and
O˙L = ΓF − 1
2
Γ{P,O} − i
2
Γ[Q,O], (A.22)
where
F = ρ
−1/2
T S
†bρb†Sρ
−1/2
T = TOT
† (A.23)
T = ρ
−1/2
T S
†bρSρ
1/2
T (A.24)
P¯ = −cs(γαe−iφ + γ∗α∗eiφ)
− 2cs(γαe−iφ + γ∗α∗eiφ)b†b
+
1
2
(γα(x−1 + x)c2 + γ∗α∗(x−1 + x)s2e2iφ)b†b†
+
1
2
(γα(x−1 + x)s2e−iφ + γ∗α∗(x−1 + x)c2)bb
(A.25)
Q¯ = − i
2
(x−1 − x)(γ∗α∗s2e2iφ + γαc2)b†b†
+
i
2
(x−1 − x)(γαs2e−2iφ + γ∗α∗c2)bb.
(A.26)
We can now assemble the dynamic equation for O(t).
From Eqs. (A.3, A.13, A.14, A.20, A.21, A.22) we have
O˙(t) = {J +M + ωQ+ 1
~
Q¯, O} − i[ωP + 1
~
P¯ −N,O]
+ ΓTOT † − 1
2
Γ{P,O} − i
2
[Q,O].
(A.27)
Initially O(t = 0) = I. If we want O(t) to remain the
identity operator for all time, then the right hand side
of this equation must vanish if O is replaced by I. The
commutators clearly vanish, and we see that the condi-
tion that must be satisfied is
2J + 2M + 2ωQ+
2
~
Q¯+ Γ(TT † − P ) = 0. (A.28)
Using Eq. (A.12) and considering L = M + iN we can
write
M =
1
2
(L+ L†)
=
1
4
u˙(x−1 − x)((b†)2eiφ + b2e−iφ)
+
1
4
icsφ˙(x−1 − x)((b†)2eiφ − b2e−iφ)
(A.29)
and
N =
L− L†
2i
= −s2φ˙(b†b+ 1
2
)
− 1
4
iu˙(x−1 + x)((b†)2eiφ − b2e−iφ)
+
1
4
csφ˙(x−1 + x)((b†)2eiφ + b2e−iφ).
(A.30)
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By considering G = P + iQ and expanding Eq. (A.19) as
G = s2 + (c2 + s2)b†b− cs(x−1(b†)2eiφ + x(b)2e−iφ),
(A.31)
we have
P =
G+G†
2
= s2 + (c2 + s2)b†b
− 1
2
cs(x−1 + x)((b†)2eiφ + x(b)2e−iφ)
(A.32)
and
Q =
G−G†
2i
=
1
2
ics(x−1 − x)((b†)2eiφ − (b)2e−iφ).
(A.33)
Eq. (A.24) can also be expanded as
T = x1/2cb− x−1/2seiφb†, (A.34)
which allows us to write TT † as
TT † = xc2 + (xc2 + x−1s2)b†b− cs(b2e−iφ + (b†)2eiφ).
(A.35)
Substituting J,M,Q, Q¯, TT †, P in Eq. (A.28) with
Eqs. (A.6, A.29, A.33, A.26, A.32, A.35), we have
0 =
1
x
dx
dt
(nth − b†b)
+
1
2
u˙(x−1 − x)((b†)2eiφ + (b)2e−iφ)
+
1
2
icsφ˙((b†)2eiφ − (b)2e−iφ)
+ iωcs(x−1 − x)((b†)2eiφ − (b)2e−iφ)
+
i
~
(x−1 − x)(γαs2e−2iφ + γ∗α∗c2)bb
− i
~
(x−1 − x)(γ∗α∗s2e2iφ + γαc2)b†b†
+ Γ(xc2 + (xc2 + x−1s2)b†b− cs(b2e−iφ + (b†)2eiφ))
− Γ(s2 + (c2 + s2)b†b− 1
2
cs(x−1 + x)((b†)2eiφ + b2e−iφ)).
(A.36)
To simplify this a bit, we introduce two Hermitian oper-
ators
χ1 = (b
†)2eiφ + b2e−iφ, (A.37)
χ2 = i((b
†)2eiφ − b2e−iφ). (A.38)
Then
χ1 − iχ2 = 2(b†)2eiφ, (A.39)
so that
(b†)2 =
1
2
e−iφ(χ1 − iχ2), (A.40)
b2 =
1
2
eiφ(χ1 + iχ2) (A.41)
and in terms of these we can write Eq. (A.36) as
0 =
1
x
dx
dt
(nth − b†b)
+
1
2
u˙(x−1 − x)χ1 + 1
2
csφ˙(x−1 − x)χ2
+ ωcs(x−1 − x)χ2
+
i
2~
(x−1 − x)(γαs2e−iφ + γ∗α∗c2eiφ)(χ1 + iχ2)
− i
2~
(x−1 − x)(γ∗α∗s2eiφ + γαc2e−iφ)(χ1 − iχ2)
+ Γ(xc2 + (xc2 + x−1s2)b†b− csχ1)
− Γ(s2 + (c2 + s2)b†b− 1
2
cs(x−1 + x)χ1)
(A.42)
or
0 = F1χ1 + F2χ2 + F3b
†b+ F4, (A.43)
where
F1 =
1
2
u˙(x−1 − x)
+
i
2~
(x−1 − x)(γ∗α∗eiφ − γαe−iφ)
− Γcs+ 1
2
Γcs(x−1 + x),
(A.44)
where we have used the fact that c2 − s2 = 1,
F2 =
1
2
csφ˙(x−1 − x) + ωcs(x−1 − x)
− 1
2~
(x−1 − x)(c2 + s2)(γαe−iφ + γ∗α∗eiφ)
(A.45)
and
F3 = − 1
x
dx
dt
+ Γ(xc2 + x−1s2)− Γ(c2 + s2) (A.46)
and finally
F4 =
1
x
dx
dt
nth + Γ(xc
2 − s2). (A.47)
To have a solution we must have
F1 = F2 = F3 = F4 = 0 (A.48)
From Eq. (A.44) and Eq. (A.48) we have
u˙ =
i
~
(γαe−iφ − γ∗α∗eiφ) + 2Γcs
(x−1 − x)
− Γcs (x
−1 + x)
(x−1 − x) ,
(A.49)
which can be written in the form of Eq. (12) as
u˙ =
i
~
(γαe−iφ − γ∗α∗eiφ)− Γcs
2nth + 1
. (A.50)
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Next, from Eq. (A.45) and Eq. (A.48) we have
1
2
csφ˙+ωcs− 1
2~
(c2+s2)(γαe−iφ+γ∗α∗eiφ) = 0 (A.51)
or
φ˙ = −2ω + 1
~
c2 + s2
cs
(γαe−iφ + γ∗α∗eiφ), (A.52)
Which is in agreement with Eq. (13). Turning next to
Eq. (A.46) and Eq. (A.48) we have
1
x
dx
dt
= Γ(xc2 + x−1s2 − c2 − s2), (A.53)
or
dx
dt
= Γ(1− x)(s2(1− x)− x). (A.54)
Now from Eq. (9) and reminding that x = e−β~ω, we
have
dnth
dt
=
d
dt
(
x
1− x )
=
1
(1− x)2
dx
dt
,
(A.55)
so from Eq. (A.53) we have
dnth
dt
= Γ(s2 − x
1− x )
= Γ(s2 − nth),
(A.56)
which is in agreement with Eq. (14).
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