Abstract. We give the proof of a tight lower bound on the probability that a binomial random variable exceeds its expected value. The inequality plays an important role in a variety of contexts, including the analysis of relative deviation bounds in learning theory and generalization bounds for unbounded loss functions.
Motivation
This paper presents a tight lower bound on the probability that a binomial random variable exceeds its expected value. If the binomial distribution were symmetric around its mean, such a bound would be trivially equal to 1 2 . And indeed, when the number of trials m for a binomial distribution is large, and the probability p of success on each trial is not too close to 0 or to 1, the binomial distribution is approximately symmetric. With p fixed, and m sufficiently large, the de Moivre-Laplace theorem tells us that we can approximate the binomial distribution with a normal distribution. But, when p is close to 0 or 1, or the number of trials m is small, substantial asymmetry around the mean can arise. The lower bound we prove has been invoked several times in the machine learning literature, starting with work on relative deviation bounds by Vapnik [8] , where it is stated without proof. Relative deviation bounds are useful bounds in learning theory that provide more insight than the standard generalization bounds because the approximation error is scaled by the square root of the true error. In particular, they lead to sharper bounds for empirical risk minimization, and play a critical role in the analysis of generalization bounds for unbounded loss functions [2] .
This binomial inequality is mentioned and used again without proof or reference in [1] , where the authors improve the original work of [8] on relative deviation bounds by a constant factor. The same claim later appears in [9] and implicitly in other publications referring to the relative deviations bounds of Vapnik [8] .
To the best of our knowledge, there is no publication giving an actual proof of this inequality in the machine learning literature. Our search efforts for a proof in Plots of the probability of getting different numbers of successes k, for the binomial distribution B(m, p), shown for three different values of m, the number of trials, and p, the probability of a success on each trial. Note that in the second and third image, the distribution is clearly not symmetrical around its mean.
the statistics literature were also unsuccessful. Instead, some references suggest that such a proof is indeed not available. In particular, we found one attempt to prove this result in the context of the analysis of some generalization bounds [3] , but unfortunately the proof is not sufficient to show the general case needed for the proof of Vapnik [8] , and only pertains to cases where the number of Bernoulli trials is 'large enough'. No paper we have encountered contains a proof of the full theorem 3 . Our proof therefore seems to be the first rigorous justification of this inequality in its full generality, which is needed for the analysis of relative deviation bounds in machine learning.
In Section 2, we start with some preliminaries and then give the presentation of our main result. In Section 3, we give a detailed proof of the inequality.
Main result
The following is the standard definition of a binomial distribution. Definition 1. A random variable X is said to be distributed according to the binomial distribution with parameters m (the number of trials) and p (the probability of success on each trial), if for k = 0, 1, . . . , m we have
The binomial distribution with parameters m and p is denoted by B(m, p). It has mean mp and variance mp(1 − p).
The following theorem is the main result of this paper.
3 After posting the preprint of our paper to arxiv.org, we were contacted by the authors of [4] who made us aware that their paper [4] contains a proof of a similar theorem. However, their paper covers only the case where the bias p of the binomial random variable satisfies p < , which is not sufficiently general to cover the use of this theorem in the machine learning literature. . The dashed horizontal line at 1 4 represents the value of the lower bound. Our theorem is equivalent to saying that for all positive integers m (not just the values of m shown in the plot), the solid portions of the colored lines never cross below the dashed horizontal line. As can be seen from the figure, the lower bound is nearly met for many values of m. Theorem 1. For any positive integer m and any probability p such that p > 1 m , let X be a random variable distributed according to B(m, p). Then, the following inequality holds:
where E[X] = mp is the expected value of X.
The lower bound is never reached but is approached asymptotically when m = 2 as p → 1 2 from the right. Note that when m = 2, the case p = 1 2 is excluded from consideration, due to our assumption p > 1 m . In words, the theorem says that a coin that is flipped a fixed number of times always has a probability of more than 1 4 of getting at least as many heads as the expected value of the number of heads, as long as the coin's chance of getting a head on each flip is not so low that the expected value is less than or equal to 1. The inequality is tight, as illustrated by Figure 2 . In corollary 3 we prove a bound on the probability of a binomial random variable being less than or equal to its expected value, which is very similar to the bound here on such a random variable being greater than or equal to its expected value.
Our proof of theorem 1 is based on the following series of lemmas and corollaries and makes use of Camp-Paulson's normal approximation to the binomial cumulative distribution function [6, 5, 7] . We start with a lower bound that reduces the problem to a simpler one.
m ], the following inequality holds:
Proof. Let X be a random variable distributed according to B(m, p) and let
can be written as the following sum:
We will consider the smallest value that F (m, p) can take for p ∈ ( 
, which represents a region between the discontinuities of F (m, p) which result from the factor mp , then we have mp ∈ (k−1, k] and so mp = k. Thus, we can write
The function p → F (m, p) is differentiable for all p ∈ I k and its differential is
Furthermore, for p ∈ I k , we have k ≥ mp, therefore j ≥ mp (since in our sum j ≥ k), and so
The inequality is in fact strict when p = 0 and p = 1 since the sum must have at least two terms and at least one of these terms must be positive. Thus, the function p → F (m, p) is strictly increasing within each I k . In view of that, the value of F (m, p) for p ∈ I k+1 is lower bounded by lim p→(
Therefore, for k = 1, 2, . . . , m − 1, whenever p ∈ (
Corollary 1. For all p ∈ ( 1 m , 1), the following inequality holds:
Proof. By Lemma 1, the following inequality holds
The right-hand side is equivalent to min k∈{1,..,m−1}
which concludes the proof.
In view of Corollary 1, in order to prove our main result it suffices that we upper bound the expression . Now, we introduce some lemmas which will be used to prove our main result.
Lemma 2. The following inequality holds for all k = 1, 2, . . . , m − 1:
2 ds is the cumulative distribution function for the standard normal distribution and β k , γ m,k , and θ are defined as follows:
Proof. Our proof makes use of Camp-Paulson's normal approximation to the binomial cumulative distribution function [6, 5, 7] , which helps us reformulate the bound sought in terms of the normal distribution. The Camp-Paulson approximation improves on the classical normal approximation by using a non-linear , is shown as a blue horizontal line.
transformation. This is useful for modeling the asymmetry that can occur in the binomial distribution. The Camp-Paulson bound can be stated as follows [6, 5] :
Plugging in the definitions for all of these variables yields
Applying this bound to the case of interest for us where p = 
To simplify this expression, we will first upper bound α k in terms of β k . To do so, we consider the ratio
1/3 , which we can rearrange to write
Then, the ratio can be rewritten as follows:
The expression is differentiable and its differential is given by
For λ ∈ (1, 2
26, thus, the following inequality holds:
Thus, the derivative is positive, so 
is a strictly increasing function, using
We now bound the term 0.007
Thus, in view of (3) and (4), we can write
This concludes the proof. 
Proof. Since for k = 1, 2, . . . , m − 1, we have 1 m−1 ≤ γ m,k ≤ 1, the following inequality holds:
Since
Thus, φ(γ) is decreasing for γ < β k (3θ − 2) and increasing for values of γ larger than that threshold. That implies that the shape of the graph of φ(γ) is such that the function's value is maximized at the end points. So max
022. But since β k is a decreasing function of k, it has β 1 ≈ 0.7937 as its upper bound, and so this necessary requirement always holds. That means that the maximum value of φ(γ) for γ ∈ [0, 1] occurs at γ = 1, yielding the upper bound
, which concludes the proof.
Corollary 2. The following inequality holds for all m ≥ 2 and k ≥ 2:
Proof. By Lemmas 2-3, we can write
is a decreasing function of k. Therefore, for k ≥ 2, it must always be within the range 
The derivative of the differentiable function g : β →
is given by g (β) = 3(β+2)θ−1 6(β+1) 3/2 . We have that 3(β +2)θ −1 ≥ 6θ −1 ≥ 6×.717−1 > 0, thus g (β) ≥ 0.
Hence, the maximum of g(β) occurs at β 2 , where g(β 2 ) is slightly smaller than 0.53968. Thus, we can write The case k = 1 is addressed by the following lemma.
Lemma 4. Let X be a random variable distributed according to B(m, 1 m ). Then, the following equality holds for any m ≥ 2:
Proof. For m ≥ 2, define the function ρ by
The value of the function for m = 2 is given by ρ(2) = 1 − 
where the last inequality follows from We now complete the proof of our main result, by combining the previous lemmas and corollaries. where the last inequality holds by Corollary 2 and Lemma 4.
As a corollary, we can produce a bound on the probability that a binomial random variable is less than or equal to its expected value, instead of greater than or equal to its expected value.
Corollary 3. For any positive integer m and any probability p such that p < 1 − 1 m , let X be a random variable distributed according to B(m, p). Then, the following inequality holds:
where E[X] = mp is the expected value of X. 
Conclusion
We presented a rigorous justification of an inequality needed for the proof of relative deviations bounds in machine learning theory. To our knowledge, no other complete proof of this theorem exists in the literature, despite its repeated use.
