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Improvement for Proportionate Type
Adaptive Algorithm
SAIKI Sachio
With the development of hardware technology and research for adaptive algorithms,
adaptive signal processing used not only theoretical technology but also in many practi-
cal applications. Nowadays, with increase in the demand for higher quality performance,
a kind of long adaptive lter is frequently encountered in practical application, such as
the network echo cancellation and acoustic echo cancellation.
Generally speaking, increase of adaptive lter length causes degradation of conver-
gence speed, because their convergence speed is inversely proportional to the adaptive
lter length. Furthermore, because of the eect of disturbance noise, the convergence
quality of the adaptive lter is degraded. Much eort has been made to nd new
adaptive algorithms to solve these problems. Recently, a new adaptation paradigm,
proportionate adaptation, was developed in a novel perspective. Its main philosophy
comes from a fact that most of these long impulse responses are sparse in nature
This dissertation presents some results of my researches on ecient adaptive algo-
rithms based on the proportionate adaptation for adaptive signal processing systems.
Firstly, variable step-size approach for proportionate NLMS algorithms is proposed
in order to improve convergence quality. Next, a method based on variable step size ap-
proach proposed in previous section is extended into the proportionate ane projection
algorithms to improve the estimate accuracy of sparse impulse response for correlated
{ iii {
input signals. At last, novel adaptive combination technique for CtPNLM algorithm is
proposed to realize a non parametric CtPNLMS and extend a sparseness time varying
system.
key words Adaptive signal processing, proportionate type adaptive alogirthm
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図 1.1 ITU-T G.168で定められた Hybrid 8におけるインパルス応答







































回路の研究でWidrow-Ho の LMS アルゴリズム (Least Mean Square Algorithm，以下









































xN (i) = [x(i); x(i  1);    ; x(i N + 1)]T (2.1)
hN (i) = [h0(i); h1(i);    ; hN 1(i)]T (2.2)
とする．適応フィルタの入出力関係は
y(i) = hTNxN (i) (2.3)
で与えられる．また，所望信号を
d(i) = wTNxN (i) (2.4)
とすると，出力誤差は


































J = E[fd(i)  y(i)g2]
= E[e(i)2] (2.7)
が評価量として使用される．この評価量 J を適応フィルタ hN に関する２次関数で表すと
J = hTNE[xN (i)x
T
N (i)]hN   2hTNE[xN (i)d(i)] + E[d(i)2] (2.8)






N (i)]hN   2E[xN (i)d(i)] (2.9)
となり，最適係数ベクトル hN (opt)は









一方，Widrowは最急降下法に基づき瞬時自乗誤差 e(i)2 を評価量とした LMSアルゴリ
ズムを提案した．ここで最急降下について簡単に説明する．式 (2.7)で与えられている J に
関する任意の hN におけるこう配ベクトルを
gN = 2E[xN (i)xN (i)
T ]hN   2E[xN (i)d(i)] (2.11)
とする．こう配ベクトル gN (i)は係数 hN (i)におけるこう配であり，J に関する等高線上
の法線方向を向いている．ただし，gN (i)，hN (i)はそれぞれ gN ;hN の i番目の修正時の
ものである．また，式 (2.8)はパラメータ hN の２次形式となっていることから，評価量 J
を最小にする hN：hN (opt)は唯一存在する．したがって，任意の点 hN (0)を初期値とすれ
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2.3 代表的な適応アルゴリズム
ば，hN (0)を  gN (0)方向に移動することにより hN (1)における J を hN (0)における J
よりも小さくすることができる．すなわち J が最小になる方向に進むことにより hN (i)を
hN (opt)に近付けることができる．以上のことを考慮すると係数修正式は
hN (i) = hN (i  1)  (i)gN (i) (2.12)
となる．ここで (j)はステップサイズと呼ばれている．
上記のように最急降下法ではパラメータ推定を行うために信号の２次統計量 (入力自己相
関行列 E[xN (i)xTN (i)]，相互相関ベクトル E[xN (i)d(i)]が必要である．しかしながらこれ
らの統計量を用いる場合，前述のようにリアルタイム処理には適していない．したがって，
式 (2.7)における平均操作を取り除き，瞬時自乗誤差を評価量 J
J = [d(i)  y(i)]2
= hTN (i)xN (i)x
T
N (i)  2hTN (i)xN (i)d(i) + d(i)2 (2.13)
として用いることにより，リアルタイム処理への対応という問題を解決した LMSアルゴリ
ズムが考案された．
この評価量 J に対するこう配ベクトル gN (i)は式 (2.13)を hN (i)に関して偏微分するこ
とにより
gN (i) = 2xN (i)x
T
N (i)hN (i)  2xN (i)d(i)
=  2xN (i)fd(i)  xTN (i)hN (i)g
=  2xN (i)e(i) (2.14)
で与えられることから，LMSアルゴリズムの係数更新式は












hN (i+ 1) = hN (i) + 
xN (i)
kxN (i)k2 e(i) (2.16)








hN (i+ 1) = xN (i)[xN (i)
TxN (i)]
 1xN (i)T [wN   hN (i)] (2.17)
と表され，直交射影に基づく適応アルゴリズムという捉え方もできる．つまり，ベクトル
[wN   hN (i)] を xN (i) の張る空間へ直交射影することにより，係数ベクトル hN (i + 1)
を得る．NLMSアルゴリズムはステップサイズを 0 <  < 2で設定することで収束性を保
証できることが明らかになっている．NLMSアルゴリズムも LMSアルゴリズムと同様に有
色性の信号に対し収束速度が低下する問題点がある．





















i td(t)x(t) = z(i  1) + d(i)x(i); (2.20)
(i)h(i) = z(i): (2.21)
ここで，は指数重みや忘却係数と呼ばれる過去の信号の影響を制限するために用いられる
パラメータで，一般的には 1に非常に近い 1以下の値が用いられる．式 (2.21)を h(i)につ
いて解くと













h(n+ 1) = h(n) + S(n)e(n); (2.24)










hN (i+ 1) = hN (i) +APN (i)
+  eP (i) (2.26)
eP (i) = dP (i) APN (i)  hN (i)
= APN (i)[wN   hN (i)] (2.27)
で与えられる．なお，P は射影次数をあらわし，過去の入力信号ベクトル数を意味する．こ
こで，APN (i)は
APN (i) = [xN (i  P + 1);xN (i  P + 2);    ;xN (i)]T (2.28)
で定義され，APN (i)+ は APN (i)のMoore-Penrose型一般逆行列であり
APN (i)
+ = [APN (i) APN (i)T ] 1 APN (i)T (2.29)
と表すことができる．
ここで，式 (2.26)，式 (2.27)より
hN (i+ 1)  hN = APN (i)+APN (i)[wN   hN (i)] (2.30)
が成り立つ．幾何学的な見地から考察すると式 (2.30) の右辺中の行列 [APN (i)+APN (i)]
は APN (i) の行ベクトルが張る部分空間 S[APN (i)T ] への直交射影行列である．したがっ




















る．主入力として，所望信号 x(i)と雑音 n^(i)の和，すなわち主入力信号 v(i) が入力される
とする．所望信号 x(i)が参照入力に混入しない場合 (雑音 n(i)と無相関)，参照入力 n(i)に
対し適当な線形処理を施し，主入力信号 v(i)から減産することにより所望信号 x(i)のみを
取り出すことができる．この場合，推定システムの伝達関数 H(z)と未知システムの伝達関











































































































































hN (i+ 1) = hN (i) + GxN (i)e(i) (3.4)
となる．ただし，GNN は
GNN (i) = diagfg0(i); g1(i);    ; gN 1(i)g (3.5)
で表される対角行列である．
式 (3.4)に対し NLMSアルゴリズムと同様に入力信号のノルムで正規化を行うことで [5]
で提案された最初の PNLMSアルゴリズムである







分母にステップサイズ行列で重みを付けたノルム [xNT (i)GNNxN (i)] に置き換えた係数更
新式
hN (i+ 1) = hN (i) + 
e(i)GNN (i)xN (i)
xTN (i)GNN (i)xN (i)
(3.7)
を基礎としている．ただし，は係数全体に作用するステップサイズである．
なお，PtNLMSによっては右辺第 2項の分母に正規化パラメータである  が加えられて
いるものもあるが，これは推定開始直後における安定性や小さな入力に対するアルゴリズム
の安定性を向上させるものであり，議論を簡単化するため本論文では考慮しない．式 (3.7)，
(2.16)を比較すると PtNLMS アルゴリズムでは NLMS アルゴリズムに対しステップサイ
ズ行列 GNN が存在するという違いがある．





























+ (1 + )
jhn(i)j
2khk1 (3.10)
である．ただし はNLMSとPNLMSの結合割合を調整するパラメータであり 1   < 1










-law PNLMS アルゴリズムが提案されている [29,30]．
MPNLMSアルゴリズムのステップサイズ行列算出は PNLMSの式 (3.8)を
n(i) = max[F (jhn(i)j);










































xN (i) = [x(i); x(i  1);    ; x(i N + 1)]T (4.1)





y(i) = hTNxN (i) (4.3)
で与えられる．また，所望信号を
d(i) = wTNxN (i) + v(i) (4.4)
とすると，出力誤差は




















PtNLMSの係数更新式 (3.7)において，時刻 iにおける最適なステップサイズ  は推定
後の定常解析を仮定すると，係数更新後の出力誤差
e0(i) = d(i)  hTN (i+ 1)xN (i) (4.6)
の 2乗期待値
E[e02(i)] = E[d2(i)]  E[fhTN (i+ 1)xN (i)g2] (4.7)
が最小となるものである．ただし E[]は期待値を表す．所望信号に雑音が存在しない場合，
推定系が未知系を正確に推定すれば wN = hN (i + 1)となり係数更新後の出力誤差の期待
値は E[e02(i)] = 0となる．所望信号に雑音が重畳されている場合は
E[e02(i)] = E[fxTN (i)[wN   hN (i+ 1)]g2] + E[v2(i)] (4.8)
となり
E[e02(i)] = E[v2(i)] (4.9)
を満たせばよいことがわかる．
式 (4.6)に式 (3.7)を代入すると
e0(i) = xTN (i)[wN
 (hN (i) +  e(i)GNN (i)xN (i)




e0(i) = e(n)  xTN (i)
e(i)GNN (i)xN (i)
xTN (i)GNN (i)xN (i)
(4.11)
となり
e0(i) = [1  ]e(i) (4.12)


















E[e2(i)] = 2e(i) (4.15)
E[v2(i)] = 2v(i) (4.16)








となる．式 (4.17)から，推定初期においては ^2e(i)は大きな値となり (i)は大きくなるた
め高い収束速度を実現する．また，推定が進むと ^2e(i) は減少し (i) も小さくなるため結
果として推定誤差は小さくなる．
4.5 運用法































提案手法では 2v(i) が正確に推定できているならば (i) は最適なステップサイズとなる．










































2. 音声信号：成人男性の声を 8kHzでサンプリングした分散 1=60の信号 (図 4.2参照）
観測雑音 v(i)を
1. 白色信号：平均零の正規乱数




1. スパース性の高いシステム ((w) = 0:96) （図 4.4上側参照）
2. セミスパースなシステム ((w) = 0:68) （図 4.5上側参照）
を用いシミュレーションを行った．
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0 100 200 300 400 500
Sparse Impulse Response after 40000 Samples
図 4.4 未知系のインパルス応答 （スパース）
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0 100 200 300 400 500
Semi-Sparse Impulse Response after 40000 Samples
図 4.5 未知系のインパルス応答 （セミスパース）










により求めた．ただし，bは IIRフィルタの係数であり，b = 0:999とした．式 (4.21)は雑
音の影響を受けた信号から求めているため，観測雑音の分散を時間平均から算出する場合，
























































定している \Sequential Estimation" では MPNLMS，観測雑音を全サンプルの平均で算

































h(i+ 1) = h(i) + G(i)X(i)





X(i) = [x(i);x(i  1);    ;x(i  P + 1)] (4.24)






ルに可能な限り近い係数更新を行う最小摂動に基づき導出される [2, 3, 27]．
ここで，係数更新後の出力誤差ベクトル r(i)は以下のように定義される [27]．
r(i) = d(i) XT (i)h(i+ 1)
= XT (i)~h(i+ 1) + v(i); (4.25)
~h(i) = w   h(i): (4.26)
ただし，~h(i)は係数誤差ベクトル，v(i)は








差は 0とならない．このような環境下において r(i)を 0にする適応フィルタの更新法とし
て文献 [34]において式 (4.28)で表される，係数更新後の推定誤差を 0とする手法が提案さ
れている．
XT(i)~h(t+ 1) = 0: (4.28)
ただし， 0は P  1の零ベクトルである．式 (4.25)，(4.28)より，観測雑音の存在する環
境下において係数更新後の推定誤差を 0とするためには







p(i)]; p = 0   P   1 (4.30)
を仮定する．ただし，rp(i)は r(i)の p番目の要素であり，vp(i)は v(i)の p番目の要素で
ある．ここで，vp(i) = v(t  p)である．可変ステップサイズ PAPAは式 (4.23)に P  P
の時変なステップサイズ行列 (i)を導入した，





となる．式 (4.31)の両辺を w から減算を行うと，
~h(t+ 1) = ~h(i) G(i)X(i) XT(i)G(i)X(i) 1(i)e(i) (4.32)
を得る．(4.32)の両辺に XT (i)を乗算し，また係数更新前後の誤差の関係から，
rp(i) = [1  p(i)] ep(i) (4.33)








まず，式 (4.33)の両辺の 2乗期待値をとり，式 (4.30)と結合し
E[r2p(i)] = [1  p(i)]2E[e2p(i)] = E[v2(t  p)] (4.34)






と表すことができる．ただし，2v(t  p)， 2ep(i)はそれぞれ v(t  p)，ep(i)の分散でる．
(4.35)より，フィルタの過渡応答においては，2ep(i)が大きくなり算出される p(i)も大
きくなり，結果，高い収束速度が期待できる．また，フィルタの収束が最適値近辺に近づい










ep(t  1) + (1  1)e2p(i); (4.36)
に置き換えることで推定できる．ただし 1 は










0  min  p(i)  max  2.に制限することで，アルゴリズムの安定性を保証する．ま






















う．この条件下では， ^2v(i)  2v(i), p(i) が式 (4.35) で算出される最適値に対して小さ












が存在する．まず，ステップサイズ行列 G(i)を算出するための 2N + 2回の乗算，N 回の
加算，さらに 3N 回の比較演算である．次に，G(i)X(i)を算出するための PN の乗算が必
要である．また，^2ep(i)を推定し (i)を算出するための 4P +6回の乗算，P 回の平方根演
算，2P +2回の加算が必要である．最後に， (i)e(i)を算出するための P 回の乗算がある．
その他の演算はアフィン射影アルゴリズムと同様であるため，結果として VSS-SPAPAを
用いる際，増加する演算量は (P + 2)N + 5P + 8回の乗算と P 回の平方根演算である．実







w として図 4.14(a) で示されるネットワークエコーパスを用いる．観測雑音には白色ガウ
ス雑音を用いている．未知系，適応フィルタのインパルス応答長 N は 512とし，係数比例
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4.12 計算機シミュレーション
型の適応アルゴリズムにはパラメータ , にそれぞれ， = 0:01,  = 1=N を与えてい
る．また提案手法で用いるパラメータ 1, 2, min, max にはそれぞれ，1 = 1  1=2N ,
2 = 1  1=4N , min = 0:005. max = 1:0を与えている．
収束特性の評価として
Misalignment = 10  log10 kwN   hN (i)k2=kwNk2 (4.39)
で算出される正規化推定 2乗誤差を用いる
4.12.2 シミュレーション結果
まず，入力信号として平均 0，分散 1の白色ガウス雑音を用い，S/Nを 20dBとした結果
を図 4.15に示す．図 4.15(a)は APA，SPAPAには収束速度が最も高い  = 1:0を，また，
射影次数 P は P = 1 を設定し，15000 サンプルのシミュレーションを行った結果である．
すなわち，本条件下のシュミレーション結果は APAは NLMSと，SPAPAは SPNLMSア
ルゴリズムと等価である．また，図 4.15(b)は (a)と同一の条件下において，射影次数を 2，
4，8と変化させ，40000サンプルまでシミュレーションを行った結果である．








法が  20dBの推定精度を得るのに必要なサンプルが約 900 であるのに対し，VSS-NLMS
アルゴリズムでは 約 2200サンプルとなっていることから確認できる．図 4.15(b)から，提







ミュレーションを行う．観測雑音は平均 0 の白色ガウス雑音を用い，S=N は 20dB に調整
している．図 4.16(a) にシミュレーション結果を示す．ただし，射影次数は P = 8 として






























































































































































































































































h(0) = 0; ^2v(0) = 0; ^
2
y^(0) = 0; ^
2
d(0) = 0;
 = PM2x; (M 2 Z+;M  1)
1 = 1  1=(K1N); (K1 2 Z+; K1  1)
2 = 1  1=(K2N); (K2 2 Z+; K2  K1)




8<: 400jwn(i)j; jwn(i)j < 0:0052; otherwise:
Lmax = maxf; g0(i);    ; gN 1(i)g








G(i) = diagfg0(i); g1(i);    ; gN 1(i)g
y^(i) = XT(i)h(i)
e(i) = d(i)  y^(i)
for p = 0; 1;    ; P   1




if p(i) < min; p(i) = min;
if p(i) > max; p(i) = max;
(i) = diag f0(i);    ; P 1(i)g



















(a) Typical network echo path










(b) Speech signal used in simulations
図 4.14 (a)シミュレーションで用いたネットワークエコーパス (b) 入力信号（音声信号）
Figure 4.14 (a) Impulse response used in simulation. (b) Wave form of speech input.
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4.13 まとめ






















































Figure.4.15 Comparison of VSS-SPAPA to the related algorithms.
{ 48 {
4.13 まとめ















































































スパース性が低いシステムへの対処法として，PNLMS アルゴリズムと NLMS アルゴ












hN (i+ 1) = hN (i) + 
e(i)GNN (i)xN (i)


















F (jhN (i)j) (5.4)
ただし，





CtPNLMS アルゴリズムは事前に結合量  を設定しておくことで，NLMS アルゴリズ
ムと PtNLMS アルゴリズムの結合割合を調整する．PNLMS アルゴリズムを PtNLMS
アルゴリズムとして用いた IPNLMS アルゴリズムではこの値を-0.7 程度に設定するとし










図 5.2，5.6 においてスパース性が異なるシステムに対し PNLMS, NLMS, IPNLMS ア
ルゴリズムを用いたシステム同定におけるシミュレーション結果を示す．ただし，図 5.2は
図 5.1で示される，スパース性が 0.96のもの図 5.6は図 5.5で示されるスパース性が 0.21
のもので，入力信号，観測雑音は白色雑音，S/Nは 30dBである．全てのアルゴリズムのス
テップサイズは最も収束速度が高い 1.0 を用い，IPNLMS アルゴリズムの結合度  は-0.7
を用いている．また，結果は 100回の試行を行った平均である．
図 5.2 より，スパース性が高いシステムにおいては推定初期においては PNLMS アルゴ
リズムが最も収束が早く，IPNLMSアルゴリズムは NLMSアルゴリズムよりも高い収束速





















































する CtPNLMS アルゴリズム (Adaptive Combined PNLMS，以下 ACPNLMS と略記)
を提案する．以下にその詳細を記す．
時刻 iにおける所望信号 d(i)を
d(i) = wNxN (i) (5.9)
とする．NLMSアルゴリズムと PtNLMSアルゴリズムで構成された二つの適応フィルタか
らの出力をそれぞれ
yNLMS(i) = _hN (i)xN (i) (5.10)
yPtNLMS(i) = hN (i)xN (i) (5.11)
とし，所望信号との誤差信号をそれぞれ
eNLMS(i) = d(i)  yNLMS(i) (5.12)




(i  1)   ; jeNLMS(i)j > jePtNLMSj(i) ^ (i  1)     1:0





ていく方式である．ただし， は更新量を決定するパラメータであり，0 <   2である．























hN (i+ 1) = hN (i) + 
e(i)GNN (i)xN (i)









_hN (i+ 1) = hN (i) + 
xN (i)
kxN (i)k2 eNLMS(i) (5.18)
hN (i+ 1) = hN (i) + 
GNN (i)xN (i)















hN (0) = 0; _hN (0) = 0; hN (0) = 0; (0) = any
For all i:
d(i) = wNxN (i)
y(i) = hN (i)xN (i)
yNLMS(i) = _hN (i)xN (i)
yPtNLMS(i) = hN (i)xN (i)
e(i) = d(i)  y(i)
eNLMS(i) = d(i)  yNLMS(i)
ePtNLMS(i) = d(i)  yPtNLMS(i)
(i) =
8>>><>>>:
(i  1)   ; jeNLMSj(i) > jePtNLMSj(i) ^ (i  1)     1:0
(i  1) +  ; jeNLMSj(i) < jePtNLMSj(i) ^ (i  1) +   1:0
(i  1); otherwise
_hN (i+ 1) = hN (i) + xN (i)[kxN (i)k2] 1eNLMS(i)
Calculation by Selected PtNLMS Algorithm
hN (i+ 1) = hN (i) + GNN (i)xN (i)[x
T
N (i)GNN (i)xN (i)]
 1ePtNLMS(i)
gn(i) = f1  (i)g=2N + f1 + (i)g=2  PtNLMS
G(i) = diagfg0(i); g1(i);    ; gN 1(i)g
hN (i+ 1) = hN (i) + GNN (i)xN (i)[x
T
N (i)GNN (i)xN (i)]
 1e(i)
変動が行われない IPNLMSと等価であり，(i) =  1:0と固定すると NLMSアルゴリズム














を行う．ここでは，(0) の初期値として IPNLMS アルゴリズムと同一の (0) =  0:7 を
与え，更新量  は psi = 0:01 としている．また，未知系は 15000 サンプル時に変化を与
えている．シミュレーションの結果を図 5.7 に示す．また，併せて (i) の値を図 5.8 に示








す．図 5.9 ，5.10より，提案手法である ACPNLMSアルゴリズムは IPNLMSアルゴリズ
ムと比較し収束特性においてほぼ差が無いことがわかる．これは，5.10 から分かるよう結
合パラメータの値がほぼ-0.7から-0.6になっているため，IPNLMSアルゴリズムにおいて
 =  0:7 と設定しているものとほぼ同一のアルゴリズムとなっているためである．また，
IPNLMSアルゴリズムにおいて様々な値を試した場合でも，本条件下では-0.7程度の  が
最適であった．ここで，同一の条件の下 (0)を (0) = 0:0とし，再度シミュレーションを

















図 5.12に未知系を 15000サンプルにおいてセミスパースなもの図 5.3からスパースなもの



































図 5.1 スパースなインパルス応答 ((w) = 0:96)










































図 5.3 セミスパースなインパルス応答 ((w) = 0:68)











































図 5.5 非スパースなインパルス応答 ((w) = 0:21)






































































図 5.8 (i)の変化 （(0) =  0:7）















































図 5.10 (i)の変化 （(0) =  0:7）

























図 5.11 (i)の変化 （(0) = 0:0）
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