Abstract-Electricity consumption comprises a significant fraction of total operating cost in data centers. System operators are required to reduce electricity bill as much as possible. In this paper, we consider utilizing available energy storage capability in data centers to reduce electricity bill under real-time electricity market. Laypunov optimization technique is applied to design an algorithm that achieves an explicit tradeoff between cost saving and energy storage capacity. As far as we know, our work is the first to explore the problem of electricity cost saving using energy storage in multiple data centers by considering both timediversity and location-diversity of electricity price.
I. INTRODUCTION
With the popularity of cloud computing [1] , more and more data centers are envisioned to be built in the future in order to meet the growing demand of large-scale computing resources. It is common for a cloud service provider to have multiple data centers each having hundreds of thousands of servers. Those data centers are geographically distributed for reliability as well as performance improvement. A critical issue in the operations of those data centers is the energy consumption, including both servers and air conditioning. According to the estimation from [2] , large companies such as Google and Microsoft pay tens of millions of dollars for just electricity cost every year, and 30%-50% percentage of operational expenses in data centers come from electricity.
The huge energy consumption in data centers has motivated a lot of research works toward energy-efficient data centers. Power Usage Effectiveness (PUE), which measures the ratio of total building power to IT power, i.e., the power consumed by the actual computing equipment, is a popular metric to judge the energy-efficiency of a data center. Various engineering techniques, such as virtualization, advanced cooling and DC power have been developed to reduce PUE (See [3] , [4] for a survey on these issues). These works focus on reducing the energy usage of the data centers.
Another stream to handle the energy consumption issue in data centers is based on the observation that electricity price is different across different time and locations under realtime electricity market. Qureshi et al. are the first to discuss the opportunity of utilizing such electricity price diversity to reduce total electricity cost by distributing more traffic to data This work was supported in part by the U.S. National Science Foundation under grants CNS-0721744.
centers with low electricity price [2] . Rao et al. investigate the problem of total electricity cost for data centers in multielectricity-market environment subject to QoS guarantee and propose a linear programming formulation to approximately solve it [5] . Other works [6] , [7] consider a similar problem with some improvements on delay and energy consumption model. These works focus on directly reducing total electricity cost using electricity price diversity. However, none of the aforementioned works consider using available energy storage capacity, typically UPS unit, in data center to further reduce the electricity cost.
Data centers have uninterrupted power supply (UPS) units to keep them powered using stored energy in case of electricity failure, before the backup diesel generation can start up and provide power. Usually, the transition to use diesel generation takes only 10-20 seconds while UPS units have enough capacity to power data center at its maximum power need between 5-30 minutes. These excess energy storage capacity can be used to save electricity cost by the simple intuition of charging when outside electricity price is low while discharging when outside electricity price is high. Our work is mainly motivated by [8] , which considers the case of a single data center with energy storage under time-varying electricity price. Different from previous works, our work considers the total electricity cost minimization of an Internet-service provider having multiple data centers with energy storage under both time-varying and location-varying electricity price.
The rest of this paper is organized as follows. Section II presents the models of power consumption cost in multiple data centers, which is formulated as a stochastic programming to minimize the time-average expected electricity cost. Section III solves the optimization problem by first considering a relaxed problem and then, using the Laypunov optimization technique to design an algorithm to approximately solve the original problem. Section IV gives the performance analysis, and Section V concludes the paper.
II. MODEL AND FORMULATION
In this section, we describe our models for workload, battery, delay and electricity cost. Then we present our control objective to minimize the time-average expected electricity cost. The block diagram of our system model is shown in Figure 1 , which is described in detail as follows. We consider a time-slotted system.
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A. Workload Model
Let N denote the total number of geographically located data centers, where each data center i has a total number of M i homogeneous servers. We assume that there is a traffic aggregator (such as DNS) which is responsible for distributing the total incoming workload to different data centers. The incoming traffic is a Poisson process with average arrival rate L(t) at time slot t. Let λ i (t) denote the average traffic rate distributed into data center i at each slot t, λ(t) = (λ 1 (t), λ 2 (t), . . . , λ N (t)), then we have
B. Battery Model
There are limited times of charging/discharing cycles for each battery. Besides, conversion loss occurs both in charging and discharging processes. Stored energy is also subject to dissipation with time. For notational simplicity, we ignore these factors. We assume that the battery has capacity E i,max in each data center i and data centers operate independently of each other.
Let P i (t) be the external energy drawn from power grid, R i (t) be the charging energy into the battery, and D i (t) be the discharging energy from the battery in each time slot t at data center i. The total amount of energy supplied to support current traffic in time slot t at data center i is given by P i (t) − R i (t) + D i (t). We assume P i (t), R i (t) and D i (t) are nonnegative and upper bounded by P i,max , R i,max and D i,max respectively, i.e.,
The update equation of battery energy level E i (t) at data center i is given by
More complicated model of battery can be easily incorporated into our model without affecting the following analysis. As we are only interested in total charging or discharging amount during each time slot, we assume, without loss of generality, that charging and discharging can not be done simultaneously.
In other words, in each time slot t, we have
Battery energy level should be always nonnegative and can not exceed the battery capacity. So in each time slot t, we need to ensure that for each data center i,
From constraints (5), (6), and (7), we get the following equivalent constraints in each slot t:
C. Delay Model As in [5] , we use a M/M/n queuing model to analyze the average waiting time in data center i when traffic rate is λ i (t) and there are m i (t) active servers, each with service rate μ i . Note that m i (t) is an integer variable and has a maximum value M i at each data center i. Using the result from queuing theory [9] , the average waiting time
where P Q is the queuing probability. Without loss of generality in a data center, we assume the servers are always busy if turned on. Hence, P Q = 1 and
To meet the quality of service of customers, a maximum average waiting time W i,max exists for each data center i. Therefore, we have the following delay constraint:
D. Electricity Consumption and Cost
We are only interested in server energy consumption cost without considering cooling cost. We do not consider powerproportional issue here either, that is, we assume each server at data center i consumes either its maximum power H i when active or zero when inactive. Hence, we have the following equation:
As analyzed in [2] , electricity price in real-time electricity market has both time-diversity and location-diversity. At each data center i, we have time-varying electricity price C i (t) in unit of energy with maximum value C i,max . Moreover, C i (t) and P i (t) are independent. Different data centers may have different prices at the same time due to location difference. Hence, the total electricity cost of N data centers in time slot
E. Problem Formulation
In this paper, we are interested in minimizing the timeaverage expected electricity cost. Based on the above models, our problem can be formulated as the following stochastic optimization, called Problem One:
subject to constraints (1), (2) , (3), (4), (6), (8), (9), (10), (11), (12) where the constraints are for each time slot t and data center i = 1, . . . , N.
III. PROPOSED SOLUTION
From the above formulation, there are two key control designs: (i) traffic distribution decision λ(t) ; and (ii) external energy drawn from power grid P (t) at each time slot. Once they are determined, other control variables can be easily derived. As mentioned before, the statistics of L(t) and C(t) may not be known and we need to design an optimal control algorithm under uncertainty. We use the recently developed technique of Lyapunov optimization [10] . The algorithm we propose can achieve the range of O(1/V ) within the optimal objective value, where V is a parameter related to the battery capacity of each data center i. One salient feature of our algorithm is that it does not need any future knowledge of the system and can be implemented online.
Define the time-average value of charging and discharging at data center i under any feasible control policy of Problem One respectively as follows:
(14) Since battery energy level is evolving according to Eq. (5), summing over all t ∈ 0, 1, 2, . . . , T − 1, taking expectation of both sides, dividing both sides with T and taking T → ∞ yields R i = D i . Hence we have the following relaxed problem, called Problem Two:
subject to constraints (1), (2) , (3), (4), (6), (10), (11), (12),
where the constraints are for each time slot t and data center i = 1, . . . , N.
Denote the optimal objective value of Problem One as Q OP T and the optimal objective value of Problem Two as Q REL . As discussed before, any feasible solution to Problem One is also a feasible solution to Problem Two. Hence, Q REL ≤ Q OP T . From the framework of Laypunov optimization [10] , we have the following theorem. The proof is similar to that in [8] and follows from the framework in [10] , [11] . It is omitted here for brevity. 
where the expectations above are with respect to the stationary distribution of L(t), C(t) and the randomized control decisions. In order to derive such a policy, we need to know the statistical distribution of all combination of C(t) and L(t), which usually has the problem of "Curse of Dimensionality" [12] if solved by dynamic programming. Moreover, this control policy may not be a feasible solution to Problem One. Instead, we use the existence of such a policy to help us design our control policy that meets all constraints of Problem One and derive the performance bound of our algorithm.
Before presenting our algorithm, we define a virtual queue S i (t) as a shifted version of battery energy level E i (t) in time slot t at each data center i as follows:
where V ≥ 0 is a constant control parameter which affects the distance to the optimal value and is related to the battery capacity. S(t) = (S 1 (t), S 2 (t), . . . , S N (t)) is used to ensure that the constraint (7) is satisfied in our algorithm as illustrated later. According to Eq. (5) of E i (t), we have the same update equation for S i (t) at each data center i:
Our proposed algorithm works as follows:
At the beginning of each time slot t, observe C(t), S(t), and L(t)
2 Choose control action λ * (t), m * (t), and P * (t) as the solution to the following optimization problem, called Problem Three:
{−Si(t)mi(t)Hi + Si(t)Pi(t) + V Pi(t)Ci(t)}, (18)
subject to constraints (1), (2), (3), (4), (6), (10), (11), (12) , where the constraints are for each time slot t and data center i = 1, . . . , N 3 . Choose the charging and discharging values as follows:
contains thousands of servers, of which a large fraction are active. Hence, we can relax the integer constraint on m i (t), round the resulting solution without significant cost penalties and get a simple linear programming optimization problem, which can be solved efficiently in polynomial time using interior-point method [13] . The objective in Problem Three is derived from the proof process, which will be clear in Section IV.
The optimal solution to Problem Three has the following property that is useful for the future analysis of algorithmic performance:
Lemma 1: The optimal solution to Problem Three has the following properties:
• If S i (t) > 0, the optimal solution always choose R *
The value of the objective is
where the last step follows from the facts that S i (t)+V C i (t) > 0 and P * i (t) > m * i (t)H i . In this case, the objective with all power drawn from the gird is smaller. Hence, when S i (t) > 0, R * i (t) can not be greater than zero.
where the last step follows from the facts that
In this case, the objective with all power drawn from the grid is smaller. Hence, when S i (t) < −V C i,max , D * i (t) can not be greater than zero.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the feasibility and performance of our algorithm. First, we define an upper bound V max on parameter V as follows:
Then, we have the following theorem: 
where B is a constant given by
In the following, we prove Theorem 2. Proof:
, according to the definition of S i (t), it is equivalent to show that for each data center i,
, the above inequality holds for t = 0. We prove that this constraint is satisfied at all slots t by induction. Suppose inequality (22) holds for time slot t, we need to show that it also holds for time slot t + 1.
• We first prove 
Part 2: As the constraint on E i (t) for each data center i is satisfied as showed in Part 1 and we make our decisions to satisfy all constraints in Problem Three, combining them together, all constraints of Problem One are satisfied. Therefore, our control decisions are feasible to Problem One.
Part 3: We make use of Laypunov optimization [10] to derive the performance bound of our algorithm. Define Laypunov
. Define the conditional 1-slot Laypunov drift as follows:
From Eq. (17), squaring both sides, we have for each data center i, S 
Taking expectations of both sides of (23) given S i (t) and summing over all data centers i, we have
} into both sides of the above inequality, we have the following inequality:
Plugging into the above inequality, we get
Comparing with the objective of Problem Three, it is obvious that our algorithm is always trying to greedily minimize the R.H.S. of the above inequality at each time slot t over all possible feasible control policies including the optimal, stationary policy given in Theorem 1. Plugging this policy into R.H.S. of the above inequality, we obtain the following: 
− E{L( S(T ))} + E{L( S(0))}.
Diving both side by T , let T → ∞ and using the facts that E{L( S(0))} are finite and E{L( S(t))} are nonnegative, we arrive at the following performance guarantee:
where Q OP T is the optimal objective value, B is a constant, and V is a control parameter which has a maximum value given by Eq. (19).
V. CONCLUSION In this paper, we apply the Laypunov optimization technique to solve the problem of optimal traffic distribution and battery charging/discharging management in Internet data centers under location-varying and time-varying electricity price. The algorithm we propose matches the intuition of distributing more traffic into data centers with low electricity price and charging when electricity price is low while discharging when electricity price is high. Moreover, it is easy to implement online and can give analytic bound on the performance. With the increase of battery capacity, our algorithm can get arbitrarily close to optimal value. However, our algorithm is centralized and we plan to design decentralized control algorithm in the future.
