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Abstract. Quantum functions are functions that are defined in terms
of quantum mechanical computation. Besides quantum computable func-
tions, we study quantum probability functions, which compute the accep-
tance probability of quantum computation. We also investigate quantum
gap functions, which compute the gap between acceptance and rejection
probabilities of quantum computation.
1 Introduction
A paradigm of quantum mechanical computers was rst proposed in early 1980’s
[2, 10] to gain more computational power over classical computers. Recent dis-
coveries of fast quantum algorithms for a variety of problems have raised much
enthusiasm among computer scientists as well as physicists. These discoveries
have supplied general and useful tools in programming quantum algorithms.
We use in this paper a multi-tape quantum Turing machine (abbreviated a
QTM) [6, 4] as a mathematical model of a quantum computer. A well-formed
QTM can be identied with a unitary operator, so-called a time-evolution op-
erator, that performs in the innite dimensional space of superpositions, which
are linear combinations of congurations of the QTM.
The main theme of this paper is a study of polynomial time-bounded quantum
functions. A quantum computable function, a typical quantum function, com-
putes the most probable single output values of a QTM. Let FQP and FBQP
denote the collections of functions computed by polynomial-time, well-formed
QTMs, respectively, with certainty and with probability at least 2/3. A quan-
tum probability function, on the contrary, computes the acceptance probability of
a QTM. For notational convenience, #QP denotes the collection of such quan-
tum functions particularly witnessed by polynomial-time, well-formed QTMs.
Another important quantum function is the one that computes the gap between
the acceptance and rejection probabilities of a QTM. We call such functions
quantum gap functions and use the notation GapQP to denote the collection of
polynomial-time quantum gap functions.
In this paper, we explore the characteristic feature of these FQP-, FBQP-,
#QP-, and GapQP-functions and study the close connection between GapQP-
functions and classical GapP-functions. One of the most striking features of
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quantum gap functions is that if f 2 GapQP then f2 2 #QP, where f2(x) =
(f(x))2.
We also study relativized quantum functions that can access oracles to help
their computation. We exhibit an oracle A showing that FQPA is more powerful
than #PA and also show the existence of another oracle A such that #QPA is
not included in non-adaptive version of #QPA.
2 Basic Notions and Notation
We use the standard notions and notation that are found elsewhere. In this
section, we explain only what needs special attention.
Let A denote the set of complex algebraic numbers and let ~C denote the set
of complex numbers whose real and imaginary parts can be approximated to
within 2−n in time polynomial in n. We freely identify any natural number with
its binary representation. When we discuss integers, we also identify each integer
with its binary representation following a sign bit that indicates the (positive or
negative) sign? of the integer. Moreover, a rational number is also identied as
a pair of integers, which are further identied as binary integers.
Let NΣ∗ be the set of all functions that map Σ to N. Similarly, we dene
f0, 1gΣ∗, NN, etc. We identify a set S with its characteristic function, which is
dened as S(x) = 1 if x 2 S and 0 otherwise. In this paper, a polynomial with k
variables means an element in N[x1, x2, . . . , xk].
Assumed is the reader’s familiarity with central complexity classes, such as
P, NP, BPP, PP, and PSPACE and function classes, such as FP, #P [13],
and GapP [8]. Note that FP  #P  GapP.
The notion of a quantum Turing machine|abbreviated a QTM|was origi-
nally introduced in [6] and developed in [4]. For convenience, we use in this paper
a slightly more general denition of QTMs dened in [14]; a k-tape QTM M is a
quintuple (Q, fq0g, Qf , Σ1Σ2  Σk, δ), where each Σi is a nite alphabet
with a distinguished blank symbol #, Q is a nite set of states including an initial
state q0 and a set Qf of nal states, and δ is a multi-valued quantum transition
function from QΣ1Σ2   Σk to CQΣ1Σ2ΣkfL,R,Ngk . The QTM
has k two-way innite tapes of cells indexed by Z and its read/write heads that
move along the tapes either to the left or to the right, or the heads stay still. In
particular, the last tape of M is used to write an output. It is known in [4, 16,
14] that our model is polynomially \equivalent" to more restrictive model as in
[4], which is called conservative in [14].
Let M be a QTM. The running time of M on input x is dened to be the
minimal number T , if any, such that, at time T , every computation path of M
on x reach a certain nal conguration. We say that M on input x halts in
time T if its running time is dened and equals T . We call M a polynomial-time
QTM if there exists a polynomial p such that, for every x, M on input x halts
in time p(jxj). A QTM is well-formed if its time-evolution operator preserves the
? For example, we set 1 for a positive integer and 0 for a negative integer.
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L2-norm. For any x, the notation ρM (x) denotes the acceptance probability of
M on x: that is, the sum of every squared magnitude of the amplitude, in the
nal superposition of M , of any conguration whose output tape constitutes a
symbol \1" (called an accepting configuration). For a nonempty subset K of C,
we say that M has K-amplitudes if the entries of its time-evolution matrix are all
drawn from K. For more notions and terminology (e.g., stationary, synchronous,
normal form), the reader refers to [4, 14].
We also use an oracle QTM that is equipped with an extra tape, called a
query tape and two distinguished states, a pre-query state qp and a post-query
state qa. The oracle QTM invokes an oracle query by entering state qp. In a
single step, the content jy  bi of the query tape, where b 2 f0, 1g and \"
denotes concatenation, is changed into jy  (b  A(y))i and the machine enters
state qa.
For a superposition jφi, the notation M(jφi) denotes the nal superposition
of M that starts with jφi as an initial superposition.
There are two useful unitary transforms used in this paper. The phase shift
P maps j0i to −j0i and j1i to j1i. The Hadamard transform H changes j0i into
1p
2
(j0i+ j1i) and j1i into 1p
2
(j0i − j1i).
Throughout this paper, K denotes an arbitrary subset of C that includes
f0,1g. All quantum function classes discussed in this paper depend on the
choice of K-amplitudes. We nd it convenient to drop script K when K = ~C.
3 Various Quantum Functions
In this section, we formally dene a variety of quantum functions and discuss
their fundamental properties. Recall that f0,1g  K  C
3.1 Exact Quantum Computable Functions. We begin with quantum
functions whose values are the direct outputs, with certainty, of polynomial-time,
well-formed QTMs. We call them exact quantum polynomial-time computable in
a similar fashion to polynomial-time computable functions.
Definition 1. Let FQPK be the set of K-amplitude exact quantum polynomial-
time computable functions; that is, there exists a polynomial-time, well-formed
QTM with K-amplitudes such that, on every input x, M outputs f(x) with cer-
tainty.
As noted in Section 2, we drop subscript K when K = ~C and write FQP
instead of FQPK . Note that FP  FQPK .
We rst show a relativized separation result. For a nondeterministic TM M
and a string x, the notation #M(x) denotes the number of accepting computa-
tion paths of M on input x, and let #TIME(t) be the collection of all functions
λx.#M(x) for nondeterministic TMs M running in time at most t(jxj). For a
set T , set #TIME(T ) =
⋃
t2T #TIME(t).
Theorem 1. There exists a set A such that FQPA 6 #TIME(o(2n))A.
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Proof. For a set A, let fA(x) = 2−2jxj  (jA \ Σjxjj − jΣjxj n Aj)2 for every x.
Consider the following oracle QTM N . On input x of length n, write 0n  0 in a
query tape and apply Hn  I. Invoke an oracle query and then apply the phase
shift P to the oracle answer qubit. Again, make a query to A and apply Hn I.
Accept x if N observes j0n  0i in the query tape, and rejects x otherwise. It
follows by a simple calculation that fA(x) = ρNA(x). In particular, fA belongs
to FQPA if A satises the condition that, for every x, either jA\Σjxjj = jΣjxjnAj
or jA \Σjxjj  jΣjxj nAj = 0.
Let fMigi2N and fqigi2N be two enumerations of all polynomial-time non-
deterministic TMs and all nondecreasing functions in o(2n), respectively, such
that each Mi halts in time at most qi(n) on all inputs of length n. Initially,
set n−1 = 0 and A−1 = . At stage i of the construction of A, let ni denote
the minimal integer satisfying that ni−1 < ni and qi(ni) < 2ni−1. First let
B = Ai [ Σni−11. Clearly fB(0ni) = 1. If #MBi (0ni) 6= 1, then dene Ai to
be B. Assume otherwise. There exists a unique accepting computation path p
of Mi on 0ni . Let Q denote the set of all words that Mi queries along path p.
Since jQj  qi(ni) < 2ni−1, there is a subset C of Σni such that Ai−1  C and
jC \Σni j = jΣni n Cj. For this C, #MCi (0ni)  1 but fC(0ni) = 0.
3.2 Bounded Error Quantum Computable Functions. By replacing
exact quantum computation in Denition 1 with bounded-error quantum com-
putation, we can dene another quantum function class FBQP.
Definition 2. A function f is in FBQPK if there exist a constant  2 (0, 12 ] and
a polynomial-time, well-formed QTM with K-amplitudes that, on input x, out-
puts f(x) with probability 12 +. More generally, for a function t, FBQTIME(t)




Clearly, FQPK  FBQPK and FBQPQ  FPPSPACE.
Brassard et al.[5] extend Grover’s database search algorithm [12] and show
how to compute with -accuracy the amplitude of a given superposition in
O(
p
N) time, where N is the size of search space, with high probability. In
our terminology, #TIME(O(n))  FBQTIME(O(2n/2)).
Bennett et al.[3], however, show that there exists an NP-set that cannot be
recognized by any well-formed QTMs running in time o(2n/2) relative to random
oracle. This immediately implies that #PA 6 FBQTIME(o(2n/2))A relative to
random oracle A.
3.3 Quantum Probability Functions. It is essential in quantum complexity
theory to study the behavior of the acceptance probability of a well-formed QTM.
Here, we consider quantum functions that output such probabilities. We briefly
call these functions quantum probability functions.
Definition 3. A function f from Σ to [0, 1] is called a polynomial-time quan-
tum probability function with K-amplitudes if there exists a polynomial-time,
well-formed QTM M with K-amplitudes such that f(x) = ρM (x) for all x.
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In short, we say that M witnesses in the above denition.
By abusing the existing Valiant’s notation #P, we can coin the new notation
#QPK for the class of polynomial-time quantum probability functions.
Definition 4. The notation #QPK denotes the set of all polynomial-time quan-
tum probability functions with K-amplitudes.
The lemma below is almost trivial and its proof is left to the reader.
Lemma 1. 1. Every f0, 1g-valued FQPK-function is in #QPK .
2. For every #P-function f , there exist an FP-function ` and a #QPQ-function
g such that f(x) = `(1jxj)g(x) for every x.
3. Let f 2 #QP and s, r 2 FQP. Assume that range(s)  (0, 1) \ Q and
range(r)  (0, 1) \ Q. There exists a #QP-function g such that, for every
x, f(x) = s(x) iff g(x) = r(x).
Next we show several closure properties of #QP-functions.
Lemma 2. Let f and g be any functions in #QPK and h an FQPK-function.
(1) If α, β 2 K satisfy jαj2+jβj2 = 1, then λx.(jαj2f(x)+jβj2g(x)) is in #QPK .
(2) f  h 2 #QPK . (3) f  g is in #QPK . (4) If h is polynomially bounded??,
then λx.f(x)h(x) is in #QPK .
Proof Sketch. We prove only the last claim. Let a well-formed Mf witness f
in time polynomial q. Assume that a polynomial p satises h(x)  p(jxj). On
input x, run Mf h(x) times and idle q(jxj) steps p(jxj)−h(x) times to avoid the
timing problem [4, 14]. Accept x if all the rst h(x) runs of Mf reach accepting
congurations; otherwise, reject x.
3.4 Quantum Gap Functions. Notice that #QP is not closed under sub-
traction. To compensate the lack of this property, we can introduce the quantum
gap functions. A quantum gap function is dened to compute the dierence
between the acceptance and rejection probabilities of a well-formed QTM.
Definition 5. A function f from Σ to [−1, 1] is called a polynomial-time
quantum gap function with K-amplitudes if there exists a polynomial-time, K-
amplitude, well-formed QTM M such that, for every x, f(x) is kjφ(1)x ik2 −
kjφ(0)x ik2 when M on input x halts in a final superposition jφ(0)x ij0i + jφ(1)x ij1i,
where the last qubit represents the content of the output tape of M . In other
words, f(x) = 2ρM (x) − 1.
We use the notation GapQPK to denote the collection of such functions.
Definition 6. GapQPK is the set of all polynomial-time quantum gap func-
tions with K-amplitudes.
?? A function from Σ∗ to N is polynomially bounded if there exists a polynomial p such
that f(x) ≤ p(|x|) for every x.
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For any two sets F and G of functions, the notation F −G denotes the set of
functions of the form f − g, where f 2 F and g 2 G. The following proposition
shows another characterization of GapQPK . Recall that f0,1g  K  C.
Proposition 1. GapQPK = #QPK −#QPK . Thus, #QPK  GapQPK .
Proof. Clearly, GapQPK  #QPK −#QPK . Conversely, assume that there
exist two polynomial-time, K-amplitude, well-formed QTMs Mg and Mh satisfy-
ing f(x) = ρMg (x)− ρMh(x) for all x. Consider the following QTM N . On input
x, N rst writes 0 and applies H . If j1i is observed, it simulates Mg. Let ag be
its output. Otherwise, N simulates Mh. Let ah be its output. In the case where
ag = 1 − ah = 1, N accepts x; otherwise, rejects x. The acceptance probability
of N is exactly 12ρMg (x) +
1
2 (1 − ρMh(x)). Thus, the gap 2ρN(x) − 1 is exactly
ρMg (x) − ρMh(x), which equals f(x).
4 Computational Power of Quantum Gap Functions
In the previous section, we have introduced quantum gap functions. In this
section, we discuss the computational power of these functions.
4.1 Squared Function Theorem. It is shown in [9] that, for every GapP-
function f , there exists a polynomial-time, well-formed QTM that accepts input
x with probability 2−p(jxj)f(x)2 for a certain xed polynomial p. This implies
that if f 2 GapP then λx.2−p(jxj)f(x)2 2 #QP. A slightly dierent argument
demonstrates that if f 2 GapQP then f2 2 #QP. This is a characteristic
feature of quantum gap functions.
Theorem 2. (Squared Function Theorem) If f 2 GapQP then f2 2 #QP,
where f2(x) = (f(x))2 for all x.
It is, however, unknown whether GapQP \ [0, 1]Σ∗  #QP. To show The-
orem 2, we utilize the following lemma, whose proof generalizes the argument
used in the proof of Proposition 1. See also Lemma 5 in [14].
Lemma 3. (Gap Squaring Lemma) Let M be a well-formed QTM that, on
input x, halts in time T (x). There exists a well-formed QTM N that, on inputs
x given in tape 1 and 1T (x) in tape 2 and empty elsewhere, halts in time O(T (x)2)
in a final superposition in which the amplitude of configuration jxij1T (x)ij1i is
2ρM (x) − 1, where the last qubit is the content of the output tape.
Proof. Let M be the QTM given in the lemma. We dene the desired QTM N
as follows. First, N simulates M on input (x, 1T (x)). Assume that M halts in a
nal superposition jφi = ∑y αx,yjyijbyi, where y ranges all (valid) congurations
of M and the qubit jbyi represents the content of the output tape of M . Note
that ρM (x) =
∑
y:by=1
jαx,yj2. After N applies the phase shift P to jbyi, we have
the superposition jφ0i = ∑y:by=1 αx,yjyij1i −∑y:by=0 αx,yjyij0i.
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There exists a well-formed QTM MR that reverses the computation of M in
time O(T (x)2) on input (x, 1T (x)) [14]. Then, N simulates MR starting with jφ0i.
Note that if we apply MR to jφi instead, then MR(jφi) = jxij1T (x)ij#i. More-
over, the inner product of jφi and jφ0i is hφjφ0i = ∑y:by=1 jαx,yj2−∑y:by=0 jαx,yj2,
which equals 2ρM (x)− 1.
At the end, N outputs 1 (i.e., accept) if it observes exactly the initial con-
guration; otherwise, N outputs 0 (i.e., reject). Note that the acceptance prob-
ability of N is exactly hN(jφi)jN(jφ0i)i. Since N preserves the inner product,
we have hN(jφi)jN(jφ0i)i = hφjφ0i = 2ρM (x) − 1.
Now we are ready to prove Theorem 2.
Proof of Theorem 2. Let f be in GapQP and M a polynomial-time, well-
formed QTM such that f(x) = 2ρM (x)−1 for all x. It follows from Gap Squaring
Lemma that there exists a polynomial-time, well-formed QTM N that halts in
a nal superposition in which the squared magnitude of the amplitude of jxij1i
is (2ρM (x)− 1)2, which clearly equals f2(x).
4.2 Approximation of Quantum Gap Functions. Quantum gap func-
tions are closely related to their classical counterpart: gap functions [8]. The
following proposition shows the close relationship between GapQP and GapP.
Let sign(a) be 0, 1, and −1 if a = 0, a > 0, and a < 0, respectively.
Theorem 3. 1. For every f 2 GapQPC, there exists a function g 2 GapP
such that, for every x, f(x) = 0 iff g(x) = 0.
2. For every f 2 GapQP and every polynomial q, there exist two functions
k 2 GapP and ` 2 FP such that
∣∣∣f(x)− k(x)`(1|x|) ∣∣∣  2−q(jxj) for all x.
3. For every f 2 GapQPA\R, there exists a function g 2 GapP such that
sign(f(x)) = sign(g(x)) for all x.
4. For every f 2 GapQPQ, there exist two functions k 2 GapP and ` 2 FP
such that f(x) = k(x)
`(1|x|) for all x.
To show the theorem, we need the following lemma. For a QTM M , let
ampM (x, C) denote the amplitude of conguration C of M on input x in a nal
superposition. The (complex) conjugate of M is the QTM M dened exactly
as M except that its time-evolution matrix is the complex conjugate of the
time-evolution matrix of M .
Lemma 4. Let M be a well-formed, synchronous, stationary QTM in normal
form with running time T (x) on input x. There exists a well-formed QTM N such
that, for every x, (1) N halts in time O(T (x)) with one symbol from f0, 1, ?g in its
output tape; (2)
∑
C2D1x ampN (x, C) = ρM (x); and (3)
∑
C2D0x ampN (x, C) =
1 − ρM (x), where Dix is the set of all final configurations, of M on x, whose
output tape consists only of symbol i 2 f0, 1g.
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Proof Sketch. The desired QTM N works as follows. On input x, N simulates
M on input x; when it halts in a nal conguration, N starts another round
of simulation of M in a dierent tape. After N reaches a nal conguration,
we obtain two nal congurations. Then, N (reversibly) checks if both nal
congurations are identical. If not, N outputs symbol \?" and halts. Assume
otherwise. If this unique conguration is an accepting conguration, then N
outputs 1; otherwise, it outputs 0.
Proof of Theorem 3. (1) First we note from [15] that, for every g 2 #QPC,
there exists a h 2 GapP such that, for every x, g(x) = 0 i h(x) = 0.
Let f be any function in GapQPC. By Squared Function Theorem, f
2 be-
longs to #QPC. Thus, there exists a h 2 GapP such that, for every x, f2(x) = 0
i h(x) = 0. It immediately follows that f(x) = 0 i h(x) = 0.
(2) Let f 2 GapQP. By Lemma 4, it follows that there exists a polynomial-
time, well-formed QTM M such that f(x) equals
∑
C2D1x ampM (x, C)
−∑C2D0x ampM (x, C), where Dix is dened in Lemma 4. Let r be a polyno-
mial that bounds the running time of M and also satises jD0x [D1xj  2r(jxj).
Let x be any string of length n. Let `(x) = 22r(n)+q(n)+1 and g(x, C) =
ampM (x, C). Assume rst that there exists a GapQP-function ~g such that
jg(x, C)− g˜(x,C)`(1n) j  2−r(n)−q(n)−1, which implies
∣∣∣∑C2Dix g(x, C) −∑C2Dix g˜(x,C)`(1n) ∣∣∣
 2r(n)  2−r(n)−q(n)−1 = 2−q(n)−1 for each i 2 f0, 1g. The desired GapQP-





To complete the proof, we show the existence of such ~g. Note that every ampli-
tude of the transition function of M is approximated by a polynomial-time TM.
By simulating such a machine in polynomial time, we can get a 2r(n)+ q(n)+ 1
bit approximation of the corresponding amplitude to within 2−2r(n)−q(n)−1 so
that, for every computation path P of M on input x, we can compute the approx-
imation ~ρP of the amplitude ρP of path P to within 2−r(n)−q(n)−1. Let h(x, P )
be the integer satisfying h(x, P ) = `(1n)j~ρP j. Set ~g(x, C) =
∑
P2Px,C h(x, P ),
where Px,C is the collection of all paths of M on x that lead to conguration C.
(3) This follows by a modication of the proof of Lemma 6.8 in [1].
(4) In the proof of (2), since M has Q-amplitudes, we can exactly compute
the amplitude ρP of path P and thus, we have h(x, P ) = `(1n)jρP j. Therefore,
f(x) = k(x)`(1n) . See also Theorem 3.1 in [11].
5 Quantum Complexity Classes
Using the values of quantum functions, we can introduce a variety of quantum
complexity classes. As in the previous sections, when K = ~C, we drop script K.
5.1 GapQP-Definable Complexity Classes. What is the common feature
of known quantum complexity classes? Bernstein and Vazirani [4] introduced
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EQPK (exact QP) as the collections of sets S such that an FQPK-function f
satises f(x) = S(x) for all x. Similarly, BQPK (bounded-error QP) is dened
by an FBQPK-function instead of an FQPK-function. Adleman et al.[1] intro-
duced NQPK (nondeterministic QP), which is dened as the collection of sets S
such that there exists a #QPK-function f satisfying that, for every x, S(x) = 1
i f(x) > 0. By a simple observation, EQPK , BQPK , and NQPK can be all
characterized in terms of GapQPK-functions.
We introduce a general notion of GapQP-definability in similar spirit that
Fenner et al.[8] dened Gap-denability.
Definition 7. A complexity class C is GapQPK-denable if there exist a pair
of disjoint sets A, R  Σ  [0, 1] such that, for any S, S 2 C iff there exists an
f 2 GapQPK satisfying that, for every x, (i) x 2 S implies (x, f(x)) 2 A and
(ii) x 62 S implies (x, f(x)) 2 R. We write GapQPK(A, R) to denote this C.
Proposition 2. EQPK , BQPK , and NQPK are all GapQPK -definable.
An immediate challenge is to prove or disprove that the following quantum
complexity class is GapQP-denable: WQPK (wide QP), the collection of sets A
such that there exist an f 2 #QPK and a g 2 FQPK with range(g)  (0, 1]\Q
satisfying f(x) = A(x)  g(x) for every x. Notice that we can replace #QPK by
GapQPK . By denition, EQPK  WQPK  NQPK .
5.2 Sets with Low Information. Let C be a relativizable complexity class.
Consider a set A satisfying CA = C. Apparently, this set A has low information
since it does not help the class C gain more power. Such a set is called a low set
for C. Let low-C denote the collection of all low sets for C.
Obviously, low-EQP = EQP. Moreover, since BQPBQP = BQP [3], we
obtain low-BQP = BQP. However, low-NQP does not appear to coincide with
NQP since EQP  low-NQP  NQP \ co-NQP. Thus, if NQP 6= co-NQP,
then low-NQP 6= NQP.
The following proposition is almost trivial with the fact that f0,1g  K.
Proposition 3. EQPK = low-#QPK = low-GapQPK .
5.3 Quantum Complexity Classes beyond BQP. We briefly discuss a
few quantum complexity classes beyond BQP.
We rst note that any BQP set enjoys the amplification property: for every
polynomial p, there exists a #QP-function f such that, for every x, if x 2 A then
f(x)  1 − 2−p(jxj), and otherwise 0  f(x)  2−p(jxj) [3]. Let AQPK (ampli-
ed QP) be dened similarly by replacing #QP with GapQPK . By denition,
BQP  AQP. Note that if AQP 6= BQP, then GapQP \ [0, 1]Σ∗ 6= #QP.
By Proposition 3, AQPQ remains within AWPP, which is dened in [7].
Another natural class beyond BQP is PQPK (proper QP) dened as
GapQPK(A, A), where A = f(x, r) j r > 0g and A is the complement of A.
Proposition 3, however, yields the coincidence between PQPQ and PP.
It is important to note that AQPC and PQPC are no longer recursive since
BQPC is known to be non-recursive [1].
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6 Computation with Oracle Queries
In this section, we study quantum functions that can access oracle sets. In what
follows, r denotes an arbitrary function from N to N, R a subset of NN, and A a
subset of Σ.
6.1 Adaptive and Nonadaptive Queries. We begin with the formal de-
nitions.
Definition 8. A function f is in FQPA[r] if there exists a polynomial-time,
well-formed, oracle QTM M such that, for every x, M on input x computes
f(x) using oracle A and makes at most r(jxj) queries on each computation path.
The class FQPA[R] is the union of such sets FQPA[r] over all r 2 R.
Note that, when R = NN, FQPA[R] coincides with FQPA.
Proposition 4. Let C be a complexity class that is closed under union, comple-
ment, and polynomial-time conjunctive reducibility. If f 2 #QPC then λx. f(x)
2p(|x|) 2
#QPC[1] for a certain polynomial p.
Proof Sketch. Assume that a given QTM M is of \canonical form"; that is,
there exists a polynomial p such that M makes p(n) queries of length p(n) on
every computation path for n the length of input [14]. Consider the following
quantum algorithm. First guess future oracle answers faig1ip(n) and start the
simulation of M using faig1ip(n) to answer actual queries fwig1ip(n). When
M accepts the input, make a single query hw1,    , wp(n), a1,    , ap(n)i to oracle
and verify the correctness of faig1ip(n).
Next, we introduce quantum functions that make nonadaptive (or parallel)
queries to oracles. The functions in Denition 8, on the contrary, make adaptive
(or sequential) queries.
Definition 9. The class FQPA[r]k is the subset of FQP
A[r] with the extra condi-
tion that, on each computation path p, just before M enters a pre-query state for
the first time, it completes a query list? ? ?—a list of all query words (separated
by a special separator in a distinguished tape) that are possiblyy queried on path
p. The notation FQPA[R]k denotes the union of FQP
A[r]
k over all r 2 R.
A similar constraint gives rise to FBQPA[R]k , #QP
A[R]
k , and GapQP
A[R]
k .
The proof of Theorem 1 implies that FQPA[2]k 6 #TIME(o(2n))A relative
to a certain oracle A.
? ? ? When we say a “query list”, we refer to the list completed just before the first query.
This query list may be altered afterward to interfere with other computation paths
having different query lists.
† All the words in the query list may not be queried but any word that is queried must
be in the query list.
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Proposition 5. FQPA[r]  FQPA[r2r]k for any function r in O(log n).
Proof. Let f 2 FQPA[r] and assume that a polynomial-time, well-formed QTM
M witnesses f with at most r(jxj) queries to A on each computation path on
any input x. Consider the following quantum algorithm.
Let x be any input of length n. We use a binary string a of length r(n).
Initially, we set a = 0r(n). In the kth round, 1  k  2r(n), we simulate M on
input x except that when M makes the ith query, we draw the ith bit of a as its
oracle answer. In case where M makes more than r(n) queries, we automatically
set their oracle answers to be 0. We record all query words in an extra tape. After
M halts, we increment a lexicographically by one. After 2r(n) rounds, we have a
query list of size at most r(n)2r(n). We then simulate M again with using oracle
A. This last procedure preserves the original quantum interference. Therefore,
f 2 FQPA[r2r]k .
In particular, we have FQPNQP[O(log n)]  FQPNQPk , which is analogous to
FPNP[O(log n)]  FPNPk . It is open, however, whether FQPA[2
r]
k  FQPA[r].
6.2 Separation Result. We show the existence of a set A that separates
#QPA from #QPAk . For a string y and a superposition jφi of congurations,
let qy(jφi) denote the query magnitude [3]; that is, the sum of squared magnitudes
in jφi of congurations which has a pre-query state and query word y.
Theorem 4. There exists a set A such that #QPA \ f0, 1gΣ∗ 6 #QPAk .
Proof. Dene fA(x) = 2−jxj  jfy 2 Σjxj j A(x  yA) = 1gj for x 2 Σ and
A  Σ, where yA = A(y0jyj)A(y0jyj−11)A(y0jyj−211)   A(y1jyj). We call a set
A good at n if, for any pair y, y0 2 Σn, jyj = jy0j implies yA = y0A; A is good if A
is good at every n. It follows that, for any good A, fA 2 #QPA \ f0, 1gΣ∗.
We want to construct a good set A such that fA 62 #QPAk . Let fMigi2N
and fpigi2N be two enumerations of polynomial-time, well-formed QTMs and
polynomials such that each Mi halts in time pi(n) on all inputs of length n. We
build by stages a series of disjoint sets fAigi2N and then dene A =
⋃
i2N Ai.
For convenience, set A−1 = . Consider stage i. Let ni be the minimal integer
such that ni−1 < ni and 8pi(ni)4 < 2ni . It suces to show the existence of a set
Ai  Σ2ni [Σ2ni+1 such that Ai is good at ni and Ai(0ni  yAi) 6= ρMAii (0
ni).
For readability, we omit subscript i in what follows. To draw a contradiction,
we assume otherwise. Let jφji be the superposition of M on input 0n at time j.
For each y 2 Σn, let ~qy be the sum of squared magnitudes in any superposition
of M ’s congurations whose query list contains word y. Let S be the set of all
y 2 Σn such that M on input 0n queries 0ny. In general, ∑y2S ~qy  p(n)2 since
the size of each query list is at most p(n). By our assumption, however, jSj = 2n.
Let y be any string in S and x A such that y = yA. Moreover, let Ay be A
except that Ay(0ny) = 1−A(0ny). It follows by our assumption that ρMA(0n) =
1− ρMAy (0n). By Theorem 3.3 in [3], since jρMA(0n)− ρMAy (0n)j = 1, we have
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∑p(n)−1
j=1 qy(jφji)  18p(n) . Since
∑p(n)−1
j=1 qy(jφji)  ~qy p(n), we have ~qy  18p(n)2 .
This immediately draws the conclusion that jSj  8p(n)4, a contradiction.
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