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Abstract 
This thesis discusses .automatic classification for Chinese documents. An el-
egant classification algorithm is proposed — the ACTION, which stands for 
Automatic Chinese Text classificatlON. The design objectives of this algorithm 
are: 
1，To achieve an appropriate balance between specificity and exhaustivity^ 
which are important design perspectives of automatic classification algo-
rithms. These two factors are critical in attaining the right level of recall 
and precision. Recall and precision are metrics for measuring the quality 
of retrieved information from an Information Retrieval System (IRS). 
2. To simplify retrieval operations so that users may find the querying inter-
face user-friendly. In particular, users should not be expected to possess 
specific knowledge about the topical domain in which they seek for infor-
mation. 
The traditional approach of representing and organizing documents in a full-
text database is by indexing. Indexes are merely a flat list of entry points which 
point to the documents stored in the database. With the indexing approach, 
the organization and association within the document database are intrinsically 
weak. An alternative approach that the ACTION algorithm takes is automatic 
document classification. This approach attempts to cluster documents of similar 
topical domains together. In particular, ACTION takes into account the logical 
relationships between classes and subclasses. 
i 
ACTION and indexing represent two different perspectives on document rep-
resentation and organization in the document database. With indexing, efforts 
are being put in the retrieval phase to compensate for the intrinsic weakness in 
the organization and association. With classification, efforts are being put in 
the classification phase to strengthen the organization and association, so that 
querying is simplified, improved, more efficient, and more user-friendly. 
Two of the important issues of the classification approach are the design 
and the specification of classification schemes. One of the critical aspects of 
our research is the study of classification schemes commonly used in libraries. 
Besides, we have visited several local news agencies, including the Wen Wei 
Pao 報)，the Sing Tao (星島)，and the Ming Pao (明報)，to study their 
classification schemes for Chinese news articles. 
In this thesis, a classification system model is presented. The system model 
allows systematic description and analysis of the ACTION algorithm. Four 
classification rules which attempt to achieve the appropriate balance between 
specificity and exhaustivity are proposed. These classification rules serve as de-
sign guidelines for the ACTION algorithm. Central to tlie ACTION algorithm is 
a set of definitions for measuring numerically the appropriateness of a particular 
classification. Furthermore, a novel method, which makes use of classification 
schemes as a bridge between classification and retrieval for achieving exhaustiv-
ity and user-friendliness is proposed. This approach has not been considered by 
other automatic classification algorithms. 
To prove the applicability of the ACTION algorithm, we use more than 360 
news articles to test the algorithm. They are real news articles that appeared 
in the Wen Wei Pao ( S f i 報 ) . B y reviewing in detail the classification of some 
sample news articles, we find some important issues that have drawn very little, 
if any, concern in existing automatic classification literatures. We illustrate how 
the ACTION algorithm handles such issues successfully. 
ii 
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Everybody knows that we are now in an "information society" [1] [2] [5]. The 
amount of information grows In an enormous rate. The use of computing and 
communication technology for acquiring, storing, transforming, transmitting, 
and disseminating information is not only desirable but also unavoidable. In 
fact, information resources are recognized to be as important as human and 
capital resources. 
Chinese is one of the six authorized working languages of the United Nations. 
It is estimated that at least 36% of the world's population are using Chinese as 
their mother language [11]. Many research and development efforts are now 
being devoted to Chinese Information Processing (CIP), especially in China, 
Taiwan, Singapore and Hong Kong [11]. There are many different issues in 
CIP, for example, word segmentation, automatic indexing, automatic document 
classification, information retrieval, automatic translation, automatic abstract 
composition, syntactic and semantic analysis, and thesaurus composition and 
maintenance. However, the nature of the Chinese language makes CIP a very 
difficult and challenging research area [11] [16]. 
Among the diverse areas of CIP, Information Retrieval Systems (IRS), es-
pecially full-text IRS, are receiving growing interest because of their ability to 
search for the desired information from a huge reservoir of information [1] [2] [7]. 
The success of a full-text IRS depends on many factors, such, as the acquisition 
1 
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of the appropriate information to be stored, the organization and ihe association 
of the information in the database, the design of the user interface，the query 
language, the retrieval mechanism, and the flexibility and simplicity in system 
administration. 
The traditional way of representing and organizing documents in a large 
full-text database is by indexing [1] [2] [8] [9] [10]. Despite its popularity, the 
indexing approach suffers from the following weaknesses. With the indexing 
method, the database stores no knowledge about the relationships between the 
indexes. Indexes are merely a flat list of entry points which point to the stored 
documents. In other words, the organization and the association within the 
document database are intrinsically weak. To resolve this weakness, efforts are 
being put in the query language and its interpretation. However, regardless of 
these efforts, the indexing approach suffers from two basic problems. 
1. The retrieval query language is often very complex. In particular，a query 
statement may be unnecessarily lengthy. The indexing approach makes 
some unnecessary hindrance to the users and the IRS appears to be difficult 
to use and not user-friendly enough. 
2. Regardless of how much effort is being put to improve the querying mech-
anism in the indexing approach, the retrieval performance may not be as 
good as if the information in the database were well organized and highly 
associated. 
This results in the classification approach to document representation and orga-
nisation [1] [2] [11] [17] [18]. Automatic classification attempts to cluster docu-
ments of similar topical domains together. With automatic classification, efforts 
are being put in the classification phase during database setup to strengthen the 
organization and association in the document database. 
ACTION and indexing represent two different perspectives on document rep-
resentation and organization in the document database. With indexing, efforts 
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are being put in the retrieval phase to compensate for the intrinsic weakness in 
the organization and association. With classification, efforts are being put in 
the classification phase to strengthen the organization and association, so that 
querying is simplified, improved, more efficient, and more user-friendly. How-
ever, automatic document classification, especially for Chinese documents, is 
still in its infancy [11]. 
An important issue of the classification approach is the design and the speci-
fication of the valid classes to which documents can be classified. This is called a 
classification scheme. The classification approach to materials cataloguing has 
a long history in Library Science. Therefore, one of the critical steps of our 
research on automatic classification is the study of classification schemes com-
monly used in libraries. Besides, we have visited several local news agencies, 
including the Wen Wei Pao 報)， the Sing Tao (星島)，and the Ming Pao 
(明幸辰)，to study their classification schemes for -Chinese news articles. 
This research addresses the issues of automatic classification of Chinese doc-
uments. We attempt to develop an automatic classification algorithm with the 
following objectives: 
1, To achieve an appropriate balance between specificity and exhaustivity, 
which are important classification algorithms design perspectives. These 
two factors are important in attaining the right level of recall and preci-
sion [1] [2], Recall and precision are metrics for measuring the quality of 
retrieved information from an IRS. In brief, recall is the degree by which 
all the relevant information ill the database being retrieved in response to 
a user query. Precision is the percentage of retrieved documents that are 
considered relevant to the user query. 
2. To simplify retrieval operations so that users may find the querying inter-
face user-friendly. In particular, users should not be expected to possess 
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specific knowledge about the topical domain in which they seek for infor-
mation. 
The result of this research work is an elegant automatic classification algorithm 
called ACTION. 
ACTION — "Automatic Chinese Text classificatlON" 
Besides being an abbreviation and its explicit meaning as a classification algo-
rithm, "ACTION" also carries the implicit meaning that we take an experimen-
tal approach to the study of text classification. In other words, the ACTION 
algorithm has been implemented and a large set of real Chinese documents are 
subjected to the application of the ACTION algorithm. This is a vital step in 
proving the validity and the applicability of the ACTION algorithm. 
The rest of the thesis is organized as follows. Chapter 2 is a discussion on 
Chinese Information Processing. In particular, three selected topics are dis-
cussed in certain detail — Chinese word segmentation, automatic indexing, and 
information retrieval systems. Chapter 3 presents a survey on different classi-
fication schemes. It includes a detailed discussion on the classification systems 
commonly used in libraries. It also discusses classification schemes used by some 
local news agencies. Chapter 4 presents the automatic classification algorithm 
that we propose — the ACTION. In order to facilitate formal and systematic 
description and analysis of the algorithm, we propose a system model for clas-
sification. We then define four classification rules for governing the design of 
ACTION. Central to the algorithm is a set of rules for measuring the appropri-
a t e n e s s o f a Particular classification decision. Chapter 5 presents some statistical 
results obtained by applying the ACTION algorithm to more than 360 sample 
Chinese news articles collected from the Wen Wei Pao (3®報) .These articles 
cover a wide area of different topical domains and are of varying sizes. The use 
of such a diverse and real set of news articles ensures fair and extensive testing 
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of the ACTION algorithm. By reviewing in detail the classification of some sam-
ple news articles, we find some important issues that have drawn very little, if 
any, concern in existing automatic classification literatures. A list of the elegant 
and advantageous characteristics of the ACTION algorithm as compared to the 
automatic indexing approach is presented. Chapter 6 is the conclusion. 
Chapter 2 
Chinese Information Processing 
Everybody knows that we are now in an "information society". The amount 
of information grows in an enormous rate. The use of computing and com-
munication technology for acquiring, storing, transforming, transmitting, and 
disseminating information is of utmost importance to the modern society. In 
fact, information resources are recognized as important as human and capital 
resources. In face of the tremendous amount of information, the use of comput-
ers for storing and retrieving relevant information is especially important. 
Information Processing means the use of computers for receiving, storing, 
transforming, transmitting, and disseminating information such as text, picto-
rial information, and sound. Information processing for western languages has 
a long history. The use of computing technology for processing Chinese infor-
mation is, however, still in its infancy [11]. The nature of the Chinese language 
makes Chinese Information Processing (CIP) a very difficult task. Nevertheless, 
Chinese is one of the six authorized working languages of the United Nations. 
It is estimated that at least 36% of the world's population are using Chinese as 
their mother language. Undoubtedly, the research and development of Chinese 
information processing is extremely important.. 
There are many different aspects in the area of CIP, for example, word seg-
mentation, automatic indexing, automatic classification, information retrieval, 
automatic translation, automatic abstract composition, syntactic and semantic 
. 6 
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analysis, and thesaurus composition and maintenance. 
In this chapter, we discuss three particular aspects of CIP, including word 
segmentation, automatic indexing, and Information Retrieval Systems (IRS). In 
brief, word segmentation is the identification of individual words from a Chi-
nese text. Automatic indexing is the selection of index terms for representing 
a document. Both indexing and classification are mechanisms that facilitate 
the efficient and effective retrieval of documents. Information retrieval systems 
are associated with the systematic organization and efficient retrieval of docu-
ments in response to a user query. These three issues are closely related to each 
other. They set into a larger framework of representing, organizing, storing and 
retrieving information. 
2.1 Chinese Word Segmentation 
In Chinese, characters ( e . g . 我 ) a r e the simplest linguistic units. Chinese 
characters are grouped to form words (e.g.我們)which are the basic syntactic 
and semantic units [16] ‘ The relationship between characters and words in 
Chinese is, somehow, similar to that between alphabets (A-Z) and words in 
English. In syllable-based languages such as English, words are separated with 
delimiters such as blank space and punctuation marks. However, in Chinese， 
there is no delimiter separating words in a sentence except punctuation marks. 
Instead, a number of words will be placed consecutively to form a sentence. This 
is one of the major differences between Chinese and syllable-based languages. 
An example Chinese sentence is shown below. 
A Chinese Sentence: 
昨 天 我 作 _ , 今 天 我 痛 裸 ， m ^ M m m . 
As words are the basic syntactic and semantic units in Chinese, the first step 
in any kind of Chinese language processing tasks is to identify the boundaries 
between words in a sentence. This is called word segmentation. All other steps 
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in Chinese language processing tasks, such as document indexing, document 
classification, and machine translation, largely depend on the results of word 
segmentation. Therefore, a practical word segmentation algorithm which can 
produce accurate results is essential for Chinese information processing. How-
ever, the consecutive nature of Chinese makes word segmentation a difficult task. 
The following is an example illustrating word segmentation of a simple Chinese 
sentence. 
Sentence to be segmented: 
今 天 我 舰 織 
Output after word segmentation: 
今天 我們 吃 . 麟 
Next we have a brief discussion on three different Chinese word segmentation 
methods — statistical, probabilistic, and linguistic methods. 
2.1.1 Statistical Method 
With the statistical method, a large collection of text is analyzed and statistical 
data about the habit of word usage is collected. The collection of text is called 
a corpus. To ensure the validity of the statistical data, a corpus often contains 
millions of characters. 
The statistics to be collected include occurrence frequencies of characters and 
strings. The occurrence frequencies reflect the probability of a certain character 
string being considered as a word. Sproat [3] used the following expression to 
define the association between two characters a and b. 
A ( a b ) = l o a fW/N 
K ) _ 92f(a)/N^f(b)/N 
where f(a) and /(6) are the occurrence frequencies of character a and b respec-
tively in the corpus; f(ab) Is the occurrence frequency of the character sequence 
ab•’ a n d N i s t h e s i z e o f the corpus. The higher the association value A(ab), the 
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higher the chance that the string ab is a Chinese word. In Sproat's algorithm, 
for a given character string, the substring with the highest association value is 
identified as a word. Then the remaining substrings are processed in the same 
way until all the words are identified. According to Sproat's experiment, the 
accuracy attained is around 95%. 
2.1.2 Probabilistic Method 
Sun [4] described a tagging-based first-order Markov model for word segmenta-
tion. In his approach, occurrence frequencies of both words and syntactic tags 
(parts of speech) are collected from the corpus. To segment a sentence, all the 
possible segmentation alternatives are first identified by applying a basic seg-
mentation method such as Sproat's algorithm. Every word in each segmentation 
alternative is then assigned its syntactic tags. Note that one word can be with 
two or more syntactic tags. All the possible combinations of syntactic tags in 
each segmentation alternative are considered using the first-order Markov model 
and the most likely combination is identified. For example, for the following seg-
mentation alternative S:. 
S W2, W3,...…，Wn，where Wi is the ith word in S. 
Then, we assume a possible combination TS of syntactic tags of S as follows. 
TS = TWU TW2, TW3,……,TWni 
where TWi is the syntactic tag of ith word in S. The probability P(S) of S being 
a correct segmentation is as follows. 
P(S) = P(T^) * P(TW2\TW1) * P(TW3\TW2)...... * P^Wn.^TWn) 
where P(TWi) is the probability of a syntactic tag TWi occurring in a text, 
and P{TWi+i\TWi) is the conditional probability of a syntactic tag TWi+1 oc-
curring in a text given that TWi is immediately before it. Such probabilities 
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can be collected in a corpus. The correct segmentation result is taken to be 
the segmentation alternative with the highest P(S) value. According to Sun's 
experiment, the accuracy attained is around 99.7%. 
2.1.3 Linguistic Method 
Syntactic and semantic analysis can be applied to a set of segmentation al-
ternatives to determine which one is the most likely correct. For example, in 
Yell's approach [6], all the possible words found in a character string will be 
first identified by matching them with the entries in a word dictionary. Am-
biguity resolution rules are then applied to eliminate some illegal segmentation 
alternatives. As In the probabilistic method, the probability of being a correct 
segmentation is calculated for each segmentation alternative. The segmentation 
alternatives are stored in a prioritized list according to the probability value. 
Segmentation alternatives are then taken from this prioritized list one by one 
for syntactic and semantic analysis until a legal one is found. According to Yeh's 
experiment, the accuracy attained is over 99%. 
2.2 Automatic Indexing 
Both indexing and classification are mechanisms for facilitating the efficient and 
effective retrieval 1 of documents in an IRS. (Refer to section 2.3.) Indexing 
has been described as an activity involving two separate steps, namely, content 
analysis of the document to be indexed and the selection of terms as labels for 
t h e document [1] [2]. Both steps require intellectual effort on the part of the in-
d e x e r ' t h u s m a k l n g indexing an expensive and time-consummg operation. Over 
the last three decades, various attempts have been made to reduce one or both 
of these steps to algorithmic procedures [7] [8] [9] [10]. Any indexing method 
automating any one or both steps is considered automatic indexing. There are 
l R e f e r t o s e c t i o n 4.1 虹 metrics to measure retrieval performance. 
SMMMMimTlBTWIHIMW—l"•睡••_• 
Chapter 2 Chinese Information Processing ^ 
several automatic indexing methods — KWIC (keywords in context) indexing, 
citation indexing, indexing based on statistical principles, and probabilistic in-
dexing. We describe title indexing, free-text searching, and citation indexing in 
the following subsections. 
2.2.1 Title Indexing 
Title indexing is a kind of KWIC indexing approach [2] [11]. The underlying 
premise of this indexing algorithm is that title words are sufficient to indicate 
the information content of an article, and that the individual words presented 
within the context of the title help to define its true meaning. Each content-
bearing word (those words except the, of, and, from, etc.) is used as an index 
to the article. This method of indexing requires no intellectual content analysis 
and no predefined indexing scheme is necessary. 
The advantage of this method is that extracting content-bearing keywords 
from the title is easy. The major drawback is that title words often do not reflect 
all the concepts covered in an article. This severely limits the practical value of 
this method. Furthermore, for a collection of documents, the number of indexes 
maintained in the whole document database may be very large. This represents 
a significant amount of maintenance and storage overhead. 
2.2.2 Free-Text Searching 
Free-text searching, another KWIC approach, can be considered as an extension 
to title indexing. Instead of indexing only on the title, all content-bearing words 
in the entire text are used as index terms for the article. Again no intelligent 
content analysis is necessary. 
This method does not distinguish the relative significance among the key-
words. Therefore a document is indexed with a large number of indexes, some of 
which are closely related to the specific topic of the document; some of which are 
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only marginally relevant or even irrelevant. Conversely, an index term may point 
to a large collection of documents of varying degree of relevance. Therefore, for 
a particular retrieval query, a large retrieval set 2 which contains documents of 
varying relevance will be returned. The size of the retrieval set may be over-
whelming for the users. This also implies a lack of precision. As with title 
indexing, the overhead in maintaining and storing the large number of indexes 
in the database is significant. In fact, the number of indexes is expected to be 
much larger than that of title indexing. 
2.2.3 Citation Indexing 
Citation indexing is wholly independent of the subjective content of an article 
[2] [10]. Unlike the semantic approach (such as free-text searching), articles are 
represented by other articles, namely, through their references and citations. 
Since most documents are cited for their subject relatedness, references and 
citations can be considered content identifiers which reflect the content of the 
article. 
During retrieval, every bibliographic reference contained in a document acts 
as an access point for those documents in which the bibliographic reference 
appears. That is, a user specifies a document as his/her search key. All ar-
ticles with the specified document contained in the bibliographic reference are 
retrieved. The problems of citation indexing include: 
1. Cited references are not equal in their degree of relevance to the citing arti-
cle. Various attempts have been made to isolate those citations which are 
considered more relevant to the citing article. However, practical solution 
has not been found [4]; 
2A retrieval set is the set of documents retuned by the IRS in response to an user query. 
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2. The information requester must be able to identify an article relevant to 
the subject sought. Otherwise, he/she can specify no search key for his/her 
query. This poses a hindrance on the part of the users, especially when 
the users have no in-depth knowledge of the area he seeks for. 
Note that news articles do not have citations and citation indexing is thus not 
applicable to news article indexing. 
2,3 Information Retrieval Systems 
Today, with the advent of both hardware and software technology, IRS storing 
complete text of documents are becoming more and more popular [1] [2] [11]. 
The discussion in this section is focused on full-text IRS. The large number of 
text records in a text database poses a major problem in the retrieval (user 
query) process. To locate the relevant text information within a large database, 
the specification of some properties or attributes of the desired information in a 
query is needed. Meanwhile, the text information has to be organized in a way 
that searching can be facilitated. The central problem of a full text IRS is how 
to match, compare, or relate a user's information request (query) with the text 
stored in the database. Thus, the organization of the text records should allow 
easy association with the desired properties specified in a query. The aim of the 
organization is for the purpose of expediting retrieval of relevant information. 
In other words, the central problem of a full text IRS is how to represent a 
document's content, that is, how to index a document so that user queries are 
responded efficiently and appropriately. 
2.3.1 Users，Assessment of IRS 
Like any computing system, the satisfaction of its users is very important to the 
success of an IRS. We can list out three different ways by which users can assess 
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a particular IRS. 
2.3.1.1 Quality of Retrieval Results 
As the primary objective of an IRS is to satisfy the information needs of its users, 
a retrieval operation should return all the information stored in the database 
which is relevant to the users' information needs as specified by the users' query. 
The two most common metrics for assessing the quality of retrieval results are 
recall and precision. These two metrics are explained in detail in chapter 4 (Refer 
to page 38.) In brief, recall is the degree by which all the relevant information 
in the database being retrieved in response to a user query; and precision is the 
percentage of articles contained in the retrieval set that are considered relevant 
to the user query. The quality of retrieval results is affected by two factors. 
1. Quality of the stored information — 
the amount of information stored in the database which are related to the 
users' information needs; 
2. Quality of the retrieval mechanism — 
the ability of the retrieval mechanism in locating and returning the infor-
mation stored in the database which are related to the users' information 
needs. 
2.3.1.2 Speed of Retrieval 
Speed of retrieval -is largely affected by the organization of information in the 
database and by the retrieval mechanism. As the size of the database increases, 
the systematic organization of the stored information becomes more important. 
The organization of the information should facilitate efficient and fast retrieval 
of relevant information in response to a user query. The two approaches to the 
organization of information in an IRS are indexing and classification. 
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• With indexing, index terms are used as representatives to a particular 
piece of information. Thus, an index serves as an entry point to all the 
documents represented by that index. The system has no knowledge about 
the index terms and assumes no relationship among them. 
• With classification, all the information having common characteristics or 
attributes are classified under the same class. A particular piece of infor-
mation may be classified under different classes. The system possesses and 
maintains the relationships among different classes. 
2.3.1.3 User Interface 
User interface of an IRS concerns about (1) the way users specify their queries; 
and (2) the way the retrieval results are presented to the users. Since our 
primary interest is full-text IRS, and because there is not much variation for the 
presentation of a text, we will not discuss retrieval results presentation anymore. 
The most common way for users to specify their is by a boolean expression which 
is composed of some keywords and specifiers, such as authors, publishers, and 
years. Currently, researchers are working towards natural language dialogs for 
specifying a retrieval query. However, this is far from successful [1] [2] [11]. 
2.4 Concluding Remarks 
In this chapter, we have discussed three particular aspects of Chinese Informa-
tion Processing, namely, word segmentation, automatic Indexixxg, and Informa-
tion Retrieval Systems. These three issues are closely related to each other. 
They set into a larger framework of representing, organizing, storing and re-
trieving information. Starting on the next chapter, we focus on the issues of 
automatic classification. 
Chapter 3 
Survey on Classification 
The purpose of classification is to bring materials and readers together. The 
twin ideals are that every reader should find the information, inspiration, or 
pleasure he/she needs，and that the resources of the library should be fully 
utilized. “Every reader his book, every book its reader.n as Ranganathan puts 
it [12]. Classification facilitates access to library materials by arranging them 
systematically by their subjects. To classify library materials means to group 
together works that have common characteristics and to separate from them 
works that do not .have these characteristics. 
In arranging books and other materials on shelves, classification systems are 
used for tlie organization of catalogs, bibliographies, and indexes. They may be 
used to identify not only books, but also part of books, reports, news articles, and 
even minute bits of information. There are many widely accepted classification 
systems used in libraries，for example, the Dewey Decimal Classification, and 
the Library of Congress Classification. An individual library can also develop its 
own systems of subject classification to fit the requirements of its own collections 
or to satisfy the special needs of its users. Many libraries did this in the past. 
In this chapter, a survey on classification systems commonly used in libraries 
is presented. A survey of classification schemes used by some local news agen-
cies is also presented. The latter is collected by site interviews with the news 
agencies, including Wen Wei Pao (：®報),Sing Tao (Sf t ) , and Ming Pao (明報)• 
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3.1 Text Classification 
Text classification involves two steps: 
1. content analysis of the text to be classified 
2. assignment of the text to a particular class or classes 
Traditionally, classification is done by human classifiers,, assuming no knowledge 
of the users or their retrieval interests. This is summarized by Meadow [1]. 
"...The records of a (IRS) database are created and assembled without 
knowledge of exactly who will read them, or under what circumstances. 
” 
Manual classification is thus by a large extent representing an estimation of 
user interest and the subjective opinion of the human classifiers. It is therefore 
difficult to assess the appropriateness of a specific classification. Other problems 
of human classification include: different classifiers tend not to classify a text 
under the same class; and the same classifier tends not to classify the same text 
under the same class over a period of time [2], Manual classification is also 
expensive and time-consuming. 
We refer to the subjects/classes that a text can be classified to as the clas-
sification schemes; and the rules and steps for classification as the classification 
algorithm. Classification schemes and algorithms together are known as classi-
fication methods. 
In brief, a classification scheme contains a set of valid classes/subjects to 
which a text can be classified to. A class in a classification scheme is also 
referred to as a predefined keyword (or simply keyword). Details of the term 
predefined keyword will be discussed in Chapter 4. 
1 o 
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3.2 Survey on Classification Schemes 
Classification scheme is an essential component of a classification method. It 
defines the classes and subclasses into which a text article can be classified. This 
section presents a survey on different classification schemes used in library sci-
ence and by some local news agencies. The information about the classification 
schemes used by the local news agencies are collected by site interviews with the 
news agencies, including Wen Wei Pao (SS報)，Sing Tao (MS), and Ming Pao 
(明報). 
3.2.1 Commonly Used Classification Systems 
As with any other library technique, the purpose of classification is to bring 
library materials and readers together. The twin ideals are that every reader 
should find the information, inspiration, or pleasure he/she needs, and that the 
resources of the library should be fully utilized. Classification facilitates access 
to library materials by arranging them systematically according to subjects. 
To classify library materials means to group together works that have com-
mon characteristics and to separate from them works that do not have these 
characteristics. 
One common characteristic of grouping used by most libraries is the physical 
form: because of differences in shelving, handling, and servicing, librarians usu-
ally separate from each other microfilms, newspapers, sound recordings, music 
scores, and atlases. Rare books are often classified according to the date and the 
place of publication. Another frequent characteristic of division of materials is 
the use to be made of them: reference books, children's books, foreign language 
books, browsing collections, books of current interest all may be set aside in 
separate groups. 
In addition to their use in arranging books and other materials on shelves, 
classification systems are used for the organization of catalogs, bibliographies, 
Chapter S Survey on Classification 19 
and indexes. They may be used to identify not only books, but also parts of 
books, reports, articles in periodicals, and even more minute bits of information. 
An individual library can develop Its own system of subject classification 
to fit the requirements of its own collection or satisfy the special needs of its 
users. Many libraries did this in the past. Some, mostly special libraries, still 
do. Public libraries also frequently organize browsing collections in rather loose 
reader interest groups. 
However, the development of a coordinated plan that will provide system-
atically for the ever-growing multitude of subjects has become a very complex 
task. It requires the intense, integrated efforts of specialists in library science, in 
subject classification, and in the many disciplines and subjects that comprise the 
world of information and learning. For this reason, it is generally more advan-
tageous for libraries to adopt one of the already existing classification systems, 
such as the Dewey Decimal Classification, Bliss's Bibliographic Classification, 
Ranganathan's Colon Classification, the Library of Congress Classification, or 
the University Decimal Classification [13]. 
The use of a recognized system has further advantages. 
1 • The arrangement and notation of each are widely known and understood 
by other librarians and also by laymen. 
2. Some of these systems, most frequently the Dewey Decimal Classification 
and the Library Congress Classification，are applied by centralized services 
to individual works, and this information is made available to subscribing 
institutions* 
The Dewey Decimal Classification is the oldest and most widely used clas-
sification system. In the United States it is used by. a substantial majority 
of libraries, including nearly all public and school libraries. A majority of li-
braries in other English-speaking countries have adopted it. Through transla-
tions into Spanish, French, Norwegian, Hebrew, Thai, and other languages its 
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use is widespread in other countries as welL 
The classification systems briefly reviewed here differ from each other, and 
better known DDC and LC systems, in many ways. In basic theory of the orga-
nization of knowledge, some emphasize the specific subject approach, clustering 
these unitary topics in related sequences, whereas most start from a broad dis-
ciplinary orientation, subdividing hierarchically, so that the various aspects or 
unitary topics become scattered to different parts of the system. 
Some maintain a comparatively pure notation, whereas others use combina-
tions of letters and Arabic numerals, while upper and lower case letters, roman 
numerals, Greek letters, and a variety of arbitrary relational signs and symbols 
appear in still others. 
Classification research, like that in all areas of bibliographic organization, is 
very brisk and busy in the modern world of information science. 
3.2.1.1 Dewey Decimal Classification 
Of modern library classification schemes, the Dewey Decimal Classification (DDC) 
is both the oldest and the most widely used in the United States [13]. It also 
has a substantial following abroad. Such widespread use is a tribute to Melvil 
Dewey, whose original plan was adaptable enough to changes imposed by the 
passage of time. He developed the first draft of his system for arranging books 
at that time. He soon became a leader in American librarianship, helping to 
found both the American Library Association and the first American library 
school at Columbia University. 
Tlie first edition of Dewey's scheme, prepared for the Amherst College Li-
braiy，was issued anonymously in 1876 under the title M Classification and 
她ect Index f°r Cataloguing and Arranging the Books and Pamphlets of a Li-
b r a ry•” r t included schedules to 1,000 divisions numbered from 000 to 999, 
together with a relative index and prefatory matter — a total of forty-four 
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pages. 
The system is called "decimal" because it arranges all knowledge as repre-
sented by library materials into ten broad subject classes numbered from 000 to 
999. Using Arabic numerals for symbols, it is flexible only to the degree that 
numbers can be expanded in linear fashion to cover special aspects of general 
subjects. Theoretically, expansions may continue indefinitely. The more specific 
the work being classified, the longer the number combination will tend to grow. 
The basic concepts of the system are covered in two "official" sources: the 
introduction in volume 1 of the 19th edition, and a manual published by the pub-
lisher of DDC in 1982. The DDC introduction gives detailed explanations of the 
schedules and tables and detailed instructions in classifying and building num-
bers with DDC. The manual repeats basic points from the DDC introduction, 
but most of the volume is devoted to a discussion of the tables and schedules by 
number, pointing out areas of difficulty and explaining what should or should 
not be included in certain numbers. 
Each class from 100 to 999 consists of a group of related disciplines. The 000 
class is reserved for materials too general to fit anywhere else. 
Table 3.1: The Ten Main DDC Classes 
000 Generalities 
100 Philosophy & related disciplines 
200 Religion 
300 Social sciences 
400 Language 
500 Pure sciences 
600 Technology (Applied sciences) 
700 The arts 
800 Literature (Belles-letters) 
900 General geography k history 
Each main class is separated into ten divisions, although a few of these, as 
well as some further subdivisions, may seem to be rather located within the class 
• o o 
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(Table 3.2). 
Table 3.2: The Divisions of a Typical DDC Class 
600-609Technology (Applied sciences) 
610-619 Medical sciences Medicine 
620-629 Engineering and allied operations 
630-639 Agriculture and related technologies 
640-649 Home economics and family living 
650-659 Management and auxiliary services 
660-669 Chemical and related technologies 
670-679 Manufactures 
680-689 Manufacture of products for specific tises 
690-699 Buildings 
As a hierarchical classification, DDC applies the principle of developing dis-
ciplinary and subject relationships sequentially, from the general topic to the 
special/specific subdivision. Within most subdivisions the portion covers gen-
eral works on the given topic as shown in Table 3.3. 
Table 3.3: The Sections of a Typical DDC Division 
610 Medical sciences Medicine 
611 Human anatomy, cytology, tissues 
612 Human physiology 
613 General h personal hygiene 
614 Public health k, related topics 
615 Pharmacology k therapeutics 
616 Diseases 
617 Surgery k related topics 
618 Other branches of medicine 
619 Experimental medicine 
The full schedules present in detail those subjects identified by the primary 
sections as shown in Table 3.4. 
Decimals may of course be, and usually are, further subdivided, although, 
as in the section subdivisions listed above, there are often asymmetric attesting 
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Table 3.4: The Subdivisions of a Typical DDC Section 
612 Human physiology 
612.1 Blood and circulation • 
612.2 Respiration 
612.3 Nutrition 
612.4 Secretion, excretion, related functions 
612.6 Reproduction, development, maturation 
612.7 Motor functions and integument 
612.8 Nervous and sensory functions 
612.9 Regional physiology 
to the fact that the phenomena of the world cannot always be subdivided and 
re-subdivided into groups of ten as shown in Table 3.5. 
Table 3.5: Extended Decimal Subdivision of a DDC Topic 
612 Human physiology 
612,1 Blood and circulation 
612.11 Blood 
612.12 Blood chemistry 
612.13 Blood vessels and vascular circulation 
612.14 Blood pressure 
612.17 Heart 
612.18 Vasometers 
Successive lengthening of the base number by one (occasionally two or three) 
digit(s) achieves stepwise division. This pyramidal structure means that, in 
subject relationships, what is true of the parts. For instance, the medical sciences 
are a branch of technology; physiology is a medical science, etc. 
3.2,1.2 Universal Decimal Classification 
The Universal Decimal Classification (UDC) was developed in 1885 by two Bel-
gian lawyers, Paul Otlet and Henri LaFontaine, for the classification of a huge 
card catalog of the world's literature in all fields of knowledge [13], It was 
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based on the DDC (then in its fifth edition), but was, with Dewey's permission, 
expanded by the addition of many more detailed subdivisions and the use of 
typographical signs to indicate complex subjects and what we know today as 
facets. DDC's decimal notation was retained (except for final zeros), and the 
ten main classes as well as some subdivisions are still the same in UDC as they 
are in DDC, but class 4 (i.e., DDC 400) has been amalgamated with class 8 
and is currently vacant. Many major and almost all minor subdivisions are now 
quite different from those in DDC. The main difference lies, however, in the syn-
thetic structure of UDC. Thus, a work dealing with two or more subjects can be 
classified by two or more UDC class notations, linked by a colon sign (the most 
commonly used of the typographical symbols), as in the following example: 
362.1 : 658.3 : 681.31 Hospital : Personnel management : Computers 
for a work on the use of computers in the management of hospital personnel. 
UDC schedules were first published in 1905 in French, followed later by full 
editions (each one containing about 150,000 class notations) in English, Ger-
man, Japanese, Russian, Spanish, and eigkt other languages. UDC is widely 
used in many European countries, in Latin America, Japan, and the Soviet 
Union. In the United States it is used mainly in some scientific and technical 
libraries and by one abstracting database. A U.S. Information Center for the 
UDC exists at the College of Library and Information Services of the University 
of Maryland in College Park, Maryland, where a complete collection of current 
English UDC editions and their updating as well as pending proposals for revi-
sion are available. More detailed descriptions of the UDC, its development, and 
its application may be found in a number of publications. 
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3.2.1.3 Library of Congress Classification 
The Library of Congress was founded in 1800 [13]» Its earliest classification sys-
tems was by size, subdivided by accession numbers. By 1812 the collection had 
grown to about 3,000 volumes, and a better method of classification was needed. 
Many significant changes occurred at the Library of Congress near the turn of 
the century. In 1899 Dr. Herbert Putnam, the new Librarian, with many new 
staff appointments and a brand new building, decided to reorganize and reclas-
sify his rapidly growing collection. There were already in existence the first five 
editions of the Dewey Decimal Classification and the first six expansions of Cut-
ter's Expansive Classification. LC classifiers studied both. After Putnam and 
his Chief Cataloger, Charles Martel, determined the broad outlines of the new 
classification, different subject specialists were asked to. develop each individual 
schedule, or portion of the system. Within a broad general framework set up 
to ensure coordination, each topic or form of presentation identified as a class 
or subclass was further organized to display the library's holdings and to serve 
anticipated research needs. 
It is particularly useful for large universities and research collections because 
of its hospitality and inherent flexibility. It has been used effectively in smaller 
academic and public libraries, although its adaptability for broad classification 
is limited. Some foreign libraries also use the system, although, in spite of LC，s 
large foreign holdings, it is primarily designed from an American perspective. 
The working schedules are contained in 37 separate volumes. Besides the 
basic schedules, there is a separately published -partial index for P-PM subcate-
gories in the Language and Literature class, and a short general Outline, which 
gives the secondary and tertiary coverage of broad areas, such as related lan-
guage and literature groups. The Library of Congress Classification is shown in 
Table 3.6. 
eyn 
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Table 3.6: Library of Congress Classification 
A General Works; Polygraphy 
B-BJ Philosophy; Psychology 
BL-BX Religion . 
BL-BQ Religion : Religions, Hinduism, Judaism, Islam, Buddhism 
C Auxiliary Sciences of History 
D General and Old World History 
E-F American History 
G Geography; Maps; Anthropology; Recreation 
H-HJ Social Sciences : Economics 
HM-HX Social Sciences : Sociology 
J Political Sciences 
K Law 
KD Law of the United Kingdom and Ireland 
KDZ, KG-KH Law of the Americas，Latin America, and the West Indies 
KE Law of Canada 
KF Law of the United States 
KK-KKC Law of Germany 
L Education 
M Music; Books on Music 
N Fine Arts 
P-PZ Language and Literature Tables 
P-PA General Philology and Linguistics; Classical Languages and 
Literatures 
PA Byzantine and Modern Greek Literature; Medieval and Mod-
ern supplement; Latin Literature 
PB-PH Modern European Languages 
PG Russian Literature 
PJ-PM Languages and Literatures of Asia, Africa, Oceania; Ameri-
can Indian Languages; Artificial Languages 
P-PM Index to Languages and Dialects supplement 
PN, PR, PS, General Literature; English and American Literatures; Fiction 
PZ in English, Juvenile Literature 
PQ, pt. 1 French Literature 
PQ, pt. 2 Italian, Spanish, and Portuguese Literatures 
PT, pt. 1 German Literature 





U Military Science 
V Naval Science 
Z Bibliography; Library Science 
A-Z Outline 
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The typical LC class notation contains a mixed notation of one to three let-
ters, followed by one to four integers, and possibly a short decimal. Decimal 
numbers were not used frequently until it became necessary to expand certain 
sections where no further integers were available. Decimals do not usually in-
dicate subordination, but allow a new topic or aspect to be Inserted into an 
established context. 
Most libraries using the LC classification system will continue to appropriate 
officially assigned call numbers for any of their own materials which the Library 
of Congress has already classified. The perfectionist classifier, geared to the 
invariability of DDC, must remember that the LC system is loosely coordinated 
and essentially pragmatic. It aims first to class closely, then to identify uniquely, 
specific works, or issues of works, using the most economical notation available 
within its broad parameters of theory and practice. 
3.2.1.4 Cutter's Expansive Classification 
The Expansive Classification, like the Dewey Decimal Classification, is the brain-
child of an eminent library pioneer [13]. Charles Ammi Cutter was fifteen years 
older than Melvil Dewey but took fifteen years longer to publish his scheme. 
Both men devised their systems as practical efforts to organize collections which 
they knew and served. 
Cutter's scheme stressed a sequence of "classifications" or expansions, from 
a very simple set of categories for a small library to an intricate network of 
interrelated, highly specific subdivisions for the library of over a million volumes. 
Cutter found the ten broad classes of DDC too narrow a base for large col-
lections. Therefore, he turned to the alphabet, with its easily ordered sequence 
of up to twenty-six primary groupings. For collections which "could be put into 
a single room" his first “classification” used only seven letters, with an eighth 
double-letter subclass, as shown in Table 3.7. 
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Table 3.7: Cutter's Expansive Classification 
A Works of reference and general works 
which include several of the following sec-
tions, and so could not go to any one 
B Philosophy and Religion . 
E Biography 
F History and Geography and Travels 
H Social sciences 
L Natural sciences and Arts 
Y Language and Literature 
YF Fiction 
The second expansion holds fourteen main classes, some redefinition of the 
original seven, and further differentiation of two classes along geographic lines. 
The third expansion completes all but "P-Vertebrates" of the base twenty-six 
divisions, and separates Religion from Philosophy, moving it to a second double-
letter subclass. The fourth expansion subdivides twelve main classes for the 
first time, increasing the double-letter subclasses to fifty. The fifth expansion 
introduces the twenty- sixth single letter class "P-Vertebrates" and subdivides 
all remaining undivided classes, using many triple and a few quadruple letter 
sections. The seventh, classification was published in eighteen parts, edited and 
to some extent developed by William Parker Cutter after the originator's death. 
While it was never widely adopted, some sixty-seven American, Canada, and 
British libraries have been identified as past or present Cutter System users. 
3.2.1.5 Brown's Subject Classification 
Next in chronological development is a British scheme. James Duff Brown was 
a Scottish counterpart of Dewey and Cutter, if somewhat younger. Brown rec-
ognized the lack of good organization of materials in most British libraries. To 
make open stack access feasible he and John Henry Quinn published in 1894 
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a "Classification of books for Libraries in which readers are allowed access to 
Shelves". Brown's own "Adjustable Classification" followed in 1898. 
The basic scaffold of Brown's Subject Classification consists of eleven main 
classes, expressing four broad divisional concepts in orderly sequence. Primary 
notation is alphabetical, with some classes assigned more than one capital letter， 
to cover all subtopics without making the notation unduly long. Brown's Subject 
Classification is shown in Table 3.8. 
Table 3.8: Brown's Subject Classification 
Matter and Force A Generalia 
B C D Physical Science 
Life E F Biological Sciences 
G H Ethnological and Medical Science 
I Economic Biology and Domestic Arts 
Mind J K Philosophy and Religion 
L Social and Political Science 
Record M Language and Literature 
N Literary Forms 
0 - W History , Geography 
X Biography 
Each initial letter is followed by three Arabic numerals. Sequence, rather 
than length of number reveals hierarchy, for example, 
D600 Metallurgy 
601 Smelting 
602 Blast Furnaces 
603 Open Health Furnaces 
604 Ores * 
While Brown's Subject Classification, like Cutter's Expansive Classification, 
never received the widespread adoption received by its American rivals, timing 
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and the lack of a consistent, continuing update program may be the explana-
tion, rather than the comparative merits of the four schemes. Brown's system 
stimulated research and development in British classification theory, much as 
Cutter's did in the United States. Both are now milestones of classification 
history, rather than popular modern schemes for arranging library materials. 
3.2.1.6 Bliss' Bibliographic Classification 
Henry Evelyn Bliss was Librarian of the College of the City of New York, where 
he spent some thirty years developing and testing his ideas on library classifica-
tion. After several periodical articles and books, he finished publication of his 
magnum opus only two years before his death. 
A "bibliographic" classification is, in Bliss' terminology, one designed to or-
ganize documentary materials (i.e., library collections, chiefly in print format) 
[13], The sequence of main classes nonetheless preserves the discipline orienta-
tion which. Bliss interpreted as the basic structure of knowledge. 
According to Bliss, it is important in classifying a book to decide in what 
main classes it falls. The literature on concrete topics like "bees" is not kept in 
one place but is distributed according to the "aspect" from which it is viewed. 
For example, a book on bees from a scientific aspect goes to class "G-Zoology", 
whereas a book on beekeeping is classed in "U-Useful Arts". 
The Bliss system soon grew more popular in Great Britain than in the United 
States. Bliss' theory and practice had many advantages is a fact recognized 
by anyone who knows it well enough to compare it with more widely accepted 
schemes. Meanwhile, some libraries using the original schedules are falling away. 
Establishment of the Bliss scheme as a major contender for library adoption will 
require not only efficient, dedicated work. 
mMTMllW mi w i n 
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3.2.2 Classification of Newspapers 
Special libraries and information centers develop within companies such, as news 
agency. They aim at serving the particular information needs of inrhoiise users. 
They can develop their own systems of subject classification to fit the require-
ments of their own collections or to satisfy the special needs of their users. They 
provide a service in the true sense because they supply information to "a group 
of users having specific needs in keeping with the mission of the community" [5]. 
The primary aim is to provide timely and accurate information. The concept of 
information centers is developed to unify within a single facility the multitude 
of traditional library and information gathering functions performed throughout 
a company. The use of computers both for the acquisition of external informa-
tion and for the storage of internal information made the idea of centralized 
control not only possible but desirable. The information center is usually mul-
tifunctionaL It may assume patent information, archiving, in-house indexing, 
in-house database reference, and request fulfillment. Newspapers are one of the 
main materials that information centers provide the above functions [14]. In or-
der to study the classification schemes used in news agencies, we visited the Wen 
Wei Pao (5K報)，the Sing Tao (星島)，and the Ming Pao (明報).The findings 
are summarized in the following sections. 
3.2.2.1 Wen Wei Pao 
In the information center of Wen Wei Pao (I^H報)，the classification scheme 
contains two major classes: (1) geography terms; and (2) main events for daily 
news. The classification is performed manually. In the geography class, the class 
table is composed of a set of geography terms arranged in alphabetical order. 
The first letter of each geography term is used as the index to that term. An 
example geography terms table is shown below. 
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Index Description 
C China 




In the main event class* the class table is composed of ten main classes. The 







F 文 化 ， • 體 育 ， 鄉 
G 
H 人物 
I 少 數 離 
J • 雜 
There are at most ten subclasses within each class. Class and subclasses are 
organized as a hierarchy with a maximum depth of three levels. For example, 
in the main event class C ti：會,there are nine subclasses as shown below. 
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Index Description 
C I 人 • 雕 
C2 公 用 轉 . 




• C7 BS&X作 
C8 自然淡害、意外事件 
C9 節曰、紀念曰 
Besides，there are ten subclasses in the class C3 人S®舌 as shown below. 
Index Description 
C30 美 胜 活 
C31 群 人 
C32 工人 





C38 其 敝 仕 
C39 婚 家 庭 
Around 150 pieces of news articles, including those from other news agencies, 
are classified and clipped daily by six human classifiers. The relatively small 
number of articles that can be clipped daily shows that the manual power for 
news article classification is tremendous and automatic classification is of utmost 
importance and worth studying. 
OA 
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3.2.2.2 Sing Tao 
In the information center of Sing Tao (星島),the classification scheme contains a 
set of subject terms arranged in alphabetical order. Two letters of each subject 
term are used as the index to that term. An example classification scheme is 
given in the table on the next page. 
There are at most 99 subclasses within each class. The class and subclasses 
are again organized as a hierarchy with a maximum depth of 3 levels. For 
example, in the class CC Communist China, there is a subclass CC03 , which 
represents 中辦卜交 In the subclass CC03 中餅[•交,there is a subclass CC0310, 
which represents 中 港 之 郁 I S I ^ � A r o u n d 40 pieces of news articles 
including those from other news agencies, are classified and clipped daily by five 
human classifiers. 
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Index Description 
AB Atlas and Books 
AD Arrival and Departure 
A R ARt, Music, and Design 
CC Communist China 
CF Free China (Taiwan) 
CI Commerce and Industry 
C M CoMments and Opinions 
CN CoNsulates and Trade Commissioners 
CO Corporations 
DE DEfense 
DS Disasters and Accidents 
ED EDucation and Training 
EX Exhibitions and contests 
FA FArming, Fishing and Mining 
F M Festival and coMmemoration 
GT GovernmenT 
HS HoSpitals and Doctoring 
LA LAbour 
LC Law and Courts 
M A MAcao 
P R PeRsonella 
R F ReFugees 
RI Riots 
RL ReLigion 
SO Social Organizations 
SP SPorts 
T R TRansportation 
W E WEather, Time and Astron omical 
XX Miscellaneous reports 
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3.2.2.3 Ming Pao 
In the information center of Ming Pao (明報).the classification scheme contains 
two major classes: (1) geography terms, and (2) main events for daily news. In 
the geography class, the class table is composed of geography terms from 00 to 











‘ 8 0 藝7ft 
90 贼 
There are at most ten subclasses within each class. The class and subclasses 
are organized as a hierarchy with a maximum depth of 3 levels. For example, 
in the class 40 社會,there is a subclass 4009, which represents ？3¾. Besides, 
in the subclass 4009 天災，there is a subclass 400910, which represents 山泥傾篇. 
The classification table is similar to the table of the "Chinese classification and 
cataloging" from Taiwan [15]. Around 100 pieces of news articles, including 
those from other news agencies, are classified and clipped daily by five human 
classifiers. 
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3.3 Concluding Remarks 
Classification schemes are an important component of classification. It facilitates 
efficient retrieval of documents by arranging them systematically according to 
the subjects in the classification schemes. In this chapter, we reviewed a number 
of classification schemes commonly used in libraries. To acquire an understand-
ing of the classification work performed in local Chinese news agencies, we have 
visited the Wen Wei Pao, the Ming Pao, and the Sing Tao. An important 
characteristic of all the classification schemes studied is that they all employ a 
hierarchical organization. The use of a hierarchy is natural in expressing class 
and subclass relationships. This finding serves as an important guideline for the 
formulation of a classification scheme in our classification system model. This 
is also one of the critical design considerations of the ACTION algorithm. 
Chapter 4 
System Models and the A C T I O N 
Algorithm 
In this chapter, we propose the ACTION algorithm for automatic Chinese text 
classification. We first discuss two factors that affect the retrieval performance 
of a full text IRS, namely, specificity and exhaustivity. We then describe the 
underlying assumptions made by the ACTION algorithm. The scope and the 
logical sequence of the algorithm are clearly defined by a set of data flow di-
agrams. In order to facilitate formal and systematic description and analysis 
of the ACTION algorithm, we propose system models for automatic text clas-
sification, Four classification rules which attempt to achieve the appropriate 
balance between specificity and exhaustivity are proposed. These classification 
rules serve as design guidelines for the ACTION algorithm. Central to the al-
gorithm is a set of definitions for measuring numerically the appropriateness 
of a particular classification. Furthermore, a novel method, which makes use of 
classification schemes as a bridge between classification and retrieval, for achiev-
ing exhaustivity and user-friendliness is proposed. This approach has not been 
considered by other automatic classification algorithms. 
4,1 Factors Affecting Systems Performance 
In this section, we discuss the factors that could affect the retrieval performance 
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of a full text IRS. Retrieval performance is often expressed in terms of recall and 
precision. We refer to the set of articles retrieved by the IRS in response to a 
user query as the retrieval set. Recall has three meanings: 
1. the size of the retrieval set in response to a user query; 
2. the dee ree by which all the relevant information in the database being 
retrieved in response to a user query; and 
3- the relative frequency with which a particular document in the document 
database being retrieved. 
Precision is the percentage of articles contained in the retrieval set that are 
considered relevant to the user query. Researchers experimented extensively 
with various classification schemes and classification algorithms. Two factors 
were found to exert substantial influences on recall and precision. They are 
specificity and exhaustivity [2]. 
4.1.1 Specificity 
Specificity of classification describes the types of classes that are included in 
the classification scheme. It is a measure of the degree of precision with which 
the contents/concepts of the documents may be represented by the classification 
schemes. A high level of specificity denotes a high degree of precision with which 
the classes are used in describing concepts presented in a text. For example, if 
a text relates to expert systems, and if the predefined keyword (a class) “expert 
system’, is included in the classification scheme, there is a precise matching 
of the text content and the class. On the other hand, a lack of specificity is 
indicated if the only predefined keyword closest to the text content is artificial 
intelligence”. This term is not specific since expert systems are but one form of 
the application of artificial intelligence. A classification scheme with a high level 
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of specificity would appear to contain many more predefined keywords than one 
with low specificity. 
Intuitively, when the classification scheme contains highly specific predefined 
keywords, the retrieval set tends to contain highly relevant text. Conversely, with 
a less specific classification scheme, each predefined keyword within the scheme 
would cover a larger topical domain. The retrieval set would be larger (that 
is, a higher recall), and more nonrelevant or marginally relevant text would 
be included. That is, precision of the system suffers. Thus one objective of 
classification is to achieve specificity such that the size of retrieval set is limited 
and contains only relevant text. 
4.1.2 Exhaust ivity 
Exhaustivity of classification refers to the degree of coverage of the topics/con-
cepts found in a text. It is a measure of the extent to which all distinct 
classes/subjects discussed in a given text are analyzed, recognized and indexed 
in the classification operation. A single text often deals with more than one 
topic/concept. Naturally some are given more emphasis and are more central 
to the text. It is the responsibility of the human classifier or the automatic 
classification method to filter out the concepts and to decide which one(s) of 
them is more important and under which the text should be classified. 
Exhaustivity is also a major consideration in terms of recall and precision. 
With high exhaustivity, a high probability exists that most of the relevant text 
records as requested by a query will be retrieved successfully because exhaus-
tivity implies a larger retrieval set. That is, exhaustivity insures high recall. 
However, within the retrieval set, some text records may only be marginally 
relevant or even non-relevant to the query. That is, exhaustivity implies low 
precision. 
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4.1.2.1 Achieving Exhaustivity 
With the indexing approach, achieving exhaustivity is by indexing a text under 
more than one index. Obviously, the more indexes a document is indexed under 
the better the exhaustivity. Querying on any one of the indexes will have the text 
being retrieved. However, deciding on the maximum number of indexes allowed 
for a single piece of text {degree of exhaustivity) is a practical consideration. 
To allow an additional index implies an increase in the overhead. Also, during 
query processing and retrieval, an additional index increases the searching time 
and thus the system response time suffers. 
4*1.2.2 New Way For Achieving Exhaustivity 
For the classification approach, we propose another way for achieving exhaustiv-
ity which does not require additional classes and thus extra overhead is avoided. 
We observe that the hierarchical relationships between keywords in a classifica-
tion scheme naturally contain the information needed for achieving exhaustivity. 
During retrieval, such hierarchical relationships can be used for seeking exhaus-
tivity. Such usage of classification schemes during retrieval operation has not 
been considered in existing IRS because classification and retrieval are consid-
ered as separate phases. We, however, consider the classification scheme as a 
bridge between these two different but related phases in IRS* This method is 
explained below. 
When composing his/her retrieval query, the user has the option for retriev-
ing also those articles classified under the subclasses of the keyword as specified 
in his/her query. This is illustrated by the following example. In the match-
ing table,中國 and 日本 are subclasses of 亞洲.If the user specifies 亞洲 as the 
keyword in his/her query, he/she will be given the option for searching also ar-
ticles that are classified under 中國 and 日本.This method achieves exhaustivity 
without incurring additional overhead associated with classifying (indexing) an 
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article with all the keywords in a class-subclass hierarchy. Figure 4.1 depicts the 
relationships between recall, precision, specificity and exhaustivity. 
/ i h ^ T - ^ " ^ ^ d t y X ^ ^ 8 ^ 
increase in Recall \ Recall Precision ？ increase in Precision 
Exhaustivity and Specificity are opposing to each other 
and so as 
Recall and Precision 
Figure 4.1: Factors Affecting IRS Retrieval Performance. 
4.2 Assumptions and Scope 
This section defines the scope of the ACTION algorithm and its underlying 
assumptions. The scope and logical sequence of the classification algorithm are 
clearly defined by a set of data flow diagrams. 
4.2.1 Assumptions 
We assume that the articles to be classified are pre-processed by a word seg-
mentation system. This system delineates the article into a set of meaningful 
content-bearing words which agree with the context of the article. Context-
based segmentation is a related but separate area of research and is discussed in 
section 2.1. The usefulness of such a segmentation system is illustrated by the 
following example. 
Example sentence extracted from an article: 
… ， 默 材 t f e l i m 曰 雄 足 麵 , . . . 
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Case One: Using a word segmentation system, the above sentence may be 
separated into the segmented words as shown in the following 
table. Note that the sentence is segmented according to it& con-
text. 
I i I (segmented word)j | 
I 1 I 找 . I 




I 8 1 足 晒 I 
Case Two: Without using a word segmentation system, segmentation of 
the sentence is done by identifying the known keywords. For 
the above sentence, assuming that we have no knowledge of the 
term 今日，but we do know 曰本，the sentence may be segmented 
in the way shown in the following table. 
I i I (segmented word)j | 
: i 
9 港 I 
10 足球 
t m 
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4.2.2 System Scope — Data Flow Diagrams 
This section presents the data flow diagrams which define the scope and logical 
sequence of the classification algorithm. 
Segmentation News • Matching 
rules Articles J table 
I Word / \ 
： . . , f J — ^ Classification 
I Segmentation l Segmented \ J 
Z I Classification 
Dictionary ； r e s u l t s 
Conventions 
O A process which transforms a 
dataflow from one form to 
another 
Dataflow, information flows in 
direction shown 
Data repository 
Figure 4.2: Context Diagram of our Classification System 
Figure 4.2 shows the relationship between the word segmentation system 
and our classification system. Word segmentation Is discussed in section 2.1. In 
brief, word segmentation is the identification of content-bearing words from a 
string of characters. The right hand side of the dotted line represents the scope 
of our research. 




/ Z Table 
2 . 0 ^ ^ 
/ F i n d t h e \ 
(Highest J 
V Index J 
Classification .^^ ^^ 
Results 
Figure 4.3: Classification scheme : level 1 DFD 
Figure 4.3 is the level 1 DFD of the classification system. It shows that there 
are two main processes in the classification system: 
1.0 Matching 
The article is checked against a predefined matching table. The matching table 
serves as a classification scheme which defines all class names. Recall that the 
valid represent at i ve (s) of an article must appear in the classification scheme. 
The matching procedure identifies those segmented words which also appear in 
the matching table. The matched segmented words are potential representatives 
of the article. 
2.0 Find the highest index 
The index to a keyword is a measure of the keyword's appropriateness to be 
taken as the representative of the article. In this procedure, the index for each 
keyword matched is calculated. The keyword(s) having the highest index is 
returned and is taken to be the classification result. 




/ Keywords \ 





Figure 4.4: Classification scheme : level 2 DFD - Matching 
Figure 4.4 is the level 2 DFD for the procedure “1.0 Matching". It shows that 
there are two processes: 
1.1 Keywords Matching 
The predefined keywords in the matching table is checked against the segmented 
words from an article. This step serves to identify those segmented words which 
are also defined in the matching table. These words are potential representative 
of the article. 
1.2 Occurrence Frequency Counting 
Occurrence frequency is the number of times a particular keyword appears in the 
article. In this procedure, the occurrence frequency of those keywords matched 
are counted and recorded. 
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Keywords 
/Calculate \ 
I the index of J 
\ keyword J 
T 
/ Record \ 
I the highest J 
\ index J 
Classification • 
results 
Figure 4.5: Classification scheme : level 2 DFD - Find the highest index 
Figure 4.5 is the level 2 DFD of the procedure “2.0 Find the Highest Index". It 
shows that there are two procedures: 
2.1 Calculate the index of keyword 
The index of a keyword is a numerical measure of the appropriateness of the 
keyword as a representative of the article. The definition and calculation of an 
index value is an important design issue of an automatic classification algorithm. 
In this procedure, the index of each keyword matched is calculated. 
2.2 Record the highest index 
The keyword with the highest index value is found and marked. This keyword 
is taken to be the classification result, that is，the representative of the article. 
Depending on the classification algorithm, ail article may be classified under 
different classes. In such case, more than one keyword can be returned. 
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4,3 System Models 
In order to facilitate formal and systematic description and analysis of the 
ACTION algorithm, we propose a system model for text classification. This 
section describes this system model. In particular, we formalize an article, a 
matching table, the relationships among predefined keywords, and the matching 
step in classification. 
4.3.1 Article 
An article is a series of Chinese characters. It has to be processed by a word 
segmentation system, and be separated into a set of segmented words. Such 
segmented words are the principle input to our classification algorithm. Thus, 
the conceptual structure of an article is formulated as follows. 
Article A consists of { Wi : W{ is a, segmented word in A } 
For example:…尼日禾啞的足球界官員斥韋TOS荷夫_本土球員…may be 
segmented into the set of segmented words as shown below. 
i Wi 
I m曰利亞 
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4.3.2 Matching Table 
Matching Table M consists of { ki : ki is the predefined keyword used for clas-
sification, and 0 <i <n1 where n = number of predefined keywords } 
According to the user interest, the nature and the meaning, the predefined 
keywords ki are grouped into different classes, e.g. main event, geographical, hu-
man, time. Within each class, the predefined keywords are further classified into 
different subclasses. The class and subclasses are organized into a hierarchical 
structure according to their meaning and logical relationships. Each predefined 
keyword is associated with a level number, which represents its relative position 
in the subclass hierarchy. 
In a matching table, we use the symbol “八” as a class separator to delineate 
different classes of predefined keywords. The predefined keyword immediately 
following a class separator is the class name of the corresponding class and has 
a level number zero. We use the symbol “，” as a level indicator to represent 
the level number of a predefined keyword within its corresponding class. By 
analyzing the level indicators, we can deduce the logical relationship between 
the keywords and construct the hierarchical structure of the class. An example 
matching table is shown in Figure 4.6. 
In the example matching table, we have two different classes, 新閬事件and 
世界.Moreover,體育(level number 1) is a subclass of 新MV件(level number 
0)’ and i l ^ S R l and 水卜.¾¾¾ (level number 2) are subclasses of 體 育 . T h e 
corresponding hierarchical structure of this matching table is shown in Figure 
4.7 on page 52. 
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if閬事件 ： 
S里奋 




’ ” ， 足 • 績 ， ， 滞 









，，，輕工 ’ ， 麟 
””石油 j m 
’”電子 ，，動啵 
J b x ,，印尼 
, ’ i b ® 亞 
. ,，泰國 
. ，中東國家 
Figure 4.6: An Example Matching Table 
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4.3.3 Forest 
Using the matching table M, we build a forest F, which consists of a set of trees 
Ti. 
F ~ {Ti I 0 < z < n, where n = number of classes in A/} 
T = {vj I 0 < j < n, where n = number of nodes} 
K is a set of vertices Vj 
Let F = ^ V,E 3 
E is a set of edges 
If (^1,^2) is in E, then V\ is called the parent of V2y and v.2 a child of v\. 
The attributes of a node v are: 
key(v) : keyword E M 
level(v) : level of v 
freq(v) : occurrence frequency of key(v) G A 
parent(v) : a pointer that points to the parent 
Attributes of u = < node of v 
sib(v) : a pointer that points to the next 
sibling node of v 
child(y) : a pointer that points to the first 
child of v 
< 
The root of the forest is a node whose attributes have the value null. Con-
ceptually, it is a node which links up all the trees in the forest. The root of a 
tree. T. is a level 0 node having the root of the forest as its parent. The forest 
of the example matching table is depicted in Figure 4.7. 
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level 0 … 一 … - ^ ( t ) 
/ \ / \ 
M 森 為 M 為抽 
level 2 
/ \ Conventions 
‘V “ • . * ; ‘‘‘‘ 
J k ^ . .“ — , - “ . “ • ； > » Pointer parent(v) 
k v d 4 ^ + 
n 产 : _ Pointer chilJ(v) 
Pointer sib(v) 
Figure 4.7: Forest for the example Matching Table. 
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4.3.4 Matching 
After word segmentation, each article is separated into a set of segmented words. 
These segmented words Wi are matched with the predefined keywords ki in the 
matching table M to locate the corresponding node v in the tree T of the forest 
F- Then we find the occurrence frequency /“of the segmented words in the 
article. The value of fi is used for updating the attribute freq(v) of node v. 
Matching Procedure: 
f 
Wi e A and 
^ {wi,fi) Wi E T and 
fi = occurrence frequency of W{ in A 
For example: 
1 Wi fi 
~ i w ~ r 
2 _ 昆 球 i 
3 羽 毛 球 方 
4 醒 2 
5 S&tt 2 
6 娜 1 
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4.4 Classification Rules 
This section presents four classification rules which attempt to achieve the ap-
propriate balance between specificity and exhaustivity. These classification rules 
serve as design guidelines for the ACTION algorithm. 
Rule 4.1 For a given article A and matching table M, the classification result 
is a predefined keyword kj € M. 
Significance/Rationale: 
The matching table defines all the predefined classes (subclasses) in the classi-
fication scheme in a hierarchical manner. Such classes and subclasses are the 
only valid subject classes for an article. Thus, naturally the classification result 
is a predefined keyword in the matching table. 
Rule 4.2 For a given article A and matching table M, if the matching procedure 
finds no matched keyword, the article is classified under the predefined class 
“Others”. 
Significance/Rationale: , 
Classification depends on the content/context of a given article. The objective of 
a classification algorithm is to find a class in the matching table which can review 
the content/context of the given article in a way specificity and exhaustivity 
are appropriately balanced. If the classification algorithm finds no matched 
keyword, the topical domain as defined in the matching table differs from that 
of the article. In such case, the article should be considered “out of interest" of 
the given matching table. The article should therefore be classified as “Others” 
tq review tHe fact that no appropriate class can be assigned. 
Corollary: 
The classification system should report those articles classified under "Others" 
and allows them to be subjected to a different matching table for classification. 
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Rule 4.3 For a given article A and class hierarchy (matching table) M, if there 
exists more than one keyword having the same occurrence frequency, /,-, the 
keyword having larger level number should be weighted larger in the index value. 
Significance/Rationale: 
The occurrence frequency of a keyword reflects the degree of coverage of the 
keyword in the article. The larger the occurrence frequency, the more emphasis 
is being put on the keyword in the article. If the keywords have the same 
occurrence frequency, they are given numerically equal emphasis in the article. 
In such case, we have to compare their specificity. The keyword with larger level 
number is the more specific keyword. As discussed in section 4,1, specificity 
is a measure of the degree of precision with which the content /concept of the 
article is represented. Thus to seek for higher precision, the keyword with the 
larger level number should be weighted higher in the index value. Recall that 
the index value of a keyword is a measure of the keyword's appropriateness as 
the representative of the article. 
Rule 4.4 For a given article A and class hierarchy (matching table) M, if there 
exists more than one keyword having the same index value, the keyword having 
the smallest level number is selected as the classification result. 
Significance/Rationale: 
The index value of a keyword is a measure of the keyword's appropriateness as 
the representative of the article. If two keywords got the same index value, they 
are numerically equal in the appropriateness. In such case, we have to compare 
their exhaustivity. The keyword with the smallest level number is the most 
exhaustive keyword. Thus to seek for highest exhaustivity, the keyword with 
the smallest level number should be selected. 
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4.5 The ACTION Algorithm 
This section presents the ACTION algorithm. Central to the algorithm is a set of 
definitions for measuring the significance of predefined keywords in the matching 
table (classification scheme). The numerical value of significance is a measure 
of the appropriateness of a keyword to be selected as the representative of an 
article. The definitions are described in the following sections. The ACTION 
algorithm is then presented as a set of pseudocodes. 
4.5.1 Algorithm Design Objectives 
The ACTION algorithm targets to achieve the following two objectives. 
1. To achieve an appropriate balance between specificity and exhaustivity, 
which are important design perspectives of automatic classification algo-
rithms. These two factors are critical in attaining the right level of recall 
and precision. Recall and precision are metrics for measuring the quality 
of retrieved information from an Information Retrieval System (IRS). 
2. To simplify retrieval operations so that users may find the querying inter-
face user-friendly. In particular, users should not be expected to possess 
specific knowledge about the topical domain in which they seek for infor-
mation. 
4.5.2 Measuring Node Significance 
In order to select the appropriate representative node for an article, we define 
a metric to measure the relative significance of the concept represented by a 
node as covered in the article. This metric is termed as the value of the node. 
The value of a node not only depends on the node's level (specificity) and the 
node，s occurrence frequency, but also on the attributes of its related nodes. In 
brief, the way the value is calculated tries to achieve the appropriate balance 
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between specificity and exhaustivity according to the content of an article. This 
section defines the rules and procedures for calculating a node's value. Chapter 
5 illustrates the application of this method to a number of articles. 
Def. 4.1 Level of a node v, level(v), is defined as the length of the path from 
the root node of the corresponding tree to v. 
Significance/Rationale: . 
The level of a node represents the specificity of the node. Within its class 
hierarchy, the deeper the level, the more specific the concept the node represents. 
Def* 4.2 Effective Value of a node v, EVv, is defined as the product of the oc-
currence frequency of node v, freq(v), and the level number of node v, level(y). 
EVv = freq(v) * level(y) (4.1) 
Significance/Rationale: 
The effective value of a node measures the significance of the concept that the 
node itself represents. The larger the occurrence frequency of the concept in the 
article, the more significant the concept is. Besides, a specific concept is more 
significant than a less specific concept. Thus, effective value, as a measure of 
significance, is directly proportional to both occurrence frequency and the level 
of a node. 
Note that the effective value is not taken to be the final measure of signif-
icance of a node. The latter also depends on the attributes of other related 
nodes. Effective value attempts to measure the significance of a node itself and 
is one of the components of the final significance value. 
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Def. 4.3 Effective Frequency of a subtree rooted at node v, EFV, is defined 
as the sum of the occurrence frequency of v and the total of the occurrence 
frequencies of the successor nodes of v. 
t 
j = v or 
EFv = J2freq(j)\ (4.2) 
j is a successor of v 
< 
Significance/Rationale: 
Effective frequency measures the total occurrence frequency of a node v and all 
its subclasses. One can imagine that the node v is being viewed as a generalized 
node that groups all the nodes in the subtree. This generalized node represents 
a generalization of all the concepts in the subtree. In other words, EFV reveals 
the total number of appearances of the generalized concept in different levels of 
detail in the article. 
Def. 4.4 Effective Value of a subtree rooted at node EVSv, is defined as the 
product of the level number of node v, level(y)^ and the effective frequency of 
the subtree rooted at node v, EFV. 
EVSv = EFV * level(v) (4.3) 
Significance/Rationale: . 
The effective value of a subtree measures the significance of the concepts that the 
subtree represents. Since the concepts of the whole subtree is being focused, the 
effective frequency of the subtree is used in the calculation. This also explains 
why the level of the root of the subtree (i.e. level(v)) is being used in the 
calculation. Again, one can imagine the subtree as a large generalized node. 
It is interesting to note that as the level number increases, the size of the 
subtree and thus its effective frequency decreases and vice versa. The terms 
EFv and level(v) have somewhat opposite effect on the value of EVSv, Thus 
E V S v r e a l l y depends on the characteristics of a particular subtree which in turn 
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is determined by the corresponding article and the matching table. No general 
trend of EVSv can be observed. This opposing effect is a major vehicle of 
ACTION'S adapt ive behavior. 
Def, 4.5 Value of a leaf node v is defined as the sum of the effective value of 
node v and the total of the effective values of ancestor nodes of v. 
Valueleaf = EVv + Y1 EVo 0 
:ancestor node of v (4A) 
Significance/Rationale: 
This is a measure of the significance of a leaf node. The value of a leaf node has 
two components: (1) the significance of the leaf node itself; and (2) the total 
significance of all its ancestor nodes. Note that when measuring the significance 
of an ancestor node, the effective value of the node is used. The characteristics 
of Valueieaf are: 
1. A node with high level number or occurrence frequency is weighted with 
high significance. 
2. A node with significant ancestor nodes (which together form a path from 
the root node to the leaf node) is weighted with higher significance. Thus, 
the calculation not only measures the significance of each individual node 
but also the significance of the path as a whole. Within a path, specificity 
is again being sought. 
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Def. 4.6 Value of a non-leaf node v is defined as the sum of the effective value 
of the subtree rooted at v, EVSv, and the total of the effective values of ancestor 
nodes of v. 
Valuenonieaf = EVSv + ^ EVj { j : ancestor node of v (4.5) 
Significance/Rationale: 
Similar to the value of a leaf node, the value of a non-leaf node has two com-
ponents: (1) the significance of the subtree rooted at the non-leaf node; and 
(2) the total significance of all its ancestor nodes. By employing EVSv, the 
generalized concept of the whole subtree rooted at node v is being emphasized. 
Unlike Valueieaf, which sought for specificity, Valuenonieaf attempts to make a 
balance between specificity and exhaustivity when measuring the significance. 
This is made possible by the term EVSv in the equation. Recall that no general 
trend on EVSv can be expected. Achieving specificity or exhaustivity by this 
term really depends on the characteristic of the article and the matching table. 
The term J] EVj always seeks for specificity. Chapter 5 presents some examples 
illustrating the balance between specificity and exhaustivity by the ACTION 
algorithm. 
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4.5.3 Pseudocodes 
This section presents the pseudocodes of the ACTION algorithm, which consists 
of five procedures. 
4.5.3.1 Procedure Classification() 
Procedure classification () is the main part of all The procedure Matching () 
matches the segmented words in article A with the predefined keywords in the 
match table M to find the occurrence frequencies. Then for each class, the 
maximum value is calculated by procedure MaxQ, The matched keyword with 
the maximum value is taken to be the classification result. 
Procedure Classification (M, A) 
begin 
do Matching (M, A) 
for each T 
do Max (T) 
end for 
end 
4.5.3.2 Procedure M a t c h i n g � 
Procedure matching() is a function which checks the article against the matching 
table. For each class of the matching table, the predefined keywords are arranged 
into a hierarchical structure. The structure reviews the logical relationships 
between the keywords. The keyword of each node is then matched with the 
segmented words in article A (search W{), and the occurrence frequency is 
counted (count fi) and updated (update freq(vj) = fi). The occurrence 
frequency will be used for calculating the value of each node in the tree. 
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Procedure Matching (M, A) 
begin 
for each class in M 
while not end of class 
g e t key(Vj) 
add Vj to T 
end while 
for each Vj in T 
search W{ 
count fi 




4.5,3.3 Procedure Max() 
Procedure MaxQ is a function which counts the value of each node in a tree, 
and identifies the node having the greatest value. Depending on the nature of a 
node, we have two different ways for calculating the node's value. 
One is, for a leaf node v (which has no children), the value is taken to be the 
sum of the effective value of node v [EVv) and the total of the effective values 
of ancestor nodes of v. The sum of the effective values of the ancestor nodes is 
returned by procedure Sum.parent.value(), which Is described in section 4.5.3.4. 
Another is, for a non-leaf node j , the value is taken to be the sum of the 
effective value of the subtree rooted at node j (EVSj) and the total of the 
effective values of the ancestor nodes of j. The effective value of the subtree is 
taken to be the product of the effective frequency of the subtree (EFj) and the 
level number of node j. The effective frequency of the subtree is returned by 
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the procedure Sum_childjreq(), which is described in section 4.5.3.5. 
Procedure Max(T) 
begin 
for each u in T 
if u is a leaf 
value” ；= freq(v) * level(v) + Sum_parent_value(t;) 
else 
valuev = Sum_child_freq(t;) * level(v) + Sum_parent-value(v) 
end if 
end while 
return max { valuev \ v eT } 
end 
4.5.3.4 Procedure Sum_parent_value() 
Procedure Sumjparentjvalue () returns the sum of the effective values of the 
ancestor nodes of a given node v. Recall that the effective value is defined as 
the product of the level number and the occurrence frequence. 
Procedure Sum_parent_value(?;) 
begin 
v = parent(y) 
for depth = (level(y) — 1) to 1 
value = value + freq(v) * level(v) 
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4.5.3.5 Procedure Sum_child_freq() 
Procedure Sum_childjreq() returns the effective frequency of the subtree rooted 
at a given node v. Recall that the effective frequence of a subtree is defined as 
sum of the occurrence frequency of all the constituent nodes in the subtree. 
Procedure Sum—child_freq(?;) 
begin 
ef == ef + freq(v) 
if 彐 child(v)‘ 
ef = ef + Sum_child_freq(c/ii7c/(i;)) 
end if 
if 彐 sib(jv) 




4.6 Concluding Remarks 
In this chapter, we presented the ACTION algorithm for automatic Chinese text 
classification. We also discussed two factors, namely specificity and exhaustivity, 
which affect the retrieval performance of a full text IRS. These two factors 
exhibit substantial influence on two important retrieval performance metrics of 
IRS, namely recall and precision. With these two factors in mind, we defined 
four classification rules wkich govern our design of the ACTION algorithm. We 
stated that a classification algorithm should attempt to achieve the appropriate 
balance between specificity and exhaustivity. 
We also proposed a system model for text classification. The model facilitates 
the presentation of the ACTION algorithm. Central to the ACTION algorithm 
are six rules for measuring the significance of a particular predefined keyword in 
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a classification table. These six rules attempt to realize the objective of the four 
classification rules in achieving a balance between specificity and exhaustivity. 
In the following chapter, we will demonstrate the validity of the ACTION 
algorithm by applying it to more than 360 real news articles collected from a 
local news agency. 
Chapter 5 
Analysis of Results and Validation 
In order to prove the applicability of the ACTION algorithm, we use more than 
360 news articles to be our sample articles for classification. These news articles 
are obtained from Wen Wei Pao (^H報）and are real news articles appeared in 
newspapers. They cover a wide area of different issues and are of varying sizes. 
The use of such a set of diverse and real news articles ensures fair and extensive 
testing of the ACTION algorithm. 
By reviewing in detail the classification of some sample news articles, we 
find some important issues that drawn very little, if any, concern in existing 
automatic classification literatures. We illustrate how the ACTION algorithm 
handles such issues successfully. 
We discuss the classification of three sample news articles in detail. For each 
sample article, we first provide the news article to be classified. We then show the 
matching results after running the matching procedure. The matching results are 
presented as a table showing the predefined keywords, the level number, and the 
occurrence frequency of the keywords. The matching results are then followed 
by a demonstration of how we calculate the significance value of each matched 
keyword. This is accompanied by a pictorial presentation, which illustrates 
the class-subclass relationships among the keywords and their matching results. 
This pictorial presentation is important for the ease of understanding of how the 
ACTION algorithm adapts itself to different articles and reaches its classification 
6 6 
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result. Each sample article is ended by an analysis and discussion. 
This chapter also presents some statistical analysis of the classification of 
the sample articles. The objective of the statistical analysis is to study . some 
characteristics or trends exhibited by ACTION. This chapter ends with a list 
of the elegant and advantageous characteristics of ACTION as compared to the 
automatic indexing approach. 
5.1 Seeking for Exhaustivity Rather Than Specificity 
This example illustrates that in some cases seeking for exhaustivity is a more 
meaningful mission for classification than seeking for specificity. It also illus-
trates that the representative keyword (classification result) may not be the one 
with the highest occurrence frequency. 
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5.1.2 The Matching Results 
By applying Procedure Matching as defined in section 4.5.3.2, we have the 
matching results as shown in the following table. 
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新聞事件 。 。
2 體育 1 1 
3 球賽頁 2 。
4 曲棍球 3 1 
5 羽毛球 3 3 
6 水上運動 2 。
7 風帆 3 2 
8 的性 2 2 
9 劍擊 2 
5.1.3 The Keyword Values 
By applying equations 4.4 (Valuel叫) and 4.5 (Valuenonl臼f ), the val ues of each 
keyword (including those with occurrence frequency of zero) are calculated and 
are shown in the following table. 
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key level vαl包ε calculation flows 
E 
體育 10 EFk叫1) = (1 + 3 + 2 + 2 + 1 + 1) = 10 
EVSkey (1) = EFkey (1) * level = 10 
2 E才發頁 2 9 EFkeν(2) = (1 + 3 + 0) = 4 
EVSkey (2) = 4 * 2 = 8 
l: EVk句(2) = 1 * 1 = 1 
3 曲棍球 3 4 E~主叫3) = (1 * 3) = 3 
l: E几句(3) = ((0 *2) + (1 * 1)) = 1 
4 羽毛球 3 10 EVkey(4) = (3 * 3) = 9 
l: E几叫4) = ((0 * 2) + (1 * 1)) = 1 
5 水上 2 5 EFk叫5) = (2 + 0) = 2 
E V S key{ 5) = .2 * 2 = 4 
玄 E\令叫5) = (1 * 1) . 1 
6 風月凡 3 7 EVk叫6) = (2 * 3) = 6 
芝 E\令:句(6) = ((0 * 2) + (1 * 1)) = 1 
7 武朮 2 5 EVk叫7) = (2 * 2) = 4 
l: EVJ.﹒句(7) = (1 * 1) = 1 
8 劍擊 3 EVJ.﹒叫8) = (1 * 2) = 2 
L: EVk句(8) = (1 * 1) = 1 
To illustrate the relationships between the keywords and the selectioll of the 
representative key\vord 可 the keywords are orgallized as a graph which is shown 
in Figure 5.1. 
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Figure 5.1: Relationships between key\vords and their values 
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5.1.4 Analysis of Classification Results 
In this example, the node 羽毛球 has the highest occurrence frequency of 3. It 
is in level 3, which is the deepest level in this matching table. It is one of the 
most specific nodes. That is, it has a high specificity. 
An examination of Figure 5.1 reveals that another five nodes are matched. 
Besides, the difference between the occurrence frequency of these five nodes and 
羽毛球 is not very large (in the range 1-3). This shows that the news article 
covers a wide range of different topics , not specific for 羽毛球. Selecting 羽毛球
as the representative is not appropriate. If the node 羽毛球 were selected as 
the representative, when the user search the article by the keyword 孟切l， this 
訓icle will not be retrieved. It is because 羽毛球 is not a subclass of 制t. (Refer 
to section 4.3.2 for description of class and subclass relationship.) Recall that 
during retrieval, the user is given the option for retrieving also those articles 
classified under the subclasses of the class as specified in his/her query. 
The above discussion suggests the following two points: 
1. Achieving specificity should not be the sole objective of classification. In 
some cases, seeking for exhaustivity is a more important and more mean-
ingful mission. 
2. The node with the highest occurrence frequency may not be the appropri-
ate representative. 
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5.2 Catering for Hierarchical Relationships Between 
Classes and Subclasses 
72 
This example illustrates that instead of focusing only on individual matched 
keywords, a classification algorithm should cater for the hierarchical relationship 
between classes and subclasses and takes into account the whole logical path in 
the matching table. 
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路子p 利用金高蜘輸中介作用p 間按庫縣助耐對國有
企業的監督稍皇室里自捕深遠而重大自言意義。
5.2.2 The Matching Results 
By applying Procedure Matching as defined in section 4.5.3.2, we have the 
matching results as shown in the following table. 
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2 體育 1 。
3 經濟 。
4 工業 2 。
.5 重工 3 。
6 輕工 3 。
7 石油 4 1 
8 化工 3 1 
9 1也童 2 。
10 期貨 2 。
11 金融 2 4 
12 貨幣 2 。
13 美元 3 。
14 人民幣 3 1 
15 證券 2 
16 股票 3 3 
17 中期息 4 。
18 末期息 4 。
19 股份車轍 4 3 
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5.2.3 The Keyword Values 
By applying equations 4.4 (Vαlue[叫) and 4.5 (Vαluenonleaj) ， the values of each 
keyword (including those with occurrence frequency of zero) are calculated and 
are shown in the following table. 
key level υαlue calculation . flows 
自
1 經濟 1 14 EFkey(l) == (1 + 1 + 4 + 1 + 3 + 3 + 1) == 14 
EVSkey(l) == 14* 1 == 14 
2 工業 2 4 EFkey(2) == (1 + 1 + 0) == 2 
EV Skey(2) == 2 * 2 == 4 
~E九叫2) == (0 * 1) == 0 
3 輕工 3 3 EFkey(3) == (1 + 0) == 1 
EV Skey(3) == 1 * 3 == 3 
~E几ey(3) == ((0 平 2)+(0*1)) ==0 
4 石油 4 4 El令叫4) == (1 * 4) == 4 
~EV的(4) == ((0*3) + (0* 2) + (0* 1)) == 0 
5 化工 3 3 E几句(5) == (1 * 3) == 3 
~E几叫5) == ((0 * 2) + (0 * 1)) == 0 
6 金融 2 8 El心叫6)==(4*2)==8
~El名叫6) == (0 * 1) == 0 
7 貨幣 2 2 EFkey(7) == (1 + 0) == 1 
EV SkeY(7) == 1 * 2 == 2 
~E几叫7) == (0 *. 1) == 0 
To be continued.... 
Chapter 5 Analysis of Results αnd Validation 7.5 
key level vαlue calculation flows 
自
8 人民幣 3 3 EVJ，﹒叫8) = (1 * 3) = 3 
l: EVJ，﹒句(8) = ((0 * 2) ~ (0 * 1)) = 0 
9 證券 2 14 EFk叫9) = (:3 ~ 3 ~ 1) = 7 
EVSkey (9) = 7 * 2 = 14 
l: EVkeY (9) = (0 * 1) = 0 
10 股票 3 20 E Fkey(10) = (3 ~ 3) = 6 
EV Skey(10) = 6 * 3 = 18 
芝 EVJ，﹒句(10) = ((1 *2)~ (0* 1)) = 2 
11 股份尊專讓 4 23 EVkey(l1) = (3 * 4) = 12 
l: EVJ，﹒句(11) = ((3 * 3) ~ (1 * 2) ~ (0 * 1)) = 11 
To illustrate the relationships between thekeywords and the selection of the 
representative keyword , the keywords are organized as a graph which is shown 
in Figure 5.2. 
5.2.4 Analysis of Classification Results 
ln this exarnple, the node 金融 has the highest occurrence frequency 4. lt is 
in level 2. The nodes 股票 and 股份轉讓 have the second highest occurrence 
frequency 3. The node 股票 is i n level 3. The node 股份轉讓 is in level 4, \vhich 
is the deepest level in this lnatching table. 股份轉讓 is one of the rllost specific 
nodes. 
Withing level 2, there are four potential candidates as the representative 
node: 工業事金融，貨幣，證券. 工業 is a potential candidate because 石油 and
化工 are su bclasses of工業 and they have occurrence frequency greater than zero. 
Sirnilarly，貨幣 is a potential candidate because 人民幣 is a su bclass of 貨幣 and
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Figure 5.2: R,elationships bet\veen key\vords and their values 
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it has occurrence frequency greater than zero. However，工業 and 貨幣 are not 
likely to be an appropriate representative because the occurrence frequencies of 
石油，化工 and 人民幣 are small. 
An examination of Figure 5.2 reveals that the nodes in the path 證券T 股票，
股份轉讓 are all matched. The concepts of this path are given strong emphasis 
in the article. The nodes in this path are more likely to be the appropriate 
representative than the node 金融. Within the path，股份車轍 is selected because 
it has the greatest specificity and high enough occurrence frequency. 
The above discussion suggests the following two points: 
1. A classification algorithm should cater for the hierarchical relationship 
between classes and subclasses. 
2. Instead of focusing only on individual nodes, a classification algorithm 
should take into account the importance of a logical path, starting from 
the upper most level to the lowest level. 
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5.3 A Representative With Zero Occurrence 
It is a common belief that the classification result (a predefined keyword) for a 
given article must appear in the article. This section provides a counter example 
showing that the most appropriate classification result may not have to appear 
in the article. 





























5.3.2 The Matching Results 
By applying Procedure Matching as defined in section 4.5.3.2, we have the 
matching results as shown in the following table. 
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1 新聞事件 。 。
2 體育 1 。
3 經濟 。
4 工業 2 。
5 重工 3 。
6 輕工 3 。
7 石油 4 1 
8 地產 2 4 
9 期貨 2 6 
10 金融 2 6 
11 貨幣 2 。
12 美元 3 。
13 人民幣 3 
14 證券 2 
15 貿易 2 2 
16 撒游 2 1 
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5.3.3 The Keyword Values 
By applying equations 4.4 (Valuez叫) and 4.5 (Vαluenor的f) ， the values of each 
keyword (including those with occurrence frequency of zero) are calculated and 
are shown in the following table. 
key level U αlue calculation flows 
自
1 經濟 1 22 E凡句(1) = (1 + 4 + 6 + 6 + 1 + 1 + 2 + 1) = 22 
EV Skey(1) = 22 * 1 = 22 
2 工業 2 2 E凡句(2) = (1 + 0 + 0) = 1 
EVSkeν(2) = 1 * 2 = 2 
l: E~尖叫2) = (0 * 1) = 0 
3 輕工 3 3 E几句(3) = (1 + 0) = 1 
EVSkey(3) = 1 * 3 = 3 
l: E几叫3) = ((0 * 2) + (0 * 1)) = 0 
4 石油 4 4 EV的(4) = (1 * 4) . 4 
l: EV的(4) = ((0 * 3) + (0 * 2) + (0 * 1)) = 0 
5 地產 2 8 El兔叫5) = (4 * 2) = 8 
l: EV的(5)= (0*1)=0 
6 期貨 2 12 E九句(6) = (6 * 2) = 12 
l: E几句(6) = (0 * 1) = 0 
7 金融 2 12 El各叫7) = (6 * 2) = 12 
l: E几句(7) = (0 * 1) = 0 
To be continued.... 
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key level vαlue calculation ftows 
8 生3司學、南鬥交3 2 2 EFk句(8) == (1 + 0) == 1 
EVSkey (8) == 1 * 2 == 2 
~E几句(8) == (0 * 1) == 0 
9 人民幣 EVk叫9) == (1 * :3) == :3 
芝 E几句(9) == ((0 * :2) + (0 * 1)) == 0 
10 證券 2 2 E几句(10) == (1 * 2) == 2 
~EVA﹒叫 10) == (0 * 1) == 0 
11 貿易 2 4 E几句(11) == (2 * 2) == 4 
~ EVkeY(ll) == (0 * 1) == 0 
12 放游 2 2 EVk句(12) == (1 * 2) == 2 
~E\令﹒叫 12) == (0 * 1) == 0 
To illustrate the relationships between the keywords and the selection of the 
representative keyword~ the keywords are organized as a graph which is shown 
in Figure .5 .:3. 
5.3.4 Analysis of Classification Results 
In this exalnple 可 the nodes 期貨 and 金融 have the highest occurrence frequency 
6. The node 地產 has the second ' highest occurrence frequency -1. :-\ 11 these three 
nodes are in level :2 and thus have the salne level of specifìcity. Besides. th月， are 
the subclasses of 經濟. Selecting anyone of these nodes as the representative \\'ill 
achieve good specifici ty‘ but at the expense of scarifying the other two nodes. 
For pur叫ing exhaust i vi ty ~ 經濟 IS 的cted as the 付閃帥rep1叭)1丌r附.
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occurrence frequency greater than zero. They are also immediate subclasses of 
經濟.This fact further strengthens the validity of 經濟 as the representative. It 
is important to observe that the keyword 經濟 does not appear in this article. 
This example illustrates that although a predefined keyword does not appear in 
a text, it may be the most appropriate representative for classifying the text. 
This is in contrast to the usual belief in most classification methods that the 
representative keyword must appear in the text [11]. 
The above discussion suggests the following, two points: 
1. An appropriate representative keyword may not have to appear in the text. 
2. In some cases we have to sacrifice specificity for achieving exhaustivity. 
5.4 Statistical Analysis 
This section presents some statistical results based on applying the algorithm 
against the testing 360 articles with the matching table as described in previous 
examples. 
5.4.1 Classification Results with Highest Occurrence 
Frequency 
In some existing classification algorithms, the classification result is simply taken 
to be the predefined keyword with the highest occurrence frequency in an article. 
In previous examples, we have already shown that this method is not adequate. 
The ACTION algorithm can make the necessary judgement for whether this 
method is appropriate for a given article. For the set of testing articles and 
matching table, we collect some statistics for calculating the percentage that the 
keyword with tlie highest occurrence frequency is taken to be the classification 
results. The statistics are shown below. 
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Number of articles to be classified 二 367 
Number of subjects in the matching table " = 2 
Number of runnings of the classification algorithm = 734 
Number of articles classified = 553 
Percentage of articles classified = 553/734 = 75.3% 
Number of articles classified under uOther^ = 181 
Percentage of articles classified under “Others” = 181/734 = 24.7% 
Number of classifications selecting the keyword with 
the highest occurrence frequency = 328 
Percentage of classifications selecting the keyword 
with the highest occurrence frequency = 328/553 = 59.3% 
The results show that although a large portion (59.3%) of articles can be 
classified by the method of selecting the highest occurrence keyword, the AC-
TION algorithm found that for a significant portion (40.7%), this method is not 
adequate nor appropriate. In fact, the primary reason for not selecting the high-
est occurrence frequency keyword is to seek for exhaustivity. In view of the high 
percentage of 40.7%, our belief that seeking for exhaustivity is an important 
mission for classification is proved. 
With the indexing approach, exhaustivity is supported by multiple indexing. 
The high percentage (40.7%) implies a significant overhead in maintaining a 
large number of indexes to support exhaustivity by multiple indexing. With the 
ACTION approach, such overhead is avoided. 
The result also proves the ability of the ACTION algorithm in adapting to 
different articles according to their contents. Occurrence frequence is merely one 
of the factors that affect its classification decision. 
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5.4.2 Classification Results with Zero Occurrence 
Frequency 
In the previous examples, we have already shown that the most appropriate class 
for a given article may not be a keyword that appears in the article. In other 
words, the selected keyword may have zero occurrence frequency in the article. 
Again the ACTION algorithm can cater for such case. This section presents 
some statistics showing how often this is the case. 
Number of articles to be classified = 367 
Number of subjects in the matching table = 2 
Number of runnings of the classification algorithm = 734 
Number of articles classified = 553 
Percentage of articles classified = 553/734 = 75.3% 
Number of articles classified under “Others” = 181 
Percentage of articles classified under ‘‘Others” = 181/734 = 24.7% 
Number of classifications selecting the keyword with 
zero occurrence frequency = 49 
Percentage of classifications selecting the keyword 
with zero occurrence frequency = 49/553 二 8.9% 
The results show that a non-negligible portion (8.9%) of articles is classified 
under a keyword that does not appear in the articles. It does not rigorously 
violate the general belief that the classification results should be a keyword 
which appears in the articles. From the example in section 5.4.2, we know that 
a keyword with zero occurrence frequency may be selected as the classification 
result if the article covers a wide topical domains, which are all related to the 
same more general concept. In such case, the more general keyword, which has 
a lower level number, will be selected as the classification result. The relatively 
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small number of 8.9% is understandable because there should not be many news 
articles which cover a wide topical domains. 
5.4.3 Distribution of Classification Results on 
Level Numbers 
We collect the number of classification results that fall into each level number 
in the matching table. The results are shown in the following table and are 
depicted in Figure 5.4. 
Number of articles to be classified = 367 
Number of subjects in the matching table = 2 
Number of runnings of the classification algorithm = 734 
Number of articles classified = 553 
Percentage of articles classified = 553/734 = 75.3% 
Number of articles classified under “Others" = 181 
Percentage of articles classified under “Others” = 181/734 = 24.7% 
Number of articles classified under level 1 == 157 
Number of articles classified under level 2 = 8 6 
Number of articles classified under level 3 = 240 
Number of articles classified under level 4 = 145 
Number of articles classified under level 5 ^ 25 
Figure 5.4 shows that the number of articles classified with keywords in level 
1, 2 and 5 is small. The majority of the articles are classified with keywords 
in level 3 and 4. This is a result of ACTION'S ability in adapting to different 
article contents. For some articles, the algorithm seeks for specificity, leading to 
larger level number classification results. For some articles, the algorithm seeks 
for exhaustivity to cover a wider topical domains. This results a keyword with 
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Figure 5.4: Distribution of Classification Result on Level Numbers 
low level number being selected as the classification result. For the majority 
of articles, the algorithm attempts to make a balance between specificity and 
exhaustivity, resulting in a classification result in the "middle levels". 
5.5 Concluding Remarks 
We applied the ACTION algorithm to more than 360 news articles collected 
from Wen Wei Pao. Among this large set of articles, three are selected for 
detailed demonstration and analysis of how the ACTION algorithm classified 
them. The analysis uncovered some important Issues and we demonstrated how 
the ACTION algorithm handled them successfully. The testing presented in 
this chapter clearly demonstrated the applicability and validity of the ACTION 
algorithm as a practical automatic classification algorithm for Chinese docu-
ments of various subject domains. We conclude this chapter with a summary 
of the elegant characteristics of the ACTION algorithm. In particular, we make 
Chapter 5 Analysis of Results and Validation . 88 
a comparison between ACTION and the indexing approach to document repre-
sentation. 
5.5.1 Advantageous Characteristics of ACTION 
Both indexing and classification are mechanisms for facilitating the efficient and 
effective retrieval of documents in an IRS. With indexing, searching is simplified 
because the query manager of IRS needs only to search the hash tables main-
tained in the database. An index in a hash table serves as the entry point which 
points to a particular document. With classification, searching is simplified 
because documents of similar topical domain (class) are clustered together. 
In this section, we attempt to make an objective comparison between these 
two approaches with particular emphasis on the advantageous characteristics of 
the ACTION algorithm. Below is a list of the general concepts and inadequa-
cies associated with the indexing approach. They are accompanied with some 
comparisons with the classification approach and the ACTION algorithm. In 
particular, advantageous characteristics of the ACTION algorithm are focused. 
5.5.1.1 The Need For Word Segmentation 
With the indexing approach, The document to be indexed is processed by a 
word segmentation system for extracting the content-bearing keywords. This is 
no different from the classification approach. Word segmentation is discussed in 
sections 2.1 and 4.2. 
5.5.1.2 The Elegance of Classification Schemes in ACTION 
With the indexing approach, all the extracted content-bearing keywords are 
potential index for representing the document. The selection of the appropriate 
index term(s) depends on the indexing algorithm. In other words, 
Let A = : Wi segmented content-bearing keywords} 
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Let Zindexing to be the set of keywords which may be selected as index term(s) 
to the document. We have, 
^indexing = 
with the ACTION algorithm, the set of segmented content-bearing keywords 
is subjected to a matching procedure (section 4.3.4 and 4.5.3.2) for screening 
out the potential keywords that can be selected as the representation of the 
document. In brief, the matching procedure makes a comparison of the prede-
fined keywords (classes) in the classification scheme (matching table) and the 
segmented keywords. In other words, let Z a c t i o n to be the set of potential 
keywords which may be selected as the representative of the document. Let M 
be the matching table. We have 
Zact ion = { ^ i ： Wi e A a n d W{ e M } 
Thus for the indexing approach, no such thing as a classification scheme in 
the ACTION algorithm has to be employed. Therefore, the indexing approach 
is deprived of all the elegance of using a classification scheme which are listed 
below. 
• A classification scheme enables systematic cataloguing of documents as it 
defines all the valid classes and the relationships among those classes. The 
system administrator of the text database has the full control of catalogu-
ing schemes. 
• A classification scheme reflects the users' and system administrators' inter-
est in a particular area and their notions of the topical domains as specified 
in the classification scheme. This is because users/system administrators 
can make their own selections of the topics to be included in the classifi-
cation scheme. Furthermore, among each topic, he/she can make his/her 
iStrictly speaking, the matching procedure matches those segmented keywords with a tree 
T in the matching table M. This is simplified here for the ease of comparison. Refer to section 
4.3.4 and 4.5.3.2 for details. 
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own selections of the keywords and he/she has the full control to specify 
the hierarchical relationships among the keywords. In order words, a user 
can tailor make his/her own classification scheme according to his/her own 
needs, interests, and notions of a particular topic domain. 
• In traditional IRS, the database setup phase and the user query phase 
are considered as separate issues. Classification schemes are useful only 
when there are new documents to be classified. Retrieval, however, is 
entirely based on the user query and classification schemes are not ref-
erenced. However, with the ACTION approach, when a user composes 
his/her retrieval query, he/she is given the option for retrieving also those 
articles classified under the subclasses of the keyword specified in his/her 
query. In order words, a classification scheme acts as a bridge linking the 
database setup phase and the user query phase. This feature helps to 
improve exhaustivity and user-friendliness, as will be explained shortly. 
5.5.1.3 Extensiveness of ACTION 
With the indexing approach, the selection of an index for representing an article 
largely depends on the occurrence frequency of keywords in the document. An 
index to a document is usually a content-bearing keyword which has a high 
enough occurrence frequency in the document. The indexing approach assumes 
no logical relationship among the keywords. 
Witli the ACTION algorithm, occurrence frequency is only one of the factors 
contributing to the final selection of the representative of the document. Besides, 
it takes into account the logical relationships (class and subclasses) among the 
keywords; and the specificity of keywords as measured by their level numbers. 
The ACTION algorithm attempts to achieve a balance between specificity and 
exhaustivity. 
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5.5.1.4 Elegance and Simplicity in Achieving Exhaustivity 
With the indexing approach, an index is a keyword with high enough occur-
rence frequency. This makes exhaustivity difficult to achieve in some cases. For 
example, a document may consist of many content-bearing keywords with simi-
lar occurrence frequency. In this case, exhaustivity with tlie indexing approach 
can only be achieved by indexing all those content-bearing keywords (multiple 
indexing). 
With the ACTION algorithm, the representative class may be a predefined 
keyword which has zero occurrence frequency in the document. The elegance 
of this approach is illustrated by the above examples that documents are repre-
sented by a predefined keyword which is a superclass of those high occurrence 
keywords. An real example has already been given in section 5.3. 
5.5.1.5 Minimal Overhead in Achieving Exhaustivity 
Depending on the indexing algorithm and the decision of the database admin-
istrator, a document may be indexed by more than one index. This is called 
multiple indexing. The determination of the maximum number of indexes al-
lowed for each document is a tradeoff between retrieval efficiency and accuracy, 
and the overhead in maintaining each additional index. Witli multiple indexing, 
the document database stores no knowledge about the relationships between the 
indexes. We can imagine that the indexes are a flat list of entry points pointing 
to a document. 
With the ACTION algorithm, classification schemes are retained after the 
database setup phase and are being employed when users compose their re-
trieval queries. The classification scheme bears the hierarchical relationships 
between the predefined keywords. To represent a document with multiple con-
cepts/topical domains, only the superclass of those concepts/topical domains 
are needed to be selected as the document representation. Hence, a significant 
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amount of overhead is reduced for attaining the same level of exhaustivity when 
compared with the multiple indexing approach. 
5.5.1.6 User-Friendliness by Requiring no Users' Possession of 
Specific Relevant Knowledge 
With the indexing approach, the user may have to use some boolean operators 
or other query language constructs for composing his/her query which involves 
multiple indexes. Besides the difficulty and additional overhead for query inter-
pretation, this approach makes a basic assumption that users possess the relevant 
knowledge about the index terms of the subjects. For example, a particular doc-
ument may be about different topics related to 經濟.To achieve exhaustivity, 
multiple Indexing has to be used. Assuming that this document is indexed under 
期 貨 , 麵 ’ and股票, in order to retrieve this document and to compose his/her 
retrieval query, a user must have the knowledge about any one of these three 
index terms. 
With the ACTION algorithm, that particular document may be classified 
under any one of the three topical domains —期貨,鋪虫，and BS票.Assume that 
期 貨 , a n d 股票 are subclasses of 經濟 in the classification scheme; and recall 
that classification schemes are employed during the querying phase. During 
retrieval, users only need to know that they are looking for something related 
to 經濟.He/she is given the option for selecting also all the documents classified 
under the subclasses of 經濟.In this way, that particular document can also be 
retrieved. In other words, the ACTION approach requires no users' possession of 
specific knowledge about the subject he/she seeks. User-friendliness is improved 
with the ACTION approach. 
Chapter 6 
Conclusion 
This thesis discussed automatic classification for Chinese documents. An el-
egant automatic classification algorithm is proposed — the ACTION, which 
stands for Automatic Chinese Text classificatlON. The design objectives of the 
algorithm are: 
1. To achieve an appropriate balance between specificity and exhaustivity, 
which are important design perspectives of automatic classification algo-
rithms. These two factors are critical in attaining the right level of recall 
and precision. Recall and precision are metrics for measuring the quality 
of retrieved information from an Information Retrieval System (IRS). 
2. To simplify retrieval operations so that users may find the querying inter-
face user-friendly. In particular, users should not be expected to possess 
specific knowledge about the topical domain in which they seek for infor-
mation. “ 
6.1 Perspectives in Document Representation 
The traditional way of representing a document in a large full-text database is 
by indexing. Chapter 2 section 2.2 discussed some issues in automatic indexing 
and three indexing methods are described. Despite its popularity, the indexing 
method suffers from the following weaknesses. With the indexing method, the 
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database stores no knowledge about the relationships between the indexes. In-
dexes are merely a flat list of entry points which point to the documents stored 
in the database. In other words, the organization and the association within the 
document database are intrinsically weak. To resolve this weakness, efforts are 
being put in the query language for retrieval. An retrieval query often composes 
of boolean operators, index terms, and other specific operators and qualifiers. 
This approach poses the following several problems. 
• A query statement may become unnecessarily lengthy and complex. 
• Users are expected to possess specific knowledge about the topical domain 
in which they seek for information. Such knowledge is required for the 
users to compose their retrieval queries. 
• Retrieval response time may be poor because of the time in interpreting 
and executing a complex retrieval query. 
• The retrieval performance may not be as good as if the relationships be-
tween indexes were stored and made use of. 
The ACTION algorithm takes an alternative approach named as automatic 
classification. Efforts are being put when documents are being classified. When 
classifying a document, ACTION takes into account the logical relationships 
between classes and subclasses as defined in a classification scheme (matching 
table). The classification scheme is retained and is employed during user query-
ing. 
ACTION and indexing represent two different perspectives on document rep-
resentation. With indexing, efforts are being put in the retrieval phase to com-
pensate for the intrinsic weakness in the organization and association of the 
document database. With classification, efforts are being put in the classifica-
tion phase to strengthen the organization and the association in the document 
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database. The classification approach attempts to shift the effort to the classi-
fication phase so that querying is simplified, improved, more efficient, and more 
user-friendly. The most critical belief in adopting the classification approach is 
that regardless how much effort is being put to improve the querying mechanism 
in the indexing approach, the retrieval performance may not be as good as if 
the logical relationships between different keyword terms were catered for, as in 
the ACTION approach. 
6.2 Classification Schemes 
An automatic classification method consists of two components — a classification 
scheme and a classification algorithm. A classification scheme defines the valid 
classes to which a document can be classified. Chapter 3 presented a survey 
on classification schemes, including those commonly used in libraries, and those 
used by some local news agencies. One of the important findings in the survey 
is that all the studied classification schemes employ a hierarchical organization. 
The use of a hierarchy is very natural in expressing the logical class and subclass 
relationships. This finding serves as an important guideline for the formulation 
of a classification scheme in our classification system model. This is also one of 
the critical design considerations of the ACTION algorithm. 
6.3 Classification System Model 
In Chapter 4, a classification system model is presented. The system model 
defines abstraction and notations of classification. It facilitates the presentation 
and the analysis of the ACTION algorithm in well-deiined notations and termi-
nology. Also presented in Chapter 4 are four classification rules which attempt 
to achieve the appropriate balance between specificity and exhaustivity. These 
rules serve as important design guidelines for the ACTION algorithm. 
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6.4 The ACTION Algorithm 
The ACTION algorithm is presented in Chapter 4. The aim of the algorithm is 
to achieve an appropriate balance between specificity and exhaustivity. Central 
to the algorithm is a set of definitions for measuring numerically the appropri-
ateness of a document being classified under a particular class. This numerically 
measurement is called value. The derivation of value makes use of the hierar-
chical relationships among the classes and subclasses as defined in the matching 
table. 
A novel way for achieving exhaustivity and user-friendliness is also proposed. 
During retrieval, users are given the option for retrieving also those documents 
classified under the subclasses of the class the users specified in the query. This 
method of using classification schemes as a bridge between classification and 
retrieval for achieving exhaustivity and user-friendliness has not been considered 
by other automatic classification algorithms, 
6.5 Advantageous Characteristics of the ACTION 
Algorithm 
The ACTION algorithm has many elegant characteristics. These are all dis-
cussed in previous chapters and are not be explained in detail here. Below is a 
summary of the important advantageous characteristics of the ACTION algo-
rithm. 
• Extensiveness in making classification decision — 
The ACTION algorithm takes into account different factors in making 
its classification decision. Unlike many other automatic classification al-
gorithms, occurrence frequency is only one of the factors. Other factors 
include logical relationships among different keywords, specificity and ex-
haustivity of keywords as measured by their level numbers, generalization 
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of all the concepts in a class-subclass hierarchy, and relative significance 
of all the keywords in a logical path within a class-subclass hierarchy, etc. 
• Elegance of using classification schemes 一 
The ACTION algorithm makes use of classification schemes in both classi-
fication and retrieval. The use of classification schemes provides a number 
of benefits to the ACTION, including: 
一 A classification scheme allows system cataloguing of documents. 
一 System administrators have the full control over the cataloguing schemes. 
一 A classification scheme reflects the users' and system administrator's 
interest in a particular area and their notions of the topical domain. 
—A classification scheme acts as a bridge linking the database setup 
phase and the user query phase. This helps to improve exhaustivity 
and user-friendliness. 
參 Elegance and simplicity in achieving exhaustivity — 
Exhaustivity can be achieved by classifying a document under a keyword 
with small level number and even a keyword with zero occurrence fre-
quency. ACTION provides a flexible way in achieving exhaustivity. 
• Minimal overhead in achieving exhaustivity — 
ACTION makes use of a classification scheme in achieving exhaustivity. 
Overhead in maintaining large number of classes (as with the way multiple 
indexing does) is avoided. 
• User-Friendliness by requiring no users' possession of specific 
relevant knowledge 一 
ACTION makes use of a classification scheme to help users to compose 
their queries. Users are not required to possess specific knowledge in the 
topical domain that they seek for information. 
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• User-Friendliness by simplified query statements — 
Classification schemes are used during the querying phase for expressing 
the logical relationships between different classes and subclasses. User 
queries are simplified because less boolean operators and other query con-
structs are necessary for expressing the same query intention. 
6.6 Testing and Validating the ACTION algorithm 
In order to test the validity and practicability of the ACTION algorithm, more 
than 360 real Chinese news articles collected from the Wen Wei Pao are subjected 
to the ACTION algorithm. These articles cover a wide area of different topical 
domains and are of varying sizes. The use of such a diverse and real set of news 
articles ensures fair and extensive testing of the ACTION algorithm. 
The result of this testing is presented and analyzed in chapter 5. The results 
demonstrated the elegance of ACTION in making the appropriate balance be-
tween specificity and exhaustivity. Also included in the chapter 5 are detailed 
illustrations of the classification of three testing news articles. The application 
of ACTION to these three sample articles illustrates some important issues in 
classification that have drawn very little, if any, concern in existing automatic 
classification literatures. These issues are listed below. 
• Achieving specificity should not be the sole objective of classification. In 
some cases, seeking for exhaustivity is a more meaningful mission. We 
may even have to sacrifice specificity for achieving exhaustivity. 
• l t i s important for a classification algorithm to cater for the hierarchical 
relationships between classes and subclasses. 
• The keyword with the highest occurrence frequency may not be an appro-
priate representative-of an article. 
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• An appropriate representative keyword may not have to appear in the 
article. This is in contrast to the common belief in classification literatures. 
6.7 Future Work 
The applicability and novelty of the ACTION algorithm has already been proved 
by being applied to a large set of testing news articles. However, as an automatic 
classification algorithm, ACTION represents only one of the major components 
of a full-text retrieval system. To realize its potential benefits, ACTION needs 
to be integrated into a larger framework of document processing from textual 
information selection and preparation to front end retrieval interface. 
On the other hand, because of its intrinsic nature, the ACTION algorithm 
is flexible enough to be augmented with the following approaches: 
• Applying soft computing technology (e.g. fuzzy theory) and neural pro-
cessing for modifying the calculation of significance values. This allows 
the possibility of an even more dynamic methodology for determining sig-
nificance values. 
• Parallel implementation of the ACTION algorithm under the MasPar su-
percomputer. This helps to reduce the time needed for calculating signifi-
cance values and thus makes the classification process even more efficient. 
• Distribution implementation of the ACTION algorithm so that users at 
different physical sites can have access to a common document database. 
Each site can have its own classification schemes tailored to the specific 
needs of the site. 
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6.8 A Final Remark 
In this information society, the use of computing and communication technology 
for processing information is not only desirable but also unavoidable. Chinese 
is one of the six authorized working languages of the United Nations. It is es-
timated that at least 36% of the world's population are using Chinese as their 
mother language. Many research and development efforts are now devoted to 
Chinese Information Processing. Among the diverse areas of Chinese informa-
tion processing, Information Retrieval Systems (IRS), especially full-text IRS, 
are receiving growing interests because of their ability to search for the desired 
information from a huge reservoir full-text documents. The success of a full-text 
IRS depends on many factors, such as the acquisition of the appropriate infor-
mation to be stored, the organization and the association of the information in 
the database, the design of the user interface, in particular the flexibility and 
user-friendliness, the query language, the retrieval mechanism, and the flexibility 
and simplicity in system administration. 
This thesis presents a novel approach — the ACTION — which addresses 
the issues of document representation, organization and association of stored 
information, user-friendliness, and the quality of the retrieved information as 
measured by precision and recall. ACTION attempts to handle these issues by: 
• A set of rules for measuring numerically the appropriateness of a particular 
classification decision. These rules attempt to make the correct balance 
between specificity and exhaustivity which affect the quality of retrieved 
information in terms of precision and recall. 
• Employing classification schemes as a bridge to link classification and re-
trieval for achieving exhaustivity and user-friendliness. This approach has 
not been considered by other automatic classification algorithms. 
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• M a k i n g classification decisions by taking into account various factors in-
cluding the logical relationships between classes and subclasses. 
To conclude, the ACTION algorithm attempts' document representation, orga-
nization and association of stored information, user-friendliness, and the quality 
of retrieved information in an integrated manner. 




Article A consists of { Wi : Wi is a segmented word in A } 
Matching Table 
Matching Table M consists of { k{ : k{ is the predefined keyword used for clas-
sification, and 0 < i < n, where n ^ number of predefined keywords } 
八 Class separator for delineating different classes of predefined keywords. 
The predefined keyword immediately following a class separator is the 
class name of the corresponding class and has a level number zero. 
, Level indicator for representing the level number of a predefined keyword 
within its corresponding class. 
Forest, Tree, and Node 
Using the matching table M, we build a forest F, which consists of a set of trees 
Ti. 
尸 = { T i I 0 < i < n, where n = number of classes in M} 
I1 • {vj I 0 < j < n, where n = number of nodes} 
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T , ^ T y is a set of vertices v^  Let F = ^ V^E 3 
.[ E is a set of edges 
If (vi, v2) is in E, then is called the parent of v2, and v2 a child of 
The attributes of a node v are: 
key(v) : keyword G M 
level(y) : level of v 
freq(v) : occurrence frequency of key(y) G A 
parent(v) : a pointer that points to the parent 
Attributes of v = node of v • 
sib(y) : a pointer that points to the next 
sibling node of v 
child(y) : a pointer that points to the first 
child of v 
• The root of a forest is a node whose attributes have the value null. 




Wi € A and 
^ {wi.fi) Wi e T • and 
fi = occurrence frequency of Wi in A 
Appendix B 
Classification Rules 
Rule 4.1 (Page 54) For a given article A and matching table M, the classifi-
cation result is a predefined keyword kj € M. 
Rule 4.2 (Page 54) For a given article A and matching table M, if the matching 
procedure finds no matched keyword, the article is classified under the predefined 
class “Others”. 
Rule 4.3 (Page 55) For a given article A and class hierarchy (matching table) 
M, if there exists more than one keyword having the same occurrence frequency, 
fi, the keyword having larger level number should be weighted larger in the index 
value. 
Rule 4.4 (Page 55) For a given article A and class hierarchy (matching table) 
Af, if there exists more than one keyword having the same index value, the 
keyword having the highest level number is selected as the classification result. 
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N o d e Significance Definitions 
De£ 4.1 (Page 57) Level of a node v, level{v)y is defined as the length of the 
path from the root node of the corresponding tree to v. 
Def. 4.2 (Page 57) Effective Value of a node v, EVv, is defined as the product 
of the occurrence frequency of node v, freq{xi), and the level number of node v, 
level(v). 
EVv = freq(v) * level(v) 
Def. 4.3 (Page 58) Effective Frequency of a subtree rooted at node v1 EFV, 
is defined as the sum of the occurrence frequency of v and the total of the 
occurrence frequencies of the successor nodes of v. 
^^ j = v or 
EFV = ^freqU) J . 
j is a successor of v 
< 
Def. 4.4 (Page 58) Effective Value of a subtree rooted at node v, EVSv, is 
defined as the product of the level number of node v, level(v), and the effective 
frequency of the subtree rooted at node v1 EFV. 
EVSv = EFV * level(v) 
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Appendix C Node Significance Definitions 
Def. 4.5 (Page 59) Value of a leaf node v is defined as the sum of the effective 
value of node v and the total of the effective values of ancestor nodes of v. 
Valueieaf = EVv + EVj { j : ancestor node of v 
Def. 4.6 (Page 60) Value of a non-leaf node v is defined as the sum of the 
effective value of the subtree rooted at v, EVSv, and the total of the effective 
values of ancestor nodes of v. 
Valuenonieaf = EVSv + 2^ EVj { j : ancestor node of v 
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