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Let G be a finite simple graph on n vertices with minimum degree 6(G) 3 6 (n = 6 (mod 2)). 
Let max(k, G) denote the set of all k-subsets A E V(G) such that the number of edges in the 
induced subgraph (A) is a maximum. We prove that for some i E (0, 1.2, . . . , [$d] ) there 
exists a partition (X, Y) of V(G) such that (i) (X) = [$nl +i, lYl= [$nj -i; (ii) 6(X) 3 
[$Sl + i, 6(Y) 5 l;Sj - i; (iii) X E max( [in1 + i, G) or Y E max( [$zJ - i, G). Analogous edge 
density constraints, rather than constraints on the minimum degree of G, guaranteeing such a 
partition are also discussed. 
A classical argument due to Erdiis shows that every finite graphs G with 
minimum degree S contains an induced bipartite graph H with 6(H) 2 ]$a]. 
Jackson [S] has proved that if 6 a 2 then there exists a balanced induced bipartite 
subgraph H with 6(H) 3 1. Other papers in this general area include [1, 3, 6, 7, 
10, fl, 12, 13, 17 and 181. Thomassen [16) has proved that every graph G such 
that S(G) 2 12k contains a partition (A, B) of V(G) such that S(A) 2 k and 
b(B) 3 k. There is obviously no analogue of the Jackson result where the relative 
cardinalities of A and B are given. We prove in Theorem 1 a result which is, at 
least superficially, related to this question. Let maxjk, G) denote the set of all 
k-subsets A s V(G) such that q(A)-the number of edges in the induced 
subgraph (A )-is a msximum subject to these conditions. Let max(G) = 
ukzI max(k, G), (rt = jV(G)I). So X E max(G) if and only if 
of V(G) of cardinality lXIF q(X) is a maximum. Elements of 
eorem 1 states that if 6(G) 3 S, then every graph G on n vertices 
mei@,l,2 ,..., ]&!jJ} a partition (X, V) of V(G) such that (i) 
IX]= [jnl +i, IV1 = ~$zJ - i; (ii) 6(X) 2 [fs] + i, S(Y) 2 ]jS J - i; (iii) either X 
or Y is dense. 
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All graphs are both simple and finite. In general our notation will follow [2]. 
Let G be a graph with n vertices. The minimum degree of G is denoted by a(G). 
Suppose X E V(G). Then the induced subgraph of G with vertex set X is denoted 
bY (X)* e write 5(X) rather than S( (X)) and we use similar abbreviations 
without further reference. 
Suppose i and 6 are integers such that [46j 2 i 3 0, 12 - 13 6 3 0. A partition 
(X, Y) of V(G) is an (i, Q-partition if: 
(1) IXj= r&z] + i, lYl= L&J -i, 
(2) S(X) Z= [#l + i, 6(Y) > \$SJ - i, 
(3) either X or Y is dense. 
Let 
V(n, 6, i) = {G: IV(G j[ = n, G contains an (i, 6)partition) 
and let 
%(n, S) = 6 %(n, 5, i), 
i=O 
where s = [$S]. 
A weak (i, S)-partition (X, Y) of V(G) satisfies conditions (1) and (2)) i.e., we 
no longer insist that either X or Y is dense. For weak partitions we use the 
notation w(n, 9, i) and co(n, 6) rather than %(n, Q, i) and %(n, 6). 
Let G be a graph with n vertices. Suppose 6 is an integer such that 
n - 12 S 2.0 and suppose that if n is even, then 05 is even. Suppose S(G) 3 6. 
Then G E %(n, 6). 
en n is even and 6 odd G does t necessarily belong to %(n, 6). For 
r any non-negative integer s, h+1,2s+l $ %(4s + 2,2s + 1). A more 
complicated example of a graph G where G $ %(n, 6) is shown in Fig. 1. The 
as p(G) = 4s + 2 (p(G) denotes JV(G)J) and 6(G) = 2s -I- 1 and may be 
described as follows: J(G) = Al U A2 U B, U Bz9 where A I, At, B, and I?* are 
pair-wise disjoint sets such that IAil = s and IBij = s c 1 (i = 1, 2). 
contains a perfect 
; 3 =: Y )=s(s+l) (b-=1,2), 
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(Here, if X, Y c V(G), we write q(X, Y) = I{xy E E(G): x E X, y E Y}l. For 
q(X, X) we write q(X) and we use similar abbreviations without further 
reference). 
In Theorem 2 we give a weaker result when R is even and 6 is odd. 
(2) The theorem is also best possible in the following sense. There exists a 
graph G on II vertices such that if S is any integer satisfying n - 2 2 S > I, n = 6 
(mod 2) and 6(G) 2 6 - 1, then G +%Qz, 6j. For example when 
(3) The theorem is also best possible in the following sense. Suppose s and t 
are integers such that 1 s s ~~2s and s=t (mod2). Let G=K,U#, and 
suppose i E (0, 1, . . . , l&S] }. Then G E G4(s + t, s - 1, i) if and only if i = i(t - s). 
On the other hand if I ss s t and t is even than KS,, E %‘(s + t, s, i) for 
iE (0, 1, l a i , [j(t-a)]$ 
The next theorem deals with the case n even and 6 odd. The proof of Theorem 
2 is similar to the proof of Theorem 1 and we do not include the details. 
Let G be a graph with n vertices. Suppose S is an integer such that 
1 and suppose n is even and 6 is odd. Then either: 
(1) there exists a partition ( V(G) such that: (i) 1 
) 2 [$?I, 6(Y) 3 [;S] ; (iii or Y is dense, or 
(2) forsorneiE(1,2,..., [jSl) there exists a partition ( 
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Suppose k is an integer such that 1~ k s n - 1. 
(i) Suppose X0 E max(k, G). Write W, = V(G)\X,. Then, if X1 E max(k + 
1, G), then 6(X,) 3 6 - b(yO). 
(ii) Suppose YO E max(k + 1, G). Then, if Y, E max(k, 6) and X1 = V(G)\&, 
then 6(X,) 3 6 - 6(YJ. 
(i) Suppose X0 E max(k, 6). Write YO = V(G)\X,. Then, since k G n - 
I, lYOl 2 1. Choose y. E Y. so that q(yo, Yo) = c5(Yo). Write X,* =X0 U {yo}. Let 
X1 E max(k + 1, G). Then, since IX;1 = k + 1, 
4(X1‘s *q(X) = 4(X0) + 4(YOJ X0)* 
\ 
(1) 
Let E X1. X0* = - k and since X, E max(k; G)s 
4(x,) 2 4(x,*) = 4(X1) - !a1 9 Xl)* 
and (2) 
(2) 
q(xb XI) q(y0, X0) = deg(y0) - q(y0, XI) 
3 s - b(Y,), (3) 
where deg(y,) is the degree of y. in G. Hence, from (3), 
8(X,) 2 6 - 6(Yo) (X, E max(k + 1, G)). 
(ii) Supposie y0 E max(k + 1, G). Then & #4b. Choose y. E & such that 
q(yo, Yo) = 6 (Y,). Write Y2 = Y. - { yo}. Let YI E max(k, G) and write X, = 
V(G)\ Yl. Since I&l= k and YI E max(k, G), 
q(h) 2 q(Yd = q(Y,) - !?(YO! xl)- (4) 
Let x1 E X1. Write Y3 = YI U {x,}. Then since IYBI = k + 1 and Y. E max(k + 1, G), 
q(K) 2 q(K) = q(K) * 4(x1, K)* (5) 
From (4) and (5) 
i.e., 
&I9 XI) 2 degb) - q(Yo9 w 
3 s - 6(Y,). 
ence, from (1), 
) (Y, E max(k, 6)). U 
(6) 
(7) 
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case 1. Suppose X can be chosen so that 6(X) 2 [iSI. i E 
10 1 . . , [$(sj }. A partition defined recursively 
6(Xi,l) a 6 - S(K)* (9) 
From (8), 
IXil = [$PZl + i, IIq= [$n] -i. (10) 
We prove by induction 
i E (0, 1, [@I). 
S(Xi+l) 2 [jSl + (i + 1). (13) 
By induction 
theorem in this case. 
Case 2. From Case 1 we may assume that ~(A_) < [@l. i E 
(0 1 , l#j }. A partition defined recursively 
Gh \ -&+I = V(G)W+, 
S(Xi+*) a S - 6(x), 
From the definition of X, (i) and (14), 
IXil = [$I2 ] + i, /XI= [$nl -i. 
(14) 
(1% 
(16) 
Now repeat the argument of Case 1. Cl 
In this section we will always assume that n and 6 are integers an3 that n = 6 
f (n, 6) = “,(n’ -I- (66 - 10)n - 36* + 66 -I- 8). 
J. Sheehan 
(1) if n # i 
Let G be a graph with n vertices. Suppose n - 2 2 6 2 1. Then 
-I- 4 and q(G) 2 f (n, 6), G E m(n, 6), 
(2) ifn = S + 4 and q(G) 3 f (n, S) + 1, G E o(n, 6). 
(4) The graph G = h& + (k&-~~~j+~ U Krtnl - I& has f (n, 6) - 1 edges and 
G $ m(n, 6). Except in the case when n = 6 + 4 this graph is edge maximal with 
respect o G Q o(n, 6). When n = 6 + 4, G is not edge maximal bJt the addition 
of any one edge e to the induced subgraph isomorphic to Ktt,+~td]+~ of G yields 
the maximal subgraph G + e. Hence, in this respect, if the conjecture is true then 
it is sharp. 
(5) A weaker form of Conjecture 1 is given by 
e 2. Let G be &F saph with n vertices. Suppose n - 2 2 6 3 I and 
n + 6 + 4. Suppose S(G) 3 6 - 1 and q(G) 2 f (n, 5). Then G E m(n, 6). k. 
It may be that Conjecture 2 is helpful but our own experience iu the case 6 = 2 
suggests otherwise. 
(6) We prove rather easily: 
a Conjectuw 1 is true when 6 = landwhenn~{6+2,6+4}. 
The argument is a simple exercise. 0 
(7) e have “proved” (the quotations are because our proof is so long and 
complicated that there must be a high probability that some of the details are 
incomplete) that Conjecture 1 is true when 6 - 2. To be precise we have proved: 
Let n be an integer such that n + 3. Let G be a graph with 2n vertices 
and q(G) i j(n” -1-12 -t= 2). Then G E w(2n, 2). 
As previously mentioned the “proof’ is very complicated. However an 
outline of the method of proof is given in [ 151. Cl 
Some of the difficulty in proving Theorem 4 may be avoidable if the following 
stronger esu!t is tr 
et P; be an in 
)a$(n2+n + 
h that n + 3. Let G be a graph with 2n 
G E w(2n, 2, Z). 
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graph G of disjoint of K,, a cycle together with edge 
joining vertex of to a of Cn p(G) = q(G) = :(a* + n =t- 2) ard 
G $ w(2n, 2, I). . 
(8) The reader may be slightly puzzled as to the origin of Conjecture 1. In fact 
it is really related to a problem in amsey Theory (see [4, Conjecture 23). We use 
a notation of [4]. Suppose k and are integers uch that k 3 and 6 2 1. b 
be a graph on n vertices such that p(H) = n = 2k + 6 and q( 
Write G = H. Then p(G) = n, n = 6 (mod2) and q(G) 
3# + 66 + 8). Thus, if Conjecture 1 is true, G E m(n, lj 
E E (0, 1, . . . , [@J} such that (Xi, Y) is a weak (i, @-partition of V(G). Nnw in 
PI colour all the edges of (Xi) U (I$) red and all the other edges of a! blue. From 
the _d_efirn+;-q %-n of an (i, 6 j-partition this coburing of M does not contain a red 
&&n-s> (where k = i(n - 6) or a blue I!&, i.e., W + (Kl,k, &). Hence the size 
Ramsey number rJMlik, KJ satisfies 
and therefore, from Theorem I of [4], this is an equality. Hence if Conjecture 1 is 
true then Conjecture 2 of [4] is also true. Theorem 4 answers the particular case 
of Conjecture 2 in [4] when 8 == 2. 
We may also restate Theorem 1 in this context. Suppose I;’ is as above except 
that now we do not impose any bound on the number q(H) of edges on H. 
Suppose A(H) 6 2k - 1. Then a(G) 2 6. ence, by Theorem i, using the same 
colouring as above, If% (P& K3). This statement is best possible as may be 
seen by putting H = K 2k+l and applying Turan’s theorem. This was pointed out to 
me by a referee. 
ene 
Theorem 5 below is a natural and easy generalization of Theorem 1. Firstly we 
need to generalize the concept of an (i, &-partition. 
Suppose r is a rational number such that 12 Y 3 0. Write P = I- P. Suppose i 
and 6 are integers with n - 12 6 3 0 end ]r*S] 3 i 3 0. A partition (X9 Y) of 
V(G) is an (i, r, c3)-partition if 
(1) 1x1 = [ml -I- i, 1 Yl = [r*n J - ii, 
(2) S(X) 2 [r6] + i, 6(Y) 3 [r*SJ - d, 
(3) X or Y is dense. 
Let 
%*(n, 6, r, i) = (G: IV(G)j = n, G contains an (i, r9 Q-pa 
and 
5. Suppose r is a rational number such that 4 s r s 1. Suppose r = s/t, 
where (s, t) = I. Let G be a graph with n vertices. Suppose 6 is an integer such that 
n - 13 6 20 and such that n = 6 mod(t). Suppose 6(G) 3 6. Then G E 
%*(n, 6, r) U %*(n, 6, r*). 
A natural strengthening (in the spirit of 111, 
in Conjecture 5 below. Let 38(G) denote 
mE(O,l,..., IiS]}. Write 
Theorem 11) of Theorem 1 is given 
the connectivity of G. Suppose 
b, 
Let G be a graph with n vertices. Suppose S is an integer such that 
and suppose n = 6 (mod 2). Suppose 6(G) 3 S and x(G) 3 3’. 
Then G E w,(n, 6), where m = max{O, [@] - X}. 
(9) When x = 0 Conjecture 5 follows from Theorem 1 for n = S (mod 2). 
When Z = 1 and 6 = 2 then Conjecture 5 follows from [14, Theorem 2.11. In this 
context see also [S] and [9]. Recently we have proved this conjecture for x = 1 
and all 6. We rely heavily on Theorem 1. The proof is not entirely trivial. 
(10) In Conjecture 5 the condition n - 13 26 2 0 is needed. For example let G 
be the complement of the Petersen graph. Assume that 6(G) = 6 = 6. It is easy to 
check that G contains a weak (I, @-partition but no weak (0, S)-partition. 
(11) In the spirit of Conjecture 5 it is natural again to speculate that Theorem 4 
might generalize. 
Let n be an integer such that n # 3. Let G be a graph with 2n vertices 
and q(G) i i(n2 + n + 2). Thpn if G is connected, G E w0(2n, 2) == o(2n, 2,0). 
Using the techniques of [14] the proof of Theorem 6 is quite simple although 
the details are too long and complicated to give here. 
(12) Catlin recently informed me that Theorem 1, with %(r~, 6) replaced by 
w(n, 9) can be l?oved using a result of Lovasz. Let Cc denote the complement of 
G and let A(G) denote the maximum degree of G. Write (X) for ,JJ((X),~) 
(X E V(G)). Suppose n = 6 (mod 2). Then G has a weak ( &)-pa&ion if and 
only if there exists a partition ( 
A(X=) 6 j(n - 6 - 2), A(Y”) < 4 
Y) of V(G’) such that: (i) 1x1 - jYl = 2i; (ii) 
proved the following. Let s, t be integers uct that s + t = 
n there exists a partition (X, Y) of V(G) v,ith A(X) ss and 
ow write s = t = 1 2(n - 6 - 2) and, considering 6” rather than G, we 
is of in t 
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interest. The knowledge that there exists a “strong” (i, S)-partition (X, Y) is vital 
in verifying Conjecture 5 for the case X = 1. In particular the fact that either X or 
Y is dense is crucial in the proof. 
Many of the ideas in this paper originated (see [4]) in joint work %Nith R&J, 
Faudree. 1 am grateful to both referees and to P.A. Catlin for his help (see 
Remark 12). 
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