Emotional experience changes visual perception, leading to the prioritization of sensory information associated with threats and opportunities. These emotional biases have been extensively studied by basic and clinical scientists, but their underlying mechanism is not known. The present study combined measures of brain-electric activity and autonomic physiology to establish how threat biases emerge in human observers. Participants viewed stimuli designed to differentially challenge known properties of different neuronal populations along the visual pathway: location, eye, and orientation specificity. Biases were induced using aversive conditioning with only 1 combination of eye, orientation, and location predicting a noxious loud noise and replicated in a separate group of participants. Selective heart rate-orienting responses for the conditioned threat stimulus indicated bias formation. Retinotopic visual brain responses were persistently and selectively enhanced after massive aversive learning for only the threat stimulus and dissipated after extinction training. These changes were location-, eye-, and orientation-specific, supporting the hypothesis that short-term plasticity in primary visual neurons mediates the formation of perceptual biases to threat.
The accurate and efficient perception of threat facilitates adaptive behavior and thus promotes survival of the individual and the species. Accordingly, the human brain has evolved mechanisms that bias the limited capacity of perceptual systems toward danger (Bradley, Keil, & Lang, 2012) . Threat biases-defined as the facilitated perception of threat stimuli, compared to neutral stimuli-are documented in experimental psychology (e.g., Öhman, Flykt, & Esteves, 2001) , cognitive neuroscience (Markovic, Anderson, & Todd, 2014) , and emotion psychopathology (Bar-Haim, Lamy, Pergamin, Bakermans-Kranenburg, & van IJzendoorn, 2007) . Altering threat biases through training is also considered a treatment option for psychiatric disorders in the anxiety and depression spectrum (Amir, Beard, Burns, & Bomyea, 2009 ). The neurocognitive mechanisms underlying the formation of threat biases are unknown, however. Based on work in the rodent model (e.g., Bakin & Weinberger, 1990) , it has been hypothesized that one potential mechanism involves neurons in primary visual cortex (V1) altering their tuning behavior, to selectively amplify visual stimuli that are reliably associated with noxious outcomes (Miskovic & Keil, 2012; Stolarova, Keil, & Moratti, 2005) . This hypothesis is tested in the current brief report.
Experience-dependent plasticity in visual neurons has been documented in various nonhuman species (Dragoi, Sharma, & Sur, 2000; Li, Piëch, & Gilbert, 2004; Schummers, Sharma, & Sur, 2005; Shuler & Bear, 2006) , and human observers (Gutnisky, Hansen, Iliescu, & Dragoi, 2009) . Corroborating these findings, research on perceptual learning has demonstrated alterations of early brain potentials after extensive training of contrast detection (Bao, Yang, Rios, He, & Engel, 2010) or texture discrimination (Pourtois, Rauss, Vuilleumier, & Schwartz, 2008) . These changes are specific to retinal location, traditionally taken as evidence of visual plasticity when accompanied by eye specificity and orientation specificity (Fahle, 2005; Karni & Sagi, 1991) . The question arises whether plastic changes in V1 neurons are also observed when participants learn that a visual stimulus predicts aversive outcomes.
The C1 component (Jeffreys & Axford, 1972) of the eventrelated brain potential (ERP) reflects electrophysiological activity produced by the first afferent volley from the thalamus to V1 (Di Russo, Martínez, Sereno, Pitzalis, & Hillyard, 2002; Foxe & Simpson, 2002; Martínez et al., 1999) . It reliably differs from baseline at latencies around 50 ms and reverses polarity when stimulating the upper versus lower visual field, reflecting the retinotopic organization of the human primary visual cortex (Clark, Fan, & Hillyard, 1994; Jeffreys & Axford, 1972) . Based on evidence that the C1 is potentiated after evaluative conditioning (Stolarova et al., 2005) , we utilized this signal to examine changes in afferent visuo-cortical responses during threat bias formation. Specifically, the present study tests the hypothesis that extensive associative pairing of a neutral visual stimulus with a noxious outcome leads to plastic changes in location-, eye-, and orientation-specific visual neurons, found predominantly in V1. We fully crossed three stimulus parameters that differentially challenge known properties of different neuronal populations along the visual pathway: location, viewing eye (ocular channel), and orientation. A loud noise (unconditioned stimulus [US]) was paired with one combination of these parameters which formed the conditioned stimulus (CSϩ), while all other combinations served as unpaired control stimuli [CS]Ϫ). Analyses were conducted on the rising slope of the C1 component (Ales, Yates, & Norcia, 2010; Kelly, Schroeder, & Lalor, 2013) to maximize sensitivity to early afferent processes. Together, this experimental setup allows identification of the locus of threat bias formation, with effects at the thalamic (eye-and location-specific but not orientation-specific), primary visual (eye-, location-, and orientation-specific), and postprimary visual (not affecting the C1 component) processes readily identified by unique patterns of results.
Method Participants
Forty-nine healthy volunteers (41% women; mean age ϭ 22, SD ϭ 3.6) participated. Experiment 1 involved electrocardiogram (ECG) recordings from 17 participants, and Experiment 2 involved electroencephalogram (EEG) recordings from 27 participants. Five additional participants were excluded due to excessive EEG artifacts (i.e., more than 50% bad trials). Sample size was based on those in previous experiments Stolarova et al., 2005) . Procedures were consistent with the Declaration of Helsinki (World Medical Association, 2013) and approved by the institutional review board of the University of Florida.
Stimuli
Four gradient field textures (see Figure 1A) 
Procedure
Participants were seated in a dimly lit Faraday chamber, using a head rest that kept eyes 1.2 m away from a 23-in. 3-D LED monitor (Samsung S23A750D), viewed through a shielded window. The sound-attenuated chamber contained two 15-W speakers, located behind the participant. A detection task at fixation was implemented to encourage vigilance and promote fixation compliance. Participants clicked the left mouse button upon noticing an occasional (5-15 s) color change in the fixation cross from white to red.
Experiment 1: Selective heart-rate changes during hemifieldspecific differential classical conditioning: Pilot. Experiment 1 (n ϭ 17) aimed to establish whether aversive conditioning with gradient field textures results in biased reactivity. The cardiac orienting response on CSϩ trials, compared to CSϪ trials, was used as an index of threat bias formation (Bradley et al., 2012; . The experiment comprised three phases: habituation (36 trials), acquisition (53 trials), and extinction (10 trials). Stimuli appeared pseudorandomly for 566.6 ms every 8 -12 s. Each stimulus appeared the same number of times in each phase and did not occur more than twice consecutively.
During acquisition, the CSϩ was paired with the US: a 92-dB (SPL) white noise burst lasting 500 ms. The US was presented for 500 ms, 66.6 ms after CSϩ onset, such that the CSϩ and US coterminated. The first nine trials of acquisition began with 100% reinforcement, and the rest of acquisition had 25% reinforcement. None of the paired trials were used for analysis.
Experiments 2a and 2b: Conditioning-related changes in retinotopic visual cortex. Experiment 2 followed the structure of Experiment 1, with adjustments made to obtain sufficient signal-to-noise ratios for the small-amplitude C1 component. Experimental phases contained 960 trials each, with a 45% reinforcement rate during acquisition. To reduce the length of the experi- This document is copyrighted by the American Psychological Association or one of its allied publishers.
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ment to 80 min, we had the stimulus appear every .5-2 s and presentation was shortened to 66.67 ms, except on paired CSϩ trials, where presentation was 566.66 ms to accommodate the US, which were not analyzed. This prevented us from obtaining slow autonomic signals such as heart rate or skin conductance. Viewing eye was manipulated by means of adjustable occlusion goggles blocking one eye. Occluded eye alternated every block (240 trials, 12 blocks total) with block order counterbalanced across participants. During acquisition, Experiment 2a (n ϭ 17) paired the US with a CSϩ of Ϫ75°orientation, presented in the lower location, to the right eye, whereas Experiment 2b (n ϭ 10), paired the US to a CSϩ of ϩ75°orientation, presented in the upper location, to the left eye. To control for US-induced changes in arousal, negative affect, or attention, which influence C1 amplitude (Rossi & Pourtois, 2012; Vanlessen, Rossi, De Raedt, & Pourtois, 2013) , we presented the same number of USs randomly during the intertrialinterval in CSϪ ocular channel blocks.
Data Acquisition and Reduction
Heart rate. ECG was recorded from medial portions of the lower arm using a Biopac system, digitized at 200 Hz and filtered with a passband of .1-50 Hz. R waves were detected off-line and heart-rate change waveforms calculated as described by Graham (1978) .
Brain electrophysiology. In Experiment 2, EEG was continuously recorded with a 257-channel sensor array (Electrical Geodesics, Eugene, OR; see Figure 1B ). Impedance was kept below 50 k⍀, and the vertex electrode (Cz) was used as the recording reference. All channels were digitized at a rate of 500 Hz and filtered online using a low-pass elliptical filter with a 3-dB point (cutoff) set at 200 Hz and a high-pass elliptical filter with a 3-dB point (cutoff) set at .01 Hz.
Filtering and channel interpolation. Off-line filtering was performed on the continuous EEG data using a second-order Butterworth high-pass filter with a 1-dB point (cutoff) at .5 Hz and 18-dB attenuation at .05 Hz, and a 23rd-order Butterworth lowpass filter with a 3-dB point at 40 Hz and 45-dB attenuation at 50 Hz. Bad channels were detected based on the recording reference (Junghöfer, Elbert, Tucker, & Rockstroh, 2000) and interpolated for channels showing outlying (5 SDs outside the median) three statistical metrics: absolute voltage, standard deviation of the voltage, and maximum gradient between subsequent sample points (Junghöfer, Elbert, Leiderer, Berg, & Rockstroh, 1997) . The resulting data were converted to an average reference.
Trial segmentation and rejection. Epochs were segmented between Ϫ200 and 800 ms relative to texture onset. Epochs underwent semiautomatic artifact rejection (Junghöfer et al., 2000) , leaving an average of 102 (SD ϭ 9) trials per condition. The artifact rejection procedure aimed to exclude any trials containing blinks or eye movements, as detected by electrooculogram sensors, as well as other sources of artifact.
Statistical Analyses
Heart rate. Orienting to threat is characterized by cardiac deceleration following the onset of the threat stimulus (Graham & Clifton, 1966) . Heart-rate deceleration was compared 2-5 s after stimulus onset for the CSϩ with each of the three CSϪ (Panitz, Hermann, & Mueller, 2015) using t tests. We also report 95% confidence intervals (CIs) and Cohen's d effect size estimates.
C1 amplitude. The rising slope of the C1 component was quantified by measuring the mean voltage from 64 to 90 ms after stimulus onset at sensor POz. F values and effect sizes (partial eta-squared) were obtained by repeated-measures analysis of variance (ANOVA) containing within-variables of orientation, location, and eye. Only values from acquisition entered the ANOVA. Significant (p Ͻ .05) effects in this omnibus ANOVA were followed by post hoc ANOVAs (all corrected for deviations in sphericity; Greenhouse & Geisser, 1959) or by paired t tests. To enable combined analysis of Experiments 2a and 2b (with opposite location of the CSϩ), we multiplied the C1 amplitude in Experiment 2b by Ϫ1 before entering the ANOVA. To assess the robustness of differences between the multiple CSϪ and the CSϩ within each visual field separately (accommodating systematic differences in C1 morphology for upper or lower field stimuli), we modeled comparisons in a generalized linear model with weights [Ϫ.5, Ϫ.5, Ϫ.5, 1.5] in a planned contrast, based on the prediction that aversive conditioning prompts orientation-specific and eyespecific changes, selectively for the CSϩ visual field. To examine the temporal specificity of the predicted effects, we conducted a paired-samples t test was conducted for every sample point in the ERP epoch, comparing the CSϩ and the CSϪ sharing stimulated location and eye but differing in orientation. To correct for multiple comparisons and provide a conservative test of significance, we determined significance thresholds by calculating 1,000 t tests on randomly permuted data sets (Groppe, Urbach, & Kutas, 2011) , resulting in a critical t value of 2.7 (.025 tails) of the empirical permutation distribution. Heart rate. Grand-averaged change in beats per minute (n ϭ 17) during the acquisition phase. Labels represent the gradient field stimuli in terms of (a) orientation relative to a vertical axis and (b) visual field, either lower (L) or upper (U). The conditioned stimulus (CSϩ), or those paired with the noxious sound, evoked a significantly larger heart-rate deceleration compared to the three unconditioned stimuli (CSϪ), as indicated by the shaded window. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Results

Behavioral Data
Contingency awareness. After the experiment, participants answered questions regarding the contingencies (Weike et al., 2005) . None of the participants correctly reported awareness of the pairing between the CSϩ and US, although eight participants correctly noticed a relation between stimulus location and the US.
Fixation task. Mean detection accuracy for the color change of the fixation cross was 93.7% (SD ϭ 9.5%). Mean response latency was 490 ms (SD ϭ 30).
Experiment 1: Aversive Conditioning Potentiates Heart-Rate Deceleration to the Threat Stimulus
As shown in Figure 2 , the CSϩ prompted greater heart-rate deceleration (orienting), compared to CSϪ textures: the CSϪ sharing location but not orientation, t (16) 
Experiment 2: Aversive Conditioning Selectively Potentiates the C1 Amplitude
The C1 peaked 95 ms poststimulus at parieto-occipital sensors as a function of stimulus location (see Figure 3) , its small magnitude being consistent with that in previous C1 studies (Di Russo et al., 2002; Martínez et al., 1999; Stolarova et al., 2005) . As expected, the ANOVA indicated a main effect of location, reflecting the polarity reversal of the C1 component, F(1, 26) This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Follow-up ANOVAs for each location demonstrated that the CSϩ location was sensitive to the interaction of eye and orientation, F(1, 26) ϭ 5.880, p ϭ .023, p 2 ϭ .184, whereas the CSϪ location was not. Within the CSϩ location, t tests on either eye revealed heightened amplitudes for the CSϩ orientation relative to the CSϪ orientation, for the CSϩ eye, t(26) ϭ 2.199, p ϭ .037, d ϭ .334, but not for the CSϪ eye. Relative amplification of the C1 magnitude for the CSϩ compared to the CSϪ sharing all features except orientation was consistently seen across participants when scored at the same standard sensor POz (see Figure 4) .
The CSϩ difference was robust relative to multiple control conditions, as demonstrated by the F contrast, F(1, 26) ϭ 5.04, p ϭ .028, r ϭ .397. In habituation and extinction, no interactions between eye, location, or orientation were found (see Figure 5) . Thus, a threat bias in the C1 did not exist during habituation and dissipated during extinction, supporting the specificity of the small but reliable C1 effect observed during acquisition.
Finally, permutation-controlled running t tests at each sample point indicated an increase in amplitude for the CSϩ during the early C1 time range, between 64 and 104 ms poststimulus at parieto-occipital sensors (see Figure 3) . The topographical distribution of the rising slope of the C1 component was stable during this period, with a parietal maximum (see Figure 6 ). These permutation-controlled tests reached significance for Experiments 2a and 2b individually, indicating replication across the two groups.
Discussion
The present studies tested the hypothesis that aversive learning selectively changes the sensitivity of afferent connections in V1.
First, we established that the present aversive conditioning paradigm was successful in producing a conditioned heart rateorienting response, suggesting a selective threat bias for the CSϩ. Second, two strategies established a primary visual locus of the ERP changes observed: (a) We quantified the rising slope of the C1 visual ERP component, which largely reflects the initial afferent activity of the visual cortex (Foxe & Simpson, 2002) , and (b) we manipulated stimulus orientation, location, and viewing eye, with only one combination of these factors (the CSϩ) reliably predicting a noxious noise (the US). Consistent with a hypothesis of early visual cortical plasticity, the rising slope of the C1 deflection was selectively heightened for stimuli that matched the ocular channel, visual field, and orientation consistent with the CSϩ, compared to all unpaired control stimuli. Effects emerged during massive conditioning and dissipated during extinction learning, thus representing a potential laboratory model of perceptual biases acquired through emotional learning in daily life.
The observed neurophysiological changes support the notion of short-term plasticity in the afferent information flow reaching V1 from the retina through the lateral geniculate nucleus of the thalamus (Gilbert & Li, 2012) . Specifically, the heightened C1 amplitude for CSϩ only in the conditioned ocular channel suggests that experience-related changes occurred no later than early visual cortex, because subsequent areas are not retinotopically organized in ocular dominance columns (Ts'o, Frostig, Lieke, & Grinvald, 1990) . Furthermore, orientation-specific amplification indicates that plastic changes occurred beyond the thalamus, because thalamic neurons are considered not orientation-specific without corticofugal input (Sillito, Cudeiro, & Murphy, 1993) , even though this broad view has recently been challenged (Sun, Tan, Mensh, & Ji, 2016) . Our results are broadly consistent with a Hebbian process in which V1 neurons that are engaged during exposure to a noxious outcome change their sensitivity (Cooke & Bear, 2010) , likely via synaptic plasticity in Layer 4 of striate cortex (McLaughlin, Shapley, Shelley, & Wielaard, 2000) . Such a mechanism is consistent with rodent data showing that sensory neurons in infragranular layers of V1 change their connectivity to represent ac- This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
quired intermodal associations between motivationally neutral stimuli (Headley & Weinberger, 2015) . The amygdaloid complex possesses bidirectional connections with V1 in primates and rodents (Pessoa & Adolphs, 2010) and may be involved in altering the tuning properties of V1 (Dejean et al., 2016) . In addition, several local mechanisms for experiencedependent cortical reorganization in visual neurons have been proposed, including dopamine and acetylcholine release (Chen et al., 2012) , which may cause a persistent potentiating or unmasking of recently active connections (Shuler & Bear, 2006) . Overall, the present results support the notion that the formation of an aversively conditioned memory initially involves a widespread brain network, which over time may be sharpened to involve fewer, more specialized units, including sensory neurons (Miskovic & Keil, 2012) . Although contingency awareness does not seem to be necessary to observe this sharpened response in sensory neurons (Moratti, Keil, & Miller, 2006) , it is unclear whether interindividual differences in awareness or emotional reactivity affect the present findings. We have recently replicated the C1 effect reported here in a sample (n ϭ 24) of fully aware observers, suggesting that awareness may not play a major role. In terms of clinical implications, one prominent model suggests that individuals diagnosed with anxiety disorders overgeneralize the fear response to stimuli that resemble the original conditioned stimulus (Kaczkurkin & Lissek, 2013) . The current paradigm may open avenues for examining how this model applies to implicit, early perceptual processes.
In summary, the present study highlights experience-dependent plasticity in V1 as one possible mechanism that underlies the amplification of cortical responses to conditioned threat signals.
This modulation of initial afferent activity, once established, does not seem to require interarea feedback signals, paralleling studies with perceptual learning paradigms. In conclusion, the constant adaptation of humans to the demands posed by an ever-changing environment involves adaptations at the lowest level of cortical sensory processing, facilitating detection and identification of threats or opportunities. Figure 6 . Stability of the topographical distribution during the rising slope of the C1. To demonstrate the stability of the topography, we show a back view of the rising slope of the C1 component for participants in Experiment 2a (n ϭ 17), comparing the CSϩ (lower visual field, right eye, Ϫ75°) to an example CSϪ (lower visual field, right eye, ϩ75°). The CSϩ elicited a larger C1 component than did the CSϪ. Voltage topographies are shown for five 10-ms bins from 50 to 99 ms poststimulus. The color axis ranges from Ϫ2 (blue) to 2 (red) V. CSϪ ϭ unconditioned stimulus, which was never paired with the noxious sound and served as a control condition; CSϩ ϭ the conditioned stimulus, which was paired with the noxious sound and served to induce a perceptual bias.
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