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Odkrivanje skupnosti je problem iskanja takih skupin vozlišč v podanem omrežju,
kjer so si vozlišča podobna med seboj [21]. Zapis jasne definicije pojma podobnosti
je eden izmed glavnih razlogov za težavnost naloge. V delu se približamo pojmu
skupnosti kot skupini vozlišč, kjer je velika večina omrežnih povezav znotraj posa-
meznih skupin in le redke povezave spajajo vozlišča iz različnih skupin. Prve metode
za odkrivanje skupnosti v omrežjih so obravnavale le neusmerjena omrežja, zato je
pogosto uporabljen pristop k odkrivanju skupnosti v usmerjenih omrežjih obravnava
usmerjenega omrežja kot neusmerjenega in uporaba metode za odkrivanje skupnosti
v neusmerjenem omrežju. Šele v zadnjem desetletju smo priča razvoju metod spe-
cializiranih za odkrivanje skupnosti v usmerjenih omrežjih [36]. Te bodisi slonijo na
modifikaciji obstoječe metode za odkrivanje skupnosti v smer obravnave usmerjenih
povezav, bodisi so razvite posebej za usmerjena omrežja.
Namen magistrskega dela je pregled in primerjalna analiza zmogljivosti metod za
odkrivanje skupnosti v usmerjenih omrežjih. Primerjalno analizo bomo izvedli em-
pirično s poizkusi reševanja problemov iskanja skupnosti vozlišč v umetnih kot tudi
v realnih omrežjih z uporabo različnih metod za odkrivanje skupnosti. Glavna pri-
merjalna kriterija bosta zmožnost metod za rekonstrukcijo vnaprej znanih skupnosti,
kjer so te na voljo, in stabilnosti rezultatov metod ob ponavljajočih se poganjanjih.
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Primerjalna analiza metod za odkrivanje skupnosti
v usmerjenih omrežjih
Povzetek
Magistrsko delo sodi na področje analize omrežij in obravnava problem odkrivanja
skupnosti v omrežjih. Rešitev tega problema igra ključno vlogo pri analizi in razu-
mevanju strukture velikih omrežij. Posebno pozornost posvetimo upoštevanju smeri
povezav pri odkrivanju skupnosti. V praksi so smeri povezav, zaradi težavnosti
obravnave, pogosto zanemarjene, kar lahko vodi do izgube pomembnih informacij,
ki jih vsebujejo usmerjena omrežja. Podrobna analiza problema na intuitivnem kot
tudi formalnem nivoju podaja bralcu celosten pregled problema in obstoječih metod
za njegovo reševanje.
Poleg obravnave usmerjenosti, dodatno težo problema predstavlja nejasna de-
finicija skupnosti kot tudi naloge odkrivanja skupnosti. S pomočjo nekaj glavnih
analiziranih pristopov reševanja raziskujemo razsežnosti definicije skupnosti. Do-
datno predstavimo še nekaj skrbno izbranih metod: Louvain, Leiden, Infomap in
OSLOM, pri vsaki pa del opisa namenimo prilagoditvi metode za upoštevanje smeri
in uteži povezav. Pomemben del dela predstavlja empirična primerjava analiziranih
metod s pomočjo umetno generiranih in realnih omrežij. Primerjava je izvedena na
različnih nivojih, in sicer metode primerjamo na podlagi števila odkritih skupnosti,
točnosti, stabilnosti ter modularnosti.
Comparative analysis of methods for community detection
in directed networks
Abstract
In this work we present an important part of network analysis, the problem of com-
munity detection. Hidden community structure, which we aim to reconstruct using
community detection methods, contains important information about the under-
lying graph structure. The main focus of this work is to analyze the consideration
of edge direction, which is usually ignored because of its complicated nature. We
offer an exhaustive review of the problem and corresponding methods on intuitive
as well as on formal level.
An additional difficulty we face is the unclear definition of the problem. We
explore various views of the problem definition with the detailed analysis including
the presentation of the main approaches dealing with the problem. Additionally, we
focus on four different methods, each dealing with directed and weighted networks
on its own way. Methods we include are the well-known Louvain method, Leiden,
Infomap and OSLOM. An important part of the work is the empirical comparative
analysis of the presented methods based on a number of detected communities,
accuracy, stability and value of modularity in synthetic as well as in real networks.
Math. Subj. Class. (2010): 05C20, 05C85, 91D30, 90C35
Ključne besede: struktura skupnosti, skupnost, razbitje, usmerjena omrežja , mo-
dularnost, optimizacija





Izvor proučevanja omrežij sega v leto 1736, ko je Euler zastavil in tudi rešil problem
mostov v Königsbergu. Problem prečkanja sedmih mostov, tako da se vsak most
prečka natanko enkrat, danes poznamo kot problem iskanja Eulerjeve poti v grafu.
Matematična orodja uporabljena pri tem so se postopoma razvila v pomembno vejo
matematike, ki smo jo kasneje poimenovali teorija grafov (ang. graph theory). V 20.
stoletju so grafi postali izjemno koristni za prikazovanje različnih vrst sistemov, s
pomočjo teorije grafov se je razvilo področje analize omrežij (ang. network analysis)
in s tem proučevanje bioloških, socialnih, tehnoloških, informacijskih ter drugih
omrežij [19].
Ena izmed skupnih lastnosti naštetih tipov omrežij je zagotovo oblikovanje pove-
zanih skupin vozlišč, kar z drugimi besedami označimo kot strukturo skupnosti (ang.
community structure). Te skupine v grobem opišemo kot gosto povezana vozlišča
z redkimi povezavami zunaj skupin, iskanje takih skupin pa definiramo kot nalogo
odkrivanja skupnosti (ang. community detection) [21].
Prvi problem s katerim se soočamo pri nalogi odkrivanja skupnosti je nejasna
definicija naloge, kar na eni strani privede do nejasno definiranega pristopa reševa-
nja naloge, po drugi strani pa zabrisanost jasne definicije omogoča večjo svobodo pri
razvoju novih rešitev. Kot posledica nejasne definicije so se razvili različni pristopi
reševanja naloge odkrivanja skupnosti, vsak pristop pa služi kot jedro veliko različ-
nim metodam, kar implicira raznolikost rešitev ter s tem težavnost interpretacije oz.
primerjave med metodami.
Na drugi strani se je znotraj podatkovnega rudarjenja (ang. data mining), pr-
votno ločenega od področja analize omrežij, razvila naloga razčlenjevanja oz. gru-
piranja (ang. clustering), ki podobno kot naloga odkrivanja skupnosti išče skupine
objektov, ki so si bolj podobni med seboj, kot so podobni objektom iz ostalih sku-
pin [6]. Problem lahko obravnavamo vzporedno s problemom odkrivanja skupnosti.
Glavno razliko predstavlja odnos med objekti; medtem ko pri grupiranju predposta-
vimo neodvisnost med objekti in jih razvrščamo glede na njihove dodatne lastnosti,
v primeru odkrivanja skupnosti razvrščamo objekte zgolj na podlagi njihove inte-
rakcije.
Upoštevanje odvisnosti med objekti je ključnega pomena za upodobitev sistema
z uporabo strukture omrežja, posledično težavnost problema sorazmerno naraste,
po drugi strani pa lahko upoštevanje dodatnih lastnosti doprinese k informativnosti
rezultatov.
Dodatna lastnost interakcije objektov, ki jo v praksi sicer velikokrat zavržemo,
je upoštevanje smeri interakcije med parom objektov oz. vozlišč. Povezava, ki vodi
iz vozlišča A v vozlišče B ni obravnavana enako kot povezava iz vozlišča B v voz-
lišče A. Omenjena lastnost odpre popolnoma novo dimenzijo problema odkrivanja
skupnosti, s tem pa še dodatno poveča težavnost iskanja rešitve. Poleg smeri interak-
cije je smiselno obravnavati tudi moč interakcije, kar predstavlja dodatno lastnost
povezave, ki ji v nadaljevanju pravimo utež.
Večina metod za odkrivanje skupnosti dodatnih lastnosti povezav ne upošteva
[36]. Razlog za to je preprost; matematična formulacija problema je v veliki meri
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potrebna prestrukturiranja, vprašanje jasne definicije pa je še dodatno zabrisano.
Glavni cilj dela je poizkus čimbolj natančne analize problema odkrivanja skupnosti z
upoštevanjem usmerjenosti povezav. Pregled možnih pristopov problema z izborom
ter podrobnim opisom nekaj glavnih, že obstoječih metod nudi globino raziskave
problema, ki je v taki meri še nismo zasledili. Teoretični del raziskave je podprt
z empirično analizo metod kot predstavnic določenih pristopov ali mešanice le-teh,
pri čemer je primerjava metod izvedena na različnih nivojih.
Obravnavan problem najprej umestimo v širše področje analize omrežij, kjer iz-
postavimo nekaj področij uporabe, definiramo ključne pojme ter vpeljemo notacijo,
kateri sledimo skozi celotno delo.
Problem odkrivanja skupnosti v splošnem natančneje opišemo v tretjem po-
glavju; začnemo z definicijo problema, ki služi bralcu za lažje razumevanje celotnega
dela, sledijo formalne definicije ter podroben opis izbranih pristopov naloge z ustre-
zno umestitvijo kasneje uporabljenih metod. Poglavje zaključimo z opisom možnih
načinov obravnave usmerjenih omrežij.
Osrednji del predstavlja predstavitev štirih metod za odkrivanje skupnosti, pri
čemer pri vsaki metodi del opisa namenimo prilagoditvi oz. delovanju metode v
usmerjenih omrežjih. Najprej obravnavamo metodo Louvain, kot najbolj prilju-
bljeno metodo za odkrivanje skupnosti, sledi metoda Leiden, ki predstavlja no-
vejšo izboljšavo metode Louvain, zadnji obravnavani metodi sta metodi Infomap
ter OSLOM. Nazadnje opišemo še kako metode vrednotimo v smislu zmogljivosti
ter definiramo kasneje uporabljene mere za vrednotenje kvalitete odkritih skupno-
sti.
V zadnjem poglavju predstavimo empirično analizo opisanih metod, kjer metode
primerjamo na podlagi števila odkritih skupnosti, njihove točnosti, stabilnosti ter
dosežene modularnosti. Natančneje opišemo uporabljena omrežja ter potek empi-
ričnih poizkusov, nazadnje se posvetimo še interpretaciji dobljenih rezultatov.
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2 Analiza omrežij
Omrežje v svoji najenostavnejši obliki opišemo kot množico točk, paroma poveza-
nih med seboj. Prvotni, ključni komponenti vsakega omrežja predstavljata vozlišče
in povezava, ki povezuje posamezna vozlišča. Kljub že daljšemu obstoju ideje o
proučevanju sistemov formiranih na ta način, se je v zadnjih letih le-ta razvejala v
ogromno različnih vrst analiziranja. Omrežja so postala predmet zanimanja stro-
kovnjakov večih področij, saj se lahko na ta način nazorno prikažejo oz. opišejo
kompleksni sistemi, kar poenostavi nadaljnjo analizo.
Obstajajo številni vidiki proučevanja omrežij vredni raziskovanja, od analizira-
nja posameznih komponent do analiziranja interakcij med posameznimi objekti. V
večini primerov lahko struktura sistemov in skrit vzorec interakcij močno vplivata na
obnašanje sistemov. Na primer, vzorec povezav med računalniki povezanih z inter-
netom vpliva na poti po katerih potujejo podatki kot tudi na efektivnost transporta
le-teh. Še en tak primer so socialna omrežja, kjer povezave oz. interakcije med
osebami vplivajo na izoblikovanje mnenj, načinov učenja, pridobivanje informacij,
navsezadnje tudi na prenašanje bolezni. Dokler ne pridobimo zanesljivih informacij
o strukturi takšnih omrežij, težko govorimo o razumevanju delovanja pripadajočih
sistemov [40].
Omrežje je kljub svoji na videz kompleksni naravi zgolj poenostavljen prikaz, ki
zreducira sistem v povsem abstraktno strukturo, s katero zajame le osnovne infor-
macije o vzorcih povezav. Vozliščem in povezavam lahko sicer pripišemo oznake kot
so na primer imena ali uteži in s tem ohranimo dodatne informacije, kljub temu pa
je izguba informacij v procesu redukcije sistema na omrežje občutna, kar predstavlja
eno ključnih slabosti tovrstne upodobitve [40].
S procesom širjenja nalog v analizi omrežij kot tudi pristopov reševanja le-teh, so
se skladno z njimi razvijala tudi pripadajoča matematična in statistična orodja za
pomoč pri analiziranju, modeliranju in navsezadnje razumevanju omrežij. Velik del
takšnih orodij začne z enostavnim prikazom omrežja kot množice vozlišč in povezav
ter po ustreznih izračunih poda morebitno uporabno informacijo o omrežju, kot na
primer pomembnost oz. središčnost določenih vozlišč ali pa dolžino najkrajše poti
oz. število možnih poti med posameznima vozliščema. Z nekaterimi orodji pa lahko
oblikujemo napovedi povezane z nekaterimi procesi, ki so prisotni v omrežjih, na
primer minimalen prerez (ang. minimal cut), maksimalen pretok (ang. maximal
flow) in odkrivanje skupnosti [40].
Vsa obstoječa orodja je v teoriji možno aplicirati na skoraj vsako omrežje, vendar
rezultati ne podajo nujno uporabne informacije. Potrebno si je zastaviti primerna
vprašanja glede na sistem izbran za analiziranje. V nalogi se osredotočimo na na-
logo odkrivanja skupnosti v omrežjih, preden pa se posvetimo pripadajoči matema-
tični formulaciji, na kratko opišemo še področja aplikacije s poudarkom na socialnih
omrežjih.
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2.1 Področja uporabe analize omrežij
Eno prepoznavnejših in najbolj proučevanih omrežij sigurno predstavlja internet,
računalniško podatkovno omrežje, kjer vozlišča predstavljajo računalniki, povezave
pa fizične podatkovne povezave, kot na primer optični kabli oz. telefonske linije.
Internet pa je le eno od tehnoloških omrežij, v to skupino uvrščamo tudi mobilna,
električna, transportna omrežja in še mnoge druge [40].
Kot drugo skupino omrežij predstavimo informacijska omrežja, katerih prevla-
dujoča interakcija med posameznimi objekti je prenašanje informacij. Eno izmed
popularnejših tovrstnih omrežij je svetovni splet, omrežje spletnih strani povezanih
s hiperpovezavami. Pomembno pa je omeniti še referenčna omrežja oz. omrežja ci-
tiranj, kjer vozlišča predstavljajo znanstvene publikacije, povezave pa citiranja med
njimi.
V zadnjem času se vse več pozornosti posveča tudi biološkim omrežjem, pred-
vsem omrežjem interakcij med beljakovinskimi molekulami (ang. protein-protein
interactions), kot ključnemu delu večine procesov v celicah.
Nazadnje omenimo še socialna omrežja, ki se zmotno nanašajo na ozko področje
spletnih socialnih omrežij, kot sta na primer Facebook in Twitter. Sami začetki
segajo v obdobje precej dlje pred začetkom množične uporabe spletnih socialnih
omrežij, in sicer v konec 19. stoletja. Sociološke analize omrežij so bile ene izmed
prvih, znanstveniki so se na tem področju posvečali predvsem dinamiki socialnih in-
terakcij med skupinami ljudi. Ena ključnih pozitivnih lastnosti socialnih omrežij je
raznolika izbira definicije povezave, ki je vezana na izbiro problema, ki ga želimo pro-
učiti. Povezave lahko predstavljajo na primer prijateljstva oz. različna razmerja med
posamezniki, izmenjavo materialnih ali denarnih sredstev, komunikacijske vzorce in
podobno [40].
Večina realnih omrežij je po naravi usmerjenih, zatorej je pomembno upoštevati
vse informacije, ki so na voljo [36]. V nalogi pri primerjavi metod uporabimo dve
usmerjeni realni socialni omrežji. Prvo predstavlja spletno socialno omrežje Twit-
ter, kjer povezave predstavljajo retviti (ang. retweets) med poslanci parlamenta
Evropske unije (v nadaljevanju EU), drugo pa komunikacijsko omrežje med člani
ene večjih evropskih raziskovalnih institucij, kjer povezave predstavljajo komunika-
cijo med člani institucije na podlagi elektronske pošte. Natančen opis uporabljenih
omrežij se nahaja v podpoglavju 5.1.2.
2.2 Formalne definicije in notacija
V tem podpoglavju predstavimo osnovne matematične pojme [40] s področja teorije
grafov in podamo potrebne oznake za bolj pregledno opisovanje v nadaljevanju.
Naj bo G = (V,E) graf oz. omrežje, kjer z V označimo množico vozlišč, z E
pa množico povezav. Z n označimo število vseh vozlišč v G, torej n = |V |, z m pa
število vseh povezav, m = |E|. Če ni posebej navedeno, se pojem grafa nanaša na
enostaven graf (ang. simple graph), kar pomeni, da med posameznim parom vozlišč
obstaja kvečjemu ena povezava, prav tako pa izključimo tudi možnost zanke (ang.
self-loop), ki predstavlja povezavo vozlišča s samim seboj. V nadaljevanju vozlišči i
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in j, ki sta neposredno povezani, označimo z i ↔ j.
Graf lahko prikažemo na različne načine, najbolj uporabljen na področju analize
omrežij je zagotovo z matriko sosednosti.




aij > 0 če i ↔ j,
0 sicer,
(2.1)
pri čemer aij ∈ R+ predstavlja utež povezave. V primeru, da je G neutežen, lahko
zapišemo aij ∈ {0, 1}.
Skozi celotno delo se pojem uteženega grafa nanaša na graf z utežmi na poveza-
vah, ki predstavljajo dodatno informacijo o interakciji vozlišč i in j. Matrika A je
kvadratna in simetrična, zaradi predpostavke o enostavnem grafu pa je njena sled
tr(A) = 0.
V magistrskem delu se osredotočimo na usmerjena omrežja (ang. directed
networks), kar pomeni, da povezava med vozliščema i in j ne bo dvosmerna. Ločimo
med povezavo, ki je definirana z interakcijo v smeri iz vozlišča i proti vozlišču j
(i → j) ter povezavo, ki je definirana z interakcijo v smeri iz vozlišča j proti vozlišču
i (j → i). Razlog za to je preprost, posplošitev enosmerne interakcije v dvosmerno
lahko privede do izgube informacij oz. poda napačne informacije o sistemu, ki ga
analiziramo.
Matrika sosednosti A za usmerjen graf G je definirana na enak način kot za
neusmerjen, le da se zveza (2.1) spremeni v
A =
{
aij > 0 če j → i,
0 sicer.
(2.2)
Očitno je, da matrika A v tem primeru ni simetrična. Na sliki 1 je predstavljen
trivialen primer usmerjenega in uteženega grafa G s pripadajočo matriko sosednosti.
V nadaljevanju definiramo še dve karakteristiki vozlišča, stopnjo (ang. vertex
degree), ki predstavlja število povezav incidentnih z obravnavanim vozliščem in moč
(ang. vertex strength), ki predstavlja vsoto uteži povezav incidentnih z obravna-
vanim vozliščem. V primeru usmerjenega grafa ločimo še med vhodno in izhodno
stopnjo vozlišča (ang. vertex in-degree/out-degree), ki ju ločimo glede na število
vhodnih oz. izhodnih povezav ter vhodno in izhodno močjo vozlišča (ang. vertex
in-strength/out-strength), ki ju ločimo glede na vsoto uteži vhodnih oz. izhodnih
povezav. Za boljši pregled definicije zapišemo v tabeli 1.




































aij ̸= 0 če i↔ j,
0 sicer,
(2.1)
pri čemer aij ∈ R predstavlja utež povezave. V primeru, da je G neutežen, lahko
zapišemo aij ∈ {0, 1}.
Skozi celotno delo se bo pojem uteženega grafa nanašal na graf z utežmi na
povezavah, ki predstavljajo dodatno informacijo o interakciji med vozliščema i in j.
Matrika A je kvadratna in simetrična, zaradi predpostavke o enostavnem grafu pa
je njena sled tr(A) = 0.
V magistrskem delu se osredotočimo na usmerjena omrežja (ang. directed
networks), kar pomeni, da povezava med vozliščema i in j ne bo dvosmerna. Ločimo
med povezavo, ki je definirana z interakcijo v smeri iz vozlišča i proti vozlišču j
(i→ j) ter povezavo, ki je definirana z interakcijo v smeri iz vozlišča j proti vozlišču
i (j → i). Razlog za to je preprost, posplošitev enosmerne interakcije v dvosmerno
lahko privede do izgube informacij oz. nam poda napačne informacije o sistemu, ki
ga analiziramo.
Matrika sosednosti A za usmerjen graf G je definirana na enak način kot za
neusmerjen, le da se zveza (2.1) spremeni v
A =
{
aij ̸= 0 če j → i,
0 sicer.
(2.2)
Očitno je, da matrika A v tem primeru ni simetrična. Spodaj je predstavljen trivi-














0 6 0 0 3 0
6 0 0 0 0 0
0 2 0 0 0 0
0 0 1 0 0 1
0 9 0 4 0 0
0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
V nadaljevanju definiramo še dve karakteristiki vozlišča, stopnjo (ang. vertex
degree), ki predstavlja število povezav incidentnih z obravnavanim vozliščem in moč
(ang. vertex strength), ki predstavlja vsoto uteži povezav incidentnih z obravnava-
nim vozliščem. V primeru usmerjenega omrežja ločimo še med vhodno in izhodno
stopnjo vozlišča (ang. vertex in-degree and out-degree), ki ju ločimo glede na število
vhodnih oz. izhodnih povezav ter vhodno in izhodno močjo vozlišča (ang. vertex in-
strength and out-strength), ki ju ločimo glede na vsoto uteži izhodnih oz. vhodnih
povezav. Za boljši pregled definicije zapišemo v tabeli 1.
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Slika 1: Trivialen primer usmerjenega in uteženega grafa s šestimi vozlišči (levo) ter
pripadajoča matrika sosednosti (desno).


































Tabela 1: Pregled definicij stopenj in moči vozlišča za usmerjen in neusmerjen graf.































V nadaljevanju opišemo še razliko med poveznim in nepovezanim grafom, pripada-
jočih komponentah ter razliko med enodelnim in dvodelnim grafom.
Najprej definiramo pot (ang. path) v grafu G kot zaporedje vozlišč z obstoječo
povezavo med vsakim parom zaporednih vozlišč. Komponenta grafa (ang. graph
component) G je potem definirana kot podmnožica vozlišč V ′ ⊆ V , za katero velja,
da za vsak par vozlišč (i, j) ∈ V ′ obstaja pot med njima. Takšnim množicam V ′
pravimo tudi maksimalne podmnožice (ang. maximal subsets).
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O povezanem grafu (ang. connected graph) govorimo takrat, ko je le-ta sestavljen
iz ene same komponente. V praksi se velikokrat srečujemo z omrežji sestavljenimi
iz več komponent. Takim grafom pravimo, da so nepovezani (ang. disconnected)
in v nekaterih primerih analiziramo le glavno komponento (ang. giant connected
component).
V primeru usmerjenega grafa ločimo še med krepko povezanim grafom (ang.
strongly connected), kjer za vsak par vozlišč (i, j) ∈ V obstaja usmerjena pot od
i do j oz. obratno. Šibko povezan graf (ang. weakly connected) pa je graf, kjer
za vsak par vozlišč (i, j) ∈ V obstaja pot, če pri tem ne upoštevamo usmerjenosti
povezav [36].
Nazadnje opišemo še pojem dvodelnega grafa (ang. bipartite graph), ki je de-
finiran kot graf G = (V,E), katerega množico vozlišč V je možno razdeliti v dve
disjunktni si množici, VA in VB, kjer V = VA ∪ VB, tako da vsaka povezava e ∈ E
povezuje vozlišče iz VA z vozliščem iz VB. V primeru, da graf ne ustreza opisani
zahtevi, pravimo, da je graf enodelni (ang. unipartite) [36].
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3 Odkrivanje skupnosti v omrežjih
Pri analiziranju omrežij si postavljamo različna vprašanja, v primeru socialnega
omrežja nas lahko zanima na primer
– kako hitro se informacije širijo po omrežju,
– ali je nekatere dele omrežja težje doseči,
– katere osebe so najbolj vplivne,
– ali je možno omrežje razdeliti na več delov.
Podrobneje se posvetimo zadnjemu vprašanju, torej kako razdelimo omrežje na več
delov, ki jih kasneje poimenujemo skupnosti oz. kako najdemo izstopajoče skupnosti
v danem omrežju. Informacije o pridobljenih delitvah razkrijejo dodatne lastnosti
omrežja, ki ga proučujemo in so ključnega pomena za prepoznavanje strukture pri-
padajočega sistema.
Delitev omrežja v več delov, ki jim pravimo tudi gruče oz. skupine (ang. clu-
sters), je lahko rezultat dveh različnih nalog, med katerima je potrebno razlikovati.
Prva, nam manj zanimiva, je razčlenjevanje grafa (ang. graph partitioning) v dis-
junktne si skupine, tako, da minimiziramo število povezav med posameznimi skupi-
nami. Od naloge odkrivanja skupnosti se razlikuje predvsem v vnaprej določenem
številu oz. velikosti skupin, ki jim v nadaljevanju pravimo skupnosti. Nasprotno
pa je pri odkrivanju skupnosti cilj poiskati skrito strukturo omrežja, torej naravno
formirane skupnosti katerih informacije o velikosti oz. številu skupnosti v večini
primerov dobimo kot del rezultatov metode za odkrivanje skupnosti [40].
3.1 Definicija naloge
V večini proučevanih omrežjih se skriva naravna struktura skupnosti, kar pomeni, da
so vozlišča omrežja organizirana v skupine tako, da se v posamezni skupini nahajajo
vozlišča s podobnimi lastnostmi. Takim skupinam pravimo skupnosti (ang. com-
munities). Odkrivanje skupnosti v omrežjih nam omogoči boljši vpogled v strukturo
omrežja in razkrije dodatne lastnosti vozlišč, njihovo pripadnost določeni skupnosti.
Nalogo odkrivanja skupnosti lahko na tem mestu definiramo kot uporabo metode
za odkrivanje skupnosti, ki za izbran graf G vrne razbitje (ang. partition) množice
vozlišč na podmnožice, ki definirajo skupnosti. Primer razbitja v enem popular-
nejših primerov omrežij, kjer vozlišča predstavljajo člane karate kluba, povezave pa
interakcije med njimi, je prikazan na sliki 2 [21].
Kljub močni razširjenosti uporabe algoritmov za odkrivanje skupnosti, kot pomoč
pri pridobitvi dodatnih lastnosti omrežja, še vedno ne obstaja natančna definicija
intuitivno jasnega omenjenega problema. Posledično ne poznamo natančnih smernic
kako se lotiti problema, prav tako ni popolnoma jasno kako primerjati uspešnost
algoritmov oz. kako algoritme primerjati na kateremkoli nivoju. Po eni strani takšna
dvoumnost pušča večjo svobodo pri razvoju novih rešitev opisanega problema, ki so
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ponavadi vezane na specifično raziskovalno vprašanje. Po drugi strani pa je to razlog
za zabrisanost jasnega pogleda na razvoj nedvoumnih rešitev problema [21].
Slika 2: Prikaz omrežja Zachary karate kluba (ang. Zachary karate club), ki velja za
enega popularnejših omrežij za primerjalno testiranje (ang. benchmark). Omrežje
sestoji iz 34 vozlišč, kjer vsako vozlišče predstavlja posameznega člana karate kluba,
povezave pa opisujejo interakcije med posamezniki izven kluba. Konflikt med pred-
sednikom kluba ter inštruktorjem je privedel do delitve kluba v dve skupini, pri
čemer je vsaka skupina določena na podlagi podpore enega izmed voditeljev. Zeleno
vozlišče predstavlja predsednika kluba oz. inštruktorja, pripadajoči skupini pa sta
ločeni z rdečo oz. modro barvo.
Preden se lotimo natančnejšega opisa pojma skupnosti, najprej navedemo nekaj
definicij za postavitev matematične zasnove problema. Naj bo G = (V,E) graf z
množico vozlišč V in množico povezav E. Skupnost je definirana kot množica vozlišč
C ⊆ V , pripadajoče povezave pa označimo z EC = {(u, v) ∈ E : u ∈ C, v ∈ C}. Z
nC = |C| označimo število vozlišč v skupnosti, z mC = |EC| pa število povezav med
vozlišči v skupnosti C.
Podobno kot v podpoglavju 2.2 definiramo pojem stopnje, tokrat vezane na
skupnost, še prej pa omenimo razliko med notranjo in zunanjo povezavo. Notranja
povezava (ang. internal edge) povezuje obravnavano vozlišče z vozliščem iz skupnosti
C, medtem ko zunanja povezava (ang. external edge) povezuje obravnavano vozlišče
z vozliščem iz katerekoli druge skupnosti (slika 3). Dodatno definiramo še stopnjo
celotne skupnosti C, ki predstavlja vsoto stopenj vseh vozlišč iz C. Pregled natančnih
definicij se nahaja v tabeli 2. Podobno bi lahko zapisali tudi definicije moči, tako
da bi namesto indikatorske funkcije pisali le element aij, preslikava iz stopnje v moč
je ekvivalentna preslikavi uporabljeni v podpoglavju 2.2 [36].
Tradicionalne, bolj pogosto uporabljene definicije skupnosti temeljijo na principu
štetja povezav, kar pomeni, da so skupnosti definirane kot goste podmnožice vozlišč,















Slika 3: Prikaz možnih povezav glede na določeno skupnost C v usmerjenem grafu,
v primeru, ko obravnavano vozlišče pripada skupnosti C.









































































Tabela 2: Pregled definicij (notranje in zunanje) stopnje vozlišča ter (notranje in
zunanje) stopnje skupnosti za usmerjen in neusmerjen graf.
večina algoritmov, je, da je število notranjih povezav večje kot število zunanjih
povezav. Natančneje, ločimo dva tipa skupnosti [21].
Definicija 3.1. Stroga skupnost (ang. strong community) je definirana kot množica
vozlišč C ⊆ V , za katero velja, da je notranja stopnja vozlišča i (dINTi(C) ) večja od
zunanje stopnje vozlišča i (dEXTi(C) ) za vsako vozlišče i ∈ C.
Definicija 3.2. Šibka skupnost (ang. weak community) je definirana kot množica
vozlišč C ⊆ V , za katero velja, da je notranja stopnja skupnosti C (dINTC ) večja od
zunanje stopnje skupnosti C (dEXTC ).
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Opomba 3.3. Oznaka i(C) implicira, da se pojem notranje oz. zunanje stopnje
nanaša na skupnost C, pri čemer i ne spada nujno v skupnost C. Ne glede na
pripadnost vozlišča i, notranja stopnja vključuje povezave incidentne z vozlišči iz C,
zunanja pa z vozlišči izven C.
Šibka skupnost je torej tudi stroga skupnost, obratno v splošnem ne drži. Slabost
opisanih definicij je, da je v tem pogledu skupnost C obravnavana kot posamezen
objekt, ločen od celotnega omrežja.
Drug, novejši pogled, ki mu pravimo tudi verjetnostni, definicijo skupnosti obrav-
nava glede na bolj kompleksen vzorec, ki ga je moč poiskati s pomočjo uporabe verje-
tnosti obstoja povezave med določenima vozliščema oz. skupnostima. Po neformalni
definiciji verjetnostnega pogleda skupnosti je obstoj povezave bolj verjeten znotraj
vozlišč v isti skupnosti, kot pa med vozlišči iz različnih skupnosti. Bolj podroben
opis omenjenega pogleda se nahaja v [21].
Predstavljene definicije skupnosti so pomembne zgolj za bralčevo razumevanje
problema. Večina metod za odkrivanje skupnosti ne upošteva točno določene de-
finicije skupnosti, pač pa predpostavi svojo prilagojeno idejo o tem, kako naj bi
skupnost zgledala [21].
Omenimo še eno pomembno karakteristiko vozlišča, tj. koeficient pripadnosti
(ang. embeddedness), ki je definiran kot razmerje med notranjo stopnjo vozlišča






Intuitivno nam ξi pove kako močno je posamezno vozlišče vpeto v pripadajočo sku-
pnost. Zavzame lahko vrednosti na intervalu [0, 1], pri čemer večja vrednost implicira
močnejšo povezavo med vozliščem i in pripadajočo skupnostjo C [21].
Podobno je koeficient mešanja (ang. mixing parameter) definiran kot razmerje
med zunanjo stopnjo vozlišča glede na pripadajočo skupnost ter stopnjo vozlišča
































Splošni parameter mešanja, ki mu pravimo tudi topološki parameter mešanja, prav
tako zavzame vrednosti na intervalu [0, 1], pri čemer manjša vrednost koeficienta im-
plicira večjo ločljivost skupnosti in s tem lažjo detekcijo le-teh. Topološki koeficient
mešanja ima pomembno vlogo pri generiranju omrežij, podrobneje se mu posvetimo
v poglavju empirične analize.
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Podobno lahko v uteženem grafu G definiramo tudi utežen koeficient pripadnosti
(ang. weighted embeddedness) in utežen parameter mešanja (ang. weighted mixing
parameter) tako, da v enačbah (3.1), (3.2) in (3.3) stopnje vozlišč nadomestimo s
pripadajočimi močmi [21].
Možne prilagoditve naloge. V nadaljevanju opišemo nekaj izzivov s katerimi
se soočamo pri odkrivanju skupnosti oz. možne prilagoditve naloge odkrivanja sku-
pnosti z upoštevanjem dodatnih informacij.
Upoštevanje usmerjenosti povezav. Upoštevanje usmerjenosti povezav pred-
stavlja dodaten, lahko bi trdili, da največji izziv pri reševanju problema iskanja skrite
strukture skupnosti. Kot pomembnemu vidiku dela se upoštevanju usmerjenosti po-
vezav podrobneje posvetimo v podpoglavju 3.3.
Upoštevanje uteži povezav. Velikokrat se srečujemo z omrežji, kjer posa-
mezne povezave med seboj niso enakovredne, pač pa so vrednotene s pomočjo vre-
dnosti, ki jim pravimo uteži. Z utežjo je ovrednotena interakcija med posameznim
parom vozlišč, ki na nek način predstavlja moč povezave med njima. Upoštevanje
moči povezave lahko za nekatere metode predstavlja problem, zanemarjenje doda-
tne lastnosti pa lahko privede do izgube informacij, oz. poda napačne informacije
o strukturi omrežja. Kot bomo videli v poglavju 4, večino metod zlahka prilago-
dimo tako, da upoštevamo tovrstno lastnost omrežja. V empirični analizi bomo vse
metode primerjali na problemih odkrivanja skupnosti v uteženih omrežjih.
Upoštevanje prekrivajočih se skupnosti. V večini realnih omrežij skupno-
sti med seboj niso nujno disjunktne si množice, kar pomeni, da lahko posamezno
vozlišče pripada večim skupnostim. Govorimo torej o problemu prekrivajočih se
skupnosti (ang. overlapping communities), takšnemu razbitju pa pravimo pokritje
(ang. cover). V nadaljevanju bomo predpostavili, da vsako vozlišče pripada natanko
eni skupnosti in s tem zožili nabor metod ter do neke mere poenostavili zahteven
problem odkrivanja skupnosti.
Dinamično iskanje skupnosti. Pomemben vidik obravnave realnih omrežij
je njihova dinamična narava. Pripadajoči sistemi so redko statični, kar pomeni,
da se spreminjajo s časom, in sicer z dodajanjem ali odstranjevanjem povezav kot
tudi vozlišč in na ta način formirajo tako imenovane toke grafa. Tok grafa G (ang.
graph streams) je definiran kot zaporedje grafov G(t) v odvisnosti od časa t, tj.
G = {G(1),G(2), . . . ,G(t), . . .} [36].
Večina metod kljub zanimivi ideji dinamike problem odkrivanja skupnosti obrav-
nava na podlagi statičnega grafa, tj. grafa G(t) v določenem času t. Obravnavanje
celotnega toka G predstavlja velik izziv in zahteva kompleksno prestrukturiranje
metode ali pa celo popolnoma drugačen pristop reševanja.
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3.2 Pristopi odkrivanja skupnosti
Kot posledica v prejšnjem poglavju opisanega problema nejasne definicije naloge, so
se na podlagi različnih idej razvili različni pristopi reševanja problema odkrivanja
skupnosti [21].
3.2.1 Optimizacijski pristopi
Metode, ki delujejo na principu optimizacije, natančneje, kjer je za iskanje razbitja
potrebno rešiti optimizacijski problem, so deležne največ pozornosti. Iščemo torej
ekstrem, največkrat maksimum določene ciljne funkcije, s katero definiramo kvaliteto
razbitja. Najbolj priljubljena oblika ciljne funkcije je modularnost (ang. modula-
rity), katero sta Newman in Girvan prvič definirala v [41] na podlagi Newmanove
mere asortativnega mešanja (ang. measure of assortative mixing). Podroben opis
in izpeljava modularnosti kot mere kvalitete razbitja se nahaja v poglavju 4.
Optimizacija modularnosti je NP-poln (ang. NP-complete) problem [9], kar je
razlog, da nobena od predlaganih metod ne poda optimalne rešitve. Rezultati to-
rej predstavljajo zgolj aproksimacije. Pristopi, ki jih uporabljamo, lahko temeljijo
na primer na spektralnemu razbitju (ang. spectral division), ekstremni optimizaciji
(ang. extremal optimization) ali pa požrešni aglomeraciji (ang. greedy agglomera-
tion), večina takšnih metod pa predstavlja zgolj hevristike za opisan problem [10].
Kot ena pomembnejših metod, ki za iskanje razbitja uporabi maksimizacijo modu-
larnosti s pomočjo požrešne aglomeracije, je metoda Louvain, opisana v podpoglavju
4.1.
Optimizacija ciljne funkcije, ki meri kvaliteto celotnega razbitja (ang. partition
quality function), lahko vodi do problema omejene ločljivosti (ang. resolution limit),
kot se to zgodi pri modularnosti [20]. To pomeni, da v primeru velikega števila vo-
zlišč manjše skupnosti niso odkrite. Eden izmed načinov kako zaobiti ta problem je
definicija ciljne funkcije definirane na podlagi merjenja kvalitete posamezne skupno-
sti (ang. cluster quality function). Na ta način postopoma optimiziramo razbitje
glede na posamezne skupnosti. Takšen pristop optimizacije deluje v skladu z idejo
skupnosti kot lokalne strukture. Pomembna razlika je v tem, da je ciljna funkcija
posamezne skupnosti občutljiva le na spremembe v bližini, ne pa tudi na spremembe
v celotnem omrežju. Po drugi strani, pri optimizaciji ciljne funkcije celotnega raz-
bitja, majhne spremembe kjerkoli v omrežju vplivajo na vsako od skupnosti. V
podpoglavju 4.4 je opisana metoda OSLOM, ki se od ostalih uporabljenih metod
razlikuje predvsem v tem, da optimizira kvaliteto posameznih skupnosti.
3.2.2 Pristopi opazovanja dinamike
Še en zanimiv pristop za identificiranje skupnosti je izvajanje dinamičnih procesov v
omrežju, kot so na primer difuzija (ang. diffusion), dinamika spina (ang. spin dyna-
mics) in sinhronizacija (ang. synchronisation). Eden izmed pogosteje uporabljenih
tovrstnih pristopov je iskanje skupnosti s pomočjo dinamike naključnega sprehoda
(ang. random walk dynamics), ki sledi ideji, da se v primeru, ko so skupnosti goste
in dobro ločene med seboj, naključni sprehajalec (ang. random walker) dlje časa
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giblje v posamezni skupnosti, preden se premakne v druge skupnosti.
Prvi primer uporabe dinamike naključnega sprehoda je metoda Walktrap [46],
kjer se podobnost med vozliščema i in j določi s pomočjo verjetnosti, da se naključni
sprehajalec premakne iz vozlišča i v vozlišče j v fiksnem številu korakov t. Parameter
t mora biti dovolj velik, da omogoča sprehajalcu sprehod po celotnem grafu, po drugi
strani pa dovolj majhen, da ni doseženo stabilno stanje v limiti, kjer so prehodne
verjetnosti odvisne samo od stopenj vozlišč.
Na tem mestu omenimo še uporabo dinamike v nalogi odkrivanja skupnosti s
pomočjo enačbe “Map equation”. Ideja za tem je čimbolj strnjen opis neskončno
dolgega naključnega sprehoda v grafu. Informacije o opisu sprehoda so podane
s skupnim številom bitov, potrebnim za navajanje različnih faz procesa. Najeno-
stavnejši opis je dobljen s seznamom vseh vozlišč, obiskanih s strani naključnega
sprehajalca, pri čemer je vsako vozlišče opisano z enoličnim pripisom kode (ang.
codeword), dobljenim s pomočjo Huffmanovega kodiranja. Enačba “Map equation”
poda dolžino opisa neskončnega naključnega sprehoda, kjer je najboljša particija
tista z najkrajšo dolžino opisa.
Osnovna metoda, katere glavna komponenta je opisana ideja, je metoda Info-
map, ki deluje v uteženih kot tudi usmerjenih omrežjih. Infomap je edina v nalogi
uporabljena metoda, ki deluje na principu opazovanja dinamike, njen natančen opis
se nahaja v podpoglavju 4.3.
3.2.3 Pristopi statističnega sklepanja
Osnovna ideja statističnega sklepanja (ang. statistical inference) je izoblikovanje
predpostavk o lastnostih raznih karakteristik oz. parametrov populacije na podlagi
vzorca dobljenega iz populacije. Sklep, ki ga pridobimo, predstavlja informacijo
o skriti porazdelitvi, na primer točkovno ali intervalno oceno nekega parametra,
klasifikacijo točk v razrede oz. v našem primeru razvrščanje vozlišč v skupnosti.
Metode, ki delujejo na osnovi statističnega sklepanja, poizkušajo na opazovano
omrežje prilagoditi generativni model (ang. generative model). Tak model pa ne
služi nujno samo kot opis podatkov, temveč ga lahko obravnavamo tudi kot predik-
tivni model za napoved manjkajočih povezav ali pa za odkrivanje skrite strukture
omrežja [13].
Ena glavnih prednosti opisanega principa je upoštevanje koncepta statistične zna-
čilnosti že znotraj samega modela. Večina tovrstnih metod temelji na stohastičnem
bločnem modelu (ang. stochastic block model), ki velja za enega najpomembnejših
tovrstnih modelov [13]. Ena pomanjkljivost takega principa je predhodna določitev
parametra, ki specificira število skupnosti.
Na tem mestu še enkrat omenimo metodo OSLOM, kot predstavnico opisanega
pristopa statističnega sklepanja, ki pa sicer ne deluje na podlagi stohastičnega bloč-
nega modela, pač pa končno razbitje doseže z izbiro statistično značilnih skupnosti,
s pomočjo vrstilnih statistik.
Opisana klasifikacija pristopov predstavlja zgolj grobo razvrstitev metod, meje
med njimi so v praksi pogosto zabrisane. Velikokrat se zgodi, da določena metoda
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vsebuje elemente večih pristopov in jo tako težko uvrstimo v posamezen razred.
Prvi tak primer je metoda OSLOM, ki po eni strani za iskanje razbitja uporablja
statistično sklepanje, po drugi strani pa jo uvrščamo med optimizacijske metode.
Metodo Infomap, kot predstavnico pristopa z opazovanjem dinamike lahko prav tako
uvrstimo med optimizacijske metode, saj je za odkrivanje skupnosti uporabljena
minimizacija enačbe “Map equation”.
3.3 Odkrivanje skupnosti v usmerjenih omrežjih
Omrežja, ki jih proučujemo s pomočjo odkrivanja skupnosti v veliki meri posplošijo
sisteme, ki jih opisujejo, kar pomeni, da je velik del informacij izgubljen že pred
začetkom analize. Večina proučevanih sistemov v svoji prvotni obliki med pripada-
jočimi objekti vsebuje enosmerne povezave, kar pomeni, da povezava iz objekta A
v objekt B predstavlja popolnoma drugačno informacijo kot povezava iz objekta B
v objekt A. Neupoštevanje usmerjenosti, kot ena izmed pogostih praks pri nalogi
odkrivanja skupnosti tako ni nujno le izguba informacije, pač pa lahko predstavlja
napačno informacijo o interakciji opazovanih objektov. Upoštevanje usmerjenosti
povezav lahko torej pripomore k večji natančnosti analize [36].
Večina metod, ki se uporabljajo v praksi ne deluje v usmerjenih omrežjih, kar
pomeni, da upoštevanje usmerjenosti predstavlja dodatno težavo pri nalogi odkriva-
nja skupnosti in s tem pripravi raziskovalca do uporabe prej omenjene modifikacije.
V zadnjih letih problem postaja vedno bolj obravnavan, posledično se razvija vedno
več metod, ki odkrivajo skupnosti tudi, ali pa le v usmerjenih omrežjih.
V grobem lahko problem obravnavamo na dva načina [36], in sicer lahko trans-
formiramo omrežje, bolj pogost način pa je prilagoditev metode. V nadaljevanju
opišemo glavne pristope reševanja problema usmerjenosti.
3.3.1 Transformacija omrežja
Naivna transformacija. V ta razred spadajo algoritmi, pri katerih zanemarimo
informacijo o usmerjenosti povezav in usmerjeno omrežje obravnavamo kot neusmer-
jeno (slika 4). Kljub temu, da je ta pristop močno razširjen v svetu analize omrežij,
pa se zaradi naivne transformacije oz. posplošitve lahko izgubi dejanska semantika
omrežja, saj pri tem ne upoštevamo ključnih informacij, ki jih obravnavamo na pr-
vem mestu. Predstavljajmo si omrežje citiranj, kjer povezava i → j pomeni, da je v
članku i citiran članek j. Če zanemarimo smer te povezave, s tem dosežemo enakost
citiranja i-tega članka v j-tem članku z obratnim primerom, kar pripelje do lažne
informacije o citiranju j-tega članka v i-tem, ali pa razumemo to kot recipročno
zvezo med člankoma, pri čemer je zanemarjena informacija o citiranju i-tega članka
v j-tem.
Ne glede na pristop definiranja skupnosti, lahko neupoštevanje usmerjenosti po-
vezav močno vpliva na končni rezultat. Po eni strani z zanemarjanjem usmerjenosti
vplivamo na porazdelitev stopenj vozlišč, po drugi strani pa na celotno strukturo
omrežja, saj je velik del skritega vzorca, ki ga skušamo identificirati, odvisen ravno
od usmerjenosti povezav.
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Omenjen pristop je kljub opisanim pomanjkljivostim popularen predvsem za-
radi enostavnosti ter velike množice možnosti izbire metode, saj lahko na ta način
uporabimo katerikoli metodo, ki deluje v neusmerjenem omrežju.
Slika 4: Primer posplošitve usmerjenega omrežja na neusmerjeno. Opazimo, da se
v usmerjenem omrežju (levo) skrivata dve skupnosti; skrajno levi vozlišči, ki pred-
stavljata eno izmed skupnosti sta z ostalim delom omrežja povezani le v eno smer.
V primeru posplošitve (desno) opazimo simetrijo skrajno levih vozlišč s skrajno de-
snimi in tako težko zaznamo prisotnost skupnosti [36].
Transformacija z ohranjanjem usmerjenosti. Transformacije usmerjenega
omrežja se lahko lotimo na način, kjer informacij o usmerjenosti povezav ne zavr-
žemo, temveč jih prikažemo z drugimi lastnostmi grafa.
Usmerjen graf transformiramo v neusmerjenega, pri čemer informacije in se-
mantiko določeno z usmerjenostjo smiselno vključimo v dobljen graf, ki lahko vse-
buje lastnost dvodelnega oz. enodelnega grafa. V primeru slednjega, informacijo o
usmerjenosti preslikamo v uteži na povezavah oz. v primeru uteženega grafa pre-
struktiriramo celotno shemo uteži. Vse možne tovrstne transformacije se poslužujejo
postopka, ki mu pravimo simetrizacija (ang. symmetrization), kar pomeni, da sku-
šamo matriko sosednosti transformirati v simetrično matriko. Nekateri postopki
simetrizacije, kot na primer simetrizacija na podlagi naključnih sprehodov ali pa
simetrizacija s pomočjo vpetosti v vektorski prostor, so opisani v [36].
Novejši, matematično bolj zanimiv pristop, je transformacija usmerjenega
omrežja v dvodelni graf, pri čemer iz prvotne množice vozlišč V konstruiramo mno-
žici VA in VB, definirani kot
VA = {iA | i ∈ V in k(out)i > 0} in VB = {iB | i ∈ V in k
(in)
i > 0}. (3.4)
Upoštevamo še, da je vsaka usmerjena povezava med parom vozlišč (i, j) ∈ E v
prvotnem grafu G predstavljena z neusmerjeno povezavo med parom vozlišč (iA, iB)
v neusmerjenem dvodelnem grafu. Primer tovrstne transformacije je prikazan na
sliki 5.
Po opisani transformaciji, ki pa je le eden od možnih načinov, lahko na dobljen
neusmerjen graf apliciramo katerokoli metodo, ki je prilagojena za aplikacijo na
dvodelnih grafih. Odkrivanje skupnosti v dvodelnih grafih pa predstavlja povsem
nov problem, katerega razsežnost presega zastavljene cilje raziskovanja. Nekaj idej
kako se lotiti odkrivanja skupnosti v dvodelnem grafu je opisanih v [36].
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Slika 5: Primer transformacije usmerjenega omrežja (levo) v neusmerjen dvodelni
graf (desno), pri čemer se nekatera vozlišča pojavijo v obeh delih grafa. Povezave v
dvodelnem grafu so določene glede na pripadajoče vhodne oz. izhodne povezave v
usmerjenem grafu [36].
3.3.2 Prilagoditev metode
V izogib transformacije omrežja in s tem možne izgube oz. napačne interpretacije
informacij, se v delu osredotočimo na pristop, ki z razliko od do sedaj opisanih
pristopov obravnava prvotno, nespremenjeno usmerjeno omrežje. Posledica tega je
zožen nabor metod, ki jih lahko uporabimo, kar je glavni razlog za težavnost naloge
za odkrivanje skupnosti v usmerjenih omrežjih.
Najenostavnejši in tudi najpogosteje uporabljen pristop je modifikacija ciljne
funkcije oz. širšega dela metode tako, da se pri iskanju skupnosti upošteva informa-
cija o usmerjenosti povezav.
Modifikacija ciljne funkcije oz. metode. Ekvivalentno kot pri obravnavi neu-
smerjenih omrežij tudi v tem primeru naloga odkrivanja skupnosti ponavadi sestoji
iz dveh delov, definiranja ciljne funkcije kot mere za ocenjevanje kvalitete razbitja
oz. skupnosti ter algoritmičnega postopka za optimizacijo le-te. Pri preslikavi na-
loge na usmerjena omrežja lahko modificiramo oba ali pa le enega od naštetih delov
metode reševanja naloge.
Modularnost kot ena popularnejših ciljnih funkcij v nalogi odkrivanja skupnosti
v neusmerjenih omrežjih, tudi v tem primeru igra pomembno vlogo. Posplošitev
modularnosti je bila prvič predstavljena v [2], kjer je glavni cilj avtorjev predstavljal
zmanjšanje velikosti prvotnega omrežja (usmerjenega ali neusmerjenega) z ohrani-
tvijo modularnosti. Leicht in Newman [32] sta kasneje uporabila omenjeno modifi-
kacijo in predstavila metodo za optimizacijo le-te. Pristop je predstavljal posploši-
tev metode predstavljene s strani Newmana in Girvana v [41], kjer je modularnost
predstavljena s pomočjo spektra oz. lastnih vrednosti ter lastnih vektorjev posebne
matrike imenovane matrike modularnosti (ang. modularity matrix). Kim in drugi
[24] so opazili, da omenjena posplošitev ne zmore primerno razlikovati med usmerje-
nostjo povezave, kot tudi je ne moremo uporabiti za odkrivanje skupnosti formiranih
na podlagi vzorcev (slika 6). Avtorji so tako predlagali novo metodo imenovano Lin-
kRank, ki deluje na podlagi naključnih sprehodov oz. znanega PageRank algoritma,
ta pa naj bi bila bolj konsistentna s prvotno definicijo modularnosti.
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Slika 6: Modifikacija modularnosti za usmerjena omrežja ne razlikuje med zgornjima
primeroma; število vhodnih oz. izhodnih povezav je v obeh primerih enako za
obe vozlišči. Očitno je, da se primera močno razlikujeta, še posebej na podlagi
opazovanja dinamike. V zgornjem primeru opazimo spremembo toka med vozliščema
A in B [36].
V delu kljub omenjenim pomanjkljivostim uporabimo modifikacijo modularnosti
predstavljene v [2], pri čemer modularnost optimiziramo s pomočjo metode Louvain.
Obe definiciji modularnosti, prvotna kot tudi prilagojena za uporabo v usmerjenih
omrežjih, sta skupaj s postopkom optimizacije opisani v podpoglavju 4.1. Prvotno
smo med izbrane metode želeli vključiti tudi omenjeno metodo LinkRank in primer-
jati vrednosti obeh prilagoditev modularnosti, vendar smo zaradi težko dostopne
implementacije metode ta del izpustili.
Na tem mestu omenimo še, da poleg modifikacije modularnosti oz. prilagojenih
metod za optimizacijo modularnosti v ta razred uvrščamo še mnoge druge načine
prilagoditev. Veliko pozornosti je na primer deležna modifikacija Laplaceove ma-
trike (ang. Laplacian matrix), ki predstavlja eno glavnih komponent spektralnega
razčlenjevanja (ang. spectral clustering) s pomočjo mer na podlagi prereza (ang.
cut-based measures) kot tudi prilagoditve na podlagi metode PageRank in naključ-
nih sprehodov.
18
4 Metode za odkrivanje skupnosti
V tem poglavju podrobno opišemo štiri metode, ki jih kasneje primerjamo v empi-
rični analizi. Zadnji del poglavja namenimo opisu vrednotenja zmogljivosti metod
v splošnem.
4.1 Metoda Louvain
Kot ena najbolj priljubljenih metod za proučevanje strukture omrežja oz. iskanja
skupnosti v omrežju je metoda Louvain. Glavni razlog za razširjeno uporabo algo-
ritma se skriva predvsem v njegovi enostavni implementaciji, kot tudi intuitivnem
delovanju. Kot navajajo avtorji v [16], metoda dobro deluje na velikih omrežjih, kar
je še eden izmed razlogov za izbiro, saj s tem omogoča prosto izbiro podatkov. Prav
tako naj bi v realnih omrežjih obstajalo naravno formiranje skupnosti na različnih
nivojih, kar opraviči oz. se sklada s hierarhičnim delovanjem algoritma.
4.1.1 Uporaba modularnosti kot mere kvalitete razbitja
Kot že omenjeno, je eden izmed možnih načinov za merjenje kvalitete razbitij oz.
primerjavo različnih razbitij uporaba modularnosti. Posledično se pri metodi Lou-
vain za iskanje optimalnega razbitja definira optimizacijski problem, ki predstavlja
maksimizacijo modularnosti kot ciljne funkcije. V grobem je modularnost definirana
kot
Q = (delež povezav v skupnosti)− (pričakovan delež povezav v skupnosti). (4.1)
Ideja je v tem, da naj bi omrežja z jasno strukturo skupnosti odstopala od naključnih
grafov (ang. random graph), za katere predpostavimo, da ne vsebujejo skupnosti.
Merjenje odstopanja opazovanega grafa od grafa z naključno porazdeljenimi pove-
zavami je torej dober indikator za prisotnost oz. odsotnost skupnosti [36].
Označimo s pij verjetnost, da obstaja povezava med vozliščem i in vozliščem j
zgolj po naključju, z drugimi besedami, obstoj je popolnoma neodvisen od strukture
skupnosti. Matriki, ki jo sestavljajo vrednosti pij, pogosto pravimo tudi ničelni
model omrežja (ang. null model), saj predstavlja predhodno predpostavko o tem
kako bi naj zgledal naključno strukturiran graf z določenimi stopnjami vozlišč [15].










kjer Ai,j predstavlja indikator obstoja povezave med vozliščema i in j (glej matriko
sosednosti v podpoglavju 2.2). Zadnji člen, tj. δ(ci, cj) je enak 1, če ci = cj oz. če se
vozlišči i in j nahajata v isti skupnosti in 0 sicer, pri čemer s ci označimo pripadajočo
skupnost vozlišča i. Jasno je, da dvojna vsota iterira po vseh možnih parih vozlišč
znotraj posameznih skupnosti. Začetni del, tj. 1
2m
služi za normalizacijo funkcije in
omogoča primerjavo grafov neodvisno od skupnega števila povezav [39].
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V večini primerov prej opisani ničelni model natančneje opišemo s konfigura-
cijskim modelom (ang. configuration model) predstavljenim v [38], ki je definiran
kot naključni graf z vnaprej določenimi pričakovanimi stopnjami vozlišč. Te se uje-
majo s stopnjami vozlišč prvotno opazovanega grafa, pri čemer je pričakovano število
povezav pij (v ničelnem modelu) med vozliščema i in j izračunano po naslednjem
principu [32].
Opazujemo povezavo z enim krajiščem v vozlišču i, pri čemer imamo v grafu
skupno 2m krajišč. Verjetnost, da naša povezava povezuje vozlišče i z enim od dj
krajišč povezanih z vozliščem j, je enaka dj
2m
, če so povezave določene popolnoma
naključno. Ker ima vozlišče i di možnih povezav, je pričakovano število vseh povezav
med vozliščema i in j enako didj
2m
, kjer di predstavlja stopnjo vozlišča i [40]. Ker v
nadaljevanju obravnavamo utežene grafe je pričakovana vsota uteži povezav med i
in j enaka pij =
wiwj
2w
, kjer w predstavlja vsoto uteži celotnega grafa, Ai,j pa v tem
primeru predstavlja utež povezave med vozliščema i in j. Manjkajoči del izpeljave
je opisan v [40] na strani 224. Končno formulacijo modularnosti za razbitje P v











Vrednost Q nam omogoča, da ovrednotimo obstoj oz. moč povezave med dvema
vozliščema v neusmerjenem omrežju s pomočjo verjetnosti obstoja, oz. pričakovane
uteži te povezave v naključnem modelu z enako porazdelitvijo stopenj vozlišč. Intu-
itivno povezava med dvema vozliščema z visokima stopnjama ni tako presenetljiva
in tako ne doda veliko k povečanju funkcije Q, medtem ko v obratnem primeru
povezava med dvema vozliščema z nizkima stopnjama občutno poveča vrednost Q.
Problem optimizacije funkcije modularnosti je računsko zelo zahteven problem,
kar je razlog, da se za reševanje omenjenega optimizacijskega problema uporabljajo
predvsem aproksimacijske metode, kot že omenjeno v opisu pripadajočega optimi-
zacijskega pristopa. Metoda Louvain je zgolj hevristika, ki se skozi svoje iterativno
delovanje skuša približati optimalni rešitvi, teoretično pa rezultat metode tipično ne
reši opisanega problema maksimizacije [9].
4.1.2 Modifikacija modularnosti za uporabo v usmerjenih omrežjih
Leicht in Newman, kot dva izmed pomembnejših avtorjev na področju analize omre-
žij sta v svojem delu [32] predstavila uporabo generalizacije funkcije modularnosti
v kontekstu odkrivanja skupnosti, ki za razliko od prej omenjene definicije vklju-















Ključnega pomena je razlika v drugem delu definicije, kjer je pričakovan delež pove-
zav v skupnosti odvisen od njihovih smeri. Obrazložitev modifikacije je ponazorjena
s sledečim enostavnim primerom. Recimo, da imamo dve vozlišči, u in v, pri čemer
ima vozlišče u visoko stopnjo izhodnih povezav in nizko stopnjo vhodnih povezav,
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v pa ravno obratno. Jasno je, da je povezava u → v bolj verjetna kot povezava
v → u. Primer obstoja povezave v → u je torej bolj nepričakovan in s tem doprinese
več k vrednosti modularnosti, saj naj bi le-ta bila višja za statistično presenetljive
konfiguracije [32]. Podobna ideja je prisotna v uteženih grafih, kjer obstoj povezave
nadomesti pripadajoča utež, stopnjo vozlišča pa zamenjamo s pripadajočo močjo.
4.1.3 Algoritem
Če se vrnemo nazaj na optimizacijski problem, tj. maksimizacijo modularnosti, naj-
prej omenimo še eno metodo, ki rešuje isti problem. Prvi algoritem, predstavljen
kot izboljšava v smislu časovne zahtevnosti dotedanjih metod, je algoritem hierar-
hične aglomeracije (ang. hierarchical agglomeration algorithm) predlagan leta 2001
v [14]. Ključni del izboljšave je izhajal iz ideje o delovanju algoritma na izjemno
velikih omrežjih. Metoda Louvain je v letu 2008 prekašala vse že obstoječe tovrstne
algoritme v smislu časovne zahtevnosti, kot tudi v vrednostih modularnosti in še
danes velja za metodo, ki zelo dobro deluje na velikih omrežjih.
Podroben opis delovanja. Algoritem je enak za oba primera, za neusmerjeno
kot tudi usmerjeno omrežje. Sestavljen je iz dveh faz, iz katerih sestoji posamezna
iteracija.
Denimo, da imamo n vozlišč. V najbolj enostavni različici metode začnemo tako,
da vsakemu vozlišču pripišemo pripadnost drugi skupnosti (v začetnem razbitju je
torej število skupnosti enako številu vozlišč). Za vsako vozlišče i obravnavamo vsa
sosednja vozlišča j in ovrednotimo spremembo (povečanje oz. zmanjšanje) modu-
larnosti pri premiku vozlišča i v skupnost vozlišča j. Po obravnavi vseh sosednjih
vozlišč premaknemo vozlišče i v skupnost, pri kateri je sprememba Q maksimalna
[7].
V primeru, da z nobenim premikom ne dosežemo pozitivne spremembe, se pri-
padnost skupnosti ne spremeni. Ta proces se ponavlja zaporedno po vseh vozliščih,
dokler z nobenim premikom ni več mogoče doseči nadaljnjega izboljšanja. S tem je
dosežen lokalni maksimum in prva faza je zaključena. Na tem mestu je potrebno
omeniti, da je rezultat, ki ga vrne algoritem odvisen od vrstnega reda obravnavanih
vozlišč, kar pomeni, da metoda ne deluje deterministično. Kljub temu pa avtorji
v [16] navajajo, da so spremembe, ki nastanejo kot posledica drugačnega vrstnega
reda obravnave vozlišč minimalne.
Eden ključnih razlogov za efektivnost algoritma je relativna enostavnost raču-
nanja spremembe Q pri premiku vozlišča i, ki jo za razbitje P v neusmerjenem



























− wC · wi
2w2
, (4.6)
kjer wi predstavlja vsoto uteži povezav s krajiščem v vozlišču i, wINTi(C) vsoto uteži
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povezav, ki povezujejo vozlišče i z vozlišči iz skupnosti C, wINTC vsoto uteži povezav
vsebovanih v C in wC vsoto uteži povezav z vsaj enim krajiščem v C [16].









kjer z w(in)C (oz. w
(out)
C ) označimo vsoto uteži vhodnih (oz. izhodnih) povezav, ki
imajo vsaj eno krajišče v C [16].
V drugi fazi algoritma generiramo novo omrežje, kjer vsako vozlišče predstavlja
skupnost dobljeno po končani prvi fazi. Utež povezav med posameznima vozliščema
je sedaj določena kot vsota uteži povezav med pripadajočima skupnostma iz prve
faze, pri čemer se iz povezav v posamezni skupnosti generirajo zanke. S ponavlja-
njem opisanih faz se število skupnosti manjša, večji del računanja pa se zgodi v prvi
iteraciji. Ko v prvi fazi ni več možnega izboljšanja modularnosti, se algoritem ustavi
in s tem je določena maksimalna modularnost [7].
Slika 7: Algoritem Louvain. Algoritem začne z vsakim vozliščem v svoji skupnosti
(razbitje (a)). V prvi fazi z individualnimi premiki vozlišč zmanjša število skupnosti
(razbitje (b)). Iz dobljenega razbitja se po končani prvi fazi generira agregirano
omrežje (razbitje (c)). Nazadnje algoritem premika individualna vozlišča v agregi-
ranem omrežju (razbitje (d)). Opisane korake ponavlja dokler izboljšava kvalitete
razbitja ni več mogoča [54].
Kot že omenjeno se hierarhično delovanje algoritma sklada z naravno hierarhijo,
ki jo je moč zaznati v kompleksnih realnih omrežjih. Vsaka iteracija tako predstavlja
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svoj nivo hierarhije, kar lahko služi kot dodatna informacija o strukturi omrežja. V
praksi se ponavadi pojavlja manjše število nivojev 4.1.
Zaradi večnivojske narave algoritma lahko zaobidemo problem omejene ločljivo-
sti, ki preprečuje obstoj manjših skupnosti. V našem primeru temu ni povsem tako,
saj algoritem v prvi fazi premika le posamezna vozlišča, torej je verjetnost za zdru-
žitev dveh različnih skupnosti s premikanjem posameznih vozlišč relativno majhna.
Hierarhična struktura, katere dele vrne algoritem po posameznih iteracijah, tako
služi kot možnost izbire želene ločljivosti, ki zaznamuje posamezen nivo 4.1.
Pomembna slabost metode, ki je bila nedavno izpostavljena v [54], je možnost
generiranja razbitij s slabo povezanimi ali pa celo nepovezanimi skupnosti. V ta
namen se v naslednjem podpoglavju posvetimo metodi Leiden, ki predstavlja izbolj-
šavo na nivoju povezanosti skupnosti.
4.2 Metoda Leiden
Metoda Leiden, predstavljena v [54], velja za najnovejšo (2018) izboljšavo metode
Louvain, kot ene najhitrejših in najbolj citiranih metod na področju odkrivanja
skupnosti [26], opisane v podpoglavju 4.1. Neodvisno od že omenjenega problema
omejene ločljivosti se avtorji v [54] posvetijo problemu slabe povezanosti skupnosti.
Opis metode je povzet po [54].
4.2.1 Motivacija za izboljšavo metode Louvain
Izkaže se, da so razbitja dobljena z metodo Louvain v večini primerov sestavljena
iz skupnosti, ki so interno šibko povezane, v nekaterih primerih pa celo nepovezane.
O interno nepovezani skupnosti govorimo takrat, ko lahko skupnost razdelimo na
več delov tako, da med pripadajočimi vozlišči ne obstaja pot, ki bi bila v celoti
vsebovana v skupnosti, pač pa vsebuje tudi vozlišča iz drugih skupnosti [54]. Metoda
Leiden tako predstavlja izboljšavo v smislu povezanosti skupnosti, njeno delovanje
pa integrira več že do sedaj predstavljenih izboljšav v algoritmih “Smart local move”
[56], “Fast local move” [43, 3] in “Random neighbour move” [51].
Problem povezanosti ni obravnavan le kot teoretični problem, pač pa je vse po-
gosteje opazen tudi v praksi. Presenetljivo se skozi iteracije problem nepovezanosti
samo še poslabša, kljub povečujoči se vrednosti ciljne funkcije. Ko algoritem pre-
stavi posamezno vozlišče iz ene skupnosti v drugo, lahko s tem povzroči razpad
skupnosti na več delov in s tem skupnost postane nepovezana. To se zgodi v pri-
meru, ko premaknjeno vozlišče predstavlja “most” med obema deloma. Pričakovali
bi, da bo algoritem potem premaknil še ostala vozlišča, vendar temu ni nujno tako,
saj so ostala vozlišča lahko močno povezana s trenutno skupnostjo, kljub temu, da
je skupnost postala nepovezana.
Primer nastanka nepovezane skupnosti. Za lažje razumevanje problema si
poglejmo primer na sliki 8, kjer odebeljene povezave predstavljajo močnejšo pove-
zanost, ostale pa šibkejšo. Na neki točki lahko algoritem obravnava razbitje (a),
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kjer vozlišča 0–6 pripadajo isti skupnosti, pri čemer so vozlišča 1–6 povezana samo z
vozlišči iz iste skupnosti, vozlišče 0 pa je povezano tudi s preostalim delom omrežja.
V nekem trenutku pride do situacije, ko algoritem začne obravnavati vozlišče
0. Ko zadostno število sosedov vozlišča 0 formira skupnost znotraj ostalega dela
omrežja, se lahko zgodi, da naslednji korak predstavlja premik vozlišča 0 v omenjeno
skupnost. Opisana situacija je prikazana na sliki 8 (b), kjer so vozlišča 2, 3, 5 in
6 povezana le z notranjimi povezavami, posledično je njihova trenutna pripadnost
optimalna. Na drugi strani sta po premiku vozlišča 0 vozlišči 1 in 4 povezani tudi
z zunanjimi povezavami, kljub temu pa je lahko trenutna pripadnost teh vozlišč še
vedno optimalna. V tem primeru so kljub nepovezanosti skupnosti vsa vozlišča 1–6
optimalno razvrščena. Očitno je, da bi bolj optimalno razbitje vsebovalo dve ločeni
skupnosti, prvo sestavljeno iz vozlišč 1–3 in drugo iz vozlišč 4–6.
Slika 8: Primer koraka v algoritmu, ko pride do nastanka nepovezane skupnosti.
Začnemo z razbitjem (a), po premiku vozlišča 0 postane skupnost označena z rdečo
barvo nepovezana, saj razpade na dva dela. Vozlišča 1–6 so po kriterijih metode Lo-
uvain še vedno optimalno razvrščena, kar je razlog za končno formiranje nepovezane
skupnosti [54].
Metoda Louvain ne obravnava možnosti opisanega razbitja, saj se osredotoča le
na premike posameznih vozlišč. Še več, ko ni več možen premik nobenega vozlišča,
algoritem napreduje v naslednji korak, tj. agregacijo omrežja, kar pomeni, da vsaka
skupnost predstavlja eno vozlišče v naslednjem koraku. Ko enkrat skupnost postane
vozlišče, možnost opisane razdelitve ni več mogoča. Skupnost tako postane nepove-
zana, razen v primeru, ko se združi s kakšno drugo skupnostjo, ki služi kot “most”
med nepovezanima deloma.
Opisan primer je seveda najhujša možna situacija, ki služi zgolj kot dokaz, da
lahko metoda Louvain res generira razbitja, ki vsebujejo nepovezane skupnosti. V
praksi pa se večkrat srečamo s šibko povezanimi skupnostmi, kar je do neke mere
prav tako v nasprotju z želeno definicijo iskanih skupnosti. V končnem razbitju
generiranem z metodo Louvain je torej lahko prisotna še neodkrita podstruktura,




Kljub temu, da naj bi metoda Louvain generirala kvalitetna razbitja, pa zagotovi
zgolj razbitje z dobro ločenimi skupnostmi. Z iteracijami algoritma se kvaliteta
razbitij povečuje dokler algoritem ni več zmožen nadaljnjih izboljšav. Na tej točki
zagotovi, da je vsako posamezno vozlišče optimalno razvrščeno. Če povzamemo,
algoritem jamči zgolj za
1. nezmožnost nadaljnjega združevanja skupnosti,
2. nezmožnost nadaljnjih premikov posameznih vozlišč.
Podroben opis delovanja. V nadaljevanju opišemo delovanje metode Leiden,
katere glavni cilj je, da zagotovi dobro povezane skupnosti. Algoritem delno temelji
na že omenjenem algoritmu “Smart local move” [56], ki med drugim predstavlja eno
izmed izboljšav metode Louvain. Še več, algoritem uporabi idejo izboljšanja lokalnih
premikov vozlišč iz [43] in [3]. Nazadnje, uporabi tudi idejo premikov vozlišč v
naključne sosednje skupnosti iz [51]. Avtorji v [54] trdijo, da je smer izboljšave, ki
jo predlagajo, zaradi upoštevanja večine dosedanjih izboljšav, najboljša možna.
Algoritem za razliko od algoritma Louvain sestavljajo tri faze,
1. lokalni premiki vozlišč,
2. izboljšava razbitja,
3. agregacija omrežja na podlagi izboljšanega razbitja (razbitje pred izboljšavo
služi kot začetno razbitje za agregirano omrežje).
Z uporabo algoritma Louvain je agregirano omrežje generirano na podlagi razbitja P ,
dobljenega po prvi fazi. V algoritmu Leiden je dodana faza izboljšave, kjer je cilj, da
iz razbitja P dobimo razbitje Pizboljšana tako, da so skupnosti v P dodatno razdeljene
v podskupnosti v Pizboljšana. V tretji fazi, fazi agregacije omrežja, podobno kot pri
metodi Louvain, generiramo agregirano omrežje, kjer posamezno vozlišče predstavlja
skupnost iz prejšnje faze. V tem primeru agregirano omrežje temelji na Pizboljšana,
dodatno pa uporabimo tudi informacijo o razbitju P , dobljenemu po prvi fazi. Z
upoštevanjem P pri generiranju agregiranega omrežja, ima algoritem Leiden več
prostora za odkrivanje kvalitetnejših razbitij.
Najprej pa poglejmo kako deluje dodana faza izboljšave vmesnega razbitja. Zač-
nemo tako, da Pizboljšana nastavimo na razbitje singeltonov (tj. z vsakim vozliščem
v svoji skupnosti), v katerem algoritem lokalno združuje vozlišča. Pomembno je
poudariti, da se združitve dogajajo samo znotraj posameznih skupnosti razbitja P .
Dodatno se vozlišča v Pizboljšana združijo le v primeru, da so dovolj povezana s preo-
stalim delom skupnosti iz P . Po končani opisani združitvi so skupnosti v P v večini
primerov razdeljene v več podskupnosti.
V fazi izboljšave vozlišča niso nujno združena tako, da je povečanje vrednosti
ciljne funkcije maksimalna, pač pa morajo zadoščati le pogoju povečanja ciljne funk-
cije. Skupnost izbrana za združitev s posameznim vozliščem je izbrana naključno,
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Slika 9: Algoritem Leiden. Algoritem začne z razbitjem (a), kjer vsako vozlišče
predstavlja svojo skupnost. Po nekaj iteracijah premikov posameznih vozlišč dobimo
razbitje (b), ki je potem izboljšano v (c). Iz (c) generiramo agregirano omrežje (d),
kjer je kot začetno razbitje uporabljeno neizboljšano razbitje (b). Rdeča skupnost
v (b) je razdeljena v dve podskupnosti v (c), ki po agregaciji postaneta vsaka svoje
vozlišče v (d), še vedno pa obe spadata v isto skupnost. Nadalje po nekaj premikih
posameznih vozlišč agregiranega omrežja algoritem generira razbitje (e). V tem
primeru izboljšano razbitje (f) ostane enako. Opisani koraki se ponavljajo dokler
nadaljnje izboljšave niso več možne [54].
podobno kot v [51]. Večje kot je povečanje v ciljni funkciji pri združitvi s posame-
zno skupnostjo, bolj verjetno je, da bo ta skupnost izbrana za združitev. Stopnja
naključnosti pri izbiri skupnosti je določena s parametrom θ > 0, sama naključnost
pa omogoča več svobode za raziskovanje pri generiranju končnega razbitja. Izklju-
čevanje primerov združitev, ki bi zmanjšali vrednost ciljne funkcije, omogoča večjo
učinkovitost faze izboljšave, kljub temu pa lahko najbolj optimalno razbitje še vedno
ostane nerazkrito. Z odstranitvijo naključnosti oz. izbiro skupnosti, ki pri združitvi
doprinese največ k povečanju vrednosti ciljne funkcije ta problem ostaja nerešen.
Še ena pomembna razlika primerjanih algoritmov se pojavi pri implementaciji
faze lokalnih premikov. Louvain deluje tako, da obravnava vsa vozlišča dokler noben
premik ni več zmožen povečati vrednosti ciljne funkcije, kar pomeni, da še vedno
obravnava tudi vozlišča, za katere možnost premika ne obstaja več. Za razliko od
algoritma Louvain, algoritem Leiden uporabi algoritem “Fast local move” [43], kjer
se obravnavana samo vozlišča katerih sosednja vozlišča so bila spremenjena.
Algoritem “Fast local move” začnemo z generiranjem zaporedja vozlišč z naključ-
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nim vrstnim redom. Za obravnavano vozlišče analiziramo spremembo ciljne funkcije
pri premiku vozlišča v druge skupnosti. Obravnavano vozlišče odstranimo iz za-
poredja. V kolikor smo ga premaknili v drugo skupnost pa na konec zaporedja
dodamo še vsa njegova sosednja vozlišča, ki ne spadajo v isto skupnost ter še niso
podana v zaporedju. Nadaljujemo z obravnavanjem vozlišč iz zaporedja, ki jih pri
tem odstranjujemo po opisanem postopku, dokler v zaporedju ne ostane več nobeno
vozlišče.
Z uporabo “Fast local move” algoritma prvo zaporedje sestoji iz vseh možnih
vozlišč, ekvivalentno kot pri metodi Louvain. V nadaljevanju pa algoritem Leiden
obravnava samo vozlišča s spremenjeno okolico, Louvain pa še vedno obravnava vsa
vozlišča, kar je razlog za večjo učinkovitost algoritma Leiden v tej fazi.
4.2.3 Razširitev metode na usmerjena omrežja
Izboljšava metode Louvain poteka zgolj na nivoju postopka optimizacije ciljne funk-
cije, ne spremeni pa same definicije ciljne funkcije. Posledično je opisana metoda,
ki jo uporabimo v usmerjenem omrežju ekvivalentna opisani metodi za neusmerjena
omrežja, pri čemer je ciljna funkcija modularnosti modificirana za usmerjena omrežja
definirana enako kot v podpoglavju 4.1.2 (V. A. Traag, osebna komunikacija, april
2019, [52]).
4.3 Metoda Infomap
Večina metod za odkrivanje skupnosti v omrežjih, vključno s tistimi, ki temeljijo na
maksimizaciji modularnosti, skušajo odkriti razbitje iz procesa, ki naj bi oblikoval
omrežje. Obstaja več načinov opazovanja takšnega procesa. Eden od njih je opazo-
vanje dinamike sprehodov naključnega sprehajalca v omrežju, kar predstavlja jedro
metode opisane v nadaljevanju, povzete po [48].
4.3.1 Motivacija za uporabo dinamike v omrežjih
Pri opazovanju dinamike naključnega sprehajalca v omrežju uporabimo dejstvo, da
povezave v omrežju omogočajo gibanje po celotnem omrežju in s tem povzročajo
medsebojno odvisnost celotnega sistema. V ta namen predpostavimo, da večino
omrežij zaznamuje tok skozi njih, ki mu v nadaljevanju pravimo pretok (ang. flow).
Pretok predstavlja osrednjo lastnost opisane metode Infomap, imenovane tudi
“Map equation” po svoji glavni enačbi, definirani v (4.9). Metoda Infomap določa
teoretično mejo o tem kako strnjeno lahko opišemo trajektorije naključnega spreha-
jalca po omrežju za posamezno razbitje. S pomočjo naključnega sprehajalca, kot
aproksimacije pretoka, minimiziramo enačbo “Map equation” in s tem razkrijemo
pomembne vidike strukture omrežja glede na pripadajočo dinamiko.
27
4.3.2 Huffmanovo kodiranje
Metoda Infomap temelji na ideji kodiranja informacij in uporabi Shannonov izrek
o kodiranju informacijskega vira (ang. Shannon’s source coding theorem), ki do-
loča spodnjo mejo dolžine kode potrebne za zapis informacij na osnovi porazdelitve
pogostosti njihovih pojavitev. V tem primeru zapisujemo informacije o seznamih
vozlišč, ki jih obišče naključni sprehajalec. Cilj je poiskati spodnje meje dolžin kod
za zapis informacij o poziciji naključnega sprehajalca [50].
Za pripis kode (ang. codeword) določenemu vozlišču uporabimo Huffmanovo ko-
diranje (ang. Huffman coding), katerega učinkovitost izvira iz ideje o pripisu krajših
kod pogosteje obiskanim vozliščem in daljših kod redkeje obiskanim vozliščem. Dol-
žina kode je torej odvisna od pogostosti obiska vozlišča v opazovanem naključnem
sprehodu. Ker so kode brez predpone (ang. prefix-free), kar pomeni, da nobena
koda ni predpona druge kode, lahko kode zapisujemo v zaporedju brez ločil, saj jih
je kasneje možno enolično dekodirati. Tovrsten pristop kodiranja je učinkovit za
opis informacij, ki opisujejo lokacijo naključnega sprehajalca v določenem trenutku
oz. seznam lokacij za poljuben časovni interval.
Večina realnih omrežij je strukturiranih v regije, v katerih naključni sprehajalec
po vstopu ostane dlje časa, med njimi pa se premakne le redkokdaj. To lastnost
lahko uporabimo pri pripisu kod posameznim vozliščem tako, da vsaki posamezni
regiji, ki jo imenujemo tudi modul, pripišemo svoj kodni nabor (ang. codebook),
katerega kode se lahko ponovijo v ostalih modulih. Na ta način zmanjšamo velikost
zapisa, saj globalno gledano povsod uporabimo krajše kode, kot če bi jih enolično
zapisovali po vozliščih celotnega omrežja (slika 10: (b) in (c)).
Dodatno potrebujemo informacijo o prehajanju naključnega sprehajalca med po-
sameznimi moduli, za kar določimo dodaten t.i. indeksni kodni nabor (ang. index
codebook), ki specificira kodni nabor modula, ta pa dalje opiše še zaporedje vozlišč
v tem modulu. Ko naključni sprehajalec zapusti določen modul, se vrnemo na in-
deksni kodni nabor in pošljemo poseben signal za izhod iz modula. Podobno kot
pri določanju dolžine kode na podlagi pogostosti obiska vozlišča, je dolžina posame-
zne kode v indeksnem kodnem naboru odvisna od pogostosti obiska posameznega
modula.
Z uporabo opisanih kodnih naborov lahko problem minimizacije dolžine opisa
poti naključnega sprehajalca preslikamo v vprašanje kako razdeliti omrežje glede
na pripadajoč pretok. Želimo torej odgovoriti na vprašanji: koliko modulov, tj.
skupnosti, želimo uporabiti in kako določiti pripadnost vozlišč, da minimiziramo
enačbo “Map equation” opisano v nadaljevanju.
4.3.3 Enačba “Map equation”
Da bi ocenili kako učinkovit naj bi bil optimalen kodni zapis posameznega razbitja,
ne potrebujemo dejanskega kodnega zapisa. To nam omogoča uporaba enačbe “Map
equation”, ki nam pove teoretično mejo o tem, kako strnjeno lahko opišemo pot
v omrežju glede na podano razbitje. Za določitev optimalnega razbitja je dovolj
izračunati teoretično mejo za različna razbitja in izbrati tisto razbitje, za katero je
dolžina opisa najkrajša.
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Slika 10: Odkrivanje vzorcev gibanja v omrežju s pripadajočimi kodnimi zapisi
dobljenimi s Huffmanovim kodiranjem. Slika (a) prikazuje eno izmed možnih poti
oz. trajektorijo naključnega sprehajalca. Za učinkovit enonivojski opis trajektorije
lahko uporabimo globalni Huffmanov kodni nabor, ki je prikazan pod omrežjem
na sliki (b). Slika (c) prikazuje dvonivojski opis naključnega sprehoda z uporabo
indeksnega kodnega nabora, ki služi opisu prehodov med moduli ter dodatnih kod
za opis izstopov iz modulov. Kode za opis med premiki modulov so prikazane pred
in za puščicami pod omrežjem na sliki (c), kjer na primer koda 111 pomeni, da
se trajektorija začne v rdečem modulu, koda 0000 določa prvo vozlišče v rdečem
modulu, koda 0001 pa implicira izstop iz rdečega modula. Dvonivojski opis v (c) je
bistveno bolj učinkovit kot enonivojski opis v (b); v opazovanem primeru se velikost
zapisa skrči iz 314 bitov na 243 bitov. Na sliki (d) je prikazan le poenostavljen kodni
opis omrežja na nivoju modulov, ne pa tudi posameznih vozlišč [48].
Matematična formulacija. Za podano razbitje P , ki je sestavljeno iz n voz-
lišč (α = 1, 2, . . . , n) razvrščenih v k modulov (i = 1, 2, . . . , k) označimo spodnjo
mejo dolžine kodnega zapisa poti naključnega sprehajalca z L(P). Za izračun L(P)
uporabimo Shannonov izrek o kodiranju informacijskega vira, ki implicira, da je pri
uporabi n kod za opis n stanj slučajne spremenljivke X s pripadajočimi verjetnostmi
pi minimalna dolžina kode za zapis stanja sistema enaka vrednosti entropije slučajne





kjer uporabimo logaritem z osnovo 2, merska enota pa je bit [50]. Na ta način
dobimo spodnjo mejo dolžine kodnega zapisa za kodni nabor posameznega modula.
Za izračun minimalne dolžine kode, ki opisuje le korak naključnega sprehoda, je
potrebno minimalne dolžine kode indeksnega kodnega nabora in kodnih naborov
posameznih modulov le ustrezno obtežiti s stopnjo uporabe. Na ta način lahko




























kjer Q predstavlja porazdelitev možnih stanj na nivoju modulov, tj. v indeksnem
kodnem naboru (slika 10: (d)), Mi pa porazdelitev možnih stanj na nivoju vozlišč
modula i, tj. v kodnem naboru modula i (vozlišča iste barve na sliki 10: (c)).
Entropije v (4.9) so obtežene s stopnjami uporabe posameznih kodnih zapisov:
– q↷ =
∑k
i=1 qi↷ predstavlja stopnjo proporcionalno verjetnosti, da naključni
sprehajalec zamenja modul na kateremkoli koraku, kjer s qi↷ označimo verje-
tnost, da naključni sprehajalec zapusti modul i,
– pi⟳ =
∑
α∈i pα + qi↷ predstavlja stopnjo uporabe modula i kot vsoto deleža
časa, ki ga naključni sprehajalec preživi v modulu i (pα je verjetnost obiska
vozlišča α) s prišteto verjetnostjo, da zapusti modul i.
Entropiji v (4.9) lahko sedaj izrazimo s stopnjami qi↷ in pα, tako da stopnje norma-












































































Iz enačbe 4.12 opazimo, da je izraz
∑n
α=1 log(pα) neodvisen od razbitja, verjetnost
pα pa se na drugih mestih pojavi le znotraj vsote po vseh vozliščih posameznega
modula. Posledično je za iskanje optimalnega razbitja dovolj opazovati spremembe
v qi↷ in
∑
α∈i pα, katerih izračun predstavlja relativno enostavno in hitro operacijo.
Za optimizacijo ciljne funkcije L(P) lahko z nekaj modifikacije uporabimo katerikoli
numerični iskalni algoritem razvit za iskanje optimalnega razbitja omrežja s pomočjo
optimizacije ciljne funkcije.
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4.3.4 Razširitev metode na utežena in usmerjena omrežja
Utežena omrežja. Posvetimo se najprej modifikaciji ciljne funkcije L(P) za ute-
žena omrežja. Pogostost obiska vozlišča α v tem primeru predstavlja relativno utež
povezav povezanih z vozliščem α, wα. Relativna utež pomeni vsoto uteži povezav
povezanih z vozliščem α glede na dvakratno vrednost vsote uteži vseh povezav v
omrežju oz. vsoto uteži vseh krajišč v omrežju (vsaka povezava ima namreč dve
krajišči). Podobno wi =
∑
α∈i wα predstavlja relativno utež modula i, wi↷ relativno
utež izhodnih povezav iz modula i in w↷ =
∑k
i=1wi↷ skupno relativno utež povezav
med moduli. Ciljno funkcijo lahko sedaj zapišemo kot










(wi↷ + wi) log(wi↷ + wi).
(4.13)
Utežena usmerjena omrežja. Za izračun stacionarne porazdelitve pogostosti
obiskov posameznih vozlišč v usmerjenem omrežju uporabimo potenčno metodo
(ang. power method). Da zagotovimo obstoj enolične stacionarne porazdelitve (ang.
steady state distribution), vpeljemo teleportacijsko verjetnost τ (ang. teleportation
probability), da naključni sprehajalec preide iz vozlišča brez izhodnih povezav v ka-
terokoli vozlišče. Pojem naključnega sprehajalca v tem primeru nadomesti pojem
naključnega obiskovalca (ang. random surfer), njegovo gibanje pa lahko opišemo
z nerazcepno (ang. irreducible) in aperiodično (ang. aperiodic) markovsko verigo,
za katero po Perron-Frobeniusovem izreku vemo, da obstaja enolična stacionarna
porazdelitev pogostosti obiskov posameznih vozlišč.
Podobno kot v Googlovem PageRank algoritmu nastavimo dodano verjetnost
τ = 0.15 [11]. Rezultati so glede na to izbiro relativno robustni, kljub temu pa pri
τ → 0 pogostosti iz stacionarne porazdelitve slabo odražajo pomembnost vozlišč, saj
se naključni sprehajalec lahko ujame v dele omrežja z majhnim številom izhodnih
povezav [8].
Gibanje naključnega obiskovalca lahko opišemo na naslednji način. Na vsakem
koraku se iz vozlišča α premakne v eno izmed sosednjih vozlišč β z verjetnostjo
1 − τ , pri čemer so verjetnosti za posamezen premik proporcionalne pripadajočim
utežem wαβ (dodatno nastavimo
∑
β wαβ = 1). Z verjetnostjo τ oz. 1 v primeru,
da vozlišče nima nobene izhodne povezave, se naključni obiskovalec teleportira v
katerokoli vozlišče, pri čemer je τ enakomerno porazdeljena med vsemi vozlišči.
Posledično je v tem primeru izbira vozlišča naključna.
Za izračun porazdelitve pogostosti obiskov vozlišč namesto povprečenja po posa-
meznem dolgem naključnem sprehodu, apliciramo potenčno metodo na porazdelitev
pogostosti obiskov naključnega obiskovalca po vseh vozliščih omrežja. Začnemo s
porazdelitvijo pα = 1/n za obisk naključnega obiskovalca v vozlišču α, v nadalje-
vanju pa verjetnosti iterativno posodabljamo. V vsaki iteraciji za vsako vozlišče
α porazdelimo verjetnost 1 − τ med sosednja vozlišča β proporcionalno glede na
pripadajoče uteži wαβ, preostalo verjetnost τ pa enakomerno med ostala vozlišča v
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omrežju. Postopek nadaljujemo dokler ni vsota absolutnih razlik med zaporednimi
ocenami pα manjša od 10−15 in s tem dosežena konvergenca porazdelitve.
Z dobljenimi verjetnostmi pα, ∀α = 1, . . . , n in začetnim razbitjem omrežja lahko
zlahka izračunamo pogostosti obiskov modulov
∑
α∈i pα za modul i. Z upoštevanjem













kjer z ni označimo število vozlišč v modulu i. Očitno je, da prvi del enačbe pred-
stavlja situacijo, ko naključni obiskovalec zapusti modul i s teleportacijo v enega
izmed n−ni nesosednjih vozlišč. Z drugim delom enačbe pa zajamemo situacije, ko
zapusti modul i s premikom v sosednje vozlišče zunaj modula i.
4.3.5 Algoritem
Za minimizacijo ciljne funkcije L(P) lahko uporabimo katerokoli požrešno metodo ali
pa metodo, ki temelji na principu Monte Carlo. Za prve je značilno, da niso časovno
zahtevne, a so nenatančne, slednje pa obratno veljajo za časovno zahtevnejše, vendar
natančnejše.
Kot dobro ravnotežje med omenjenima pristopoma avtorji v [48] za jedro optimi-
zacijske metode uporabijo algoritem metode Louvain iz [7], že opisan v podpoglavju
4.1.3, kjer maksimizacijo modularnosti zamenja minimizacija enačbe “Map equa-
tion”. Izbira modula oz. skupnosti za premik posameznega vozlišča se tako izbere
na podlagi največjega zmanjšanja vrednosti funkcije L(P).
Ena izmed slabosti metode Louvain, kot že omenjeno pri opisu metode Leiden,
je dejstvo, da po združitvi vozlišč v posamezni skupnosti njihova razdružitev ni več
mogoča. V ta namen avtorji v [48] povečajo natančnost algoritma z nadgradnjo me-
tode tako, da v zadnji fazi posamezne skupnosti razbijejo na enega izmed naslednjih
dveh načinov:
1. Premiki podmodulov. Vsak posamezen modul obravnavamo individualno in
nanj apliciramo prvotni algoritem, tako da iz vsakega modula dobimo več
podmodulov. Dobljena podrazbitja vključimo v končno razbitje in ponovno
uporabimo prvotni algoritem z omogočenimi premiki podmodulov znotraj po-
sameznega modula.
2. Premiki posameznih vozlišč. Vsako posamezno vozlišče obravnavamo kot sam
svoj modul, da omogočimo premike posameznih vozlišč znotraj modulov. Vsa
vozlišča vrnemo v prvotne module in na tem razbitju uporabimo prvotni al-
goritem z omogočenimi premiki vozlišč znotraj posameznega modula.
V praksi zaporedno ponavljamo opisani nadgradnji dokler se kvaliteta razbitja iz-
boljšuje. Še več, proces premika podmodulov uporabimo rekurzivno. Da poiščemo
podmodule primerne za premike, najprej razcepimo podmodule v podpodmodule in
tako dalje dokler nadaljnji razcep ni več možen. Ker algoritem deluje stohastično in
ni časovno zahteven, celoten proces ponovimo večkrat.
32
4.4 Metoda OSLOM
V tem poglavju v grobem opišemo delovanje metode OSLOM (ang. Order Statistics
Local Optimization Method), ki za doseganje cilja odkrivanja skupnosti uporabi lo-
kalno optimizacijo s pomočjo vrstilnih statistik. Po besedah avtorjev iz [30] velja za
prvo predstavljeno metodo, ki učinkovito deluje v usmerjenih kot tudi uteženih gra-
fih, obenem pa rešuje tudi nam sicer manj zanimiva problema, problem dinamičnih
in prekrivajočih se skupnosti. Opis metode je povzet po [30].
4.4.1 Motivacija za uporabo statistične značilnosti
Kot že omenjeno se v večini omrežij skriva hiearhična struktura, kar pomeni, da so
nekatere skupnosti dodatno razdeljene na podskupnosti. Veliko metod stremi le k
iskanju “najboljšega” razbitja in dejstvo o hierarhiji zanemari, kar pa je v nasprotju
z opisanim algoritmom, katerega delovanje temelji prav na hierarhičnem odkrivanju
skupnosti.
Pri uporabi posamezne metode je zelo pomembno, da le-ta loči “prave” skupnosti
od navideznih ti. psevdo-skupnosti (ang. pseudo-communities). Eksistenca skupno-
sti implicira, da so povezave med pripadajočimi vozlišči bolj verjetne kot povezave
z ostalimi vozlišči. V primeru, ko so vse povezave enako verjetne, kot na primer
v modelih naključnih grafov, torej ne pričakujemo odkritih skupnosti. V takem
primeru so skoncentrirane povezave znotraj skupin vozlišč preprosto posledica na-
ključnih fluktuacij. Veliko algoritmov tega ne zazna in tako ne loči med “pravimi” in
psevdo-skupnostmi, pač pa zazna skupnosti tudi v omenjenih primerih. V ta namen
izpostavimo glavno idejo metode OSLOM, tj. ocenjevanje odkritih skupnosti na
podlagi statistične značilnosti. Sledi groba izpeljava uporabljene mere, ki nam pove
ali analizirana množica vozlišč predstavlja potencialno skupnost ali ne.
4.4.2 Ocena statistične značilnosti skupnosti
Glavna ideja metode OSLOM je lokalna optimizacija statistično značilnih skupno-
sti glede na globalni ničelni model (ang. global null model). Koncept statistične
značilnosti opisan v nadaljevanju je privzet iz [29, 47].
V metodi statistično značilnost uporabimo kot mero za ocenjevanje odkritih sku-
pnosti, ki jo enako kot v [29] definiramo kot verjetnost, da je skupnost odkrita v
naključnem ničelnem modelu oz. v grafu, ki naj ne bi vseboval skrite strukture. Za
ničelni model uporabimo konfiguracijski model iz [38], že omenjen pri definiciji mo-
dularnosti v podpoglavju 4.1, ki predstavlja model za generiranje naključnih grafov
s podano porazdelitvijo stopenj vozlišč.
Osredotočimo se sedaj na ocenjevanje statistične značilnosti množice vozlišč
C ∈ G, ki predstavlja potencialno skupnost. Denimo, da je podgraf, ki vsebuje
množico vozlišč C podgraf grafa generiranega na podlagi konfiguracijskega modela,
kjer vsako vozlišče ohrani enako stopnjo kot jo ima v G. Dodatno naj bo notranja
stopnja množice C, dINTC fiksna. Če so vse ostale povezave v omrežju generirane
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naključno, verjetnost, da ima vozlišče i dINTi(C) sosedov v C dobimo po formuli [47]

















p(dINTi(C) |i, C,G) = 1, M
pa predstavlja notranjo stopnjo množice vozlišč G\{C ∪ {i}}. Enačba (4.15) opisuje
možne konfiguracije omrežja z dINTi(C) povezavami med i in C, njena izpeljava pa se
nahaja v [30, 47]. Enačbo uporabimo kot orodje za razvrstitev sosednjih vozlišč
skupnosti C (tj. vozlišč, ki so povezana z vsaj enim vozliščem iz C), glede na to kako
verjetno so topološko povezane s C. Če vozlišče i vsebuje več povezav z vozlišči iz C
kot je pričakovano v ničelnem modelu, je smiselno obravnavati njegovo pripadnost
skupnosti C, saj to pomeni, da je povezanost med njima močnejša kot bi pričakovali.






ki predstavlja verjetnost, da je število povezav s skupnostjo C za izbran i med vre-
dnostma dINTi(C) in di. Za lažjo primerjavo vozlišč z različnimi stopnjami vsakemu
vozlišču i s pomočjo samovzorčenja (ang. bootstrap) pripišemo vrednost ri, katero
naključno izberemo iz intervala [r(dINTi(C) ), r(d
INT
i(C) + 1)]. Samovzorčenje v postopek
ocenjevanja vpelje stohastično komponento, ki vodi do uporabe tehnike Monte Carlo.
Spremenljivka r nosi informacije o topološki povezanosti posameznega vozlišča
s potencialno skupnostjo C in zanjo velja, da je porazdeljena enakomerno na inter-
valu [0, 1]. Na tem mestu potrebujemo porazdelitev vrstlinih statistik, ki služi kot
orodje za razvrščanje obravnavanih vozlišč. Prvi kandidat za vključitev v skupnost
C bo vozlišče z najmanjšo vrednostjo r, ki ga označimo z r1. Njegova kumulativna
porazdelitev v ničelnem modelu je podana z
Ω1(r) = P (r1 < r) = 1− (1− r)n−nC , (4.17)
kjer z n označimo množico vseh vozlišč v G, z nC pa množico vozlišč v C. V splošnem
označimo z rq q-to vrstilno statistiko (v naraščajočem vrstnem redu spremenljivk r)
in njegovo kumulativno porazdelitev zapišemo z








Glavni razlog za uporabo vrstilnih statistik [42] je predpostavka o močni medsebojni
povezanosti vozlišč v posamezni skupnosti. Vrednosti Ωq nam povedo kako močno
se zunanja vozlišča ujemajo s pričakovanimi statistikami ničelnega modela.
Da bi ocenili celotno potencialno skupnost C, obravnavamo vsa vozlišča povezana
z vozlišči v C in definiramo cm = minq{Ωq(rq)}, kjer rq predstavlja q-to “najboljše”
vozlišče. Kumulativno porazdelitev označimo z
P (cm < x) = ϕ(x, n− nC), (4.19)
kjer ϕ(x, n− nC) predstavlja iskano oceno skupnosti C (ang. score). V nadaljevanju
posamezne skupnosti obravnavamo s pomočjo ocene dobljene s ϕ.
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4.4.3 Optimizacija na podlagi ocene statistične značilnosti
Naslednji korak predstavlja optimizacija ocene ϕ glede na možna razbitja omrežja G,
pri čemer se najprej posvetimo optimizaciji ocene ϕ za izbrano skupnost C, kasneje pa
postopek prevedemo na celotno omrežje. Za posamezno skupnost C proces opišemo
z dvema fazama:
1. Dodajanje “najboljših” zunanjih vozlišč v skupnost C.
2. Odstranjevanje “najslabših” vozlišč iz skupnosti C.
Obe fazi sta natančno opisani v [30]. Izbira vozlišč v obeh fazah temelji na izračunu
ocene (4.19) opisane v 4.4.2. Po postopkih dodajanja in odstranjevanja dobimo
“očiščeno” skupnost C∗.
Postopek ni determinističen, saj računanje kumulativne verjetnosti r vsebuje sto-
hastično komponento. V ta namen je potrebno vse korake ponoviti N -krat, ob tem
pa upoštevamo, da lahko opisan postopek vrne tudi C∗ = ∅. V nadaljevanju defini-




k=1 1{C∗k ̸=∅}, ki nam pove kolikokrat
je bilo vozlišče i vsebovano v končni skupnosti (glede na vse neprazne skupnosti). V
splošnem za statistično značilno skupnost C zahtevamo, da velja C∗ ̸= ∅ v vsaj 50%
iteracij. Končna “očiščena” skupnost vsebuje samo vozlišča za katera velja fi > 12 .
Opisan postopek analize posameznih skupnosti razširimo na celotno omrežje.
Začnemo z izbiro naključnega vozlišča i in s tem začetne skupnosti, tj. C = {i}.
Postopek je v grobem razdeljen v dve fazi:
1. V C dodamo q sosednjih vozlišč, ki jih izberemo na podlagi ocene (4.19).
Porazdelitev števila vozlišč q je poljubna, avtorji v [30] predlagajo potenčno
porazdelitev z eksponentom −3.
2. Uporabimo prej opisan postopek dodajanja in odstranjevanja vozlišč v sku-
pnosti C.
Da analizo razširimo po celotnem omrežju, postopek ponovimo z različnimi izbirami
začetnega vozlišča. Algoritem vrne razbitje s prekrivajočimi se skupnostmi, ki mu
pravimo tudi pokritje. Ideja opisanega postopka lokalne optimizacije je povzeta po
metodi temelječi na lokalni ciljni funkciji iz [27] za namen odkrivanja prekrivajočih se
skupnosti. Postopek ponavljamo dokler j-krat ne najdemo podobnih si skupnosti,
pri čemer stremimo k čim večji podobnosti. V nadaljevanju natančneje opišemo
pomen podobnosti.
Stohastična komponenta pri računanju ocene statistične značilnosti vozlišča
lahko povzroči, da vozlišča na meji statstične značilnosti pogosteje prehajajo med
skupnostmi. To lahko predstavlja problem pri odločanju ali izbrani skupnosti so-








kar predstavlja pogoj za nadaljnje analiziranje skupnosti C1 in C2. Naslednji korak,
ki predstavlja odločitev o tem, katere statistično značilne skupnosti želimo vključiti
v končno razbitje, je natančno opisan v [30].
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4.4.4 Razširitev metode na utežena in usmerjena omrežja
Za prilagoditev metode na usmerjena omrežja najprej kumulativno porazdelitev r
razdelimo na dva dela, rin in rout. Prva temelji na verjetnosti, da ima vozlišče i
izhodne povezave, ki ga povezujejo z vozlišči iz C, slednja pa na verjetnosti, da
ima vozlišče i vhodne povezave, ki ga povezujejo z vozlišči iz C. Verjetnosti iz-
računamo po formuli analogni (4.15). Končno oceno vozlišča dobimo s produktom
rin ·rout, izračunamo njegovo porazdelitev ter ocenimo pripadajoče vrstilne statistike
[30]. Nadaljujemo po enakem postopku kot pri neusmerjenih omrežjih. V primeru
usmerjenih in uteženih omrežij oceno vozlišča določimo s produktom spremenljivk
rin in rout ter pripadajočih verzij za utežena omrežja.
Natančnejši opis prilagoditve metode na usmerjena omrežja in obravnave uteži
povezav presega zastavljene cilje in je natančneje opisan v [30].
4.4.5 Algoritem
Vse opisane komponente združimo v končno verzijo algoritma, ki ga opišemo v treh
delih:
1. Iskanje statistično značilnih skupnosti do konvergence.
2. Analiziranje dobljene množice skupnosti; odkrivanje notranje strukture posa-
meznih skupnosti in možnih združitev.
3. Odkrivanje hierarhične strukture.
Natančen opis algoritma presega zastavljene cilje in se nahaja v [30].
4.5 Vrednotenje zmogljivosti metod
Po izbiri pristopa, ki ga želimo uporabiti ter izbiri metode s katero bomo odkrivali
skupnosti, se pojavi še eno vprašanje, in sicer kako vrednotiti zmogljivost izbrane
metode. Lahko bi trdili, da je pomembnost izbire mere za vrednotenje ekvivalentna
pomembnosti izbire same metode za odkrivanje skupnosti [35].
Problem pri izbiri primerne mere nastane že zaradi nejasne definicije naloge, še
večjo razsežnost pa dobi pri primerjavi metod, ki temeljijo na popolnoma drugačnem
pristopu. Za lažje analiziranje primerjave metod problem poenostavimo in metode
primerjamo na podlagi kvalitete končnega razbitja, kar predstavlja jasno definiran
problem.
Metode, ki temeljijo na enakem pristopu lahko dodatno primerjamo na podlagi
mer, ki so vezane na samo metodo. Eden izmed možnih načinov je na primer primer-
java ciljne funkcije, katere vrednosti lahko opazujemo že pri posameznih iteracijah
metode, če je le-to smiselno glede na cilj, ki ga želimo doseči z analizo. Pogosto se
na ta način primerja vrednosti modularnosti izračunane na podlagi vmesnih ali pa
končnih razbitij, pri nekaterih metodah, kot so na primer različice metode Louvain,
pa le-ta predstavlja tudi ciljno funkcijo.
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Pri samem vprašanju vrednotenja je pomembno, da si najprej zastavimo cilj, ki
ga definiramo glede na to kaj natančno želimo z vrednotenjem izvedeti. V magistr-
skem delu vrednotimo tri vidike zmogljivosti metod za odkrivanje skupnosti.
1. Stabilnost. Pri vrednotenju stabilnosti medsebojno primerjamo razbitja, ki
jih dobimo ob ponovnih zagonih metode za odkrivanje skupnosti. Razbitja
primerjamo po parih in nato izračunamo povprečno podobnost (različnost) za
vse pare razbitij. Večja (manjša) kot je povprečna podobnost (različnost) med
razbitji, bolj stabilna je metoda za odkrivanje skupnosti. Vse obravnavane me-
tode vsebujejo stohastično komponento, kar je razlog za generiranje različnih
rezultatov ob ponovnih zagonih.
2. Točnost. Pri preverjanju kako točne so metode primerjamo generirana razbitja
dobljena ob ponovnih zagonih metode z razbitji na vnaprej znane skupnosti
(ang. ground truth communities), če so le-ta na voljo. Podobno kot pri vredno-
tenju stabilnosti izračunamo ujemanje pri večih ponovitvah, končno točnost pa
vrednotimo glede na povprečne vrednosti. Dodatno poleg ujemanja celotnega
razbitja analiziramo še točnost na podlagi števila odkritih skupnosti.
3. Modularnost. Nazadnje metode primerjamo še glede na dosežene vrednosti
modularnosti generiranih razbitij, ki jih dobimo z (4.3) oz. (4.4). Za končno
primerjavo ponovno vrednotimo povprečno modularnost po večih ponovitvah.
Problem vrednotenja točnosti metod ni trivialen, saj za to potrebujemo podatek o
vnaprej znanih skupnostih, ki pa ni nujno vedno na voljo. V primeru sintetičnih
omrežij ponavadi razbitje na vnaprej znane skupnosti predstavlja del izhodnih po-
datkov pri generiranju omrežja. Pri realnih omrežjih pa je za pridobitev informacije
o vnaprej znanih skupnostih potrebna dodatna analiza omrežja s pomočjo katere
določimo kaj so vnaprej znane skupnosti. Uporabljene predpostavke o vnaprej zna-
nih skupnostih lahko močno vplivajo na interpretacijo rezultatov. V ta namen damo
prednost primerjavi stabilnosti metod, točnost metod pa analiziramo zgolj kot zani-
mivost. Natančnejši opis poteka primerjave je opisan v sledečem poglavju empirične
analize, natančneje v podpoglavju 5.3.
Za vrednotenje stabilnosti kot tudi točnosti potrebujemo ustrezne mere na pod-
lagi katerih primerjamo razbitja. Nekaj izbranih mer, ki jih uporabimo v empirični
analizi je opisanih v nadaljevanju.
4.5.1 Mere za primerjavo kvalitete razbitij
V grobem mere za primerjavo kvalitete razbitij delimo na zunanje in notranje (ang.
external and internal quality measures). Prve so uporabne v primeru, ko imamo
informacijo o vnaprej znanih skupnostih oz. ko med seboj primerjamo dve razbitji.
Za slednje pa potrebujemo le predpostavko o tem, kako naj bi zgledalo kvalitetno
razbitje, uporabimo pa jih na enem samem razbitju. Delitev je privzeta iz [15].
Opisane mere lahko razdelimo še na mere podobnosti in mere različnosti (ang.
similarity and distance measures). Prve merijo podobnost dobljenih razbitij, kar
pomeni, da večja kot je vrednost, bolj sta si razbitji podobni. V ta razred uvrščamo
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mere kot so F-mera (B-cubed) (ang. F-measure (B-cubed)), Randov indeks (ang.
Rand index) in normalizirana medsebojna informacija (ang. normalized mutual
information - NMI). Slednje pa merijo kako sta si posamezni razbitji različni. Višja
vrednost v tem primeru implicira bolj različni si razbitji. Takšni sta recimo variacija
informacij (ang. variation of information - VI) in razdalja razdeli-združi (ang. split-
join distance) [15].
Na tem mestu omenimo še, da je izbor opisanih mer omejen na mere, ki so kasneje
uporabljene v empirični analizi. Zavedati se je potrebno, da obstaja še ogromno
drugih mer ali pa zgolj modifikacij omenjenih, kot na primer popravljen Randov
indeks (ang. adjusted Rand index), (popravljen) Jakardov indeks (ang. (adjusted)
Jaccard index) in klasifikacijska napaka (ang. classification error) [21, 37].
Zunanje mere za merjenje kvalitete razbitij. Vse opisane mere v tem od-
stavku so definirane tako, da sprejmejo vektorja razbitij, ju med seboj primerjajo
in vrnejo vrednost, ki nam pove kako dobro se prvo razbitje ujema z drugim. Sle-
dnji v primeru primerjave na podlagi točnosti predstavlja razbitje vnaprej znanih
skupnosti, v primeru stabilnosti pa obe razbitji predstavljata rezultat enega zagona
metode za odkrivanje skupnosti.
F-mera. Prva predstavljena mera v tej skupini je posebna različica F-mere,
prvotno uporabljene na področju strojnega učenja [49], prilagojene za problem gru-
piranja. Ker je problem primerjave dveh razbitij v omrežju ekvivalenten problemu
primerjave dveh razbitij v splošnem problemu grupiranja, lahko prilagojeno F-mero
(B-cubed) predstavljeno v [1] uporabimo v obeh primerih.
Po [1] je B-cubed najprimernejša mera s katero lahko ekstrinzično ovrednotimo
primerjavo razbitij. Vrednotenje je sestavljeno iz dveh delov, in sicer iz izračuna
priklica (ang. recall) ter preciznosti (ang. precision) za vsako vozlišče v omrežju.
Prvotno mera primerja razbitje dobljeno z metodo, ki jo proučujemo z vnaprej zna-
nim razbitjem oz. “pravilno” razvrstitvijo vozlišč, lahko pa jo, podobno kot ostale
mere opisane v nadaljevanju, uporabimo tudi za primerjavo dveh razbitij, pri čemer
enemu izmed razbitij dodelimo oznako navidezne “pravilne” razvrstitve.
Za vsako vozlišče i z L(i) označimo njegovo realno pripadnost skupnosti, s C(i)
pa predvideno skupnost, tj. pripadajočo skupnost v razbitju dobljenem z analizirano
metodo. Definiramo funkcijo pravilnosti (ang. correctness) Pr, ki opiše relacijo dveh
vozlišč i in j kot
Pr(i, j) =
{
1, če L(i) = L(j) ⇐⇒ C(i) = C(j)
0, sicer.
(4.21)
Vozlišči i in j sta “pravilno” povezani, če sta v isti “pravi” skupini natanko tedaj,
ko sta v isti predvideni skupnosti. B-cubed preciznost vozlišča i predstavlja de-
lež vozlišč v isti predvideni skupnosti, ki spadajo v isto “pravo” skupino (vključno
z vozliščem samim). Da dobimo splošno B-cubed preciznost P , ki se nanaša na
posamezno razbitje, povprečimo opisano preciznost po vseh vozliščih. Podobno de-
finiramo B-cubed priklic R kot delež vozlišč v isti “pravi” skupini, ki spadajo v isto
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predvideno skupnost. Formalno zapišemo
P = Avgi[Avgj:C(i)=C(j)[Pr(i, j)]],
R = Avgi[Avgj:L(i)=L(j)[Pr(i, j)]],
(4.22)
kjer z Avg označimo povprečje po vozliščih. Preciznost odraža homogenost sku-
pnosti, medtem ko s priklicem opišemo kompaktnost. Nadalje definiramo B-cubed





kar predstavlja končno mero, ki jo uporabimo v analizi. Kot večina ostalih pred-
stavljenih mer tudi F-mera zavzame vrednosti na intervalu [0, 1], pri čemer višje
vrednosti nakazujejo večjo podobnost razbitij [1].
Randov indeks. Indeks prvotno predstavlja mero za primerjavo ujemanja do-
bljenega razbitja s “pravilno” razvrstitvijo v skupnosti, njegova uporaba pa se je
razširila tudi v druge aplikacije, kot na primer analiziranje podobnosti dveh razbitij,
pri čemer nobeno od teh dveh ni nujno “pravo”. Je ena izmed prvih (Rand, 1971) in
najpogosteje uporabljenih mer za tovrsten problem. Intuitivno nam pove razmerje
“pravilno” razvrščenih elementov z vsemi elementi, v matematičnem kontekstu pa
ga primerjamo s točnostjo (ang. accuracy).
Definirajmo množico elementov S = {s1, . . . , sn} in dve možni razbitji množice
S v k oz. ℓ skupnosti, A = {A1, . . . ,Ak} in B = {B1, . . . ,Bℓ}. Označimo z a število
parov elementov iz S, ki so v isti skupnosti v razbitju A in v isti skupnosti v razbitju
B, z b število parov, ki so v različni skupnosti v razbitju A in v različni skupnosti v
razbitju B, s c število parov, ki so v isti skupnosti v razbitju A in v različni skupnosti
v razbitju B in z d število parov, ki so v različni skupnosti v razbitju A in v isti
skupnosti v razbitju B. Randov indeks lahko sedaj definiramo kot
R =
a+ b






Indeks zavzame vrednosti med 0 in 1, pri čemer večja vrednost implicira boljše
ujemanje. Pomembno je omeniti še, da je randov indeks invarianten na inde-
ksacijo skupnosti. Na primer v primeru vektorjev razbitij A = (1, 1, 2, 2, 2, 2) in
B = (2, 2, 1, 1, 1, 1) je randov indeks enak 1, kar implicira popolno ujemanje [15].
Naslednji opisani meri izhajata s področja teorije informacij (ang. information
theory).
Variacija informacij. Prva predstavljena mera katere ozadje vsebuje elemente
s področja teorije informacij kot tudi področja teorije verjetnosti, je mera variacije
informacij (Meilă, 2003). Mera količinsko opredeli oddaljenost dveh razbitij, uvr-
ščamo pa jo med prave metrike oz. razdalje, saj zadošča vsem potrebnim aksiomom
za definicijo le-te.
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Naj bosta A in B razbitji, ki ju proučujemo. Označimo z n število vseh vozlišč
in z ni število vozlišč v i-ti skupnosti. Verjetnost, da izberemo vozlišče iz i-te
skupnosti razbitja A je definirana kot pi = nin . Podobno za razbitje B množico
opisanih verjetnosti označimo s qi. Definiramo še entropijo slučajne spremenljivke




pi log pi oz. H(B) = −
kB∑
i=1
qi log qi, (4.25)
kjer s kA označimo število skupnosti v A oz. s kB število skupnosti v B. Intuitivna
razlaga entropije je merjenje negotovosti slučajne spremenljivke, torej višja kot je
vrednost, bolj smo negotovi glede pripadnosti določenega vozlišča. Maksimum je
dosežen v log kA oz. log kB, kadar so verjetnosti pi oz. qi enake za vsak i, minimum
pa v 0 v primeru ene same skupnosti. Pomembno je izpostaviti, da vrednost entropije
ni odvisna od števila vozlišč, pač pa od relativne velikosti skupnosti [15].
Še ena pomembna definicija, ki jo potrebujemo, je definicija medsebojne informa-
cije dveh razbitij. V grobem meri količino informacij, ki jo imamo o B, če poznamo
A. S pij označimo število vozlišč, ki se nahajajo v i-ti skupnosti razbitja A ter v










Variacijo informacij lahko sedaj definiramo kot
V I(A,B) = [H(A)− I(A,B)]  
nepojasnjen del informacij v A
+ [H(B)− I(A,B)]  
nepojasnjen del informacij v B
(4.27)
= H(A) +H(B)− 2 · I(A,B). (4.28)
Mera zavzame vrednosti na intervalu [0, log n], pri čemer nižje vrednosti nakazujejo
večjo podobnost med razbitji [15].
Normalizirana medsebojna informacija. Alternativna mera prej opisani
meri variacije informacij je normalizirana medsebojna informacija, ki prav tako iz-
haja iz entropije in vrednosti medsebojne informacije (Fred and Jain, 2003). V na-
sprotju z mero informacijskega odstopanja v tem primeru merimo podobnost, torej
večja kot je vrednost, bolj sta si razbitji podobni. Mero normalizirane medsebojne
informacije definiramo kot
NMI(A,B) = 2 · I(A,B)
H(A) +H(B)
. (4.29)
Mera zavzame vrednosti med 0 in 1, in sicer minimalno vrednost v primeru, ko sta
razbitji neodvisni, maksimalno pa pri A = B [15].
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Razdalja razdeli-združi. V grobem je vrednost razdalje razdeli-združi pro-
porcionalna številu vozlišč, ki jih je potrebno premakniti iz ene skupnosti v drugo,
da je ujemanje razbitij popolno (van Dongen, 2000). Za razliko od prve opisane
mere pa razdalja razdeli-združi spada med prave metrike oz. razdalje, saj zadošča
vsem štirim aksiomom potrebnih za definicijo. Lahko jo primerjamo z Evklidsko
razdaljo, če le-to prevedemo na prostor razbitij. Razdalja zavzame vrednosti med 0
in 2n, pri čemer manjša vrednost implicira boljše ujemanje.
Za podrobnejši opis najprej definirajmo pojem podrazbitja (ang. subclustering)
in nadrazbitja (ang. superclustering). Razbitje C je podrazbitje razbitja A, kadar
so skupnosti v C dobljene z dodatnim razbitjem skupnosti v A. Opisano zvezo
označimo s C ⊆ A. Po drugi strani lahko v tem primeru rečemo, da je A nadrazbitje
razbitja C. Trivialno razbitje, kjer je vsako vozlišče v svoji skupnosti je podrazbitje
vseh možnih razbitij, podobno je razbitje z eno samo skupnostjo nadrazbitje vseh
možnih razbitij [15].
Razdalja razdeli-združi je definirana na naslednji način. Za razbitji A in B
najprej poiščemo podrazbitje C, ki zadošča naslednjima pogojema:
1. C ⊆ A in C ⊆ B oz. C je skupno podrazbitje,
2. za vsako razbitje D zveza C ⊆ D implicira bodisi D ⊈ A bodisi D ⊈ B.
Z drugimi besedami: ne obstaja nobeno drugo nadrazbitje razbitja C, ki je
obenem tudi skupno podrazbitje razbitij A in B.
Slika 11: Prikaz pomena podrazbitja in nadrazbitja v primeru poteka trivialnega
razbitja z eno samo skupnostjo v še eno trivialno razbitje z vsakim vozliščem v svoji
skupnosti, tako da velja zveza T1 ⊆ Z ⊆ Y ⊆ X ⊆ T0 [15].
Intuitivno nam razdalja torej prikaže vsoto števila vozlišč, ki jih je potrebno razdeliti,
da iz razbitja A dobimo podrazbitje C in števila vozlišč, ki jih je potrebno združiti,
da iz razbitja B dobimo podrazbitje C [15].
Notranje mere za merjenje kvalitete razbitij. Glavna razlika tega razreda v
primerjavi s prejšnjim je, da so mere definirane kot funkcije posameznega razbitja in
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tako za uporabo le-teh ne potrebujemo nobenih predhodnih informacij o strukturi
omrežja. Dejstvo, da ne potrebujemo informacij o vnaprej znanih skupnostih je
ključna prednost mer opisanih v nadaljevanju, saj v večini primerov proučujemo
neznana omrežja o katerih nimamo veliko informacij, še posebej pa ne natančnih
informacij o pripadnosti posameznih vozlišč.
Po drugi strani pa za tovrstne mere potrebujemo predhodno predpostavko o
tem kako merimo kvaliteto skupnosti. Kot že opisano pri sami definiciji naloge,
je najbolj intuitivna mera gostota (ang. density), saj pričakujemo več povezav
znotraj posameznih skupnosti in manj med njimi. Gostoto poleg mere za vrednotenje
skupnosti uporabimo tudi kot dodatno informacijo o strukturi oz. gostosti grafa.
Gostota grafa oz. skupnosti. Sigurno najbolj intuitivna mera, ki predstavlja
razmerje povezav v grafu glede na vse možne povezave v grafu oz. v primeru gostote
skupnosti razmerje povezav v skupnosti glede na vse možne povezave v skupnosti.
Pojem vseh možnih povezav se nanaša na poln graf (ang. complete graph), kjer
predpostavimo, da med vsakim parov vozlišč obstaja natanko ena povezava, pri
čemer izključimo možnost zanke, tj. povezave vozlišča s samim seboj.




n(n−1) , če G neusmerjen,
m
n(n−1) , če G usmerjen,
(4.30)
pri čemer formula izhaja iz dejstva, da je število vseh možnih povezav v neusmerje-
nem grafu enako n(n−1)
2
, v usmerjenem pa n(n − 1). Gostota posamezne skupnosti
(ang. inter-cluster density) je definirana analogno, pri čemer G zamenjamo s pod-
grafom definiranim glede na analizirano skupnost [15].
Kljub temu, da z gostoto do neke mere pridobimo vpogled v strukturo omrežja,
pa tudi ta mera ni stoodstotno zanesljiva in jo v praksi uporabimo v kombinaciji z
ostalimi merami. V nadaljevanju je opisan primer, ko gostota odpove oz. ne poda
uporabnih informacij, še več, rezultat, ki ga dobimo je kontraintuitiven. V cikličnem
grafu (ang. cycle graph), kjer je vsako vozlišče povezano z obema sosednjima voz-
liščema, ni opaziti skupnosti, kljub temu pa je gostota posamezne skupnosti enaka
1, kar je tudi maksimalna vrednost, ki jo mera lahko doseže. Minimalna vrednost
gostote je 0, kar implicira redek (ang. sparse) graf oz. skupnost, v obratnem primeru
pa pravimo, da je graf oz. skupnost gosta (ang. dense) [15].
V empirični analizi gostoto uporabimo zgolj kot dodatno informacijo o strukturi
grafov, ne pa tudi kot mero za primerjavo kvalitete razbitij.
Že opisana mera, ki zaobide problem s katerim se soočamo pri gostoti, je modu-
larnost. V primerjavi z gostoto, ki predpostavi, da morajo dobro definirane skupno-
sti biti goste, pa modularnost označi za kvalitetna razbitja tista, katerih skupnosti
vsebujejo povezave, ki so v primeru naključno postavljenih povezav manj verjetne
[15].
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Modularnost. Uporabo modularnosti kot ciljne funkcije definirane v sklopu
metode Louvain razširimo na splošen problem merjenja kvalitete razbitij, ne glede
na uporabljen pristop metode.
Definicija modularnosti kot notranje mere za merjenje kvalitete razbitij v ute-
ženem neusmerjenem grafu je ekvivalentna (4.3), v uteženem usmerjenem grafu pa
(4.4).
Visoka modularnost implicira več povezav v posameznih skupnostih kot bi jih
pričakovali, če bi povezave v grafu z enako porazdelitvijo stopenj vozlišč postavili
naključno. Maksimalna vrednost Q = 1 tako implicira dobro definirane skupnosti,
pri Q = 0 dobljeno razbitje enačimo z naključnimi skupnostmi, manjše vrednosti
Q ∈ [−1, 0] pa zelo slabo definirane skupnosti, kar se v praksi skoraj ne zgodi.
Ponavadi se vrednosti gibljejo med 0.3 in 0.7 [41].
Kljub na videz dobri definiciji modularnosti kot indikatorja jasno definiranih
skupnosti, pa nekateri primeri dokazujejo pomanjkljivosti take mere.
Prva in ključna pomanjkljivost je sigurno ta, da obstaja neka mejna vrednost
modularnosti, ki določa ali graf ima značilno modularno strukturo ali ne. Obstajajo
namreč razbitja v naključnih grafih z visoko vrednostjo modularnosti, čeprav v njih
naj ne bi bilo zaslediti skupnosti. Guimerà (2004) je pokazal, da celo v Erdős-Rényi-
jevih omrežjih, ki predstavljajo definicijo modelov za generiranje naključnih grafov,
modularnost doseže neničelne vrednosti, kar implicira prisotnost skupnosti. Možen
način kako zaobiti ta problem je, da ovrednotimo maksimalno vrednost modular-
nosti več naključnih grafov z isto porazdelitvijo stopenj kot jo ima prvotni graf in
primerjamo, če je modularnost razbitja prvotnega grafa značilno večja od vrednosti
dobljenih v naključnih grafih [15].
Druga, prav tako zelo pomembna pomanjkljivost, je že omenjen problem ome-
jene ločljivosti. Fortunato in Barthélemy sta izpostavila, da je ena izmed neizbežnih





v primeru uteženih grafov. Možna rešitev opisanega problema je dodajanje zank z
utežjo γ na posamezna vozlišča (Arenas in drugi, 2008). Posledično zanke pripo-
morejo k povečanju vsote uteži v posamezni skupnosti in če je parameter γ dovolj
visok, presežemo problem omejene ločljivosti [15]. Parametru ločljivosti γ v em-
pirični analizi ne posvečamo pozornosti, saj reševanje problema omejene ločljivosti
presega zastavljene cilje. V [53] so na voljo vse informacije kako zaobiti problem v
praksi.
V empirični analizi na podlagi modularnosti poleg različic metode Louvain,
ki modularnost uporabijo kot ciljno funkcijo, primerjamo tudi metodi Infomap in
OSLOM, kjer pa modularnost predstavlja le mero za merjenje kvalitete razbitij.
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5 Empirična primerjava metod za odkrivanje sku-
pnosti
V tem poglavju se posvetimo empirični primerjavi metod za odkrivanje skupnosti
v usmerjenih omrežjih, ki predstavlja pomemben del magistrskega dela. Opis em-
pirične analize je strukturiran v štiri dele. Prvi del predstavlja opis podatkov, tj.
omrežij uporabljenih v analizi, sledi kratek opis uporabljenih metod oz. njihovih
implementacij, potek primerjave, nazadnje so predstavljeni rezultati analize.
5.1 Omrežja
Vsako metodo za odkrivanje skupnosti je kljub dobri teoretični analizi smiselno
ovrednotiti še v praksi, tj. jo uporabiti na omrežjih ter analizirati njeno obnašanje.
Včasih se zgodi, da se metoda preveč prilega določenemu omrežju, ki je bilo morda
prisotno v času vmesnega testiranja, včasih pa želimo zgolj več povratnih informacij.
Tako želimo testiranju posamezne metode nameniti več pozornosti in jo testirati na
večih omrežjih, sintetičnih kot tudi realnih.
5.1.1 Sintetična omrežja
Večino omrežij za primerjalno testiranje sestavljajo umetno generirana, v nadalje-
vanju sintetična omrežja, saj le-ta vsebujejo informacijo o strukturi omrežja, ki nam
pove pripadnost skupnosti posameznih vozlišč. Da lahko ovrednotimo uspešnost
metode v smislu točnosti torej potrebujemo jasno vnaprej znano strukturo omrežja.
Ker pa vsaka metoda do neke mere spremeni definicijo skupnosti, ki jih je zmožna
odkriti, je ključno določiti množico testov, primerno za vse metode v splošnem.
GN omrežja. Kot motivacijo za opis razvoja LFR omrežij (ang. Lancichinetti-
Fortunato-Radicchi networks) najprej omenimo pomemben razred sintetičnih omre-
žij predstavljenih s strani Girvana in Newmana (GN) [22]. Vsako omrežje je de-
finirano z 128 vozlišči razdeljenimi v 4 skupnosti, vsaka skupnost torej vsebuje 32
vozlišč. Povprečna stopnja vozlišča je 16, stopnje vozlišč pa so približno enake, po-
dobno kot v naključnih grafih. V nasprotju z naključnimi grafi so vozlišča nagnjena
k povezanosti z vozlišči iz iste skupnosti; parameter dEXTC označuje pričakovano šte-
vilo povezav posameznega vozlišča z vozlišči iz drugih skupnosti. Pri dEXTC < 8 so
vozlišča bolj povezana z vozlišči iz iste skupnosti kot z ostalim delom omrežja. V
tem primeru so opazovane štiri skupnosti dobro definirane in po besedah avtorjev v
[22], naj bi efektiven algoritem prepoznal takšne skupnosti.
Opisana omrežja imajo kljub svoji popularnosti v preteklosti nekaj pomanjklji-
vosti, ki jih je potrebno omeniti [57]:
– Pričakovana stopnja vozlišč je enaka za vsa vozlišča.
– Vse skupnosti so enako velike.
– Omrežje je relativno majhno.
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Že prvi dve omenjeni pomanjkljivosti sta v nasprotju z lastnostmi realnih omrežij,
saj so le-ta okarakterizirana s heterogenimi, asimetričnimi porazdelitvami stopenj
vozlišč, najpogosteje pa se približajo potenčni porazdelitvi. Podobno enako velike
skupnosti ne odražajo lastnosti realnih omrežjih, tudi te najpogosteje aproksimi-
ramo s potenčno porazdelitvijo [44]. V kolikor želimo, da generirano omrežje služi
kot zanesljiv test, mora le-to vsebovati raznolike skupnosti. Navsezadnje je takšna
velikost omrežja zadostovala za potrebe časa, ko je bil opisan razred sintetičnih
omrežij predstavljen, danes pa z obstoječimi metodami proučujemo tudi omrežja z
milijoni vozlišč, posledično testiranje na tako majhnih omrežjih ni več primerno oz.
zanesljivo.
LFR omrežja. Izhajajoč iz opisanih omrežij so Lancichinetti, Fortunato in Ra-
dicchi predstavili omrežja, ki upoštevajo heterogenost stopenj vozlišč, kot tudi po-
razdelitve velikosti skupnosti. Predpostavimo, da so stopnje vozlišč in velikosti sku-
pnosti porazdeljene potenčno s pripadajočima eksponentnima parametroma γ oz. β.
Z n označimo število vseh vozlišč, z ⟨d⟩ pa povprečno stopnjo vozlišča. Konstrukcijo
LFR omrežij lahko sedaj opišemo v petih korakih [28].
1. Vsakemu vozlišču pripišemo stopnjo dobljeno iz potenčne porazdelitve z ek-
sponentom τ1. Ekstrema stopenj vozlišč dmin in dmax sta izbrana tako, da
je povprečna stopnja enaka ⟨d⟩. Uporabimo konfiguracijski model iz [38], da
povežemo vozlišča tako, da ohranimo zaporedje stopenj.
2. Vsako vozlišče ima delež povezav 1 − µt, s katerimi je povezano z vozlišči iz
iste skupnosti ter delež povezav µt (topološki koeficient mešanja definiran v
(3.3)), s katerimi je povezano z vozlišči iz ostalih skupnosti.
3. Velikosti skupnosti določa potenčna porazdelitev s parametrom τ2, tako da
je vsota vozlišč po vseh skupnostih enaka n. Minimalno ter maksimalno šte-
vilo vozlišč v skupnosti smin oz. smax sta določeni s pogojema, izhajajoč iz
predpostavljene definicije skupnosti, smin > dmin in smax > dmax. Pogoja
zagotavljata, da je vsako vozlišče vključeno v vsaj eno skupnost.
4. Na začetku posamezno vozlišče ne pripada nobeni skupnosti. V prvi iteraciji
je posamezno vozlišče pripisano naključni skupnosti; če velikost skupnosti pre-
sega notranjo stopnjo vozlišča (tj. število sosedov znotraj skupnosti), vozlišče
“vstopi” v skupnost, sicer pa njegova pripadnost skupnosti ostane nedoločena.
Vozlišča z nedoločeno pripadnostjo v zaporednih iteracijah naključno pripisu-
jemo skupnostim in jih obdržimo znotraj le-teh, če ustrezajo prej opisanima
pogojema. To počnemo toliko časa, dokler ne razvrstimo vseh vozlišč.
5. Da zadostimo pogoju o deležu notranjih oz. zunanjih povezav, izraženim s pa-
rametrom mešanja µt, večkrat izvedemo proces prevezovanja (ang. rewiring),
tako da stopnje vseh vozlišč ostanejo nespremenjene, po potrebi pa se spremi-
nja delež notranjih oz. zunanjih povezav. Na ta način dosežemo aproksimacijo
vrednosti želenega parametra µt.
45
Opisan potek generiranja vodi v hitro konvergenco. Avtorji v [28] so pokazali, da
računski čas narašča s številom povezav, pri čemer je število vseh vozlišč v grafu fiksi-
rano. Natančneje, računski čas se z naraščanjem povprečne stopnje vozlišč približno
linearno povečuje, kar je razlog za možnost generiranja relativno velikih omrežij v
sprejemljivem časovnem okvirju.
Potrebno je omeniti, da se zaradi pogojev, ki jih zahtevamo v samem procesu,
lahko zgodi, da konvergenca ni dosežena. Za set parametrov, ki ga ponavadi upo-
rabimo, pa je to le malo verjetno. Z analiziranjem realnih omrežij vidimo, da je za
eksponente potenčnih porazdelitev smiselno vzeti 2 ≤ τ1 ≤ 3 in 1 ≤ τ2 ≤ 2 [28].
Algoritem stremi h generiranju omrežja s skupnostmi določenimi s topološkim
koeficientom mešanja µt, v splošnem pa tega pogoja ne doseže popolnoma, še posebej
pri vozliščih z nizkimi stopnjami.
Utežena in usmerjena LFR omrežja. V [25] avtorji predstavijo razširjeno ver-
zijo generiranja omrežij z upoštevanjem dodatnih lastnosti, kot so uteži ter usmer-
jenost povezav, obenem pa tudi pripadnost vozlišč večim skupnostim. Možnost
generiranja prekrivajočih se skupnosti v LFR omrežjih sega izven zastavljenih ciljev
empirične analize, zatorej se v tem odstavku posvetimo zgolj razširitvi LFR omrežij
na utežena in usmerjena omrežja.
Pri generiranju uteženih omrežij se problema lotimo tako, da najprej generi-
ramo neutežena omrežja po postopku opisanem v prejšnjem odstavku, kasneje pa
povezavam pripišemo pozitivna realna števila, ki predstavljajo uteži. Najprej defi-
niramo dodatna parametra β in µw. Parameter β uporabimo za določevanje uteži
i-tega vozlišča s pomočjo zveze wi = dβi , ki opisuje potenčno relacijo med močjo
ter stopnjo vozlišča, dobljeno s pomočjo karakteristik nekaterih realnih omrežij [4].
Parameter µw pa predstavlja koeficient mešanja z upoštevanjem uteži, ki je defi-
niran podobno kot topološki parameter mešanja v (3.3), le da so namesto stopenj
uporabljene moči vozlišč. Uporabimo ga za določitev notranje moči i-tega vozlišča
(glede na C), wINTi(C) = (1−µw)wi, ki predstavlja vsoto uteži povezav, ki i-to vozlišče
povezujejo z vozlišči iz iste skupnosti. Podobno določimo zunanjo moč i-tega voz-
lišča z wEXTi(C) = µwwi. Po [25] je opisan problem ekvivalenten problemu iskanja m




(wi − ρi)2 + (wINTi(C) − ρINTi(C) )2 + (wEXTi(C) − ρEXTi(C) )2, (5.1)
kjer množica parametrov {w∗i(C)} predstavlja parametre moči, ki jih zahtevamo, mno-











j aij(1 − κ(i, j)), kjer κ(i, j) = 1,
če sta vozlišči i in j v isti skupnosti in 0 sicer. Parametre {w∗i } je potrebno dolo-
čiti konsistentno s parametri {ρ∗i(C)}. Algoritem, ki ga uporabimo za minimizacijo
funkcije v (5.1) je podrobno opisan v [25].
Za generiranje uteženih usmerjenih omrežij celoten postopek prilagodimo na upo-
števanje usmerjenosti povezav, kar pomeni, da množico stopenj vozlišč razširimo na
množico vhodnih in množico izhodnih stopenj vozlišč, {d(in)i } oz. {d
(out)
i }. Prvo,
podobno kot stopnjo vozlišč v primeru neusmerjenega omrežja določimo s pomočjo
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Vsako vozlišče v grafu je povezano z deležem vozlišč v isti skupnosti, ostala sose-
dnja vozlišča pa so del preostalih skupnosti (delež je določen glede na d(in)i oz. d
(out)
i ).
V ta namen definiramo dva ločena koeficienta mešanja (ki ju zavoljo enostavnosti
lahko izenačimo), s pomočjo katerih določimo delež vhodnih oz. izhodnih povezav
znotraj oz. zunaj skupnosti [36].
Dodatno, konfiguracijski model iz [38] nadomestimo s konfiguracijskim modelom
za usmerjena omrežja, omenjenim v [25]. Proces prevezovanja prav tako prilagodimo
tako, da upoštevamo obe porazdelitvi stopenj.






β, preostanek procesa določevanja uteži pa ostane enak prvotnemu.
Omenimo še, da so LFR omrežja definirana na podlagi gostote povezav, kljub
temu pa lahko obstoj usmerjenih povezav odraža nekatere zanimive lastnosti oz.
strukturne vzorce, kot na primer vzorce na podlagi pretoka [36].
Uporaba. V primerjalni analizi LFR omrežja predstavljajo edini uporabljen tip
sintetičnih omrežij, pri čemer raziskujemo vpliv različnih parametrov. Omrežja ge-
neriramo s pomočjo implementacije napisane s programskim jezikom C++, obja-
vljene na strani [18], kjer uporabimo različne kombinacije zahtevanih parametrov.
V tabeli 3 so prikazane kombinacije parametrov, ki variirajo glede na posamezne
konfiguracije. Glede na enormno število kombinacij, ki so nam na voljo, se pri izbiri
posameznih vrednosti osredotočimo predvsem na spreminjanje števila skupnosti, ki
je določeno s parametri smin, smax ter n. Na drugi strani pa želimo videti kako
se metode obnesejo na omrežjih z različnimi topološkimi lastnostmi, določenimi s
topološkim koeficientom mešanja. Pri manjši vrednosti µt ima omrežje bolj izrazito
strukturo skupnosti, z večanjem µt pa se ločljivost skupnosti manjša. Koeficient
mešanja za uteži µw je po privzetih nastavitvah enak µt.
Konfiguracija 1 2 3 4 5 6 7
Št. vozlišč n 1000 1000 5000 5000 1000 1000 1000
Min. št. vozlišč v skupnosti smin 20 10 20 10 100 100 100
Maks. št. vozlišč v skupnosti smax 100 50 100 50 150 150 150
Topološki koeficient mešanja µt 0.1 0.1 0.1 0.1 0.1 0.5 1
Koeficient mešanja za uteži µw 0.1 0.1 0.1 0.1 0.1 0.5 1
Tabela 3: Uporabljene kombinacije parametrov za generiranje omrežij LFR z vklju-
čenimi parametri, ki se razlikujejo po konfiguracijah.
Ostali parametri so opisani v tabeli 4, njihove vrednosti pa so enake po vseh kon-
figuracijah. Vrednosti so določene na podlagi analize v [16] z izjemo eksponenta β,
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ki je nastavljen na privzeto vrednost. Na tem mestu omenimo še, da so kombinacije
parametrov za prve štiri konfiguracije (3) prav tako privzete iz [16].
Slika 12: Vizualizacija LFR omrežij: zgoraj konfiguracija 1 z izrazitimi skupnostmi,
spodaj konfiguracija 7 brez skupnosti.
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Povprečna stopnja vozlišča ⟨d⟩ 20
Maksimalna stopnja vozlišča dmax 50
Eksponent τ1 (stopnje vozlišč) 2
Eksponent τ2 (velikosti skupnosti) 2
Eksponent β (uteži) 1.5
Tabela 4: Uporabljeni parametri za generiranje omrežij LFR, ki so enaki v vseh
konfiguracijah.
5.1.2 Realna omrežja
Umetno generirana omrežja so vsekakor zelo koristna za ocenjevanje učinkovitosti
algoritmov za odkrivanje skupnosti, kljub temu pa vprašanje zanesljivosti določe-
nega modela še vedno ostaja odprto. Na tem mestu v analizo vključimo še realna
omrežja. Da bi lahko okarakterizirali “prave” skupnosti, jih je najprej treba poiskati,
to pa lahko storimo zgolj z uporabo tovrstnih algoritmov, kar nas pripelje nazaj na
začetek. Kljub navideznemu problemu brez rešitve predpostavimo, da se splošne
lastnosti skupnosti lahko dosledno razkrijejo preko različnih metod, medtem ko so
bolj specifične lastnosti vezane na določeno metodo ali pa omrežje [21].
Drugi del podatkov tako predstavljata dve realni omrežji, ki ju uvrščamo v sklop
socialnih omrežij že omenjenih v podpoglavju 2.1. V obeh primerih predpostavimo,
da poznamo pripadnost posameznih vozlišč v določene skupnosti, to informacijo
pa uporabimo za preverjanje točnosti uporabljenih metod. Seveda se je potrebno
zavedati, da je informacija o strukturi skupnosti dobljena na podlagi nestrukturnih
lastnosti, ki jim pravimo tudi metapodatki (ang. metadata). Avtorji v [45] so
pokazali, da skupnosti dobljene na podlagi metapodatkov ne moremo označiti za
“prave” skupnosti. Kljub temu pa rezultati dobljeni na ta način še vedno služijo
kot dodatna informacija o delovanju metod, kot tudi o strukturi posameznih realnih
omrežij.
Omrežje poslancev parlamenta EU. Prvo realno omrežje, ki ga uporabimo v
primerjalni analizi je generirano s pomočjo socialnega omrežja Twitter, ki naj bi
predstavljal najbolj celovit vir “živih” in javnih pogovorov po svetu [55]. Ciljna
skupina uporabnikov, ki sestavljajo omrežje, je skupina poslancev parlamenta EU,
kjer vsak poslanec predstavlja posamezno vozlišče. Povezave med njimi so določene
na podlagi retvitov v časovnem okviru enega leta.
Opisano omrežje, s približno 450 poslanci ter 4400 interakcijami, predstavlja
osnovno omrežje, dodatno pa želimo analizirati še omrežje, katerega povezave vsaj
na eni strani vsebujejo vozlišče, ki predstavlja poslanca. Ko govorimo o razširjenem
omrežju, se nanašamo na slednjega. Razširjeno omrežje vsebuje približno 500000
Twitter uporabnikov s približno 800000 interakcijami v smislu retvitanja. Obe
omrežji, osnovno kot tudi razširjeno, sta usmerjeni, pri čemer je smer določena s
smerjo širjenja informacij. Dodatno omrežji obravnavamo tudi kot uteženi, pri če-
mer so uteži pa določene na podlagi števila retvitov med uporabnikoma.
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Podatki so pridobljeni s pomočjo programskega vmesnika omrežja Twitter (ang.
Twitter streaming API) kot je opisano v [12]. Avtorji članka analizirajo opisani
omrežji glede na njuno strukturo oz. primerjajo razbitja omrežij dobljena z metodo
Louvain z razbitji definiranimi na podlagi dodatnih karakteristik uporabnikov, in
sicer glede na
– politično stranko v katero spadajo (8 skupnosti),
– državo iz katere prihajajo (28 skupnosti),
– jezik, ki ga uporabljajo pri tvitanju (23 skupnosti).
S pomočjo priklica, preciznosti in F-mere (B-cubed) je določeno najboljše ujema-
nje razbitij; pri razširjenem omrežju le-to predstavlja državljanstvo poslanca, pri
osnovnem pa pripadnost politični stranki. To informacijo uporabimo za primerjavo
točnosti, natančneje, ujemanje s podanimi karakteristikami uporabimo kot informa-
cijo o vnaprej znanih skupnostih.
Slika 13: Vizualizacija osnovnega omrežja poslancev parlamenta EU. Velikost voz-
lišča je proporcionalna številu tvitov poslanca, ki so bili retvitani. Barva vozlišča
predstavlja pripadnost poslanca politični stranki, barva povezave pa poslanca, kate-
rega tvit je bil retvitan. Lahko bi rekli, da je zaznati ujemanje strukture skupnosti
s predpostavljenimi vnaprej znanimi skupnostmi [12].
50
Komunikacijsko omrežje evropske raziskovalne institucije. Zadnje anali-
zirano omrežje predstavlja komunikacijsko socialno omrežje ene večjih evropskih
raziskovalnih institucij. Omrežje je bilo generirano s pomočjo anonimizacije infor-
macij odhodnih ter dohodnih elektronskih sporočil med člani institucije v obdobju
18 mesecev. Povezava i → j pomeni, da je član i poslal članu j vsaj eno sporo-
čilo. Opisano omrežje, s približno 1000 člani ter 25000 interakcijami, predstavlja
jedro celotnega, razširjenega omrežja, kjer pa je povezava (podobno kot pri omrežju
poslancev parlamenta EU) definirana z interakcijo člana bodisi z drugim članom,
bodisi z osebo izven institucije. Podatki so dostopni na strani [34], natančen opis
pridobivanja le-teh pa se nahaja v [33].
Analizirano omrežje je neuteženo in usmerjeno, kjer je smer ponovno definirana
s smerjo širjenja informacij. Pomembno informacijo predstavljajo skupine 42 različ-
nih oddelkov, pri čemer vsak član pripada natanko enemu oddelku. Množica članov
institucije, razdeljena na oddelke, predstavlja eno izmed možnih razbitij omrežja,
kar uporabimo kot informacijo o vnaprej znanih skupnostih. V primerjalni analizi
pripadnost člana določenemu oddelku oz. skupnosti uporabimo za testiranje točno-
sti izbranih metod, pri tem pa upoštevamo dejstvo, da je to močna predpostavka,
katere se ne smemo preveč oprijemati. Posledično, kot že omenjeno, večjo pozornost
namenimo stabilnosti.
Pregled omrežij. V tabeli 5 predstavimo vsa opisana, v analizi uporabljena
omrežja in njihove relevantne karakteristike, kot so število vozlišč |V |, število pove-
zav |E|, gostota ρ(G) (definirana v (4.30)), število vnaprej znanih skupnosti k ter
informacijo o povezanosti (podpoglavje 2.2).
Omrežje |V | |E| ρ(G) k povezanost
Lfr 1 1000 19510 0.019530 25 ✓
Lfr 2 1000 19323 0.019342 30 ✓
Lfr 3 5000 97746 0.003911 163 ✓
Lfr 4 5000 97015 0.003881 256 ✓
Lfr 5 1000 19598 0.019618 7 ✓
Lfr 6 1000 19923 0.019943 8 ✓
Lfr 7 1000 19421 0.019440 8 ✓
Parlament EU 460 4442 0.021038 8 ✓
Parlament EU (r) 498103 808505 0.000003 28 ✓
Evr. raziskovalna institucija 1005 25571 0.025342 42 ✕
Tabela 5: Glavne karakteristike posameznih omrežij uporabljenih v primerjalni ana-
lizi: število vozlišč, število povezav, gostota grafa, število vnaprej znanih skupnosti
in povezanost grafa.
Vsa uporabljena omrežja obravnavamo kot usmerjena in utežena, pri čemer pri
zadnjem, komunikacijskem omrežju elektronskih sporočil, ki je prvotno neutežen, za
poenoteno analizo vsem povezavam pripišemo uteži z vrednostjo 1.
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5.2 Metode
V primerjalni analizi primerjamo naslednje metode:
1. Louvain za neusmerjena omrežja,
2. Louvain za usmerjena omrežja,
3. Leiden za usmerjena omrežja,
4. Infomap za usmerjena omrežja,
5. OSLOM za usmerjena omrežja,
pri vseh metodah pa uporabimo pripadajočo verzijo metode za utežena omrežja. Za
lažjo primerjavo je povsod v nadaljevanju uporabljen predstavljen vrstni red metod.
Za obe verziji metode Louvain kot tudi za metodo Leiden uporabimo imple-
mentacije prvega avtorja [54], napisane v programskem jeziku C++, prilagojene za
uporabo s programskim jezikom Python, dostopne na [53] oz. [52]. Implementacija
metode Infomap je (po algoritmu v [48]) v celoti napisana v programskem jeziku
Python in je dostopna na [17]. Zadnja metoda, OSLOM, pa je (po algoritmu v [30])
v celoti napisana s programskim jezikom C++ in je dostopna na [31].
Omenimo še, da so prve tri metode neparametrične, nasprotno pa Infomap vse-
buje parameter s katerim določimo število ponovitev algoritma, preden je izbrana
najboljša verzija. Ker pa že sama analiza vsebuje ponovitve uporabe posameznih
metod, število ponovitev znotraj metode nastavimo na 1. Pri metodi OSLOM je
prav tako potrebno določiti parameter, s katerim določimo minimalno velikost sku-
pnosti, ki jo dopuščamo. Kot privzeto, minimalno vrednost skupnosti nastavimo na
0.
5.3 Potek empiričnih poizkusov
Primerjalna analiza je (s pomočjo implementacij omenjenih v 5.2) v celoti napisana
v programskem jeziku Python in je dostopna na [5]. Za delo z omrežji kot glavno
knjižnico uporabimo knjižnico igraph [23].
Uvoz omrežij. Prvi del analize predstavlja uvoz omrežij predstavljenih v tabeli 5.
Vsa omrežja prvotno obravnavamo kot usmerjena, dodatno pa generiramo tudi pri-
padajoča neusmerjena omrežja, ki jih dobimo z odstranitvijo smeri povezav. Namen
transformacije omrežja je dodatni del analize, kjer prvotno verzijo metode Louvain,
kot najbolj popularno metodo za odkrivanje skupnosti, primerjamo z njeno različico
modificirano za usmerjena omrežja, kot tudi z ostalimi metodami.
Po uvozu omrežij preverimo povezanost posameznega omrežja in po potrebi od-
stranimo nepovezane dele ter v nadaljevanju obravnavamo samo glavne komponente.
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Uporaba metod za odkrivanje skupnosti. V osrednjem delu analize predsta-
vljene metode uporabimo na omrežjih iz tabele 5. Vsaka metoda na vhodu sprejme
omrežje, vrne pa razbitje omrežja, natančneje informacijo o pripadnosti posameznih
vozlišč določenim skupnostim. Na tem mestu shranimo dobljena razbitja, kot tudi
število skupnosti posameznega razbitja. Dodatno izračunamo še vrednost modular-
nosti končnega razbitja za metodi Infomap ter OSLOM, da lahko kasneje primerjamo
metode še glede na doseženo modularnost (vrednost modularnosti končnega razbitja
za različice metode Louvain je že izračunana znotraj delovanja algoritma).
Opisan postopek predstavlja le eno iteracijo, v namen testiranja stabilnosti pa
celoten postopek ponovimo j-krat. V končni analizi nastavimo j = 100.
Primerjava točnosti metod. Tretji del analize predstavlja primerjava točnosti
metod, kar pomeni, da razbitja dobljena z izbranimi metodami primerjamo z vna-
prej znanimi razbitji. Pri sintetičnih omrežjih razbitje predstavlja izhodni podatek
algoritma za generiranje omrežij, pri realnih pa vnaprej določene skupnosti določimo
na podlagi dodatnih, vsebinskih informacij omrežja (kot omenjeno pri opisu omre-
žij). Kljub popularnosti uporabe vsebinskih oz. nestrukturnih informacij omrežja je
opisan pristop deležen veliko kritik [45], le tako pa lahko ovrednotimo razbitja ter pri-
merjamo točnost metod. Ob tem se zavedamo, da uporabimo močno predpostavko
o vnaprej znanih skupnostih, posledično se v analizi osredotočimo na primerjavo me-
tod glede na njihovo stabilnost, kjer ne potrebujemo nobenih predpostavk, tovrstni
rezultati pa so bolj zanesljivi.
Vsako generirano razbitje primerjamo z vnaprej znanimi skupnostmi s pomočjo
1. F-mere (B-cubed),
2. Randovega indeksa.
Primerjava stabilnosti metod. Zadnji, glavni del analize predstavlja primer-




3. normalizirane medsebojne informacije (NMI),
4. razdalje razdeli-združi,
kar skupno nanese j · (j − 1)/2 oz. 4950 vrednosti za posamezno mero. Posto-
pek ponovimo za vsako metodo in vsako omrežje. Očitno je, da je ta del analize
časovno najbolj zahteven, kar se pokaže predvsem pri primerjavi metod na razširje-
nem omrežju poslancev parlamenta EU. Posledično omrežje odstranimo iz analize.
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5.4 Rezultati
V tem podpoglavju predstavimo rezultate empirične analize, razdeljene v štiri sklope.
Začnemo s primerjavo števila odkritih skupnosti, sledita primerjava točnosti metod
ter primerjava stabilnosti metod, nazadnje primerjamo metode še glede na modu-
larnost. V vsakem delu najprej predstavimo delovanje metod v sintetičnih (LFR)
omrežjih, pri čemer se za večjo preglednost interpretacije osredotočimo zgolj na kon-
figuracije 1, 4, 5 in 7. Rezultati za konfiguracije 2, 3 in 6 se nahajajo v prilogi 2. Del
posameznega sklopa primerjave namenimo še primerjavi delovanja metod na realnih
omrežjih; omrežju poslancev parlamenta EU ter komunikacijskem omrežju evropske
raziskovalne institucije.
5.4.1 Primerjava števila odkritih skupnosti
Za vsako omrežje primerjamo število odkritih skupnosti s številom vnaprej znanih
skupnosti, ki je označeno s črno prekinjeno črto (slike 14, 15 in 16). Pri generiranju
sintetičnih omrežij smo namenoma izbrali kombinacije parametrov tako, da se število
vnaprej znanih skupnosti med konfiguracijami čimbolj razlikuje.
Dodatno omenimo še, da je ena ključnih razlik konfiguracije 7 v primerjavi z osta-
limi konfiguracijami visoka vrednost topološkega koeficienta mešanja, µt = 1 (tabela
3), kar implicira omrežje brez skupnosti. V tem primeru kljub določenemu številu
vnaprej znanih skupnosti pričakujemo, da bodo metode odkrile le eno skupnost, ki
sovpada s celotnim omrežjem.
Če se najprej osredotočimo na različice metode Louvain, opazimo slabo zmoglji-
vost odkrivanja velikega števila skupnosti, za kar sklepamo, da je posledica problema
omejene ločljivosti (tj. nezmožnost formiranja skupnosti z majhnim številom voz-
lišč). Največje ujemanje opazimo pri konfiguraciji 5, kjer je število vnaprej znanih
skupnosti 7, metode pa v vsaki iteraciji prav tako odkrijejo natanko 7 skupnosti.
Pri konfiguraciji 4, kjer je število vnaprej znanih skupnosti relativno večje (k =
256), pri različicah metode Louvain opazimo relativno močno odstopanje kot tudi
nestabilnost rezultatov.
Pri konfiguraciji 1 najbolj izstopa nestabilnost metode Leiden, pri konfiguraciji 7
pa je kljub navideznem ujemanju prisotna nestabilnost ter močno odstopanje različic
metode Louvain, ki sta do neke mere opravičena z visoko vrednostjo µt (natančnejša
primerjava števila odkritih skupnosti brez metode OSLOM je prikazana na sliki 15).
Na drugi strani je ujemanje števila odkritih skupnosti s številom vnaprej znanih
skupnosti pri metodah Infomap ter OSLOM več kot očitno, z izjemo konfiguracije
7, ki je, kot že rečeno, posledica visoke vrednosti µt.
Če natančneje pogledamo sliko 15, vidimo, da je metoda Infomap edina odkrila
eno samo skupnost, kar je v skladu s pričakovanji glede na vrednost parametra
mešanja.
Podobno kot pri sintetičnih omrežjih, je tudi pri realnih omrežjih zaznati nezmo-
žnost odkrivanja velikega števila skupnosti metode različic Louvain (slika 16). Še
več, opazimo da metode odkrijejo relativno podobno število skupnosti ne glede na
število vnaprej znanih skupnosti.
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Slika 14: Število odkritih skupnosti z različnimi metodami (Louvain, Leiden, In-
fomap in OSLOM) v štirih sintetičnih omrežjih LFR (konfiguracije 1, 4, 5 in 7).
Število vnaprej znanih skupnosti v vseh grafih je označeno s črno prekinjeno črto.
Slika 15: Dodaten prikaz (brez upoštevanja metode OSLOM) števila odkritih sku-
pnosti z različnimi metodami (Louvain, Leiden, Infomap) v sintetičnem omrežju
LFR (konfiguracija 7). Število vnaprej znanih skupnosti je označeno s črno preki-
njeno črto.
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Slika 16: Število odkritih skupnosti z različnimi metodami (Louvain, Leiden, In-
fomap in OSLOM) v dveh realnih omrežjih (omrežje poslancev parlamenta EU in
komunikacijsko omrežje evropske raziskovalne institucije). Število vnaprej znanih
skupnosti v vseh grafih je označeno s črno prekinjeno črto.
Kljub temu, da imajo različice metode Louvain tendenco po odkrivanju manjšega
števila skupnosti, ostali metodi pa ravno obratno, je v primeru realnih omrežij tudi
v “preferirani” situaciji vidno odstopanje metod. Še posebej izrazito je odstopanje v
komunikacijskem omrežju evropske raziskovalne institucije.
Če primerjamo rezultate dobljene v sintetičnih omrežjih z rezultati dobljenimi
v realnih omrežjih, lahko trdimo, da je odstopanje vrednosti kot tudi nestabilnost
v splošnem večja v primeru realnih omrežij. Pri metodah Infomap in OSLOM je
možna razlaga za to preprileganje metod na sintetična omrežja.
Omenimo še, da pri metodi Louvain, v nasprotju s pričakovanji, ni zaznati večjih
razlik pri uporabi prvotne verzije za neusmerjena omrežja v primerjavi z uporabo
modificirane verzije za usmerjena omrežja. Dodatno tudi metoda Leiden v splošnem
vrne relativno podobne rezultate glede na dosežene vrednosti, glavno razliko pa
opazimo v večji nestabilnosti metode.
5.4.2 Primerjava točnosti
Točnost metod primerjamo s pomočjo dveh različnih mer opisanih v podpoglavju
4.5; Randovega indeksa in F-mere (B-cubed). Za večjo preglednost na tem mestu
vključimo le rezultate dobljene s pomočjo F-mere, saj se razlike med metodami v
primerjavi z Randovim indeksom, ki je na razlike precej manj občutljiv, izražajo
močneje skozi vrednosti F-mere. Rezultati dobljeni s pomočjo Randovega indeksa
se nahajajo v prilogi 1.
Točnost metod, definirana v smislu primerjave generiranega razbitja z vnaprej
znanim razbitjem, se v veliki meri izraža z ujemanjem števila odkritih skupnosti s
številom vnaprej znanih skupnosti (slika 17). Podobno kot na sliki 14, opazimo, da
pri konfiguraciji 5 vse metode popolnoma zadenejo vnaprej znano razbitje. V tem
primeru je zaznana tudi močna stabilnost vseh primerjanih metod.
Podobno pri konfiguraciji 4 metodi Infomap in OSLOM označimo za točni, med-
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tem ko je pri različicah metode Louvain vidno močno odstopanje razbitij, kar je
posledica odstopanja v številu najdenih skupnosti.
Pri konfiguraciji 1 je poleg točnosti vseh metod ponovno opaziti rahlo izstopajočo
nestabilnost metode Leiden.
Nazadnje je za visoke vrednosti koeficienta mešanja (konfiguracija 7), kot pri-
čakovano, zaslediti močno odstopanje razbitij pri vseh metodah, pri čemer je naj-
močnejše odstopanje opaziti pri metodi OSLOM. Na drugi strani pa je kljub nizkim
vrednostim F-mere najbolj točna metoda Infomap, saj edina odkrije le eno skupnost,
kar implicira trivialno razbitje brez strukture skupnosti. Kljub pričakovanemu šte-
vilu skupnosti (k = 8) so zaradi visoke vrednosti µt skupnosti tako neločljive, da
od metod pričakujemo, da ne bodo odkrile strukture skupnosti oz. odkrile le eno
skupnost.
Ponovno opazimo večjo nestabilnost pri različicah metode Louvain, medtem ko
sta metodi Infomap in OSLOM bolj stabilni.
Glavni izziv pri odkrivanju skupnosti je torej zmožnost odkritja “pravega” šte-
vila skupnosti. V primeru, ko število odkritih skupnosti močno odstopa od števila
vnaprej znanih skupnosti, ne gre pričakovati visokega ujemanja razbitij, posledično
so vrednosti F-mere nižje, metode pa manj točne.
Slika 17: Točnost metod (Louvain, Leiden, Infomap in OSLOM) izražena s pomočjo
F-mere (B-cubed) v štirih sintetičnih omrežjih LFR (konfiguracije 1, 4, 5 in 7).
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Popolnoma identični sklepi v smislu povezave s številom odkritih skupnosti so
prisotni pri primerjavi metod v realnih omrežjih (slika 18). Nizke vrednosti F-mere
pri metodi Infomap v omrežju retvitov, kot tudi pri različicah metode Louvain v
omrežju e-pošte, so posledica močnega odstopanja v številu najdenih skupnosti.
Različice metode Louvain se ponovno obnašajo zelo podobno, z izjemo manjšega
izstopanja v nestabilnosti metode Leiden, predvsem v realnih omrežjih.
Podobno kot pri primerjavi na podlagi števila odkritih skupnosti, opazimo večjo
nestabilnost metod v realnih omrežjih v primerjavi s sintetičnimi.
Slika 18: Točnost metod (Louvain, Leiden, Infomap in OSLOM) izražena s pomočjo
F-mere (B-cubed) v dveh realnih omrežjih (omrežje poslancev parlamenta EU in
komunikacijsko omrežje evropske raziskovalne institucije).
5.4.3 Primerjava stabilnosti
Analizirana stabilnost na podlagi primerjave parov generiranih razbitij je za sinte-
tična omrežja prikazana na sliki 19, za realna pa na sliki 20. V grobem bi lahko trdili,
da rezultati ponovno sledijo rezultatom odstopanja v številu odkritih skupnosti.
Ponovno je zaznati visoko stabilnost metod Infomap in OSLOM, različice metode
Louvain pa lahko označimo za manj stabilne. Izjema je seveda konfiguracija 5, kjer
je bila stabilnost vseh metod razvidna že v doslej prikazanih rezultatih.
Največje razlike med metodami je opaziti pri konfiguraciji 7. Metodi Infomap in
OSLOM označimo za zelo stabilni, kar implicira jasno odkrito strukturo, ki naj ne
bi bila prisotna. Na drugi strani pa je močna nestabilnost različic metode Louvain
najverjetneje posledica odsotnosti strukture skupnosti.
V realnih omrežjih pa je situacija malo drugačna. V omrežju retvitov najprej
omenimo metodo Infomap, ki je kljub močnemu odstopanju v številu odkritih sku-
pnosti s številom vnaprej znanih skupnosti ter posledično nizki točnosti v omrežju
retvitov bolj stabilna v primerjavi z ostalimi metodami. V omrežju e-pošte se me-
toda Infomap obnese podobno kot metoda Louvain.
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Slika 19: Stabilnost metod (Louvain, Leiden, Infomap in OSLOM) izražena s po-
močjo F-mere (B-cubed) v štirih sintetičnih omrežjih LFR (konfiguracije 1, 4, 5 in
7).
Slika 20: Stabilnost metod (Louvain, Leiden, Infomap in OSLOM) izražena s pomo-
čjo F-mere (B-cubed) v dveh realnih omrežjih (omrežje poslancev parlamenta EU
in komunikacijsko omrežje evropske raziskovalne institucije).
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Na drugi strani v omrežju retvitov opazimo večjo nestabilnost metode Leiden
kot tudi metode OSLOM, medtem ko je v omrežju e-pošte zaznati samo rahlo iz-
stopajočo nestabilnost metode OSLOM.
V obnašanju metode Louvain glede na tip omrežja ponovno ni zaznati večjih
razlik. V obeh omrežjih je prisotna malenkost bolj izrazita nestabilnost v primeru
obravnave usmerjenega omrežja. Razlog za to je najverjetneje implikacija dodatne
variabilnosti pri prisotnosti več informacij.
V splošnem rezultati ponovno izražajo večjo nestabilnost v realnih omrežjih v
primerjavi z sintetičnimi, ki pa je v primerjavi s prejšnjimi rezultati zaradi primerjave
parov razbitij izražena močneje.
5.4.4 Primerjava modularnosti
Zanimiv nivo primerjave predstavlja primerjava metod glede na dosežene vrednosti
modularnosti. Modularnost je v različicah metode Louvain uporabljena kot ciljna
funkcija, ki pri končnem generiranem razbitju zavzame maksimalno vrednost, med-
tem ko modularnost pri metodah Infomap in OSLOM predstavlja zgolj eno od mer
za merjenje kvalitete razbitij. Primerjava modularnosti služi kot dodaten vpogled v
primerjavo metod na podlagi uporabljenega pristopa.
Zaradi skoraj ničelnega standardnega odklona modularnosti generiranih razbitij
metode primerjamo le na podlagi povprečnih vrednosti (povprečenih po vseh 100
ponovitvah). Rezultati za vsa omrežja, sintetična kot tudi realna, so v tem primeru
prikazani na istem grafu (slika 21).
Slika 21: Povprečna modularnost metod (Louvain, Leiden, Infomap in OSLOM) v
štirih sintetičnih omrežjih LFR (konfiguracije 1, 4, 5 in 7) in dveh realnih (omrežje
poslancev parlamenta EU in komunikacijsko omrežje evropske raziskovalne institu-
cije).
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V sintetičnih omrežjih ni videti večjih razlik med metodami z izjemo konfigura-
cije 7, kjer se vrednosti metode Infomap kot tudi OSLOM gibljejo blizu 0, kar po
definiciji modularnosti implicira naključno odkrite skupnosti. Podobno tudi v real-
nih omrežjih metodi Infomap in OSLOM dosežeta nižjo modularnost v primerjavi z
ostalimi metodami, pri čemer pri omrežju poslancev parlamenta EU Infomap doseže
nižjo vrednost, obratno pa se zgodi pri omrežju evropske raziskovalne institucije.
Med različicami metode Louvain v nobenem omrežju ni opaziti razlik, kar je
najverjetneje posledica uporabe jedra istega algoritma.
Če ne upoštevamo konfiguracije 7, ki predstavlja poseben primer omrežja zaradi
visoke vrednosti µt, metode v splošnem dosežejo večjo modularnost v sintetičnih kot
v realnih omrežjih. Razlog za to je najverjetneje bolj izrazita struktura skupnosti,
ki je prisotna v sintetičnih omrežjih z visoko vrednostjo µt.
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6 Zaključek
V magistrskem delu predstavimo popularen problem na področju analize omrežij, tj.
problem odkrivanja skupnosti. Posebno pozornost posvetimo obravnavi smeri pove-
zav, pri uporabljenih modifikacijah pa ne pozabimo na vrednotenje moči interakcij,
kar opišemo z utežmi. Omenjene karakteristike povezav služijo kot dodatne infor-
macije o odnosih med objekti, upoštevanje le-teh pa predstavlja dodatno težavnost
problema odkrivanja skupnosti, saj so metode v večji meri potrebne prestrukturi-
ranja. Osrednji del posvetimo opisu štirih metod, ki za svoje delovanje uporabijo
različne pristope ali pa mešanice le-teh. Kljub zanimivi teoretični primerjavi na
podlagi uporabljenih pristopov pa dodano vrednost delu nudi empirična primerjava
metod. V namen čim večje razsežnosti le-te, poleg uporabe dveh realnih omrežij
raziščemo še del področja generiranja sintetičnih omrežij, v katerih zaradi povratne
informacije o vnaprej znanih skupnostih lažje ovrednotimo točnost metod. Zaradi
uporabe močnih predpostavk o razbitjih na vnaprej znane skupnosti pri vrednote-
nju točnosti metod, primerjavo razširimo na nivo stabilnosti, kar nam nudi večjo
zanesljivost pri končnem sklepanju. Nazadnje metode primerjamo še na podlagi do-
sežene modularnosti, kar nudi dodaten pogled primerjave metod glede na uporabljen
pristop.
V procesu empirične primerjave metod se izkaže, da je glavni izziv pri odkrivanju
skupnosti zmožnost odkritja “pravega” števila skupnosti. Odstopanje v številu od-
kritih skupnosti od števila vnaprej znanih skupnosti se kaže v nizki točnosti metod
v smislu primerjave generiranega razbitja z vnaprej znanim.
Množica različic metode Louvain, v katero uvrščamo osnovno metodo Louvain,
njeno modifikacijo za uporabo v usmerjenih omrežjih ter izboljšavo na nivoju po-
vezanosti, prikaže slabo zmogljivost odkrivanja velikega števila skupnosti. Razlog
za to je problem omejene ločljivosti, ki predstavlja eno glavnih slabosti maksimi-
zacije modularnosti. Najbolj nepričakovan rezultat v okviru delovanja metod na
podlagi maksimizacije modularnosti predstavljajo skoraj ničelne razlike na vseh ni-
vojih primerjave. Opaziti je sicer rahlo izstopanje nestabilnosti metode Leiden, kar
je lahko posledica kompleksnejše narave algoritma. Pri metodi Louvain pa zgleda,
da dodatne informacije o usmerjenosti povezav nimajo vidnega vpliva na generiranje
končnega razbitja.
Na drugi strani metodi Infomap in OSLOM sicer pri posameznih vidikih do-
segajo boljšo zmogljivost od metod Louvain, a so pri drugih vidikih (npr. številu
odkritih skupnosti ali stabilnosti) inferiorne metodi Louvain. Nasploh pa primer-
java rezultatov v realnih in sintetičnih omrežjih kaže, da so se razvijalci teh dveh
metod preveč zanašali na uporabo sintetičnih omrežij, kar je razlog, da se metodi
preprilegata sintetičnim omrežjem.
Rezultati dobljeni v realnih omrežjih kažejo predvsem na težavnost odkrivanja
vnaprej znanih skupnosti, saj se metode ne glede na število vnaprej znanih skupnosti
obnašajo zelo podobno. Posledično so v realnih omrežjih vse metode manj točne v
primerjavi s sintetičnimi, kar je po eni strani skladno s pričakovanji, saj v primeru
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realnih omrežjih struktura skupnosti ni tako izrazita, poleg tega pa predpostavljene
vnaprej znane skupnosti niso nujno “pravilne”. Dodatno se v realnih omrežjih iz-
raža tudi občutno večja nestabilnost rezultatov, kar implicira nestabilnost metod v
omrežjih s slabo ločljivimi skupnostmi. Podobno je v realnih omrežjih zaznati nižje
vrednosti modularnosti.
V sintetičnih razbitjih z neločljivimi skupnostmi, tj. pri visoki vrednosti parame-
tra mešanja, pričakujemo, da metode ne bodo generirale razbitja z jasno strukturo
skupnosti. Glede na število odkritih skupnosti se metoda Infomap izkaže za najbolj
točno, saj generira razbitja zgolj z eno skupnostjo. Na drugi strani tudi obnašanje
metode OSLOM nakazuje na odsotnost jasne strukture skupnosti, saj metoda od-
krije 1000 skupnosti, kar je precej nenavadno. Obe metodi sta v tem primeru zelo
stabilni, dosežena skoraj ničelna modularnost pa po definiciji nakazuje odkrite sku-
pnosti, ki jih lahko enačimo z naključnimi. Na drugi strani pa se različice metode
Louvain v primeru neločljivih skupnosti izkažejo za zelo nestabilne.
Bralcu se v delu razkrije celovit opis problema odkrivanja skupnosti v usmerjenih
omrežjih kot tudi splošne smernice za izbiro pristopa reševanja. Kljub obsežni analizi
problema je težko podati enolično navodilo za uporabo, saj je izbira pristopa oz.
metode odvisna od širše zastavljenega vprašanja. V grobem pa bi lahko trdili, da je
metoda Louvain še vedno najboljša izbira, saj na realnih omrežjih doseže rezultate,
ki so najbolj konsistentni s pričakovanji. Med drugim prednost predstavlja tudi lažja
dostopnost, na voljo so namreč različne implementacije, večina pa jih je prilagojenih
za različne verzije metode. Zaradi nizke časovne zahtevnosti je primerna še posebej
v primeru velikih omrežij, nasprotno pa pri uporabi metode OSLOM na velikih
omrežjih časovna zahtevnost naraste do take mere, da njena uporaba ni priporočena.
Kljub na začetku izpostavljenim pričakovanjem o izboljšanju rezultatov z upo-
rabo dodatnih informacij o usmerjenosti povezav, pokažemo, da le-te ne predsta-
vljajo pomembne vloge v okviru uporabe metode Louvain. V nadaljnjem delu v
analizo vključimo še uporabo metod Infomap in OSLOM brez upoštevanja usmer-
jenosti povezav. Na ta način lahko lažje ovrednotimo pomembnost upoštevanja
usmerjenosti povezav.
Zaradi razsežnosti problema odkrivanja skupnosti se v delu le dotaknemo vsake
izmed smeri možnega raziskovanja. Eno izmed glavnih omejitev v delu predstavlja
uporaba osnovne definicije modularnosti brez upoštevanja parametra ločljivosti v
okviru uporabe različic metode Louvain. Nadaljnja analiza na tem nivoju bi zaradi
zaobidenega problema omejene ločljivosti predstavljala boljši vpogled v primerjavo
metod.
Še eno smer nadaljnjega raziskovanja predstavlja povečanje množice realnih omre-
žij v namen analiziranja vpliva posameznih karakteristik realnih omrežij na obnaša-
nje metod. Po drugi strani pa bi povečanje množice sintetičnih omrežij omogočalo
bolj sistematično izbiro parametrov in s tem pripomoglo k analiziranju vpliva posa-
meznih parametrov na obnašanje metod. Dodatno bi bilo testiranje metod na večji
množici omrežij koristno tudi za natančnejšo opredelitev razlik na nivoju upošteva-
nja usmerjenosti.
Nazadnje v namen lažje in bolj konsistentne interpretacije rezultatov v nadaljne
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