ABSTRACT Eye trackers are currently used to sense the positions of both the centers of the pupils and the point-of-gaze (POG) position on a screen, in keeping with the original objective for which they were designed; however, it remains difficult to measure the positions of three-dimensional (3D) POGs. This paper proposes a method for 3D gaze estimation by using head movement, pupil position data, and POGs on a screen. The method assumes that a person, usually unintentionally, moves his or her head a short distance such that multiple straight lines can be drawn from the center point between the two pupils to the POG. When the person is continuously focusing on a given 3D POG while moving, these lines represent the lines of sight that intersect at a 3D POG . That 3D POG can, therefore, be found from the intersection of several lines of sight formed by head movements. To evaluate the performance of the proposed method, experimental equipment was constructed, and experiments with five male and five female participants were performed in which the participants looked at nine test points in a 3D space for approximately 20 s each. The experimental results reveal that the proposed method can measure 3D POGs with average distance errors of 13.36 cm, 7.58 cm, 5.72 cm, 3.97 cm, and 3.52 cm for head movement distances of 1 cm, 2 cm, 3 cm, 4 cm, and 5 cm, respectively.
I. INTRODUCTION
Human gaze estimation has recently played important roles in many fields, such as gaming, marketing, driver-behavior analysis, navigation, advertising, and human-computer interaction (HCI). In games, using gaze to represent player intentions is helpful for shifting the player's view in a virtual reality environment without requiring head movement. In marketing and advertising, the customer gaze is useful for learning customer interests, and gaze analyses may indicate an effective merchandise layout in a shop or guide product design. Gaze is also considered a key analytical tool for investigating the behaviors of car drivers and pilots and has led to efficient improvements in black box data. Impaired individuals who have no ability to speak can utilize gaze-based commands to navigate wheelchairs and chat, while gaze analysis can also assist people in driving cars safely. In HCI, a human can flexibly communicate with a computer by means of gazebased control. For the aforementioned applications, gaze estimation algorithms for objects in 3D must be studied to
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realize and develop more convenient devices [1] - [7] . For such development efforts, it should be considered that users normally prefer real-time nonwearable devices that permit free head movements, and researcher and developers should regard this preference as an important issue.
Past research related to gaze estimation can be divided into three classes: gaze direction, 2D, and 3D. Research on gaze direction [8] , [9] is useful in applications such as HCI, which requires only directions without exact coordinates. By contrast, some recent studies have actively pursued methods of gaze detection on screens that could be useful in applications such as virtual reality or HCI for patients and elderly people. These studies can be categorized into 2D and 3D studies. For gaze detection on a 2D screen [10] , [11] , the screen used for detecting the gaze is placed in a fixed location. Such methods are certainly useful for HCI. However, if the screen were to move in the depth direction, this situation could be regarded as a kind of 3D scenario. Based on their practical applications, these studies can be further divided into two groups: stereo displays and gazes in 3D. With regard to stereo displays, Ki et al. [12] , [13] proposed using a method of generating glints in pupil images using a pair of infrared LEDs and calculating the gaze from the observed glints in combination with the center positions of both pupils. Wang et al. [14] proposed a method of estimating depth by mapping a stereoscopic screen based on triangulation. With regard to gazes in 3D, Hennessey et al. [15] - [20] proposed a method using a single camera and a pair of infrared LEDs to generate multiple glints in eye images, which could be used in combination with the pupil centers and cornea centers to calculate the 3D gaze. Additionally, these authors developed other systems using different numbers of infrared LEDs for the same purpose. These studies were confirmed to be excellent innovations. However, some problems remain for future study. The first research problem to be addressed is that a specific crossing point of the light rays entering both eyes, representing the point of gaze (POG), is not easy to find in 3D; the second is that errors in estimating the center of the cornea lead to further errors in 3D POG estimation. To address the first research problem, Wang et al. [21] presented a method using the positions of both eyes and point-cloud data obtained from an eye tracker and a depth sensor. These data were used to estimate 3D gaze position with a simple device setup and calibration process. Indeed, many applications, such as driver and pilot behavior analysis, home device activation, optimal illumination control for surgery, and customer interest analysis for goods on shelves, require only a simple device setup and calibration process for detecting gaze positions on objects in the real world (3D). Therefore, the authors utilized only an eye tracker device and created a 3D position estimation algorithm based on the two cornea centers and the two pupil centers, as theoretically studied in [22] . This method was proven to function correctly through calculations and computer simulations. However, since the human gaze usually exhibits fluctuations, such as microsaccades and blinks [23] , some lines of sight to a target point typically become skewed, resulting in difficulty finding the POG in practice. In this paper, an attempt is made to find an algorithm that can be used to solve real-world problems and to implement a practical 3D POG estimation system. The system is implemented based on the following concept. By using an eye tracker consisting of infrared and digital camera units, a 2D POG is detected on a screen, and a straight sight line is drawn from the center point between the eyes. A second such line of sight is found after the head has moved. These two lines of sight are then extended to intersect at the 3D POG. This paper is organized as follows. An analysis of the problem and an overview of the proposed 3D POG detection system are introduced in sections II and III, respectively. The details of the proposed method and the corresponding experiments and results are reported in sections IV and V, respectively. A discussion is presented in section VI. Finally, the paper is concluded in section VII.
II. PROBLEM ANALYSIS
In general, a light ray reflected from the POG physically passes through the center of the pupil and falls on the fovea, which is located on the retina, as shown in Fig. 1 [24] . If we draw two straight lines passing through the centers of the pupil and cornea, one for the left eye and one for the right eye, a 3D POG can be found, as shown in Fig. 2 . This concept has been used in conventional methods [15] - [22] . However, the centers the of corneas (C L and C R ) cannot be physically measured in reality; consequently, the conventional methods [15] - [20] , which utilize statistical data on the cornea centers to draw light rays passing through the pupil centers (P L and P R ) to find a 3D POG, may be subject to errors. Suppose that the cornea center estimation is initially subject to errors (C L1 + e and C R1 + e), as shown by the example in Fig. 3 . The 3D POG found using the method of [19] Notably, the initial 3D POG found using the method of [19] is E C1 , but if the head moves slightly to the right, to the position labeled as position 2, a different 3D POG (denoted E C2 ) is estimated. If we draw straight lines from the center points between the two pupils at positions 1 and 2 (P 1 and P 2 ) extended through E C1 and E C2 , respectively, and find their crossing point (E p ), this point will approach the real 3D POG, because the possible volume in which the 3D POG may lie will be smaller (corresponding to the volume formed by A p1 , A p2 , B p1 , B p2 , C p1 , C p2 , D p1 and D p2 , as shown in the figure). For the above estimation, the errors arising from the errors on the centers of the corneas are illustrated in Fig. 3 , and Table 1 quantitatively shows the geometric advantage of using head movements and considering the crossing point between two lines of sight. Therefore, this paper proposes using the crossing point between two centerlines drawn from between the eyes, separated by a small movement of the head, to find the 3D POG.
A recently emerging tool called an eye tracker [25] is generally used to detect the centers of the pupils of both eyes (P L1 and P R1 ) and the 2D POG (S 1 ) on a screen, as shown in Fig. 4 . Accordingly, we can apply such an eye tracker tool to find the center point between the two eyes (P 1 ) and the 2D POG (S 1 ) on a screen, which then become two points on a light ray. To find the 3D POG, we need to find another such set of two points (P 2 and S 2 ) on another light ray. Thus, the method proposed in this paper requires the person whose gaze is being measured to move his or her head slightly by a distance d to create the new center point between the eyes (P 2 ) and the new 2D POG (S 2 ) on the screen, as shown in Fig. 4 . These two lines of sight are assumed to meet at the same 3D POG; then, the 3D POG can be obtained as follows [22] :
Thus, as previously mentioned, if a person's head moves by some distance while both of his or her eyes continue to look at the same 3D POG, then the 3D POG can be obtained. Although the eye tracker will detect small eye movements, it is still possible to determine whether the person is still looking at the same 3D POG during those eye movements. The human eyes unconsciously scan objects by means of saccadic, vergence, and pursuit eye movements, and these movements will physically stop to continue looking at a 3D POG for some time during fixation [26] . Statistically, it has been reported [27] that the average duration of fixation is between 180 and 275 ms, with a movement rate of 15 to 100 deg/ms, and a 3D POG can be regarded as constant during this fixation period. Therefore, in this paper, it is proposed that the period of the video sampling rate and eye tracker sensing rate should be controlled to be shorter than this fixation period and thus should be much less than 180 ms in practice.
Physically, the first gaze appears as a straight line drawn from the center point between the two pupils (P pst 0 ) through the point on the screen (S pst 0 ) and the 3DPOG cur , and the second gaze, which is formed after a head movement during the fixation period, is another straight line from the new center point between the two pupils (P cur ) through another point on the screen (S cur ) but intersecting at the same 3DPOG cur , as shown in Fig. 5 (a) . Thus, the 3DPOG cur can obviously be obtained from the intersection between these two straight lines. When the head moves farther, another new gaze (dashed line) is formed from the new current center point between the pupils (P cur ), and the previous current center point becomes the last past center point (P pst 1 ), as shown in Fig. 5 (b) . In this way, P cur and P pst 1 can be continuously calculated to confirm that the 3D POG remains at the same position until it changes; in this case, the current center point becomes the previous center point (P pst 2 ) when the gaze moves to another 3DPOG pst , and the position of the new 3DPOG cur can be continuously mathematically obtained from the gazes from P pst 2 and the new P cur , as shown in Fig. 5 (c) . The process 99088 VOLUME 7, 2019 FIGURE 5. Detection of the 3D POG in the case of a 3D POG change.
described above can be sequentially carried out to track not only eye movements but also the 3D POG.
III. OVERVIEW OF THE 3D POG DETECTION SYSTEM
The 3D POG detection system, which consists of only one sensor for detecting the pupil centers, as shown in Fig. 6 , is assumed to operate in the 3D environment in which the user exists. The system sensor detects the pupil centers of the user and the 2D POG on the screen and uses them to calculate the 3D POG, which is not necessarily located on a screen but instead may be at any position in 3D. The screen, which is assumed to be the location of the 2D POG position obtained from the eye tracker, is used in the advance calibration process but is removed during testing; therefore, in this paper, it is called a virtual screen. This approach may be useful for HCI, illumination adjustment systems, customer intention evaluations in advertising, on-shelf product evaluations, pilot and driver intention evaluations, and other applications.
The 3D POG detection system essentially consists of a hardware unit and software, as described below.
A. HARDWARE
In the hardware unit, an eye tracker sensor for detecting the centers of the pupils of both eyes and the 2D POG on a virtual screen is installed in front of the eyes of the user within the sensitive range, called the track box [25] , as shown in Fig. 7 . The origin of the eye tracker coordinate system is located at the center of the virtual screen, while the origin of the model coordinate system is placed at the center bottom of the user's location in position 1. In practice, the 3D POG in the model coordinates (X m , Y m and Z m ) is eventually required; therefore, the system must convert the coordinates obtained by the eye tracker (X S , Y S and Z S ) into model coordinates. In practice, the sensor detects the centers of the pupils of both eyes and the POG on the virtual screen, thus allowing the center point between the two pupils (P 1 ) and the position of the 2D POG (S 1 ) to be obtained. These two points form a straight line that also passes through the 3D POG. However, although the 3D POG is actually located at a point on this straight line, it theoretically cannot be determined without at least two such straight lines. Based on this concept, the user's face is moved a slight distance within the confines of the track box to form another straight line drawn from the center point between the pupils (P 2 ) to another 2D POG (S 2 ) on the virtual screen. These two straight lines ( − − → P 1 S 1 and − − → P 2 S 2 ) cross at the 3D POG. The hardware unit of the system therefore simply consists of a pupil-center-detecting sensor placed at a distance from the user's pupils that is within its sensitive range.
B. SOFTWARE
The software for operating the 3D POG detection system proposed in this paper consists of algorithms for 1) 2D eye VOLUME 7, 2019 tracker calibration, 2) 3D eye tracker calibration in a realworld position, and 3) 3D POG calculation, as shown by the flowchart in Fig. 8 . The first two calibration processes for calibrating the eye tracker and setting up the origin position of the coordinates in the real world are assumed to be performed in advance; then, the 3D POG calculation process is consecutively performed in an infinite loop. Thus, the system obtains the 3D POG in real time even as the direction of the gaze changes, and the obtained 3D POG results can be fed to other systems for application.
IV. PROPOSED METHOD
For the 3D POG detection system described above, the hardware unit first requires calibration to establish the 2D and 3D eye tracker positions in the real world. The calibrated hardware unit can then be used during system operation. In this section, the calibration of the eye tracker and the 3D POG calculation are explained as follows.
A. EYE TRACKER CALIBRATION
First, calibration of the eye tracker is required to establish the eye tracker coordinates in 2D, as shown in Fig. 9 . Then, the 3D position of the eye tracker in the real world is calibrated as shown in Fig. 10.   FIGURE 9 . Calibration of the eye tracker in 2D. The calibration system consists of a fixed stand for face positioning, two side cameras, a front camera, the eye tracker sensor, a calibration board, and a set of test-point poles.
The calibration methods are explained as follows.
1) CALIBRATION OF THE EYE TRACKER IN 2D
The eye tracker sensor first needs to be calibrated to the characteristics of the user's eyes; this means that the system must be calibrated before first use and can then operate without further calibration until the user changes. Since the eye tracker was originally designed for tracking the POG on a screen, calibration must also be performed on a screen. However, the screen is not present in the final system. In the procedure proposed in this paper, we use a calibration board, on which several points are marked for use in calibration, as shown in Fig. 9 , instead of a screen. The user must follow the instructions for eye tracker calibration given in [25] to calibrate the system to the characteristics of his or her eyes.
2) CALIBRATION OF THE EYE TRACKER TO A REAL-WORLD POSITION IN 3D
The 3D calibration of the eye tracker follows the flowchart shown in Fig. 11 . The process begins with the issuing of start signals to label the start times of the front and side cameras and the eye tracker. Subsequently, the front and side cameras record video signals, and the eye tracker measures the 3D positions of the pupils. These video signals and pupil positions are synchronized using the start-time labels. The synchronized video signals from the front and side cameras are used to manually measure the pupil centers in the model coordinates, while the eye tracker also collects discrete pupil center data in the time domain; these data are then used for position approximation. The discrete pupil center data are initially collected in the eye tracker coordinate system and are then converted into the model coordinate system. The pupil center data from both the manual measurements performed on the camera signals and the automatic measurements performed by the eye tracker are used to calculate the corresponding model fitting parameters. These parameters can then be used to find the 3D positions of the pupil centers in the model coordinates.
a: PUPIL CENTER POSITION MEASUREMENTS
First, the calibration board ( Fig. 9 ) used for 2D eye tracker calibration is removed; however, the eye tracker system will operate based on the calibrated characteristics of the user's eye movements at the position of the calibration board, which is called the virtual screen in this paper, as shown in Fig. 10 . The front camera is installed below the eye tracker sensor in the middle position between the two eyes for calibration in the X and Y axes, and the side cameras are mounted next to the eyes for calibration in the Z axis. The images captured by the front and side cameras show the two eyes and each pupil with corresponding scales, as shown in Fig. 12 and 13 , respectively. The scales are used to manually read out the positions of the pupil centers of both eyes (P L and P R ) in the model coordinates, and these position are then used to find the parameters for converting the eye tracker coordinates into the model coordinates relative to the bottom center of the fixed face-positioning stand, as shown in Fig. 10 . 
b: POSITION APPROXIMATION
Since the human eye normally exhibits small movements such as microsaccades [23] and blinks, the eye position usually fluctuates within certain bounds, as shown in Fig. 14 . In practice, it is necessary to select a representative eye position. In this paper, the average eye position over a period of time encompassing the typical duration of a blink is used to represent the eye position.
c: CONVERSION FROM EYE TRACKER COORDINATES TO MODEL COORDINATES
The positions of the two pupil centers obtained by the eye tracker sensor after position approximation are converted into the model coordinate system as follows:
where S mi and S i represent the coordinates in the model and eye tracker systems, respectively, and S org and M org represent the origins of the eye tracker and model coordinate systems, respectively.
d: FINDING THE MODEL FITTING PARAMETERS
Two kinds of data representing the pupil center positions are collected: the data from the front and side cameras and the data from the eye tracker. These data are based on different coordinate systems, namely, the model and eye tracker coordinate systems; therefore, we must convert the data collected in the eye tracker coordinates to the model coordinates for further calculations. To do so, parameters called model fitting parameters are needed. These parameters are calculated during calibration as follows:
where M i and S mi represent the positions of the pupil center on the X, Y and Z axes from the manual measurements and from the eye tracker measurements, respectively, both in the model coordinates, and M p represents the model fitting parameter.
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Algorithm 1 Our Proposed 3D POG Detection Algorithm 1: START 2: SET reset current 3D POG 3: INPUT eye positions and 2D POG on the virtual screen from the eye tracker sensor 4: COMPUTE position approximations from all input position data 5: COMPUTE conversions of all positions into model coordinates and adjustments based on calibration parameters 6: COMPUTE center point between the two pupils 7: SET computed center point between the two pupils to the current center point between the two pupils 8: SET computed 2D POG on the virtual screen to the current 2D POG on the virtual screen 9: REPEAT //(Loop I) 10: SET current 3D POG to previous 3D POG 11: REPEAT //(Loop II) 12: //--later on 13: SET current center point between the two pupils to the previous center point between the two pupils 14: SET current 2D POG on the virtual screen to the previous 2D POG on the virtual screen 15: INPUT eye positions and 2D POG on the virtual screen from the eye tracker sensor 16:
COMPUTE position approximations from all input position data 17: COMPUTE conversions of all positions into model coordinates and adjustments based on calibration parameters 18: COMPUTE center point between the two pupils 19: SET computed center point between the two pupils to the current center point between the two pupils 20: SET computed 2D POG on the virtual screen to the current 2D POG on the virtual screen 21: UNTIL head movement distance > threshold 22: COMPUTE 2D POG on the virtual screen 23: COMPUTE 3D POG from the current and previous values of the center point between the two pupils and the 2D POG on the virtual screen 24: SET computed 3D POG to the current 3D POG 25: IF (| current 3D POG -previous 3D POG | > threshold) AND 3D POG is not the same as the reset position THEN 26:
SET current 3D POG to memory 27: ENDIF 28: UNTIL application is stopped
B. CALCULATION OF THE 3D POG
As shown in Algorithm 1, the process of 3D POG calculation starts with initialization, as described in the 2 nd to 8 th steps. The initial pupil positions and 2D POG on the virtual screen (S cur ) are obtained from the eye tracker and used to calculate the center point between the two pupils (P cur ), and P cur and S cur are then converted into the model coordinates, as shown in the 3 rd to 6 th steps. These points are physically illustrated in Fig. 5 (a) . The calculated results are set as the current values of the center point between the two pupils (P cur ) and the 2D POG on the virtual screen (S cur ) in the 7 th and 8 th steps.
Subsequently, the 3D POG calculation enters a loop, called Loop I (the 9 th to 28 th steps), which starts (as described in the 10 th step) by shifting the current 3D POG to the previous 3D POG, as shown in Fig. 5 (b) and (c) . Then, the algorithm enters a nested loop, called Loop II (the 11 th to 21 st steps), to find the new 3D POG. In Loop II, the current center point between the pupils (P cur ) and the current 2D POG on the virtual screen (S cur ) are redefined as the previous ones (P pst and S pst ), as shown in the 13 th and 14 th steps. The new center point between the pupils (P cur ) and the new 2D POG on the virtual screen (S cur ) are then obtained from the eye tracker and converted into the model coordinates in the 15 th to 18 th steps and are set as the new current values of the variables P cur and S cur in the 19 th and 20 th steps. Loop II is repeated until the ending condition (as expressed in the 21 st step) is met, meaning that the center point between the two pupils has moved a specified distance from its initial position.
The system then determines the 2D POG on the virtual screen in the 22 nd step and computes the 3D POG from the current and previous points (P cur , S cur , P pst , and S pst ) in the 23 rd step, as shown in Fig. 5 (a) ; the 3D POG thus obtained is set to the current 3D POG in the 24 th step. The current 3D POG is compared to the previous 3D POG and is recorded in memory as a point on the 3D POG trajectory in the 25 th to 27 th steps.
The details of the model fitting in the 3 rd to 6 th steps, the fixation check in the 21 st step, and the calculation of the 3D POG in the 23 rd step are presented below.
1) MODEL FITTING
The model fitting process in the 3 rd to 6 th steps of Algorithm 1 follows the flowchart in Fig. 15 . It starts with three processes in parallel, namely, the inputs of the positions of the left and right eyes and the 2D POG on the virtual screen. These three input signals are then subjected to position approximation and subsequently converted from the eye tracker coordinates to the model coordinates. Then, the converted positions are adjusted using the model fitting parameters obtained in the calibration process to represent the characteristics of the user's eyes. Finally, the center point between the two pupils is identified from the computed pupil centers.
The position approximation calculation is a necessary part of the model fitting process shown in Fig. 15 because the data obtained from the eye tracker, i.e., the left and right pupil positions and the 2D POG positions on the virtual screen, typically fluctuate due to microsaccades and unconscious eye and head movements, as shown in Fig. 14 . These fluctuations can cause the system to confuse the input data obtained from the eye tracker; thus, we determine approximate representative positions of the eyes and 2D POG by selecting the leastvariance average position in each time period, as shown by the dashed line in Fig. 14 . The selected time interval should be set for a period of time encompassing the typical length of an eye blink. Then, the calculated approximate positions are converted from the eye tracker coordinate system to the model coordinate system based on (2). More specifically, the eye tracker coordinates of the left and right pupil positions and the position of the 2D POG on the virtual screen are simply converted into the model coordinates for the positions of the left pupil (P L m ), right pupil (P R m ), and 2D POG on the virtual screen (S m ) and further adjusted with the calibration parameters as follows:
where P L S , P R S , S org and M org represent the left pupil position in the eye tracker coordinates, the right pupil position in the eye tracker coordinates, the origin of the eye tracker coordinates, and the origin of the model coordinates, respectively, for each of the X, Y and Z axes; S s similarly represents the position of the 2D POG on the virtual screen in the eye tracker coordinates for each of the X, Y and Z axes; M L p and M R p represent the adjustments to the left and right pupil positions, respectively, according to the model fitting parameters for each of the X, Y and Z axes; and M C p similarly represents the model fitting parameters for each of the X, Y and Z axes for the characteristics of the user's eyes relative to the 2D POG on the virtual screen. Finally, the converted coordinates of the left and right pupils are used to calculate the center point between the two pupils, as shown by the following equation:
2) FIXATION CHECK According to studies performed by eye-behavior scientists [26] , [27] , the human eyes usually move to find what they want to see in a movement called a saccade. The eyes then fix on one place for a certain period of time in a phenomenon called fixation; during the fixation period, the eyes exhibit slight fluctuating movements called microsaccades. Larger intentional movements of the gaze can also be performed through head movement. The relationship among these types of movements is shown by the state transition diagram in Fig. 16 . Normally, the fixation period lasts for an average of 180 to 275 ms, and the positions of the pupils unconsciously fluctuate at a rate of 15 to 100 degree/ms [27] . Naturally, people also often intentionally move their heads to direct their visual attention to specific locations. The movement distance of the head and eyes between one fixation period and the next, which is denoted by Hd, can be calculated from the change in the position of the center point between the two pupils as follows:
where P xcur , P ycur and P zcur are the current coordinates of the center point between the pupils on the X, Y and Z axes, respectively, and P xpst , P ypst and P zpst are the previous coordinates of the center point between the pupils on the X, Y and Z axes, respectively.
In our proposed Algorithm 1, Loop II should repeat throughout a given fixation period; then, the algorithm should exit Loop II once the user has moved his or her head and eyes far enough to indicate a new fixation period, as described by the condition in the 21 st step of the algorithm. Therefore, in the method proposed in this paper, a threshold value (Th fix ) representing the fixation period is applied to the previous distance calculation to determine the end of fixation in the 21 st step of Algorithm 1. This condition can be represented by the following equation:
Hd > Th fix (9) 3) DETERMINATION OF THE 2D POG ON THE VIRTUAL SCREEN
Even when a person is continuously looking at a point in 3D space, slight gaze movements occur in the form of microsaccades. When the position of the 2D POG on the virtual screen is recognized to move based on the condition expressed in (9), a representative 2D POG position during the movement must be obtained for calculating the 3D POG in the next step. For this position determination, the data showing the fewest microsaccades are considered to indicate good concentration and thus are used to obtain the position of the 2D POG on the virtual screen with the smallest variance by the following equation:
where V and S stand for variance of the 2D POG on the virtual screen and the 2D POG on the virtual screen, respectively.
4) CALCULATION OF THE 3D POG
Based on our fundamental concept, as illustrated in Fig. 4 , two straight lines ( − − → P 1 S 1 and − − → P 2 S 2 ) representing two of a person's lines of sight meet at a certain point in the real world, called the 3D POG. When the user's head and eyes move a certain distance, the proposed system detects this movement and measures the positions of the four points of interest (P 1 , S 1 , P 2 and S 2 ), as discussed in the previous subsections. As shown in the 23rd step of Algorithm 1, the system uses the coordinates of these four points to calculate the current position of the 3D POG [22] , [28] , [29] . However, unlike in the 2D case, the pair of lines formed by these four points may not always meet at a point in 3D space, even if they are not parallel. In fact, these two lines never touch in most cases. Therefore, to find the position of the 3D POG in such cases, an existing method [29] is adapted to find the POG as the center point between the two lines at the minimum separation distance between them in the case of no intersection, as shown in (11)- (13) . Moreover, even if an intersection between the two lines does exist in 3D space, these equations will similarly yield the exact 3D POG.
3D POG
(11)
V. EXPERIMENTS AND RESULTS
This paper proposes a 3D gaze estimation algorithm using head movements and data obtained by an eye tracker.
To evaluate the performance of the proposed method, experimental equipment was constructed in accordance with the proposed concept, and ten volunteers participated in evaluation experiments. The specifications of the devices, equipment, and participants are given in Table 2 . An eye tracker for reading the 2D POG on a screen was selected as the sensor mounted in front of the participant, charge-coupled device (CCD) cameras were used for calibration, and equipment with nine test points on nine poles and a fixed stand for face positioning were constructed for observing and measuring the gazes of the participants. constructed equipment are shown in Fig. 19 . The layout of the calibration board (used only during calibration and later removed; its position becomes that of the virtual screen), a photograph of the calibration board, an example of the calibration process, the whole experimental system, and the experimental environment are shown in Figs. 17-21. Since the objective was to evaluate the performance of the proposed algorithm for finding a 3D POG using head movements and eye tracker measurements, we divided the experiments into two groups of 3D POG measurements: those with only the head movement permitted by the fixed face-positioning stand and those with free head movement.
The first experiment, with the fixed stand, was performed with head movements of 1 cm, 2 cm, 3 cm, 4 cm and 5 cm, and the second experiment was performed with free, random movements of the head. The results are shown as the Euclidean distance errors of the 3D POG measurements in the X, Y, and Z coordinates and the average errors in Tables 3-5 
VI. DISCUSSION
This paper attempted to find an algorithm for 3D gaze estimation and proposed utilizing several lines of sight formed during head and eye movement. During the fixation period, while the two eyes are continuously looking at a 3D POG, an eye tracker obtains 3D position data of the centers of both pupils and a 2D POG on a virtual screen. A straight line can be drawn from the center point between the two pupils to the 2D POG on the virtual screen to represent a line of sight. When the user's head and eyes consciously or unconsciously move some distance during fixation, another set of 3D positioning data for the pupil centers and another 2D POG on the virtual screen are obtained while the 3D POG remains in the same position. Thus, another straight line representing another line of sight to the same 3D POG can be drawn, and the intersection between the two aforementioned straight lines can be mathematically determined to identify the 3D POG. This is the basic principle proposed in this paper for detecting the 3D POG based on head and eye movement. The proposed algorithm requires only a simple measurement system and test method for use in an indoor environment. It is also simple for the user to move the system to a different location if necessary. However, the algorithm needs to be calibrated separately for each user in advance and requires an environment without external infrared interference, which are limitations that should be resolved in the future to enable wider application.
Calibrations and experiments for performance evaluation were performed, and the experimental results are shown in Tables 3-5 and Figs. 22 and 23. We found that the calibration errors relative to the ground truth are small enough to be considered nonsignificant, and the errors in cases in which the participants either exhibited unconscious movements (such as microsaccades) in their eye positions or consciously moved their heads and eyes were also nonsignificant, with average distance errors of approximately 13.36 cm, 7.58 cm, 5.72 cm, 3.97 cm, and 3.52 cm for head movement distances of 1 cm, 2 cm, 3 cm, 4 cm, and 5 cm, respectively.
As shown in Table 3 and Fig. 22 , two observations can be found from the experimental results: 1) the larger the head movement is, the smaller the estimation error, and 2) the farther the 3D POG is from the user, the larger the estimation error becomes. These findings can be understood as follows. First, the initial measurements from the eye tracker device are subject to some very small errors, as shown in Table 2 . These initial errors give rise to errors in the positions of the center point between the two pupils and the 2D POG on the virtual screen, which subsequently accumulate. In addition, since the 2D POG on the virtual screen constantly moves slightly due to microsaccades [23] , the system must select a representative position of the 2D POG on the virtual screen out of all 2D POG measurements over a given duration. As a solution to this problem, this paper proposed finding the average position of the 2D POG on the virtual screen every second and then selecting the 2D POG measurement with the least variance as the representative position, as shown in Fig. 14 . This approach was found to work well in the experiments, resulting in very small errors, and should be considered for improvement using other approaches in future work. According to the experimental results for 3D POG estimation with head movement over a 5 cm distance, as shown in Table 4 , the errors in the Z coordinate are obviously much larger than those in the X and Y coordinates. Because of this particular sensitivity in the Z coordinate, systems for specific applications should be designed and constructed based on consideration of the error behaviors indicated in Tables 3 and 4 . Although our proposed 3D POG estimation method is theoretically sound, 3D POG estimation errors will inevitably exist in practical experimental results. These errors might not be a problem in some applications, such as HCI, which permits errors in object boundaries for 3D POG detection. Moreover, in the case of free head movement, as shown in Fig. 23 , we found that the greater the distance the user moves, the smaller the 3D POG estimation error, whereas the farther the distance from the test point is, the larger the error. Therefore, when designing a 3D POG estimation system, one should consider establishing an appropriate distance and ensuring that the head movements will be as large as possible.
The proposed algorithm has several limitations. For instance, the head of the user must be located within the confines of the track box, and the lines of sight must pass through the virtual screen due to the limitations of the eye tracker. Because of these characteristics of the system, it can be assumed that a larger virtual screen will result in a larger field of view for the 3D POG. Although the proposed algorithm is subject to the limitations of the eye tracker, it has the potential for use in many applications, such as illumination adjustment based on 3D POG detection in surgical guidance systems, 3D POG detection for advertising, automobile driver monitoring systems, and pilot monitoring systems in the cockpits of aircraft.
VII. CONCLUSION
This paper proposed a method of 3D point-of-gaze (POG) estimation using head movements as well as 3D pupil position data and 2D POGs on a virtual screen obtained by an eye tracker. Since current eye trackers can detect 3D position data on the centers of the pupils and 2D position data for the POG on a virtual screen, it is possible to draw a straight line representing the line of sight starting from the center point between the two pupils to the 2D POG on the virtual screen. If the eyes and head change position, another line of sight is formed. The proposed method assumes that a person will typically move his or her head and eyes over at least a short distance while gazing at a fixed point in 3D, either consciously or unconsciously, which will automatically result in the formation of multiple lines of sight passing through 2D POGs on a virtual screen and intersecting at the 3D POG. The 3D POG can therefore be found from the intersection of the multiple lines of sight formed by the movement of the head and eyes. If the person's gaze changes to a different 3D POG, the intersection between the lines of sight also moves, and the new 3D POG can be easily detected from the new lines of sight. In experiments using our designed equipment with five male and five female participants, the results revealed that the proposed method can measure the 3D POG with average distance errors of 13.36 cm, 7.58 cm, 5.72 cm, 3.97 cm, and 3.52 cm for head movement distances of 1 cm, 2 cm, 3 cm, 4 cm, and 5 cm, respectively.
