In lossy networks the probability of successful communication can be significantly increased by transmitting multiple copies of a same message through independent channels. In this paper we show that communication protocols that exploit this by dynamically assigning the number of transmitted copies of the same data can significantly improve the control performance in a networked control system with only a modest increase in the total number of transmissions. We develop techniques to design communication protocols that exploit the transmission of multiple packets while seeking a balance between stability/estimation performance and communication rate. An average cost optimality criterion is employed to obtain a number of optimal protocols applicable to networks with different computational capabilities. We also discuss stability results under network contention when multiple nodes utilize these protocols.
Introduction
In the new generations of wireless communications (3G and 4G), channel adaptive techniques are able to provide large improvements under almost any performance metric. These techniques utilize an adaptive allocation of communication resources as the channel conditions change with time. This paper explores a similar idea in the context of networked control systems (NCS). In addition to compensating for the uncertainty generated by the channel, we aim at allocating communication resources to compensate for the uncertainty being generated within the controlled process. These adaptive techniques are well-suited for NCSs because they permit an increase in the reliability of communication without inThis paper was not presented at any IFAC meeting. This work was partially supported by the NSF Grant CNS-0720842 and by the Inst. for Collaborative Biotechnologies through the US ARO grant W911NF-09-D-0001. A. R. Mesquita was partially funded by CAPES (Brazil) grant BEX 2316/05-6. Corresponding author A. R. Mesquita. Tel. +55 31 3409-3459. Fax: +55 31 3409-4850.
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creasing the transmission delays, to which NCSs have low tolerance.
Adaptation can be achieved by adjusting the transmit power, by adaptive coding (an example of which is changing the quantization coarseness) and by diversity schemes, which correspond to the transmission of redundant signals through mostly independent channel realizations. Diversity schemes may involve using multiple time slots, frequency slots, antennas or network paths [17] . While many diversity schemes are dynamically exploited in data networks by scheduling transmissions according to the network status (see e.g. [7, 20] ), these techniques do not take into account nor benefit from the dynamical nature of NCSs. In this paper, we focus on diversity schemes and show that something as simple as transmitting multiple independent copies of the same packet can provide significant performance gains in the context of NCSs.
The adopted NCS architecture is depicted in Fig. 1 , which considers the case of a single sensor and a controller. We assume that, by means of some diversity scheme, a number of independent redundant channels is available for data transmission. These are erasure channels with independent identically distributed (iid) packet drops. At each time step, the sensor sends measurements to the controller with a certain level of redundancy. Further, by means of an acknowledgement mechanism, the sensor knows which measurements were received by the controller. Our focus is on deciding how many redundant copies of a packet should be transmitted at each sampling time and what benefits can be drawn from this.
The basic intuition behind this work is that one can use redundancy to increase the probability of a successful transmission whenever the estimation error in the controller becomes large. On the other hand, at time instants for which the control performance is satisfactory, one may send only one packet or not send data at all, which would save communication resources. This adaptive behavior is desirable for NCSs because it improves the reliability of transmissions without relying on error correction schemes that induce delay in the transmissions. Indeed, if a packet containing some measurement data is dropped at a time instant, it is generally more important from a control point of view to guarantee that the measurements at the next time instant are delivered, rather than to retransmit the old information that was dropped previously.
For simplicity of presentation, we consider NCSs with full local state measurements and no network delays. However, the results obtained can be readily extended to the case of partial state measurements, and delays in the network by using a Kalman filter collocated with the sensor and transmitting optimal estimates as suggested by Xu in [19] . He and several authors (e.g. [14, 6, 11] ) have explored the idea of saving communication resources in a NCS by scheduling transmissions in a judicious way. However, these works do not consider the possibility of redundant transmissions.
Our approach can be regarded as part of the real-time rate-distortion theory introduced in [16] and further pursued in many papers including [3, 12, 5] . While these works share with ours a Markov Decision theory framework, their focus is mostly on the encoding problem. However, due to the nature of NCSs, data packets are typically small to the point that no practical advantage would be achieved by exploiting different encoders, that spread information among many packets. In this way, our work is distinct in that we consider erasure channels and take packets as the basic information unit.
In the first part of the paper, we focus our attention on the problem of stabilizing a discrete-time linear timeinvariant process with a certainty equivalence control. We show that, by a judicious use of redundant transmissions, one can stabilize any given statistical moments with no significant increase in the average communication rate.
In the second part, motivated by the observation that the redundant channels are rarely used and yet their availability provides significant performance gains, we discuss the possibility of having multiple nodes sharing the redundant channels. We provide protocols for which mean-square stability is preserved for an arbitrary number of nodes sharing the same set of channels.
In the third part, we investigate optimal redundant transmission protocols for the NCS. In this setting, the controller constructs estimates of the process state using the measurements transmitted by the sensor. The sensor, in turn, uses a redundant transmissions protocol that minimizes the weighted average cost of the estimation error in the controller and the average communication rate. Two cases are considered depending on the computational power available to sensors.
A linear NCS with redundant transmissions
Throughout the paper we consider a linear timeinvariant plant with
where x ∈ R n denotes the state of the process, u ∈ R n1 the control input, and w(k) ∈ R n an n-dimensional zeromean Gaussian white noise process with positive definite covariance matrix Σ. The pair (A, B) is assumed to be controllable.
The controller and a sensor that measures the full state x(k) are connected through a network that drops packets independently of each other, with probability p ∈ (0, 1). The state x(k) is assumed to be transmitted with negligible quantization error. In order to "adjust" the probability that the measurement x(k) reaches the controller, the sensor may transmit multiple copies of this message through independent channels (see Fig. 1 ). The transmitter is equipped with a feedback channel that allows it to know which packets are dropped. We denote by (k) the number of consecutive transmission failures that occurred immediately before time k, where a transmission failure is characterized by the failure of all the attempts to transmit x(k) at time k.
We are interested in designing protocols that determine how many identical packets to send at time k as a function of x(k) and (k). We denote by v(k) the number of redundant packets transmitted at time k. Under our assumption of independent drops, the probability of a transmission failure at time k is equal to p v(k) .
We adopt a certainty equivalence control law of the form
where the matrix K is chosen such that A + BK is Schur andx(k) is an optimal estimate of x(k) based on the measurements that successfully reached the controller before time k. In particular,
where T success denotes the set of times at which the sensor succeeded in transmitting the measured state to the controller. This optimal state estimate can be computed recursively usinĝ
Subtracting (1) from (4), we conclude that the estimation error e(k) :=x(k) − x(k) evolves according to the dynamics:
The closed-loop dynamics (1)-(2) can be expressed in terms of this error using
In the following sections we investigate stability and optimal estimation in this setting. From (6), our certainty equivalence control guarantees a bounded covariance for x(k) if e(k) has bounded covariance. One can verify that this stability property is preserved if we replace the static gain K by other stabilizing linear time-invariant controllers.
Moment Stabilization Using Packet Redundancy
In this section we investigate the stability properties of redundant transmission protocols that can be specified by a static law π that maps the number (k) of consecutive transmission failures to the number v(k) of packets to send, i.e., v(k) = π( (k)). For example, if we use the identity function π(l) = l, then (k) identical packets will be sent at time k. In this paper, we do not exclude the possibility of sending zero packets.
Theorem 1 shows that mean-square stability can be achieved for any system matrix A and any drop probability p < 1 by a suitable choice of the redundant packet transmission protocol that specifies the function π(·).
Theorem 1 Let the spectral radius of the matrix A be denoted by a. The covariance of x(k) is bounded when the following limit exists and satisfies
Conversely, the covariance of x(k) is unbounded when
In view of Theorem 1, all that is needed to guarantee stability is to select π(l) sufficiently large for large values of l (note that it is always possible to choose π so that the limit exists), namely, we need to have
Proof. In view of (6) and the fact that A + BK in (6) is Schur, it is sufficient to verify the boundedness of the covariance matrix for e(k). We assume that a ≥ 1, since otherwise the process would always be stable regardless of drops. From (5), we have that
The process (k) is itself a Markov chain that takes values in the set of non-negative integers, with transition probability given by
otherwise (10) Let µ denote the stationary probabilities of the infinite Markov chain (k). By definition, we have
From (10) we see that there is only one nonzero term in the above sum when l > 0:
Iterating (12) and using the fact that
Here we only have to consider the case lim l→∞ π(l) ≥ 1 since, in the case lim l→∞ π(l) = 0, the process would reach an open-loop state with positive probability and become unstable. This assumption guarantees that the series in (14) converges and that µ is well defined. Since π(l) ≥ 1 for l large enough, there is a positive probability that the Markov chain (k) will return to the state l = 0 for all k larger than some constant L. This implies that the chain is aperiodic and positive recurrent in the language of [13] . In view of the ergodic theorem in [13, Thm. 14.3.3] , these properties allow us to use the invariant probability µ when we take the limit
From this and (9), we conclude that
For any submultiplicative matrix norm · , (16) gives
(17) By Cauchy's root test, this series is convergent if
where the equality comes from (13) and the fact that a=lim k→∞ A k 1/k . This gives the first part of the theorem. The second part can be deduced by pre-and postmultiplying (16) by the eigenvector corresponding to a and then using the root test to conclude divergence of the resulting series.
For the stability of higher moments, one can obtain conditions analogous to (8) with a similar proof.
Remark 1 One factor that may alter our results is the presence of failures in the acknowledgement mechanism. While there may be many ways to deal with this issue, such as using redundancy in the acknowledgement channel, one can always adopt the conservative approach of using positive acknowledgements. This approach preserves stability since it sends necessarily more packets than in the case of perfect acknowledgements.
From (8), we can see that to achieve stability one may require a protocol that, at times, sends a large number of packets, which seems to require a large communication rate. To verify that this is not the case, we investigate the expected communication rate for a given function π(·). We assume that the packet size is a constant with value 1 and that it is sufficiently large so that the controller receives x(k) with negligible quantization loss.
Theorem 2 Suppose that a 2 p M < 1 for some integer M . Then, for every integer N ≥ 0, there exists a protocol with π(l) ≤ M that stabilizes the covariance of x(k) with an expected asymptotic transmission rate:
which can be made arbitrarily small by choosing N sufficiently large.
While we can obtain an arbitrarily small communication rate, the larger we make N the larger the error covariance will be. This relationship between average transmission rate and control performance is the subject of Sections 5 and 6.
Proof. Consider the protocol
From Theorem 1, this is a stabilizing protocol. As in the proof of Theorem 1, we use the ergodicitiy of the chain to compute the expected asymptotic transmission rate asR = ∞ l=0 µ(l)π(l). Then, (13)- (14) gives
Substituting (20), we have that
which gives the result in the theorem.
A transmission rate as small as (19) may not be possible when the quantization errors cannot be neglected. This is because, when many consecutive failures take place, one may need to increase the packet size to maintain a "reasonable" quantization error in spite of an exponential growth in the state.
Redundant Protocols with Multiple Nodes
Theorem 2 indicates that redundant protocols may need to utilize redundant channels quite rarely. This suggests that some of these channels could be shared by other feedback loops without compromising performance. In this section we explore the situation in which multiple processes share the redundant channels. A key difference between the setup in this section and that of previous sections is that now there are two mechanisms by which a channel may fail to deliver a message: the i.i.d. drop process that we have considered before and a decision made by an arbitration protocol to use that channel to carry data from another feedback loop. Because of this, even if the processes and controllers of different loops are decoupled dynamical systems, the arbitration protocol will couple the dynamics of all the feedback loops.
Consider the case where S feedback loops (also referred here as nodes) share M iid channels. We say that a protocol that determines the number v i (k) of redundant transmissions used by the node i as a function of the number of consecutive failures i (k) is L-drop triggered if it satisfies the following property:
i.e. the nodes {i : i (k) > L} that experience more than L consecutive failures share all the M channels among themselves. As mentioned above, here transmissions failures can either be due to drops or by an arbitration decision by the protocol.
L-drop triggered protocols do not necessarily share the M channels fairly. However, the condition (23) does require these protocols to efficiently utilize the M channels without collisions. Condition (23) also forbids nodes with less than L consecutive failures to transmit any messages when some loops have suffered more than L failures. This would be possible either for a protocol that assigns the v i (k) in a centralized fashion or for a decentralized protocol that takes advantage of the capture effect [21] so that, even if multiple nodes access the same channel, one of them is still able to successfully use it.
We are interested in evaluating under what conditions L-triggered protocols stabilize the estimation error in the mean-square sense. Somewhat surprisingly, we show next that stability can be achieved independently of the number of processes S in the network. Let A i be the system matrix of the i-th process and a i its spectral radius. Then we define a = max i≤S {a i }.
Theorem 3 Suppose that M channels are available and denote by p the dropout probability for each independent channel and assume that a 2 p M < 1. Then, for any number of feedback loops S, there always exists an integer L such that any L-drop triggered protocol stabilizes the estimation error in the mean-square sense.
Proof. We start by assuming that L > 2S and a > 1. For Q given in (9), we have that
. Then, to prove meansquare stability, it suffices to prove the boundedness of E[W ( (k))], where the Lyapunov function W (l) is defined as W (l) = a 2V (l) and V (l) := max j≤S l j . To this purpose, we evaluate
By noticing that V ( ) may increase by as much as L in L time steps, we can write
where β(l) is the probability that {V ( (L)) > 2L} given the initial condition l. Denoting by P L the maximum value of β(l) over l, we have from (24) that
Taking expected values on both sides with respect to l and using the time-homogeneity of the chain, we conclude that
Now we compute an upper bound P L on the probability of the event Z := {V ( (L)) > 2L | (0) = l}. The worst case occurs when l j > L, ∀j, since then all nodes have to transmit successfully at least once to prevent the event Z from happening. Since, for an L-drop triggered protocol, each node can transmit successfully only once in L time steps (unless max j j becomes less than L), the event Z, when l j > L, ∀L, corresponds to the occurrence of less than S successful transmissions in L time steps. As we only care about the total number of transmissions regardless of which nodes transmit, the probability of less than S transmissions in L time steps is maximized for the L-drop triggered protocol in which one node takes over all M channels in a given time step (thus transmit-ting with probability 1 − p M ). Therefore, we have that
where the inequality is obtained by majorizing each element of the sum (using the fact that S < L/2 to majorize the binomial). Taking the limit L → ∞, we have
Since a 2 p M < 1, one can always choose L large enough to satisfy (27). This proves the theorem for a > 1. For a = 1, we can use a dominance argument noting that there existsā > 1 such thatā 2 p M < 1.
For scenarios in which capacity is degraded by collisions, a stability result will depend on the specifics of the communication system. As in (27) in the proof of Theorem 3, stability will depend on the quantity lim L→∞ P
1/L
L , which is closely related to the notion of anytime reliability in [15] .
Optimal Communication Protocols
In the last two sections, we have seen that it is possible to stabilize one or several processes in the mean-square sense, with very few communication resources. However, this may lead to large error covariances. Our goal now is to determine an optimal protocol for the single node case that decides how many copies of the same packet to send. This protocol should be optimal in the sense that it achieves an optimal trade off between the conflicting objectives of keeping small the estimation error e(k) that drives the closed-loop dynamics (6) while achieving this with a minimal amount of communication.
To compute the optimal communication protocol, we start by noting that the estimation error e(k) can be seen as a Markov Decision Process in the sense of [9] , with transition probabilities controlled by the number v(k) of redundant packets. In particular,
We consider protocols that decide how many packets to send based on the current value of the estimation error e(k). Such protocols can be viewed as functions π that define v(k) = π(e(k)), ∀k. The state estimation error e(k) can be calculated by the sensor using (4) and (k).
Our objective is the minimization of the following average cost (AC) criterion
where
J com (π, e 0 ) := lim
where λ is a positive scalar, Q a positive definite matrix and E π e0 denotes the expectation given a protocol π and an initial state e(0) = e 0 .
The criterion in (31) is a weighted sum of two terms: the first term J est (π, e 0 ) penalizes a time-averaged expected quadratic estimation error, whereas the second term J com (π, e 0 ) penalizes the average communication rate, measured in terms of the number of messages sent per unit of time. The constant λ allows one to adjust the relative weight of the two term and yields Paretooptimal compromise solutions between the two conflicting criteria.
Defining the one-step cost c(e, v) := e Qe + λv ,
we can rewrite the cost function (31) as follows
For technical reasons, we restrict the optimization problem to the set of protocols that satisfy
where M denotes the maximum number of redundant packets possible and L > 0 is a constant. This restriction ensures that M packets are sent when e grows as large as L, but our results allow L to be arbitrarily large. The set of protocols that obey (36) is denoted by Γ.
A protocol π * ∈ Γ is said to be AC-optimal if
and J * is called the optimal AC-function.
Next we provide a brief review of results in average cost optimization. The reader is refered to [9] for an in depth treatment. For functions ϕ : R n → R, we denote by Tvϕ(ē) the expected value of ϕ(e(k + 1)) given e(k) =ē and v(k) =v, i.e.,
and by ∆vϕ(e) we denote the expected one-step variation of the function ϕ:
∆vϕ(e) = Tvϕ(e) − ϕ(e) .
(39)
It follows readily from (30) that
where f is the probability density of the normal distribution with zero mean and covariance Σ.
For a protocol π, suppose that there exists a function ϕ and a constant such that ≥ c(e, π(e)) + ∆ π(e) ϕ(e), ∀e ∈ R n .
It follows from [13, Thm. 14.2.2] that J(π, e) ≤ , i.e, is an upper bound on the average cost achieved by the protocol π.
Bellman's equation for the average cost problem takes the form * = min
where ϕ * is known as the relative value function and the average cost is given by the constant * . Under suitable conditions, (42) implies that π * is AC-optimal [1, Thm.
5.1].
Our next theorem states the existence of a solution to (42) and of an AC-optimal protocol as long as one has enough channels to stabilize the process.
Theorem 4
Suppose that the number of channels M in (36) is sufficiently large so that
Then:
(1) There exists a constant * ≥ 0, a continuous function ϕ * and a protocol π * ∈ Γ that satisfy equation (42). (2) π * is AC-optimal and * is the optimal AC-function (i.e. the optimal cost is independent of the initial condition).
The proof, based on results from [18] , is given in the appendix. Furthermore, this reference gives a guarantee that the optimal protocol given by the theorem is optimal even if time-varying and randomized protocols are considered. A possible solution method for (42) is the value iteration algorithm, whose convergence can be guaranteed applying results from [10] with the same Lyapunov function as in the proof of Theorem 4.
Suboptimal Protocols
Solving for the optimal protocol in Theorem 4 may be computationally intense for high-dimensional systems. Fortunately, one can exploit the linear structure of the controlled plant to find suboptimal protocols that are computationally tractable. To this purpose, we consider quadratic relative value functions of the formφ = e He, where H is a positive definite matrix. As in (41), an upper bound on the optimal cost is given by the constant that satisfies
[e Qe + λv + p v e A HAe − e He + tr HΣ] .
While one could search numerically for a matrix H for which (44) holds with the smallest possible¯ , our numerical examples in Section 7 were obtained by simply taking H = H s , where H s is the solution to the Lyapunov equation p M A H s A − H s + Q = 0. The motivation for this choice is that ϕ s = e H s e approaches the solution to (42) as e grows to infinity (or as λ approaches zero). Alternatively, ϕ s could also be obtained as a result of applying just one iteration of the policy iteration algorithm (see [9] ) initialized with the protocol π 0 (e) ≡ M, ∀e.
From (44), the resulting suboptimal protocol is π s (e) = arg min
The protocol π s is considerably simpler to compute than π * and it offers the additional benefit of a smaller (memory-wise) representation.
A Simplified Optimal Protocol
In many applications, sensors have limited computational capabilities that could prevent the use of elabo-rate protocols that require the computation of estimation errors as those considered in Section 5. To address this issue, we can design a simplified protocol that bases its decision rule only on the consecutive number of failures (k) that occurred prior to the k-th sampling time, much like the protocols considered in Section 3.
In general, this approach would lead to a partially observable MDP. Fortunately, due to the special structure of the problem, we show that it is enough to consider a fully observable process. We consider two controlled Markov chains, one whose state is simply (k) and another one whose state is the pair e(k), (k) . Let Γ denote the set of stabilizing feedback protocols for which v(k) depends only on { (s); s ≤ k}. For π ∈ Γ and the chain (k), define the average cost
where the one-step cost is given bȳ
Theorem 5 For every protocol π ∈ Γ ,
where J is the original cost in (31). Therefore, an ACoptimal protocol for the cost J and the chain (k) is also an AC-optimal protocol for the cost J and the chain (e(k), (k)) within the set of protocols Γ .
Proof. We can rewrite our cost criterion (35) as
(50) Once a packet is successfully transmitted, the belief (conditional probability) of e(k) is solely given by f (e), through (30), and it does not depend on any previous beliefs. Hence, the average cost criterion does not depend on the initial belief. Thus, without loss of generality, we can calculate the average costs assuming that 0 = 0 and e 0 has distribution f (·). For this initial condition, e(k) is conditionally distributed as If we further restrict the set of protocols to be such that v = M for ≥ T , we no longer need to keep track of the number of consecutive drops (k) when it exceeds T . We can therefore truncate the Markov chain (k) by redirecting the jumps ( = T ) → ( = T + 1) to ( = T ) → ( = T ). Thus, we have moved from the infinite dimensional problem in Section 5 to an optimization in a finite Markov chain. Using the per-stage costc in (47) and the transition probabilities for in (10) , one can calculate AC-optimal protocols that depend on only. This could be done either via dynamic programming [2] or via direct optimization, since the average costs can be directly calculated using the stationary distribution as in Section 3. Interestingly, oncec is known, the complexity of solving for the optimal protocol does not depend on the dimension n of the dynamical system, but only on T and on the size M + 1 of the set of control actions.
In general, the designer can select the constants M and T to be small. This is so because the probability of failure p M becomes indistinguishably small for M larger than some small constant, typically 3. Likewise, the probability of reaching a state = T also decreases exponentially with T . An important consequence of the set of control actions being small is that one can solve for the optimal protocol offline and then use small look-up tables. The same observations also apply to the optimal protocols in the previous section.
Remark 2 When solving an optimal control problem with quadratic costs, the separation principle does not hold in the setting of Section 5 since the communication protocols may depend on x(k). On the other hand, the separation principle does hold in the context of the simplified protocols of this section. To see why, note that, for each fixed simplified protocol, we have a Markov Jump Linear System, for which the separation principle is known to hold [8] . As it turns out that the optimal control and optimal estimator do not depend on the fixed protocol, the separation principle holds for the general problem.
Numerical Examples
It is common to guide autonomous vehicles indoors based on global position information captured by sensors (e.g., cameras) mounted off-board. The results in the paper are exemplified in this context, by studying the problem of estimating the position of a vehicle based on the acceleration measured by on-board sensors and on "occasional" global position measurements from an off-board camera network (with communication through an unreliable camera network). We con- By varying λ from 10 −5 to 10, we constructed the Pareto frontiers for the protocols described in Sections 5 and 6. The curves are shown in Fig. 2 , where protocols are restricted to the different action sets v ∈ {1, 2}, v ∈ {1, 2, 3} and v ∈ {0, 1, 2}. Some important observations can be deduced from this figure:
(1) The simplified optimal protocol discussed in Section 6 produces protocols that can be quite close to the Pareto-optimal boundary. (2) Increasing the maximum number of redundant packets beyond 2 hardly improves the Paretooptimal boundary. (3) If we were to allow no transmissions at some time instants (i.e., v(k) ≥ 0 instead of v(k) ≥ 1) then one could further improve the optimal Pareto-optimal boundary (dash-dotted line in Fig. 2) .
A phenomenon that commonly arises in multi-objective MDPs is that points on the Pareto frontier do not always correspond to deterministic protocols. This is the case for the Pareto frontier of the simplified protocol, where only the points marked with a cross correspond to deterministic protocols and the lines linking those points correspond to randomized protocols that can be derived from the deterministic ones as explained in [4] .
Suboptimal approaches have been considered in Fig. 3 . To show the performance improvement that arises from judiciously sending redundant information, we considered also the baseline protocol that always sends one packet per time step. Some observations from this figure are:
(1) The suboptimal protocol π s in (45) gives a performance remarkably close to the Pareto frontier and is significantly better than the simplified protocols. (2) Using the trivial protocol v(k) = 1, ∀k, leads to less communication (x-axis) than the protocols that use v ∈ {1, 2} and v ∈ {1, 2, 3}, but this is at the expense of a significantly larger estimation error (y-axis). In fact, based on the results of Section 3, we know that for unstable systems and large drop probabilities, v(k) ≡ 1 can lead to instability. (3) The steep slope of the Pareto frontier at communication cost 1 indicates that a large percentual decrease in estimation cost can be obtained with a small percentual increase in communication cost.
Redundant Transmissions vs. Retransmissions
The motivation for using redundant transmissions as opposed to retransmissions (such as in TCP) is that NCSs Fig. 2 . Pareto Frontiers for: optimal protocol with v ∈ {1, 2} (solid); optimal protocol with v ∈ {1, 2, 3} (dashed); optimal protocol with v ∈ {0, 1, 2} (dash-dotted); simplified optimal protocol with v ∈ {1, 2, 3}, < T = 5, and v = 3 for ≥ T = 5 (cross). performance may suffer due to the delay accumulated in the transmission, error detection, acknowledgements and retransmission.
To provide some intuition on how the protocols described here compare with TCP we consider two idealized TCPlike protocols. In the first protocol, we consider a TCPlike scheme in which it is always possible to perform one transmission of x(k) and, if necessary, at most one retransmission before the sampling time k + 1. At time k + 1, the measurement x(k + 1) is available at the sensor for transmission and the old measurement x(k) is discarded (regardless of whether it was successfully transmitted). In the second scheme, a retransmission of x(k) is only received at time k + 1 so it cannot be used until time k + 2. Hence, the retransmitted message is only used if the message containing x(k + 1) is dropped. We assume that original and retransmitted packets are dropped with i.i.d. probabilities with the same value as in the redundant channels above.
The results are shown in Fig. 3 . The delay free TCP scheme outperforms the redundant transmission protocols for a large region of cost combinations. On the other hand, a one-time-step delay is already enough to have the TCP scheme outperformed by the redundant protocols. In practice, many things can go wrong with TCP such as random delays and correlation between drops, which in our framework would imply a higher probability that the retransmitted packets are not used (dropped).
Irrespectively of these implementation issues, redundant protocols offer the advantage of flexibility in the choice of different estimation and communication costs combinations by selecting different operating points within the Pareto boundary.
Conclusions and Future Work
We introduced new communication protocols for networked control systems that adjust the probability of transmission failures. Two different types of protocols were proposed, one for nodes with reasonable computational capabilities and a much simpler one that is suitable for nodes with limited computational capabilities. These results can be readily extended to the case of partial state measurements and delays in the network by following the procedure in [19] . Our results also suggest that redundant channels may be efficiently shared among multiple feedback loops.
The proposed technique has a diminishing returns property in the sense that little additional benefits are obtained by increasing the number of redundant channels beyond two or three. This implies that implementing a large number of channels is not necessary to obtain significant performance gains using our technique.
Future work includes constructing other forms of adaptive channel techniques such as varying the transmitter power or using different codes depending on the history of communications between nodes. It is also important to address the case when the drops for different packets are not independent of each other.
