Abstract-By allowing network functions to be virtualized and run on commodity hardware, NFV enables new properties (e.g., elastic scaling), and new service models for Service Providers, Enterprises, and Telecommunication Service Providers. However, for NFV to be offered as a service, several research problems still need to be addressed. In this paper, we focus and propose a new service chaining algorithm. Existing solutions suffer two main limitations: First, existing proposals often rely on mixed Integer Linear Programming to optimize VM allocation and network management, but our experiments show that such approach is too slow taking hours to find a solution. Second, although existing proposals have considered the VM placement and network configuration jointly, they frequently assume the network configuration cannot be changed. Instead, we believe that both computing and network resources should be able to be updated concurrently for increased flexibility and to satisfy SLA and Qos requirements. As such, we formulate and propose a Genetic Algorithm based approach to solve the VM allocation and network management problem. We built an experimental NFV platform, and run a set of experiments. The results show that our proposed GA approach can compute configurations to to three orders of magnitude faster than traditional solutions.
I. INTRODUCTION
Network Functions Virtualization (NFV) [1] proposes to virtualize functions such as load balancers, firewalls, intrusion detection devices and WAN accelerators, traditionally running on proprietary hardware appliances, and instead have them operate as virtual software components on commoditized hardware. In addition to reducing costs and time to market, NFV enables new properties such as elastic scaling: NFV allows the flexible increase and decrease of resources (e.g., CPU, memory) allocated to each VM instance, and the number of VM instances, to satisfy the dynamic and fluctuating service demands. However, for Virtual Network Function to be offered as a service (e.g., to virtualize the 3G/4G Mobile Core Network and IMS), several research problems still need to be solved [2] .
In this paper, we focus and propose a new service chaining algorithm. Researchers have typically relied on mixed Integer Linear Programming (ILP) to optimize VM allocation and network management [3] . However, we argue that this approach is too slow to satisfy dynamic traffic demands and requirements (e.g., flash events). Our own experiments show that to implement 10 network functions optimizing both computing and network resources, ILP calculations take more than 2 hours. In addition, although several works have considered both VM allocation and network management jointly [4] [5] , most of them have assumed that only one of the two components could be modified: For example, [3] [4] [5] [6] assume that the computing resources allocation can be updated but not the network configuration.
Instead, we believe that both computing resources and network configuration should be able to be updated concurrently: such approach offers more flexibility, and allows NFV's SLA and QoS requirements to be met [7] . We take advantage of software-defined/OpenFlow infrastructure [8] to facilitate network management, and maximize network resource utilization. As such, in order to quickly optimize both server and bandwidth resources simultaneously, we developed a Genetic Programming based approach: Genetic Algorithms (GA) were developed in the field of artificial intelligence and are search heuristics inspired by the process of natural selection, and used to generate useful solutions to optimization and search problems [9] . GA relies on different techniques including mutations and crossover of non-optimal solutions to generate new solutions, and ranks the solutions according to a fitness function. The population (i.e., the number of solutions considered) is maintained around the same size since solutions with the lowest fitness function values are dropped from the population. Note that ILP objective functions can be the fitness function in a GA. We modeled the optimization of the VM and network resource allocation problem with a GA that returns the best fitted solution after a fixed amount of generations have been explored.
We built an experimental NFV platform to better understand and study research issues related to NFV. The architecture and the complexity of our experimental NFV platform are simpler than those defined by existing standardization bodies (e.g., ETSI, IETF) [1] . This simplification allows us to focus on specific research aspects and conduct experiments. In particular, we validated our proposal, and our results show that although GA may not provide the optimal solution, GA can decide the computing and network allocations for tens to hundreds of policies in a 64 server environment on the order of seconds. Our proposed GA approach can therefore compute configurations two to three orders of magnitude faster than traditional solutions. We believe that such time reduction would be essential for NFV to be offered as a service.
The rest of the paper is organized as follows. Section II presents our experimental NFV platform. Section III introduces its management system. Section IV describes the implementation of GA based network function placement and dynamic scaling out/in. Section V shows the evaluation of the implementation.
II. OVERVIEW OF EXPERIMENTAL PLATFORM: NETWORK FUNCTION CENTER (NFC)
NFV is bringing closer the possibility to truly migrate enterprise data centers into the cloud. However, for a Cloud Service Provider to offer such services, many research questions still need to be addressed: e.g., when and where should new virtual network functions be instantiated?, How to scale up/down resources to satisfy traffic demands and guarantee QoS? How can network configuration be updated on-demand to guarantee service chaining, especially in the events of virtual network function creation and deletion?
We are building an experimental platform that we call Network Function Center (NFC) to study research issues related to NFV and network function. We want to develop the NFC using a simple but comprehensive architecture where different types of studies and experiments can be conducted. We will start making several simplifying assumptions that we might later relax if needed. In a NFC, we assume a network function is implemented on a VM that can be deployed in any server in the network, contrary to traditional network functions that are hardware based middle-boxes in fixed places in the network. In this section, we briefly describe the functionality we expect from a NFC and the proposed architecture.
A. Functionality We assume NFC delivers virtualized network functions to clients on a subscription basis. To receive services from NFC, a client needs to provide the following three specifications to a NFC: (1) types of functions required, (2) interconnectivity between these functions, and (3) expected traffic load to be generated by these functions. The abstractions used to solicit this information from a client will depend on the functions. The specification could be complex as a high-level description of a virtualized network where each network's endpoint is connected to predefined Virtual Networks [10] ; or a simple specification as a set of network services chains through which different classes of traffic must go through [11] (e.g., all traffic from 10.0.0.0/24 must traverse IDS-Firewall-Proxy). The specifications can be (automatically or semi-automatically) translated into a collection of Directed Acyclic Graphs (DAG) connecting sources to destinations of data flows in which the intermediate nodes in a graph path represent network functions that must be applied to the traffic flow going through the path. The first and the last node in a path are the source and the destination of the flow and may or may not be hosted inside the NFC. Each DAG must be accompanied with capacity information for each node (i.e., function capacity requirements) and information about traffic characteristics that will go through the different paths (e.g., traffic class, expected throughput). As an illustration, we assume a NFC that provides network functions represented as chains of services. As illustrated in Table 1 of Figure 1 , the client request comes to the NFC in the form of
• Policy (chain of required network functions)
• Ingress and egress locations of client's traffic flow
• Expected volume of the traffic flow
Once the client request is accepted by the NFC, the client's traffic is redirected to the NFC to traverse the network functions. The NFC must guarantee that the client's traffic traverse all the network functions in the correct order. In addition, the NFC is expected to increase/decrease the number of network functions instances and paths for the traffic flow according to the application's dynamic needs and agreements with the client.
B. Architecture
The overall architecture of a NFC consists of two main components: a physical infrastructure, and a management system for the infrastructure.
The physical infrastructure comprises a network and a server infrastructure. The network infrastructure provides connectivity for all communications occurring in the NFC and between the NFC and its users. The server infrastructure hosts all network services. Servers in the NFC are used to deploy the virtual machines (VMs) where network services run. A network service is implemented as a software on a VM. Figure 1 represents a snapshot of a NFC. It depicts the placement of network services to implement the two policy chains in Table 1 . Table 2 shows the physical sequences of switches and network services the client's traffic will go through. Client1 wants his traffic flow coming from 10.1.0.0/24 to any destination to go through the policy chain of Firewall-IDS-Proxy network services. To grant his request a firewall service and a IDS service are implemented on two VMs at Server1 and a Proxy service is implemented on a VM at Server2. The network architecture depicted in the figure represents a tree-like architecture typical of datacenters, but our NFC architecture does not assume any particular network structure. As network element reconfiguration becomes a more active part of the management, these standard architectures may change for the benefit of the management. The architecture Management System is described in more detail in the next section.
III. NFC MANAGEMENT SYSTEM
The goal of the NFC Management system is to automate arrangement, coordination and management of NFC components to maximize on-demand client requests whilst guaranteeing QoS. Figure 2 gives an overview of the initial proposed NFC 
A. Process of NFC Management System
The process NFC Management System is built around five key modules: (1) Resource Manager, (2) Topology Manager, (3) Flow Manager, (4) Elasticity Manager and (5) Rules Generator.
Once a new client request is submitted, Resource Manager takes decisions on the placement of network functions and paths for the client's traffic to follow inside the NFC. The Resource Manager is also called by the Elasticity Manager. The Elasticity Manager monitors the resources utilization. According to parameters such as network traffic, applications' requirements and agreements with clients, the Elasticity Manager takes decisions on when to increase/decrease the instances of network functions and paths for the traffic flows. Once the Elasticity Manager makes its decision, the information is passed to the Resource Manager which then determines the possible changes to the placement of the network functions instances and paths. The Topology Manager, Flow Manager, and Rules Generator configure the network according to decisions taken by the Resource Manager and Elasticity Manager.
The five key modules are described with more detail in the following sub-sections.
1) Resource Manager:
The Resource Manager module takes the network's traffic, topology data, constraints and client requirements as inputs. For each client requirement, the Resource Manager decides: (1) the acceptance or rejection of the client request and (2) if the request is accepted, then for each network function, it identifies: (a) either a non-used VM that can be re-used to run the required network function or a server where a new VM can be created to run the required network service, and (b) a path for traffic flow between every two network functions directly connected in the DAG based on expected volume of traffic specified in client requirement and the available bandwidth of links in the NFC.
In addition, responding to requests from the Elasticity Manager to scale resources, the Resource Manager decides a new set of network functions assignments and paths for existing client's traffic flow. In the NFV context, scaling of network functions include: (1) scaling out/in by changing number of instances and (2) scaling up/down by changing memory/CPU capacity/storage of the existing instance [1] . In our research, we have considered the scaling out/in situation. So for scaling out, the decision of whether to create a new service instance in a more suitable location or re-use a dormant service to save service instance creation time, may depend on several factors such as the location of the dormant service and its capabilities. Reassignment of functions and paths allows cloud service providers to maximize their resources. However, the transition from one configuration of network functions and flow assignment to another could create transient congestion which could degrade applications performances.
The combination of all these factors has to be considered by the Resource Manager to decide resource allocation. A popular technique that has been used for VM allocation [3] and network management [11] is to model resource allocation as a mixed Integer Linear Programming (ILP) optimization problem. There is the intrinsic constraint that ILP optimization is a NP-complete problem, and even when solutions are obtained for special classes, it might be too slow for continued adjustments of the system configuration causing inappropriate hysteresis in the reaction. We advocate the more realistic approach of looking for a good feasible configuration and do not expect to find optimal solutions like the ones returned by ILP. We need to explore approximations techniques. In our prototype, we have modeled the problem as finding the best fitted solution according to a Genetic Algorithmic (GA) modeling [9] of the problem. Details of the implementation can be found in Section IV.
2) Topology Manager: The Topology Manager module is responsible for maintaining up to date state of the physical infrastructure of the NFC. It keeps an inventory of all functions running or dormant in the system. It knows about all physical paths between servers and paths used by all the traffic flows. It also maintains information about current traffic and service demands. It will be the source of data for any analytic needed to be done about the NFC. It is also in charge of the instantiation or re-use of the necessary network functions as well as the provisioning needed according to the instructions given by the Resource Manager. Creation of network functions may include deploying a VM in a server, installing the necessary software and starting the necessary processes required by the network functions.
3) Flow Manager: The aim of the NFC is to provide flexibility in regard to network functions placement which can be placed anywhere in the network. Hence, the sequence of switches in the physical network that the traffic from a client has to follow, may have loops (the same traffic flow may visit the same server for two different functions more than once). If so, the combination of original source and destination information of a packet, is not sufficient to identify the network functions this packet has gone through so far. Making the situation more complicated, many network functions modify packet headers. Therefore the original source and destination information of a packet can be changed during the flow [11] . Hence, it is essential for the Flow Manager module to find mechanisms to come up with unique identification for the state of a packet in a flow path. This identification can be done through tunnelling mechanism [10] or can be added into headers of packets going through the network service.
4) Elasticity Manager:
One of the main objectives of NFC is to support scaling out/in network functions according to the network traffic and dynamic needs of applications. Therefore, the Elasticity Manager monitors the network and servers to determine when to scale out/in the resource allocation to meet the traffic demands according to the SLAs and QoS agreements. Finding the exact network function(s) or path(s) which are causing the bottleneck is essential because of the costs involved in running new network functions as well as the impact reallocating functions and flow paths may cause in service quality and traffic lost due to switching delays. Also, it is important to decide the right type an amount of resources to increase/decrease to achieve the demand and avoid the potential for some kind of thrashing phenomenon.
5) Rules Generator:
The Rules Generator module generates data plane configuration for the switches to route traffic through the appropriate sequence of network functions from their source to destination according to client requirements. It is this module that directly takes advantage of SDN and OpenFlow. Because the NFC controls the switches, routing inside the NFC network is done entirely using OpenFlow VLAN and MPLS tags adapting the ideas from [11] . This is done to avoid all the problems that modifications of packet headers by middle boxes can cause [12] . Rules Generator uses the identification tag issued by the Flow Manager to infers mappings between the incoming and outgoing traffic flows of a network service and to identify the traffic flow that a packet belongs to. Tags are added at ingress point before the traffic has been gone through any network function, thus letting the traffic be identified by the Source and Destination headers and they are removed at the egress point.
Furthermore, when updating the network configuration as a result of scaling needs, the Rules Generator follows the per-flow consistency introduced in [13] to avoid any inconsistencies in transient traffic and reduce traffic lost. The update mechanism works by stamping every incoming packet with a version number and modifying every configuration so that it only processes packets with a set version number. To change from one configuration to next, it first populates the switches in the middle of the network with new configurations guarded by the next version number. Once that is completed, it enables the new configurations by installing rules at the perimeter of the network that stamp packets with the next version number.
This method makes network updates faster and cheaper, by limiting the number of rules or switches affected.
IV. INITIAL IMPLEMENTATION OF RESOURCE MANAGER
As the initial stage of developing NFC Management System, we have focused on the implementation of the Resource Manager. Also, we have implemented the Flow Manager and Rules Generator modules as the supporting modules to evaluate the Resource Manager module. In this section, we describe with some detail the implementation of the Resource Manager module.
A. Genetic Programming (GP) Approach
As explained in section III-A1, the Resource Manager module has two main responsibilities: (1) New function provisioning: upon receipt of a new set of policies, resources are identified within the given physical network constraints and already allocated resources for the existing policies and (2) Scaling out/in: upon the request from the Elasticity Manager to support scaling out/in the resources, decides a new set of network functions assignments and paths for existing client's traffic flow. These two activities are implemented independently but both use Genetic Algorithm (GA) as the mechanism to allocate resources.
GAs are a part of evolutionary computing and were introduced as a computational analogy of adaptive systems [9] . They are modelled loosely on the principles of the evolution via natural selection, employing a population of individuals that undergo selection in the presence of variation, inducing operators such as mutation and crossover. A fitness function is used to evaluate individuals, and reproductive success varies with fitness.
The GAs [9] : 1) Randomly generate an initial population F(0) with n full solutions f 2) Compute and save the fitness u(f) for each individual full solution f in the current population F(t) 3) Generate F(t+1) by selecting i full solutions from F(t) 4) Produce offspring by applying genetic operators to population F(t+1) 5) Repeat step 2 until satisfying solution is obtained.
Following the terms used with GA concepts, a possible configuration state (represented by servers and paths assignments) of the NFC is considered as a full solution f , if it is an allocation of resources for all the policies in the system. The population F(t) consists of n full solutions which represents different possible configuration states for the NFC. If there are m number of policies in the NFC, then each full solution contains m number of partial solutions, each partial solution representing the allocation of resources (i.e., servers and paths) for each policy. 
1) Handling new services provisioning:
For new services provisioning, the Resource Manager uses network's traffic, topology data, server constraints and client requirements as inputs. In step 1, the Resource Manager generates the initial population F(t). It performs a selection for the initial assignment of network functions and paths for each new policy request, within the given physical network constraints and previously allocated resources for the existing policies. We have used Depth First Search (DFS), so that the servers and paths are selected by searching through the whole search space and selecting the first solution we come across. The configuration state (network functions and paths) that the Resource Manager comes up with DFS for a new policy request is a partial solution that combined with the partial solutions of each of the existing policies form a full solution.
After the initial population is generated, the fitness function 1 (F1) given in Table I is used to measure how good a full solution is (step 2). F1 takes into account: servers capacity, links capacity, number of links used and number of servers used with respect to the total physical usage of the network and network resources available. Weights of parameters (w 1 , w 2 and w 3 ) can be decided according to the preferences, whether to give more priority to server utilization or links utilization.
As we are trying to maximize the server and network utilization, fittest solutions are those for which the function returns the smallest value. So the full solutions that returns small values are preferred and in step 3 they are selected as the best solutions for next generation population.
In step 4, the Resource Manager performs mutations and crossover for randomly selected partial solutions of a full solution and generate a new full solution. We have considered two types of genetic operators to produce offspring: (1) mutation and (2) crossover. Crossover and mutation perform two different roles. Crossover is a convergence operation which is intended to pull the population towards a local min/max. On the other hand, Mutation is a divergence operation. It is intended to occasionally break one or more members of a population out of a local min/max space and potentially discover a better space. Since the end goal is to bring the population to convergence, crossover happen more frequently and mutation, being a divergence operation, happen less frequently.
In our implementation, mutation is achieved via (1) Replacement where we try to place the network function in a different server and (2) Re-wiring where we try to find a different path between given two network functions. For the Re-placement mutation, first we select a random full solution from the population and a random partial solution of the selected full solution. Then, we select a random network function in the partial solution and try to find a new server where it can be placed on. If a new server is available to place the selected function, then we find paths accordingly between the network function and its successor by considering the new placement. For the Re-wiring mutation, similar to Replacement mutation, first we select a random full solution from the population and a random partial solution of the selected full solution. Then we select a random network function in the partial solution and try to find a new path to its successor.
For the crossover process in the implementation, first we select two random full solutions from the population and a random partial solution from each selected full solution. Then, we try to check whether the configuration given in first partial solution can be applied to the second partial solution and viceversa. If both ways are possible, then the configurations of partial solutions will be changed accordingly.
The newly generated full solution is added to the existing set of full solutions, which is known as the current population. This process is continued until x number of generations are explored. In the final generation, the full solution that gives the best fitness value is selected as the best configuration for the new policy implementation.
2) Handling scaling out/in: When the Elasticity Manager decides a network function or a path has to be scaled out/in, the Resource Manager starts with the current state and performs an initial selection for the re-assignment of resources (new servers and paths) of a set of network functions that are scaling. As previously explained, the initial selection is done using DFS. The partial solutions relevant to the scaling up are modified according to the results of the search.
The fitness function 2 (F2) given in Table I is used to measure how good a full solution is. It uses additional parameters representing the changes to the current system. While trying to maximize the server and network utilization, we want to minimize the changes to the current system because drastic re-arrangements of the system configuration will cause unacceptable deterioration of functions during the transition time. Therefore, according to the requirements, weights of the parameters (w 1 , w 2 , w 3 , w 4 and w 5 ) can prioritize server and link utilization or minimize server or link changes.
The mutations and crossovers are carried out only to the partial solutions which were changed because of the scaling out. As mentioned earlier, the process is continued until x number of generations are explored and the best full solution is selected as the configuration for re-assignment of the policy.
V. EVALUATION
In this section we describe results of experiments which were carried out to test the two main functions of the Resource Manager: (1) New functions provisioning and (2) Scaling out of existing functions. Also, we will show a comparison of two configuration update mechanisms used by the Flow Manager and the Rules Generator: (1) Rules are updated in all switches simultaneously and (2) Uses versioning tags to maintain perflow consistency.
A. Simulation Setup
Our prototype NFC management system have been developed in C++ and Python. Conceptually, the Resource Manager, Topology Manager, Elasticity Manager and Flow Manager can be seen as controller applications, while the Rule Generator as an extension to the network operating system. Our prototype network makes use of Software Defined Networks (SDN) to allow programmatic control over the traffic flow and easy reconfiguration of the physical network. We have implemented the physical structure in Mininet [14] , used "Ryu" [15] as SDN controller, and dumb OpenFlow switches as network services [8] .
In our experiments, we have considered a new functions provisioning to be a set of policies (chains of network functions). The policies used in experiments are generated randomly with at least 2 but no more than 7 functions. We have considered 5 types of network functions where each network function needs different number of capacity units. The types of network functions in a policy are also selected randomly. All experiments were carried out in a machine with an Intel core i7-4500u processor and 8GB of RAM. Figure 3 shows a 4-ary fat-tree. A typical k-ary fat-tree network has three layers: a core layer, an aggregation layer and a Top-of-Rack (ToR) layer. It consists of (k/2) 2 core layer switches and k pods of k switches, half of them aggregation switches and the other half ToR. Each switch in pod has k ports. The ToR switches are at the bottom of the pod, and the aggregation switches in the middle. In one pod, each ToR switch is connected to every aggregation switch and (k/2) servers. Each aggregation switch connects to (k/2) 2 switches on the core layer.
B. Handling new policy requests
A popular technique that has been used for VM allocation [3] is to model the resource allocation as ILP optimization problem. There is the intrinsic constraint that ILP optimization is a NP-complete problem, and even when solutions are obtained for special classes, it might be too slow. We carried out 3 experiments to calculate the time taken to find a solution to implement 10, 30 and 50 network functions with ILP. ILP took 2.3, 4.6 and 7.2 hours respectively. Even though an ILP formalization of the problem gives an exact solution, ILP calculation is unfeasible for NFC because to find an optimal configuration, ILP takes a lot of time even for a small number of network services. Therefore, for NFC prototype, we have modelled the Resource Manager with the GP approach which finds the the best fitted solution according to a Genetic Algorithmic after a fixed amount of generations have been explored. When handling new provisioning request, the Resource Manager processes the policy chains in the request sequentially. For each policy, it starts by performing a DFS for the assignment of servers and paths for the policy (i.e. a partial solution) under network and server constraints of already allocated resources for the existing policies. After the initial solution for the policy is found, with the use of GP approach, the Resource Manager performs mutations and crossovers for randomly selected partial solutions of a full solution and generate new full solutions. Figure 4 gives the average total time taken to implement new functions provisioning requested comprising of 100 policies chains (this would be about 500 network functions) in 4 types of NFC environments: (1) 8 servers, (2) 16 servers, (3) 32 servers and (4) 64 servers with 200, 300 and 400 generations. These total times include: (1) time taken for Resource Manager to perform DFS to come up with an initial partial solution for each policy and (2) time taken to run the GP over generations to come up with a better full solution. The growth of the graph is exponential and it seems to becoming smooth when the number of servers are increasing. The increase is due to the large number of choices, specially at the beginning when all resources are available, in larger NFCs.
In order to understand the effect of the size better we get the average times for the DFS part and the GP part for 200 generations separately. In Figure 5 shows that it is indeed the DFS that takes large portion of the time. This can be addressed by using simple heuristics to find the allocation of a few of the first policies and only start running DFS when the heuristics fail to find quick solutions. Since we are processing policies in a new provisioning request sequentially, we needed to check the impact of the order in the results. Figure 6 shows that order has not much effect. We have fixed 100 policies and processed them in 100 random orders for environment (2) . Only three different fitness function values were obtained with a mean value of 0.689 a standard deviation (SD) of 0.008. When 100 random policies were selected 100 times and processed the mean was 0.686 and the SD 0.022. As explained in section IV, handling scaling out requests of existing policies, starts with the Resource Manager performing a DFS for the reassignment of a set of network functions and the corresponding paths. In a first set of experiments we wanted to figure out what was the impact of the number of functions scaling out simultaneously and the initial state of the system before the scaling out starts. We used two types of environments for the experimental setup: (1) an environment where 80% of the server and links capacity are full (tight environment) and (2) an environment where only 50% of the server and links capacity are full (loosely tight environment). We carried out three sets of experiments in each environment. One in which 30 functions were scaling out simultaneously, one in which 10 functions were scaling simultaneously and a third one in which only one function is scaling out. The results are summarized in Figure 7 .
C. Handling scaling out requests of existing policies
The first observation is that there is little benefit in running the GP when the number of functions scaling simultaneously is small. One can avoid running the GP and use directly the DFS solution. Correspondingly, GP optimization offers more gains for larger numbers of simultaneous requests. When implementing 10 policy changes simultaneously, in 37.5% of experiment runs, the full solution was improved over generations. When implementing 30 policy changes simultaneously, the full solution was improved in 65% of the runs.
The second observation is that the tight environments get more improvements than the loosely tight environments. Over all the experiments, in fully tight environments, the fitness function of the full solutions was improved in 52.5% of the runs by the GP, while in the loosely tight environments, there were changes only in 37.5%.
The last observation is that in all the cases, most of the improvement in the fitness function happens early on, and after 200 generations the improvements decrease significantly. Hence, we will present the performance numbers based on runs of 200 generations. In the second set of experiments we collected data from 30 runs of 200 generations when 30 functions were scaling simultaneously. We measured the time at two points. First, the time the Resource Manager took to perform DFS to find to initial solution, and then the time it took to performs the mutations and crossovers in GP. We run the experiments in the 4 environments: (1) 8 servers, (2) 16 servers, (3) 32 servers and (4) 64 servers. The results for the GP part is shown in figure  8 . We observed that the time taken by the DFS is insignificant with respect to the time taken by the GP part. For the DFS part, the speed of growth is decreasing with the increasing of the number of servers. For the GP part, the growth is linear with respect to the number of servers.
D. Updating the physical network configurations
As explained in sections III-A5, as part of the scaling out/in, the Rule Generator has to reconfigure the data plane dynamically. As the initial step, we have experimented with two different implementations found in existing works: (1) Rules are updated in all switches simultaneously, and (2) versioning tags are used to maintain per-flow consistency [13] . The first implementation introduces an average of 7% packet loss while second implementation reduce it to average of 1.5%. As a part of future work on the Rules Generator module, we are planing to explore more methods of updating the physical network configurations to reduce the packet loss.
VI. NEXT CHALLENGES
In order to truly integrate network functionality into commercial offerings of Cloud services, we advocate for a more aggressive integration of the network and server infrastructure. Advances in SDN and standards such as OpenFlow make this integration feasible. However, this integration does not come without new challenges.
The most immediate challenge comes with the network functions placement, that is the increase in the dimensionality of the optimization space. In its most basic form, we want to simultaneously optimize the placement of functions (in the servers) and traffic load (by finding the appropriate paths in the network). The larger number and the non-linear dependency of the variables involved indicate that typical mixed ILP approaches might not be the appropriate tool to approach the problem -we don't want exact solutions, we want fast solutions. The time typically required for ILP to compute a solution is unsatisfactory, especially considering that client's traffic characteristics may change quickly. Even though we have used a linear equation as the fitness function for our implementation, it is not necessary for the fitness function of a GA to be linear. One can derive a non-linear fitness function, that can produce better feasible solutions in a given time constraint and that are robust to progressive changes in the system, since drastic re-arrangements of the system configuration will cause unacceptable deterioration of functions during the transition time. We have also assumed a management system that is mostly agnostic to the semantics of functions, but it is likely that with knowledge about the functions during optimization better and faster results can be obtained. We need to look for approximation algorithms that can cope with nonlinear objective functions and we are planing to explore metaheuristics in operation research and hybrid machine learning methods which are practical improvements based on semantic knowledge injected to the theoretical models of optimization and learning.
The second challenge is to determine when to scale out/in the resource allocation to meet the traffic demands according to the SLAs and QoS agreements. Finding the exact network function(s) or path(s) which are causing the bottleneck and deciding the right number of resources to increase/decrease to achieve the demand is important.The most basic method to scale out/in is to monitor system-level metrics (server and links utilization) and determining whether to scale out/in based on a threshold. However, threshold-based algorithms do not capture the complex interaction among multiple resource parameters (server and links) and the potential diversity of traffic types. Determining the right set of thresholds for them to simultaneously achieve the right SLA and QoS for each type of traffic would be difficult. Often the thresholds are set based on ad-hoc measurements and past experiences. We are planing to explore machine learning techniques, in particular reinforcement learning, to learn the behaviour of the applications and automatically adapt to changes. The learning algorithm can be augmented with heuristics to improve the responsiveness and guide the algorithm itself.
Furthermore, when updating the network configuration as a result of scaling needs, the Rules Generator should avoid any inconsistencies in transient traffic and reduce traffic lost. We are planing to explore more methods of updating the physical network configurations, so that the changes to the current system will be minimum and unacceptable deterioration of functions during the transition time will avoided.
VII. RELATED WORK
Traditionally network functions have been implemented as hardware based middle-boxes. CoMB [16] proposes an architecture which implements these middle-boxes as softwarebased, virtualized entities. [17] , [18] present platforms to manage software-based middle-boxes. With the popularity of NFV, [19] discusses the possibility of outsourcing enterprise middle-box processing to the cloud. FeatureAPI [20] introduces a policy language to map policies onto the underlying cloud network, so that external Feature Providers can easily provide network functions to enterprises. [21] highlights the customer expectations when they outsource the network functions. Stratos [6] is the first work that presents a framework for external Network Functions Providers. Stratos assumes a cloud service exists and to handle traffic flows and redirections, it associates each middle-box with a virtual switch that provides network functionalities. These switches decide where to send traffic, and if the traffics crosses from one physical server to another, it uses the traditional routing provided by the cloud network.
Virtualized data centers are envisioned to provide better management flexibility, lower cost, scalability, better resources utilization and energy efficiency [22] , [23] , [24] . The placement of the NFVs in the physical machines and use of network bandwidth are crucial for the performance of virtualized data centers. [3] has considered the VM placement problem in a cloud system only with respect to network resources utilization. Their approach uses integer linear programming and takes in the order of minutes to decide the placement of 1024 VMs in the data center of 16 servers. [5] proposes a Markov approximation technique to jointly address the VM placement and routing problem. Their approach takes in the order of seconds to decide the placement of a VM. However, it decides the location of one VM at a time. Instead, we argue that to handle dynamic and fluctuating service demands (e.g., flash events), a large number of policies and VMs may need to be handled concurrently. [4] focuses on network interface of machines as the network resource to optimize with the server resources. They assume that the network interconnecting the machines has full bisection bandwidth, so that considerations of bandwidth of the links are put aside.
VIII. FINAL REMARKS
In this paper we introduced a new service chaining algorithm, based on Genetic Algorithms (GA) which jointly optimize VM allocation and network management. Our approach offers more flexibility, allowing both computing resources and network configuration to be updated concurrently. We discussed architecture and functionalities of the experimental platform: NFC and the simulation setup of the study. Our results showed that although GA may not provide the optimal solution, GA can solve the computing and network allocations for tens to hundreds of policies in a 64 server environment on the order of seconds.
