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Abstract
The aim of this work is to present the description of Leibniz superalgebras up
to isomorphism with characteristic sequence (n|m− 1, 1) and nilindex n+m.
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1 Introduction
During many years the theory of Lie superalgebras has been actively studied by many
mathematicians and physicists. Many works have been devoted to them but few have
dealt with nilpotent Lie superalgebras. Recent works [5]–[9] have studied the problems of
description of some classes of nilpotent Lie superalgebras. It is well known that Lie super-
algebras are a generalization of Lie algebras [10]. In the same way, the notion of Leibniz
algebras can be generalized by means of Leibniz superalgebras. The elementary properties
of Leibniz superalgebras were obtained in [1]. The description of case of maximal nilindex
for nilpotent Leibniz superalgebras (nilpotent Leibniz superalgebras distinguished by the
feature of being single-generated) is not difficult and was done in [1]. However, the next
stage is very problematic, it consists of Leibniz superalgebras with dimensions even and
odd parts equal to n and m, respectively, and of nilindex n+m. It should be noted that
such Lie superalgebras were classified in [8]. Due to the great difficulty in solving the
problem, some restrictions on the characteristic sequence are added. The experience of
using the characteristic sequence in Lie and Leibniz algebras (even in Lie superalgebras)
leads us to choose a restriction on this invariant. Since graded non-commutative identity
in non Lie Leibniz superalgebras does not hold, we usually have to solve many technical
tasks when describing Leibniz superalgebras, [3].
In a similar way to Leibniz algebras and Lie superalgebras cases, it is possible to
define the notions of null-filiform and filiform Leibniz superalgebras [2], [5] as superalge-
bras with characteristic sequences (n|m) and (n − 1, 1|m) respectively. We should take
into account that the superalgebras in [7] show that all null-filiform superalgebras have
nilindex n + m(except for a unique superalgebra of maximal nilindex) and there exist
filiform superalgebras which also have nilindex n+m for some n, m. In the present paper
we investigate Leibniz superalgebras with the characteristic sequence C(L) = (n|m−1, 1)
and with nilindex equal to n +m.
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In this paper all spaces and superalgebras are considered over the complex number
field.
2 Preliminaries
We recall the definition of Leibniz superalgebras.
Definition 2.1. A Z2-graded vector space L = L0 ⊕ L1 is called a Leibniz superalgebra
if it is equipped with a product [−,−] which satisfies the following conditions:
[Lα, Lβ] ⊆ Lα+β(mod2) for all α, β ∈ Z2,
[x, [y, z]] = [[x, y], z]− (−1)αβ [[x, z], y] – graded Leibniz identity
for all x ∈ L, y ∈ Lα, z ∈ Lβ , α, β ∈ Z2.
Note that if in L the identity [x, y] = −(−1)αβ [y, x] (where x ∈ Lα, y ∈ Lβ )holds,
then the graded Leibniz and graded Jacobi identities coincide. Thus, Leibniz superalge-
bras are a generalization of Lie superalgebras.
Let us anote an example of non Lie Leibniz superalgebras, which generalize the
construction of non Lie Leibniz algebras [11].
Let A = A0 ⊕A1 be an associative superalgebra over a field F and D : A→ A be a
F -linear map satisfying the condition:
D(a(Db)) = DaDb = D((Da)b)
for all a, b ∈ A. If in the vector space A we define the new product:
〈a, b〉D := a(Db)− (−1)αβD(b)a
for a ∈ Aα, b ∈ Aβ, A becomes a Leibniz superalgebra.
Let us introduce some notations
ℜ(L) = {Rx | x ∈ L} ,
Leibn,m = {L = L0 ⊕ L1 | dimL0 = n, dimL1 = m} .
It is not difficult to see that the set ℜ(L) will be a Lie superalgebra with the following
multiplication:
〈Ra, Rb〉 := RaRb − (−1)αβRbRa
for all Ra ∈ ℜ(L)α, Rb ∈ ℜ(L)β .
Let V = V0⊕V1, W = W0⊕W1 be two Z2-graded spaces. We say that a linear map
f : V →W has degree α (denoted as deg(f) = α), if f(Vβ) ⊆Wα+β for all β ∈ Z2.
Definition 2.2. Let L and L′ be Leibniz superalgebras. A linear map f : L→ L′ is called
a homomorphism of Leibniz superalgebras if
1. f preserves the grading, i.e. f(L0) ⊆ L′0 and f(L1) ⊆ L′1 (deg(f) = 0);
2. f([x, y]) = [f(x), f(y)] for all x, y ∈ L.
Moreover, if f is one-to-one then it is called an isomorphism of Leibniz superalgebras L
and L′.
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For a given Leibniz superalgebra L we define a descending central sequence as fol-
lows:
L1 = L, Lk+1 = [Lk, L1], k ≥ 1.
Definition 2.3. A Leibniz superalgebra L is called nilpotent, if there exists s ∈ N such that
Ls = 0. The minimal number s with this property is called index of nilpotency (nilindex)
of the superalgebra L.
Definition 2.4. The set R(L) = {z ∈ L | [L, z] = 0} is called the right annihilator of a
superalgebra L.
Using the Leibniz graded identity it is not difficult to see that R(L) is an ideal of
the superalgebra L. Moreover, elements of the form [a, b] + (−1)αβ[b, a] (a ∈ Lα, b ∈ Lβ)
belong to R(L).
The description of Leibniz superalgebras of maximal nilindex is represented in the
following theorem.
Theorem 2.1. [1]. Let L be an n-dimensional Leibniz superalgebra with maximal index
of nilpotency. Then L is isomorphic to one of the following two non isomorphic superal-
gebras:
[ei, e1] = ei+1, 1 ≤ i ≤ n− 1{
[ei, e1] = ei+1, 1 ≤ i ≤ n− 1
[ei, e2] = 2ei+2, 1 ≤ i ≤ n− 2
where the omitted products are zero.
It should be noted that for the second superalgebra when n +m is even, we have
m = n and if n + m is odd then m = n + 1. Moreover, it is clear that the Leibniz
superalgebra has the maximal nilindex if and only if it is one-generated.
We define the characteristic sequence as in [5].
Let L = L0 ⊕ L1 be a nilpotent Leibniz superalgebra. For an arbitrary element
x ∈ L0, the operator of right multiplication Rx is a nilpotent endomorphism of the space
Li, where i ∈ {0, 1}. Let us denote by Ci(x) (i ∈ {0, 1}) the descending sequence of the
dimensions of Jordan blocks of the operator Rx. Consider the lexicographical order on the
set Ci(L0).
Definition 2.5. A sequence
C(L) =
(
max
x∈L0\[L0,L0]
C0(x)
∣∣∣∣ max
ex∈L0\[L0,L0]
C1 (x˜)
)
is said to be the characteristic sequence of the Leibniz superalgebra L.
Similarly to [6] (corollary 3.0.1) it can be proved that the characteristic sequence is
invariant under isomorphisms.
3
3 Description of Leibniz superalgebras with charac-
teristic sequence (n | m− 1, 1) and nilindex n +m
The following theorem gives us the location of the generators of the Leibniz superalgebra
from Leibn,m with characteristic sequence (n | m− 1, 1) and nilindex n+m.
Theorem 3.1. Let L = L0 ⊕ L1 be a Leibniz superalgebra from the variety Leibn,m with
characteristic sequence (n | m − 1, 1) and nilindex n +m. Then L is two-generated and
they belong to L1.
Proof. Since the nilindex of L is n + m, then superalgebra L is two-generated. From
the definition of characteristic sequence we can conclude that there exists a basis
{y1, y2, . . . , ym} of L1 such that the operator Rx1 |L1 in this basis has one of the following
forms: (
Jn−1 0
0 J1
)
,
(
J1 0
0 Jn−1
)
.
By a change of the basis elements {y1, y2, . . . , ym}, we can assume that the operator Rx1 |L1
has the first form.
Since C(L0) = (n), then from [2] (example 1) we have that L0 is a zero-filiform
Leibniz algebra. Without loss of generality we may suppose that
[xi, x1] = xi+1, 1 ≤ i ≤ n− 1,
[yj, x1] = yj+1, 1 ≤ j ≤ m− 2,
[ym, x1] = [ym, x1] = 0,
where {x1, x2, . . . , xn, y1, y2, . . . , ym} is the basis of the superalgebra L.
From these multiplications we deduce that {x2, x3, . . . , xn} lie in the right annihilator
of the superalgebra L and generators can be selected as a linear combination of elements
of the set {x1, y1, ym}.
It is clear that two generators can not lie in L0. Let us suppose the opposite assertion
to the assertion of the theorem, i.e. one generator element lies in L0 and the second lies
in L1. Then we can choose as generators the elements x1, Ay1 +Bym.
Case 1. Let us suppose A = 0. Then x1 and ym can be chosen as generators. Hence
L2 = {x2, x3, . . . , xn, y1, y2, . . . , ym−1}.
Introduce the notations
[y1, ym] =
n∑
k=2
βkxk, [x1, ym] =
m−1∑
s=1
αsys.
Consider the products
[xi, [ym, x1]] = [[xi, ym], x1]− [[xi, x1], ym], 1 ≤ i ≤ n.
On the other hand, [xi, [ym, x1]] = 0.
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Therefore
[xi, ym] =
m−i∑
k=1
αkyk−1+i, 1 ≤ i ≤ min{n,m− 1},
[xi, ym] = 0, min{n,m− 1} < i ≤ n.
Thus, we obtain y1 /∈ 〈[xi, ym]〉, 2 ≤ i ≤ n and since y1 ∈ L2, then α1 6= 0.
Consider the products
[yj, [ym, x1]] = [[yj, ym], x1]− [[yj , x1], ym], 1 ≤ j ≤ m− 2.
On the other hand we have [yj , [ym, x1]] = 0, 1 ≤ j ≤ m− 2.
Therefore
[yj, ym] =
n+1−j∑
s=2
βsxs−1+j, 1 ≤ j ≤ min{m− 1, n− 1},
[yj, ym] = 0, min{n− 1, m− 1} < j ≤ m− 1.
Consider the equalities
[x1, [ym, ym]] = 2[[x1, ym], ym] = 2[
m−1∑
s=1
αsys, ym] =
m−1∑
s=1
αs
n+1−s∑
t=2
βtxt−1+s.
Since [ym, ym] ∈ 〈x2, x3, . . . , xn〉 then [ym, ym] ∈ R(L) and hence [x1, [ym, ym]] = 0.
Therefore,
m−1∑
s=1
αs
n+1−s∑
t=2
βtxt−1+s = 0.
Comparing the coefficient at the basic elements xi, 2 ≤ i ≤ n, we obtain βi = 0, 2 ≤
i ≤ n. And we have L3 = {x3, x4, . . . , xn, y2, y3, . . . , ym−1}, but it follows that the index
of nilpotency of the superalgebra L is smaller than n +m. Thus, we have contradiction
with assumption A = 0.
Case 2. A 6= 0. Then we can take as generators x1 and y1. Hence, L2 =
{x2, x3, . . . , xn, y2, y3, . . . , ym}.
Let us define the notations
[xi, y1] =
m∑
k=2
αi,kyk, 1 ≤ i ≤ n, [yj , y1] =
n∑
s=2
βj,sxs, 1 ≤ j ≤ m. (3.1)
Let us suppose x2 /∈ L3. Then L3 = {x3, x4, . . . , xn, y2, y3, . . . , ym} and there exist
some i0, j0 (2 ≤ i0, j0) such that αi0,2αj0,m − αj0,2αi0,m 6= 0 and αi0,2αj0,m 6= 0.
Since [xi0 , y1] =
m∑
k=2
αi0,kyk ∈ R(L) and αi0,2 6= 0 then multiplying from the right
side by x1 enough times, we obtain {y3, y4, . . . , ym−1} ⊆ R(L).
Therefore
[xi0,2, y1]−
m−1∑
k=3
αi0,kyk = αi0,2y2 + αi0,mym ∈ R(L),
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[xj0,2, y1]−
m−1∑
s=3
αj0,sys = αj0,2y2 + αj0,mym ∈ R(L).
Since αi0,2αj0,m − αj0,2αi0,m 6= 0, then we have y2, ym ∈ R(L), i.e. {y2, y3, . . . , ym} ⊆
R(L) and hence [x1, y1] ∈ R(L).
From equality
[[xi−1, x1], y1] = [xi−1, [x1, y1]] + [[xi−1, y1], x1],
we obtain
[xi, y1] =
m−i∑
k=2
α1,kyk+i−1, 2 ≤ i ≤ min{n,m− 2},
[xi, y1] = 0, min{n,m− 2} < i ≤ n,
from which we have a contradiction to the assumption αi0,2 6= 0.
Therefore x2 ∈ L3 and x2 is a linear combination of products [yi, y1], 1 ≤ i ≤ m,
hence [x2, y1] =
m∑
i=1
γi[[yi, y1], y1]. Using the Leibniz graded identity and [y1, y1] ∈ R(L)
one can easy see that [x2, y1] = 0.
Thus, we have L3 = {x2, x3, . . . , xn, Cy2 +Dym, y3, . . . , ym−1}.
Since [x2, y1] = 0, then Cy2+Dym ∈ L3 should be expressed by linear combinations
of products [xi, y1], 3 ≤ i ≤ n. Therefore, Cy2 +Dym ∈ L5.
Moreover, if C 6= 0, then Cy2 +Dym ∈ R(L). Then multiplying from the right side
by x1 enough times, we obtain {y3, y4, . . . , ym−1} ⊆ R(L).
Since [x2, y1] = 0 and Cy2 + Dym ∈ L3 then there exist t0, t0 ≥ 3, such that
[xt0 , y1] = c2(Ay2 +Bym) + c3y3 + · · ·+ cm−1ym−1, c2 6= 0.
Applying the Leibniz graded identity we obtain
[x1, [. . . [[y1, x1], x1], . . . , x1︸ ︷︷ ︸
t0−1−times
]] = (−1)t0−1c2(Cy2 +Dym) + {y3, y4, . . . , ym−1}. (3.2)
As L is nilpotent, we have existence s ∈ N, such that yt0 ∈ Ls \ Ls+1.
If t0 < m, then [x1, yt0 ] = (−1)t0−1c2(Cy2 + Dym) + {y3, y4, . . . , ym−1} ∈ Ls+1
and multiplying this equality (t0 − 2) times from the right side by x1, we obtain that
(−1)i0−1c2Cyt0 ∈ Ls+t0−1. The inequality s + t0 − 1 > s contradicts the condition
yt0 ∈ Ls \ Ls+1 and hence we obtain C = 0.
If t0 ≥ m, then [x1, yt0] = 0. From (3.2) we again obtain C = 0.
Thus, L3 = {x2, x3, . . . , xn, y3, . . . , ym−1, ym}.
Consider the following subcases.
Case 2.1 Let α1,2 6= 0. Suppose that x2 ∈ Ll \ Ll+1 for some l (3 ≤ l ≤ m). Then
Ll = {x2, x3, . . . , xn, yl, . . . , ym−1, ym}.
Ll+1 = {x3, x4, . . . , xn, yl, . . . , ym−1, ym}.
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Since x2 ∈ Ll \ Ll+1, we obtain βl−1,2 6= 0, i.e.
[yl−1, y1] =
n∑
k=2
βl−1,kxk.
The equality [x2, y1] = 0, deduce yl ∈ Ll+2 and Ll+2 = {x4, x5, . . . , xn, yl, . . . , ym−1, ym}.
Therefore [yl, y1] =
n∑
k=4
βl,kxk, i.e. βl,2 = βl,3 = 0
In notation (3.1) by induction on j for any value of i one can prove the following
equality:
[yi, yj] =
min{i+j−1,m−1}−i∑
k=0
(−1)kCkj−1
n−j+k+1∑
t=2
βi+k,txt+j−k−1, (3.3)
where 1 ≤ j ≤ m− 1, 1 ≤ i ≤ m− 1.
From (3.3) we have [y2, yl] = βl−1,2x3 + x4, x5, . . . , xn
Consider the equalities
[x1, [y1, yl]] = [[x1, y1], yl] + [[x1, yl], y1] =
=
m∑
k=2
α1,k[yk, yl] +
m∑
s=l+1
γ1,s[yk, y1] = α1,2βl−1,2x3 + {x4, ..., xn}.
On the other hand
[x1, [y1, yl]] = 0.
So α1,2βl−1,2x3 = 0, i.e. we have a contradiction with supposition α1,2 6= 0.
Case 2.1. If α1,2 = 0. Then [y1, x1] + [x1, y1] = y2 + α1,3y3 + α1,4y4 + · · · +
α1,mym ∈ R(L) and then multiplying from the right side by x1 enough times, we ob-
tain y2 + α1,mym, y3, . . . , ym−1 ∈ R(L).
Since ym ∈ L3, there exists i0 ≥ 2 such that
[xi0 , y1] = αi0,3y3 + αi0,4y4 + · · ·+ αi0,mym, αi0,m 6= 0.
From [xi0 , y1] ∈ R(L), we have αi0,3y3 + αi0,4y4 + · · · + αi0,mym,∈ R(L). Therefore
y2, ym ∈ R(L).
Consider the equalities
[yj, [y1, x1]] = [[yj, y1], x1]− [[yj, x1], y1] = [
n+1−j∑
k=2
βj,kxk−1+j, x1]− [yj+1, y1] =
=
n−j∑
k=2
βj,kxk+j − [yj+1, y1].
On the other hand we have [yj , [y1, x1]] = [yj , y2] = 0.
Therefore
[yj+1, y1] =
n−j∑
k=2
β1,2xk+j , 1 ≤ j ≤ min{n− 2, m− 2},
[yj+1, y1] = 0 min{n− 2, m− 2} ≤ j ≤ m− 2.
From these we conclude that x2 cannot be expressed via linear combination of
{[yj, y1]}, 2 ≤ j ≤ m. Therefore x2 /∈ L3, it is a contradiction with assumption x2 ∈ L3.
Thus, the supposition of the case when one generator lies in L0 and the second lies
in L1 leads to a contradiction, therefore both generators belong to L1 and the proof of
the theorem is completed.
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The following lemma is an important technical result in our description.
Lemma 3.1. Let L = L0 ⊕ L1 be a Leibniz superalgebra from the variety Leibn,m with
characteristic sequence (n | m − 1, 1) and nilindex n + m. Then there exists y ∈ L1
such that the superalgebra 〈y〉 is isomorphic to the superalgebra from Theorem 2.1 and
m ∈ {n+ 1, n+ 2}.
Proof. From Theorem 3.1 we have that both generators are in L1. Let
{x1, x2, . . . , xn, y1, y2, . . . , ym} be the basis of L such that y1, ym are the generators and
[xi, x1] = xi+1, 1 ≤ i ≤ n− 1, [yj , x1] = yj+1, 1 ≤ j ≤ m− 2,
[y1, y1] =
n∑
i=1
aixi, [ym, y1] =
n∑
i=1
bixi,
[y1, ym] =
n∑
i=1
cixi, [ym, ym] =
n∑
i=1
dixi.
Since [yj, x1] = yj+1, 1 ≤ j ≤ m−2, then x1 cannot be generated via multiplications
of the elements {y2, y3, . . . , ym−1}. Therefore x1 ∈ 〈[y1, y1], [ym, y1], [y1, ym], [ym, ym]〉 and
hence (a1, b1, c1, d1 6= (0, 0, 0, 0).
Let us suppose that a1 6= 0. Then making the change
x
′
i =
n+1−i∑
k=1
akxk+i−1, 1 ≤ i ≤ n, y′j = ai−11 yj, 1 ≤ j ≤ m− 1
we obtain
[xi, x1] = xi+1, 1 ≤ i ≤ n− 1, [yj , x1] = yj+1, 1 ≤ j ≤ m− 2, [y1, y1] = x1.
It is clear that the subsuperalgebra 〈y1〉 = {x1, x2, . . . , xn, y1, y2, . . . , ym−1} is one-
generated and therefore it has maximal index of nilpotency. Hence from Theorem 2.1 we
have that either m = n+ 1 or m = n + 2.
Let us suppose now that a1 = 0.
Consider the product
[ym, [ym, x1]] = [[ym, ym], x1]− [[ym, x1], ym].
Then [ym, ym] = dnxn and di = 0, 1 ≤ i ≤ n− 1. It leads to (b1, c1) 6= (0, 0).
From [ym, y1]− [y1, ym] =
n∑
i=1
(bi− ci)xi ∈ R(L) and xj ∈ R(L), 2 ≤ j ≤ n we obtain
that (b1 − c1)x1 ∈ R(L), but x1 /∈ R(L) and hence b1 = c1 6= 0.
By the following change of basis:
x
′
1 =
n∑
k=1
bkxk, x
′
i+1 = [x
′
i, x
′
1], 1 ≤ i ≤ n− 1, y
′
j = yj, 1 ≤ j ≤ m
we can assume [ym, y1] = x1.
8
From the products
[ym, [yi, x1]] = [[ym, yi], x1]− [[ym, x1], yi],
[ym, [y1, y1]] = 2[[ym, y1], y1] = 2[x1, y1]
we obtain [ym, yi+1] = xi+1, 1 ≤ i ≤ m− 2, [x1, y1] = 0.
Since [y1, x1]+ [x1, y1] ∈ R(L) then y2 ∈ R(L), but this contradicts [ym, y2] = x2 and
therefore the case a1 = 0 is not possible either.
The existence of an adapted basis with conditions of Lemma 3.1 in case of m = n+1
is described in the following lemma.
Lemma 3.2. Let L be a Leibniz superalgebra from the variety Leibn,m with characteris-
tic sequence (n | m − 1, 1) and nilindex n + m. Then, in case m = n + 1, there exists
a basis {x1, x2, . . . , xn, y1, y2, . . . , yn+1} of L in which the products have the following form:
[xi, x1] = xi+1, 1 ≤ i ≤ n− 1, [yj, x1] = yj+1, 1 ≤ j ≤ n− 1,
[xi, y1] =
1
2
yi+1, 1 ≤ i ≤ n− 1, [yj, y1] = xj , 1 ≤ j ≤ n,
[yn+1, yn+1] = γxn, [xi, yn+1] =
n+1−i∑
k=[n+42 ]
βkyk−1+i, 1 ≤ i ≤
[
n−1
2
]
,
[y1, yn+1] = −2
n∑
k=[n+42 ]
βkxk−1 + βxn, [yj, yn+1] = −2
n+2−j∑
k=[n+42 ]
βkxk−2+j, 2 ≤ j ≤
[
n+1
2
]
.
Proof. From Lemma 3.1 and Theorem 2.1 we have that there exists a basis
{x1, x2, . . . , xn, y1, y2, . . . , yn+1} in which products have the following form:
[xi, x1] = xi+1, 1 ≤ i ≤ n− 1, [yj, x1] = yj+1, 1 ≤ j ≤ n− 1,
[xi, y1] =
1
2
yi+1, 1 ≤ i ≤ n− 1, [yj, y1] = xj , 1 ≤ j ≤ n,
[y1, yn+1] =
n∑
k=1
αkxk, [x1, yn+1] =
n∑
s=2
βsys.
From equalities:
[yn+1, [y1, x1]] = [[yn+1, y1], x1]− [[yn+1, x1], y1],
[yn+1, [x1, y1]] = [[yn+1, x1], y1]− [[yn+1, y1], x1],
[yn+1, yi+1] = [yn+1, [yi, x1]] = [[yn+1, yi], x1]− [[yn+1, x1], yi], 1 ≤ i ≤ n− 1,
we have [yn+1, y2] = [[yn+1, y1], x1] and [yn+1, y2] = −2[[yn+1, y1], x1], it follows that
[yn+1, y1] = bxn and [yn+1, yi] = 0 for 2 ≤ i ≤ n.
Consider the equality:
[yn+1, [yn+1, x1]] = [[yn+1, yn+1], x1] + [[yn+1, x1], yn+1],
then [yn+1, yn+1] = γxn.
Considering the graded identities:
[yj, [yn+1, x1]] = [[yj, yn+1], x1]− [[yj, x1], yn+1],
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[xi, [yn+1], x1] = [[xi, yn+1], x1]− [[xi, x1], yn+1],
we have
[yj, yn+1] =
n+1−j∑
k=1
αkxk−1+j , 2 ≤ j ≤ n,
[xi, yn+1] =
n+1−i∑
s=2
βsys−1+i, 2 ≤ i ≤ n− 1.
From the chain of equalities
0 = [y1, [yn+1, y1]] = [[y1, yn+1], y1] + [[y1, y1], yn+1] =
= [
n∑
k=1
αkxk, y1] + [x1, yn+1] =
1
2
n−1∑
k=1
αkyk+1 +
n∑
s=2
βsys,
we obtain αi = −2βi+1, 1 ≤ i ≤ n− 1.
Substituting these relations in the chain of equalities
0 = [y1, [yn+1, yn+1]] = 2[[y1, yn+1], yn+1],
we get βi = 0, 2 ≤ i ≤ [n+22 ]. Thus, we obtain the multiplications of the superalgebra as
in the assertion of the lemma.
For convenience, we will denote the superalgebra from the family of Lemma 3.2 as
L
(
γ, β[n+42 ]
, β[n+42 ]+1
, . . . , βn, β
)
.
Using the properties of adapted basis we obtain necessary and sufficient conditions
when two arbitrary superalgebras from the family of Lemma 3.2 are isomorphic.
Theorem 3.2. Two superalgebras L
(
γ, β[n+42 ]
, β[n+42 ]+1
, . . . , βn, β
)
and
L′
(
γ′, β ′
[n+42 ]
, β ′
[n+42 ]+1
, . . . , β ′n, β
′
)
are isomorphic if and only if there exist a1, an+1, bn+1 ∈
C such that the following conditions hold:
for odd n:
b2n+1γ = γ
′a2n1 ,
bn+1βj = a
2j−3
1 β
′
j ,
[
n+4
2
] ≤ j ≤ n,
an+1bn+1γ + a1bn+1β = a
2n
1 β
′ + 4β ′
[n+42 ]
a
2[n+12 ]−1
1 an+1β[n+42 ]
,
for even n: 
b2n+1γ = γ
′a2n1 ,
bn+1βj = a
2j−3
1 β
′
j ,
[
n+4
2
] ≤ j ≤ n,
an+1bn+1γ + a1bn+1β = a
2n
1 β
′.
10
Proof. Let us make a general change of generator elements in the form:
y′1 =
n+1∑
i=1
aiyi, y
′
n+1 =
n+1∑
j=1
bjyj,
where the rank
(
a1 a2 . . . an+1
b1 b2 . . . bn+1
)
= 2.
We express the new basis {x′1, x′2, . . . , x′n, y′1, y′2, . . . , y′n+1} of the superalgebra
L′
(
γ′, β ′
[n+42 ]
, β ′
[n+42 ]+1
, . . . , β ′n, β
′
)
with respect to the old basis {x1, x2, . . . , xn, y1, y2,
. . . , yn+1}.
Then for element x′1 we have
x′1 = [y
′
1, y
′
1] = a1
n∑
i=1
aixi − 2a1an+1
n∑
k=[n+42 ]
βkxk−1+
+a1an+1βxn − 2an+1
[n+12 ]∑
i=2
ai
n+2−i∑
k=[n+42 ]
βkxk+i−2 + a2n+1γxn.
The expression of x′t+1
(
1 ≤ t ≤ [n−1
2
])
will be as follows:
x′t+1 = [x
′
t, x
′
1] = a
2t+1
1
n−t∑
i=1
aixi+t − 2a2t1 an+1
[n+12 ]−t∑
i=1
ai
n+2−t−i∑
k=[n+42 ]
βkxk+t+i−2.
And for x′t+1
([
n+1
2
] ≤ t ≤ n− 1) we have
x′t+1 = [x
′
t, x
′
1] = a
2t+1
1
n−t∑
i=1
aixt+i.
For basis elements y′i of the space L
′
1 basis we have:
y′t =
[
y′t−1, x
′
1
]
= a
2(t−1)
1
n+1−t∑
j=1
aiyt+j−1, 2 ≤ t ≤ n.
Consider the equalities:
[
y′n+1, y
′
n+1
]
= b1
n∑
i=1
bixi − 2b1bn+1
n∑
k=[n+42 ]
βkxk−1 + b1bn+1βxn−
−2bn+1
[n+12 ]∑
i=2
bi
n+2−i∑
k=[n+42 ]
βkxk+i−2 + b2n+1γxn = γ
′x′n = γ
′a2n1 xn.
11
Comparing the coefficients we obtain the following restrictions:
b1 = b2 = . . . = b[n−12 ]
= 0, (3.4)
−2bn+1b[n+12 ]β[n+42 ] + b
2
n+1γ = γ
′a2n1 . (3.5)
Using the chain of the equalities:
[
y′n+1, y
′
1
]
= a1
n∑
i=[n+12 ]
bixi + an+1bn+1γxn − 2an+1b[n+12 ]β[n+42 ]xn = 0,
the equalities (3.4) - (3.5) and comparing the coefficients to the basis elements we obtain:
b1 = b2 = b[n−12 ]
= b[n+12 ]
= . . . = bn−1 = 0,
b2n+1γ = γ
′a2n1 ,
a1bn + an+1bn+1γ = 0.
(3.6)
Therefore, y′n+1 = bnyn + bn+1yn+1.
Consider the products:
[
x′1, y
′
n+1
]
=
a1 n∑
i=1
aixi − 2a1an+1
n∑
k=[n+42 ]
βkxk−1 + a1an+1βxn−
−2an+1
[n+12 ]∑
i=2
ai
n+2−i∑
k=[n+42 ]
βkxk+i−2 + a
2
n+1γxn, bnyn + bn+1yn+1
 =
= a1bn+1
[n−12 ]∑
i=1
ai
n+1−i∑
k=[n+42 ]
βkyk+i−1,
[
x′1, y
′
n+1
]
=
n∑
k=[n+42 ]
β ′ky
′
k = β
′
[n+42 ]
a
2[n+42 ]−2
1
(
a1y[n+42 ]
+ a2y[n+42 ]+1
+ . . .+ a
n+1−[n+42 ]
yn
)
+
+β ′
[n+42 ]+1
a
2[n+42 ]
1
(
a1y[n+42 ]+1
+ a2y[n+42 ]+2
+ . . .+ a
n−[n+42 ]
yn
)
+ . . .+
+β ′na
2n−1
1 yn =
n∑
[n+42 ]
β ′ka
2(k−1)
1
n+1−k∑
j=1
aiyk+j−1.
From which, comparing the coefficients we have the following restrictions:
bn+1βj = a
2j−3
1 β
′
j,
[
n+ 4
2
]
≤ j ≤ n.
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Consider the following product on the one hand:[
y′1, y
′
n+1
]
= [a1y1 + a2y2 + . . .+ an+1yn+1, bnyn + bn+1yn+1] =
= −2a1bn+1
n∑
k=[n+42 ]
βkxk−1 + a1bn+1βxn − 2bn+1
[n+12 ]∑
i=2
ai
n+2−i∑
k=[n+42 ]
βkxk+i−2 + an+1bn+1γxn
and on the other hand, let us consider the followings product in the case of an odd n.
[
y′1, y
′
n+1
]
= −2
n∑
k=[n+42 ]
β ′kx
′
k−1 + β
′x′n = −2β ′[n+42 ]
(
a
2([n+42 ]−1)
1 x[n+42 ]−1
+
+ a
2([n+42 ]−2)+1
1 a2x[n+42 ]
+ . . .+ a
2([n+42 ]−2)+1
1 an−[n+42 ]+2
xn − 2a2[
n−1
2 ]+1
1 an+1β[n+42 ]
xn
)
−
−2β ′[n+42 ]+1
(
a
2[n+42 ]
1 x[n+42 ]
+ a
2([n+42 ]−1)+1
1 a2x[n+42 ]+1
+ . . .+ a
2([n+42 ]−1)+1
1 an−[n+42 ]+1
xn
)
−
− . . .− 2β ′n
(
a2n−21 xn−1 + a
2n−3
1 a2xn
)
+ β ′a2n1 xn = −2
n∑
k=[n+42 ]
β ′ka
2k−3
1
n−k+2∑
i=1
aixk+i−2+
+ 4β ′
[n+42 ]
a
2[n−12 ]+1
1 an+1β[n+42 ]
xn + β
′a2n1 xn.
In the case of an even n, for the product
[
y′1, y
′
n+1
]
we have:
[
y′1, y
′
n+1
]
= −2
n∑
k=[n+42 ]
β ′kx
′
k−1 + β
′x′n = −2β ′[n+42 ]
(
a
2([n+42 ]−1)
1 x[n+42 ]−1
+
+ a
2([n+42 ]−2)+1
1 a2x[n+42 ]
+ . . .+ a
2([n+42 ]−2)+1
1 an−[n+42 ]+1
xn
)
− 2β ′[n+42 ]+1
(
a
2[n+42 ]
1 x[n+42 ]
+
+ a
2([n+42 ]−1)+1
1 a2x[n+42 ]+1
+ . . .+ a
2([n+42 ]−1)+1
1 an−[n+42 ]+1
xn
)
− . . .− 2β ′n(a2n−21 xn−1+
+a2n−31 xn) + β
′a2n1 xn = −2
n∑
k=[n+42 ]
β ′ka
2k−3
1
n−k+2∑
i=1
aixk+i−2 + β ′a2n1 xn.
Comparing the coefficients we obtain the following restrictions:
when n is odd
bn+1βj = a
2j−3
1 β
′
j,
[
n+4
2
] ≤ j ≤ n,
an+1bn+1γ + a1bn+1β = a
2n
1 β
′ + 4β ′
[n+42 ]
a
2[n+12 ]−1
1 an+1β[n+42 ]
(3.7)
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when n is even {
bn+1βj = a
2j−3
1 β
′
j,
[
n+4
2
] ≤ j ≤ n,
an+1bn+1γ + a1bn+1β = a
2n
1 β
′.
(3.8)
It is not difficult to check that considering other multiplications we have either
restrictions (3.7)-(3.8) or identity.
Note that from (3.6) we have bn =
−an+1bn+1γ
a1
.
Thus, combining the restrictions (3.6), (3.7) and (3.8) it follows the proof of the
theorem.
Introduce the operators which are similar like k−dimensional vectors:
j
V 0j,k(α1, α2, . . . , αk) = (0, . . . , 0, 1, δ
j
√
δj+1Sj+1m,j αj+1, δ
j
√
δj+2Sj+2m,j αj+2, . . . , δ
j
√
δkSkm,jαk);
j
V 1j,k(α1, α2, . . . , αk) = (0, . . . , 0, 1, S
j+1
m,j αj+1, S
j+2
m,j αj+2, . . . , S
k
m,jαk);
j
V 2j,k(α1, α2, . . . , αk) = (0, . . . , 0, 1, S
2(j+1)+1
m,2j+1 αj+1, S
2(j+2)+1
m,2j+1 αj+2, . . . , S
2k+1
m,2j+1αk);
V 0k+1,k(α1, α2, . . . , αk) = V
1
k+1,k(α1, α2, . . . , αk) = V
2
k+1,k(α1, α2, . . . , αk) = (0, 0, . . . , 0);
j
Ws,k(0, . . . , 0, 1, S
j+1
m,j αj+1, S
j+2
m,j αj+2, . . . , S
k
m,jαk) =
j s+ j
= (0, . . . , 0, 1, 0, . . . , 0, 1, Sj+1m,j αs+j+1, S
j+2
m,j αs+j+2, . . . , S
k−s
m,j αk),
j
Wk+1−j,k(0, . . . , 0, 1, 0, . . . , 0) =
j
(0, . . . , 0, 1, 0, . . . , 0)
where k ∈ C, δ = ±1, 1 ≤ j ≤ k, 1 ≤ s ≤ k − j, Sm,t = cos 2pim
t
+ i sin
2pim
t
(m =
0, 1, . . . , t− 1).
Theorem 3.2 allows us to classify the Leibniz superalgebras from the variety Leibn,m
with characteristic sequence (n | m− 1, 1), nilindex n +m and m = n+ 1.
Theorem 3.3. Let L be a Leibniz superalgebra of variety Leibn,m with characteristic
sequence (n | m − 1, 1), nilindex n +m and m = n + 1. Then L is isomorphic to one of
the following pairwise non isomorphic superalgebras:
if n is odd (i.e. n = 2q − 1):
L
(
1, δβq+1, V
0
j,q−2(βq+2, βq+3, . . . , βn), 0
)
, βq+1 6= ±1
2
, 1 ≤ j ≤ q − 1,
L
(
1, βq+1, V
0
j,q−1(βq+2, βq+3, . . . , βn, β)
)
, βq+1 = ±1
2
, 1 ≤ j ≤ q,
L(0, 1, V 0j,q−2(βq+2, βq+3, . . . , βn), 0), 1 ≤ j ≤ q − 1,
L(0, 0,Ws,q−1(V 1j,q−1(βq+2, βq+3, . . . , βn, β))), 1 ≤ j ≤ q − 1, 1 ≤ s ≤ q − j,
L(0, 0, . . . , 0);
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if n is even (i.e. n = 2q):
L(1, V 2j,q−1(βq+2, βq+3, . . . , βn, ), 0), 1 ≤ j ≤ q,
L(0,Ws,q(V
1
j,q(βq+2, βq+3, . . . , βn, β))), 1 ≤ j ≤ q, 1 ≤ s ≤ q + 1− j,
L(0, 0, . . . , 0).
Proof. Consider n is odd, i.e. n = 2q − 1, where q ∈ N. From Theorem 3.2 we have the
following restrictions:
b2n+1γ = γ
′a2n1 ,
bn+1βj = a
2j−3
1 β
′
j, q + 1 ≤ j ≤ n,
an+1bn+1γ + a1bn+1β = a
2n
1 β
′ + 4β ′q+1a
n
1an+1βq+1,
for which we consider all possible cases.
Case 1. Let γ 6= 0. Then taking bn+1 = ± a
n
1√
γ
, we obtain γ′ = 1. Substituting the
value of bn+1 in other restrictions we obtain equalities:
β ′q+1+j = ±
βq+1+j
a2j1
√
γ
, 0 ≤ j ≤ q − 2,
β ′ = ±an+1(γ − 4β
2
q+1) + a1β
an1
√
γ
.
Case 1.1. If γ − 4β2q+1 6= 0, then putting an+1 = −
a1β
γ − 4β2q+1
, we have β ′ = 0 and
β ′q+1+j = ±
βq+1+j√
γ
a−2j1 for 0 ≤ j ≤ q − 2.
If βq+1+j = 0 for any j ∈ {1, . . . , q − 2}, then β ′q+1+j = 0 and we obtain the
superalgebras:
L(1, δβq+1, 0, . . . , 0), δ = ±1.
If βq+2 = βq+3 = . . . = βq+t = 0 and βq+t+1 6= 0 for some t ∈ {1, 2, . . . , q − 2}. Then
taking a−2t1 = ±
√
γ
βq+t+1
(i.e. a−21 =
t
√±1 t
√∣∣∣ √γβq+t+1 ∣∣∣ (cos ϕt + i sin ϕt ) (cos 2pimt + i sin 2pimt ) ,
where ϕ = arg
( √
γ
βq+t+1
)
, m = 0, 1, . . . , t− 1), we obtain:
β ′q+t+1 = 1 and β
′
q+t+j = ± t
√±1Sjm,tβq+t+j , m = 0, 1, . . . , t− 1.
So, in this case we have the following superalgebras:
L
(
1, δβq+1, V
0
j,q−2(βq+2, βq+3, . . . , βn), 0
)
, βq+1 6= ±1
2
, 1 ≤ j ≤ q − 1, δ = ±1.
Case 1.2. If γ − 4β2q+1 = 0, then β ′q+1 = ±
1
2
and we have
β ′q+1+j = ±
βq+1+j√
γ
a−2j1 , 1 ≤ j ≤ q − 2, (3.9)
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β ′ = ± β√
γ
a−n+11 . (3.10)
If we assume that j = q− 1 in restriction (3.9), then we obtain β ′2q = ±
β2q√
γ
a
−2(q−1)
1 . Since
n = 2q−1, then −2(q−1) = −n+1, i.e. we formally have restriction (3.10) and therefore
restriction (3.10) can be considered as a particular case of restriction (3.9) when j = q−1.
Furthermore, as in case 1.1, we obtain the following superalgebras:
L
(
1, βq+1, V
0
j,q−1(βq+2, βq+3, . . . , βn, β)
)
, βq+1 = ±1
2
, 1 ≤ j ≤ q.
Case 2. γ = 0. Then γ′ = 0 and
bn+1βq+1+j = a
2q−1+2j
1 β
′
q+1+j, 0 ≤ j ≤ q − 2,
a1bn+1β = a
2n
1 β
′ + 4β ′q+1a
n
1an+1βq+1.
Case 2.1. βq+1 6= 0. Then taking bn+1 = a
n
1
βq+1
and an+1 =
bn+1β
4an−11 βq+1
, we have
β ′q+1 = 0, β
′ = 0 and β ′q+1+j =
βq+1+j
βq+1
a−2j1 , 1 ≤ j ≤ q − 2.
Furthermore, as in case 1.1, we obtain the superalgebras:
L(0, 1, V 1j,q−2(βq+2, βq+3, . . . , βn), 0), 1 ≤ j ≤ q − 1.
Case 2.2. βq+1 = 0. Then β
′
q+1 = 0 and
bn+1βq+1+j = a
2q−1+2j
1 β
′
q+1+j, 1 ≤ j ≤ q − 2, (3.11)
bn+1β = a
2n−1
1 β
′. (3.12)
If we assume that j = q−1, in restriction (3.11), then we obtain bn+1β2q = a2n−11 β ′2q.
Since n = 2q − 1, then 2q − 1 + 2(q − 1) = 4q − 3 = 2n− 1, and then we formally obtain
restriction (3.12) and, therefore restriction (3.12) can be considered as a particular case
of (3.11) when j = q − 1.
Case 2.2.1 βq+2 = βq+3 = . . . = βq+t = 0 and βq+t+1 6= 0 for some t ∈ {1, 2, . . . , q−
1}. Then if we choose bn+1 = a
2q−1+2t
1
βq+1+t
, we obtain β ′q+1+t = 1 and
β ′q+1+j =
βq+1+j
βq+1+t
a
−2(j−t)
1 , t + 1 ≤ j ≤ q − 1.
Thus, in this case we have the superalgebras:
L(0, 0,Ws,q−1(V 1j,q−1(βq+2, βq+3, . . . , βn, β))), 1 ≤ j ≤ q − 1, 1 ≤ s ≤ q − j.
Case 2.2.2 βq+j+1 = 0 for any j (1 ≤ j ≤ q − 1). Then we obtain superalgebra:
L(0, 0, . . . , 0).
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Consider the case of even n, i.e. n = 2q for some q ∈ N.
Then from Theorem 3.2 we have the following restrictions:
b2n+1γ = γ
′a2n1 ,
bn+1βq+2+j = a
2q+2j+1
1 β
′
q+2+j , 0 ≤ j ≤ q − 2,
an+1bn+1γ + a1bn+1β = a
2n
1 β
′.
Case 1. γ 6= 0. Then taking bn+1 = ± a
n
1√
γ
and an+1 = −a1β
γ
we obtain γ′ = 1;
β ′q+2+j = ±
βq+2+j
a2j+11
√
γ
(0 ≤ j ≤ q − 2) and β ′ = 0.
If βq+2+j = 0 for any j (0 ≤ j ≤ q − 2), then we have superalgebra:
L(1, 0, . . . , 0).
If βq+2 = βq+3 = . . . = βq+t+1 = 0 and βq+t+2 6= 0 for some
t (1 ≤ t ≤ q − 2), then putting a−(2t+1)1 = ±
√
γ
βq+2+t
(i.e. a−11 =
± 2t+1
√∣∣∣ √γβq+2+t ∣∣∣ (cos ϕ2t+1 + i sin ϕ2t+1) (cos 2pim2t+1 + i sin 2pim2t+1) , where ϕ = arg ( √γβq+2+t) , m =
0, 1, . . . , 2t), and substituting the value of a−11 in other restrictions we obtain
β ′q+2+j = ±
βq+2+j√
γ
(
± 2t+1
√∣∣∣∣ √γβq+2+j
∣∣∣∣(cos ϕ2t+ 1 + i sin ϕ2t+ 1
)
Sm,2j+1
)2j+1
=
= βq+2+jS
2j+1
m,2j+1, t + 1 ≤ j ≤ q − 2.
Thus, in this case we have the following superalgebras:
L(1, V 2j,q−1(βq+2, βq+3, . . . , βn, ), 0), 1 ≤ j ≤ q.
Case 2. γ = 0. Then γ′ = 0 and β ′j+2+q =
bn+1βq+2+j
a2q+1+2j1
, 0 ≤ j ≤ q − 2, β ′ = bn+1β
a2n−11
.
Note that in this case β ′ also can be considered as a particular case of β ′j+2+q for
j = q − 1.
If βq+2+j = 0 for any j (0 ≤ j ≤ q − 1), then we have the superalgebra:
L(0, 0, 0, . . . , 0).
If βq+2 = βq+3 = . . . = βq+t+1 = 0 and βq+t+2 6= 0 for some t (1 ≤ t ≤ q − 1). Then
putting bn+1 =
a2q+2t+11
βq+2+t
, we obtain:
β ′q+2+t = 1, β
′
q+2+j =
βq+2+j
βq+2+t
a
−2(j−t)
1 (t+ 1 ≤ j ≤ q − 1).
As in case 2.2.1 for odd n, we obtain superalgebras:
L(0,Ws,q(V
1
j,q(βq+2, βq+3, . . . , βn, β))), 1 ≤ j ≤ q, 1 ≤ s ≤ q + 1− j.
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The existence of an adapted basis under the conditions of Lemma 3.1 for m = n+2
is represented in the following lemma.
Lemma 3.3. Let L be a Leibniz superalgebra of variety Leibn,m with characteristic se-
quence (n | m − 1, 1), nilindex n + m and m = n + 2. Then, there exists a basis
{x1, x2, . . . , xn, y1, y2, . . . , yn+2} of L in which the multiplication has the following form:
[xi, x1] = xi+1, 1 ≤ i ≤ n− 1, [yj, x1] = yj+1, 1 ≤ j ≤ n,
[xi, y1] =
1
2
yi+1, 1 ≤ i ≤ n, [yj, y1] = xj , 1 ≤ j ≤ n,
[xi, yn+2] =
n+2−i∑
k=[n+52 ]
βkyk−1+i, 1 ≤ i ≤
[n
2
]
, [yj, yn+2] = −2
n+2−j∑
k=[n+52 ]
βkxk−2+j , 1 ≤ j ≤
[n
2
]
.
Proof. The proof of this lemma is analogous to the proof of Lemma 3.2.
Let us denote the superalgebra from the family of Lemma 3.3 by L
(
β[n+52 ]
, β[n+52 ]+1
, . . . ,
βn+1) .
The condition of isomorphism of two superalgebras is represented in the following
theorem.
Theorem 3.4. Two superalgebras L
(
β[n+52 ]
, β[n+52 ]+1
, . . . , βn+1
)
and
L′
(
β ′
[n+52 ]
, β ′
[n+52 ]+1
, . . . , β ′n+1
)
are isomorphic if and only if there exist a1, bn+2 ∈ C such
that the following conditions hold:
bn+2βj = a
2j−3
1 β
′
j ,
[
n + 5
2
]
≤ j ≤ n+ 1.
Proof. By a change of basis the generators of the new basis are expressed by
y′1 =
n+2∑
i=1
aiyi, y
′
n+1 =
n+2∑
j=1
bjyj ,
where the rank
(
a1 a2 . . . an+2
b1 b2 . . . bn+2
)
= 2, this alows us to express the
elements of the new basis {x′1, x′2, . . . , x′n, y′1, y′2, . . . , y′n+2} of the superalgebra
L′
(
β ′
[n+52 ]
, β ′
[n+52 ]+1
, . . . , β ′n+1
)
with respect to the elements of old basis {x1, x2, . . . , xn, y1,
y2, . . . , yn+2} as:
x′1 = [y
′
1, y
′
1] = a1
n∑
k=1
akxk − 2an+2
[n2 ]∑
i=1
ai
n+2−i∑
k=[n+52 ]
βkxk−2+i;
x′t+1 = [x
′
t, x
′
1] = a
2t+1
1
n−t∑
k=1
akxt+k − 2a2t1 an+2
[n2 ]−t∑
i=1
ai
n+2−t−i∑
k=[n+52 ]
βkxk+t−2+i, 1 ≤ t ≤
[
n− 2
2
]
;
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x′t+1 = [x
′
t, x
′
1] = a
2t+1
1
n−t∑
k=1
akxt+k,
[n
2
]
≤ t ≤ n− 1;
y′t =
[
y′t−1, x
′
1
]
= a
2(t−1)
1
n+2−t∑
i=1
aiyt−1+i, 2 ≤ t ≤ n+ 1.
If we consider the products
[x′i, x
′
1] =
1
2
y′i+1, 1 ≤ i ≤ n, [y′t, y′1] = x′t, 1 ≤ t ≤ n
we find no restrictions.
Consider the chain of the equalities:
[y′n+2, y
′
n+2] = b1
n∑
k=1
bkxk − 2bn+2
[n2 ]∑
i=1
bi
n+2−i∑
k=[n+52 ]
βkxk−2+i = 0.
Comparing the coefficients of the basis elements in the last equality we obtain the
following restrictions:
bi = 0, 1 ≤ i ≤ [n
2
]. (3.13)
From the following equalities we obtain:
[y′n+2, y
′
1] =
 n+2∑
i=[n
2
]+1
biyi,
n+2∑
j=1
ajyj
 = a1 n∑
k=[n
2
]+1
bkxk = 0
restrictions and summing them with (3.13) we obtain bi = 0, 1 ≤ i ≤ n.
Therefore we have y′n+2 = bn+1yn+1 + bn+2yn+2.
Consider the multiplications defining the parameters:
[x′1, y
′
n+2] =
a1 n∑
k=1
akxk − 2an+2
[n2 ]∑
i=1
ai
n+2−i∑
k=[n+52 ]
βkxk−2+i, bn+1yn+1 + bn+2yn+2
 =
= a1bn+2
[n−22 ]+1∑
j=1
aj
n+2−j∑
k=[n+52 ]
βkyk+j−1; (3.14)
[x′1, y
′
n+2] =
n+1∑
k=[n+52 ]
β ′ky
′
k = β
′
[n+52 ]
a
2[n+52 ]−2
1
(
a1y[n+52 ]
+ a2y[n+52 ]+1
+ . . .+
+ a
n+2−[n+52 ]
yn+1
)
+ b′[n+52 ]+1
a
2[n+52 ]
1
(
a1y[n+52 ]+1
+ a2y[n+52 ]+2
+ . . .+ a
n+1−[n+52 ]
yn+1
)
+
+ . . .+ β ′n+1a
2n+1
1 yn+1 =
n+1∑
k=[n+52 ]
β ′ka
2(k−1)
1
n+2−k∑
j=1
ajyk+j−1. (3.15)
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From (3.14) and (3.15) we obtain restrictions:
bn+2βj = a
2j−1
1 β
′
j ,
[
n + 5
2
]
≤ j ≤ n+ 1. (3.16)
If we consider other multiplications, then we obtain restrictions (3.16) or identities.
The description up to isomorphism of a family from Lemma 3.3 is represented in
the following theorem.
Theorem 3.5. Let L be a Leibniz superalgebra of variety Leibn,m with characteristic
sequence (n | m − 1, 1), nilindex n +m and m = n + 2. Then L is isomorphic to one of
the following pairwise non isomorphic superalgebras:
L
(
W
s,n+2−[n+52 ]
(
V 1
j,n+2−[n+52 ]
(
β[n+52 ]
, β[n+52 ]+1
, . . . , βn+1
)))
,
where 1 ≤ j ≤ n+ 2−
[
n+ 5
2
]
, 1 ≤ s ≤ n + 3−
[
n+ 5
2
]
− j,
L(0, 0, . . . , 0).
Proof. From Theorem 3.4 we have the following restrictions:
bn+2β
′
[n+52 ]+j
= a
2[n+52 ]+2j−3
1 β
′
[n+52 ]+j
, 0 ≤ j ≤ n+ 1−
[
n + 5
2
]
.
As
[
n + 5
2
]
≈ q + 2, for n = 2q or n = 2q − 1, then we obtain:
bn+2βq+j+2 = a
2q+2j+1
1 β
′
q+j+2, 0 ≤ j ≤ n + 1− q − 2.
The proof of this theorem is complete by using the same arguments as in the proof
of Theorem 3.3 for even case.
Thus, Theorems 3.3 and 3.5 complete the classifications (up to isomorphism) of
Leibniz superalgebras with characteristic sequence C(L) = (n | m − 1, 1) and nilindex
n +m.
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