It is shown for an n n symmetric positive de nite matrix T = (t i;j ) with negative o -diagonal elements, positive row sums and satisfying certain bounding conditions that its inverse is well approximated, uniformly to order 1=n
INTRODUCTION
We are concerned here with n n symmetric matrices T = (t i;j ) which have negative o -diagonal elements and positive row (and column) sums, i.e., t i;j = t j;i ; t i;j < 0 for i 6 = j; and n X k=1 t i;k > 0 for i; j = 1; : : :; n:
Such matrices must be positive de nite and hence fall into the class of M-matrices. (See, e.g., 2] for the de nition and properties of M-matrices.)
It is convenient to introduce an array u i;j n i;j=1 of positive numbers de ned in terms of T as follows: u i;j = ?t i;j for i 6 = j; and u i;i = n X k=1 t i;k ; i; j = 1; : : :; n:
Then we have u i;j > 0; u i;j = u j;i ; t i;j = ?u i;j for i 6 = j; and t i;i = n X k=1 u i;k ; i; j = 1; : : :; n: (1) Moreover, it is convenient to introduce the notation m = min i;j u i;j ; M = max i;j u i;j ; t:: = The authors 5] use this theorem while establishing the asymptotic normality of a vectorvalued estimator arising in a study of the Bradley-Terry model for paired comparisons. Depending on n; which goes to in nity in the asymptotic limit, we need to consider the inverse T ?1 of a matrix T satisfying (1) with m and M being bounded away from 0 and in nity. Since it is ?2?
Approximating the Inverse of a Matrix impossible to obtain this inverse explicitly, except for a few special cases, we show that the approximate inverse S is a workable substitute, with the attendant errors going to zero at the rate 1=n 2 as n ! 1:
Computing and estimating the inverse of a matrix has been extensively studied and described in the literature. See The next section contains the proof of the theorem, and some remarks are given in Section 3. 
PROOF OF THE THEOREM
Again by (1) and (2), we have 0 < u i;j t i;i t j;j M m 2 n 2 ; 0 < u i;i t i;i t:: M m 2 n 2 ;
so that jw i;j j a n 2 and jw i;j ? w i;k j a n 2 for i; j; k = 1; : : :; n; where a = 2M=m 2 . Equivalently, in terms of the elements of G = (g i;j ): jg i;j j a and jg i;j ? g i;k j a; i; j; k = 1; : : :; n:
We now turn our attention to (3), expressed in terms of the matrix elements f i;j and g i;j in F and G; respectively, and the formula for v i;j in (4):
f i;k u k;k t:: + g i;j ; i; j = 1; : : :; n:
The task is to show j f i;j j C(m; M) for all i and j:
Two things are readily apparent in (7). To begin with, apart from the factor (1? k;j ) in the rst sum, which equals one except when k = j; the rst and second sums are weighted averages of f i;k ; k = 1; : : :; n; the positive weights u k;j the index i plays no essential role in the relationship; it can be viewed as xed. If we take i to be xed and notationally suppress it in (7), then (7) assumes the form of n linear equations in the n unknowns f 1 ; : : :; f n :
f k u k;k t:: + g j ; j = 1; : : :; n:
Instead of solving these equations, we will show that under the bounding conditions j g j j a; j g j ? g k j a; j; k = 1; : : :; n;
Approximating the Inverse of a Matrix (see (6)) any solution of (8) must satisfy the inequalities j f j j 1 2 1 + M m a; j = 1; : : :; n; (9) so that j f j j C(m; M); j = 1; : : :; n; thereby completing the proof.
Let and be such that f = max 1 k n f k and f = min 1 k n f k : With no loss of generality, assume f j f j : (Otherwise, we may reverse the signs of the f k 's and proceed analogously.) There are two cases to consider: 
