In this paper, we consider a discrete delay problem with negative feedback _ x(t) = f(x(t); x(t?1)) along with a certain family of time discretizations with stepsize 1=n. In the original problem, the attractor admits a Morse decomposition. We proved in G,H] that the discretized problems have global attractors. It was proved in G,M] that such attractors also admit Morse decompositions. In G,H] we proved certain continuity results about the individual Morse sets, including that if f(x; y) = f(y), then the individual Morse sets are upper semicontinuous at n = 1. In this paper we extend this result to the general case; that is we prove for general f(x; y) with negative feedback that the Morse sets are upper semicontinuous.
I. Introduction
In a previous paper, G,H], we considered the relationship between Morse sets (when they existed) for the following problems. _ x(t) = f(x(t); x(t ? 1)) x(t) = (t); t 2 ?1; 0] (1:1) n Problem (1:1) 1 is a discrete delay problem with negative feedback and (1:1) n is a time discretization of (1:1) 1 which we choose so that _ y k (0) for all 1 k N 1 . C 1 (j; l) is the set of all connecting orbits with -limit set in S 1 j and !-limit set in S 1 l . In the case that (1:1) 1 has the form _ x(t) = f(x(t ? 1)) we proved the stronger result that, under assumptions A1 through A3 below, for any > 0, there exists N so that for all n > N, S n k is in an -neighborhood of S 1 k for all 1 k < N 1
In this paper, we prove that the stronger result indeed holds for the more general problem (1:1) 1 without any further assumptions.
In the remainder of the introduction, we state the required assumptions and de ne the Morse decompositions. We then give a more precise statement of our earlier results and we conclude with a statement of our new result.
First we require certain assumptions on f, which we will refer to collectively as assumption (A1).
SEMICONTINUITY OF MORSE SETS
A1a. f : IR 2 ! IR is C 1 A1b. f(0; ) < 0 for all 6 = 0 A1c. A + B < 0 and B < 0 where A = @f( ; )=@ j (0;0) and B = @f( ; )=@ j (0;0) We will also assume that (1:1) 1 admits a global attractor. To state this assumption precisely, we must specify the function space in which we usually consider (1:1) 1 and de ne the ow in that space. Choose an initial condition 2 C := C( ?1; 0]; IR) and let x(t) be the solution with x( ) = ( ) for 2 ?1; 0]. We can de ne a solution of (1:1) 1 as an element in C by de ning the function x t 2 C as x t ( ) = x(t + ) for 2 ?1; 0]. We then de ne the solution operator T 1 (t) = x t . The collection fT 1 (t)g t 0 is a semigroup and the action of this semigroup on C de nes a semi ow. We denote the set of all bounded solutions of (1:1) 1 asÂ 1 C((?1; 1); IR) and de ne A 1 C as the set of all initial conditions which give rise to a solution inÂ 1 . The semi ow given by fT 1 (t)g t 0 can be extended to a ow fT 1 (t)g t2I R on A 1 . We then assume that A2. A 1 is a global attractor.
It was proved in G,H], using results from H], that if (1:1) 1 admits a global attractor, then so does (1:1) n for large n and the attractors are upper semicontinuous with respect to the parameter n. It was proved in G,M] that a global attractor for (1:1) n must have a Morse decomposition. Since the Morse decomposition will be given inÂ 1 , we must de ne the ow onÂ 1 . The ow will just be translation by time will be the solution through y 0 at time t. We will eventually drop the tilde notation when we have chosen a function space in which we can compare solutions of (1:1) n with solutions of (1:1) 1 .
Systems of the form in (1:1) n are commonly known as cyclic feedback systems and have been studied by Mallet-Paret and Smith M-P,S], Gedeon and Mischaikow G,M], and Gedeon G]. In fact, assumption A1b guarantees that this is a negative cyclic feedback system. In M-P,S], Mallet-Paret and Smith de ne a discrete Lyapunov function for (1:1) n , in the case that it admits a global attractorÃ n . For 1 i n, de ne i = 1 and de ne 0 = ?1. For a vector hx 0 ; :::x n i 2 IR n+1 with x i 6 = 0, de nẽ V n (hx 0 ; x 1 ; :::; x n i) = cardfi : i x i x i?1 < 0g where we de ne x ?1 = x n .Ṽ n counts the number of sign changes in the vector and adds one if the rst and last element have the same sign. We extendṼ n by continuity whenever possible. If the vector x(t) = hx 0 (t); x 1 (t); :::; x n (t)i is a solution of (1:1) n , thenṼ n (x(t)) is nonincreasing. More precisely, if x(t) is in a region whereṼ n is de ned, thenṼ n (x(t)) is constant. IfṼ n is not de ned at x(t), then for small ,Ṽ n (x(t ? )) = 2 +Ṽ n (x(t + )) (Ṽ n (x(t + )) <Ṽ n (x(t ? ))) . Clearly,Ṽ n is bounded and takes odd integer values. We will use this Lyapunov function to de ne the Morse sets. Again the number of Morse sets depends on the number of eigenvalues with positive real part. In G,H] we prove that if A3 holds then the zero solution of the linearization of (1:1) n is hyperbolic. Let K n be the number of eigenvalues with positive real part. If K n is even, de ne K n := K n =2 + 1; if K n is odd, de ne K n := (K n + 1)=2 + 1. There are K n ? 1 Morse sets below f0g. Suppose there are J n Morse sets all together. They are de ned as follows. For 1 k K n ? 1 or K n k J ñ S n k := fx 2Ã n :Ṽ n (T n (t)x) = 2k ? 1 for all t; 0 6 2 (x) !(x)g) It can be shown that the problems (1:3) n and (1:1) 1 are well-de ned in X. The attractor for (1:1) 1 in X is just the backward ow through all elements in the attractor in C. This construction is discussed completely in H]. We will call the attractor in X A 1 also. We de ne solution operators T n (t) for (1:3) n in X, 1 n 1 analogous to the operators T n (t). We can give the Morse decomposition for (1:3) n in terms of (1:1) where C 1 (j; l) is the set of all connecting orbits with -limit set in S 1 j and !-limit set in S 1 l .
If (1:1) 1 has the form _ x(t) = f(x(t ? 1)) then the theorem becomes Theorem 0.2. Assume that assumptions A1 through A3 are satis ed. Then for any > 0 there exists N so that for all n > N, the following hold.
a. N = K n ; that is, the number of Morse sets in the decompositin of A 1 which lie below f0g is the same as the number of Morse sets in the decomposition of A n which lie below f0g.
b. For all 1 k < N , S n k is in an -neighborhood of S 1 k . Now we state the result which will be proved in this paper. 6 Theorem 1.1. Consider the problem (1:1) n and (1:1) 1 where the right-hand side is allowed to have the general form f(x(t); x(t ? 1)). Assume that assumptions A1 through A3 are satis ed. Then for any > 0, there exists N so that for all n > N, S n k is in an -neighborhood of S 1 k for all 1 k M. That is, the sets fS n k g are upper semicontinuous at n = 1.
Before we go on to the proof of Theorem 1.1, we should explain what we mean when we say that fS n k g is upper semicontinuous in the case that N k M. We don't know if the problems (1:1) n and (1:1) Theorem 2.1a. Assume that A1 through A3 hold. If x 2Â 1 then either x(t) ! 0 as t ! 1 or x satis es the following.
1. lim inf t!1 (jx(t)j + j _ x(t)j) > C where C > 0 is independent of x.
2. There exist t 1 > 0 such that all zeroes of x which lie in t 1 ; 1) are simple.
3. There exist t 2 > 0 and d > 0 such that if z 1 and z 2 are two zeroes of x in t 3 ; 1), then we have jz 1 ? z 2 j > d.
Since the solution operator is a group in A 1 , we also have Corollary 2.1b. Assume that A1 through A3 hold. If x 2Â 1 then either x(t) ! 0 as t ! ?1 or x satis es the following.
1. lim inf t!?1 (jx(t)j + j _ x(t)j) > C where C > 0 is independent of x 2. There exist t 1 < 0 such that all zeroes of x which lie in (?1; t 1 ] are simple. 3. There exist t 2 < 0 and d > 0 such that if z 1 and z 2 are two zeroes of x in (?1; t 3 ], then we have jz 1 ? z 2 j > d.
The following Lemma is a Hartman-Grobman type result whose corollary we shall use later in the paper. For x 2 IR, let kxk 1 := max 0 i n x i . Lemma 2.2 (Lemma 3.2 in G,H]). Let us denote the vector eld given by (1:1) n by F n (x). There is a constant > 0 such that for all n there is a homeomorphism h n such that DF n (0) h n (x) = h n F n (x) for all kxk 1 . for all t 2 a; 0]. In particular, this holds for t = a. To see that N is independent of l 2 0; 1] and independent of the sequence k(n)=n, we must check that the steps in the proof of Lemma 4.3 ( G,H]) are independent. This is indeed the case because of the following facts: R 0 ?1 r n j (s)ds = 1 for all j; n; r n j (?2) has a bound which depends only on n, not on j; and the integral of r n k(n) outside some small interval containing k(n)=n has a bound which depends only on n (for details, see the proof of Lemma 4.3 in G,H]).
III. Counting Sign Changes and Zeroes
Suppose that for an in nite number of n, x n 2 S n k . It is shown in G,H] that the sequence fx n g has a convergent subsequence x n i ! x where x 2 A 1 and x(t) is a solution of (1:1) 1 for all t. We will prove that, in fact, x 2 S 1 k . This completes the proof since In order to prove that x 2 S 1 k , we make use of Theorem 2.1a and Corollary 2.1b. Hence we must make sure that the hypotheses of the theorem and corollary hold. We require (S1) x(t) 6 ! 0 as t ! 1 (S2) x(t) 6 ! 0 as t ! ?1.
In G,H] we proved Theorem 0.1 in the following way. We rst proved that if (S2) holds then V (x t ) 2k ? 1 for all t. Then we showed that indeed for k < N (recall that N is the number of Morse sets below f0g), (S2) holds (see Lemma 6.7 of G,H]). Here we take a similar approach. We rst prove Proposition 3.2. If (S1) holds, then V (x t ) 2k ? 1 for all t.
Then we show Proposition 3.3. If k > N then (S1) holds. Proposition 3.4. If k < N then (S1) holds.
To prove Theorem 1.1, we also need to show that the conclusion of Theorem 0.1 holds for the case that k > N . So we prove the following proposition.
Proposition 3.5. If k > N then (S2) holds.
The remainder of this section is organized as follows. In section 3.1, we prove Proposition 3.2. In section 3.2, we prove Propositions 3.3, 3.4 and 3.5. In section 3.3, we conclude the proof of Theorem 1.1.
The Proof of Proposition 3.2
Since (S1) holds, we can apply Theorem 2.1.a. There exists t 1 such that for all t > t 1 , jx(t)j + j _ x(t)j > C. Lemma 3.6. There is an a > max(t 1 ; t 2 ; t 3 ; t 4 ) and an < so that jx(a)j > and jx(a ? 1)j > . Here we assume that n is large enough to satisfy Lemma 3.7. From Section 2 (Lemmas 2.4 and 2.5) we know that we can pick n large enough so that jx 
This proves the result since for any m(n) j s(n) ? 1, there exists an l and a sequence k(n) so that for some n, k(n)=n = (j + 1)=n. We want to show that there is a subsequence q n i ! 1. Suppose instead that there is a Q < 1 such that q n Q for all n. Letq for t 2 L; L + 2k]. Hence for n > N, q n >q and we have reached a contradiction. So such a subsequence exists. For convenience, we also call the subsequence fq n g. Now de ne y n (t) = x n (t + q n ) for all t. Since S n k is invariant, y n 2 S n k for all n. There is a subsequence, which we again call y n , so that y n ! y in X. Then y 2 A 1 . We want to show that jy(t)j < for all t < 0. Suppose there is at < 0 so that jy(t)j = . Consider T(t)y. T n (t)y n ! T(t)y in X so there exists anÑ so that for all n >Ñ, kT n (t)y n ? T(t)yk X < =2 and so j T n (t)y n ](0) ? T(t)y](0)j < =2 Pick N Ñ so that for all n > N, L ? q n >t. Notice that L = L ? q n + q n t + q n < q n so for all n > N, jx n (t + q n )j = j T n (t)y n ](0)j < =2 and so jy(t)j = j T(t)y] (0) To prove that x 2 S 1 k it only remains to show that 0 6 2 !(x) (x). Lemma 3.12. 0 6 2 !(x) (x) Proof We'll prove that 0 6 2 !(x). The proof that 0 6 2 (x) follows similarly.
Suppose 0 2 !(x). Then there exists a sequence t j ! 1 as j ! 1 such that kT 1 (t j )xk ! 0 as j ! 1. Then by Lemma 2.1a we would then have jx(s)j > C, so in this interval x must be monotone, hence there can be at most one zero of x in t j ? 2; t j ]. This, along with the fact that jx(s)j < in t j ? 2; t j ], implies that the maximum of j _ xj is 2 =2 = , so in t j ? 2; t j ] we have jx(t)j + j _ x(t)j < + < C and this contradicts Lemma 2.1a.
Hence we conclude that x 2 S 1 k and Theorem 1.1 holds.
