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Soit V une classe de langages. Notons Pol( %‘) la fermeture polynomiale de % Pol( %) est la plus 
petite classe de langages contenant V et fermee par union finie et produit marqut LaL’, oti a est 
une lettre. Nous determinons les clbtures polynomiales de diverses classes de langages rationnels 
puis nous ttudions les proprietes des fermetures polynomiales. Par exemple, si V est fermee par 
quotients (resp. quotients et morphisme inverse), alors il en est de m&me de Pol( %). Notre resultat 
principal montre que si 0 est une algibre de Boole fermee par rtsiduels alors Pol( %) est fermee 
par intersection. Comme application, nous affinons la hitrarchie de concatenation introduite par 
Straubing et nous prouvons la dtcidabiliti des niveaux f et $ de cette hierarchic. 
Abstract 
Arfi, M., Operations polynomiales et hierarchies de concatenation, Theoretical Computer Science 
91 (1991) 71-84. 
Given a class % of languages, let Pot(V) be the polynomial closure of V, that is, the smallest 
class of languages containing 0 and closed under the operations union and marked product 
LaL’, where a is a letter. We determine the polynomial closure of various classes of rational 
languages and we study the properties of polynomial closures. For instance, if V is closed under 
quotients (resp. quotients and inverse morphism) then Pal(V) has the same property. Our 
main result shows that if V is a boolean algebra closed under quotients then Pol( Z) is closed 
under intersection. As an application, we refine the concatenation hierarchy introduced by 
Straubing and we show that the levels 4 and 1 of this hierarchy are decidable. 
Introduction 
Le celbbre theoreme de Kleene (1954) constitue l’un des fondements de la theorie 
des langages. II montre qu’un langage sur un alphabet fini est reconnu par un 
automate fini si et seulement si il peut s’exprimer a partir des lettres en appliquant 
les operations union, produit et Btoile. Ces trois operations sont, avec les autres 
operations booleennes (intersection et complementation), les operations les plus 
importantes sur les langages rationnels et malgre trente ans d’efforts, leur etude est 
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loin d’&re achevee. L’operation etoile mene aux problemes de hauteur d’etoile; le 
produit et les operations booleennes conduisent aux hierarchies de concatenation 
de Brzozowski et Straubing. On trouvera d’autres problemes dans [l] et [3,4,5,6]. 
Le but de cet article est d’etudier plus particulierement les operations “poly- 
nomiales”, c’est-a-dire l’union et le produit. En fait, comme dans le cas des hierar- 
chies de concatenation, il est preferable d’utiliser le produit marque LaL’ (oti a est 
une lettre) au lieu du produit de concatenation classique LL’. La fermeture poly- 
nomiale, Pol( %‘), dune classe de langages rationnels %’ a ttt definie par Schiitzenber- 
ger [ 151: Pol( %) est la plus petite classe contenant %Y et fermee par union finie et 
par produit marqut. Nous determinons d’abord les fermetures polynomiales de 
diverses classes de langages, puis nous etudions les proprietes conservtes par les 
operations polynomiales. Nous montrons par exemple que si %? est fermee par 
residuels alors Pol( %‘) est fermee par residuels et produit classique. Si % est en plus 
fermee par morphisme inverse, il en est de mEme de Pol( %). Notre rtsultat principal 
montre que si % est en particulier une algebre de Boole fermee par rtsiduels, alors 
Pol( %) est fermte par intersection. 
Ce resultat nous permet d’affiner la hierarchic de concatenation proposee par 
Straubing de la facon suivante: 
- Le niveau 0 est constitue des langages fJ et A*. 
_ Le niveau n +$ est la fermeture polynomiale du niveau n. 
- Le niveau n + 1 est la fermeture booltenne du niveau n +$. 
Thomas [22] a mis en evidence le lien entre les niveaux n de cette hierarchic et les 
hierarchies de la logique du premier ordre. Perrin et Pin [8] ont etendu ce resultat 
aux niveaux n +i mais en definissant le niveau n +$ comme Ctant la fermeture du 
niveau n pur les operations polynomiales et l’intersection. Notre resultat principal 
montre qu’il est inutile de considerer l’intersection et que notre definition coi’ncide 
done avec celle donnee en [S]. 
Les problitmes de decidabilite concernant les hierarchies de concatenation sont 
reputes difficiles. Par exemple, pour la hitrarchie de Straubing, on sait seulement 
que les niveaux 0 et 1 sont dicidables. Straubing [21] a recemment demontre que 
si L est un langage sur un alphabet a deux lettres, alors on peut decider si L est de 
niveau 2. D’autres resultats partiels sur ce niveau ont CtC obtenus par Weil [23]. 
Tous les autres cas sont ouverts a ce jour. En nous appuyant sur un resultat profond 
d’Hashiguchi [5], nous montrons que le niveau 2 est Cgalement decidable, et ceci 
quelle que soit la taille de I’alphabet. Au prealable, nous aurons prouvt la decidabilite 
du niveau $ g&e a une propriete syntactique remarquable des langages qui le 
constituent. 
Plus precisement, notre etude s’articule de la man&e suivante. La premiere section 
comporte les definitions et les concepts de base, illustrts par quelques exemples, 
dont nous dtgagerons un theoreme important lors des questions de decidabilite. En 
seconde partie, on mettra en evidence l’action des operations reconnaissables que 
sont les residuels, le morphisme inverse et I’intersection sur les deux operations 
polynomiales que I’on vient de dtfinir. Dans la troisibme et derniere section sont 
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exposes les problemes de decidabilite ainsi que leur impact sur la hierarchic de 
Straubing, modifite comme il convient. 
1. OpCrations polynomiales 
Nous renvoyons le lecteur a [2,9,12,13] pour tous les termes non definis. Nous 
empruntons a [2] la definition suivante: On appelle classe de langages une corre- 
spondance % qui, a tout alphabet fini A, associe un ensemble A*% de langages 
reconnaissables sur A*. 
Soit done % une classe de langages. Pour tout alphabet fini A, on note Pol(A*%) 
la plus petite famille de langages sur A* contenant A*%?, fermee par union finie 
(Cventuellement vide) et par l’operation produit marque’ au sens suivant: 
(L, L’) H LaL’, oh a est une lettre. On d&nit par ce procede une nouvelle classe 
de langages, A H Pol(A*%), que l’on designera par Pol( Y). Ce sera la fermeture 
(ou clhure) polynomiale de 92. On appellera langage %-e’le’mentaire sur A* tout 
langage de la forme Loa, L, . . . a,L,, avec n 2 0, Li E A*% pour i E (0,. . . , n} et 
ai~Apour iE{l,..., n}. Moyennant cette definition, on voit qu’un langage L est 
dans Pol(A*%?) si et seulement si L est reunion finie (eventuellement vide) de 
langages %?-eltmentaires sur A*. 
Exemple 1.1. Considerons la classe % definie par A*% = (0, A*} (ou simplement 
{A*}). Alors Pol(A*%) est constituee des unions finies de langages de la forme 
A*a,A* . . . anA*, avec n 2 0 et a, E A pour 1s is n. On a egalement: Pol(A*%) = 
{L LU A* 1 Lc A*}, oti LU designe le produit de m&znge (ou shufJle); cf. [7]. 
Exemple 1.2. Soit la classe de langages 9 definie, pour tout alphabet fini A, par 
A*S={B*IBc A}. 0 n vtrifie aisement que Pol(A*S) est l’ensemble des unions 
finies de langages de la forme Aga,Af . . . a,Af ; n 2 0, A, c A pour i E (0, . . . , n} 
et ai~A pour iE{l,...,n}. 
Nous verrons ulterieurement l’importance de ces deux exemples, ainsi que celle 
du theoreme suivant, dans l’etude des hierarchies de concatenation. 
The’ortme fondamental 
Considtrons les varietts de monoi’des suivantes: 
l J, : monoi’des idempotents et commutatifs, 
l J: monoi’des $-triviaux, 
l R: monoi’des %!-triviaux, 
l R’: monoi’des .Z’-triviaux, 
l DA: monoi’des dont les %classes regulieres sont des semigroupes aperiodiques. 
Nous noterons respectivement $,, 8, 2, 52 et 9a les varietes de langages 
correspondantes. Reprenons la classe de langages 5F definie a 1’Exemple 1.2: A* 9 = 
{B*IBcA}. 
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ThCoreme 1.3. On a les bgalitks 
Pol(9,) = Pal($) = Pal(%) = Pol(9Zr) = Pal(%) = Pal(9). 
Preuve. On a la double strie d’inclusions 
J,cJcRcLlJ et J,c_JcR’cm. (I) 
On sait que A*,$, est l’algebre de Boole engendree par A*%. Par consequent, 
Pol(A”9) c Pol(A*$‘,). (2) 
De plus, Schiitzenberger [ 161 a montre que tout langage de A*% est union disjointe 
de langages de la forme Aga,AT . . . a,AZ ; oti n 2 0; A,,, . . , A, c A et a,, . . . , a,, E A 
et oh le produit A,*a,AT . . . a,Az est non ambigu. Ce qui donne l’inclusion A*% c 
Pol(A*9). 11 en resulte 
Pol(A*%) c Pol(A*%). (3) 
Le thtoreme decoule des assertions (l), (2) et (3). 0 
2. OpCrations polynomiales et opkrations reconnaissables 
Les operations polynomiales sont l’union et le produit marque mention& au 
debut de cet article. Dans cette section, nous nous proposons d’etudier les rapports 
entre ces operations et quelques operations reconnaissables, a savoir les residuels, 
le morphisme inverse et l’intersection. 
2.1. Fermeture par rbiduels et par produit classique 
Soit % une classe de langages. On dira que %’ est fermee par residuels (resp. 
residuels a gauche, resp. rtsiduels a droite) si pour tout alphabet fini A, tout Clement 
aEA et tout langage LEA*%, a-‘L et La-‘EA*% (resp. a-‘LEA*%, resp. La-‘E 
A*‘%). Nous dirons que %T est fermee par produit (classique) si pour tout alphabet 
fini A et tous langages L, L’E A*%, le produit L. L’ est dans A*%. 
Proposition 2.1.1. Soit % une classe de langages fermbe par residuels (resp. d! gauche, 
resp. ci droite), alors Pol( %‘) a la me^meproprie’t&. Deplus, Pol( %) estfermkeparproduit. 
Preuve. On examinera uniquement le cas des residuels a gauche, les autres Ctant 
similaires. 
Fermeture par r&iduels d gauche: Supposons done % fermee par residuels a 
gauche et notons V’ la classe definie par 
A*%‘={LE Pol(A*%‘)]Va E A, a-‘LE Pol(A*%)}. 
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11 suffit d’etablir l’inclusion Pol( A* %‘) c A* ie’. Puisque par hypothese A* %’ c A* %‘I, 
il suffit de verifier que A*%” est stable par union et par produit marque. Or cela 
rtsulte des formules 
a-‘(Lu L’) = a-‘Lu C’L’, et 
a-‘(LbL’) = 
(a-‘L)bL’ si 1 & L, ou b f a, 
(a-‘L)bL’u L’ si 1 E L et b = a. 
Fermeture par produit: Soit VZ une classe fermee par residuels a gauche. On sait 
maintenant que Pol( %) l’est Cgalement. La fermeture par produit de Pol( %) resulte 
immediatement de la formule: 
si 1 g L’, 
LL’ = 
> 
uL si 1EL’. 0 
Corollaire 2.1.2. La clSture polynomiale d’une varie’te’ de langages est fermee par 
r&duels et produit de concatenation classique. 
2.2. Fermeture par morphisme inverse 
Soit % une classe de langages. On dira que % est fermee par morphisme inverse 
si, pour tout morphisme cp :A* + B*, L E B*‘% entraine Lq-’ E A*‘%?. 
Proposition 2.2.1. Soit % une classe de langages fermee par residuels et morphisme 
inverse. Alors Pol( Z) est ferme’e par morphisme inverse. 
Preuve. Soit q : A* + B* un morphisme de monoi’des libres. Puisque (L, u LJ(p-’ = 
L,cp_‘u L&l, il suffit de demontrer que si L est un langage %-elementaire sur B*, 
alors LcJ-’ E Pol(A*%‘). Posons done L= L,b,L, . . . b,L, avec n 3 0; L,,, . . . , L, E 
B*% et b,, . . . , b, E B. Pour chaque lettre b E B, on note 
A(b)={(u,a,v)~B*xAxB*(acp=ubv}. 
Remarquons que A(b) est toujours un ensemble fini. La Proposition 2.2.1 dtcoule 
alors immtdiatement du lemme qui suit. 0 
Lemme 2.2.2. On a la formule 
(LobILl.. . b,L,)cp-’ 
= U (Lou;’ )cpP’a,(v;‘L,u;l)~o’ 
(u,,a,,u,)cA(b,) 
. . . (v,l,L,_,u,’ )cp-‘a,(v,‘L,)cp-‘. 
Preuve. Designons respectivement par K et K’ les membres gauche et droit de cette 
tgalitt. 
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(a) K c K’: Soit w E Ii. wcp E L&L, . . . b,L,. On a done wcp = l,,b,l, . . . b,l,, ; avec 
li E Li pour i E (0, . . . , n}. Puisque les lettres b,, . . . , 6, apparaissent dans wcp, il 
existe, pour tout iE{l,. ., n}, (u,, Ui, v,)EA(b,), il existe wO ,... , w,EA* tels que 
w = wOa, w, . . . unwn, avec 
wncp.u, = 4, u,.w,(p = 1, et ZI,.W,(P.U,+~ = 1, pour i E { 1, . . . , n - 1). 
Par constquent, w E K’. 
(b) K’cK:Soit w~K’.Pourtouti~{l,..., n}, il existe alors (ui, ai, zli) E A(bi) 
tels que: 
w E (L”u;‘)cp-‘al(vl’L,u2’)cpl.. . (v,l,L,~,u,‘)cp~‘a,(v,‘L,)cp’. 
Par conskquent, w s’Ccrit: w = wOal w, . . . u,w, ; avec 
WOE (LOUl’)cp~‘, w, E (v,‘L,)cp_’ 
et ~,E(vi’L~u~~,)cp~‘,ViE{l,..., n-l}. 
11 en rCsulte 
wcp = (wocp)(a,cp)(w,cp) . . . (wP)(WnP) 
= (w,cp)(u,hd(w,cp) . . . (dwn)(wncp) 
=(WO(P.U~)~~(Z)I.W,(P.UZ). . . (v,-,.~,-,(P.u,)~,(v~.w,(P). 
Done wcp E LOb,L, . . . b,L, ; c’est-l-dire w E K. 0 
Corollaire 2.2.3. Si V est une vurikt& de lungages, ulors Pal(V) est fermke par 
morphisme inverse. 
C’est une conkquence immCdiate de la Proposition 2.2.1. 
2.3. Fermeture par intersection 
Pour clore cette section, nous allons donner des conditions suffisantes pour qu’une 
cl6ture polynomiale soit fermCe par intersection finie. Soit % une classe de langages. 
Nous dirons que % est ferm6e par union (resp. intersection, resp. diffkence) si, 
pour tout alphabet fini A, L, L’ E A*% entraine L u L’E A”% (resp. Ln LIE A*%?, 
resp. L\L’E A*%). EnonGons tout de suite le thCortme fondamental de cette seconde 
partie. 
ThCorbe 2.3.1. Supposons % ferme’e par union, intersection, diflkrence et rksiduels. 
Alors Pol( %‘) est ferme’e par intersection. 
Nous commencerons d’abord par dkmontrer un lemme. Soit L un langage rationnel 
sur un alphabet fini A. DCsignons par & = (0, A,. , q-, F) l’automate minimal 
reconnaissant L. Pour tous Ctats q, r E Q, on d&nit le langage: L(q, r) = 
{u E A* 1 q.u = r}. 
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Lemme 2.3.2. Soit %? une classe de langages fermee par union, intersection, difSe’rence 
et residuels. Soient A un alphabetJim, L un langage dans A*% et ti = (Q, A, . , q-, F) 
l’automate minimal de L. Alors, pour tout couple (q, r) E Q x Q, L( q, r) E A* %‘, 
Preuve. Par construction de l’automate minimal et par dtfinition de l'action . , il existe 
x, y E A* tels que q = xP’L et r = yP’L, et L(q, r) s’hrit 
L(q,r)={uEA*I(x-‘L).u=yP’L}={uEA*((xu))’L=y-’L}. 
D’oti 
L( q, r) = {u E A* 1 Vu E A*, xuzl E L~yv E L}. 
Un petit moment de rtflexion convaincra le lecteur de 1Cgalitt L(q, r) = L, n L2 avec 
L,={~EA*~V~E~-‘L,~~~EL} et L,={u~A*lVv~y~‘L,xuv~L}. 
Or on a 
L, = n xP’~vm’ 
Ot”-‘L 
et 
L,=A*\{~EA*~~&~~‘L,x~uEL}=A*\ u x-‘Lo-‘. 
“4G.>,C’L 
D’oh 
L(q, r)= n X-‘Lu-’ n A* U X~‘LU-’ . 
( UC.VY’L > ( \ UilVY’L > 
Et finalement, le lemme est constquence de la formule: 
L(q, r)= n xP’Lum’ U x-‘LC’. 0 
uty-‘L \ vcy-‘L 
Preuve du ThCor&me 2.3.1. Etant don& la distributivitt de l’intersection par rapport 
5 la rkunion, il suffit d’Ctablir le rtsultat pour les langages %-tlkmentaires sur A*. 
Soient done K = K,a'K, . . . a,,K,, et K’= Kha:K{ . . . aL,Ki, deux langages de A*, 
avec: 
aiEA pour iE{l,...,n}, a:EA pour iE{l,...,n’}, 
Ki E A*% pour i E (0,. . . , n}, K: E A”% pour i E (0, . . . , n’}. 
Les langages K,, . . . K,, K&, . . , Ki, sont respectivement reconnus par des auto- 
mates A&,..., &, &A,. . . , dks, supposts tous minimaux. Posons: 
4 = (Q,, . , si, 6) pour iE{O,...,n} et 
s:=(Q:,A,.,qj-, F:) pour iE{O ,..., n’}. 
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Donnons tout d’abord une idte intuitive de cette preuve. K est reconnu par 
l’automate non deterministe ti represent6 par le diagramme dans la Fig. 1. 
On peut de la mGme man&e construire l’automate non deterministe &’ reconnaissant 
K’. Le produit direct 9J = &X d’ est un automate reconnaissant K n K’ et une 
analyse minutieuse de % nous permettra d’etablir le resultat dont voici la preuve 
formelle. 
Fig. 1. * 
Pour tout jE{O,. . . , n}, tout j’E{O,. . . , n’} et tout quadruplet (q, q’, r, r’) E 
Qj X Q$ X Qj X Q:, , on pose 
L(q, q’, r, r’) = {u E A* 1 q.u = r dans dj et q’.u = r’ dans a+}. 
On a, en suivant les notations du debut du paragraphe, 
L( q, q’, r, r’) = Kj( q, r) n Kjt( q’, r’). 
Vu les hypotheses et le Lemme 2.3.2, on peut affirmer que tout langage de la forme 
L( q, q’, r, r’) appartient a A* %?. Nous allons a present montrer que K n K’ = L, avec 
L= U L(qo, 4h, ro, 4hL(ql, 4, rl, 6) . . . kL(q,, 4, r,, CL 
oti l’union est prise sur tous les langages de la forme ci-dessus satisfaisant les cinq 
conditons suivantes: 
(1) 11 existe deux applications strictement croissantes 
0 : (0,. . . , n+l}+{O ,..., s+l} et Of:{0 ,..., n’+l}+{O ,..., s+l} 
telles que 
(1,. . . , s}={lO )...) n@}u{10’,..., n’@‘}, 
00 =OO’=O, (n+l)o=(n’+l)o’=s+l. 
(2) Pour tout i E (1,. . . , n}, bi@=a;* Pour tOUt iE{l,. . . , n’}, bi@‘=U:. 
(3) Pour tout iE{l,. . . ,s} et tout jE{l,. . . n} (resp. (1,. . . , n’}), si i=jO (resp. 
i =jO’) alors ri-, E Fj_l (resp. r:_, E Fj-,) et qi = qj (resp. q: = qi-). 
(4) Pour tout iE{l,..., s} et tout jE{l,..., n} (resp. {l,..., n’}), si jO<i< 
(j+l)O (resp. jO’<i<(j+l)O’) alors qi, riE Qj (resp. 41, r{cz Qj) et ri_,.bi=qi 
(resp. ri-, .bi = 91). 
(5) q0=qG,qi,=q6-,rSEF,, et r:EFk,. 
De la condition (1) ressort l’inegalite: s S n + n’. Par consequent, s est borne. De 
plus, on a montre que les langages L( q, q’, r, r’) sont dans A* (e. De ce fait, l’etablisse- 
ment, par double inclusion, de l’egalite K n K’= L impliquera l’appartenance de 
K n K’ i Pol(A* %) et achevera la preuve. 
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(a) Lc K n K’: Soit u E L. On a u = u&u, _ . . b,u, ; avec ui E L( qi, q{ , ri, r{) pour 
i E (0,. . . ) s} et bi~A pour ie{l,..., s}. Montrons que u E K. Pour tout i E 
(0,. . ., n}, on pose 
0, = U1&ie+,Uie+, . . . bci+,,o-lu(i+l,o-1. 
En appliquant (1) et (2), on obtient: 
vO= uob,u, . . . ble~,ulo~,, 
v, = u,,Ob,,O+,une>+, . . . b u S S. 
D’oti u = vOa,v, . . . a,~,. De plus, les conditions 
q. .vo= q”.(u,b,u, . . . blO_,ule_,) = r,@ 
r,,+,.b,o=r,e_,.a,=q;, 
(3), (4) et (5) impliquent 
,EF,, 
91 .VI = q~~.(~~&l~+lUl~+l . . . b~~-,e+,) = r2e-, E F,, 
r2+, .b,@ = r2@-, .a2 = q;, 
qn .v, = qndUn&n~+lUn~+l . . . b,u,) = r, E E,. 
Par conskquent, Q,E Ko, . . . , v, E K,,. Done u E K. On montre de meme que u E K’. 
(b) K n K’c L: Rtkiproquement, soit u E K n K’. Alors on a 
U = UOU,U, . . . a&“, uiEKi pour iE{O,...,n}, et 
u = uha;u; . . . aitukS, u:~Ki pour i~{O,...,n’}. 
En particulier, a, . . . a, et ai . . . a: sont deux sous-mots de U. II existe done un 
sous-mot b, . . . b, de u et deux applications 0 et 0’ vtrifiant (1) et (2). On a alors 
u = vob,v, . . . b,v, ; avec 
uj = vj~bj~+,vj~+, . . . b~j+,)e~,v~j+,)~-, (Osjs n), 
Ui = vje’bje’+,vje,+l . . . b~j+,)~‘_,V(j+,)~~-, (0 Gj =z n’). 
Pour tout i e (0,. . . , s}, posons 
l qi = qi, s’il existe j E (0, . . . , n} tel que i =jO, 
l ri=q,.vidans~j,s’i1existej~{O,...,~}telquejO~i~(j+1)0-1, 
l qi+,=ri.bi+, dans tij, s’il existejE(0,. . . , n} tel que jO6 i<(j+l)O-1. 
Nous d8inissons ainsi une famille (qi, ri)oGiGs. La famille (91, rj)oGiGS se d&nit de 
fagon analogue. Alors, pour tout i E (0,. . . , s}, on a Vi E L(qi, qj, ri, rl). De plus, s’il 
existe j tel que i = j0, il vient 
ri-, = qt-, .vip, = . . . = q,~_,.v~j~,~ob~j-,~o+,v~j~,~~+, . . . bj,_ vj,_, 
= q,T-, .ujp, E Fj_, 
car uj-, E K,_, . 
La condition (3) est done vraie. On dkmontre aussi la validit des conditions (4) 
et (5) et ceci de man&e similaire. Par conkquent, u E L. 0 
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Soit % une classe de langages. On dira que % est une algebre de Booze si, pour 
tout alphabet fini A, A*‘% est une algebre de Boole. Le corollaire ci-dessous constitue 
une consequence immediate du theoreme. 
Corollaire 2.3.3. Soit % une algebre de Boole stable par r&duels (ce qui est le cas 
d’une varie’te’ de langages). Alors Pol( %?) est fermee par intersection. 
Remarque. La preuve du Theoreme 2.3.1 fournit un algorithme permettant la 
decomposition d’une intersection en reunion de langages %?-Clementaires (pour des 
langages appartenant a la cloture polynomiale d’une classe %‘), comme l’illustre 
l’exemple simple suivant. 
Exemple. Reprenons la classe ?Z deja rencontree h 1’Exemple 1.1 de la premiere 
section: A*% = (0, A*}. Cette classe n’est autre que la variete triviale. Rappelons 
que Pol(A* %) est l’ensemble des unions finies de langages de la forme 
A*a,A* . . . anA*, n 2 0 et ai E A pour i E (1, . . . , n}. D’apres le corollaire precedent, 
Pol( Ye) est stable par intersection. On considbre l’alphabet A = {a, b} et les deux 
langages suivants de Pol(A*Y): K = A*aA* et K’= A*bA*. On obtient la dtcompo- 
sition de K n K’ en langages %-Clementaires: 
K n K’= A*aA*bA*u A*bA*aA*. 
3. HiCrarchies de concatknation et problkmes de decidabilitk 
I1 existe une methode g&kale permettant de construire des hierarchies de concate- 
nation. On part dune classe de langages 6B3, qui est une algebre de Boole. On d&nit 
le niveau n + 1 a partir du niveau n comme Ctant l’algebre de Boole %I,,+, engendree 
par les langages a,,-elementaires. On obtient ainsi une hierarchic ascendante %IOc 
B3,c...cB3,c.*., stricte ou non. Lorsque le niveau initial %I0 est une variete de 
langages, tous les autres niveaux le sont. 
La hierarchic de Straubing (V,,, n E N) s’appuie sur ce modele [20]. Son point de 
depart est la variete triviale: A*VO = (0, A*}. Cette hierarchic constitue done une 
hierarchic de varietes de langages. Notons (_V,, n E tV) la suite des varietes de 
monoi’des qui lui correspondent par le theoreme d’Eilenberg. 
ThCorkme 3.1. La hierarchic de Straubing est stricte: pour tout n 2 0, 2’,, est strictement 
contenue dans V,,,,. De plus IJnzO _V, = A, oti A dbigne la varie’te’ des monol’des 
ape’riodiques. 
On considere la hierarchic de concatenation definie comme suit: 
A* V,, = (0, A*), A*V,,+t, = Pol(A*‘V,,), A*Zm+, = Bool(A*Zr,+;). 
Le symbole “Bool” est mis pour “fermeture booleenne”. On construit ainsi une 
hierarchic ascendante de classes de langages: 
Y”,:A+-+A*‘Y”,,; i=O,i,l,t,2 ,... 
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Pour les niveaux indexes par des entiers, cette hitrarchie coi’ncide avec celle de 
Straubing. Par consequent, les niveaux (V,,, n E N) reprtsentent des varietes de 
langages. 
Proposition 3.2. La hie’rarchie Vi, i E {O,$, 1, $, 2,. . . } est stricte. 
Preuve. Supposons par l’absurde qu’il existe i tel que V, = Vi+,,z. Deux situations 
sont alors a distinguer: i E N ou i E N + 4. Dans le premier cas, on a Vi = Pol( Yi). D’oti 
BoOI( Vi) = BOOl(POl( Vi)) = Vi+). 
Comme Vi est une varitte de langages, il vient par definition Bool(Vi) = V,. 11 en 
resulte V, = Vi+, ; ce qui contredit le caractere strict de la hierarchic de Straubing. 
Si i E N +$, posons n = i -5. On obtient alors ‘V,,+,,2 = ‘Y”,,+, . Puisque n E N, on a 
V,,+,lZ = Pol( Vn). Ce qui donne, en appliquant de nouveau l’optrateur Pol: 
Pol( V,,) = Pol( ‘Ir,+,). D’oh 
Bool(Pol( “Ir,)) = Bool(Pol(Y’-n+,)); 
c’est-a-dire, ‘V,,+, = Y,,+*. On retrouve la encore la mgme contradiction. 0 
Le lien entre les niveaux n de cette hierarchic et les hierarchies de la logique du 
premier ordre a Cte etabli par Thomas [22]. La generalisation aux niveaux n +i a 
Ctt effect&e par Perrin et Pin [8]. Cependant ces auteurs ont defini le niveau n +$ 
comme Ctant la fermeture du niveau n pour les operations polynomiales et l’intersec- 
tion. Or, le Theoreme 2.3.1 indique qu’il est inutile de considerer l’intersection et 
que, par consequent, nos definitions sont identiques. 
On dit qu’une classe de langages % est decidable si, pour tout alphabet A, il 
existe un algorithme pour decider si un langage rationnel donne L de A* est ou 
n’est pas element de A*%. I1 est facile de voir que V,, est decidable. La decidabilite 
de V,,2 resulte immtdiatement de l’enonct suivant. 
ThCorGme 3.3. Soit L c A” un langage rationnel et r) : A* + M le morphisme syntactique 
de L. On pose P = Lq. Alors L E A”V,,2 si et seulement si 
V r, s, t E M, rt E P j rst E P. 
Preuve. Si LE A*Y,,2 on a vu que L = L UI A*. Soient r, s, t E M tels que rt E P. 
Soient x, y, z des mots tels que xn = r, yv = s et zn = t. 11 vient (xz)n = rt E P; d’oti 
XZE Pv_‘= L. 11 en decoule: xyz E L w A* = L et done rst = (xyz)~ E LT = P. 
Reciproquement, supposons que P satisfasse la condition ci-dessus. Soient x, y, z E 
A* tels que xz E L. Alors (xn)(zn) E P, d’oti (xn)(yn)(zn) E P, ou encore xyz E Pv-‘= 
L. I1 en resulte que L = L UI A* et done L E A*V,,,. q 
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La decidabilite de Y, a etC demontree par Simon [18]. 
ThCorkme 3.4. Un langage rationnel L est darts A*Y”, si et seulement si son monoi’de 
syntactique est $trivial. Autrement dit, _V, = J 
Nous en arrivons a present au resultat essentiel de cette derniere section. 
ThCorGme 3.5. I1 existe un algorithme pour decider si un langage rationnel L de A* 
est element de A” V,,2. 
La demonstration repose sur un resultat d’Hashiguchi [5]. Soient A un alphabet 
fini et A*Y une famille jinie de langages rationnels sur A*. Soit 0 une partie de 
l’ensemble {u, . , *}. On notera T?(A*Y) la plus petite famille de langages sur A* 
contenant A*Y et fermte par les operations de R. 
ThCorkme 3.6. La classe %f2(9’) : A H %?(A*Y) est decidable. 
La proposition ci-aprbs, ainsi que le corollarie qui va en rtsulter, nous permettront 
de donner une preuve simplifiee du Theoreme 3.5. 
Proposition 3.7. Soit % une classe de langages vhrifiant les deux conditions suivantes: 
(i) Pol( %?) est ferme’e par produit (classique). 
(ii) Pour tout alphabet Jini A, A*% est un ensemble jni et (1) E Pol(A*%). 
Alors Pol( %‘) est decidable. 
Preuve. Considtrons la classe de langages 9’ definie par 
A*Y=A*%u{{a}[aEA}. 
On choisira pour fl la partie {u, .}. D’apres le Theo&me 3.6, %?(9’) est decidable. 
La demonstration consistera a Ctablir l’egaliti Pol(A* %‘) = (e” (A*Y). L’inclusion 
Pol(A*%?) = %‘a(A*Y) etant tvidente, il suffira de montrer l’inclusion dans l’autre 
sens. Comme (1) E Pol(A*%), les lettres appartiennent Cgalement a Pol(A*%?), car 
pour tout a E A, a = 1.a.l. Par suite, A*Yc Pol(A*%). Puisque Pol( %) est fermte 
par reunion (par definition) et par produit (par hypothese), il vient %‘a(A*Y)c 
Pol(A*%). 0 
On reprend maintenant la classe de langages 9 dtfinie a 1’Exemple 1.2. Rappelons 
que cette classe est donnee par A”9 = {B” ) B c A}. On a vu que, pour tout alphabet 
fini A, Pol(A*9) est l’ensemble des unions finies de langages .%-ClCmentaires: 
A$a,Ar . . . a,Az; na0, AicA pour iE{O ,..., n} et aiEA pour iE{l,..., n}. 
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Corollaire 3.8. Pol( 9) est dkciduble. 
Prkuve. Pour tout alphabet A, A*9 est tvidemment un ensemble fini. De plus, 
{l} E Pol(A*9) car {l} = 0* E A*%. Reste alors a ttablir la fermeture de Pol( 9) pour 
le produit classique. Or, en vertu du Theoreme 1.3, on a 1’CgalitC Pol (9) = Pol(,$), 
oh 2 est la variete des langages testables par morceaux, et Pal(2) est fermee par 
produit en raison du Corollaire 2.1.2. 0 
Nous sommes a present en mesure de fournir la preuve du Theoreme 3.5. 
Preuve du ThCorGme 3.5. Designons par J la variCtC des monoi’des $triviaux et par 
2 la variete de langages associee. Par le theorbme de Simon (Theoreme 3.4), on a 
V, =2. D’apres le Theoreme 1.3, on a Pal(9) = Pal($). D’oh V3,z = Pol( ‘Y,) = 
Pal($) = Pol( 9). Et la decidabilite de V”3,2 resulte alors du Corollaire 3.8. II 
Concernant le niveau 2, on dispose de l’tnconce suivant, d6 a Pin et Straubing. 
PJ designe la variete de monoi’des engendree par l’ensemble {9(M) 1 M E J}. 
ThCorkme 3.9. Soit L un langage de A *. Les conditions suivantes sont kquivalentes: 
(i) LE A*V2. 
(ii) L est dans l’algtbre de Boole engendrke par les langages 9--e’le’mentaires. 
(iii) Le monoi’de syntactique de L est Gment de PJ. 
En d’autres termes, _V, = PJ. Mais ni ces diverses caracterisations, ni d’autres travaux 
sans cesse plus poussts, n’ont pu permettre de degager un algorithme de decision 
pour la variete Yfz. 
Jusqu’a present, seules les decidabilites des niveaux 0 et 1 Ctaient connues. On 
vient d’etablir celles des niveaux : et 5. Straubing [21] a recemment dtmontre que 
si L est un langage sur un alphabet a deux lettres, alors on peut decider si L 
appartient au niveau 2. Weil [23] a Cgalement obtenu des resultats partiels sur ce 
niveau. Le cas du niveau 2 pour un alphabet fini quelconque, ainsi que ceux des 
niveaux superieurs, demeurent a ce jour des problemes ouverts. 
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