Abstract Quadratic criteria are widely used to assess the performance of hydrological models. However, the statistical nature of the errors makes the interpretation of these criteria tricky. In this paper, root mean square error (RMSE) values were computed for a hydrological model over a set of 178 varied catchments on two 5-year data series: the computed RMSE values can actually reflect the content of the data series with which they are calculated as much as the intrinsic skills of the model. The error model proposed by Yang et al. (2007) is used to assess a lower bound of the RMSE confidence interval width, depending on the length of the data series used for the assessment. Our analysis indicates that the data series would have to be longer than several decades to ensure that computed RMSEs are close to their statistical expectation. The practical consequences of this result are raised and discussed.
INTRODUCTION
Assessing the skills of hydrological models is of crucial importance for scientists to improve their understanding of hydrological processes and to build better models. It is also important for end-users because it helps them to select adequate tools for the operational tasks they need to perform. Over a given catchment, model assessment aims to estimate the model's predictive accuracy, i.e. the level of error that one can expect with this model when run on this catchment outside the periods used for model set-up and calibration. The visual inspection of the computed hydrographs, in spite of its primary importance, remains time-consuming and clearly subjective (Houghton-Carr, 1999) . Instead, numerical performance criteria are apparently more objective, and many have been introduced in the literature (see e.g. Nash & Sutcliffe, 1970; Mathevet et al., 2006; Dawson et al., 2007) .
Quadratic criteria (i.e. based on square residuals) are among the most widely used, even though several papers have shown some of their drawbacks in assessing the performance of hydrological models. Some authors consider these criteria to be inadequate in a formal statistical framework (like the maximum likelihood). Martinec & Rango (1989) and Legates & McCabe (1999) show that all errors are not treated identically: indeed, quadratic criteria give much more importance to the greatest errors, which occur most frequently during flood events, than to the smallest errors. Furthermore, model errors are most often correlated in time (Yang et al., 2007; Beven, 2008) . Consequently, these criteria remain difficult to interpret consistently in spite of their numerical nature.
Can we interpret performance criteria values as expected criteria values?
Models are calibrated or tested over finite data series that encompass a set of significant events: it is only a small sample of all the possible events that may occur on a given catchment. Consequently, the computed value of any performance criterion depends on the choice of the data series. For model assessment to be truly meaningful, the criterion value should not depend too heavily on the data series, i.e. this value should represent the level of error that can be expected using the model on any given data series (for a given catchment). Otherwise, the value reflects more the content of the data series than the skill of the tested model.
Most often, our assessment is uncertain because models are assessed on short time series (decades-long time series for precipitation and runoff are seldom available) or even on a small number of events only (see e.g. Tan et al., 2008) .
Scope of the paper: when are the criteria values significant?
Despite the drawbacks of quadratic criteria, some hydrologists may still choose to use them if they fit well with the model's application: for example, a modeller interested in flood management may positively consider the strong dependence of the quadratic criteria values on the errors made during flood events. In such a case, it is necessary to check the significance of the criterion value.
In this paper, we aim to verify whether the value of the criterion computed on a given series actually reflects the intrinsic model skill (for a given catchment), or whether it depends mostly on the data series content (hereafter understood as hydrological characteristics of the available series). Our objective is to determine at least a lower bound of the length of a time series that ensures that the value of the RMSE is close to its statistical expectation (and therefore independent of the input data used). In the companion paper , we analyse the role of unusual model errors on the value of quadratic criteria.
DATA AND MATERIALS

Catchment set and hydrological data
The study was conducted on a set of 178 French unregulated catchments (Fig. 1) , part of the set collected by Le Moine et al. (2007) . The set is representative of the hydroclimatic variability encountered in the country: from catchments experiencing Mediterranean flash floods to much slower basins. No high-elevation or snow-affected catchment is included in this set. Catchment areas range from 10 to 5940 km 2 (354 km 2 on average). Working on various catchments ensures more general and robust conclusions to our study .
Available data consist of hourly areal precipitation, potential evapotranspiration (PE) and discharge from 1995 to 2005. The PE values were computed using the formula proposed by Oudin et al. (2005) , based on temperature and extra-atmospheric global radiation.
The GRP rainfall-runoff model
The GRP model is a continuous, lumped, hybrid metric-conceptual model (Tangara, 2005; Berthet et al., 2009; Berthet, 2010) . It is one of the operational Fig. 1 Location of the 178 catchments used in this study. models used to forecast river flows in real time on French catchments, including the Seine River basin upstream of Paris, France. Detailing its structure is beyond the scope of this paper because the study conducted herein does not depend on a particular hydrological model. The model totals three free parameters (that require calibration), hereafter named θ 1 , θ 2 and θ 3 . More details are provided in the companion paper (Berthet et al., 2010, this issue) .
METHODOLOGY
What can a short data series teach us?
We started this study with a real (and quite short) data series. We assessed the GRP model over the set of 178 catchments with the split-sample test procedure described by Klemeš (1986) : the model was calibrated on a period P1 and validated on a non overlapping period P2; then the roles of periods P1 and P2 for calibration and validation were reversed. This was done over the catchment set with 10-year hourly data series. For each catchment, the computed root mean square errors (RMSE) obtained for periods P1 and P2 in validation were compared.
Use of an error model to compute longer synthetic error series
Since it is practically speaking impossible to have 100-year or longer data series for many catchments, we had to generate longer synthetic model error series to explore the changes in the RMSE values when computed over longer periods. This was done in two steps: first, we generated a number of synthetic runoff series using a bootstrap-like sampling method, and then we used the error model proposed by Yang et al. (2007) to provide synthetic error series based on the simulated runoff series.
Finally, we used those synthetic series to assess the minimal length, t m , after which all error simulations provide stable and similar RMSE values for every catchment. Details for each step follow.
Synthetic runoff simulation
We used the 10-year hourly time series of runoff to simulate 100-year time series using an iterative method based on the chronological analogue method. This method provides a synthetic series that is statistically coherent with the 10-year observed runoff series:
Every time step t of the observed runoff series (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) is characterised by the vector of the m previous observations of runoff: X t ¼ Q t ; Q tÀ1 ; :::; ð Q tÀmþ1 Þ: Here m was chosen equal to 4 in order to allow the test of different time-dependence components within the error model (introduced in the following section). Let l i be the synthetic series length under construction at the ith iteration of the generation process. The method is iterative:
1. The vector b X t ¼Q t ;Q tÀ1 ; :::;Q tÀmþ1 À Á is calculated and we determine the subset of the segments X t (in the observation series) that are the closest to the vector b X i . 2. We randomly select one segment X k ¼ Q k ; Q kÀ1 ; :::; Q kÀmþ1 ð Þ in this subset. 3. An integer p is drawn from a convenient probability density function (here a Poisson distribution with an average equal to 48 h was chosen: p ranges from 1 to 72 hours). 4. The segment Q kþ1 ; Q kþ2 ; :::; Q kþp À Á is then added to the synthetic series under construction.
The generation process ends when the series is long enough for our purposes. For this paper, we generated a total of 100 series, each of 100-year length.
Since the process cannot extrapolate (it does not produce events of a magnitude outside the range of the observations), we randomly added flood events, using a Gumbel law for annual maximum values (quite well validated at the daily time step on most of the catchments) to calibrate their magnitudes.
Error series simulation
The synthetic runoff series described in the previous section were generated in order to simulate error series longer than the real series available, based on an error model.
The error structure of a hydrological model is a complex mathematical object, due to the numerous sources of uncertainty (Beven, 2008b) , including input uncertainty, model structure and parameter uncertainty, and output uncertainty. Few papers have reported tentative validation of an error model in hydrology.
Several authors (see e.g. Beven & Freer, 2001; Yang et al., 2007) pointed out two key features characterising the statistical structure of the errors made by a hydrological model:
-heteroscedasticity: log-transformed runoff values were used to account for this property; and -lack of temporal independence: an auto-regressive AR(1) model (Box & Jenkins, 1976) was added.
Thus, Yang et al. (2007) modelled the conditional probability densities of the individual errors as:
where ε t is the error on time step t, q t is the observed discharge, σ 2 is the variance of the multiplicative error and ρ is the lag one autocorrelation. Yang et al. (2007) tested their model on one case study on which their proposed structure was quite well validated. However, they identified several limitations: the autocorrelation of the residuals significantly varied from dry to wet periods. This implies that their error model will underestimate the expectation of errors during periods of rapid variations in the catchment state (i.e. storm events). We selected this error model for the present study because its weaknesses were not limiting for our objectives (as discussed in the next section).
Using the model of errors proposed by Yang et al. (2007) and the synthetic runoff series, we simulated one hundred 100-year time series of errors. The YuleWalker equations were used to derive the AR model from the autocorrelation function (see e.g. Box & Jenkins, 1976) .
Assessment of the data series length required for a meaningful assessment
For each catchment, we computed the partial RMSE j (t) for the jth synthetic error series, i.e. the RMSE computed from time step 1 to time step t:
Then we assessed the distribution of partial RMSE for different values of t until it becomes stable and close enough to a single value. This property was evaluated through a relative spread index defined by:
where q n (RMSE(t)) is the empirical quantile n of the criterion. This index converges to 0 when t tends towards infinity (see the Appendix); for each catchment i, we computed the minimum assessment duration T i such as for any t > T i , Δ t 0.1. This duration is used to characterise the time series length that allows computing a RMSE value acceptably close to its statistical expectation on catchment i.
Sensitivity to the number of simulations
The sensitivity of the results presented in the next sections to the number of simulations was tested to ensure that the set of 100 simulated model error series was sufficient to represent rare events and rare errors.
ASSESSMENT OF THE ERROR MODEL
Since we planned to work with synthetic data, the validity of the model used to generate these data had to be tested. A full validation of the error model is far beyond the scope of the paper. Since Yang et al. (2007) have already pointed out a number of deficiencies of the error model they proposed, we first had to check whether the error model behaviour was consistent enough with our intended application. For every catchment, we used the set of 100 error series as an ensemble to obtain the 90% confidence interval for the RMSE calculated over 5 years. This confidence interval was then compared to the empirical RMSE values calculated with the two observed 5-year data series (Fig. 2) . In particular, we computed the percentages (for 178 catchments Â two periods) of the empirical RMSE values within the 90% confidence interval and of values smaller than the interval's lower bound or greater than its upper bound. The error model proposed by Yang et al. (2007) underestimates the dispersion of the RMSE since only 40% of the empirical RMSE values fall within the 90% confidence interval: this falsifies the error model used (Fig. 2) . However, 7% of the values are smaller than the lower bound of the confidence interval, which is close to the expected 5%. This may indicate that the lower bound of the confidence interval is correctly assessed. Conversely, the large percentage of empirical values greater than the upper bound of this interval shows that this upper bound is greatly underestimated (53%). This seems in accordance with the discussion by Yang et al. (2007) , who concluded that a constant autocorrelation hypothesis is inappropriate for wet seasons and particularly for flood events. Consequently, the largest errors (which occur mostly during flood events) are not well represented. This explains why the lower bound (quantile 0.05 obtained with synthetic data series encompassing only small errors, thus featuring comparatively small events) is correctly estimated while the upper bound (quantile 0.95 obtained with series encompassing large errors and consequently comparatively stronger flood events) is underestimated.
Note that we also tested a slightly different error model featuring an AR(3) component (e.g. Beven et al., 2008) instead of the AR(1), but it did not give better results (not shown here for the sake of brevity). Consequently, we used the model proposed by Yang et al. (2007) for the rest of the study but restricted its use to the estimation of a lower bound to the value of the minimal assessment duration, T i , which ensures an acceptable uncertainty for the RMSE values since the error model underestimates the relative spread, Δ t .
RESULTS
Uncertainty of the RMSE values computed over 5-year data series
Here we analysed the errors actually made by the GRP model (in validation mode) on periods when flow observations were available. We observed that the empirical RMSE values could significantly differ from period P1 to period P2 (Fig. 3) : the differences between the two computed values are higher than 20% of the smallest one for 50% of the catchments. This illustrates that the computed value of the RMSE does indeed depend on the period on which it is calculated. Actually, it is well known that the quadratic criteria are overly influenced by the largest errors, which occur mostly on flood events (Legates & McCabe, 1999) . Then we checked the stability of the empirical RMSE computed over a 5-year series depending on the magnitude of the flood events observed in the 5-year series. For each catchment and for each period, we ranked the errors in decreasing order and selected the subset of the largest errors accounting for 80% of the total RMSE. Then we computed the range of the runoff observations corresponding to this error subset (see the companion paper for further details). For each catchment, we characterised the differences between the two periods by computing an overlapping index of the runoff intervals Q Figure 4 displays these index values depending on the ratio of the RMSE computed on periods P1 and P2. It is clear that when periods P1 and P2 exhibit runoffs of the same magnitude, the probability of having close RMSE values is high. Conversely, if the periods are characterised by runoffs of different magnitudes, then it is much more likely that the two RMSE values would differ considerably. This observation strengthens the concerns of some authors who suggest assessing the model's performance for bands of flow rates (Khan, 1989) .
Can a minimal assessment duration be defined? Figure 5 displays a typical example of how the distribution of the simulated partial RMSE(t) evolves and of the relative spread index Δ t (equation (3)) for one catchment (Alagnon River at Lempdes). The spread is very wide during the first 10 years but decreases quickly. Then it decreases at a much slower rate. The median of the distribution becomes stable after several Fig. 2 Proportions of the catchments with empirical RMSE lower than RMSE quantiles computed by the error model. For example, the empirical RMSE is lower than the quantile 0.75 computed by the error model for 31% of the catchments.
years (e.g. 10 years), meaning that it can be taken as an estimate of the expectation of the RMSE. Figure 6 extends the analysis to the whole set of catchments. The same pattern is observed for almost all of the catchments. Consequently, the distribution of the relative spread indexes with the assessment duration evolves similarly.
The relative spread index remains high for many catchments even when the partial RMSE(t) values are assessed over several decades. For a period of 50 years, the relative spread index drops below 0.1 for only 14% of the catchments. Thus the minimal duration to assess the RMSE expectation is much longer in many cases. Figure 7 shows the percentage of catchments for which the assessment duration is long enough to get a relative spread index lower than a chosen threshold (according to the error model that was selected). In many cases, the minimum assessment duration is longer than several decades, i.e. much more than the data series that are usually available. Note that due to the previously underlined limitations of the error model, these values are lower bounds; true minimal assessment durations are probably even longer. Consequently, the data series length has to be far longer than 10 years in order to compute a meaningful RMSE for most catchments.
DISCUSSION AND PERSPECTIVES
The results shown in the previous section have a number of consequences on our ability to assess a model on a single catchment over a rather short period with a quadratic criterion, as is commonly done.
Consequences for model validation over a single catchment
The results show that we simply cannot confidently assess the intrinsic value of a model on a single catchment (i.e. its level of predictive accuracy) using a RMSE value computed over a few years. It provides little information on the model's skill and the confidence interval can often be very large. It is therefore not possible to conclusively judge the model's performance when assessed with RMSEs on a short time period. Is there a way out of this apparent dead-end? Two partial solutions to this problem are well known. An absolute assessment of models based on RMSE values seems difficult; a relative one may be more accurate. Some authors (e.g. Seibert, 2001; Perrin et al., 2006; Schaefli & Gupta, 2007) have advocated using a benchmark model, as done in the Nash-Sutcliffe efficiency (NSE, Nash & Sutcliffe, 1970) , or the persistence index (Kitanidis & Bras, 1980) , to normalise the criterion: the RMSE of the tested model is compared to the RMSE obtained with a reference model. This makes interpretation of the criterion value easier. Besides, this approach is valuable in that it reduces the influence of the data series content (of the selected period) on the criterion value. Since the comparison of the RMSE of the tested model to the RMSE of a benchmark model is achieved with the same data set, we can expect the result of this comparison computed on a few years to be closer to its own expectation than the RMSE of a single model to its expectation. The result of the comparison between the RMSE of two models is most often likely to be stable (when computed on different periods). We tested this hypothesis over a set of different rainfallrunoff models (some had close structures and are expected to have close results, some were much more different; the differences are not shown here for the sake of brevity) assessed on the same periods P1 and P2. The results of the comparison over periods P1 and P2 were in agreement for 91% of the catchment set (this fraction was nearly the same for all the model couples tested), i.e. when a model is better than another one on one period, it tends to remain better on another period. Thus, this relative RMSE-based evaluation is much more stable from one period to another than the simple RMSE. However, this approach may not be a completely satisfactory solution since there is no evidence that both models would react in the same way when they face the same data series: the data series content may still have some influence on the comparison output. If a sufficient amount of data is available, another test is to divide the data series into a few sub-periods (as done in the split-sample test framework; Klemeš, 1986) and to compare the value of the RMSE obtained on the entire data series to the distribution of the RMSE values computed on the sub-series rather than simply using their mean or median values. If the distribution is extended or/and if the RMSE value computed over the entire data set differs much from the central value of those computed over the sub-series, then little confidence should be given to the computed RMSE.
Are there any consequences for model calibration with a quadratic criterion?
Calibration may be defined as a process that determines the parameter set(s) that provide(s) the best performance of the model according to specified criteria(on) (the objective function(s)). Since parameters are assumed to be time-invariant or to vary slowly, the calibrated parameter set should ideally provide the best performance for any data series used later in Fig. 7 Cumulative distribution of the minimal assessment durations, with respect to the chosen accuracy (relative spread index threshold). For example, according to the error model, with a 60-year time series, the relative spread index will be lower than 0.1 for only 20% of the catchments.
practical applications or in validation. Therefore, the calibration process should ideally result in the parameter set(s) which optimise(s) the expectation of the objective function. Note that aiming to determine the best parameter set for the calibration may even be counter-productive; for some models -especially those with a large number of parameters, such as artificial neural networks -we may have to avoid overfitting, i.e. a case where the calibrated parameter set provides an excellent adjustment over the calibration period but is poorly predictive because the calibration process takes into account insignificant specificities of the calibration data series (an example of a manner to avoid overfitting is Bayesian regulation, see MacKay, 1992) .
The calibrated parameter set depends to some extent on the choice of the objective function (which is commonly the RMSE). If the objective function values computed during the calibration process are not good estimates of their expectation (i.e. if the computed values reflect the calibration data series content too closely), then there is no logical reason why the model would achieve good performance (at least the best) with the calibrated parameter set over new data. The parameter sets calibrated over two different periods might be quite different. It should be noted, however, that several other reasons may explain why the calibrated parameter set differs, e.g. algorithmic problems (localsearch algorithm trapped in local optima) and the fact that many current models cannot accurately predict low and high flows with the same parameter set (e.g. Wagener, 2003; Oudin et al., 2006) .
The real calibration process can be described as a comparison process of a number of models (that share the same structure and differ from their parameter sets) over the same data series. Actually, we are not interested in the RMSE expectations of each combination of model structure and parameters, but rather in the expectations of the comparisons between them. The comparison of two models is similar to the comparison of a model to a benchmark model discussed in the previous section. Therefore, even though the RMSE values computed for each model may be highly dependent on the data series content (as much as in the validation phase discussed previously), the comparison of those RMSE values is less dependent on the series and is more stable from one data series to another. Nonetheless, the calibration may often result in a parameter set influenced to some extent by the data used; it is well known that a parameter set calibrated over a rather dry period may lead to poor results on wetter periods.
Many authors (e.g. Jakeman & Hornberger, 1993; Yapo et al., 1996; Sefton & Howarth, 1998) have shown that a rather short data series can be sufficient to obtain calibrations that are relatively insensitive to the selected period. Perrin et al. (2007) and Seibert & Beven (2009) have even proposed methods to calibrate a model with a very small number of runoff measurements in the context of poorly gauged catchments. Conversely, Merz & Blöschl (2004) showed significant differences between HBV parameter values when calibrated over two distinct 11-year periods.
To illustrate this effect on our 178-catchment set, we compared the parameter sets calibrated over two 5-year periods (called P1 and P2) for every catchment. In most cases, the parameter sets are close to each other. However, for a significant number of catchments, the distance between the two parameter sets is not insignificant and this occurs even when the model provides good results (Fig. 8) . This stability is, however, better achieved for parsimonious models since they have fewer degrees of freedom to adapt to the specificities of a given data series than for overparameterised catchments (Perrin et al., 2001) .
Can the number of catchments compensate for the short duration of the data series?
Some authors (e.g. Andréassian et al., 2007 ) advocate testing the model over a large number of catchments in order to ensure acceptable model robustness. Here, the model is assessed on each catchment within a set; and the distribution of the criterion values is scrutinised or statistics are computed from this distribution.
In this paper, we have shown that it is not possible to obtain a reliable assessment of the RMSE expectation of a hydrological model for a given catchment when computed on a short data series. Can we then rely on the distribution of RMSE over a catchment set? How can we interpret the distribution of the RMSE computed on different catchments over short periods? To answer this question, we randomly drew 50 distributions of the RMSE computed with the synthetic data: for each draw, we randomly selected one of the 100 synthetic errors for each catchment and computed the corresponding RMSE simply normalised by the average runoff (in order to compare RMSE over different catchments).
We computed the 0.05, 0.25, 0.5, 0.75 and 0.95 quantiles of each normalised RMSE distribution drawn. It is worth noting that the RMSE distribution over a large number of catchments is stable much sooner than the RMSE value on a single one (Fig. 9) . All the quantiles (except the highest one) do not depend on the draw after a few years.
Thus, rather short data series may adequately describe the distribution of the RMSE over a set of catchments (except the highest quantiles of the distribution). This is, in our opinion, a further argument for assessing models on large data sets.
CONCLUSIONS
This paper has illustrated the large uncertainty associated with the interpretation of the RMSE value computed when assessing a hydrological model over a data series of a few years to a few decades. Here, a criterion value computed over a given data series is considered meaningful only if it gives a close estimate of the criterion expectation, i.e. the level of intrinsic accuracy of the model on the catchment studied. Since we were limited by the length of the observed rainfall and runoff time series, we used the error model proposed by Yang et al. (2007) to assess the lower bound of the confidence interval width of the RMSE value computed over an N-year data series. We have shown that a RMSE value of a hydrological model computed over a short data series reflects not only the actual skill of the model to reproduce the hydrological behaviour of a given catchment, but also (sometimes much more) the data series content. For most catchments, our analysis showed that data series over several decades are necessary to compute RMSE values that are marginally dependent on the data series content. Consequently, extreme caution should be taken in the use of RMSE or quadratic criteria values computed on usually short time series as estimates of the predictive model level of error. This result is another reason to advocate the use of relative criteria instead of absolute criteria, which implicitly means using a benchmark model when assessing a hydrological model with a quadratic criterion over a single catchment. This approach helps to lessen the influence of the data series content on the computed criterion values.
When the model is assessed over many catchments, the distributions of the normalised RMSE over the catchment set turns out to be less influenced by the data series content of each catchment. Data series covering only a few years may suffice to achieve an intrinsic assessment of the model skills over the catchment set.
