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INTRODUCTION 
Let P be a parabolic subgroup of a Chevalley group G over a field K. Let 
P = L. U be the Levi decomposition of P. If P is the Bore1 subgroup B, 
then B = H. U, where H is the diagonal subgroup of G and U is the 
unipotent subgroup. Gibbs [2] has characterized the automorphisms of U 
when char(K) # 2,3. In this paper, we characterize the automorphisms of 
U when P is not the Bore1 subgroup in the case when G = GL( 1 + 1, K). 
Section 1 sets some notations and develops certain basic structure of U. 
The structure of abelian normal subgroups is studied in Section 2. In Sec- 
tion 3, we define all the “elementary” automorphisms necessary for the 
solution of the problem. Section 4 shows that one of the elementary 
automorphisms, the extremal automorphism, is trivial except in two instan- 
ces, and they are completely characterized by symmetric matrices. The 
Fundamental Theorem of Afline Geometry and a version of a theorem on 
coherence invariant mappings [4] are stated in Section 5. Finally, the 
automorphisms of U are characterized in Section 6. 
1. NOTATIONS AND PRELIMINARIES 
Let G = GL( 1 + Z, K), where 12 3, char(K) # 2. Let P be a parabolic sub- 
group of G where P is not the Bore1 subgroup. Then P admits a semi-direct 
decomposition given by P = L.U, where L is called the Levi subgroup and 
U is the unipotent radical of P. Here L n U = 1 and P is the normalizer of 
U in G. In matrix notations, P consists of the matrices in SL( 1 + I, K) hav- 
ing partitioned form 
54 
0@21-8693/85 $3.00 
Copyright 0 1985 by Academic Press, Inc. 
All nghts of reproduction in any form reserved. 
AUTOMORPHISMS OF THE UNIPOTENT RADICAL 55 
where AiJEMm,q-~(K)7 l<i<j<n+l and Ai,i E SL( 1 + 1, K), 
1~ i < n + 1. L consists of those for which A, = 0 when i <j, and U, con- 
sists of those for which Ai,i = Zmi (mi x mi identity matrix) for i = l,..., n + 1. 
So U consists of unimodular, upper triangular block matrices. Let E, 
denote the (i, j)-block of size mi x nj- 1, where mi, njP 1 are positive integers 
and 1 6 i < j< n + 1. Then an element of U can be written as 
1 +Ci.+Ai,E, where Ai,jEM,,.n,-, (K) (A,,E, denoting the matrix Aij in 
the (i, j)-block and not matrix multiplication). Set 1 + AEi,i+ 1 = X,(A), 
1 < i < n, and let 
Rg=Ri+Ri+l+ ... +Rj-1, l<i<j<n+l 
Then the set rc = { Ri}7= 1 generates a root system Q, isomorphic to A, with 
highest root R, = R, + R, + . . . + R,. Therefore, we get an analogous 
notion of the height of a root in CD. To each root R = Ri + Ri+ , + . . . + Rj 
in 4, write M,(K) = M,, x “, (K) and associate a root subgroup 
J-R= P’XA)W&W)~ where X,(A)= 1 +AEij+l. 
We will also denote XRY = X, for R, E @. 
Then the commutator relations can be written as, 
CXi,(A 1; X,,,(B)1 = 1 ifj#k,andt#i, 
= Xi,t(AB) ifj= k, 
=X&-BA) ift=i. 
For 1 6 k <n, let 
Uk= l+ c A,,E,, l<u<n-k+ 1, 
i U<” 
A,i+l=Ai,i+Z= ... =Ai,i+kpl ~0, 1 <i<n . 
I 
It is clear that Uk is a subgroup of U. Also, note that Uk is the subgroup 
generated by root subgroups X, for ht(R) 2 k. 
PROPOSITION 1.1. U is generated by the fundamental root subgroups X,, 
for Ri in 71. 
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Proof. First, note that U is generated by the root subgroups X, for 
RE4+. So it is enough to show that if XR(A)~ U, where ht(R) = t, 
2<t<n, then 
for some positive integer k, where ht(R,) = 1, ht( R’) = t - 1. Take 
R=Ri+Ri+,+ ... +Ri+rpl;let R’=Ri+l+ ... +Ri+t+l. IfAEM,(K), 
then there exists A,E M,,(K), B,EM,(K), such that 
A =I A,B,. 
so 
X,(A) = fl CX,(A,); X,dBJI. 
The following is a proposition from basic algebra. 
PROPOSITION 1.2. Let H be a subgroup of a group G. Let S be a set of 
generators of G, T a set of generators of H. Then 
(i) [G, H] is the smallest normal subgroup of G containing the set 
[S,T]=([s,t]ls~S, tET}. 
(ii) H is normal in G if and only if [S, T] c H. 
PROPOSITION 1.3. U = UI, 2 U,I> ... 2 U,, , = 1 is the lower central 
series of U. 
Proof Weneedtoshowthat [U;U,]=U,+,,forl<k<n-l.Bythe 
argument of Proposition 1.1, we get Uli + , c_ [U; U,]. For the other 
inclusion, let S be the set of generators of U and T be the set of generators 
of Uk. Then [S, T]EU~+~CLJ~. By Proposition 1.2(ii), U, a U. So 
U k + i a U. By 1.2(i), [U; U,] is the smallest normal subgroup of U con- 
taining the set [S, T] E U, + I a U, and hence [ U; U,] c U, + , . Thus 
II& U,l= u,,,. 
2. THE ABELIAN NORMAL SUBGROUPS OF U 
Here, we classify the abelian normal subgroups necessary for the proof of 
Proposition 6.1 in Section 6. 
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For 1 < t 6 n, let 
M,= 1+ c A,,E,, A,,=0 for u>t+ 1 
i U-z” 
or v G t, A,, arbitrary otherwise 
Then we can verify that M, is an abelian normal subgroup. 
LEMMA 2.1. Suppose A E M, x ,(K), BE M, x .(K) and suppose AXB = 0 
for all X E M, x ,(K). Then either A = 0 or B = 0. 
Proof. Clear. 
Suppose N is any abelian normal subgroup of U. Let A = 1 + L, 
B=l+MeN, L=&jAijE,, M=&<jBijE,. Then (l+L)(l+M)= 
l+L+M+LMandso l+L, l+McommuteifandonlyifL,Mcom- 
mute. 
Fix 1 d u < u d n + 1, and let 1+ X,,E,, E U. Then B commutes with the 
conjugate (1 - X,,E,,) A( 1 + X,,E,,) of A. So M must commute with 
L.X,,E,,,- X,,,E,,L, that is, 
L.X,,E,,.M-X,,,E,,.L.M-M.L.X,,E,,+M.X,,,E,,.L=O 
or 
X,,,E,,.L.M+M.L.X,,,E,,=L.X,,,E,,.M+M.X,,,E,,.L . . . . (*) 
Observe that each of the sums on the left and the whole sum on the right 
of (*) belong to different parts of the matrix block diagram of U and so 
they all vanish separately. Therefore we get the following equations. 
(i) Cj:li+l A.,iBjJ = 0 for each j > v, i.e., vth row of L. M is 0, 
(ii) xi”;/+ 1 B,,A,, = 0 for each i< U, i.e., uth column of M. L is 0, 
(iii) Bi,,X,,A,j+Ai,,X,,B,,=O for i<u,j>v. 
Also L.M=M.L; since 2<v<n+l, l<u<n, (i) and (ii) show that 
L. M = M. L has 0 in all but ,possibly the ( 1, n + 1 )-block. 
A = B in (iii), char(K) # 2, gives A,,= 0 or Auj= 0 by Lemma 2.1. 
Choose the smallest u so that the uth column of L is nonzero. Then Auj = 0 
for v B u + 1, and then (iii) gives Buj = 0 for v 2 u + 1. If A is chosen so that 
its u is as small as possible, then Bij = 0 for j B u - 1 or i 2 u + 1. 
Thus for a fixed U, 1 < u < n, the elements of N have form 1 + xi <j A,E, 
where AiJ = 0 for j < u or i > U. We say that N touches u if some A,, + , # 0. 
Set Ai = Ati+, and write 
A = (A,, Az,..., A,) mod U,. 
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PROPOSITION 2.2. The abelian normal subgroups of U can be classified as 
foIlows: 
Type 0: Nc U,, 
Type 1: Touching u; not of type 0 and every element of N has form 
(0 ,..., 0, A,,, 0 ,..., 0) mod U,, and 
Type 2: Touching u - 1 and u; not of type 0 or 1, and every element of 
N has form (0 ,..., 0, A,.. I, A,,, 0 ,... 0) mod U,. 
Note that for a type 2 case, A,- 1 B, =0 for A, BEN, by (i) and (ii) since 
n > 3. 
3. THE AUTOMORPHISMS OF U 
We define all the “elementary” automorphisms which are necessary for 
the characterization of the automorphisms of U. 
(1) Graph automorphism (g). Suppose that mi = n, _ ,+ 1 for all i. Let 
g: U + U be defined by g(A) = J(A ‘) - ‘J, A E U, where o..... 1 
J= [ 1 . ..I... . 1 . . . . 0 
Then g is clearly an automorphism of U. Note that g(X,(A)) = 
x R.-,+,(-AT) for 4 in rc. A graph automorphism of U is either the identity 
map or g as described above. 
(2) Diagonal automorphism (d). Let D = (Dl ,..., D, + ,) be a diagonal 
block matrix where Di is a nonsingular mi x mi matrix. Define d: U + U by 
d(A) = DAD-‘. Then d is an automorphism called a diagonal 
automorphism of U. 
(3) Field automorphism (f ). If 8 is an automorphism of the field K, 
application of 8 to the matrix entries gives an automorphism of U, called 
the field automorphism. 
(4) Inner automorphism (i). This is the usual inner automorphism of a 
group as applied to U. 
(5) Extremal automorphism (e). Let fi: M,,..,(K) + M,, x.n(K) be an 
additive function such that for all A,, A; EM,,.,,~(K), A,.f,(A;)= 
A;$(A,). Let A = 1 +C,<AJL,~ u. Define e,-,:U-+U by 
e,,(A) = T= 1 + CiCi TijE, where 
T -A l,n+l - ],,,+I +tA,,zfl(A~d 
T -A 2,n + 1 - 2,n+ I +f,(Ad 
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and 
T, = A, otherwise. 
Then by matrix multiplication and properties offi we can show that 
er,(A.B)=efi(A).e#) forA, BEU 
ef,(A).e-f,(A) = A for all A 
and hence efi is an automorphism of U. 
Similarly, if f2 is an additive map of M,_..,(K) into M,, x ,,(K) such 
that for all A, A’ E M,nx.n (K), f*(A).A’=f*(A’).A, define ef,: U+ U by 
e/*(A) = S= 1+ Ci..j S,E, where 
S,,, = A r,n +f,(A,,+ I) 
S -A l,n+l - l,n+l+~~(An,n+l).An,n+~ 
Sij= AiJ otherwise. 
Then er2 is an automorphism of U. Any product of efi and e/2 is called an 
extremal automorphism. 
(6) Central automorphism (c). We shall need a basic proposition for 
this automorphism. 
PROPOSITION 3.1. Let G be a group, and suppose 8: G + Z(G) is a 
homomorphism. Then h(g) = g. 0( g) defines a homomorphism h of G + G; if 
fI(tI( g)) = 1 for all g E G, then h is an automorphism. Conversely, tf h is an 
automorphism of G such that h(g) = g mod(Z(G) n [G, G] ) for all g E G, 
then there is 8 E Hom(G, Z(G)) such that 8(0(g)) = 1 and h(g) = g. 8(g) for 
all gEG. 
Suppose fi are additive functions of M,! X,(K) into M,, X”,(K) for 
1 <i<n. Then for A = 1 + Cicj A,E,c U,, define 8(A) = B = 
1 +Ci<iBi,E,~Z(U) where B1;R+l= XI=, fi(Ai,i+ 1) and B, = 0 otherwise. 
Then 8 i Hom(G, Z(G)). So h(A) = A. B(A) is a homomorphism of U. By 
Proposition 3.1, h is an automorphism of U called a central automorphism 
of u. 
Conversely, if h is an automorphism of U which is trivial mod U,,, 
then since U, c Z(U) n [U, U], h arises from a homomorphism 
8 E Hom( G, Z(G)), according to Proposition 3.1. Since [U, U] = Uz, such 
a 8 must have the form above. 
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4. ON THE EXTREMAL AUTOMORPHISM (e) 
In this section, we characterize the map J’ which was used in the 
definition of the extremal automorphism. More precisely, we show the 
following; 
PROPOSITION 4.1. Letf:M,,.(K)-,M,.,(K), such that 
A.f(A’)=A’f(A) for all A, A’EM,.JK). 
Then, f = 0 unless m = 1; when m = 1, there exist symmetric matrices 
s 1,..., S,EM,~,,(K) such that f(A) = (S, ATS2AT... S,AT) in partitioned 
matrix notation, for all A E M, x,,(K). 
ProoJ: Suppose f# 0, say, f(A) h as a nonzero entry “a” in the (r, s)- 
entry. If C is any m-element column, let A’ be the m x n matrix whose rth 
column is (l/a). C and whose other column is 0. Then the sth column of 
A’.f(A) is C. Since A’.f(A) = A.f(A’), C is contained in the column space 
of A. Hence this column space is the set of all columns, i.e., rank(A) = m. 
If C is taken to be nonzero, we also see that A.f(A’) = A’.f(A) # 0, so 
thatf(A’)#O and so rank (A)=m. But rank(A’)= 1, so m= 1. 
When m = 1, there exists A ,,... EM, ..(K), B, ,... EM,. ,(K) such that 
xi B,A,=Z (n x n identity matrix). Thenf(A)=Ci BiAjf(A)=Ci BiAf(Ai) 
for all A EM , .,JK). This shows that f is linear. Also, it is clear that f is 
additive. For a fixed j, 1 <j< t, the jth column f(A), is an n-element 
column vector which is a linear function of the n-element row vector A, i.e., 
a linear function of the n-element column vector AT. Hence there is an n x n 
matrix Sj (independent of j), such that f(A)j=SjAT. Thus f(A)= 
(S,ATS2AT... S,AT). A’.f(A) = A,f(A’) shows 
A’SjAT= ASi( forall A, A’EM,.JK). 
But ASj(A’)T is 1 x 1, so A’sAT= (ASj(A’)T)T= = A’sfAT. Hence 
A’(S-ST) AT=0 for ail A, A’ E M, x JK). 
It follows that Sj - S,? = 0, so S, is symmetric. 
Conversely, given symmetric n x n matrices S, ,..., S, 
f(A)=(SIATSzAT*~.S,AT) 
defines a map f: M, x.(K) + M, x ,(K) satisfying the condition 
A’.f(A)=A.f(A’) for A, A’EM~,,JK). 
COROLLARY 4.2. Let f: M, X ,,(K) + M, x ,(K) such that 
f(A).A’=f(A’).A for all A, A’ E M, x,,(K). 
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Then f = 0 unless n = 1; when n = 1, there exists symmetric matrices 
S 1 ,..., S, E M, x ,(K) such that 
in usual row partitioned matrix notation 
for all AEM,.,. 
Proof: Same as in the proposition, interchanging rows and columns in 
the argument. 
The above proposition shows that a nontrivial extremal automorphism 
“e” exists if and only if m, = 1 or n, = 1; and it is completely characterized 
by symmetric matrices. 
5. THEOREMS ON SEMI-LINEAR TRANSFORMATIONS 
The following two theorems are essential to the proof of Proposition 6.7 
of Section 6. 
THEOREM 5.1. Let o be an additive, one-to-one, rank one preserving map- 
ping of M,, .,,,(K) onto M,, X,,,(K) which has an additive, one-to-one, rank 
one preserving inverse, where m, , n 1, m,, n, b 2. Then either 
0) m, = m2, n, = n2 and o: A H PAeQ where P and Q are nonsingular 
m, x m, and n, x n, matrices, respectively, and 8 is a field automorphism, or 
(ii) ml =n2, n, = m2 and o: A H P(A T)BQ where P and Q are non- 
singular n, x n, and m, xm, matrices, respectively, and 6 is a field 
automorphism. 
THEOREM 5.2 (The Fundamental Theorem of Afine Geometry). Let V 
and W be vector spaces over K with dimensionality greater than or equal to 
two. Assume 1 KI > 2. Then every one-to-one mapping o of V onto W which 
carries lines onto lines and zero onto zero is a semi-linear transformation. 
6. THE AUTOMORPHISM GROUP OF U 
We first study the effect of an automorphism on U mod U2 by using our 
results on the abelian normal subgroups of U. Assume the notations of Sec- 
tion 2. Suppose N is an abelian normal subgroup. Let 
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R,(N) = space spanned by rows of A,, as A ranges over N, 
C,(N) = space spanned by columns of A,,, as A ranges over N, 
r,(N) = dim R,(N), c,(N) = dim C,(N). 
For N of type 2 touching u - 1, U, we have R, _ 1(N). C,(N) = 0, so 
r,-,(N)+c,(N)<m,. In particular, ~,~~(N)<rn,, c,(N)<m,. 
Suppose N,, N, ,..., N, are abelian normal subgroups of U such that 
U= (N ,,..., N,, U,>. 
Suppose, for k = 0, 1, 2, there are nk of the Ni of type k. Let 
T= (~11 du<n, 3 some Ni of type 1 touching u}. Then ITI =n;dn,. Let 
s = (l,..., n} - T. Count pairs (u, Ni) where u E S, Ni is of type 2 touching U. 
If u E S, there must be at least two N;s of type 2 touching u (so that we get 
all (0 ,..., 0, A,, 0 ,..., O)‘s), so # of pairs 22 ISI = 2(n - n;). If N, is of type 2, 
it touches at most two U’S in S, so # of pairs <2n,. Thus, n2 > n -n’,. 
Now, 
n=n,+n,+n,>n,+n,>n;+n,=n. 
So we must have equality, and therefore n, = 0, n; = n, (i.e., exactly one Ni 
of type 1 touches each u in T), each u E S is touched by exactly two Ni of 
type 2, and each Ni of type 2 touches only u’s in S. 
Suppose n, > 0. Let u i 1 = min { S}. Then exactly two Nis of type 2, say, 
N,, N,, touch u - 1, U. The rows of the AU’s for A E N, have length m,, , . 
We need to show they span the whole m,, ,-dimensional space, i.e., 
ru(NI)=mu+, (and ruW2) = mu + 1 1. 
If we consider M,.,(K) as V, x V, (Vi = i-dim vector space) then 
{A,( AE N} = C,(N) x R,(N), so 
dimension of subspace of matrices spanned by {A, I A E N} 
= c,(N).r,(N) = m,, l.c,(N). 
The space of matrices spanned by {A, I A E N, } and {A, 1 A E N,} is the 
whole space of all m, x m,, r matrices, so 
m,.m,, 1 l <c,(N,).r,(N,)+c,(N,).r,(N,)dm,+,(c,(N,)+c,(N,)) 
so 
mu G c&W + MW. 
Similarly, 
m u~I.m,~c,-,(N,).r,-,(N,)+c,-,(N,).r,-,(N,) 
~m,-l(r,-l(N1)+r,-l(NZ)) 
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But m, d r,,- i(N,) + c,(N,) and m, < ru- 1(N2) + c,(N,). It follows that 
c,(NJ = ru- ,(N,) and c,(N,) = ru- l(Nz). Hence r,(N,) = m,, , = ru(N2) 
and c,_l(N,)=m,-,=c,-,(N,). 
Suppose u < n. Then there exists one of the Ni, say, N,, such that N3 
contains some C with C,, , # 0 (and then C, = 0). From 
r,W, ) = r,(Nd = mu+ I y there exist AEN,, BEN*, such that AU.C,+,#O 
and B,.C,, I #O. Then [N,, N,] f 1 mod U, and [N,, N3] f 1 mod U3. 
Since (N, , NZ, U, ) contains all (0 ,..., 0, A, _ 1, 0 ,..., 0) and all 
(0 ,..., 0, A,, 0 ,..., 0), we get [N, , N,] $ 1 mod U, also. 
If u = ~1, then since YI > 3, we can take N, touching u - 2 and get the same 
result, using ~,-~(N,)=c,-~(N~)=rn,~,. 
We characterize the above as follows. 
Suppose U = (N, ,..., N,,, U, ), Nj abelian normal subgroups, and we 
make a graph on (Nr,..., N,} as vertices by joining Ni, Nj if 
[Ni, Nj] f 1 mod U,. Then none of the Ni is of type 0, and if some Ni is of 
type 2, then the graph contains a triangle. 
Let Mi be of type 1. Then U= (A4 ,,..., M,, U,) and the graph is 
0 o . . . . . o 0 
MI MI M3 Mn-I Mn 
If u E Aut( U) and o(Mi) = Ni, then U= (N, ,..., N,, U,) and the graph on 
the Nj is 
o- . . . . . 
Nl N2 N3 Nn-I Nn 
There are no triangles, so all the N:s are of type 1, and therefore either Ni 
touches i, for all i, or Ni touches n - i + 1, for all i. 
Recall that for any root S= R,+ Ri+I + ... + Rj, M,(K)=Mm,,n,-,(K). 
Set S= R”-j+l+ R,_j+I+ .*a + R,-i+,. Then the above discussion can 
be formulated as, 
PROPOSITION 6.1. Let o be an automorphism of U. Then one of the 
following holds. (I) For i= l,..., n, there is a map oi: M,(K) --) M,(K) such 
that for all Ai~M,,(K), o(X,,(Ai))=XRi(ai(Ai)) mod Uz. (II) For 
i= 1 ,..., n, there is a map ci: M,(K) + M,-,(K) such that for all Aie M,,(K), 
a(X,,(AJ) = XRi(a,(Ai)) mod Uz. 
LEMMA 6.2. With the same notation as in Proposition 6.1: If case (I) 
holds, then for every root S there is a map os: Ms( K) -+ M,(K) such that for 
481/96/l-5 
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all A E M,(K), o(X,(A)) = X,((r,(A)) mod U,, i where m = ht(S). Zf ca.re 
(II) holds, then for every root S there is a map os: M,(K) + Ms(K) such 
that for all A E M,(K), o(X,(A)) =X,-(0,(A)) mod U,, i where m = ht(S). 
Proof We show by induction. The case when ht(S) = 1 is true by 
assumption. Assume the lemma is true for root R, ht(R) < m - 1. Let 
S=Ri+ R,+, + ... + R,+,,pl = R,+ R, ht(S) =m, and A E M,(K). Then 
there exists B, ,..., B, E M,,(K) and C, ,..., Ck E M,(K) such that 
cj Bj. Cj = A. Then 
X,(A) = n C&U+); UC,)l. (*I 
Applying 0 to Eq. (*) yields the’above result. 
We now show that each (TV maps rank 1 matrices onto rank 1 matrices. 
Given A E U, define the centralizer of A mod U3 as 
C(A)={BEUI[B;A]EU,}. 
Set A = (A, ,..., A,) mod U2 and consider elements A such that Ai = 0 for all 
i except one, say, A=(0 ,..., O,Ak,O ,..., 0), l<kkn. Then C(A)= 
UB 1,...,hJILlA,c=0, A,c&+l= 
JW,) = Oh+ I > E &k+jW). 
01. Set N&J = {h- 1 > E M,,-,(K), 
LEMMA 6.3. Let A = (0 ,..., 0, A,, 0 ,..., 0) mod lJ2 for a fixed k, 1 d k 6 n. 
Then C(A) is maximal (C(A) $ U) if and only ifrank = 1. 
Proof. Let C(A) be maximal and assume rank(A,) > 1. Then there is a 
B, E M,,(K), rank(B,) = 1 such that 
row space B, $ row space A, and 
column space Bk $ column space A, 
and so C(A) is not maximal, a contradiction. So rank(A,) = 1. 
Conversely, let rank(A,) = 1 and suppose there is a B with 
C(A) $ C(B) $ U,. By considering the form of the element of C(A), B 
must have form (0 ,..., 0, B,, 0 ,..., 0) mod Uz for some Bk E M,(K). So 
R(A,) s R(B,) and L(A,) s L(B,). But the row space of R(A,) and the 
column space of L(A,) both have codimension one, so R(A,) = R(B,), 
L( Ak) = L(B,). Therefore, C(A) = C(B). 
Suppose LT is an automorphism of U. Then o( C(A)) = C(o(A)). So C(A) 
is maximal if and only if C(a(A)) is maximal, that is, if 
A = (0 ,..., 0, A,, 0 ,..., 0) mod U2 and G(A) = (0 ,..., 0, ok(Ak), 0 ,..., 0) mod U2, 
rank(A,) = 1 if and only if rank(o,(A,)) = 1. 
Note that in Proposition 6.1, rank(Ai) = 1 implies rank(oi(Ai)) = 1. 
LEMMA 6.4. In Lemma 6.2, if A E M,(K), rank(A) = 1, ht(S) = m, then 
rank(a,(A)) = 1. 
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Proof It follows by induction on ht(S). 
The next two lemmas are used for the proof of Proposition 6.7. 
LEMMA 6.5. Let o: V + W be a bijective map of vector spaces V, W, 
where dim V, W> 2. Suppose {vl, v2} is linearly independent in V implies 
{o(v,), u(v,)} is linearly independent in W. Then o is a semi-linear map. 
Proof This is clear by the Fundamental Theorem of Afline Geometry. 
LEMMA 6.6. (1) Let mi=ni=l, l<icn, mi+lxni+,=l xni+l, such 
that oi+,: 
PC-4 T)eQ 
MRi+,(K) -+ M,,(K) is semi-bilinear, i.e., oi+ ,(A) = PAeQ or 
where Rj=Ri+, or Rj=Ri+l=Rn-(i+l)+l. Then 
oi: M,,(K) + MR;( K) is semi-linear, R: = Ri or R, _ i + , , respectively. 
(2) Let mi=ni=l, l<i<n, mi-lxni-I=mi-Ixl, such that 
oi- 1 : M,[- ,( K) + MRj( K) is semi-bilinear, where Rj = Ri_, or 
Rj=Ri-l=Ri-1-.+1. Then oi: M,,(K) + M,;(K) is semi-linear, Ri= Ri or 
Rn-i+ 1, respectively. 
Proof Choose T = (t, 0 ,..., 0), Z’ = (1, 0 ,..., 0). Then 
[X,(l); J&,+,(T)1 = CX,(t); x,,+,V’)l. 
Applying (r and equating terms in XRitR,+, shows that cri is semi-linear. 
PROPOSITION 6.7. Let the notation be as in Proposition 6.1, 1 < i < n. 
(A) Zf case (I) holds, there exist nonsingular matrices Pi, Qi and a 
field automorphism tIi, such that 
ai = P,Ay Qi for all Aim M,(K). 
(B) Zf case (II) holds, there exist nonsingular matrices Pi, Qi and a 
field automorphism tIi, such that 
a,(A)=Pi(AT)@Qi forallAiEM,,(K)(andso mi=n,-i+,). 
Proof As X,,(A).X,,(A’)=X,(A + A’), A, A’EM,,(K) we get 
a,(A+ A’)=o,(A) + oi(A’) and SO ui is additive for all i. Since Q is an 
automorphism of U and hence of U mod Uz, the induced map cri is one-to- 
one, rank one preserving mapping (by Lemma 6.4.) of MR,( K) --f M,,(K) 
and has an inverse having the same property. 
Suppose case (I) holds, i.e., 
mod U,. 
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(a) Suppose mi, ni > 2 for each i, 1 d i < n, then by Theorem 5.1, 
ai(A,)=PiA~Qi or oi(Aj) = Pi(A1?)“Q, where Pi, Qi are nonsingular 
matrices and Bi an associated field automorphism. 
(b) Now consider the case when some mi or nj equals 1. Suppose one 
of mi or ni equals 1 for 2 < id n - 1, say, mi = 1 (case when ni= 1 is 
similar). Let the row space of M,(K) = M, x.,(K) = V, dim V= ni k 2. Let 
S be a one-dimensional subspace of V. Then for all nonzero A, BE S, 
C(l+AE,,+,)=C(l+BE,,,+,) where 
C(Y)={XdI[X; Y]EU3}. 
So C(l + o,(A) E,,;+ r) = C( 1 + oi(B) Ei,,+ r). But then oj(A), a,(B) E l- 
dimensional subspace of ai( V). By Theorem 5.2, ei is a semi-linear transfor- 
mation. 
(i) Let m,xn,=lxn,,n,>2 (similar to case when m,xn,= 
m, x 1, m, > 2). The same argument as above shows cl : M,,(K) -+ M,,(K) 
is a semi-linear map. 
(ii) Let m,xn,=m,xl, m,32 (similar to case m,xn,= 
1 x n,, n, > 2). We have two subcases, n, > 2, n, = 1. 
n, 3 2: In this case, cRN must preserve rank one matrices (by Lemma 6.4), 
where R, = R, + Rz + . :. + R, is the highest root. We show that err maps 
lines onto lines in M,,(K) = M,, x r(K); suppose vl, v2 E M,,(K) are linearly 
independent, o,(v,)=v~, i= 1,2. If v;=k.o; for some kEK, choose 
wr, w2 E M,,_ R,(K) linearly independent vectors, flRNPR1(wi) = w:, i= 1, 2. 
Then v, wr + v2 w2 E M,,(K) is a rank 2 matrix. But 
W,,hw, + ~2~2)) = Jf,,(v;(w; + k.4)). 
So crRN(vl wI + v2w2) = v;(w; + k. w;) a rank one matrix, a contradiction, 
since ~ii preserves rank one matrices. Therefore the vls are linearly 
independent and by Lemma 6.5, or is a semi-linear map. 
When n,=l:Let OEM,,(K), crr(v)=v’. Then for all kEK, a,(k.v)=k,.v’ 
for some k, E K and so or is semi-linear. 
(c) Finally, suppose mi= nj_ 1 for some i, 1 < i< n. Since P is not 
the Bore1 subgroup, there is a least number j> i for which nj> 2 or a 
greatest number k < i for which mk > 2. We will consider the case when j is 
the least number greater than i, with nj > 2 (the argument for the other case 
is similar). Then mj x nj = 1 x nj. Also 
oj: MRj(K) +&AK) is semi-bilinear, 
i.e., o,(A) = Pj(A)$Qj, where Pj is a nonzero element of the field K, Qj is a 
nonsingular nj x nj matrix and 19~ is an associated field automorphism. By 
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Lemma 6.6, Do-, is a semi-linear map. By the same argument, we get oj- *, 
cr- 3 ,..., oi are all semi-linear. 
To complete case (A), we have to show 
O,(Ai) = Pj(Aiy+Qi for all i, 
where Pi, Qi are nonsingular matrices and ei is an associated field 
automorphism. 
Note that if mi = ni= 1 or mi# ni, then the result is trivially true. So 
assume there is some mi = ni > 2. We shall prove the case for m, = n, 2 2, 
the same argument holds for any m, = ni 3 2, 2 < i < n. 
Let oi(Ai) = Pi(Bi)“Qi and assume o,(A,) = Pl(AT)‘*Q,. Choose 
A1EM?n,x., WY 4 E wn, x “,(W such that A,.A*=O (n,=m2). Then 
B~IQ~.P~B~=O. We have two cases: (i) B,=ATand (ii) BZ=A2. 
(i) B,=Arand B,=A,T. 
Then A, A, = 0 if and only if (AT)‘, Ql. P,(AF)sZ = 0. Consider AZ, A, as 
linear transformations 
A,: V+ W, A,: W-+X such that A;: W* + V*, A;: X* + W* 
where 
V = space of row vectors of length n,, 
W = space of column vectors of length m2 = n, , 
and 
X = space of column vectors of length m, . 
Note that dim W= # of columns of Al = # of rows of A,, and 
# of columns of AT= # of rows of AT 
(since Q, , P, are nonsingular) 
or 
# of rows of A, = # of columns of A,, 
i.e., 
dim X=dim V (= dim W=m,>2). 
Choose a one-dimensional subspace Y in W. Let 0 #f E V*, 0 # y E Y and 
define A*(U) =f (u).y for all u in V. Then A2( V) c_ Y. Let Z be a one-dimen- 
sional subspace of X. Let W= Y@ T. Take 0 # fi E T*, 0 # z E Z, and define 
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A,: W= Y@T-+X by ~+t~f~(t).z~Z. Then A, has ker(A,)z Y (i.e., 
A,.A,=O) and Im(A,)=Z. It follows that (A~)e1Q,.P,(A,T)e2=0 for any 
choice of Z. Therefore Q, P2(AT)B2 = 0 and so AT = 0 (Q, , P, are non- 
singular), a contradiction. This case is impossible. 
(ii) B,=Ar and &=A,. 
A similar reasoning as in (i) shows a,@ i ) = P, A T1 Q, . Applying the same 
argument to successive fri, we get 
ai = PiApQi for all i, 1 6 i < n, 
and so (A) is complete. When case (II) holds, i.e., 
a: X,,(Ai)HX,“-,+,(oi(Ai)) mod Uz for all i. 
(a) Suppose mi, n, > 2 for each i, 16 i< n, then by Theorem 5.1, 
ai( P,Ap Qi or a,(A,)= Pi(A,T)@Qi where Pi, Qi are nonsingular 
matrices and tIi an associated field automorphism. 
(b) Consider the case when some mi or ni equals 1. If one of 
mi,ni=1,2~i~n-1,thenoneofm,~i+,,n,~i+,equals1,sinceaimust 
preserve rank one matrices. Then an argument similar to the one at the 
beginning of case (I) shows that cri is semi-linear. 
(i) Let m, x n, = 1 x n,, n, > 2, m, x n, = m, x 1, m, 3 2. Again, the 
same argument as above (b) shows that crl is semi-linear. 
(ii) Let m,xn,=lxn,,n,>2, m,xn,=lxn,,n,>l (similar 
to case m,xl, m,al, m,xl, m,32). Then for all U~,U~E 
~R,W=~l.n,(~), C(l+u,~,,~+,)=C(l+~~~,,,+~), where C(Y)= 
{XEU~[X; Y]EU~}. Let G~(u~)=w~, i=1,2. Then C(l+w,E,,)= 
C(l+ w,E,,), wi, w2~MR,(K)=MlXn,(K), and so w2=k.wl for some 
k E K. Hence (TV is not a bijection and so this case is impossible. 
(iii) Let m,xn,=m,xl, m,>2, m,xn,=lxn,,n,>2. Let u, 
u’ E M,,(K) be linearly independent, cR,(u) = w, crR,(u’) = w’ E M,,(K) = 
M,(K). Then w, w’ are linearly independent (similar argument as case 
(I)(b)(i)). So crR,(u)= w, gR,(u’)= w’ are linearly independent and by 
Lemma 6.4, cR, is semi-linear. 
(iv) Let m,xn,=m,xl, m,>2, m,xn,=lxl. Then we can 
easily show that aRN is not onto and so this case is impossible. 
(v) Finally, when m,, n,, m,, n, are all equal to 1, the same 
reasoning as in case (I)(c) shows that ai is semi-linear. 
By an argument similar to the Iast part of case (A), we can show that 
a,(A,) = Pi(AT)eiQi for all i, where Pi, Qi are nonsingular matrices and oi 
an associated field automorphism. So case (B) is also complete. 
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PROPOSITION 6.8. Let o be an automorphism of U. Then there is a graph 
automorphism g such that g-la is invariant on the XRi module Uz, i.e., 
g-la: X,,(Ai)~XR,(ai(Ai)) mod UZ. 
ProoJ By the last proposition, if case (I) occurs, let g be the identity 
map, and if case (II) occurs, let g be the graph automorphism defined in 
Section 3. 
We now show that ~7 can be trivialized by diagonal and field 
automorphisms modulo U2. 
PROFQSITION 6.9. Zf a is invariant on XRi’s mod U2 then there is a 
diagonal automorphism “d” and afield automorphism “f’ such that f - ‘d-la 
is trivial on U module U2. 
Proof: We have ai = Pi(Ai)“Qi by Proposition 6.7. Let 
A=l+AiEi,i+,+Ai+lEi+~,i+* 
A’=1 +A:Ei,i+l+A:+1Ei+l,i+*. 
Then A,A:+ i = A:A,+ I if and only if 
Let A:=O, Ai+i=O. Then 
A,.Al+, = 0 if and only if AFQiPi+ ,(A:+ I)ei+l = 0. 
Claim 6.9.1. QiPi+ I is a diagonal matrix. 
Proof. Let 
J,= set of matrices which are zero in the first column and arbitrary 
elsewhere, 
Ai+ L = set of matrices which are arbitrary in the first row and zero 
elsewhere. 
Then Ai.Ai+I=O for all Aidi, Aj+lEaj+,. Therefore 
A~QiPi+,(A~+,)ei+~=OforallAi~A”i,A~+~~A”i+~.Sod~QiPi+~isasub- 
set of A,. Since QiPi+l is nonsingular, the only possible nonzero entry in 
its first column is the (1,l )-entry. 
Similar argument with successive zero column of Ai and successive non- 
zero rows of Ai+l, respectively, shows that QiPi+ 1 is a diagonal matrix. 
Claim 6.9.2. The field automorphisms oi are all equal, say, 0. 
Proof: We have A,A:+, = A:A,+, if and only if 
AQiQ,P,+ l(A;+l)e’+’ = (A;)e’QiPi+l(Ai+ 1)e’+’ 
70 HOE PENG KHOR 
By a careful choice of the matrices A i, A i+ i , we see that ei = 8 for all i. 
A,A,,l =o if and only if AeP,Q,+ i A;+ i = 0. 
Claim 6.9.3. QiPi+ , = c,Z, ci scalar. 
ProoJ: Let Ai, Ai+i be linear transformations such that 
Ai: J’+ W, A,+,: S-t V 
where 
V is the space of row vectors of length ni, 
W is the space of column vectors of length mi, 
and 
S is the space of row vectors of length ni+ , . 
Then A;: I’+ Wand Af+I: S-r V. Let Qi, P,+,: V-+ K 
Assume dim(V) > 2 (case when dim( I’) = 1 is trivial since QiPi+ 1 is 
always a scalar). Choose XG Hc V with dim(X)= 1, dim(H)= 
dim(V)- 1. Take A:,, = map with image X and Af’ = map with kernel H. 
Then ABA? =0 and so AiAi+I =O. Therefore AQQiPi+lAQ+I =0 and so 
AfQiPi:,iii=O. It follows that QiPi+,(X)=ker(AQ)=H. Hence, we get 
QiPi+I(X)~ n{ZZIZZ hyperplaneax} =X. Thus QiPi+, maps every line 
onto itself and therefore 
QiPi+ 1 = c,Z for some scalar ci. 
Claim 6.9.4. There is a diagonal block matrix D = (Dl ,..., D, + ,) such 
that D,A,D;’ = PlAl Q,,..., DiAiD,<‘, = PiAiQi,..., D,A,Di+j, = 
PA Qn-: 1. 
Proof: From 
QIP,=c,Z, Q;‘=c,‘P,, 
. . . . . . . . . . * . . . . . . . . . . 
QiPi+ I = ciz, Q;‘=c;‘P~+~, 1 <i<n. 
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Let 
D,=P,, D,= C?,‘, D3=c1-lQ;‘, 
. . . . . , Di = c~&c,~~, . * . c;’ c; ’ Qzrl,, 
. . . . . ,D ?2+1= ~;~,--c;~c~~Q,~. 
Then 
D1 A, D;’ = P1 Al Ql,..., DiAiD~~~, = PiAiQi, l<i<n. 
Hence D will induce a diagonal automorphism “d’ on U such that 
d-‘o:X,,(A,)t+X,,(A~)mod U2, 1 <i<n. 
Let f be the automorphism induced by 8 on U. Then 
f -‘d-la: X,,(Ai)HXR,(Ai) mod UZ, 1 < i<n. 
Thus there existsf, d and graph automorphism g, such that f -‘d-‘g-la 
is trivial on U mod Uz. 
We now begin to study the construction of an inner automorphism to 
further trivialize the automorphism 0. 
First, we introduce a lexicographical ordering of the positive roots as 
follows.R~+Ri+,+~~~+Rj~R,+R,+,+~~~+R,ifandonlyifi~kor 
i=k and j< 1. 
The following is a basic property of the root system A,,. 
LEMMA 6.10. Let Ri~n be a fundamental root, SE@, ht(S)= k 
(k < n - 1). Zf S- Ri is not a root, then either, 
(i) thereis RjEA,Ri#Rj,Ri+Rj4~andS+RjE~, or 
(ii) there is Rj~n, Ri#Rj, Ri+RjE@ and S+Ri+RjE@. 
LEMMA 6.11. Let a be an automorphism of U which is trivial on 
Umod U,, 1 <m<n- 1. Suppose R,En and let 
a: X,,(Ai)++XRt(Ai) XJf(Ai)) ‘.. 
where ht(S) = m, f # 0. Then S - Ri E @. 
Proof Assume that S- Ri 4 @. Then by the previous lemma either (i) 
or (ii) is true. In case (i) there is R,, Ri # Rj, Ri + Rj$ @, S + Rj E @. Con- 
sider the image of [X,,(A,); XRj( A,)] = 1. 
Since S - Ri + Rj$ @, the term in X,, R, must begin with either 
Aj.f(Ai) =0 or f(Ai).A,=O for all A,. Therefore f (Ai) =0 for all Ai, i.e., 
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f = 0. In case (ii) there is Rj, R,+ Rje @, Ri # Rj and either (a) 
SfRi+Rj~@and S<R,-I-R,, or(b) S+Ri+Rje@ and S>Ri+Rj. In 
(a), when S-C Ri< Rj, consider the image of 
Again, note that S- Ri + Rj$ @, S + Rj 4 @. Then the term in X,, R,+ R, is 
(-f(Ai)).(-A;.Aj)=f(Ai).A:.Aj=O for all Aj, sof(Ai).A;=O. This is so 
for all A:, and so f(Ai) = 0 for all Ai. When SC Rj < Ri, a similar 
argument together with char(K) # 2 shows f = 0. 
The argument for case (b) is similar to (a) and so f =O. Thus if 
a: X,,(Ai)HXR,(Ai).Xs(f(Ai))... where ht(S)=m, then S- R,E@. 
LEMMA 6.12. rf a: X,,(Ai)bX,(Ai).X,+.8(f(Aj))... where ht(S)= 
m - 1, m = n - 1, then one of the following holds: 
(1) If there exists Rj, S + Rj E @, Ri < S < Rj and a: X,(A,)w 
XR,(Aj).Xs+ R,(g(Aj))..., there is a TE M,(K) such that f (Ai) = Ai. Tfor all 
A i E M,(K) and g(A,) = T. Aj for all Aj E M,,(K). 
(2) If there exists Rj, S+ Rje @, R, < S< Ri and a: Xn,(Aj)++ 
XR,(Aj).Xs+ r+( g(Aj))..., there is a TE M,(K) such that f (Ai) = T. Ai for all 
A i E MR,( K) and g( Aj) = Aj. T for all Aj E MRj( K). 
(3) No such Rj exists, S < Ri, column space f (Ai) E column space Ai 
for all Ai, and there is a CEM,(K) such that f(Ai) = A,.C for all 
Ai E M,(K). 
(4) No such Rj exists, Ri < S, row space f (Ai) G row space Ai for all 
Ai, and there is a CE M,(K) such that f (Ai) = C. Ai for all Aim M,(K). 
Proof Case (1). Know that 
CX,,(A,); J’R,(Aj)I = 1 for all A,, Aj. (*) 
There exists Af, A;,..., AreM,, and B,, B, ,..., Bk~M,8.,i(K) such that 
A;.B, + ... + A;. B, = I (mj x mj identity matrix). From (*), we have 
[X,(A,); X,,(A;)] = 1 for all Ai, 1 < t < k. Then the term in X,, R,+ ,+ gives 
Ai.g(A;) =f (A,).Af, 1 < t < k. Multiplying B, on the right for each t and 
adding 
t Aig(Aj).B,= i f(Ai).AfBt 
t=1 r=1 
or 
> 
=f(Ai). 2 AjB,=f(Ai).l 
1=1 
7 
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so f(AJ = A i. B for all A i, B E M,(K). Also, by the same reasoning we get 
g(Aj)= T.A, for all Aj, TEM,(K). Now, the Xs+Ri+R, term in (*) gives 
A,.g(Aj) =f(Ai).Aj or A,.C.A,= A,.B.A, for all A,, Aj 
so Ai.(C-B).A,=O for all Ai, Aj and therefore C-B=0 or 
C= B= TEM,(K). 
Case (2). The proof is identical to case (1) with the roles of Ri, Rj 
interchanged. 
Case (3). Given fundamental Ri, there is Rj, Ri# Rj such that 
Ri+Rj~@ and S+Rj#@, Rj-cRicS. 
From [XRj(Aj); XRi( Ai)], we get Aj. A i = 0 implies Aj.f(Ai) = 0. It follows 
that column space (f(Ai)) E column space (Ai) for any Ai. 
We now show that there is a C such that f(Ai) = Ai. C for all Ai. From 
CXR,(Aj); X,(Ai)l, we get 
A;A; = A,A, if and only if Ajf(A:) = Aif( 
Fix Ai with a nonzero first column, other columns zero. Suppose Ai is 
anything with nonzero first column, other columns zero. Now for any A,, 
there is Al such that AJA:= A,A,. Since the column space of 
(f( A;.)) c column space of (A:), 
f(A:) = A:C,, where CI has zero in all but the first row. 
Then Aif = Aif( AJA:C, = AjAiCI. This holds for all Aj, so 
f(A,) = A,C,. Similarly, there are C2,... where C, is zero in all but the tth 
row such that 
f(Ai) = AiCt for all Ai which are 0 but in the tth column. 
Let C = C, + C, + . . . . Then f(Ai) = A,C for all A i which have only one non- 
zero column, so f(Ai) = A,C for all Ai by the additivity of f and the 
expression of Ai as a sum of matrices with only one nonzero column. 
Case (4). Given fundamental R,, there is R,, R,# Rj such that 
Ri + Rj, S + Rj~ @, S < Ri < Rj. Again, from [X,,(A,); X,,(A,)] we get 
Ai. Aj = 0 implies f(Ai). Aj = 0 and so, row space (f(Ai)) E row space (Ai). 
The proof for a C E M,(K) such that f(Ai) = CA, for all Ai is exactly the 
same as in case (3), with rows and columns interchanged in the argument. 
We are now in a position to construct an inner automorphism which will 
trivialize U modulo U, _ 1. 
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PROPOSITION 6.13. Let u be an automorphism which is trivial on 
U mod U,. Then there is an inner automorphism “i’ such that i- ‘0 acts 
trivially on U mod U, _ i . 
Proof It is enough to show that if G acts trivially on U mod Uk (k > 2), 
then there is an inner automorphism i, such that i-lo acts trivially on 
Umod U,,, (k<n-2). 
Furthermore, it suffices to show that if cr acts trivially on U mod U,, 
then for each i (1 Q i 6 n) such that 
u: X,(Ai)HXR,(Ai).Xs+R,(f(Ai)) .” mod uk+,, 
where ht(S) = k - 1, the following hold: 
(i) There is an inner automorphism i, on U (by conjugation with a 
suitable element of X,) which acts trivially on U mod U, such that 
is:X,(A,)I-+X,j(A,).X,+.,(f(Ai))”’ mod uk+ 1 for all A i. Hence 
i,‘a:x,,(Ai)~XR,(Ai).X,+.,(0)...mod Uk+,. 
(ii) Ifthereis Rj,Ri#Rj,Ri<Rj,S+Rj~@and 
u: XR,(Aj)HXR,(Aj)*X.S+ R,(.dAj))... mod uk, 1 
then i;‘a: X,j(Aj)++X,,(A,).Xs+ R,(O)... mod Uk+, for all Aje MRj(K). 
There are four cases according to Lemma 6.13. Both (i) and (ii) hold in 
cases (1) and (2) and only (i) holds in cases (3) and (4). 
Case (1). By Lemma 6.13, there is a TE M,(K) such that 
f(AJ = A;. T for all Aic M,,(K) and 
g(Aj) = T. Aj for all Aj E M,,(K). 
Then conjugation by X,(T) induces an inner automorphism i, which has 
precisely the effect described in (i) and (ii). 
Case (2). By Lemma 6.13, there is a TEM,(K) such that 
f(AJ = T. Ai for all Ai E M,,(K) and 
g( Aj) = Aj. T for all Aj E M,,(K). 
Then conjugation by X,(T) induces an inner automorphism i, which has 
precisely the effect of (i) and (ii). 
Case (3) By Lemma 6.13, there is a CEM,(K) such that 
f(Ai)=Ai.C for all A i E M,,(K). 
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Then conjugation by X,(C) induces an inner automorphism i, which has 
the effect of (i). 
Case (4). By Lemma 6.13, there is a CE M,(K) such that 
f(Ai)=C.A, for all Ai E M,,(K). 
Again, conjugation by X,(C) induces an inner automorphism i, which has 
the effect of (i). 
Let i’ be the product of all such i’s obtained in cases (1 t(4). Then if-‘0 
acts trivially on U mod U, + , . 
LEMMA 6.14. Let o be trivial on U mod U, _ 1. Then o: X,JA,) H 
X,(A,) mod U, for all 2 < i < n - 1, and when i = 2 and n - 1, there exists 
inner automorphisms i,, i,- 1 such that i; l ii? Ia: X,,(A,)w XRI(Ai) mod U, 
for i=2,n-1. 
Proof: When2<i<n-l,letSj=R,-Rj,j=lorn.ThenSj-Rig@, 
j= 1, n, i= 3 ,..., n - 2. Therefore by Lemma 6.11, 
6: X,I(Ai) H X,(Ai) mod U, for all 2<i<n- 1. 
When i = 2, n - 1, the argument in Lemma 6.11 shows that if 
0: XR,(Aj) H XR,(Aj). X.Af;(Aj) I..* j=2, n- l,fi#O, 
then S - Rj E @. Hence we get a: X,,( Ai) H X,,( Aj). XRN _ =‘(fj( A,)) mod U, 
where R’=R, when j=2 and R’=R, when j=n-1. Now use the 
argument in Proposition 6.13 (cases (3) (4), respectively) to obtain inner 
automorphisms i, _ 1, i, such that 
12 .-’ i,--’ 1a : X,,(A,) I+ X,,(A,) mod U,,. 
PROPOSITION 6.15. Let a be trivial on U mod U,- 1. Then there is an 
extremal automorphism “e” and an inner automorphism Y’ such that 
e-‘i-la is trivial on Umod U,. Hence e- ‘i-‘a is a central automorphism of 
U. 
Proof: By Lemma 6.14, we may assume a maps X,,(A,) onto 
itself mod U,, for 2 < i < n - 1. Suppose 
a:XR,(A1)HXR,(A1).XRN-Rl(fi(A1)).XRN-R.(g,(AI)) mod U,, 
and 
a:X,"(A,)HX,"(A,).X,,-.~(g,(A,)).X,,-.,(f,(A,)) mod Ui,, 
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where fly gl are additive on M,,.,,,(K) and f2, g, are additive on 
M ,,.+,JK). Now, cr([X,,(A,); X,,(A;)] = 1) has a term in XRNeR, such 
such that 
~l.fl(~;)=~;..fl(~l) for all Al, A’,EM,,,.,(K). 
Choose an extremal automorphism e, such that 
el:~~,(~l)~~~,(~l).~~,-~,(f(~l)).~,,(f~l.f(~l)) 
and e, is trivial on XR, for i> 1. Then applying e;‘a, we get 
e;‘@: X,,(Al)HX,,(Al).X,,~Rn(g(A1)) mod U,. 
By the same argument, we can find an extremal automorphism e, such 
that 
6’0: XRn(A,)HXR.(An).XRN--,(f*(An)) mod U,. 
By Proposition 6.13 (case ( 1 )), we obtain an inner automorphism i induced 
by XRN - R, - R,(T) such that 
1 ‘-‘e;‘e;‘a: XR,(Aj)wXR,(Aj) mod U, for all 1 <j < n. 
Since an extremal automorphism fixes X,,- R, _ R,( T), i and e,‘s commute 
and so i-‘e;‘g = e;‘e,-‘i-la = e-‘i-’ (T is a central automorphism of U, 
i.e., e -‘i-la = c. 
Therefore we obtain our main theorem. 
THEOREM 6.16. Let cr be any automorphism of U. Then there exists graph 
(g), diagonal (4, field (f 1, inner (i), extremal (e) and central (c) 
automorphisms, respectively, such that a = g.d.f.i.e.c. 
Proof This follows by combining Propositions 6.8, 6.9, 6.13 and 6.15. 
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