A large volume of research has focused on comparing the difference between two small binomial proportions. Statisticians recognize that Fisher's Exact test and Yates chi-square test are excessively conservative. Likewise, many statisticians feel that Pearson's Chi-square or the likelihood statistic may be inappropriate for small samples. Viable alternatives exist.
Introduction
A large volume of research spanning nearly half a century has focused on comparing the difference between two small binomial proportions. The validity of various testing procedures remains clouded by controversy (Hirji, 1991 ). Fisher's exact test (FET) (Fisher, 1958) and Yates continuity corrected chi-square test (Yates, 1934 ) (X 2 y ) have numerous criticisms based on theoretical and empirical considerations. Critiques of FET and X 2 y conclude that they are excessively conservative when used with small to moderate sample sizes leading to an implied loss of power which diminishes their utility (Berkson, 1978; Dupont, 1986; D'Agostino, 1988; Haviland, 1990) . D'Agostino showed that even with small sample sizes Pearson's chi-square test (X 2 ) and the Student t-test based on binary data generally provide observed significance levels not far from the postulated levels (D 'Agostino, 1988) . FET is also extremely sensitive to minor variations in data, even when the minimum expected cell size is fairly large (Dupont, 1986 (Miettinen, 1974; Plackett, 1984) . Barnard (Barnard, 1989; Barnard, 1990 ) recommends reporting both the traditional p-value and the MP p-value when using FET.
Among applied statisticians a casual attitude towards using these tests has emerged. Practice appears to be guided by what has been described as "conventional wisdom" (D 'Agostino, 1988 
Methodology
The following notation was used to describe the comparison of two independent binomial proportions. Let A and B represent the number of successes in independent samples from two binomial populations (n 1 , π 1 ) and (n 2 π 2 ). Let n = n 1 + n 2 . Then the joint probability of a particular outcome is:
for a = 0, 1, . . . , n 1 and b = 0, 1, . . . , n 2 , c = n 1 -a and d = n 2 -b.
Pearson and Scaled chi-square tests (X 2 and X 2 S ) For an observed pattern of (a, b), Pearson's chi-square statistic is X 2 = (ad -bc) 2 n/{n 1 n 2 (a+b)(c+d)}
The scaled chi-square statistic is derived from the mean and variance of the conditional hypergeometric distribution and is defined as 
Student t-test (BST)
BST uses the means and variances of the two binomial distributions to compute the usual two independent sample t-statistic on a pooled estimate of the variances. BST is then compared with to the Student t distribution with n 1 + n 2 -2 degrees of freedom.
Fisher's Exact test (FET)
FET is constructed using the conditional distribution of A given A+B. FET is defined: f(a, s, φ) = Pr (A = a | A+B = s; φ) and S(a, s, φ) = Pr (A > a | A + B = s; φ), where
For a one-sided α-level test, reject Ho if f(a, s, φ) + S(a, s, 1) ≤ α.
Mid-P (MP)
MP tests the mean of two probabilities obtained by inclusion and exclusion of the observed point in a discrete distribution. This is equivalent to inclusion of half the probability of the observed point in each tail. MP is found by modifying the above one-sided procedure by the following:
For a one-sided α-level test, reject if 0.5 f(a, s, 1) + S(a, s, 1) ≤ α.
Conclusion
A summary of the literature based on intuitive and theoretical grounds argues in favor of the use of a MP test (Barnard, 1989; Lancaster 1961) . The computational effort required for the MP test is no more than that needed for FET. Further, the basis for MP is a natural adjustment for discreteness; and the test easily generates to r x c contingency tables and other discrete data problems (Hirji, 1991) . It is strongly agreed upon that the Yates-corrected chi-square statistic in analyses of 2 x 2 contingency tables are overly conservative and that the Pearson chisquare generally provides adequate control over type I error probabilities (Haviland, 1990) . The two-tailed FET p-value is highly sensitive to small variations in 2 x 2 contingency tables. This sensitivity raises doubts about the utility of the FET as a measure of the relative strength of evidence provided by different tables (Dupont, 1986 ). Pearson's chi-square statistic generally provides adequate control over type I error probabilities without the severe conservative bias produced by Yates' correction for continuity.
When the analytic problem of comparing two independent binomial proportions the classical FET and the X 2 y chisquare tests are too conservative for practical use. A recommend analytical algorithm is: (1) When the two samples are nearly equal, and when the underlying true binomial value is near 0.5, use one of three statistics: {X 2 , X 2 S , BST, MP} for all sample sizes, and (2) in case of unequal sample sizes, or when the common binomial parameter is near 0 or 1, use MP statistic.
An executable Fortran program that produces the statistics outlined in the previous section and sample data is provided in the appendix. A literature search did not produce any references related to public domain software that produces these statistics. The program as written may not be optimal. Any suggestion for refinements to the program would be gratefully accepted.
An executable Fortran program that produces the statistics outlined in this article follows: 
