We used regression trees to assess seasonal relationships between vital rates (survival and reproduction) and a suite of environmental variables for hispid cotton rats (Sigmodon hispidus) and prairie voles (Microtus ochrogaster). We found only 2 relationships between vital rates and environmental variables for M. ochrogaster, whereas we found relationships in all seasons for S. hispidus. The majority of recovered regression trees contained multiple variables, indicating that the vital rates of S. hispidus were affected by interactions among environmental correlates. Vital rates of S. hispidus were affected most by precipitation, temperature, and snowfall; but the direction of effects of these environmental variables was not consistent among seasons. Our analyses indicate that populations of M. ochrogaster in northeastern Kansas are relatively insensitive to environmental variability, whereas survival and reproduction in S. hispidus are influenced by the environment throughout the year.
Environmental variables are thought to influence population dynamics, rates of evolution, and geographic distributions of many species of mammals. At broad scales, the geographic range of a species may be limited by environmental variables, that is, the ecological niche (Grinnell 1917; Hutchinson 1957) . At finer scales, abundance has been linked to environmental variability in several taxa (e.g., Boonstra and Krebs 2006; Clark et al. 2003; Matlack et al. 2002; Owen-Smith et al. 2005) . Further, the vital rates, such as survival, that underlie the population growth rate have been linked to environmental variability in some populations (Aars and Ims 2002; Coulson et al. 2000; Owen-Smith et al. 2005) .
The relationships between climatic variables and population dynamics have received increased attention because of interest in the impact of climate change. Changes in climate appear to influence the dynamics of many populations across the globe (McLaughlin et al. 2002; Root et al. 2003; Walther et al. 2002) . Climate change may contribute to altered phenology (Hawkes et al. 2007 ) and growth trajectory (Saltz et al. 2006) of populations, and is expected to affect the spatial distribution of many populations (Schwartz et al. 2006 ). Demographic models can be used to project the effect of climatic variability on population dynamics and therefore could be used to predict which populations are most at risk under different scenarios of climate change (Boyce et al. 2006 ). However, a priori knowledge of relationships between population vital rates and environmental variables is necessary to form testable hypotheses regarding the effect of climate change on populations.
Relationships between environmental variation and population dynamics may be difficult to determine with traditional statistical methods because these relationships may be nonlinear. Further, multiple factors may influence a population, with each factor being limiting during one period of time and others at other periods (e.g., transient maxima hypothesis- Seastedt and Knapp 1993) . Searching for simple linear relationships may be ineffective in these cases.
Previously, we analyzed a long-term data set of survival in the hispid cotton rat (Sigmodon hispidus-Reed and Slade 2006a) and prairie vole (Microtus ochrogaster-Reed and Slade 2006b) using linear correlations and found few relationships between environmental variables and vital rates in either population. Herein, we use regression trees to assess the relationships between weather and both survival rates and the probability of being reproductive in populations of S. hispidus and M. ochrogaster. Classification and regression trees are a nonparametric method that can be used to explain the variation in a response variable with 1 or more explanatory variables. The analysis separates the response variable into 2 groups based on 1 of the explanatory variables so that the sums of squares within groups are minimized. Further splits can be obtained in the same manner within each of the first 2 groups (De'ath and Fabricius 2000) .
We expected to find more relationships between vital rates and environmental variables in S. hispidus because the taxon is subtropical in origin and has expanded its range into northeastern Kansas in the past half-century (Genoways and Schlitter 1966) , and previous studies have found relationships between environmental factors and populations of S. hispidus (Campbell and Slade 1993; Rehmeier et al. 2005) . In contrast, the dynamics of voles are more affected by population density and the phase of their periodic dynamics than by environmental variability (Getz et al. 2007; Ostfeld and Canham 1995; Ozgul et al. 2004) .
MATERIALS AND METHODS
Field data were collected on the Nelson Environmental Study Area approximately 14 km north of Lawrence, Kansas. The study site consisted of old-field habitat dominated by smooth brome (Bromus inermis), annual sunflower (Helianthus annuus), and goldenrod (Solidago). Data were collected approximately monthly on a 2.5-ha grid that consisted of 99 trap stations each with 2 Sherman live traps (H. B. Sherman Traps, Inc., Tallahassee, Florida). We identified, weighed, determined sex of, and marked captured animals with either a toe clip or ear tag, then released them at the point of capture. All capture and handling methods followed guidelines approved by the American Society of Mammalogists (Gannon et al. 2007 ) and were approved by the University of Kansas Institutional Animal Care and Use Committee. For each trapping period individuals were assigned to 1 of 3 life stages based on mass (S. hispidus: 1: 60 g; 2: 61-110 g; 3: .110 g; M. ochrogaster: 1: 20 g; 2: 21-32 g; 3: .32 g), which roughly correspond to juvenile, small adult, and large adult.
We estimated stage-specific survival using a multistate model in program MARK (Brownie et al. 1993; White and Burnham 1999) . Our estimates are of apparent survival in that mortality is confounded with emigration. We were unable to analyze the entire data set as a single model, so we subdivided the data into 2-to 3-year intervals with 6-trap-period overlap between subsets. We selected the most-parsimonious model from MARK using Akaike's information criterion corrected for sample size (AIC c ) and used model averaging if 2 or more models received appreciable support, that is, DAIC c 2. We then discarded estimates from the 1st and last 3 months for each subset and concatenated the remainder into a continuous time series Slade 2006a, 2006b ). We discarded estimates from months with fewer than 3 individuals, because estimates based on few individuals were unreliable. Because survival is highly correlated between sexes within a mass class in both species Slade 2006a, 2006b ), we restricted the remaining analyses to females.
Reproductive capability was assessed from field data. Captured females of all species were scored on 3 reproductive characteristics: vaginal condition (perforate or imperforate), nipple size (small, medium, or large), and pubic symphyseal opening (closed, partly open, or fully open). Females were considered reproductive (i.e., pregnant, lactating, or both) only when at least 2 of these characters indicated reproductive activity. We then calculated the monthly proportion of females that were reproductive. Estimates of reproduction were derived only from months with !3 individuals to reduce the bias associated with small sample size.
Environmental data were collected from the National Oceanic and Atmospheric Administration weather station located near the campus of the University of Kansas (38u579N, 95u159W). We collected monthly data for 9 weather variables that could impact the dynamics of small mammals: mean maximum temperature (uC), mean minimum temperature (uC), departure from mean temperature (uC), number of days where mean temperature was below 0uC, precipitation (mm), departure from mean precipitation (mm), total snowfall (mm), maximum snow depth (mm), and days with .25.4 mm (1 inch) of precipitation.
We used regression trees to assess relationships between weather and survival and probability of being reproductive for both species (Breiman et al. 1984) . All analyses were completed using R (R Development Core Team 2006) and the rpart package (Therneau and Atkinson 1997) . We fit models with each of our vital rates (survival of the 3 life stages and reproductive probability in stages 2 and 3) as the response variable and environmental data as explanatory variables. Models were grouped by season (winter: December-February; spring: March-May; summer: June-August; and autumn: September-November) rather than month to ensure adequate sample sizes. For each regression tree we used crossvalidation to select the best model. We selected the model with the fewest explanatory variables whose cross-validation error rate was within 1 SE of the minimized cross-validation error rate (De'ath and Fabricius 2000) ; if this model was the 1st node, then we considered that vital rate to not be influenced by our environmental variables.
RESULTS
We found only 2 significant relationships between vital rates and the environment in M. ochrogaster, both in summer (Fig. 1) . Reproduction in stage 2 was affected by both temperature and precipitation; reproduction was greater in cooler, wet summers and lower in hot, dry summers. Survival in stage 1 was greater in months with less precipitation than in months with more precipitation.
Relationships between the environment and survival and reproduction in S. hispidus were more numerous than those in M. ochrogaster (Fig. 2) . Survival in stage 2 was affected by temperature in summer, autumn, and winter. Survival in summer and autumn was higher in months with lower maximum temperatures. Winter survival increased in months when winter temperatures were mild; however, the presence of snow increased survival in months when temperatures were low.
Reproduction in S. hispidus was affected by temperature, precipitation, and snowfall. In spring, reproduction in stage 2 and 3 was influenced by precipitation and temperature. For both stages, the probability of a female being reproductive increased in months with higher precipitation, whereas warmer temperatures increased reproduction in stage 3. In autumn, reproduction in stage 2 was negatively affected by snowfall but was higher in snow-free months with greater than normal precipitation. Reproduction in stage 3 in autumn was greater in months with warmer temperatures and greatest in warm months with increased precipitation.
DISCUSSION
Our analyses support our hypotheses that environmental variables would have little relationship to survival or reproduction of M. ochrogaster. Prairie voles exhibit periodic fluctuations in abundance on our study site (Brady and Slade 2004) and throughout much of their range (Stalling 1990 ). The dynamics of periodically fluctuating populations elsewhere are affected primarily by changes in vital rates that are correlated to density or phase in the cycle of abundance (Getz et al. 2007; Ozgul et al. 2004 ) and only secondarily affected by the environment ). The paucity of environmental correlates to vital rates of M. ochrogaster also could be due to the high variability in vital rates. Simple statistical modelsthat is, the null model-are expected to be selected in the presence of high amounts of variability in a parameter. However, this seems an unlikely explanation in this case because the variability in vital rates is similar between M. ochrogaster and S. hispidus. We recovered only 2 trees for M. ochrogaster, both in summer. The probability of pregnancy in stage 2 was lower in dry or hot summer months than in summer months that were cooler and received greater than average precipitation. A decrease in reproduction during the summer has been observed in several species of small mammal (Bergstrom and Rose 2004; Rose and Gaines 1978; Terman 1999) , including M. ochrogaster in Kansas (Rose and Gaines 1978) . The cause of decreased reproduction in the summer is unknown, but could be due to the physical stress of high temperatures in summer, reduced food availability, or reduced food quality. Mild summers at our study site would reduce both of these stresses on reproduction. Our study area is dominated by C 3 grasses and forbs; productivity in C 3 plants is negatively associated with temperature and positively associated with precipitation in summer (Epstein et al. 1997) . Cooler and wetter summers are expected to have greater primary productivity and therefore increased food availability for M. ochrogaster. This increase in food availability might increase the reproductive output of individuals in stage 2 (Getz et al. 2003) .
Conversely, survival of stage 1 individuals was negatively related to precipitation. Getz et al. (1997) found a similar pattern in survival of juvenile M. ochrogaster; life expectancy of voles born during periods of high precipitation was significantly lower than those born during months with less precipitation. This pattern was attributed to abandonment of flooded nests. The node in our model was near the monthly average for summer precipitation in the region; therefore, burrow flooding seems unlikely to explain reduced survival of small M. ochrogaster. Infanticide and predation may be significant sources of mortality in nestling voles (Getz and McGuire 2008; Lambin and Yoccoz 1998) ; however, we have no data to support either explanation. Our estimates of survival also include individuals that have permanently emigrated from the site. Decreased apparent survival may represent increased emigration rather than increased mortality. We usually do not trap young until they are independent and could probably get out of flooded burrows and avoid infanticide.
We expected to find significant influence of the environment on populations of S. hispidus, especially negative effects of cold and snow in winter. We recovered trees in every season, but the direction of the effects of environmental variables on vital rates varied seasonally. Generally, we found that precipitation, mean maximum temperature, and snow depth had the greatest effect on the dynamics of S. hispidus. Many of the relationships we found involved 2 predictor variables that would not be detected using correlation or regression analyses. For example, survival of stage 2 S. hispidus in winter was negatively related to temperature, but that negative relationship was mitigated by the presence of snow. These relationships were not detectable using correlation or multiple regression analyses.
The negative influence of cold temperatures is consistent with previous studies that demonstrated negative effects of severe winter weather on populations of S. hispidus (Clark et al. 2003 ; Eifler and Slade 1999; Lanley and Shure 1988; Rehmeier et al. 2005) . A positive correlation between snow accumulation and survival has been observed in northern populations of Microtus (Boonstra and Krebs 2006) , but to our knowledge not in S. hispidus. Increased survival associated with increased snow depth has been attributed to the snow acting as a thermoregulatory buffer (Yoccoz and Ims 1999) , or reducing levels of predation (Hansson 1999) , or both, for arvicolines living in subnivian spaces. However, it is not clear that S. hispidus would receive the same benefits. We know of no reports of cotton rats using subnivian spaces, but it is possible that they curtail activity with snow (Eifler and Slade 1999) , which might reduce losses to predation and reduce emigration. We place no significance on our finding of a benefit for a single stage. Our failure to find significant relationships between environmental variables in winter and survival in stages 1 and 3 may be due to the low abundance of these stages in winter. The population of S. hispidus in this study is numerically dominated by individuals in stage 2 during winter; survival in stage 3 is reduced and large individuals lose mass regressing to stage 2, whereas stage 1 individuals are rare because of the cessation of reproduction in mid to late autumn (Campbell and Slade 1993) .
The probability of individuals being pregnant was affected by both temperature and precipitation in spring and autumn. Reproduction in spring increased in months with warm temperatures and greater precipitation. Primary productivity in grasslands is positively affected by both temperature and precipitation in spring (Epstein et al. 1997) . Increased primary productivity likely increases food availability for the herbivorous S. hispidus, which could increase reproduction (Doonan and Slade 1995; Webb et al. 2005) . Reproduction of both stages in autumn also was positively associated with warmer temperatures and increased precipitation. However, snowfall in autumn reduced the likelihood that a stage 2 individual would become pregnant. Stage 2 S. hispidus experience decreased growth in the presence of snow; more energy is required to maintain body condition and forage is more difficult to find (Eifler and Slade 1999) . Individuals are less likely to allocate limited resources for reproduction and this would explain the reduced reproduction in the presence of snow.
Knowledge of the relationships between the demography of populations and environmental variables is necessary to make predictions about the effect of climatic change (Berteaux et al. 2006) . Relationships between the environment and a population of interest can then be incorporated into a model to project the effect of climatic change on population dynamics (e.g., Hawkes et al. 2007 ). Our analyses suggest that relationships between environmental variables and vital rates are not necessarily linear and easily detectable. Further, hypothesis tests of possible relationships between vital rates and the environment may not be ideal methodology (Anderson et al. 2000) . Ideally one could incorporate environmental variability as a covariate within survival estimation software. However, the efficacy of these techniques is in need of further study.
The long-term population growth rates of both S. hispidus and M. ochrogaster at our site indicate stable populations (l < 1). Our results suggest that the vital rates that underlie the population growth rate are sensitive to environmental variability-particularly in S. hispidus-therefore, one might expect a change in the population growth rate in the presence of climate change. However, the presence of relationships between environmental variables and the vital rates of a population do not necessarily indicate a significant effect on the population growth rate. Populations are differentially sensitive to changes in vital rates; relatively large changes in a vital rate may have little effect on the population growth rate. If the population is not sensitive to changes in the vital rates that are most influenced by the environment, then the population growth rate likely would not be greatly affected by environmental variability. In short-lived species, such as rodents, one would expect the population growth rate to be most sensitive to changes in fecundity (Oli 2004) . Therefore, one might expect S. hispidus to be affected by changes in climate because reproduction was influenced by environmental variation in both spring and autumn. Simulation modeling could be performed to test the predictive power of relationships between vital rates and the environment in light of the differential sensitivity of the population growth rate to changes in vital rates.
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