In this paper, we address the problem of automatic 3D facial expression recognition. Automatic 3D Facial Expression Recognition techniques are generally limited in that they require manual, precise landmark points. Here, we propose a framework capable of handling the potential imprecision of automatic landmarking techniques, thanks to a region approach. After an automatic feature point localization step, we cluster the face into several regions, chosen for their importance into the facial expression process, according to the Facial Action Coding System (FACS) and anatomic considerations. Then, we match those regions to reference models representing the six prototypical expressions using Iterative Closest Points (ICP). ICP tends to compensate the imprecisions in the face clustering relative to landmarks localization. Resulting matching scores are concatenated into a descriptor for the probe model. Finally, we use a standard classification tool; in our experiments, we used Support Vector Machines (SVM), and were able to provide comparable results to existing 3D FER methods over the same protocol, while being fully automatic.
INTRODUCTION
In the past decades, automatic Facial Expression Recognition (FER) has attracted a great deal of attention. Its applications include Human Computer Interfaces, which comprehends affective computing [9] , handling the effects of emotions within the face recognition challenge [16] , analysis of conversation structures [12] , etc. Facial expressions have been described by Ekman et al. within the Facial Action Coding System (FACS) [2] and can be divided into six prototypical expressions, namely Happiness, Anger, Fear, Disgust, Sadness and Surprise. It is stated that the latter are universal among ethnicity [3] .
While many efforts have been addressed in the field of FER in 2D images [13] [14] , these methods still suffer from lighting conditions and pose variations. Thus, with the recent developments in 3D data acquisition devices, the use of 3D information in FER has attracted attention. Notably, several public 3D databases have become available in the past few years [23] [22] [15] .
Basically, 3D FER methods can be classified into two main streams. The first stream tries to extract information based on the location of feature points. In [17] , the authors used 6 characteristic distances from 11 fiducial points (landmarks) as inputs into a neural network used for classifying 7 expressions (the six prototypical expressions along with the neutral one). In [20] , authors suggested to use an automatic feature selection computed from the normalized Euclidian distance between landmarks, by using a multiclass-Adaboost classification algorithm.
The second stream extracts local characteristics at various locations on the face. In [21] , the authors proposed a surface descriptor derived from an estimation of primitive surface distribution, used on several regions determined with the help of several manually located fiducial points. In [1] , SIFT descriptors were used in the neighbourhood of landmark points. In [10] , the authors used a framework able to compute the geodesic distance between 3D surface paches around a set of selected landmark points. Those distances were then fed into a standard classifier like multiboosting or support vector machines (SVM) to handle the classification.
Other approaches have been proposed though. In [11] , authors have proposed a joint approach between FER and Face Recognition using a bilinear model to represent the whole face. Using both asymmetric and symmetric formulations, they encoded identity and expression at the same time.
While those techniques showed good performances, they often heavily rely on a feature extraction step, which in most of the cases is based on the manual landmarks provided by the database. So, a solution towards fully automatic FER shall be based upon automatic landmarking techniques. Although several automatic landmarks extraction techniques already exist [25] [7] [18] , it occurred to us that none of the previously quoted methods for 3D FER reported results using them. In fact, automatic landmarks are reported to be imprecisely located in the presence of expressions.
In this paper, we propose a novel, fully automatic, approach to address those issues. In particular, it is designed to handle the imprecision of automatic landmarking methods. Our framework is organized as follows. At first, we perform an offline step where we train the automatic landmarking method described in [25] . We also generate a mean model for each prototypical expression, plus the neutral expression. Then, during an online step, we locate automatically landmarks on each face. At that point, we cluster the faces into several patches using Geodesic or Euclidian distances. Those patches are then registered to the 7 previously generated mean faces, which generates a distance from each patch to each reference face. Those distances are later concatenated into a feature. In the end, we classify our faces using a standard classification tool.
The remainings of this paper is organized as follows. In the second section, we detail our framework. In the third section, we provide results and a comparison to state of the art methods, using the protocol recommended in [18] . Section 4 concludes the paper.
FRAMEWORK
Our method can be decomposed into two main phases. They are both preceded by the pre-processing of 3D-data, since most 3D databases have some noise issues on certain models. This processing basically consists in smoothing the facial surface by applying a median filter on the corresponding depth image. We also fill holes using a cubic interpolation. We then normalize the pose using Iterative Closest Point (ICP) [24] and a randomly picked reference model. 3D faces are eventually remeshed.
The first phase is an offline step. We need to generate mean models for each prototypical expression. They will be used as reference faces, to which each probe model will compare during the online phase. We also need to train the model used for the automatic landmarking part.
The second phase is an online step. At first, we automatically locate landmarks on the probe face using the previously trained model. Then, based on those feature points, we cluster the face into several regions. Those regions were determined after a study based on the FACS system [2] , and morphological considerations. Then, we register each region to each reference model through ICP. This matching process provides a score as simple as the mean distance between the matched region and the reference model. Those scores are then concatenated into a feature vector, which consists in a Lipschitz Embedding [8] . Finally, we use this feature vector to train a classifier and to classify the probe face as one of the six prototypical expressions.
The entire framework is presented in the schematic below ( Figure 1 ).
Offline step
Regarding automatic landmarking, we implemented Statistical Facial feAture Model (SFAM) proposed [11] . This framework consists in a statistical model, which learns both global variations in 3D face morphology, and local ones around each 3D face landmark in terms of local texture and geometry. Fitting the SFAM on 3D face scans is performed through the optimization of an objective function, learnt through an offline step, using manual landmarks. This objective function is based upon the Bayes rule, aiming at maximizing the probability to observe local texture and geometry features given a morphology. Hence, this approach can approximate the location of feature points, even in the presence of strong expressions or occlusions. The reported precision of landmarks localisation goes from 2.90mm to 8.82mm mean error on the 19 picked feature points on the BU3D database [23] including eyes and mouth bounding points, eyebrows, nosetip and the nostrils. Further technical details are available in [25] .
We also need to generate references models for each prototypical expression, plus the neutral one. For this purpose, we randomly pick a model for each prototypical expression. Then, we match every remaining model of the same expres- sion to it using Iterative Closest Point (ICP) [24] . Thus, every point of the first model is associated with a cloud of points from various models, providing a generic face model using the barycentre of those clouds. Still, this model needs some smoothing. For that purpose, we translate this model to the depth image space (projection over X and Y axis), fill the potential holes using a bicubic interpolation and eventually smooth the surface with a Gaussian filter.
The automatic landmarks localisation introduced in this section allows us, through an online step, to locally compare probe models with the prototypical expressions.
Online step
Studies have shown that face deformations due to expressions, or more generally the activation of Actions Units (AU), affect the shape of the facial surface through non-rigid deformations. An Action Unit is basically the activation of a muscle, or a group of muscles, on the face. Hence, being able to measure the amount of deformations on given areas of a face should allow us to detect the activation of an AU, or a group of AUs. The main issue there is that locating the region affected by a given muscle or a group of muscles simply by its topology or texture, remains an open problem. Also, being able to measure local deformations caused by an AU on an unknown face remains also a challenging problem, being affected notably by morphology. Moreover, even though the prototypical expressions are stated to be universal, the amount of activation of an AU for a given expression may differ from one person to another or from an ethnic group to another. Hence, simplifying the problem is a crucial task.
First, we cluster the face into generic, morphologic regions rather than specific AUs. This choice allows us to rely on face features (i.e. corners of eyes, nostrils, corners of mouth), which we are able to detect quite accurately [25] , rather than purely anatomical considerations. Those regions are supposed to be salient according to the deformations of an expressive face. A study of the FACS [2] , artistic interpretations of expressions [4] , and results from other FER approaches [10] , led us to cluster the face into 10 regions of interest (Figure 2 The actual clustering of those regions is computed as the intersection of spheres and ellipsoids of various radiuses, centred on the automatic landmark points. Notice that for the cheeks regions, we determined the middle of cheeks points as to the middle of the geodesic path between outer eyes corners and outer mouth corners. Radiuses of ellipsoids depend on the spacing between their foci, which seems to respect anatomic and morphologic proportions. There is no issue with regions intersecting themselves, since the registration and matching step is independent from one region to another.
As a registration and matching method, we use ICP. This algorithm matches 3D surfaces through rigid transformations, and provides the mean distance between both surfaces. In our case, the main advantage of ICP over other surface matching methods is that, unlike other algorithms as UV parameterization [19] or geodesic paths [10] , it can handle misplacement errors and boundary inconsistencies. That means, even when the local region is imprecisely located, ICP can refer to the right location on the reference face to compare to. Notice also that, for handling boundary inconsistencies, we fit the region to the whole reference face, and not just the same region on the reference face.
From there, the mean distance between surfaces provided by ICP shows for each region the relationship to each prototypical expression (Figure 3) . Hence, we can consider the concatenation of all those ICP distances -from every region to every prototypical face-as a feature for the probe face. Finally, this feature is filled into a standard classifier, like Support Vector Machine (SVM) [5] , for both training and classification. In the following part, we provide results for the SVM classification method.
EXPERIMENTAL RESULTS
In this section, we propose an experimentation of our FER framework on the BU-3DFE database. This dataset is heavily used by the community for 3D FER. It comprises textured 3D scans of 100 subjects, including both males and females from various ethnicities or ethnic ancestries and at various ages. For each subject, at least 25 faces were captured, including the 6 prototypical expressions at 4 levels of intensity, and a neutral scan.
The protocol we followed in our experiments is described in [6] . In that paper, authors stated that the usual protocol for testing algorithms, i.e. 60 different persons used into a 10-fold cross validation scheme performed 10 times independently, was particularly prone to which subjects were picked during the testing part. Hence, they recommend repeating this 10-fold cross validation process 1000 times independently. In our experiment, we used 40 randomly picked subjects for the offline part, and the 60 remaining subjects were used into a 10-fold cross-validation scheme for learningtesting with the classification algorithm, this last step being performed 1000 times. As a classification algorithm, we used the Multi-Class Support Vector Machine algorithm [5] . In our experiment, it was set with a linear kernel, and the L1 norm with a trade-off between training error and margin set at 1000. Those parameters were set up empirically and didn't prove to have a strong influence. Table 1 illustrates the results, where AN stands for Anger, DI for Disgust, FE Because of the issues pointed out in [6] with the protocol generally adopted in the state of the art, we only provide a comparison with methods that complied with the same protocol, or for which results were reported in [6] , in [20] . For that reason, we purposefully did not mention the results of [11] and [10] . Table 2 shows that our method achieves comparable performances to state of the art techniques, while being obtained fully automatically. This has to be tempered though by the lack of data in several papers within the same protocol like [11] or [10] . Also, one can notice that our framework, while performing well overall, has serious issues with the Fear expression, and to a lesser extent with the Anger expression. The underlying reason may be that, while Sur- 
CONCLUSION
In this paper, we have presented a novel, fully automatic framework for 3D facial expression recognition, and evaluated it on the BU-3DFE dataset. Our main idea was to take advantage of automatic landmarking techniques, in order to not require any human intervention. This was achieved with the help of a region approach, and the use of a surface registration technique. Hence, ICP was used for both correcting the inherent imprecision of automatic landmarking algorithms, and describing the deformations of 3D shapes. Finally, by using rather primitive tools, our novel approach performs comparable performances to state of the art methods, while not requiring any human intervention.
As a future work, we suggest the use of a texture descriptor, since expressions like Fear seem to be delicate to handle just by our 3D shape-comparison process. Also, the clas-sification step might be improved by using techniques like multi-boosting.
ACKNOWLEDGMENTS
This work has been supported partially by the projects ANR FAR 3D (under the contact ANR-07-SESU-004 03) and ANR 3D Face Analyzer (under the contract ANR-10-INTB-301 01)
