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ON THE LOGARITHM OF THE CHARACTERISTIC
POLYNOMIAL OF THE GINIBRE ENSEMBLE
CHRISTIAN WEBB
Abstract. We prove a slightly sharper version of a result of Rider
and Vira´g who proved that after centering, the logarithm of the ab-
solute value of the characteristic polynomial of the Ginibre ensemble
converges in law to the Gaussian Free Field on the unit disk with free
boundary conditions (and continued harmonically outside of it). Using
their results on the linear statistics of the Ginibre ensemble, we prove
a result that removes the ambiguity concerning the ”constant part” or
zero mode of the field.
1. Introduction
The main goal of this note is to make a small extension to a result of Rider
and Vira´g in [19]. They prove that when one considers the (centered) loga-
rithm of the absolute value of the characteristic polynomial of the Ginibre
ensemble as a random distribution in a suitable space of generalized func-
tions, it converges in the sense of finite dimensional distributions to a version
of the 2-dimensional Gaussian Free Field, namely that with free boundary
conditions on the unit disk and harmonically extended outside of the disk.
The extension we consider has to do with the fact that the space of dis-
tributions they consider can not distinguish between two distributions that
differ by a constant - their space of distributions is the dual of the homo-
geneous Sobolev space H˙1(C) (see e.g. [7] for a survey on log-correlated
fields some of which are defined only up to a constant). In addition to their
space of distributions, their proof (which is based on studying linear sta-
tistics of the random matrices) does not distinguish between the logarithm
of the absolute value of the characteristic polynomial and some (possibly
random) constant translate of it. Our goal is to study the logarithm of the
absolute value of the characteristic polynomial as an element of a space of
distributions where one can remove this ambiguity in the ”constant part”
of the field. We also prove convergence in the weak sense which is stronger
than the convergence in the sense of finite dimensional distributions in the
infinite dimensional setting. We mainly make use of the results of [19] as
well as fairly standard properties of the eigenfunctions of the Laplacian on
the unit disk. Our approach is strongly motivated by a similar argument
for the GUE that appears in [9]. Similar results might be possible for more
general random matrix models such as those studied in [1].
Date: July 23, 2018.
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Apart from it being slightly more satisfactory to remove this ambigu-
ity in the constant part of the field, the motivation for studying the ”con-
stant part” of the field comes from recent developments in the study of
log-correlated Gaussian fields. It has been discovered that their geometry is
best studied through random measures which are obtained formally by ex-
ponentiating the field. The study of such measures is the theory of Gaussian
Multiplicative chaos going back to Kahane [13]. For a recent review, see e.g.
[18] and for a concise proof for the existence and uniqueness of multiplica-
tive chaos measures see [3]. These measures play a role for example in the
mathematical study of Liouville quantum gravity (see e.g. [8, 5]), random
planar curves constructed by conformal welding [2, 20], quantum Loewner
evolution [17], and other random matrix models (see [22], based on work in
[6, 4]).
When exponentiating a log-correlated field, one regularizes it through a
cut-off and studies how one must normalize the exponential of the regular-
ized field to obtain a non-trivial limit when one removes the regularization.
If the regularization of the field provided by the random matrix model pos-
sessed a very ill-behaved constant part (for example if the constant part of
the field was a non-trivial non-gaussian random variable which exploded as
the size of the matrix increased), this random variable would have to be dealt
with separately in the exponentiation process. We will prove that there is
in fact no problem with the constant part of the field, and this note can be
seen as a small step in the problem of studying the relationship between the
characteristic polynomial of the Ginibre ensemble and multiplicative chaos.
We start this note with a quick overview of some properties of the eigen-
functions of the Laplacian on the unit disk and related Sobolev spaces, we
then go on to represent z 7→ log |z − w| as an element of a Sobolev space.
Next we’ll recall the Ginibre ensemble and the main results of [19]. Finally
we define the relevant log-correlated Gaussian Field and prove convergence
of the recentered logarithm of the absolute value of the characteristic poly-
nomial of the Ginibre ensemble to the log-correlated Gaussian field.
Acknowledgements: The author was supported by the Academy of
Finland and wishes to thank N. Berestycki, Y. Fyodorov, A. Kupiainen, M.
Nikula, R. Rhodes, E. Saksman, and V. Vargas for discussions related to
this note.
2. Eigenfuntions of the Laplacian on the unit disk and
Sobolev spaces
Let us first recall some basic facts about the eigenfunctions of the Lapla-
cian on the unit disk, which we denote by U.
Definition 1. Let (en,k)n∈Z,k∈Z+ be the eigenfunctions of the Laplacian on
the unit disk with zero Dirichlet boundary conditions with unit L2(U) norm,
namely
(1) en,k(re
iφ) = Cn,kJ|n|(j|n|,kr)einφ,
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where Jn is a Bessel function of the first kind of order n, jn,k is the kth
positive root of Jn, and
(2) Cn,k =
1√
π
1
J|n|+1(j|n|,k)
.
Remark 2. The functions en,k are orthonormal:
(3)
∫
|z|<1
en,k(z)em,l(z)d
2z = δn,mδk,l,
the eigenvalue related to en,k is −j2|n|,k, and one has the inequality (see e.g.
[12] for the n = 0 case and [15] for other values of n)
(4) j2n,k > n
2 +
(
k − 1
4
)2
π2.
Moreover, as for integer n, J−n(x) = (−1)nJn(x), we have j−n,k = jn,k
so we can drop the absolute values from j|n|,k.
We will also make use of some rough bounds on en,k. While direct proofs
surely exist as well, we refer to general results on eigenfunctions of the
Laplacian on manifolds with boundary.
Theorem 3 ([11, 21]). There exists a constant C > 0 such that
(5) ||en,k||L∞(U) ≤ Cjn,k
and
(6) ||∇en,k||L∞(U) ≤ Cj3n,k,
where by ||∇en,k||L∞(U) we mean supz∈U |∇en,k(z)|.
We now turn to the Sobolev spaces which will be the space of distributions
where our fields will live.
Definition 4. For s ∈ R, let
(7) Hs =
f = ∑
n∈Z,k∈Z+
an,ken,k :
∑
n∈Z,k∈Z+
|an,k|2j2sn,k <∞

equipped with the inner product
(8) 〈f, g〉 =
∑
n∈Z,k∈Z+
an,kbn,kj
2s
n,k,
where f =
∑
n∈Z,k∈Z+ an,ken,k and g =
∑
n∈Z,k∈Z+ bn,ken,k.
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Remark 5. For s > 0, the notation Hs0(U) might be more appropriate as
this space can be viewed as a closure of the space of compactly supported
smooth functions on U under a suitable norm, but for notational simplicity,
we shall not carry the subscript or the reference to the domain U. Also we
shall not discuss other basis-independent definitions.
Remark 6. For any s ∈ R Hs is a separable Hilbert space with this inner
product. We denote the corresponding norm by || · ||s. Moreover, for s ≥ 0,
the elements of Hs can be realized as a subspace of L2(U). H−s on the other
hand is the topological dual of Hs and it can be understood as a space of gen-
eralized functions acting on functions in Hs: for φ =∑n∈Z,k∈Z+ αn,ken,k ∈
H−s and f =∑n∈Z,k∈Z+ an,ken,k ∈ Hs, the action of φ on f (which we want
to formally understand as
∫
U
φ(z)f(z)d2z) is
(9) φ(f) =
∑
n∈Z,k∈Z+
αn,ka−n,k.
We now turn to representing polynomials as elements in H−s (one could
of course understand them as elements in a smaller space, but this is the
relevant representation for us).
Lemma 7. For n ≥ 0,
(10) zn =
∞∑
k=1
2
√
π
jn,k
en,k(z)
as an element of H−s for any s > 0.
Proof. This is simply an issue of calculating the Fourier-Bessel series of the
function r 7→ rn. Making use of the identity ddx(xn+1Jn+1(x)) = xn+1Jn(x),
we have for n ≥ 0
∫ 1
0
rn+1Jn(jn,kr)dr =
1
j2+nn,k
∫ jn,k
0
rn+1Jn(r)dr
=
1
j2+nn,k
∫ jn,k
0
d
dr
(rn+1Jn+1(r))dr(11)
=
1
jn,k
Jn+1(jn,k)
implying that as elements in L2((0, 1), rdr)
(12) rn =
∞∑
k=1
2
jn,kJn+1(jn,k)
Jn(jn,kr),
which in turn implies that as elements in L2(U, d2z)
(13) zn =
∞∑
k=1
2
√
π
jn,k
en,k(z).
THE GINIBRE ENSEMBLE AND THE GFF 5
This then implies (say by dominated convergence arguments) that for any
f =
∑
n∈Z,k∈Z+ an,ken,k ∈ Hs for some s > 0,
(14)
∫
|z|<1
znf(z)d2z =
∞∑
k=1
2
√
π
jn,k
a−n,k
which allows us to identify the mapping z 7→ zn with ∑∞k=1 2√πjn,k en,k when
considered as elements of H−s for any s > 0.

Remark 8. In particular, we see that constants are elements of H−s for
s > 0 and we can distinguish between elements differing by constants.
3. Representing z 7→ log |z − w| as an element of H−s
We wish to express the logarithm of the absolute value of the characteristic
polynomial as an element ofH−s so let us begin by considering z 7→ log |z−w|
as an element of H−s for any w ∈ C. Before doing this, let us recall how
log |z−w| is related to the Green’s function of the Laplacian on U with zero
Dirichlet boundary conditions. We also point out a simple expansion for
z ∈ U, w /∈ U.
Lemma 9. For z, w ∈ U,
(15) log |z − w| = −2π
∑
n∈Z,k∈Z+
1
j2n,k
en,k(z)e−n,k(w) −Re
∞∑
n=1
1
n
znwn.
For z ∈ U, w /∈ U
(16) log |z − w| = log |w| − Re
∞∑
n=1
1
n
( z
w
)n
.
Proof. The first part of the first sum is simply the Green’s function of the
Laplacian on U with zero Dirichlet boundary conditions, i.e. for
(17) GD(z, w) = −
∑
n∈Z,k∈Z+
1
j2n,k
en,k(z)e−n,k(w)
one has for |w| < 1, ∆zGD(z, w) = δ(z, w) and GD(z, w) → 0 as z → ∂U
from U. On the other hand, as ∆z
1
2π log |z − w| = δ(z − w), we see that
(18)
1
2π
log |z − w| −GD(z, w)
is a harmonic function of z in U and for |z| = 1 it equals 12π log |z − w| =
1
2π log |1− zw|. Thus extending this harmonically gives
(19) log |z − w| − 2πGD(z, w) = log |1− zw| = −Re
∞∑
n=1
1
n
znwn.
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This is the first claim. For |w| ≥ 1 and |z| < 1, one has
(20) log |z − w| = log |w|+ log
∣∣∣1− z
w
∣∣∣ = log |w| − Re ∞∑
n=1
1
n
( z
w
)n
.

Let us now show that using this expansion, we can represent z 7→ log |z−
w| as an element of H−s.
Lemma 10. For s > 0, the mapping z 7→ log |z − w| is an element of H−s
and equals
∑
n∈Z,k∈Z+ αn,k(w)en,k, where for |w| < 1,
(21) αn,k(w) = − 2π
j2n,k
e−n,k(w) −
√
π(1(n > 0)wn + 1(n < 0)w−n)
jn,k|n|
and for |w| ≥ 1
(22) αn,k(w) =
2
√
π
jn,k
(
δn,0 log |w| − 1(n > 0) 1
2nwn
− 1(n < 0) 1
2|n|w|n|
)
.
Proof. As in both cases z 7→ log |z − w| ∈ L2(U, d2z). This again amounts
to calculating the Fourier-Bessel coefficients of the functions. For |w| < 1,
we have by the previous lemma∫
|z|<1
log |z − w|e−n,k(z)d2z
= 2π
∫
|z|<1
GD(z, w)e−n,k(z)d2z −
∫
|z|<1
∞∑
m=1
1
m
Re(zmwm)e−n,k(z)d2z
= − 2π
j2n,k
e−n,k(w) −
√
π(1(n > 0)wn + 1(n < 0)w−n)
jn,k|n| .
Again the previous lemma implies that for |w| ≥ 1,∫
|z|<1
log |z − w|e−n,k(z)d2z
= log |w|
∫
|z|<1
e−n,k(z)d2z −
∫
|z|<1
∞∑
m=1
1
m
Re
(
zm
wm
)
e−n,k(z)d2z(23)
=
2
√
π
jn,k
(
δn,0 log |w| − 1(n > 0) 1
2nwn
− 1(n < 0) 1
2|n|w|n|
)
.

4. The Ginibre ensemble and the results of [19]
In this section we recall the Ginibre ensemble, the joint distribution of its
eigenvalues and some results from [19] concerning the linear statistics of the
Ginibre ensemble.
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Definition 11 (Ginibre ensemble). We call a random (CN×N -valued) vari-
able GN a Ginibre random matrix or an element of the Ginibre ensemble if
its entries are of the form (GN )i,j =
1√
N
Zi,j, where Zi,j are i.i.d. standard
complex Gaussians. We will denote the eigenvalues of GN by (z1, ..., zN ).
Remark 12. We will think of GN for different N as living on the same prob-
ability space which is the one generated by i.i.d. standard complex Gaussians
(Zi,j)
∞
i,j=1.
The law of the eigenvalues of GN was discovered by Ginibre [10]:
Proposition 13 (Ginibre). The distribution of the eigenvalues of GN is
given by
(24) P(dz1, ..., dzN ) =
1
ZN
∏
i<j
|zi − zj |2
N∏
k=1
N
π
e−N |zk|
2
d2zk,
where d2zk is the Lebesgue measure on C and
(25) ZN =
∏N
k=1 k!
N
N(N−1)
2
.
The main result of [19] was the following.
Theorem 14 ([19] Theorem 1.1). Let f : C → R possess continuous par-
tial derivatives in a neighborhood of U = {z ∈ C : |z| < 1}, and grow at
most exponentially at infinity. Then as N → ∞, the distribution of the
random variable
∑N
k=1(f(zk) − E(f(zk))) converges to a (centered) normal
distribution with variance
(26)
1
4π
∫
U
|∇f |2d2z + 1
2
∑
k∈Z
|k||f̂(k)|2,
where f̂(k) = 12π
∫ 2π
0 f(e
iθ)e−ikθdθ are the Fourier coefficients of f restricted
to the unit circle.
While it is a rather direct corollary to the above theorem, let us emphasize
what this implies for the functions αn,k defined in Lemma 10.
Corollary 15. Let
(27) γ
(N)
n,k =
N∑
i=1
(αn,k(zi)− E(αn,k(zi))).
Then for any finite collection of (ni, ki), with ni ≥ 0
(28) (γ
(N)
n1,k1
, γ
(N)
n2,k2
, · · · )
converges jointly in law to a centered Gaussian random vector
8 C. WEBB
(29) (γn1,k1 , γn2,k2 , · · · )
whose entries are independent and the law of γ0,k equals that of
(30)
√
π
j0,k
A
where A is a standard Gaussian and for n ≥ 1, the law of γn,k equals that
of
(31)
√
π
jn,k
(
Z +
1√
n
W
)
,
where Z and W are i.i.d. standard complex Gaussians.
Remark 16. The condition ni ≥ 0 is not a restriction as γ(N)−n,k = γ(N)n,k .
Proof. By Crame´r-Wold, it is enough to consider arbitrary linear combina-
tions. Thus let tn,k, sn,k ∈ R for all n ≥ 0 and k ∈ Z+ such that tn,k, sn,k 6= 0
only for finitely many n and k. Let us write
(32) f(w) =
∞∑
n=0
∞∑
k=1
(tn,kRe(αn,k(w)) + sn,kIm(αn,k(w)))
and
(33) ΓN =
N∑
i=1
(f(wi)− E(f(wi))).
To apply the previous theorem, we need to check the regularity of f . It
is clear that αn,k are smooth in the unit disk and outside of it. To check
smoothness across the boundary, we note that in polar coordinates, w = reiθ,
we have for r < 1
αn,k(re
iθ) = − 2
√
π
j2n,kJ|n|+1(jn,k)
J|n|(jn,kr)e−inθ − 1(n 6= 0)
√
π
|n|jn,k
r|n|e−inθ.
(34)
and for r ≥ 1,
(35) αn,k(re
iθ) =
2
√
π
jn,k
(
δn,0 log r − 1(n 6= 0) 1
2|n|r
−|n|e−inθ
)
.
From the identity
(36)
d
dx
(
Jn(x)
xn
)
= −Jn+1(x)
xn
,
one can check that
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(37) J ′|n|(jn,k) = −J|n|+1(jn,k).
Thus the radial derivate of αn,k is continuous across the unit disk. From
this, one can check the continuity of the partial derivatives of αn,k and thus
f .
We now need to find the Fourier coefficients f restricted to the unit circle
and the Dirichlet energy of f in the unit disk. For the Fourier coefficients,
we note that
(38) αn,k(e
iθ) = −1(n 6= 0)
√
π
jn,k|n|e
−inθ
so that
(39) f(eiθ) = −
∞∑
n=0
∞∑
k=1
√
π
jn,kn
(tn,k cosnθ − sn,k sinnθ)
and for n 6= 0,
(40) f̂(n) = −
∞∑
k=1
√
π
2jn,k|n|
(
t|n|,k + i(1(n > 0) − 1(n < 0))s|n|,k
)
.
For the Dirichlet energy, we note that integrating by parts, en,k vanishing
on the unit circle, and the L2(U, d2z) orthonormality of en,k imply that∫
U
∇en,k(z) · ∇em,l(z)d2z = −
∫
U
en,k(z)∆em,l(z)d
2z
= j2m,lδn,−mδk,l.(41)
With a similar argument (z 7→ zm and z 7→ zm are harmonic in for
m ∈ Z+ and en,k vanishes on the boundary)
(42)
∫
U
∇en,k(z) · ∇(zm)d2z =
∫
U
∇en,k(z) · ∇(zm)d2z = 0.
We also have for n,m ∈ Z+
(43)
∫
U
∇(zn) · ∇(zm)d2z =
∫
U
∇(zn) · ∇(zm)d2z = 0.
Finally integrating by parts (or a direct calculation) gives
∫
U
∇(zn) · ∇(zm)d2z =
∫ 2π
0
einφme−imφdφ = 2πmδm,n.(44)
Thus
(45)
∫
U
∇αn,k(z) · ∇αm,l(z)d2z = δm,−n
(
δk,l
4π2
j2n,k
+ 1(n 6= 0) 2π
2
|n|jn,kjn,l
)
.
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From the fact αn,k(z) = α−n,k(z) one has
(46)
∫
U
∇Re(αn,k(z)) · ∇Im(αm,l(z))d2z = 0,
∫
U
∇Re(αn,k(z)) · ∇Re(αm,l(z))d2z
=
1
2
(δm,n + δm,−n)
(
δk,l
4π2
j2n,k
+ 1(n 6= 0) 2π
2
|n|jn,kjn,l
)
,(47)
and ∫
U
∇Im(αn,k(z)) · ∇Im(αm,l(z))d2z
=
1
2
(δm,n − δm,−n)
(
δk,l
4π2
j2n,k
+ 1(n 6= 0) 2π
2
|n|jn,kjn,l
)
.(48)
We conclude that
1
4π
∫
U
|∇f(z)|2d2z = 1
8π
∞∑
n=0
∞∑
k,l=1
(tn,ktn,l(1 + δn,0) + sn,ksn,l(1− δn,0))
×
(
δk,l
4π2
j2n,k
+ 1(n 6= 0) 2π
2
njn,kjn,l
)
=
π
2
∞∑
n=0
∞∑
k=1
t2n,k(1 + δn,0) + s
2
n,k(1− δn,0)
j2n,k
(49)
+
π
4
∞∑
n,k,l=1
tn,ktn,l + sn,ksn,l
njn,kjn,l
.
Thus as N → ∞, ΓN converges in law to a centered Gaussian random
variable with covariance
π
2
∞∑
n=0
∞∑
k=1
t2n,k(1 + δn,0) + s
2
n,k(1− δn,0)
j2n,k
+
π
4
∞∑
n,k,l=1
tn,ktn,l + sn,ksn,l
njn,kjn,l
+
1
2
∑
n∈Z\{0}
|n||f̂(n)|2
(50)
=
π
2
∞∑
n=0
∞∑
k=1
t2n,k(1 + δn,0) + s
2
n,k(1− δn,0)
j2n,k
+
π
2
∞∑
n,k,l=1
tn,ktn,l + sn,ksn,l
njn,kjn,l
.
Consider sequences of random variables (Ak)
∞
k=1, (Bn,k)
∞
n,k=1, (Cn,k)
∞
n,k=1,
(Dn)
∞
n=1 and (En)
∞
n=1 where all of the appearing random variables are i.i.d.
standard Gaussians. From the covariance formula, it is then immediate that
the distribution of limN→∞ ΓN agrees with that of
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(51)
V =
√
π
∞∑
k=1
t0,kAk
j0,k
+
√
π
2
∞∑
n,k=1
tn,k
(
Bn,k +
1√
n
Dn
)
+ sn,k
(
Cn,k +
1√
n
En
)
jn,k
.
If we then introduce (Zn,k)
∞
n,k=1 i.i.d. standard complex Gaussians and
(Wn)
∞
n=1 i.i.d. standard complex Gaussians independent of the Z-variables,
and define Qn,k =
√
π
jn,k
(
Zn,k +
1√
n
Wn
)
, we see that the law of V agrees with
the law of
(52)
∞∑
k=1
√
πt0,k
j0,k
Ak +
∞∑
n,k=1
(tn,kRe(Qn,k) + sn,kIm(Qn,k)) ,
which by Crame´r-Wold is what was claimed.

5. The Gaussian field
Plugging the corollary of the main result of [19] that we proved in the pre-
vious section into the expansion log |z−w| =∑n,k αn,k(w)en,k(z) motivates
defining the following object.
Definition 17. Let (Ak)
∞
k=1 be i.i.d. standard Gaussians, let (Zn,k)
∞
n,k=1 be
i.i.d. standard complex Gaussians independent of the A vairables, and let
(Wn)
∞
n=1 be i.i.d. standard complex Gaussians independent of the A and Z
variables. Denote by h the formal sum
(53) h =
√
π
∞∑
k=1
Ak
j0,k
e0,k + 2
√
πRe
 ∞∑
n,k=1
1
jn,k
(
Zn,k +
1√
n
Wn
)
en,k

This is not simply a formal sum but can be realized as a H−s-valued
random variable:
Lemma 18. For any s > 0, the series defining h converges almost surely
in H−s.
Proof. We have
(54) ||h||2−s = π
∞∑
k=1
A2k
j2+2s0,k
+ 2π
∞∑
n,k=1
∣∣∣Zn,k + 1√nWn∣∣∣2
j2+2sn,k
so that
(55) E
(||h||2−s) = π ∞∑
k=1
1
j2+2s0,k
+ 2π
∞∑
n,k=1
(
1 + 1n
)
j2+2sn,k
.
Recalling the estimate (4), we see that there are some positive constants
C1, C2 such that
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(56) E
(||h||2−s) ≤ C1 ∞∑
k=1
k−2−2s + C2
∞∑
n,k=1
(n2 + k2)−1−s
which is finite for all s > 0. This implies that ||h||−s <∞ almost surely so
h ∈ H−s almost surely. 
Remark 19. Formally, one finds that the covariance kernel of the field is
(for |z|, |w| < 1)
E(h(z)h(w)) = π
∞∑
k=1
1
j20,k
e0,k(z)e0,k(w)
+ π
∞∑
n,k=1
1
j2n,k
(en,k(z)e−n,k(w) + e−n,k(z)en,k(w))
+ π
∞∑
n,k,l=1
1
njn,kjn,l
(en,k(z)e−n,l(w) + e−n,k(z)en,l(w))(57)
= −πGD(z, w) + 1
4
∞∑
n=1
1
n
(znwn + znwn)
= −πGD(z, w) − 1
2
log |1− zw|
= −1
2
log |z −w|.
Here we used Lemma 7 and Lemma 9. Making this fact precise would be
simple, but we skip it.
As the covariance of the field is (proportional to) − log |z − w| which is
the covariance of the whole plane Gaussian Free Field, we interpret this as
the field being the restriction of the GFF to the unit disk, or the free field
with free boundary conditions on the unit disk. Of course the whole plane
field is defined only up to a constant, so in a sense we fix the constant in
our result.
We also point out that this field is (12 times) a sum of a Gaussian Free
Field with zero Dirichlet boundary conditions on the disk and an independent
harmonic extension of a Gaussian field defined on the unit disk through
the random Fourier series Re
∑∞
n=1
1√
n
einθZn, where Zn are i.i.d. standard
complex Gaussians.
6. Convergence of the logarithm of the absolute value of the
characteristic polynomial
The basic idea for proving that the logarithm of the absolute value of the
centered characteristic polynomial converges to h is to control the behavior
of γ
(N)
n,k as n or k grows with N and if γ
(N)
n,k does not grow too fast, one is
able to prove convergence in some H−s for the suitable s depending on the
growth rate of γ
(N)
n,k . We suspect that actually γ
(N)
n,k decays with n and k and
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this decay might actually be fast enough to prove convergence in any H−s
for s > 0 (see the remarks at the end of the section), though our focus is on
determining the constant part of the field instead of the precise roughness
of the field.
Before going into the actual statement of the result and its proof, let us
prove the variance bound for γ
(N)
n,k we shall make use of. We suspect that this
is a very rough estimate and one could do much better, but this is extremely
simple and sufficient for us.
Lemma 20. There exists a constant C > 0 such that for n ∈ Z, k ∈ Z+
one has (recall the notation of Corollary 15)
(58) E
(∣∣∣γ(N)n,k ∣∣∣2) ≤ Cj2n,k.
Proof. Our starting point is the following formula that follows from the de-
terminantal structure of the distribution of the eigenvalues. For any (mea-
surable) f : C→ C,
E
∣∣∣∣∣
N∑
i=1
(f(zi)− E(f(zi)))
∣∣∣∣∣
2

=
1
2
(
N
π
)2 ∫
C×C
|f(z)− f(w)|2
∣∣∣∣∣
N−1∑
k=0
(Nzw)k
k!
∣∣∣∣∣
2
e−N |z|
2−N |w|2d2zd2w.
(59)
Now if we assume that f is smooth and |∇f | is bounded, we find
E
∣∣∣∣∣
N∑
i=1
(f(zi)− E(f(zi)))
∣∣∣∣∣
2

≤ ||∇f ||
2∞
2
(
N
π
)2 ∫
C×C
|z − w|2
∣∣∣∣∣
N−1∑
k=0
(Nzw)k
k!
∣∣∣∣∣
2
e−N |z|
2−N |w|2d2zd2w.
(60)
The integral here is simple enough to calculate exactly so let us do that
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1
2
(
N
π
)2 ∫
C×C
|z − w|2
∣∣∣∣∣
N−1∑
k=0
(Nzw)k
k!
∣∣∣∣∣
2
e−N |z|
2−N |w|2d2zd2w
=
1
2
(
N
π
)2 N−1∑
k,l=0
Nk+l
k!l!
∫
C×C
(|z|2 − zw −wz + |w|2)
× zkzlwlwke−N |z|2−N |w|2d2zd2w
=
(
N
π
)2(N−1∑
k=0
N2k
k!2
∫
C
|z|2k+2e−N |z|2d2z
∫
C
|w|2ke−N |w|2d2w
−
N−2∑
k=0
N2k+1
k!(k + 1)!
(∫
C
|z|2k+2e−N |z|2d2z
)2)
=
(
N
π
)2(N−1∑
k=0
π2(k + 1)N−3 −
N−2∑
k=0
π2(k + 1)N−3
)
= 1.
We used here the simple fact that for m ∈ Z+,
(61)
∫
C
|z|2me−N |z|2d2z = πm!
Nm+1
.
We thus conclude that
(62) E
(∣∣∣γ(N)n,k ∣∣∣2) ≤ ||∇αn,k||2∞.
From Lemma 10, we see that there exist positive constants C1 and C2
such that
(63) sup
z∈U
|∇αn,k(z)| ≤ C1
j2n,k
||∇e−n,k(z)||L∞(U) + C2
1
jn,k
while outside of the disk we have a positive constant C3 such that
(64) sup
z /∈U
|∇αn,k(z)| ≤ C3
jn,k
.
Making use of Theorem 3, we find that for some positive constant C
(65) ||∇αn,k||∞ ≤ Cjn,k,
which yields the claim.

Let us now introduce notation for the centered logarithm of the absolute
value of the characteristic polynomial.
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Definition 21. For z ∈ U and N ∈ Z+, write
(66) hN (z) =
N∑
i=1
(log |z − zi| − E(log |z − zi|)) .
We can now prove the convergence of hN to h in the sense of finite di-
mensional distributions in the space H−s for any s > 2. The argument is
almost identical to that in [9].
Proposition 22. Let s > 2 and k ∈ Z+. For any elements f1, ..., fk ∈ Hs,
(hN (f1), ..., hN (fk)) converges in law to (h(f1), ..., h(fk)).
Proof. By Crame´r-Wold, it’s enough to consider linear combinations and by
linearity, this reduces to proving that for any f ∈ Hs, hN (f) converges in
law to h(f). Let us write
(67) f =
∑
n∈Z,k∈Z+
an,ken,k
so that
(68) hN (f) =
∑
n∈Z,k∈Z+
γ
(N)
n,k a−n,k.
We now introduce a cut-off into the sums: let M ∈ Z+ and define
(69) ǫN,M =
∑
n∈Z,k∈Z+
n2+k2>M
γ
(N)
n,k a−n,k.
As Corollary 15 implies that for fixed M , as N →∞
(70) hN (f)− ǫN,M d→
∑
n∈Z,k∈Z+
n2+k2≤M
γn,ka−n,k
and as we let M → ∞, this in turn converges to h(f). Thus by Slutsky’s
theorem, to prove that hN (f)
d→ h(f), it is enough to show that ǫN,M
converges to zero in probability as we first let N → ∞ and then M → ∞.
To see that this occurs, we note that by Cauchy-Schwarz (applied to the
sum, not the integral) and our variance bound (20)
E
(
|ǫN,M |2
)
≤
∑
n∈Z,k∈Z+
n2+k2>M
E
(∣∣∣γ(N)n,k ∣∣∣2) j−2sn,k ∑
n∈Z,k∈Z+
n2+k2>M
|a−n,k|2j2sn,k
≤ C||f ||s
∑
n∈Z,k∈Z+
n2+k2>M
j2−2sn,k .(71)
As s > 2, (4) implies that this last series converges for any M ∈ Z+ so it
tends to zero as M → ∞. This estimate was uniform in N , so we see that
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ǫN,M tends to zero in probability if we first let N → ∞ and then M → ∞.
Thus hN (f) converges in law to h(f).

Remark 23. It is clear from the proof that improving the bound E(|γn,k|2) ≤
Cj2n,k to say something of the form j
2α
n,k will improve the lower bound of s to
s > 1 + α. So in particular if there were decay of the form j−2n,k, one would
have convergence in H−s for any s > 0.
In an infinite dimensional space, weak convergence is a stronger form of
convergence than convergence of finite dimensional distributions. A suffi-
cient condition to strengthen convergence of finite dimensional distributions
to weak convergence in the Hilbert case situation, is tightness (this follows
essentially from Prohorov’s theorem - see e.g. [16]). Let us now prove tight-
ness and thus weak convergence. Again the argument is almost identical to
that in [9].
Proposition 24. For any s > 2, hN converges weakly to h in H−s.
Proof. As mentioned, as we know convergence of finite dimensional distri-
butions, it is enough to prove tightness of the sequence (hN )N in H−s. As
in [9], we make use of the fact (which one can prove again e.g. by a minor
modification of the proof of Theorem 8.3 in [14]) that for 2 < s′ < s, the
ball
(72) Kǫ =
{
φ ∈ H−s′ : ||φ||−s′ ≤ C
ǫ
}
is compact inH−s. One then has by Chebyshev’s inequality and our variance
bound
P(hN ∈ Kǫ) = 1− P
(
||hN ||−s′ > C
ǫ
)
≥ 1− ǫ
2
C2
E
(||hN ||2−s′)
= 1− ǫ
2
C2
∑
n∈Z,k∈Z+
E
(∣∣∣γ(N)n,k ∣∣∣2) j−2s′n,k(73)
≥ 1−C ′ǫ2
∑
n∈Z,k∈Z+
j2−2s
′
n,k
≥ 1− C˜(s′)ǫ2,
where we again used the fact that for s′ > 2,
∑
n∈Z,k∈Z+ j
2−2s′
n,k converges.
Thus we have tightness as well as weak convergence.

Remark 25. As we already pointed out, the space where the proof guarantees
convergence in depends on the bounds one has for E(|γ(N)n,k |2). We expect
that our bound of the form Cj2n,k is nowhere near optimal. To motivate this,
consider the situation where |n| ≥ N .
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Another way to write the variance of γ
(N)
n,k is
E
(
|γn,k|2
)
=
N
π
∫
C
|αn,k(z)|2
N−1∑
k=0
(N |z|2)k
k!
e−N |z|
2
d2z
−
(
N
π
)2 ∫
C×C
αn,k(z)αn,k(w)
∣∣∣∣∣
N−1∑
k=0
(Nzw)k
k!
∣∣∣∣∣
2
e−N |z|
2−N |w|2d2zd2w.(74)
Recall that if z = reiθ, then the angular dependence of αn,k(z) is e
−inθ.
The angular part of
∣∣∣∑N−1k=0 (Nzw)kk! ∣∣∣2 has only terms of the form eimθeim′φ
(θ and φ being the phases of z and w) with −N +1 ≤ m,m′ ≤ N − 1 so we
see that the double integral vanishes when |n| ≥ N . We are thus left with
estimating
(75)
N
π
∫
C
|αn,k(z)|2
N−1∑
k=0
(N |z|2)k
k!
e−N |z|
2
d2z.
We split this into an integral over |z| < 1 and |z| ≥ 1. In the |z| < 1 case
we note that
∑N−1
k=0
(N |z|2)k
k! e
−N |z|2 ≤ 1 and
∫
|z|<1
|αn,k(z)|2d2z = 4π
2
j4n,k
∫
|z|<1
|en,k(z)|2d2z + 4π
√
π
j3n,k|n|
∫
|z|<1
e|n|,k(z)z|n|d2z
+
π
j2n,k|n|2
∫
|z|<1
|z|2|n|d2z
≤ C
j2n,k|n|2
.
For |z| > 1, we note that |αn,k(z)| ≤ Cjn,k|n| so
N
π
∫
|z|>1
|αn,k(z)|2
N−1∑
k=0
(N |z|2)k
k!
e−N |z|
2
d2z
≤ CN
j2n,k|n|2
N−1∑
k=0
Nk
k!
∫
C
|z|2ke−N |z|2d2z(76)
=
C ′N
j2n,k|n|2
.
We conclude that for |n| ≥ N , one has
(77) E
(∣∣∣γ(N)n,k ∣∣∣2) ≤ C 1|n|j2n,k
which suggests that in general one has decay instead of growth and one could
probably improve our results in terms of the roughness of the space of dis-
tributions.
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