This paper focuses on developing a stochastic model predictive control (MPC) strategy based on Gaussian Processes (GPs) for propagating system disturbances in a receding horizon way. Using a probabilistic system representation, the state trajectories considering the influence of disturbances can be obtained through the uncertainty propagation by using GPs. This fact allows obtaining the confidence intervals for state evolutions over the MPC prediction horizon that are included into the MPC objective function and constraints. The feasibility of the proposed MPC strategy considering the incorporated results of disturbance forecasting is also discussed. Simulation results obtained from the application of the proposed approach to the Barcelona drinking water network (DWN) taking real demand data into account are presented.
Figure 1. Components of a SMPC closed-loop topology II. PROBLEM STATEMENT

A. Control-oriented Model
Consider that the system to be controlled can be described by means of a discrete-time control-oriented model
where x ∈ R n and u ∈ R m denote system state and control input vectors, respectively. Moreover, A, B are the system matrices of suitable dimensions, d ∈ R q represents the vector of system disturbances and k is the discrete time.
The components of a SMPC-based closed loop are shown in Figure 1 . There, the system is affected by the influence of external disturbances, which should be properly forecasted facing their inclusion in the prediction model used by the SMPC controller. Notice that the loop is closed by using an observer, which allows to consider an output-feedback scheme. This paper assumes that the observer model is not affected by the disturbances.
B. Disturbance Forecasting Approach
According to (1) , system states are influenced by the exogenous disturbances. As stated before, the disturbance forecasting approach considered in this paper is the DSHW-GP algorithm, a probabilistic approach reported in [14] .
The forecasting results are not a set of deterministic values but a set of probabilities denoted by
where N is the normal (or Gaussian) distribution in the probability theory,d k and Σ d k correspond to the mean and variance disturbance estimates, which are used later on for the SMPC controller design.
C. Generalized SMPC
From (2), the prediction model related to the SMPC design is written in a probabilistic way as
wherex k , Σ x k are the mean and the variance of the system states x k , respectively. This paper addresses the optimization problem behind the SMPC design with two probabilistic models: (i) the probabilistic representation of the state-space model of the system and (ii) the forecasting model of the disturbances. These models are used to find a sequence of control actions over a given prediction horizon H p ∈ N + . The receding horizon approach is used for selecting the first control action of the optimal sequence at each time instant. In general, a basic SMPC controller is formulated by solving the multi-objective finite-horizon optimization problem (FHOP) in Problem 1.
Problem 1 (Generalized FHOP)
.
subject to
where Γ ∈ N + is the total number of control objectives n that conform the total objective function using a weighting approach where λ n are the weights, E is the expectation operator, together with mean parametersx k+i+1|k ,d k+i|k and variance parameters Σ x k+i+1|k , Σ d k+i+1|k . Moreover, u min , u max are two vectors with suitable dimensions defining the limitations of the input variables, respectively, while x min , x max are the limitations of the system states, respectively.
Remark 1 (Feasibility).
Given the stochastic nature of future disturbances (2), the prediction model (1) involves exogenous (additive) uncertainty. Thus, the satisfaction of constraints (4e) for a given control input cannot be ensured with the explicit consideration of uncertainty. This means that, even if the predictive controller finds a feasible solution to achieve the operational goals ignoring uncertainty, there is a given probability that real outputs may violate constraints (4e). To preserve feasibility, the proposed GP-MPC controller will soften the constraints (4e) by including a slack variable such that those constraints are satisfied when considering the worst-case state evolution along the prediction horizon. This mechanism will also allow to establish a trade-off between feasibility and performance.
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III. STOCHASTIC MODEL PREDICTIVE CONTROL BASED ON GAUSSIAN PROCESSES
In this section, an SMPC controller is generally designed also based on the GP approach as used in the disturbance forecasting. The GP is adopted to propagate system disturbances into the system states over the MPC prediction horizon.
Hence, not only the disturbance forecasting model but also the system state model are both characterized by means of a GP model. Hence, the SMPC controller is named GP-MPC in the remaining of this paper. Furthermore, it is necessary to discuss the feasibility of the GP-MPC.
A. Probabilistic Prediction Model
By deploying the DSHW-GP approach in [14] , the forecasting disturbances over H p are obtained as
whered k+i is the mean estimation and Σ d k+i is the variance estimation, both at time instant k + i. GP is the GP model defined in [14] .
Under a probabilistic representation, the prediction model can be written as p(x i+1 ) ∼ N (x k+1 , Σ x k+1 ) and the state transition probability can be approximated by
wherex k andx k+1 represent the mean values of the states at two consecutive steps, respectively, while Σ x k and Σ x k+1 represent the corresponding variance matrices of states. Moreover, Σ x k ,x k+1 denotes the covariance matrix of the states at time instant k and k + 1, respectively. Since the system model in (1) is linear, then (6) can be simplified as
Assumption 1. Each state is time independent. The state uncertainty corresponding to the time instant k + 1 is propagated by using the state value at k.
According to Assumption 1, the mean and variance of the system states are written as
In order to transform the general constraints for all the system states into individual constraints, it is necessary to find a probabilistic-based procedure. By means of a risk term α, the joint chance constraint of the system state is drawn as [17] Pr(
where α is the risk in terms of the confidence level (1 − α) and Pr denotes the probability. Due to further state evolution considered in the receding horizon strategy, the expected global risk can be allocated into each state and each step over H p . Therefore, (9) can be rewritten for each state as
where i and j denote indices for state and prediction step respectively, α i,j is the partial risk averaged into each state and the sum of all partial risks is close to the global risk α global . In other words, the global risk can be allocated into fixed partial risks using the following expression:
where n c denotes the value used for allocating the global risk into partial risks.
B. Constraints Reformulation
According to [17] , the convexity of an optimization problem with joint-chance constraints has been discussed. Hence, (10a) can be decomposed into the following expressions:
wherex j,i + cΣ
xj,i is the upper bound of the i-th state at the time instant j, which should be lower than x max,i whilē
xj,i is the lower bound of the i-th state at the time instant j, which should be greater than x min,i . Hence, 
Past
In order to analyze the constraint feasibility for all system states, (12) can be rewritten as
where
x min,i,j x min,i + cΣ
The optimization problem behind the predictive controller design would be infeasible when there is overlapped areas between x max,i,j and x min,i,j over H p , see the infeasible point in Figure 2 . In this case, for time instants after that point, the optimization problem becomes infeasible. Hence, it is necessary to verify whether x max,i,j is always greater than x min,i,j over H p for all system states.
To avoid this situation, some solutions have been discussed, e.g., the risk allocation, see [18] . The risk can be allocated into each state and each step along H p through an additional optimization problem. Another solution by means of the terminal constraint is exploited by slacking c by using a soft term η, which means that the critical value is not fixed but variable such that c j has to be optimized depending on the state uncertainty. If it is overestimated, the optimal soft term can be found in order to satisfy the condition: x max,i,j is always greater than x min,i,j , i.e.,
Meanwhile, the variance of the system states in (8b) is growing. Hence, since the state uncertainty is accumulated, the soft term is growing as well. Generally, the constraints for c j are defined as
where c 0 is the initial critical value. Similarly, η j ∈ R nxHp is the soft term.
C. Objective Function
The other key component in MPC design is the objective function, that is also named as the cost function. As pointed out, c has been slacked by the soft term η j in (17a) and (17b) for the purpose of coping with an uncontrolled growing of uncertainty. The expectation for relaxing c is to find a minimal value to maintain the partial risk at each step of the MPC controller computation. This is achieved by including in the MPC objective function the following term
where W c denotes the weighting factor when included in the general objective function. Note that · p,W denotes a weighted p-norm.
D. GP-MPC Setting
The constraints for states are generated with the probabilistic prediction model. The total objective function is the sum of objective functions for each operational goal with a group of weights λ n , which can be chosen depending on the prioritization of the considered objectives. Therefore, the general optimization problem discussed in this paper is formulated in Problem 2.
Problem 2 (Improved GP-MPC).
subject tox
Remark 2 (Stability). As discussed in Remark 1, the feasibility of the proposed GP-MPC strategy can be guaranteed by means of the mechanisms previously proposed and discussed. Although feasibility can imply stability for the MPC strategy as discussed in [19] , in order to guarantee stability the inclusion of some terminal constraints in order to enforce the system state to evolve towards an invariance set (previously designed) is additionally required, see [20] , [21] .
IV. CASE STUDY: BARCELONA DRINKING WATER NETWORK
A. System Description
The Barcelona DWN supplies 237.7 hm 3 of drinking water to approximately three million consumers every year, covered 424 km 2 area. The entire network is composed of 63 storage tanks, three surface sources, seven underground sources, 79 pumps, 50 valves, 18 nodes and 88 water demands. Currently, AGBAR (Aguas de Barcelona, S. A.
Company which manages the drinking water transport and distribution in Barcelona, Spain) is in charge of managing the entire network through a supervisory control system. It supplies potable water to the Metropolitan Area of Barcelona (Catalonia, Spain). The main water resources come from rivers Llobregat, Ter and Besòs, with 52%, 46% and 2% of the total water supply, respectively. These sources are regulated by dams that have an overall capacity of 600 cubic hectometres. Figure 3 shows a representative portion of the Barcelona DWN selected as the case study of this paper. This DWN part includes three water storage tanks, three pumps, three valves and four water demand sectors. The sampling time for collecting water demands from the consume sectors is 1 hour. The mathematical model case study as well as other mathematical features can be found in [22] .The parameters of the model have been adjusted by using real data provided 
B. Control-oriented Model
The control-oriented model of DWN is described by the following set of linear discrete-time difference-algebraic equations for all time instant k ∈ N [17]:
where x k , u k , d k denote the state vector, the manipulated flows through actuators and the vector of demanded flow as additive measured disturbances, respectively. Pumps and valves are considered as the actuators. Moreover, (20a) describes the dynamics of storage tanks while (20b) presents the static relations within the DWN at network nodes.
Matrices A, B, B d , E u and E d are obtained from the network topology (see [22] , for the numerical values of the part of the network considered in this paper).
For the purpose of incorporating disturbance forecasting results into system states by using the GP again, the standard linear control-oriented model as (1) is required. A compact form of (20) can be written as
whereũ k is the reduced vector control inputs expressed as
withB,B p ,P,M 1 ,M 2 being resultant matrices of suitable dimensions. The detailed transformation procedure can be found in [17] .
Since the DWN model is linear, the probabilistic prediction model of the DWN can be calculated in the same way as aforementioned from (6) to (8) such that the model is finally written as
C. Management Criteria
The main operational goals in the management of the DWN are economic, safety, smoothness, and are respectively stated as follows [17] , [23] :
1) Provide a reliable water supply minimising both water production and transport costs.
2) Guarantee the availability of enough water in each storage tank to satisfy its underlying stochastic demand.
3) Operate the DWN under smooth control actions.
D. Physical and Operational Constraints
Since some manipulated variables u k have relationships with some water demands in (22) , the constraint for reduced manipulated variable u k should maintain the constraint for the full manipulated variables u k . Hence,
where u min and u max are the physical limitations of the manipulated variables u k .
On the other hand, the system states are also bounded according to the following expressions:
where x min and x max are limitations of water storage tanks. Moreover, ϑ net,k represents net demands at time instant k, which can be decomposed into two parts, the endogenous demands from neighbouring tanks or nodes B e u k and the exogenous demands from consumer sectors B p d k . Hence, ϑ net,k can be computed as
As discussed in Section III, (25a) can be reformulated as
E. Objective Functions
According to the safety criteria, (25b) can be set as a soft constraint in the following way:
where ξ k ∈ R nx represents the amount of volume in m 3 that goes down from the desired safety thresholds. Then, this approach introduces a new performance indicator to be minimised, defined as
where W x is the weight matrix allocated for realizing the soft constraint.
Regarding the first and third management criterion, they can be mathematically formulated as follows:
where e k ∈ R represents the network operation economic cost taking into account water production cost α 1 ∈ R nu and water pumping cost α 2 ∈ R nu , which changes every time instant k according to the variable electric tariff;
represents the penalisation of control signal variations ∆u k u k − u k−1 , to extend actuators life and assure a smooth operation; W e , W u are diagonal matrices that weight each decision variable in the corresponding control objective.
Together with the objective function in (18) , the total objective function of the FHOP considered for fulfilling all the management criterion is the sum of the mentioned four objective functions (18), (29), (30a) and (30b). Moreover, the control objectives are prioritised through weights λ 1 , λ 2 , λ 3 , λ 4 and aggregated in the performance index. Generally speaking, the objective function of the GP-MPC optimization problem can be reformulated as
F. Optimization Problem Formulation
The predication horizon H p is equal to 24 with a control sampling time of one hour. These values are selected taking into account the seasonality of the demand and the dynamics of the network. The GP-MPC law for the DWN consists in solving a FHOP given in Problem 3.
Problem 3 (GP-MPC for DWN)
V. SIMULATION RESULTS
A. Key Performance Indicators
For the sake of comparing the performance of the proposed GP-MPC strategy with different risk settings, the following key performance indicators (KPIs) are utilized:
where KP I E denotes the economic KPI that evaluates the costs of the DWN management, KP I S considers safety KPI, which should be always 0 if the system is running safely. KP I M presents the measured safety KPI that accumulates average volume of remaining water in each storage tank, together with KP I S estimating the safety levels under different settings, and KP I ∆U addresses smoothness KPI that computes the collected slew rates. Moreover, n s represents the number of hours considered in the assessment.
B. Comparison with Certain-equivalent MPC
As discussed in [23] , the certain-equivalent MPC (CE-MPC) for the DWN is formulated by ignoring the propagation of variances of the forecasted water demands, which can be written as the following optimization problem.
Problem 4 (CE-MPC for DWN).
C. Results
All numerical simulations were performed in MATLAB R2014a R 32-bit, running in a PC with CPU of Intel For purpose of solving the proposed optimization problems with constraints, YALMIP toolbox and Gurobi solver are used, which are able to solve large-scale optimization problems at a satisfied calculation speed in this case study.
By using the DSHW-GP forecasting algorithm, a sequence of disturbance forecasting results are shown in the Figure   5 Simulation results shown in Figure 6 correspond to the tank d110PAP in Figure 3 . The top graph in Figure 6 draws the related control actions and the water cost variation with respect to time, where the water flow is increasing as the water cost is decreasing. Meanwhile, the middle graph shows how the water volume in the tank is varying within its limitations and always above the (green) dash line that corresponds with the net demand in terms of the safety constraint setting. Every day, the water volume increases when there are water inflows, and decreases when there are In order to figure out how the soft term η k is varying in the optimization process, Figure 7 shows η k for the first system state and the state evolution over H p . As discussed above, η k is used for avoiding the infeasibility when CI are growing a lot for being useful in the control system. From the plots, the bounds of the state are growing quite fast when η k is close to 0 while η k is growing when two bounds come close to the physical limitations of the tank. Hence, the critical value for individual risk is slacked successfully. However, as defined in (10b), the sum of all the individual risks would be less than the global risk after risk slacked. But, it is useful to manipulate the unbounded uncertainties. Figure 5 . Sequence of forecasting results taken from [14] simulations, values of KP I S are null in all cases. The values for KP I E should decrease as the risk grows because if the risk is chosen as a small number, more uncertainty information has been propagated to the system state. Consequently, more water is accumulated into the storage tanks in order to guarantee that there is enough water to supply demands.
Thus, this process will bring some additional economic costs because of the additional water stocked. Meanwhile, KP I S is null as expected, which means that there is enough water to satisfy stochastic demands along the simulation and KP I M measures the level of obtained safety. If the value of KP I M is larger, the system has more safety to deal with underlying uncertainties. Besides, the results of KP I ∆U remain the same small value at 4.0806 × 10 −6 , which do not disturb by different risks due to the weights for smoothness cost function are relative small. Furthermore,
KP I E of CE-MPC is smaller than the one achieved when using GP-MPC, which means that CE-MPC is economically cheaper than GP-MPC due that KP I E is selected as economic cost in the objective function. KP I M of CE-MPC is also smaller than GP-MPC, which means that, by applying the CE-MPC strategy, brings less safety than GP-MPC because KP I M is calculated by accumulating the part of the water volumes inside storage tanks beyond the net water consumptions. Furthermore, KP I S of CE-MPC is still equal to zero, which means that the system is running in a safe way and supplying the required demand.
From Table I , it can be noticed that the computational time is quite similar since the disturbance forecasting consumes most of the total time and therefore the solution time of the optimizations problems behind each considered MPC-based strategy are relatively comparable. Moreover, the computational time in CE-MPC is shorter than GP-MPC because of the reduced complexity of the optimization problem in the former case. Considered time measurements are related to the solution of the optimization problems using YALMIP Toolbox and GUROBI solver.
From the computational times presented in Table I , the proposed GP-MPC strategy can be used to the whole Barcelona DWN since the sampling time used for the GP-MPC is one hour. Moreover, the computational times of the proposed approach is quite similar to the one of CE-MPC already applied to the whole Barcelona network in [23] . In any case, if there would exist computational issues, several approaches might be taken into account. A particular way to circumvent this issue consist in using a partitioning approach based on graph theory, see [24] . This strategy can be used to split the whole system into sybsystems and hence the control in several controllers, which are designed in a hierarchical manner. 
VI. CONCLUSIONS
This paper has developed a new SMPC approach based on GP to manage system disturbances. By using DSHW-GP algorithm, the system disturbances have been forecasted over the MPC prediction horizon. The effectiveness and efficiency of applying the proposed approach into the real case have been discussed and analyzed with real demand data gathered from Barcelona DWN. Although dealing with real data involves many difficulties, e.g., the data including a variety of disturbances such as noise and faults of sensors, the proposed GP-MPC has successfully avoided the infeasibility from disturbance measurement by adding a slack variables to propagate system state disturbance over the MPC prediction horizon. The case study of Barcelona DWN has been satisfactorily used to prove that GP-MPC strategy is able to reach a desired performance and maintain the reliability and safety of the whole system.
Future work extending the topics discussed in this paper will be focused on proving robust recursive feasibility and stability of the proposed approach.
