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A rapidly increasing number of new IoT products entering the market puts strain on the
testing effort required to manufacture them. Every device needs to be tested at the manu-
facturing site before it can be shipped to the customer. This testing process during man-
ufacturing is called Production Testing. If test automation systems running these tests
are developed with a single system engineering approach, the number of test automation
systems becomes unmaintainable. In addition to this, the development cost of such test
automation system has to be covered by each product. Reusability of test automation and
test assets is low when resources cannot be efficiently shared between products.
Existing solutions for generalizing testing effort from a single system approach to support
multiple products were reviewed from the literature. Software Product Line Engineering
is recognized as a possible solution, but its adoption requires organizational, economical,
and technical changes. This thesis studied technical solutions for how test automation
system could be developed to support the testing of multiple products.
Test automation system was designed based on existing literature, and two example prod-
ucts were used to mimic realistic IoT products. Work followed to define test requirements
for two example products, implement tests, and execute them for the first example prod-
uct. After tests passed for the first example product, they were executed for the second
product. Test failures and evident problems were marked as variation points, and they
were analysed. Test attributes that needed to be varied were recognized, and four dif-
ferent sources for that information were identified. Test logic was identified as one of
the sources for attributes, and there was no need to variate it. Matching configuration
was created for other sources: component, test, and hardware configuration. Tests were
successfully executed for the second example product after introducing the variation via
configuration files.
Prototype implementation succeeded in its goal to create production test automation sys-
tem capable of testing two different example products using common test assets. Needed
variation was introduced successfully through configuration files. This thesis shows that
general test assets can be created for production testing, despite the fact that production
testing is tightly coupled to the target hardware.
Future work continues by testing additional hardware platforms to reveal more variation
points. This helps to develop production testing test automation to support a wider range
of hardware platforms and components. Storing the hardware-specific configuration data
to the device looks promising topic for further study.
Keywords
production system, production testing, test automation, embedded system testing
Supervisor
D.Sc. Professor Mika Mäntylä
Technical advisor
Sr. PE. Timo Räty
2
Foreword
I would like to thank my supervisor Professor Mika Mäntylä, for his guidance and valu-
able insights on presenting and improving my work. Bittium I would like to thank for
the opportunity and support to turn one of the technical challenges into a topic for this
thesis.
Special thanks I owe to Timo Räty, mentor and technical advisor of this work. Not just for
his unparalleled expertise but also for pushing me to finish this work eventually. I highly
appreciate your sense of humor and talent for delightful sarcasm. Eero Sankila, I would
like to thank you for our collaboration during the technical phase of our work. Getting
those example products up and running really helped my work.
I want to express my gratitude to my family, who supported and encouraged me to pursue
my education.











2.1 Quality Assurance and Control . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Production Systems and Production Testing . . . . . . . . . . . . . . . . 10
2.3 Test Automation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Testing Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Test Automation Pyramid . . . . . . . . . . . . . . . . . . . . . 14
2.3.3 Test Automation Frameworks . . . . . . . . . . . . . . . . . . . 16
2.4 Embedded System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Embedded System Testing . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Software Product Line Engineering - SPLE . . . . . . . . . . . . . . . . 20
3 Research Problem and Methodology 22
3.1 Research Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Design Science Research Guidelines . . . . . . . . . . . . . . . . . . . . 25
4 Overview To Production Testing Domain 27
4.1 Purpose of production testing . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Differences to normal software development . . . . . . . . . . . . . . . . 30
4.3 Production testing hardware and software . . . . . . . . . . . . . . . . . 31
4.3.1 Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3.2 Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.4 Automation level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.5 Cost of production testing . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.6 Software development costs . . . . . . . . . . . . . . . . . . . . . . . . 34
4.7 Effort to increase software reusability . . . . . . . . . . . . . . . . . . . 35
5 Design 37
5.1 The Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2 Test Automation Architecture . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3 Process of defining test requirements for production testing . . . . . . . . 41
5.3.1 Design of example products . . . . . . . . . . . . . . . . . . . . 42
5.3.2 Defining test requirements . . . . . . . . . . . . . . . . . . . . . 43
5.3.3 Designing test cases based on hardware schematics . . . . . . . . 44
5.4 Test order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.5 Test suite design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.6 Test case design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.7 Support for Multiple products . . . . . . . . . . . . . . . . . . . . . . . 52
5.7.1 Implementing tests for the first example product . . . . . . . . . 53
5.7.2 Executing tests on the second example product . . . . . . . . . . 54
4
5.8 Finding the needed variation . . . . . . . . . . . . . . . . . . . . . . . . 55
5.9 Implementing the required variation . . . . . . . . . . . . . . . . . . . . 58
6 Evaluation 59
6.1 Evaluation strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 Evaluation of test automation (R1) . . . . . . . . . . . . . . . . . . . . . 60
6.3 Evaluation of test asset validity (R2) . . . . . . . . . . . . . . . . . . . . 61
6.4 Evaluation of test report (R3) . . . . . . . . . . . . . . . . . . . . . . . . 61
6.5 Evaluation of support for multiple products (R4) . . . . . . . . . . . . . . 62
6.6 Production testing generalization effort . . . . . . . . . . . . . . . . . . . 63
6.7 Evaluation of design science guidelines . . . . . . . . . . . . . . . . . . 65
7 Discussion 67
7.1 Comparison to prior work . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.2 Answering the research question . . . . . . . . . . . . . . . . . . . . . . 68
7.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.3.1 Discovery API for PTSW . . . . . . . . . . . . . . . . . . . . . 70
7.3.2 Using the artifact to verify new hardware platforms . . . . . . . . 70





design tests tests performed to determine the adequacy of the design of a
particular type, style, or model of any unit of equipment, or
its component parts, to meet its assigned ratings and to op-
erate satisfactorily under normal service conditions or un-
der any specified conditions. Such tests may also be used
to demonstrate compliance with applicable standards of the
industry. (IEEE Std C37.121-2012)
device under test (DUT) device to be placed in a test fixture and tested. (IEEE Std
1450-1999)
end-user the ultimate consumer of a finished product. (Merriam-
Webster, 2020)
end-user software software used in finished product when it ships out. Tar-
geted for end-users.
fixture an assembly that integrates a fixture frame, fixture enclo-
sure and any other passive and active components or wiring
necessary to interconnect the test system to the unit-under-
test - UUT. (IEEE Std 1505-2010)
production test a test conducted on every unit of equipment prior to ship-
ment. (IEEE Std 1547.1-2005)
production tests tests made for quality control by the manufacturer on every
device or representative sample, or on required parts or ma-
terials to verify during production that the product meets
the design specifications and applicable standards previ-
ously demonstrated during design tests. (IEEE Std 1505-
2010)
production testing refers to activities to carry out production tests.
production testing soft-
ware (PTSW)
refers to the software which is used in device under test
during production testing
system under test (SUT) see device under test
test automation The use of software to perform or support test activities,
e.g., test management, test design, test execution, and re-
sults checking. (Chopra, 2018)
test environment an environment containing hardware, instrumentation,
simulators, software tools, and other support elements
needed to conduct a test. (ISTQB Glossary, 2020)
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1 Introduction
The rise of embedded systems in the world continues, as seen from the number of sold mi-
crocontroller units (MCU). Based on the annual McClean Report, there were 28.1 billion
units sold in 2018, and the forecast for 2023 is 38.2 billion units. One factor for embed-
ded systems growth is the Internet of Things (IoT) (”MCU Market History”, 2019). At
the same time, when vendors compete to push new IoT products to market, the pressure
in production testing to support new hardware grows rapidly. Production testing refers to
the process where every manufactured device is tested before shipment to the customer to
verify that it meets its specification (IEEE Std 1505-2010). Production testing focuses on
hardware, not on software.
Testing is a significant part of manufacturing costs. It increases the manufacturing time of
each unit while the unit is being tested. Often there is also a need for specialized equipment
and testing personnel. If production testing cannot be done cost-effectively, the cost of
testing can exceed othermanufacturing costs, which is hardly economically viable (Bailey,
2014). The production testing costs must be balanced with other manufacturing costs for
the product to be economically viable. For this reason, there is continuous effort to lower
the production testing costs while increasing the accuracy and performance of production
tests. This can hardly be achieved by ad-hoc changes to the test environment, a more
strategic approach is needed.
In traditional product development, the production testing cost is a fixed amount of total
manufacturing cost. This means that for similar products A and B, the production testing
cost are roughly the same. This is not an ideal model when vendors bring new IoT products
to market at an increasing pace. The cost of production testing is eating a fixed share from
the profits in every product. One obviousway to lower the production testing costs for each
product is to share testing assets between the products. Software product line engineering
(SPLE) was developed to improve and manage the asset sharing between products (Pohl,
2005).
SPLE literature mainly focuses on the development of the end-user product and software.
Software needed during production testing greatly differs from the software targeted for
end-users. The production testing software (PTSW) aims to control the device in a precise
manner during testing and allow test automation to gather needed information from it to
verify operational status. The intended user for PTSW is test automation, not human, and
the difference of ”user” reflects itself to the user interface and to software architecture
overall.
The time that the device runs the PTSW in production is usually measured in seconds and
minutes. Software is needed until all the production tests for a specific device are passed.
After that, the PTSW is erased from the device, and the end-user software is flashed in.
Flashing the end-user software usually prevents flashing the PTSW back on the device
permanently via anti-rollback or by some other security mechanism. Even so that PTSW
fulfills its intended purpose in minutes, it still has an important role for both manufacturers
and for end-user. It protects both parties, the manufacturer, from shipping out faulty units
and the end-user from receiving and using them.
Even though the importance of production testing software is recognized, its development
seldomly is so structured when compared to other software projects. PTSW is targeted
specifically for the hardware used in the product. This makes the implementation faster,
but it also reduces the reusability and portability of the software. For this reason, each
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product usually develops its own PTSW and test automation system. This means that
the amount of different test automation systems grows with each new product and the
maintenance of these systems becomes more challenging over time.
This technical challenge has been recognized at Bittium, where new products enter produc-
tion at a faster pace than before. Moving from the previously used single system approach
towards software product line engineering is considered as a solution for the problem.
However, the change affects multiple different areas and needs to be studied from multi-
ple different perspectives: organizationally, economically, and technically. The purpose
of this thesis is to study the technical feasibility by creating a proof of concept (PoC) of a
test automation system that is capable of testing several different IoT products that are cur-
rently in development or in production. Organizational and economical changes related
to adopting SPLE are not in the scope of this study.
The research problem and research question are stated for this thesis following way:
RESEARCH PROBLEM
Production test automation needs to be developed per product (fixed cost).
RESEARCH QUESTION
How to create production test automation system capable of testing multiple
products?
This thesis aims to create a proof of concept as a prototype of the production test automa-
tion system, which is capable of testing multiple products using common test assets. Test-
ing will be limited to features and peripherals found from all of the chosen products.
This thesis looks for existing knowledge from literature to find best practices moving from
single system software towards software product line. Based on the existing knowledge,
the new test automation system is designed. Design functions as theoretical background
for the system and can be later revised. Lastly, the prototype of the designed test automa-
tion system is implemented and evaluated.
As a contribution, this thesis aims to provide practical information about the problems and
their solutions, converting test automation targeted to a single system to support the test-
ing of multiple products. Full adoption of SPLE is not feasible in the scope of this thesis,
but the same concepts and techniques can be used, for example, to identify and address
variation. The production testing context brings new insight into how single system so-
lutions can be moved towards SPLE in the embedded systems domain, and this broadens
the body of knowledge of adopting SPLE.
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2 Literature
This section gives background information from literature related to this work. The lit-
erature presented in this section is aimed at common software development and testing
purposes. The special nature of production testing is not discussed in this section. Instead
it is presented separately at the Section 4 as there is not so much peer-reviewed literature
available.
First quality factors of the product are reviewed through quality assurance and control.
Then production testing and its high-level goals and objectives are reviewed based on
literature. Next, test automation, the essential part of this work, is discussed by presenting
its goals and objectives. Afterward, different testing types and different test automation
approaches, including the concept of test automation framework, are presented. Lastly,
the software product line engineering is discussed.
2.1 Quality Assurance and Control
Quality assurance focuses on the prevention of problems. It is part of the development
process and it aims to improve and monitor the process (Tech, 2016). In order to improve
the process, the problem areas must be identified, monitored, and detected. The practical
activity of monitoring and detection is referred to as quality control. Quality control pro-
vides concrete data based on what the quality assurance can guide and improve the process
overall. Quality assurance is described as a management process that defines what needs
to be measured and the metrics used for monitoring. Quality control is a practical activity
to find defects, faults, and failures. It provides the data and metrics for quality assurance.
(Bourque & Fairley, 2014)
Chopra has summarised differences between quality assurance and quality control in his
book Software Testing (2018) presented in Table 1.
Table 1. Differences between Quality Assurance and Quality Control summarised
Quality Assurance (QA) Quality Control (QC)
It is process related. It is product related.
It focuses on the process used to develop
a product.
It focuses on testing of a product devel-
oped or a product under development.
It involves the quality of the processes. It involves the quality of the products.
It is a preventive control. It is a detective control.
Allegiance is to development. Allegiance is not to development.
As we can see from Table 1 QA is focused on the processes required to develop the product
while QC is focused on testing the product itself.
A guide to the project management body of knowledge (PMBOK®) states that quality as-
surance is about using project processes effectively. This involves following and meeting
standards to assure stakeholders that the product will meet their needs, expectations, and
requirements. PMBOK® also mentions that quality control is the process of monitoring
and recording results of executing the detective activities in order to assess performance
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and ensure the project outputs are complete, correct, and meet customer expectations.
(Project Management Institute, 2017)
Looking at quality assurance and control from a wider perspective they are often seen as
part of a larger process, quality management. Quality management is collection of all pro-
cesses that ensure that products, services, and implementationsmeet organizational quality
objectives and achieve stakeholder satisfaction (Bourque & Fairley, 2014). The relation-
ship of quality management, quality assurance and quality control is often presented as
Euler diagram shown in Figure 1 (American Society for Quality website, 2020a).
Figure 1. Relationship of QM, QA and QC.Adapted from American Society for Quality
website.
As Figure 1 shows, quality assurance and control are part of the larger quality management
process. Quality control is the oldest of quality processes, started around the 1920s fol-
lowing the rise of mass production. While manufacturing has become more complex over
time, a more disciplined approach to ensure quality has been developed, namely quality
assurance and quality management. (American Society for Quality website, 2020a)
Production testing is a quality control activity. It focuses on testing the product and is
detective control by nature, see Table 1. The work on this thesis is more related to quality
assurance, how to improve the process of production testing and allegiance in this work
is to development.
2.2 Production Systems and Production Testing
To understand the context of production testing, we have to look at production systems.
One of the most complete book of this topic is the Groover’s Automation, production
systems, and computer-integrated manufacturing (2015). In his book, Groover describes
a production system as a collection of people, equipment, and procedures organized to
perform the manufacturing operations. Production systems consist of two components,
facilities, and manufacturing support systems. This can be seen from Figure 2.
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Figure 2. Production systems. Adapted from Automation, production systems, and
computer-integrated manufacturing, by Groover (2015).
As shown in Figure 2 facilities refer to physical facilities to hold equipment needed for the
actual manufacturing process to take place. The manufacturing support system includes
all the procedures needed to carry out the manufacturing process. Particular interest in the
scope of this thesis is manufacturing control which is concerned with managing and con-
trolling the physical operations to implement manufacturing plans. Quality control is part
of manufacturing control operations. Figure 3 shows the information flow in production
system.
Figure 3. Information flow. Adapted from Automation, production systems, and
computer-integrated manufacturing, by Groover (2015).
From Figure 3 it can be seen that information flows back and forth between factory oper-
ations and manufacturing control processes. Quality control is both monitoring the manu-
facturing process by testing the products and controlling the manufacturing process based
on the results of the tests. (Groover, 2015)
Production testing refers to the activity of carrying out production tests. Pries & Quigley
(2018) state that the purpose of production testing is to verify that the manufacturing lines
are running correctly by assessing the correctness of the product.
Production tests and production testing are not widely recognized terms but they are used,
for example in Institute of Electrical and Electronics Engineers (IEEE) standards. IEEE
Std 1547.1-2005 defines a production test as a test that is conducted on every unit of
equipment prior to shipment for the customer. The term was further defined in IEEE
Std 1505-2010 as tests made for quality control by the manufacturer on every device to
verify during production that the product meets its specification and standards. The full
definition of the term according to IEEE standard presented in Section Terms: production
tests.
As the standard states, production tests are quality control method, by which manufacturer
verifies the quality of manufactured device before shipment to the customer. In summary,
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production testing is a quality control activity to ensure that product meets its specification.
Quality control is part of manufacturing control operations which in turn is part of the
manufacturing support system as seen in Figure 2.
Production testing should not be mixed to a style of testing often mentioned on software
testing literature, especially when talking about web-based applications, ’testing in pro-
duction’. Testing in production refers to releasing new application version to a real en-
vironment for its intended use, referred to as production (Bose, 2020). The environment
referred as production in the context of ‘testing in production‘ usually means internet or
local area network. In recent times some sources have been using the term ‘production
testing‘ as an alias to ‘testing in production‘, which creates double meaning for the term.
Previously cited web-page uses the term in sentence ‘If possible, give users the option
to participate in experimental production testing‘ (Bose, 2020). Clearly, the production
in this context refers to the internet rather than to the manufacturer’s production facility.
Production testing is discussed in more detail in Section 4.
2.3 Test Automation
Test automation is quite a common term that has broad definition and also different mean-
ing for different interest groups. International Software Testing Qualifications Board
(ISTQB) defines test automation as ‘the use of software to perform or support test ac-
tivities‘ (ISTQB Glossary, 2020). So the definition of test automation depends on what
are considered to be test activities. Anything that is required to be done in order to execute
a specific test can be viewed as a test activity. Accompanied with the supporting activi-
ties, such as controlling and using additional instrumentation, the definition becomes quite
broad, and it is hard to say what test automation is precisely.
Kinsbruner (2019) gives a more practical definition in his blog, saying that test automation
is a method that leverages automation tools to control the execution of tests and to compare
actual test results with predicted or expected results.
What is usually more important than the definition (of what test automation is) is the pur-
pose of test automation. Goals and objectives are much more aligned with each other
in literature. The goals of test automation extend the general goals for automation. Four
commonly found goals for test automation are: (Fewster &Graham, 1999; Dustin, Rashka
& Paul, 1999; Graham, Fewster & Copeland, 2012; Groover, 2015; Chopra, 2018; Ency-
clopedia Britannica, 2020)
• Speed up common or repetitive tasks to lift productivity
• Reduce mistakes or errors
• Improve safety for humans
• Free up humans so they can focus on higher-value work
All or several of the aforementioned goals are usually mentioned when test automation
objectives are discussed in the literature. Other goals are also often mentioned, such as
the ability to repeat test accurately and improve quality of the testing, but these can also
be seen as a part of the aforementioned goals.
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2.3.1 Testing Types
Test automation is tightly related to the type of testing it is harnessed into. Testing is com-
monly divided into functional and non-functional testing. Functional testing focuses on
testing that software and/or hardware meets the predefined requirements. Non-functional
testing focuses on testing aspects that are not functional by nature, such as security, reli-
ability, and usability (Goericke, 2019). These can be viewed as product quality factors.
Non-functional testing is geared towards customer’s expectations for the product, while
functional testing focuses more concretely on specifications and requirements (Chopra,
2018). Production testing, the main theme of this thesis, focuses on ensuring that manu-
factured units meet the requirements and applicable standards. As such activity production
testing can be categorized to be functional testing, and for this reason, literature presented
here focuses on functional testing.
Functional testing is commonly described to consist of the following levels of testing: unit
testing, integration testing, system testing, and acceptance testing.
Figure 4. Different levels of testing. Adapted from Software testing, by Jorgensen
(2013).
Above Figure 4 presents the different levels of testing and the direction from simpler tests
at the bottom towards more complex ones at the top (Jorgensen, 2013).
Unit testing focuses on testing individual units or component of software, usually a single
function or part of it. The literature recommends that every line of software should be
covered by unit tests as they are the easiest tests to implement and execute (Martin, 2014).
Automation on unit test level is very high, in practise, it can be seen as fully automated
activity that is very well supported by tools and techniques (Meszaros, 2007).
The next level of functional testing is integration testing which focuses on testing logically
connected software modules as a group. In other words the piece of code which are tested
individually in unit testing are tested in interaction with each other to carry out more com-
plex operations (Martin, 2014). At this level, automation is still very high while writing
the tests is getting more complex compared to unit tests. Both unit and integration testing
are usually done purely as software testing without the need of the target hardware. Tests
can be executed in software development environment, which can drastically differ from
the actual target hardware where the software will ultimately be running. (Broekman &
Notenboom, 2008)
Embedded system literature differs from traditional software literature when it comes to
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integration testing. Embedded system literature often separates integration testing to soft-
ware integration and hardware-software integration testing. Software integration tests
are done without target hardware. In hardware-software integration tests, the software
is executed in the target platform. Another similar term for software integration testing
is software-in-loop (SIL). Hardware-software integration testing may be referred to as
hardware-in-loop (HIL). (Broekman & Notenboom, 2008)
Following integration testing is the system testing which includes both the software and
the hardware. In the early stages of product development, the actual hardware is not yet
available, so it is often mimicked using development and macro boards. These boards
are usually crafted to have components that will be used in the actual product, or if not
yet available, components that are similar to those to be used (Broekman & Notenboom,
2008). The purpose of system testing is to execute software in the intended hardware and
to monitor the functionality of both software and hardware. System testing focuses on
end-to-end system operations, which means that functionality or service is tested from
the beginning to the end to validate the functionality of tested solution (Rungta, 2021).
Production testing in its essence, is form of system testing to be executed as part of the
manufacturing process.
Following system testing comes acceptance testing. The purpose of acceptance testing is
to demonstrate that all requirements are met, and product is suitable for its intended pur-
pose. In other words product meets its functional purpose from the end-user perspective
(Vance, 2013). However, acceptance tests are seldom only functional by nature. They
usually include non-functional tests also, such as performance and usability tests. Accep-
tance testing is a larger testing concept that includes both functional and non-functional
parts (Chopra, 2018).
2.3.2 Test Automation Pyramid
Test automation pyramid was first introduced by Cohn in his book Succeeding with agile:
software development using Scrum (2013) to highlight the importance of test automation
for agile development. Pyramid demonstrates different levels of automation, unit test,
service test, and UI test level. The purpose of the pyramid was to give an idea of how an
effective test strategy should be constructed.
Figure 5. Test automation pyramid. Adapted from Succeeding with agile: software
development using Scrum, by Cohn (2013).
The wider base of the test automation pyramid in Figure 5 represents the idea that the
majority of the testing should be done at unit test level. This is due to the fact that both
writing the tests and executing them at this level is easiest. User interface (UI) tests that are
hardest to write and execute should be kept in aminimumwhile still covering requirements
for testing. In the middle, at service level, tests are meant to test the interaction between
software units. Interaction between software units provides service, which is the target of
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testing. Testing at UI level has several drawbacks: tests are brittle, the effort to write test
cases is high, and they are time-consuming to execute. (Cohn, 2013)
Literature uses slightly different terms for testing levels based on the context. Testing can
be viewed as entirely software-related matter, or it can include the hardware in addition to
software which is the case in embedded software development.
The test automation pyramid was created to demonstrate the importance of testing in the
Scrum development method, but the test automation concept has widened in other areas
as well. Martin (2014) presented the pyramid in a way where the service level was further
divided into component, integration, and system tests. Component and integration tests
are usually where testing can still happen entirety in software form, but in system tests
level, the actual target hardware, or simulation of it, will be used.
Figure 6. Test automation pyramid. Adapted from The clean coder: a code of conduct
for professional programmers, by Martin (2014).
In Figure 6 it can be seen howMartin defines testing levels. He also uses term exploratory
tests for the highest level in pyramid compared to user interface testing used by Cohn. On
Martin’s model, the exploratory tests involve human interaction and, as such, are not to be
meant to be automated. Their purpose is to explore the system for unexpected behavior
while confirming the expected behaviors. Also visible in Figure 6 are the percentages
which demonstrate the target test coverage for each level. Unit tests should aim to cover
100% of the code, while only a small portion of the code should be tested at the exploratory
testing level.
Production testing is placed at the system tests level in Figure 6. Also worth mentioning
is that in the production testing context, the exploratory tests can be seen as a quality
assurance activity rather than a quality control activity.
Myers, Sandler & Badgett (2012) described how the test automation pyramid levels refer
to different development levels. Their work is presented in Figure 7 slightly modified,
leaving out the software version information and adding the unit tests for code level.
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Figure 7. Correspondence between development and testing process. Adapted from
The art of software testing, by Myers et al. (2012).
As can be seen from Figure 7 each level of testing and test automation tries to verify some
aspect of the development process. Related to above Figure 7, accordance to technical
requirements are verified in system tests level while accordance to user requirements are
verified in acceptance tests level. We can look at Figure 7 in the context of production
testing. The purpose of production testing is to ensure that manufactured devices fulfill the
technical requirements, called objectives in Figure 7, so production testing can be viewed
as system tests activity. The difference between system tests during development and
production is the fact that at production phase the expected outcome of tests is known in
detail. In the development phase, system tests are also used to gather information about the
system in addition to actual testing purposes. The normal behavior of the system cannot be
easily determinedwithout actuallymonitoring the system. Based on the observed behavior
during development, the limits for production testing can be defined. Myers et al. state in
The art of software testing (2012) these two implications for system tests:
1. System testing is not limited to systems. If the product is a program, system testing
is the process of attempting to demonstrate how the program, as a whole, fails to
meet its objectives.
2. System testing, by definition, is impossible if there is no set of written, measurable
objectives for the product.
The second implication is very important in the system testing context, which production
testing is part of. If there were no objectives for test results, it would not be possible to
conduct system testing in a meaningful way. In order to carry out system testing effec-
tively, the information of what to measure, how to measure, and what the limits are has to
be defined in detail beforehand. (Myers et al., 2012)
2.3.3 Test Automation Frameworks
Test automation framework is not by itself a component of the testing process. It is a
combination of concepts, guidelines, and tools to bind software libraries, modules, and
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other tools to provide the core functionality of the framework (Techopedia, 2021). To
understand the purpose of the test automation framework, it is helpful to review it as an
extension of the generic software testing framework. Alsmadi (2012) has published model
of generic software testing framework, shown in Figure 8.
Figure 8. Generic software testing framework. Adapted from Advanced automated
software testing, by Alsmadi (2012).
In Figure 8 active processes are presented as squares, and document symbols present ar-
tifacts which are created by the process. Testing starts with the creation of the test model.
The model can be constructed formally from the requirements, or it can be created by gath-
ering information from the actual application to be tested. Test input is generated from the
model to be passed to the test case (Alsmadi, 2012). The test oracle in Figure 8 refers to a
mechanism of determining what the expected output from the test is. Test oracle usually
uses derived information from existing artifacts, such as requirements, documentation,
earlier results, and log files. Test oracle can also use implied information and assumptions
to complete the derived information (ISTQB Glossary, 2020).
When inputs and expected outputs are known, the tests are executed using the existing
test infrastructure. Output from the test execution is gathered, and it is compared to the
expected output to conclude the test result. Test results are then compared to test objectives
to decide if objectives are fulfilled. At the decision phase, there can be, for example
decision to modify test model, generate more tests, estimate reliability, or to stop testing.
(Alsmadi, 2012)
Test automation framework is based on the principles of the generic software testing
framework. Each phase of testing usually uses software tools to ease the workload of
humans, but the aim is not in fully automating the process from start to finish. Instead,
automation focuses on areas where it is more time and cost-effective. Time and effort
to build test model and to design test algorithms by humans is usually markable lower
than trying to automate those phases fully. On the other hand, achieving the same effi-
ciency, accuracy, and reliability to execute test cases, collect results, and report findings
is virtually impossible for humans. For this reason, test automation framework tries to re-
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duce human involvement to a practical minimum rather than replacing humans altogether.
(Alsmadi, 2012)
As noted before framework also consist of concepts and guidelines. These aim to provide
theoretical and practical knowledge primarily for the test automation design and imple-
mentation phase. Concepts and guidelines help to base design decisions on domain knowl-
edge and to use known workable solutions. Basing decisions on domain knowledge helps
to create a more structured and systematic way to design test cases, decide what tools to
use and how to carry out different processes. (Ramos, 2021)
2.4 Embedded System
Embedded system is a very broad term that can be used to describe systems from wireless
headphones to satellites. The common feature for all embedded systems is that they inter-
act with the real physical world by controlling specific hardware. (Broekman & Noten-
boom, 2008)
An Embedded system is typically a small-scale computer system that is part of a machine
or larger system. They are typically real-time systems dedicated to perform specific tasks.
Embedded systems are getting increasingly used in everyday life, and they can be found
in digital watches, refrigerator, smart televisions, cars, and e-bikes. As they are usually
part of a larger machine or system, they commonly need to be small in size, low in cost,
and have relatively low power consumption. (Xiao, 2018)
Xiao (2018) illustrates typical embedded system in a diagram shown in Figure 9.
Figure 9. Schematic diagram of a typical embedded system. Adapted from Designing
embedded systems and the internet of things (IoT) with the ARM® Mbed™, by Xiao
(2018).
Figure 9 gives good high-level abstraction of a typical embedded system. The device
gathers input from various sources, process them, and communicates it through output
devices and communication interface. Broekman & Notenboom (2008) present similar
generic scheme for embedded system in more detail. This is shown in Figure 10.
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Figure 10. Generic scheme of an embedded system. Adapted from Testing embedded
software, Broekman & Notenboom (2008).
Embedded system interacts with the real world through sensors (input) and actuators (out-
put). The real world in Figure 10 is referred to as environment. The combination of en-
vironment, sensors, and actuators is commonly referred in embedded system literature as
plant. The Embedded system has specific interfaces to handle input from sensors. Sensor
values need to be converted from analog format, for example, from millivolts, to digi-
tal format. The conversion is done in analog to digital converter (A/D). Similarly, the
actuators are controlled in an analog format, so the digital values sent by the processing
unit are passed through digital to analog converter (D/A). The processing unit can operate
with inputs and outputs directly or via random access memory (RAM). RAM memory is
volatile, so its content is lost when the power to the component is switched off. For this
reason, embedded systems also have non-volatile memory (NVM) where the actual em-
bedded software is stored. Embedded system communicates with other systems through
input/output (IO) interface. (Broekman & Notenboom, 2008)
2.5 Embedded System Testing
Embedded system testing differs from software testing by the fact that hardware is part of
the testing process.
In software testing, system testing refers to testing where the whole software product is
tested. It was briefly discussed in Section 2.3.1. In embedded system testing, the actual
product, including both the software and hardware, is tested. At this level of testing, the
software functions are executed within the actual target hardware without the use of mock
interfaces used in unit test and integration testing phases (Martin, 2014; Pries & Quigley,
2018).
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2.6 Software Product Line Engineering - SPLE
Software product line engineering emerged at the beginning of the millennium as a
paradigm to increase the productivity of IT-related industries, enabling them to handle
the diversity and to reduce the time to market. The key idea is the realization that most
software systems are not new in their application domain, they share more commonalities
than uniqueness. (Sugumaran, Park & Kang, 2006)
Many companies have adopted SPLE in pursuit of its benefits. While configurability and
reduced time to market are important for businesses, the economical benefits are the main
driving force. SPLE supports large-scale reuse during development which can be as much
as 90% of the overall software. Even if reuse would be around 50% it would be very
desirable as reuse is more cost-effective by order of magnitude compared to traditional
software development. (Linden, Schmid & Rommes, 2010)
One of the biggest challenges in SPLE adoption is the up-front investment to create the
software product line. Adoption requires that reusable software assets are created through-
out the software development process. Such undertaking usually requires organizational
changes. This increases the initial effort of SPLE. However, there are several studies that
show that the initial investment hits the break-even point with traditional single system
development around third software system, after which point each system costs less to
develop (Pohl, 2005). Figure 11 shows the accumulated costs needed to develop n sys-
tems.
Figure 11. Cost of developing n kinds of systems as single systems compared to
product line engineering. Adapted from Software product line engineering: foundations,
principles, and techniques, by Pohl (2005).
Solid line in Figure 11 shows development cost of single-system approach. Accumulated
development costs increase steadily with each new system as their development costs are
roughly the same. The dashed line shows the development cost of the product line engi-
neering approach. It has a significantly higher initial cost compared to the single-system
approach, but the break-even point is usually reached at a third developed product based on
Pohl (2005) and Linden et al. (2010). After this, each new system developed with software
product line engineering has a lower cost compared to single system development.
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Pohl (2005) mentions that SPLE is not very well suited for novel systems. The initial cost
of SPLE development is much higher compared to single system development. If SPLE
is only used to develop one product, the costs can be multiple times higher than if product
had been developed as a single system. The benefits of SPLE are only achieved when
multiple products from the same platform are developed. This is the reason why SPLE
is often adopted when there is already at least one product developed, and the product is
known to be economically viable. (Pohl, 2005)
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3 Research Problem and Methodology
The thesis aims to create a prototype of a test automation system capable of testingmultiple
different products on different hardware platforms. As the aim of the thesis is the creation
of an IT artifact in the form of prototype, the design science research method (DSR) was
selected as a researchmethod. Hevner, March, Park&Ram describe in their articleDesign
Science In Information Systems Research (2004) that knowledge and understanding of a
problem domain are achieved in building and application of the designed artifact. Artifact
in this study will be the prototype system, and its design is the main focus in this study.
The creation of to prototype system aims to answer the research question:
How to create production test automation system capable of testing multiple
products?
Prior literature gives guidelines for common steps needed to build test automation systems,
but it still leaves few questions open. How to adapt the test automation system for pro-
duction testing purposes and how to ensure that the system is capable of testing multiple
products? These open questions are the focal point of the design, and based on earlier ex-
periences, they are not trivial to solve. The research problem was raised by Bittium, and it
was discussed that solution in the form of a working prototype system would be preferred.
For this reason, the test automation system needs to be designed and operationalized as a
prototype.
Hevner & Chatterjee (2012) state that design science research (DSR) is a research
paradigm in which a designer answers questions relevant to human problems via creation
of innovative artifacts. The creation of artifacts and the artifacts themselves contribute
to the body of knowledge. They also state that artifacts are both useful and fundamental
in understanding the problem (Hevner & Chatterjee, 2012). Given the objective of this
thesis, the DSR is well suited as the research method.
3.1 Research Method
Hevner et al. (2004) present in their article the complementary research cycles between
design science and behavioral science to address fundamental problems in the application
of information technology. The behavioral science paradigm seeks to develop and justify
theories that explain organizational and human phenomena surrounding the analysis, de-
sign, implementation, and use of information systems. The behavioral science paradigm
has much in common with natural science research methods. Theories developed inform
researchers and practitioners of the interactions among people, technology, and organiza-
tions that must be managed if an information system is to improve the effectiveness and
efficiency of an organization. (Hevner & Chatterjee, 2012)
Contrary to behavioral science, the design science paradigm has its roots in engineering
and the sciences of artificial (Simon, 2019). It is often referred to as a problem-solving
paradigm that seeks to create innovations that define ideas, practices, technical capabili-
ties, and products. Through these innovations, analysis, design, implementation, and use
of information systems can be effectively and efficiently accomplished. (Hevner & Chat-
terjee, 2012) Complementary nature of design science and behavioral science research can
be seen in Figure 12.
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Figure 12. Complementary nature of design science and behavioral science research.
Adapted from Design research in information systems: theory and practice, by Hevner &
Chatterjee (2012).
Figure 12 demonstrates that design science research mainly provides a utility that can
be used to develop theories and laws in behavioral science research. On the other hand,
design science research uses IS theories to establish grounding for the research.
Hevner & Chatterjee (2012) highlight the idea that technology and behavior are insepara-
ble both in information systems and in IS research. Truth in the form of justified theory
and utility in the form of effective artifacts are two sides of the same coin. Similarly, the
practical relevance of the research result and rigor of the research performed should be
equally valued (Hevner & Chatterjee, 2012).
The purpose of DSR artifacts is to provide a utility that can be used as a tool to develop a
theory. Information systems research framework presented by Hevner et al. (2004) shows
how the DSR is positioned in relation to the problem domain (environment) and to the
body of knowledge.
Figure 13. Information Systems Research Framework. Adapted from Design Science In
Information Systems Research, by Hevner et al. (2004).
Information systems research framework in Figure 13 shows how the research draws
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knowledge from the knowledge base (behavioral science). The problem domain for re-
search is coming from the environment. The research contributes to the environment in
the form of artifacts to solve practical problems and to the knowledge base as additions to
existing knowledge.
Purao (2002) introduced different maturity levels for DSR artifacts which Gregor &
Hevner (2013) has further refined. Gregor & Hevner described maturity levels in cor-
relation to research artifacts which can be seen from Table 2.
Table 2. Design Science Research Contribution Types
Contribution Types Example Artifacts
More abstract, complete,




















From the model developed by Purao and refined by Gregor & Hevner it can be seen that
instantiations are placed at the lowest maturity level of artifacts. Maturity level 1 artifact
contribute mainly to the environment by providing solutions to practical problems, and
they have somewhat limited contributions to the knowledge base. Maturity level 2 artifacts
provide more generic solutions to the problem, and their contribution to the knowledge
base is higher as the artifact usually is applicable to new problems or problem domains.
Maturity level 3 artifacts are well-developed design theories of the phenomenon under
study (Gregor & Hevner, 2013).
Even though instantiations are at the lowest maturity level of artifacts, they are funda-
mental in the IT field and deemed profound and necessary. Kuechler & Vaishnavi (2015)
give example from aeronautical engineering. Prototypes preceded the full understanding
of physics involved by decades. In fact, the aeronautical engineering knowledge base
was built almost exclusively through prototypes that provided the required utility to de-
velop a complete theory and understanding of the phenomenon (Kuechler & Vaishnavi,
2015).
March & Smith (1995) point out that instantiation sometimes precedes a complete artic-
ulation of vocabulary, models and theories that it embodies. They see instantiations as
an operationalized construct, models, and methods (March & Smith, 1995). The utility
which instantiations provide is necessary for DSR. They enable research to take place in
problem domains that are not yet well understood.
Vaishnavi, Kuechler & Petter (2019) presented adaptation of DSR knowledge contribution
framework initially published by Gregor & Hevner (2013). Framework helps to place the
contribution of the research in correlation to both solution and problem domain maturity.
Framework is presented in Figure 14.
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Figure 14. DSR Knowledge Contribution Framework. Adapted from Design Science
Research in Information Systems, by Gregor & Hevner (2013).
As can be seen from Figure 14, Invention is placed in the quadrant in which the solution
domain, as well as the problem domainmaturity, is low. In other words, inventions provide
new solutions for new problems. Adaptation is placed in the quadrant where the solution
domain maturity is high, but the problem domain maturity is low. Adaptations are a non-
trivial adaptation of known solutions for new problems. Improvements are placed in the
quadrant where solution domain maturity is low, but the problem domain maturity is high.
Improvements provide new solutions to known problems. The final quadrant where both
solution domain, as well as the problem domain maturity, is high is regarded as Routine
Design which is rarely considered as research contribution. (Vaishnavi et al., 2019)
Using the DSR knowledge contribution framework, the contribution of this thesis will
be adaptation. The purpose is to use known solution, in the form of test automation,
to solve new problem of executing production testing for multiple different embedded
products. This work is considered adaptation rather than routine design because based on
earlier implementations of test automation, the support for multiple products has not been
achieved, which indicates that the task is non-trivial.
3.2 Design Science Research Guidelines
Hevner et al. (2004) present seven guidelines for conducting DSR. Following is the list of
the guidelines, a summary of the author’s explanation, and how the guideline is taken into
account in this thesis. Guidelines are repeated in the evaluation section, where guidelines
are reviewed in the context of results provided by design and evaluation.
Guideline 1. Design as an Artifact.
Design science research must produce a viable artifact in the form of a construct, a model,
a method, or an instantiation. (Hevner et al., 2004)
The goal of this thesis is to design and implement a prototype of production test automation
system capable of testing multiple products using the same test assets. The prototype
system is instantiation.
Guideline 2. Problem relevance
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The objective of design science research is to develop technology-based solutions to im-
portant and relevant business problems. (Hevner et al., 2004)
Amount of embedded systems is increasing in the form of new IoT products very rapidly.
Developing and maintaining production testing support for new products is already rec-
ognized as a growing technical challenge at Bittium. It is assumed that other product
manufacturers are experiencing similar difficulties.
Guideline 3. Design evaluation
The utility, quality, and efficacy of a design artifact must be rigorously demonstrated via
well-executed evaluation methods. (Hevner et al., 2004)
Evaluation of prototype is done by using it in its intended purpose. Two example products
will be created using different microcontrollers that are used in actual products. Sensors
and other peripherals are added to example products to mimic actual products. A realistic
production test suite covering required parts of the hardware will be executed for both
products. Results for both products are compared against the test requirements.
Guideline 4. Research contributions
Effective design science research must provide clear and verifiable contributions in the
areas of the design artifact, design foundations, and/or design methodologies. (Hevner
et al., 2004)
Design principles and rationale behind design solutions are documented for the prototype.
These are most likely valuable for others as example solutions to similar problems. The
prototype system itself provides utility back to the practice.
Guideline 5. Research rigor
Design science research relies upon the application of rigorous methods in both the con-
struction and evaluation of the design artifact. (Hevner et al., 2004)
The research will be conducted using design science methodology and following its guide-
lines.
Guideline 6. Design as a search process
The search for an effective artifact requires utilizing available means to reach desired ends
while satisfying laws in the problem environment. (Hevner et al., 2004)
Design solutions were searched from existing literature, and their applicability will be
tested in practice. Problems are documented, and alternative solutions presented.
Guideline 7. Communication of research
Design science research must be presented effectively to both technology-oriented and
management-oriented audiences. (Hevner et al., 2004)
This thesis presents the creation of the prototype system for production testing purposes.
Design and evaluation are present in this thesis. The design of the prototype system and the
prototype itself are aimed at the technology-oriented audience. Description of the problem
domain and its economical impacts are aimed at a management-oriented audience.
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4 Overview To Production Testing Domain
This section gives a short domain overview of production testing, which is the problem
domain in the context of this thesis. First is described the purpose of production testing
and some constraints that apply to it. Different parts of the production testing environment
are introduced, covering both hardware and software components. Lastly, the cost of
production testing is viewed covering both the development and the operational phases of
production testing. Domain overview gives background information about the topic and
context to the research problem.
The overview presented in this section relies partly on lessons learned from earlier expe-
riences. Information related to manufacturing and production testing is often considered
business-sensitive information, which makes describing it somewhat challenging even in
a general sense. The topic needs to be discussed in a general sense to avoid falling under a
non-disclosure agreement. If references from literature cannot be found for the discussed
topic, information is presented based on the author’s own experience or common domain
knowledge. This will be highlighted in the text, but the reader should be critical of such
information.
4.1 Purpose of production testing
The purpose of production testing is to ensure that manufactured units meet the specifica-
tion and applicable standards before it is shipped to the customer (IEEE Std 1505-2010,
2010). Production testing can be viewed as a quality control activity carried out during
the manufacturing process. The aim is to catch defective units before they are sent to the
customer.
There are many reasons why shipping out defective units is harmful. The most important
ones are that it is expensive to fix units after the shipment, and also it has a negative impact
on the brand image, which will cause loss of revenue. (American Society for Quality
website, 2020b)
Defect prevention and inspection have costs of their own so economically good balance
has to be found between testing and the risk of producing defective units. Gupta & Starr
(2014) have summarised the cost of quality based on four different factors:
• cost of inspection
• cost of prevention
• cost of failure
• total cost
Inspection refers to examining if the product conforms to agreed standards. Inspection is
commonly done by sampling instead of inspection of all units.
Prevention involves using conscious strategies to reduce the production of defective prod-
ucts applied to all manufactured units.
Cost of failure includes the costs of fixing or replacing the defective unit and possible
recall of defective units.
The total cost presents the sum of the three aforementioned factors. Figure 15 presents the
previous costs and how they are related to the percentage of defective units.
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Figure 15. Percentage defectives produced versus costs. Adapted from Production and
operations management systems, by Gupta & Starr (2014).
Figure 15 shows that prevention cost and cost of failure are the two most important factors
of the total cost structure. The cost of inspection grows almost linearly together with the
percentage of defective units. The cost increases because a larger amount of units needs
to be sampled when the number of defective units increases. Cost of failure tends to grow
linearly at first but accelerates rapidly when the amount of defectives increases. One
important factor in this is the reputation of the product among customers, which usually
escalates the loss of business. On the other hand, the cost of prevention also grows rapidly
when the amount of defectives is decreased. It is possible that prevention costs become
larger than the cost of failure would be otherwise. (Gupta & Starr, 2014)
Based on the aforementioned cost of quality structure, the cost of production testing, part
of prevention effort, has a significant economical impact. To examine what is included
in the cost of prevention (Figure 15), we observe this through experiences gathered at
Bittium. Testing takes time which increases the production time of a single unit, which
decreases the number of units produced daily. Testing also requires equipment and instru-
ments in addition to manufacturing equipment. Equipment has cost of their own, and they
also require physical space on the factory floor, which adds to the expenses due to space
requirements. Production testing is seldom fully automated, for example, the device to
be tested needs to be manually placed to test fixture and removed from it, so personnel is
needed to carry out the testing.
The cost of production testing at Bittium can be roughly estimated as the sum of time,
equipment and instruments, space, and personnel. However, this only covers operational
costs during the production. There is also the development cost for the production testing
software, production tests, and test automation.
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Figure 16. Cost structure for PTSW and test automation
Figure 16 illustrates that the development of PTSW and test automation has two separate
cost structures at Bittium. Research and development costs before the product enter mass
production and operational costs during it. In practice, development and operational costs
overlap each other as the operational production testing starts already during prototype
production. Development of the PTSW and test automation are still in progress during
early prototype batches. Figure 17 shows how development, operational usage, and main-
tenance are commonly linked in companies.
Figure 17. PTSW and production test automation linked to organizational units.
Figure 17 is abstraction of the basic costs of production test system: development, usage
and maintenance. How the costs are divided between organizational units varies between
companies. The purpose is to highlight that the total cost of production testing also in-
cludes other than operational costs.
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4.2 Differences to normal software development
There is no common standard for production test software, so describing it in a general
sense is not possible. In order to highlight some of the key differences between end-user
software and production test software, this chapter uses production test software developed
at Bittium as an example.
While all the parts of the production testing domain can be viewed as normal software
development, there are some notable changes. One of the key differences is the concept of
the end-user. Commonly software is intended to be used by humans, and the user interface
of how humans can interact with the software and underlying hardware is a fundamental
part of the software development. In production testing, the intended end-user is test
automation. There is a deliberate intention to keep the human interaction at a minimum,
and it has a profound impact, for example, on how the interfaces are designed. In the
production testing domain, the intended user is often highlighted by the use of terms ’end-
user software’ and ’production test software’. End-user software refers to the software
which is installed on the finished product, and production test software (PTSW) refers to
software that is used during the production process.
The software quality criteria described in ISO 25010:2011 and its predecessor ISO 9126
can also be used to evaluate the quality of the production testing software. ISO 25010:2011







Priority of quality factors can differ greatly between end-user and production test soft-
ware. For example, usability usually has high priority in the end-user software, but in
production test software developed at Bittium, it often has the lowest priority. PTSW is
targeted for automation, not humans. Production testing commonly prioritizes reliability,
functionality, and efficiency as its main quality factors.
Another distinct difference between production testing and traditional software testing is
the amount of hardware required to test the manufactured device in different stages of
production. Based on experiences at Bittium, testing starts early in production before the
final assembly of mechanics is started, so there is often a need for specialized fixtures or
adapters so that the test environment carrying out the test can be connected to the device
under test (DUT). DUT is often just a circuit board in the early stage of production testing
before any additional hardware and mechanics are assembled. In addition, there is often
a need for additional instruments so that needed parameters can be measured from the
device during testing. These can be a controllable power source, radio frequency (RF)
signal generator, and various types of sensors.
To carry out production tests in practice requires software both to control the test environ-
ment and the DUT. The software required to control the test environment and instruments
is part of test automation and is described in more detail in later sections.
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4.3 Production testing hardware and software
This section gives an overall view of the hardware and software that are commonly needed
to carry out production testing at Bittium.
4.3.1 Hardware
To communicate with the device under test (DUT) fixture (or ”adapter”) is needed to con-
nect the DUT to the test environment. Power supply and other instruments are commonly
attached to the fixture. The fixture is connected to the test environment that executes the
production tests. Production tests can utilize the instruments that are connected to the fix-
ture as well as the DUT itself. Figure 18 shows common hardware configuration to carry
out tests at Bittium.
Figure 18. Production testing hardware overview
In the Figure 18 DUT is the unit to be tested. It runs the production testing software
(PTSW) that allows the test environment to control and monitor its behavior. PTSW en-
ables the test environment to access hardware components directly in order to control or
to access data from them. These features are hardly ever present in end-user software
because they pose a high security risk. In order for the test environment to communicate
with the DUT fixture is needed to provide required connections and wiring. Additional
instrumentation can be attached to the fixture, power supply, radio frequency (RF) gen-
erator, and different types of sensors. The test environment executes the test suite that
contains individual test cases. Each test case can control and gather data from the DUT
by sending commands to it via the communication channel provided by the fixture. The
test environment analyses the result of the test and gives a verdict for each test case exe-
cuted. Test execution is logged and reported during execution. Test results are sent to test
server.
4.3.2 Software
All the hardware components shown in Figure 18 are also running some software, with
the possible exception of the fixture. The fixture usually has simple commands, for ex-
ample, to open and close mechanical jaws. These commands can be sent via a software
interface, but they can also be controlled electronically without the need for additional
software.
Instrumentation is usually running vendor’s proprietary software, but there is normally
some standard interface that allows controlling the instrumentation programmatically.
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DUT is running the PTSW, which allows the test environment to access many internal
features that are not normally exposed in the end-user software. For example, to read re-
stricted memory addresses or to change register values. PTSW does not normally do any-
thing unless it is specifically instructed. PTSW provides access to the hardware through a
command interface. The purpose of the PTSW software is to allow the test environment
to control the DUT and to collect data from it.
In the production test automation context, the test environment usually is themost complex
software-wise based on the author’s own experience. It is running an operating system
for the common tasks, automation software that takes care of execution of the test suite,
software that controls the instrumentation attached to test fixture, and possibly software
that analyses the gathered data to produce pass-fail verdict for each test case. It also has
networking capabilities to store test reports in the test server. The purpose of the test
environment is to execute a set of production tests, the test suite, and to report the test
results.
Test automation software is needed to execute the test suite. The test suite is a collection
of individual test cases. Each test case can control the DUT and instruments that are
connected to the test fixture. Test cases can also control additional instrumentation and
gather measurement data from them. After the needed data from the test case is collected,
it can be passed to an analysis program that produces a pass-fail verdict for the test case.
Figure 19 shows how the work between the test suite and the test case is normally divided
in production testing domain.
Figure 19. Role of test suite and test case
FromFigure 19we can see that the test suite is just a collection of individual test cases. The
test suite is created normally based on some logic behavior, feature, or possibly production
phase where closely related tests are collected to larger sets. The test environment can
execute any number of test suites depending on how they were organized. Each test suite
consists of one or more test cases. Test case focuses on carrying out one well-defined test
procedure and verifying its result. The production test automation system designed in this
thesis will use both test suites and test cases to carry out testing in practice.
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4.4 Automation level
When discussing functional or dynamic testing, which is a large part of production testing,
literature often cites that a high level of automation can be achieved. Nevertheless, liter-
ature also mentions that full automation is not often feasible or it is not worth pursuing in
order to spare the automation team from additional work (Alsmadi, 2012). There is a pro-
found difference in developing test automation for software testing or versus production
testing purposes.
For production testing purposes high automation level must be achieved to carry out func-
tional tests in a mass production environment. The difference between a moderate and
high level of automation is not insignificant. To clarify the difference between different
automation levels following example is given based on common requirements for such
test case in the production testing domain.
Example - Take picture with mobile device
• verify that flash light is detected
• verify that image file is available
The example given above is pretty easy to automate to a moderate level of automation.
Test automation runs the test and then asks a yes-no style question from the user ”was the
flashlight detected”. Everything else except the answers to the questions can be automated,
thus achieving a moderate level of automation.
For production testing purposes, the user input is not possible. It would in effect, defeat
the purpose of automating the aforementioned test in a mass production environment. In-
stead, the detection of flashlight could be implemented by adding a light sensor to test
environment. Selected additional instruments must be controlled during testing, so timing
and synchronization between instruments and test case must be configured, and the data
from instruments must be read and analysed. Also, limits for accepted light color, bright-
ness, and duration need to be configured. The effort going from a moderate automation
level to a high should not be underestimated. It is often the most time-consuming part of
functional test and test automation development (Fewster & Graham, 1999).
Based on the author’s experiences in production, tests that cannot be executed without hu-
man interaction are mostly regarded as unusable. Running the aforementioned test without
human involvement is possible, but the full automation level is not yet achieved. The de-
vicemust be placed into the test adapter and removed after testing. For consumer products,
the physical manipulation of the device to test adapter is rarely automated. Instead, it is
done by test personnel (operators). So even if the testing process itself does not require
human involvement, the ”pre” and ”post” phase probably will. For some products (espe-
cially those which are manufactured in very high quantity), the high level of automation is
not enough. This means that also the physical manipulation of the device under test must
be automated in order to achieve full automation level.
4.5 Cost of production testing
This chapter describes how the cost of production testing is formed at Bittium. The re-
search problem is related to this context.
Production testing costs include hardware and software costs. Hardware costs are some-
what fixed: acquisition and maintenance costs. Hardware costs are not in the focus in this
thesis. The main software costs come from developing the PTSW software, test cases to
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be executed during production, and the test automation software that controls the test en-
vironment to perform the test cases. This thesis focuses on the development of test cases
and test automation framework but not on the development of PTSW.
Production testing software (PTSW) is the software that is running inside the device that
is tested. The purpose is to allow the test environment to control the device via external
commands and monitor and collect data from the device during testing. PTSW is tightly
bound to the product hardware, and for this reason, it is not directly portable for the new
hardware platform. Porting PTSW for new hardware usually requires that the hardware
abstraction layer (HAL) be rewritten to facilitate new hardware. If the command interface
is directly coupled to hardware without a proper abstraction layer between command in-
terface and hardware, it might require that the whole PTSW needs to be rewritten. This is
especially true if there are no common guidelines for the command interface.
4.6 Software development costs
This chapter describes how the software development costs of production are formed at
Bittium. The research problem is related to this context.
If there is no common interface for the project&hardware, then each project usually creates
its own interface that is specifically tailored for the hardware they use. This makes porting
the PTSW to new hardware extremely difficult and leads to a situation where PTSW is
developed ’per’ product. This single system development approach leads to the situation
that is described in the SPLE literature section (Figure 11) where accumulated develop-
ment cost rises by a constant amount with each new product. If PTSW code cannot be
reused in a meaningful way for new product, the development will cost roughly the same
regardless of whether previous products have already developed from the same hardware
platform or not.
Suppose the command interface defined in PTSW changes from product to product, so
must the test automation implementation change to support the command interface. Test
cases must be updated to match the interface defined in PTSW. Usually, updating just the
commands used to control DUT is not enough because the functionality of the commands
is also different, so the test logic as a whole needs to be reconstructed. This means that
both test automation and test asset are tied to certain PTSW interface, and it is not portable
from product to product.
Lack of a common interface between PTSW and test automation leads to a situation where
the development of PTSW and test automation needs to be done per product. Each new
product has to cover the costs of development as there is very little that can be ported
between different products. This is the problem of single system development which Pohl
describes in his book: each new product has to cover the fixed cost of PTSW and test
automation development (2005). Figure 20 demonstrates the situation when PTSW and
test automation are developed per product using a single-system approach.
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Figure 20. Test automation developed per product
As can be seen from the Figure 20 test automation needs to be duplicated for each product
as each of the products uses its own PTSW and interface. The production testing general-
ization effort at Bittium tries to find a solution for this trend. From the product perspective,
Figure 20 might seem a natural way of working; each product creates and uses its own test
automation system. However, the reality of product development is that when the prod-
uct enters mass production, the development team, including the test automation team, is
transferred to new tasks, and the test automation is moved to the maintenance team. The
maintenance team rarely works only on one product at a time. They may have several
different products simultaneously in production. Looking figure 20 from the maintenance
perspective seems terrifying as every new product will increase the work of the main-
tenance team. In the worst case, the different test automation systems have nothing in
common, which means that each test automation system requires unique product-specific
knowledge. The ever-growing amount of test automation systems will eventually become
unmaintainable.
4.7 Effort to increase software reusability
There are manymethods in literature to increase the reusability of the software. This thesis
focuses on SPLE that is initially recognized as a possible solution to increase the reusabil-
ity of software resources. One of the identified problems from the initial analysis was
the lack of a common interface between test automation and PTSW. A common interface,
from now on called PTSW API, allows to communicate with different products using the
same command structure. This makes it possible to create a system where a single test
environment is capable of testing multiple different products, as demonstrated in Figure
21.
35
Figure 21. Test automation using common PTSW API
Figure 21 highlights the importance of common language (the API) between test au-
tomation and device under test (DUT). PTSW API does not automatically guarantee high
reusability between DUT and test automation but makes it achievable. Development of
PTSWAPI was already started before the work in this thesis. Development of PTSWAPI
is not in the scope of this thesis. However, it is required that the proof of concept (PoC)
developed in this thesis must use the current version of the PTSW API.
PTSW API in Figure 21 is also a simplification of the practical reality as the hardware-
specific configuration, such as memory addresses and I2C addresses, need to come from
somewhere. This means that in order to execute the same test for multiple different hard-
ware platforms, the test must be adapted dynamically for the used hardware. This can
be achieved by separating hardware specifics from the test logic. Adapting the test case
dynamically for specific hardware is in the focus of the creation of PoC in this thesis.
The goal of PoC is to execute the same test case for multiple different hardware platforms
by adapting the test case dynamically, using hardware configuration as parameter for the
hardware being tested. In other words, the PoC created as a part of this thesis is an attempt
to implement the system shown in the Figure 21 in practice.
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5 Design
This section presents the design for the prototype test automation system developed in
this thesis. First, there is an overall description of the problem to which the solution is
searched for. Possible economical effects are also mentioned even though they are not in
the scope of this thesis, but they provide insight into problem relevance. After the problem
description, the design is presented in a top-down manner. Starting from the test automa-
tion system architecture, then presenting methods on how the choose what to test and how
to test it. Design continues to construct test suites, and lastly, the design of individual test
cases is presented. Implementation is described when there is a reason for it. For example,
if unexpected difficulties were encountered, new or interesting solutions were discovered,
or implementation highlights where the design succeeded well or poorly.
5.1 The Problem
The problem described in this section is based on the author’s and colleagues experiences
in the production testing domain in recent years. A rapidly increasing number of new
products entering production creates technical challenges for production testing to keep
up. This section tries to clarify the background for this trend.
The development of a new product starts with designing the hardware. When schematics
for the new hardware are ready, the prototype version is usually built using development
kits and other peripherals. The prototype is built to verify the hardware design and to
function as an early version of the target hardware for software development. Low-level
software features are implemented first. Parts that directly interact with the hardware,
bootloader, drivers, kernel (if used), and so on. After essential parts of low-level soft-
ware features are implemented, the actual product software development begins. Product
software is synonymous with end-user software. PTSW and PT automation development
usually start relatively late compared to end-user software, and commonly PTSW is based
on the end-user software. End-user software is forked to create the PTSW, to expose ac-
cess directly to hardware which is prevented in the end-user SW. Tests are designed and
implemented when new features are added to PTSW, little by little. When there is func-
tioning end-user software, PTSW, and test automation, production can begin. Following
Figure 22 show the development phases needed before entering production.
Figure 22. Development phases before production. PTSW based on end-user SW.
In practice, the development phases overlap with each other, but there is apparent linearity
similar to what is presented in Figure 22. PTSW development can start when there is
enough functionality in the end-user software, and automation development can start when
there is an initial version of PTSW, which allows communication with the device. Figure
22 highlights that before the product can enter production, all of the development phases
need to be completed. Development phases cannot start simultaneously because each
requires some output from the previous phase. It is hard to shorten the development time
needed before production because of this.
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The logical first step is to separate the production testing from the end-user software as
they have very little in common. After the hardware is designed, the product team can start
implementing drivers and other low-level software features to allow the end-user software
development to begin. Simultaneously the implementation of hardware abstraction layer
for production test software (PT-HAL) can begin.
Figure 23. Development phases before production. PTSW separate from end-user SW.
Figure 23 shows that after hardware design is ready, the production testing and product
development can begin simultaneously. This is possible if they are separated from each
other. In addition, there is no longer a need to follow the API’s used for end-user software,
which allows using API designed specifically for production testing purposes. Such an
API is demonstrated in figure 21 on page 36.
Based on the common API the PTSW and automation can be reused from previous prod-
ucts given that the required PT-HAL layer is implemented. This would mean that the
required production testing software and automation are ready for production right after
the PT-HAL is implemented. It is understood that in practice, there would be a need to
adapt PTSW and/or automation to support product-specific features. The adaptation effort
compared to developing both from scratch would be significantly lower. The needed adap-
tation would likely happen well before end-user software is ready for production.
If focusing strictly on production testing efforts during the manufacturing, it can be argued
what would be the benefit to have PTSW and test automation ready before the actual end-
user software. There are several reasons, and they are not apparent at first.
Often the end-user software is targeted to be ready when the product enters the mass pro-
duction. However, mass production is rarely the first time the product is manufactured.
There are usually one to three RnD and development builds (manufacturing batches) be-
fore actual mass production is entered. The purpose of these early builds is to produce
a viable amount of prototype devices for the product verification process, development,
and verification purposes. Production testing of these prototype devices could be consid-
ered vital, as the product verification process depends on them. If faulty units are passed
to product verification and development purposes, they can skew the development and
verification process significantly. It benefits products development if PTSW and test au-
tomation are already used in these development builds.
In addition to testing the prototype devices in development builds, it also enables to gather
real test and measurement data from the device during manufacturing. This data forms the
base on which the test limits and requirements for mass production are based on. If test and
measurement data cannot be gathered during development builds, then it must be gathered
during PTSW and test automation development. The development test environment usu-
ally differs from the one used in manufacturing, and also the number of devices available
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for testing is lower. It is common that if the development build produces 100 devices,
the production testing development team will get realistically 1-10 devices of that batch
for development purposes. This means that test and measurement data on which the mass
production requirements are based on would be gathered using less than 10% of devices
manufactured during the development phase.
In practise, it is also discovered that PTSW and test automation can be valuable in hard-
ware development and other types of testing which the product has to go through, for
example to get the European Conformity (CE) certification. Examples of other tests that
the product usually needs to go through are environmental tests (heat, cold, chemicals),
physical tests (drop tests, mechanical forces) and EMC testing (immunity to RF emission
and emission levels) (European Comission website, 2021). Both the hardware develop-
ment and the other type of product testing mentioned above need a way to confirm that the
device is still operational. This can be achieved using end-user software but based on ex-
perience, that is much harder. PTSW is suited for this purpose, and running the production
tests is easy because automation is made for it.
The reasons mentioned above suggest that finishing PTSW and test automation devel-
opment as early as possible would benefit product development. Using the PTSW and
test automation, the products verification process is easier to carry out, devices used in
end-user software development would be more thoroughly tested, and more of test and
measurement data could be gathered for mass production beforehand.
Another reason for using generic PTSW and test automation development instead of prod-
uct specific approach is the economical factor. When PTSW and test automation are sepa-
rated from the end-user software development, common PTSW API can be used between
device and test automation communication. This enables reusability of test assets from
product to product, given that the required PT-HAL is implemented for each new hard-
ware platform. Figure 24 is simplification of the core concept.
Figure 24. Cumulative cost of PT development using different development strategies.
The effort of each step is presented in a similar size. It is safe to say that effort for PT-
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HAL implementation is less than implementing full PTSW, but it is hard to estimate by
how much. Also, initial effort of generic PTSW and automation is much higher compared
to product-specific. Regardless, the point of the cumulative figure is to show growth over
time. Option a) in Figure 24 grows faster than option b). Figure 24 can be compared to
Figure 11 shown in SPLE Literature section (p.20). Both figures show that the generic
approach will have a higher initial cost, but the cost will be lower over time compared to
the product-specific approach.
5.2 Test Automation Architecture
Test automation architecture is based on a generic software testing framework presented
by Alsmadi (2012). As was mentioned in the literature section, the purpose of automation
is not to fully replace humans from the process but to decrease human involvement to
a practical minimal. In the scope of the production test automation framework, we can
focus automation effort on processes where it makes the most sense. For example, the
process of building formal model can be done manually. Figure 25 shows the areas where
the automation efforts in this thesis are focused on.
Figure 25. Generic software testing framework by Alsmadi (2012), divided for manual
process and automation process
As Figure 25 shows, creation of the formal model, generation of test inputs and expected
output is not part of automation effort, yet they are still included as part of a design for test
automation framework. Model, expected inputs, and outputs are needed for automation.
Test commands require input, test outputs are compared to expected outputs, or test limits
that are defined based on the model. It can be summarised that the formal model in Figure
25 forms the test requirements. Test oracle, in this case would be a person or persons
defining the limits for measurements, deciding the scope of testing, and in some cases
verifying the test result if it cannot be automated. Design guidelines and the process of
defining test requirements are described in the next chapter.
The target for actual prototype implementation covers the system capable of running the
production tests, including connection to DUT and to test instruments, and comparing the
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results against predefined outputs or limits to generate test result report. The system must
be able to determine if results did meet the test objectives in another word decide if the
tests passed or failed.
Based on the description above the required functionality can be summarised in more
detail:
• Test runner. Ability to define test suites and to execute individual test cases
• Allows creation of sub processes to handle communication to DUT and instruments
• Allows use of external software to analyse test results
• Ability to define pass/fail criteria for test cases and test suites
• Test result generator for executed test run
Requirements for test automation framework in this thesis were not very restrictive, re-
quired functionality can be found in a plethora of existing software testing frameworks.
These frameworks usually offer much more than what is needed for a prototype system,
such as management and development tools of test cases and test suites. They offer
pre-configured communication protocols such as Visual Instrument Software Architec-
ture (VISA), General Purpose Interface Bus (GPIB), Universal Serial Bus (USB) to be
used to control instruments and test report output formatter to mention few.
Based on the requirements set for the test automation framework, the open source Robot
framework was selected to provide the core functionality. Robot framework is Python
based, it is available from Python Package Index repository (PyPI), and installation takes
only a few minutes. Robot framework is very extensible, and it also allows to modify the
existing core functionality (Robot Framework, 2021). For these reasons, Robot framework
has gotten a lot of traction in recent years, and it has grown to be one of the major software
testing frameworks used by industry.
The light-weight nature of the framework and the fact that everything is runnable from
the command-line without a graphical interface make it well suited for automation devel-
opment. Test server can be installed for example, on Raspberry Pi and operated via Se-
cure Shell (SSH). These kinds of headless servers (computer without monitor, keyboard,
mouse, or other peripherals) are an emerging trend in production testing.
5.3 Process of defining test requirements for production testing
Requirements form an essential part of production testing. As was previously mentioned
in the Literature section by Myers et al. system testing is impossible without a set of writ-
ten and measurable objectives for the product (Myers et al., 2012). For production testing
(a subcategory of system testing) measurable objectives dictate the scope of testing and
criteria for the test verification. Standards form additional test requirements for product.
Standards commonly offer measurable criteria for different levels of standard or accep-
tance criteria in overall. Production tests must cover all of the test requirements, including
those defined by standards, one way or another.
While the definition of test requirements is not part of automation in this thesis, it is still
a fundamental part of test automation framework that cannot be ignored from the de-
sign.
For production testing, the main source for requirements is the hardware schematics and
specifications. Production testing is limited to verifying the manufacturing process of
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the product (QC), not products behavior in its intended environment (QA). Furthermore,
requirements must be measurable or otherwise unequivocally verifiable. The only reliable
source for this information comes from hardware specification and schematics.
Before proceeding further, the hardware used in this thesis is described. Hardware speci-
fications for selected components and the schematics of how they are connected are used
later to define test requirements.
5.3.1 Design of example products
This section shortly describes the hardware that was used as a target for production testing.
Target hardware itself or its design is not in the scope of this thesis. Description of the
hardware is presented to help the reader to understand the context in which the production
tests are performed.
Example products were created to mimic actual products without the burden of non-
disclosure agreements. Microcontrollers and peripherals were selected based on actual
products designed on Bittium, but there is no actual behavior planned for the product in
addition to demonstrating basic functionality of the hardware.
Design for products were based on the general description of the embedded system given
by Xiao in the Section 2.4 at the page 18. The example products have peripherals that
provide input for the microcontroller and allow the microcontroller to send output.
For input devices, a press button, a real-time clock (RTC), and air quality sensor were
selected. Button is connected via General-purpose input-output (GPIO), air quality (tem-
perature, humidity, pressure, and gas) sensor with serial peripheral interface (SPI) and
RTC clock using I2C interface. Output devices have LED connected via GPIO, 7-segment
display connected using I2C interface, and organic LED (OLED) display connected to
SPI interface. For the communication interface the Universal Asynchronous Receiver-
Transmitter (UART) was chosen. Components are summarised in Table 3.
Table 3. Main components summarised by their interface and purpose
Interface Component Purpose
UART Serial communication Communication
GPIO Button Input
I2C RTC clock Input
SPI Air quality sensor Input
GPIO LED Output
I2C Seven segment display Output
SPI OLED display Output
Parallel to this study, another thesis was conducted focusing on the software used in the
device during production testing. In his thesis Reusable firmware for IoT device produc-
tion testing Sankila studies the implementation of the PTSW for new hardware platforms
(Sankila, 2021). As our studies were aligned, some collaboration was done to advance
our work further. This thesis uses the same example products that were constructed dur-
ing Sankila’s own study. Required adaptations to the production test software were also
made by him. For example, one of these adaptations was the implementation of the SPI
interface for the OLED display and air quality sensor.
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First of the example products represents low-end microcontrollers with a limited amount
of processing power, memory, and connections. First example product is based on the
NXPR LPCXpresso812-MAX Board. Second example product represents high-end mi-
crocontrollers with higher processing power, memory, and connections. Second example
product is based on NXPR MIMXRT1010-EVK board. The main features of the used
example products are summarised in Table 4.
Table 4. Main features summarised for example products.
LPCXpresso812-MAX MIMXRT1010-EVK
Arm Cortex-M0+ Core Arm Cortex-M7 Core
30 MHz clock speed 500MHz clock speed
4 KB RAM 128 KB RAM
- 64 KB ROM
16 KB flash memory 128 Mb QSPI flash memory
I2C, SPI, GPIO, UART I2C, SPI, GPIO, UART
Selected components can be wired to both example products, even though low-end plat-
form imposes some restrictions for OLED display testing. After the selection process was
done, components were wired to evaluation kits to function as example product.
5.3.2 Defining test requirements
When the product hardware schematics and component specifications are available, the
test requirements can be defined. First, the functionality to be tested should be defined.
Functionality to be tested should reflect the intended usage of the product. Most critical
parts of the design should be recognized as this helps to prioritize production testing. After
functionality to be tested is defined, schematics are studied to find which components are
needed to provide the functionality and how these components can be tested.
For example products the intended usage was not defined. Even though the end-user soft-
ware is never meant to be implemented for these products, the intended usage is important
for defining test requirements. In order to specify test requirements, later on, the intended
functionality listed in Table 5 was defined. The intended usage of example products is a
simplified version of what the usage of actual products would be, but it covers much of
the same functionality of the components that are used in real products.
Table 5. Functionality of the example product defined.
no Functionality
1. LED should turn ON when Button is pressed
2. LED turns OFF when Button is not pressed
3. Seven segment display shows the time retrieved from RTC clock
4. OLED display shows the temperature, humidity, air pressure and carbon
monoxide values
Table 5 summarises the intended functionality of the example product. From this function-
ality, we can define test requirements. To cover the intended behavior all the components
of the product must be tested. This is usually the case as the hardware seldom contains
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unused components. In the case of example products, each component can be directly
accessed from the MCU, which simplifies testing. This is not always the case as some
components are rarely connected to the MCU directly. Instead they are connected to an-
other component. For example, RF antenna is rarely connected to MCU, instead, it is
connected to the modem. In this case, the antenna must be tested indirectly, for exam-
ple, measuring the transmission (TX) signal strength from the modem. Measurement, in
this case, would be done using external instrumentation, as the signal strength cannot be
measured from the device itself. Before production, the limits for signal strength are set
based on the earlier measurement results both with and without the antenna. In the case
of example products, the indirect tests are not needed as all the peripherals are connected
directly to MCU.
To cover the features of intended usage the production tests must verify the following
hardware functionality.
Table 6. Functionality to be tested from example product.
no Functionality to be tested
1. Button On/Off state
2. LED On/Off state
3. RTC clock can be started
4. Value of the RTC clock can be retrieved
5. Temperature, humidity, pressure and carbon monoxide value can be retrieved
from the air quality sensor
6. Each segment of seven segment display can be turned on and off
7. Each pixel of OLED display can be turned on and off
Table 6 summarises the functionality to be covered with production tests, and it forms a
fundamental part of test requirements. Production tests aim to cover 100% of the hardware
schematics, but that cannot always be achieved. For example, device might not have
required test points on its circuit board to connect instruments for measurement, and signal
cannot be measured inside to component to be tested. In these cases, indirect testing is
used. Indirect testing simply means: if component A is working and it is dependant on
component B, therefore also component B must be working. There are limitations on
how long testing can take, what testing equipment is available, and so on. Production
tests should be prioritized based on the most critical behavior of the product, and this
information should also be included in test requirements. Overall test requirements try to
answer the question of what should be tested.
5.3.3 Designing test cases based on hardware schematics
When test requirements are known, the next thing is to define how the testing should be
conducted. The answer to this question should be based on the hardware schematics: what
is the simplest way to verify that component is operational?
Testing almost always starts with verifying that the device can be turned on and there are
no short circuits. The ”power up” test is pretty self-explanatory. The power supply unit
is used to feed desired voltage, and current is monitored to detect short circuits. If power
consumption stays within predefined limits, the testing continues to test the MCU. Short
circuit and the power-up tests are not related to production testing effort in the scope of
this thesis, so they are not presented in the test requirements.
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MCU is the logical first component to test as it is the component needed to communicate
with the device. Internal functionality of the MCU is already tested by the MCU manu-
facturer, so the production test usually just tests if communication can be established with
the device or not. If the communication with the device succeeds, it is assumed that the
MCU is operational. Only after the communication with the device is established can the
testing proceed to other components.
Themethod for how the test cases can bemapped from the schematics can be demonstrated
by looking, for example how the I2C sensor could be tested. This method is commonly
used to design production tests, albeit the author of this method is not known. This method
can be considered as common knowledge in the production testing domain. As already
stated, the schematics guide the test design, so we need to look at how the sensor is con-
nected to the MCU. Example schematics is presented in Figure 26.
Figure 26. Example schematics for I2C sensor.
Figure 26 is simplified schematics of MCU, pull-up resistors connected to the bus, and
I2C sensor module to make it easier to demonstrate the process how testing of the sensor
should proceed. In order to communicate with the sensor, connection to the MCU has
to be established first. MCU is the only way we can access the sensor itself. We have
to also consider the pathway (bus) from MCU to the sensor, the actual wiring of these
components. If the bus is not operational, the communication between MCU and sensor
will not succeed even though the sensor itself might be functioning correctly. Figure 27
shows how the testing expands from the MCU outwards.
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Figure 27. Test phases expanding from MCU towards sensor.
Figure 27 demonstrates how testing proceeds based on example hardware schematics.
First testing phase is to ensure that MCU is operational and the communication with the
device is working. This also covers the short circuit test mentioned before. The second
phase is to verify if the connection (bus) between MCU and sensor module is functioning
properly. The bus is not always testable, but the pull-up resistors connected to it make
it testable in this example. If there were no pull-up resistors, the only way to verify if
the bus is operational is to try to communicate with the sensor. If the communication
succeeds, then also the bus must be operational. But if the communication fails, either
the bus is not operational, or the sensor is not operational. For this reason, the bus should
be tested separately from the sensor if possible as it would pinpoint the problem more
accurately.
It is not obvious how the bus can be tested using the pull-up resistors, so short overview
of the test is given here. MCU pins 4 and 3 are configured as serial data (SDA) and serial
clock (SCL) when communicating with the sensor. But these pins can be configured as
general-purpose input-output (GPIO) pins also. If both pins are configured as GPIO inputs
and the value of the pins is read, they both should be high as the pull-up resistors should
pull the GPIO state up. If either of the pins is low it is likely that the wire is cut or the
pull-up resistor is not connected. In this case, testing the sensor does not make sense as
the problem is identified before the sensor is reached.
The third phase is to communicate with the sensor. Commonly the module id register is
read first. Id register has a static value that is easy to verify against the sensor specification.
If reading the id register succeeds, then the actual sensor value is requested. Verification
of the sensor value happens against predefined limits.
The above-mentioned method was applied to all components on the example product to
reveal how each component can be tested. Following Table 7 summarises the planned
tests based on the schematics and component specification to cover needed functional-
ity. Production tests must be designed to cover all of these tests during test automation
run.
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Table 7. Planned tests based on test requirements.
no Component Test Interface
1. LED Turn on test GPIO
2. LED Turn off test GPIO
3. Button Press test GPIO
4. Button Release test GPIO
5. RTC clock Pull-up resistors test GPIO
6. RTC clock Get id register value I2C
7. RTC clock Set time I2C
8. RTC clock Get time I2C
9. 7-segment display Pull-up resistors test GPIO
10. 7-segment display Get id register value I2C
11. 7-segment display Turn all segments on I2C
12. 7-segment display Turn all segments off I2C
13. Air quality sensor Get id register value SPI
14. Air quality sensor Get temperature value SPI
15. Air quality sensor Get humidity value SPI
16. Air quality sensor Get pressure value SPI
17. Air quality sensor Get carbon monoxide value SPI
18. OLED display Get id register value SPI
19. OLED display Turn all pixels on SPI
20. OLED display Turn all pixels off SPI
Each component of the example product was studied individually, and planned test cases
were added to Table 7. When planning test cases, the verification of the test result was
considered but left still open, it is oftenmore productive to first concentrate on what should
be tested and how and then focus on the verification method. If tests are planned based
on what verification methods are available, it has a tendency to skew the test case de-
sign. Next, the verification method is considered for each test case, and initial acceptance
criteria are set. Both the verification method and criteria are subject to change during
product development. Previously collected data is valuable in order to set limits for mea-
surements.
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Table 8. Verification for planned tests.
no Test Method Criteria
1. Turn on test Visual LED on
2. Turn off test Visual LED off
3. Press test Value Matches schematics
4. Release test Value Matches schematics
5. Pull-up resistors test Value Matches schematics
6. Get id register value Value Matches specification
7. Set time Exit code Verify that operation succeeded
8. Get time Value Set time + elapsed time in seconds
9. Pull-up resistors test Value Matches schematics
10. Get id register value Value Matches specification
11. Turn all segments on Visual All segments on
12. Turn all segments off Visual All segments off
13. Get id register value Value Matches specification
14. Get temperature value Value 18-30 celsius
15. Get humidity value Value 50-80 %
16. Get pressure value Value 1005-1020 hPa
17. Get carbon monoxide value Value 0-5 ppmv
18. Get id register value Value Matches specification
19. Turn all pixels on Visual All pixels white
20. Turn all pixels off Visual All pixels black
Table 8 presents what is the planned verification method for each test and on what the
acceptance criteria is based on. Acceptance criteria are based primarily on hardware
schematics and component specification. Actual values for specification and schemat-
ics are not presented here as they offer little insight. Visual inspection is used to verify the
tests for LED (1-2), 7-segment display (11-12) and OLED display (19-20). Limits for air
quality sensor values are set based on the normal readings measured indoors. Information
is taken from Finnish Meteorological Institute website (2021).
Acceptance criteria can be loose at the beginning of the development, and it can be tight-
ened over time. Even the loose acceptance criteria force the test requirement designer to
think about the test result verification. If the verification is ignored altogether, it poses
difficulties during test implementation. As already mentioned Myers et al. has stated that
system testing is impossible without a set of written and measurable objectives for the
product (Myers et al., 2012).
5.4 Test order
Test order can have a significant impact on test execution time which in return affects pro-
duction testing efficiency. Execution times are not nearly as important during develop-
ment as they are when entering mass production. For high-volumemanufacturing batches,
fraction of second are significant. There are several different ways how the test order can
impact the test execution time.
If test case setup or teardown requires time, ordering test cases in a way that requires a
minimum amount of setups and teardowns to be executed optimize time taken by them.
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This kind of ordering is important to optimize the time it takes for a fully functional device
to pass all test phases. In addition to this, there is attempt to catch faulty devices as early
as possible from the test process. So tests can also be ordered by failure likelihood based
on design, statistics, and existing manufacturing data. Optimizing the test order should be
considered from these two points, what is the quickest way for the functional device to
pass testing and what is the quickest way to capture a faulty device. Optimization based on
functional devices is easier. It can be tested in practice using so-called golden units, which
are known to be fully functional. Optimization based on faulty units is more complex as
there is always the variable of which component is faulty. Statistics help with this, once
available.
In production testing, there are stronger dependencies between test cases compared to tra-
ditional software testing. In fact, software testing actively tries to minimize dependencies
between test cases, for example by using random test ordering to reveal hidden dependen-
cies. In production testing, this is not feasible as there is always dependency on the target
hardware. In most cases the tests should be executed in the same order as they were de-
signed, demonstrated in section 5.3.3 in figure 27 (p.46). Tests can be freely ordered given
that other testable components and pathways on route to target component are tested first.
For example, in order to run RTC clocks Get time test, the pull-up resistor test (7) and id
register read (8) should be run first. In addition, to verify the returned time reliable the Set
time test (9) should be executed beforehand to compare time against a known value. Be-
cause of the dependencies between test cases, they cannot be ordered individually, rather
they should be ordered as sets.
Two commonly known search strategies can be applied in the production testing context
to order testing. They are known as breadth-first (BFS), and depth-first (DFS) search
strategies, and they are shown in Figure 28.
(a) Breadth-first (b) Depth-first
Figure 28. Testing order presented by Breadth-first and Depth-first
Figure 28 demonstrates testing of three I2C sensors using breadth- and depth-first strate-
gies. In breadth-first strategy, testing expands from MCU as waves, pull-up resistors for
all three sensors are tested before the first sensor is tested. In a depth-first strategy each
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sensor is fully tested, including pull-up resistors before testing continues to the next sen-
sor.
Which strategy fits better is heavily impacted by the hardware design. In some cases the
depth-first strategy can reduce the amount of needed test setup and teardown phases. If
there are multiple components connected to the same bus, the breadth-first strategy might
be a better approach. The test-order optimization is usually relevant when product is near-
ing the mass production phase. Test ordering in the scope of this thesis is not important.
The depth-first strategy is used in this thesis to order tests as it resembles the process of
how the test cases were designed from the hardware schematics, presented in Figure 27
(p. 46).
5.5 Test suite design
The role of a test suite is to order testing in practice. Test suite is also a way to collate
similar tests, for example, those that have dependencies between them, as was discussed
in the previous section. Test suites can include other test suites and test cases. For this
reason, one test suite can be used to order testing at the high level and other test suites to
order test cases that have dependencies between them.
Test cases presented in Table 7 were divided to test suites based on the interface they use
and dependencies between test cases.
Table 9. Planned tests divided to test suites.
Suite Component Test Interface
1. LED Turn on test GPIO
1. LED Turn off test GPIO
1. Button Press test GPIO
1. Button Release test GPIO
1. RTC clock Pull-up resistors test GPIO
1. 7-segment display Pull-up resistors test GPIO
2. RTC clock Get id register value I2C
2. RTC clock Set time I2C
2. RTC clock Get time I2C
3. Air quality sensor Get id register value SPI
3. Air quality sensor Get temperature value SPI
3. Air quality sensor Get humidity value SPI
3. Air quality sensor Get pressure value SPI
3. Air quality sensor Get carbon monoxide value SPI
4. 7-segment display Get id register value I2C
4. OLED display Get id register value SPI
5. 7-segment display Turn all segments on I2C
5. OLED display Turn all pixels on SPI
5. 7-segment display Turn all segments off I2C
5. OLED display Turn all pixels off SPI
Table 9 divides test cases into six separate test suites, and the number of test suites indicates
in which order those test suites are planned to be executed.
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Test suite 1 is a collection of all GPIO tests, including the RTC clock and 7-segment display
pull-up resistor tests. LED, button, and both display tests require input from human as
their automation in the scope of this thesis is not feasible. First LED is turned on, and
the user is asked for verification if the LED is turned on. After the LED is turned off,
and user is prompted again to verify if the LED is turned off. Then user is instructed to
press the button. The state change of the button press and release can be detected directly
from the device, so user verification is not needed. After the button is pressed, testing can
continue automatically. Pull-up resistor for both I2C modules is checked to verify the bus
functionality.
Test suite 2 contains RTC clock tests ordered based on their dependencies. First, the id reg-
ister value is checked, after which the time is set, and clock started. Then the time is read
back and verified against the time set plus elapsed time since the clock was started. Suite
2 does not contain other components, so that test suite can be ordered later in sequence.
Only restriction for reordering is that suite 1 must always be before suite 2.
Test suite 3 is similar to suite 2. First sensor id register is read, and then values for each
integrated sensor are read. Values are checked against normal atmospheric values in in-
doors.
Suite 4 contains module id read tests for both display units. It is meant to verify that both
displays are connected correctly. Suite can be reordered as long as suite 1 is run before
it.
Suite 5 contains display tests that require verification from the user. All the segments from
the 7-segment display and pixels from the OLED display can be turned on simultaneously
so that they can be checked at the same time. As last test both displays are turned off, and
user is prompted to verify that they have been switched off.
5.6 Test case design
Individual test cases follow the Four-Phase Test method. Each test has setup, exercise,
verify, teardown phase (Meszaros, 2007). Used Robot framework allows defining setup
and teardown functions for individual test cases and test suites which allows controlling
test execution on both levels. The purpose of setup and teardown is to guarantee that
they are executed when a test case is run, setup before, and teardown after. Especially
the teardown is important in production testing. If instrumentation is used during testing
and it is initialized during setup phase, it needs to be deinitialized even if test execution
fails. In Robot framework there is special tags for setup and teardowns, and framework
guarantees that these functions are called before and after the test is executed.
For each test case, the setup and teardown functions were added even if no functionality
were added to these functions. This was done to ensure that execution for each test follows
the Four-Phase method.
TODO: Mention about the common interface!
PTSW API was developed to create a common interface between the testable device and
test automation for production testing purposes. This interface is meant to be implemented
for new IoT products, and production tests should exclusively be implemented using it.
The device is running a simple command-line interpreter which reads the commands sent
via UART, executes them, and returns exit code along with the requested data. Tests
designed and implemented in this thesis have to interact with the device using the current
version of PTSW API.
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PTSW API defines three basic operations: configuration (C), read (R), and write (W).
These operations are tied to a used hardware interface, for example, SPI (S) and I2C (I).
Hardware interface and operation base the syntax for commands.
Table 10. Example of the PTSW API command structure
Command base Description Interface
IC:<bus>:<enable>(:speed) Configure bus on/off I2C
IW:<bus>:<address>:<data> Write data to register I2C
IR:<bus>:<address>(:bytes) Read (n bytes) from register I2C
SC:<bus>:<enable>(:speed) Configure bus on/off SPI
SW:<bus>:<data> Write data to register SPI
SR:<bus>:<bytes> Read (n bytes) from register SPI
PTSWAPI contains additional hardware interfaces which are supported but not present in
the Table 10. For example, there are interfaces for GPIO, LED, Memory, and Controller
Area Network (CAN) bus. They have slightly different syntax but are based on the same
configure, read and write concept. Only relatively low-level operations are supported in
PTSW API so that implementation of those operations is easier for the device software.
Also, there is a conscious effort to move the test logic from the device to test automation.
Performing complex tasks using this command interface would be tedious to do manually,
but it fits well in to the test automation environment.
5.7 Support for Multiple products
Support for multiple products is the main focus for test automation design and implemen-
tation in this thesis. SPLE literature was used to find techniques and methods for finding
variation points and also known solutions to handle variation in the application domain.
Test implementation for example products started after the method for finding variation
points was defined. Tests were grouped to test suites described in Table 9. Test suites were
executed to verify that test results matched requirements defined in table 8.
SPLE literature defines domain engineering and application engineering. Domain engi-
neering focuses on general or common assets, while application engineering focuses on
creating products based on common assets. Pohl (2005) define domain engineering and
application engineering in following way:
Domain engineering is the process of software product line engineering in
which the commonality and the variability of the product line are defined
and realised.
Application engineering is the process of software product line engineering
in which the applications of the product line are built by reusing domain
artefacts and exploiting the product line variability. (Pohl, 2005, p.21)
The work in the thesis is combination of both. Thesis does not focus solely on the cre-
ation of common assets. Test automation and test cases also need to be implemented and
executed in practice. This belongs to the application engineering context.
SPLE literature highlights the importance of eliciting common and variable requirements
of the product line. However, the process of defining commonalities and variations de-
scribed in the literature does not fit the scope of this thesis verywell. Some of the processes
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from the literature are aimed at development team, rather than an individual. Pohl (2005)
also mentions that variability can be added to almost anywhere, but adding it to places
where it is not needed can be costly. It increases the implementation effort without adding
any value, and unused variation most likely will be removed later on (Pohl, 2005).
In order to avoid introducing unnecessary variation to prototype design and to avoid labor
intensive design process alternative way was used to find required variation points. The
used method can be summarised by following pseudo algorithm.
LOOP until all tests PASS: (1)
Implement test cases for the first example product
Execute tests using first example product
FOR i TO n:
LOOP until all tests PASS:
Execute tests using example product i
Mark failures as variation points
Implement needed variation to fix failures
Themethod presented in pseudo algorithm 1 has its benefits andweaknesses too. Variation
is not introduced until it is needed. This addresses the issue of overusing variation in
places where it is not needed (Pohl, 2005). Two example products were designed so the
second loop could be executed, but only once. This has limitations on howmany variation
points are discovered by this method. However, this method can be used to discover
more variation points later on as the PTSW has been already ported to over ten different
hardware platforms. Alas, this work will be outside of the scope of this thesis. Regardless
of the downsides, this method for finding the needed variation points was used as it enabled
the implementation work to begin early on.
The used method in the context of DSR can be seen as ”design loop”. In the case of the
first example product the test cases are implemented, and they are evaluated by running
test automation and checking test results against test requirements. When all test cases
pass (test requirements are met) for the first example product, test automation is executed
for the second example product. Failures are marked as variation points, and required
variation is implemented. It is again evaluated by running test automation and checking
test results against test requirements. In this thesis, there are only two example products
used, but the same technique can be used for additional hardware platforms in the future
in order to detect additional variation points not discovered in this work.
5.7.1 Implementing tests for the first example product
Test implementation for the first example product was straight forward. Table 9 (p.50)
shows lists of tests needed to be implemented to cover all hardware components required
for planned functionality (covered in Table 6. p.44). Test results were verified against
criteria defined in Table 8 (p.48). Expected outputs were defined directly in test suites and
values read from device were compared against these.
The need for variation was not taken into account while implementing tests for the first
example product. Hardware-specific values such as I2C bus numbers and component ad-
dresses were directly inserted into test cases even if it was clear that these values would
potentially change for the second example product. Still, there was a conscious attempt
to avoid introducing variation before there was a valid reason for it, namely a failing test
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case. After each test was implemented, the test automation loop was executed to verify
that tests passed based on its acceptance criteria (Table 8. p.48). When all test suites
were implemented, all test requirements were met, and all tests passed, the first example
product was accepted.
5.7.2 Executing tests on the second example product
When implementation for the second example product started, all the test cases were al-
ready done. Example products share the same functionality, so no new tests were needed.
Test suites could be executed for the second example product to detect failures that indicate
the need for variation.
Failures are summarised here with an analysis of the problem. The test run was executed
without exit on failure option, which would stop execution immediately at the first
failing test. Without this option, all test cases were executed regardless of other results.
Test results are visible in Table 8 where test number matches test cases in tables 7 and
8.







Surprisingly the I2C tests seemed to be working, but that was a lucky coincidence. I2C
components can be wired in multiple ways; there can be one or several components on
each bus. By coincidence, both example products had only one component per bus, and
the bus index was mapped equally in both products: bus 0 for RTC clock and bus 1 for
7-segment display. Tests for these components worked, but the test suites would not have
passed if the test option exit on failure had been used. The pull-up resistor test failed
for both components as the GPIO pins had been changed. This would have caused the
first test suite to fail due bus verification, and the execution would have been stopped
there.
All GPIO tests were analysed to be broken because the pin mapping (port or pin) had
changed. GPIO port&pin were identified as the first variation point. Components on the
SPI bus were analysed to have two problems, one that caused failures and one that would
cause failures in the future. The evident problem was the bus indexing, even though it
was not behind the failures. Similarly to I2C the SPI components can be wired multiple
ways to hardware, one or several components per bus. SPI busses were mapped similarly
in both example products, bus 0 for air quality sensor and bus 1 for OLED display. But
unlike the I2C tests, SPI tests all failed. This was discovered to be because of the chip
select (CS) signal, which is used to select the component. Chip select is GPIO signal, and
it was wired to a different pin compared to the first example product.
Even though the GPIO port and pin mapping was identified as the only reason for failures,
the I2C and SPI bus mapping was added to the variation list also. The wiring could have
been changed so that bus 0 would be bus 1 and vice versa, and this would have caused the
I2C and SPI tests to fail, but problem was evident without doing so.
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5.8 Finding the needed variation
In order to fix the failed test cases, the variation for GPIO, I2C and SPI needed to be
designed and implemented. Variation was studied for each interface separately to find
commonalities and differences. The simplest way to fix test failures would have been
to create a configuration file, that would contain named variables for each failing test
case, in the style of LED_GPIO_PORT=A, LED_GPIO_PIN=3 and so on. This solution would
be easiest to implement, but it is brittle and cumbersome. Test cases need to use these
variables directly, and changing the test case becomes harder. If the next product has
seven LEDs instead of one, new variables for each LED would have to be added and
inserted into the test case. This approach was discarded as it is not generalizable.
Early candidates for configuration format were discovered as:
• using component as basis
• using bus interface as basis
These approaches are presented in Figure 29.
Figure 29. Hardware interfaces and components
If Figure 29 is read from top to bottom, the configuration is interface based, where root
nodes represent hardware interfaces. If Figure 29 is read from bottom-up, then the root
nodes are the hardware components. There is no difference information-wise in which
approach is used. Mainly this is a concern for how the configuration data is constructed
in practice. Using interfaces as the root nodes seemed a more natural way to organize
configuration data, so interfaces were chosen as root nodes.
Next, all the test cases were reviewed to collect all attributes needed to perform the test
case successfully. Attributes were categorized according the hardware interface they used.
Source, where this data should be configured, was considered. Result of this analysis can
be seen on figure 30.
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Figure 30. Required test attributes divided between hardware and test configuration.
Hardware interfaces are presented in Figure 30 as long vertical bars, and their configu-
ration (required attributes) can come either from hardware configuration or test config-
uration. Attributes belonging to hardware configuration are marked with a solid color.
These attributes have the tightest coupling to hardware. Other attributes required to exe-
cute tests can be configured via the test case. The chip select in the SPI interface is not
strictly related to it, and it could be moved to GPIO interface. However, SPI bus cannot
be successfully configured if chip select signal is not handled correctly. For this reason,
it is included in SPI interface rather than GPIO.
Some attributes seemed to be related to test logic itself rather than hardware. GPIO at-
tributes direction and value were recognized to be part of test logic. These attributes
depend on whether the test case is changing the value of the GPIO (write) or inspecting
its value (read). If GPIO value is changed its direction has to be set to output and value
defines which value is written. If GPIO value is read, the direction has to be set input (and
value parameter can be ignored). Default parameter for GPIO is not related to controlling
the hardware, but it is needed in some test cases because of command format. For exam-
ple, to check if the GPIO value has changed as expected. For I2C and SPI interface, the
data is written to the device, size tells how many bytes are read from the device, and the
expected value for read operation can be configured in the test case.
Diagonally half-colored attributes in Figure 30 could be configured in the test case, or
those could be added to hardware configuration also. For the example products used in
this thesis the data, size and expected attributes remain the same for both products. These
attributes are related to used components which are the same in example products, and
they could be used in new products that use the same components. Based on this real-
ization, the component configuration was added. Figure 31 shows the changes based on
analysis.
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Figure 31. Required test attributes divided between test logic, hardware, test and
component configuration.
In Figure 31 the test logic and component configuration were added to reflect findings
from the first configuration model. Test logic itself dictates some of the attributes used in
testing. In the example products, this can be seen in the way GPIO pins are controlled.
These attributes rarely require variation. For I2C and SPI components, the attributes come
mainly from component specification, excluding those that are directly related to hardware
wiring. Component specification dictates what registers & addresses to use, and what data
can be written to them, as well as the size for written and read data. The specification also
has static register values, such as component id register, which is used as expected value
for id register read test. Sensor values are related to the environment in which the tests are
executed. For these tests the expected value comes from test configuration which is based
on test requirements (Table 8. p48).
The addition of the component configuration helps to separate the hardware dependencies
from the test case. For example, if the I2C RTC would be changed for other manufacturers
module, it is likely that only the component configuration would need to be changed while
the test logic would remain the same. RTC modules have a similar interface to set time
and to retrieve it, so changes in test logic might not be needed. If changes were required,
that would indicate that a new variation point is needed. If RTC module with an existing
component configuration is used in another product, the component configuration can be
reused. Component data will remain the same even though the wiring of the component
to the new product would be different.
Hardware configuration has a very low reusability value. It is directly tied to hardware
schematics, which are subject to change even for variant products from the same product
platform. For this reason, the hardware configuration should contain a minimal amount
of the configuration data that is directly tied to schematics. This enables the reuse of other
configuration data, which is more generic in nature.
Based on the analysis done for the attributes used in testing, four different sources were
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identified which define the attribute value. They are presented in the Table 12.




3. Test configuration (test requirements)
4. Hardware configuration
Based on the information summarised in Table 12 and in Figure 31 the attributes related
to test logic were decided to be left to test cases as no reason could be identified where
those values could change. Other attributes were divided into configuration files based on
their identified source.
5.9 Implementing the required variation
After the variation model was outlined, the hardware, component, and test configuration
files were added to test resources.
Test cases were modified so that each attribute used in the test case was acquired from one
of the three separate configuration files. Implementation continued until all the test cases
in the test suites passed, and test requirements were met, after which the second example
product was accepted.
After the second example product was accepted, the production tests were performed again
for the first example product. There were several failures in execution, but they were re-
lated to missing configuration values. The hardware configuration file was not yet im-
plemented for the first example product. During initial implementation, these values had
been inserted directly to test cases. These values were removed when configuration files
were taken into use.
After the hardware configuration file was created for the first product, all the test cases
passed again. A fair amount of exploratory testing was done to discover hidden problems
related to configuration files or test execution. When no major issues were detected, the
prototype was accepted ready for evaluation.
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6 Evaluation
This section focuses on the evaluation of the designed and implemented artifact, the pro-
duction test automation prototype. First, the design phase of the artifact is evaluated in
the context of the production testing domain. The implementation itself is not covered in
the evaluation. Instead, focus is on evaluating the final version of the artifact used in the
demonstration.
Gregor & Hevner (2013) state that artifact should be evaluated in terms of criteria that can
include the validity, utility, quality, and efficacy. Validity is evaluated by determining if the
artifact is working in its intended purpose: does it achieve its goal?. The utility is evaluated
by assessing if the artifact has value outside of the development environment (Gregor &
Hevner, 2013). Quality can be evaluated against the quality factors of the design process
as well as the produced artifact (Hevner, March, Park, Ram & others, 2004). Efficacy can
be evaluated to which degree the artifact produces its desired effect without addressing
situational concerns (Venable, Pries-Heje & Baskerville, 2012).
In this thesis, the utility and validity of the artifact have the highest priority. The quality of
the design process is considered to have higher priority than the artifact itself. Artifact is
prototype implementation, and high quality is not expected for it. Evaluating the efficacy
of the artifact is somewhat problematic as the artifact produces pass-fail information of
the test run. In the scope of this thesis, the efficacy of the design has more value.
Authors Venable et al. (2012) note that there is evaluation gap present in DSR research.
They propose different strategies for conducting the evaluation to improve its effective-
ness (Venable et al., 2012). However, these strategies were not applied in this thesis to
conduct the evaluation. The evaluation was done by assessing validity, utility, quality, and
efficacy based on the design and functionality of the prototype against the research ques-
tion without using an evaluation framework. This poses some limitations for the quality
of the evaluation. The evaluation strategy and rationale behind it are presented next in
order to mitigate the lack of an evaluation framework.
6.1 Evaluation strategy
This section describes the evaluation criteria set for the prototype and the overall strategy
for evaluation. First, the requirements for the prototype are presented, then the rationale
for evaluation. Later each requirement is evaluated separately.
Set evaluation criteria: Evaluation criteria for to prototype can be seen from Table
13.
Table 13. Requirements for prototype.
no. Description Linked to
R1. All test cases can be executed Table 6 (p.44) & 7 (p.47)
R2. Test cases pass or fail based on test requirements Table 8 (p.48)
R3. Verification can be seen from test report Section 5.2 (p.40)
R4. Test cases can be executed for multiple products Research Question
Rationale behind the evaluation Requirements in Table 13 is presented next.
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The purpose is to evaluate if the prototype can test multiple products (R4). In order to
evaluate multiple products, the production test automation system must first be proven
valid using one product. Test automation is verified through requirements R1-R3. Criteria
for R1-R3 are set based on minimal requirements for a production test automation system
in a real production environment. This ensures that the prototype is valid for its intended
usage and environment.
R1 was set to evaluate if target hardware is fully covered during testing. Each production
test is designed to verify some hardware functionality from that device, so skipping tests
would mean that some hardware functionality is not tested. R1 evaluates the functionality
of the system and the scope of testing.
R2 was set to evaluate the accuracy of the test cases against limits set in test requirements.
This is set to verify that tests accurately measure what they are supposed to. R2 evaluates
the validity of the test cases.
R3 was set to evaluate common automation requirements for reporting. For pass or fail
test cases, the test report has to show the verification step, for example, what value is
compared against what limit. In production test environment, the reason for either passing
or failing has to be demonstrated. R3 evaluates that the prototype is suitable for its intended
purpose.
R4 was set to evaluate if the prototype answers the research question set for this thesis.
When the functionality of the production test automation and test cases have been evalu-
ated through R1-R3, the prototype can be evaluated against R4.
6.2 Evaluation of test automation (R1)
The evaluation of R1 is meant to verify the prototype execution in practice. However,
this requirement on its own does not state anything about the quality of the production
test automation system or the designed test cases. The design of test automation and test
cases are evaluated in this section even if a direct requirement for the design was not set
for evaluation. The author believes that the quality of the test automation and test cases
are prerequisites for the evaluation of R1.
At the beginning of the design process the generic software testing framework demon-
strated byAlsmadi (2012) was taken asmodel for the test automation architecture. Generic
software testing framework is presented in Figure 8 (p.17). For the purpose of this the-
sis the framework was separated in two halves, seen in Figure 25 (p.40). Purpose was to
divide the framework between work done manually and by using automation.
First design section covers the process of building the formal model seen in the generic
software testing framework (Figure 25, p.40). Process for defining production testing re-
quirements was done based on the target hardware. The design section describes the target
hardware and the intended functionality of the two example products used in production
testing.
Target hardware and its intended usage forms the basis for designing what must be tested.
Target hardware is presented in Table 4 (p.43) and used components in Table 3 (p.42).
The intended usage of the example products was defined in Table 5 (p.43) and it forms
the basis for test requirements: what must be tested from the example product to verify
operational status of the hardware to provide required functionality. Planned tests based
on test requirements are presented in Table 7 (p.47). Aforementioned design process is
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comparable to one used for real products. This was done to ensure that the scope of testing
was realistically set.
After the scope of testing was set, the test cases were designed. The method used to define
test cases based on the target hardware is similar to that used for real products. Thismethod
is described in Section 5.3.3 (p.44). Tests were designed realistically to avoid creating
them just for demonstration purposes.
After the test cases were designed acceptance criteria for defined tests were set and source
for the criteria presented, as seen in Table 8 (p.48). This verifies that there are clear criteria
set for test verification.
Test requirements, test acceptance criteria, hardware schematics and specifications form
the formal model seen in the generic software testing framework (Figure 25 p.40). A
formal model was used to set test inputs for test cases and expected output values for
verification. The design of the formal model covered the manual work done to implement
production test automation based on the generic framework.
The remaining part of the generic software testing framework (Figure 25 p.40) was imple-
mented using Robot automation framework. Robot automation framework was the engine
used to carry out the testing process, verify the test results, and to report them. Even though
the production test automation implementation is at the heart of the designed artifact, the
implementation itself offers little to the topic and is not covered in this thesis.
The author’s opinion is that prerequisites for the evaluation of R1 have been satisfied
through the design and documentation summarised here.
Evaluation of R1 1 was verified by executing the implemented tests for the example prod-
uct 1. The test report was compared against the Table 7 (p.47) to verify that all tests
had been executed, thus reaching the 100% of the test coverage set by the test require-
ments.
6.3 Evaluation of test asset validity (R2)
After the R1 had been verified, the next step was to verify the validity of the test cases.
This was done by comparing the verification results from test report to acceptance criteria,
seen in Table 8 (p.48). All the test cases had been passed according to the acceptance
criteria.
To verify that test cases also fail according to the acceptance criteria, the test limits were
changed to unreasonable values. For visual inspection tests the fail option was given
when prompted by test automation. All the test cases produced fail result, thus verifying
the validity of implemented tests.
6.4 Evaluation of test report (R3)
Test report was already used in verification of R1&R2, which partially verifies that the
report contains the required information. Required information from the executed test run
in the production test context is:
• name of executed test
• command send to device
• response read from the device
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• comparison values in verification
• test result
Test name, comparison values, and test result had already been used in the evaluation of
R1&R2 and verified to be valid. Command send to the device was checked against the
test implementation, and read responses were verified by executing commands manually.
The required information was found from the test report, and it matched the test imple-
mentation and manual verification. This verified that reporting fulfills requirements in the
production testing environment.
6.5 Evaluation of support for multiple products (R4)
After the validity of test automation and implemented tests were verified for the first ex-
ample product, the design continued to verify the second example product. The process
of how variation support was added is documented in Sections 5.7 & 5.8. When design
was considered to be ready, a demonstration was held to show the functionality of the
prototype system.
The demonstration setup contained one laptop that worked as a test environment. Test
environment had Robot automation framework as test runner, and it contained the imple-
mented test suites and cases as test assets. Both example products functioned as target
hardware to be tested. The test environment contained one component configuration, one
test configuration, and two hardware configuration files to be used with matching example
products. Configuration files were passed via command line parameters to test automa-
tion. Also the parameter exit on failure was used to ensure that failures were not
missed during the test run.
Test suites were executed for the first example product and verified that all test cases
had passed. Then the first example product was replaced by the second product, and the
hardware configuration file was changed to the command line parameters. Test suites
were executed again and verified from results that all tests had passed. This demonstrated
that the prototype system was capable of testing two example products without the need to
modify test cases when the required variation was provided via a hardware configuration
file. There was no need to change the component or test configuration file as the example
products had the same hardware components and common acceptance criteria for the test
cases. Figure 32 describes the test environment used in demonstration.
Figure 32. Description of the test automation system used in demonstration. Variation is
provided via configuration files.
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Product-specific input in Figure 32 is coming from the left. This is the example product
and the matching hardware configuration for it. From the right comes more generic input.
Test suites and cases are merged with configuration data coming from component and
test configuration files. Test automation uses input from both sides during execution and
generates the test results.
Even though the demonstration was done using simple example products, they contained
many of the same interfaces and components found in real products. Artifact succeeded
in demonstrating that hardware dependencies can be separated from the test logic and
that test cases can be dynamically configured during a test run in a production testing
context. Dynamic configuration during test execution makes it possible to test multiple
products using the same test environment. Prototype fulfills R4 by demonstrating that
multiple products can be tested by it, even though the ”multiple” in this thesis is precisely
two.
Evaluation criteria R4 directly addresses the research question of this thesis:
How to create production test automation system capable of testingmultiple prod-
ucts?
The prototype system and its design do not solve the research question, as the problem
domain for IoT device production testing are much larger than can be covered in one
study. Instead, prototype and its design try to provide utility to study this problem further.
How can the existing single system engineering approach be moved towards platform
engineering, such as SPLE? Prototype and its design demonstrate one solution to separate
dependencies between test assets and hardware.
6.6 Production testing generalization effort
The generalization of the production test automation is part of the greater generalization
effort. Section 4.7 (p.35) mentions that PTSW API was required to be used in test au-
tomation to communicate with the device. While PTSW provides the API to be used, it
is not the only goal for its development. Another goal is to improve portability to new
hardware platforms. Development of PTSW was not in the scope of this thesis, but test
automation used it to communicate with the device. In fact, without a common command
interface between two example products, the generalization of test automation would not
have been possible. Figure 33 presents both PTSW (at the bottom) and test automation (at
top), which makes it easier to put this thesis in its context.
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Figure 33. Production testing generalization effort
This thesis focuses on two systems presented in the middle of Figure 33. The leftmost sys-
tem describes the common single system implementation of PTSW and test automation.
There is no defined API between the two, and test cases are directly coupled to functions
executed in the target hardware. The red color indicates the need for implementation.
Each new system developed by a single system approach requires implementation of all
of the assets needed, PTSW, test assets, and test automation. The rightmost system indi-
cates the future, what is the goal beyond the work on this thesis. As such, it is not part of
the evaluation done here but to give context for work done in this thesis. This is covered
more in Discussion Section 7.
The second system from the left describes the implementation done in this thesis for the
first example product. The PTSW API had already been designed by T. Räty, who was
also the technical advisor for this thesis. PTSWHAL was implemented by Sankila (2021)
as part of his own study, and it was extended by adding support for SPI interface also by
him. For this reason, the API is colored with green color (reusable asset).
The third system from the left describes the implementation done in this thesis for the sec-
ond example product. Reusing test cases from the previous step required the separation
of hardware dependencies from the test logic. This was achieved by introducing hard-
ware, test, and component configuration file. During this phase, test automation assets
could not be reused as the separation of test logic, and hardware dependencies had to be
implemented.
The rightmost system shows the desired goal of increasing the reusability of test assets,
but it cannot be evaluated at this point.
Where PTSW API&HAL has succeeded on-device software implementation is the ab-
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straction of hardware dependencies. PTSW API operates on a low hardware abstraction
level, required by the changing hardware. In order to minimize the implementation effort
for new hardware, the test logic needed to be extracted from the device to test automation
in its entirety. When tests have been moved to test automation, naturally, there are benefits
in reusing them from product to product.
This thesis succeeded in creating one solution to separate test logic and hardware depen-
dencies from each other and to demonstrate this using two example products. The solution
is certainly viable, but it is too early to evaluate whether it can solve all variability issues
for a wider range of hardware platforms. Ability to solve variability and reusability of
test assets can be evaluated after the prototype is used for additional hardware platforms.
For this reason, any claims of prototypes efficacy are not stated. The method for finding
variation points (pseudo algorithm 1, p.53) can be used in future work together with the
prototype. This demonstrates that artifact also provides utility to practice.
6.7 Evaluation of design science guidelines
Design science guidelines presented in the research problem and methodology section are
revised to evaluate how well these guidelines were followed in this thesis.
Guideline 1. Design as an Artifact.
Design science research must produce a viable artifact in the form of a construct, a model,
a method, or an instantiation. (Hevner et al., 2004)
Prototype of test automation system capable of testing two different example products was
implemented. Its design has been presented in the design section of this thesis, Section 5
(p.37).
Guideline 2. Problem relevance
The objective of design science research is to develop technology-based solutions to im-
portant and relevant business problems. (Hevner et al., 2004)
Problems of developing production testing in single system approach has been presented
in this thesis to highlight the relevance of more generic approach, Sections 4.5&4.6 and
5.
Guideline 3. Design evaluation
The utility, quality, and efficacy of a design artifact must be rigorously demonstrated via
well-executed evaluation methods. (Hevner et al., 2004)
Evaluation of the prototype was done by demonstrating its functionality using two ex-
ample products. Production tests developed for demonstration are comparable by their
scope and functionality to those used for real products. Production tests fulfilled the test
requirements for two different products, given that the product-specific configuration file
was passed to test execution as a parameter.
Guideline 4. Research contributions
Effective design science research must provide clear and verifiable contributions in the
areas of the design artifact, design foundations, and/or design methodologies. (Hevner
et al., 2004)
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Variation model is presented in design Sections 5.7 & 5.8 to demonstrate how hardware
dependencies were separated from the test logic. This method can be used for other tests
which were not used in this thesis to increase the reusability of test assets. Prototype
implementation provides utility to test additional hardware platforms or products.
Guideline 5. Research rigor
Design science research relies upon the application of rigorous methods in both the con-
struction and evaluation of the design artifact. (Hevner et al., 2004)
Design Section 5.2-5.9 covers test automation architecture, defining requirements for pro-
duction testing, test asset development and demonstrates how needed variation was suc-
cessfully introduced in the scope of this thesis. Evaluation Section 6 covers its evalua-
tion.
Guideline 6. Design as a search process
The search for an effective artifact requires utilizing available means to reach desired ends
while satisfying laws in the problem environment. (Hevner et al., 2004)
Existing knowledge was used to form the base for the test automation framework. The test
automation framework was created based on the existing generic software testing frame-
work model. Test requirements were defined following practices used in the production
testing domain. The solution to the problem of how the required variation could be im-
plemented was searched through experimentation and problem analysis.
Guideline 7. Communication of research
Design science research must be presented effectively to both technology-oriented and
management-oriented audiences. (Hevner et al., 2004)
Domain overview Section 4 and the problem description in the Section 5 is aimed for
management-oriented audience. They highlight the problem relevance without the need
to understand the technologies behind production testing. Design Sections 5.2-5.9 together
with the produced artifact is aimed for technology-oriented audience.
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7 Discussion
This thesis focused on the creation of a test automation system capable of testing multiple
products using common test assets. The idea for this work came from the practice where
the increasing number of production test automation systems was recognized as a grow-
ing technical challenge. Each new IoT product increases the amount of test automation
systems needed when developed in a single system engineering approach.
Literature was reviewed for existing solutions for creating test automation systems for em-
bedded hardware testing. Literature specifically to the production testing domain is quite
limited, if not non-existing. While most of the literature focuses on testing the software
using the target hardware, the embedded system testing literature provided insight into
testing the hardware itself.
Example products used in this thesis were designed in collaboration with Sankila, who
was working on his Master’s Thesis related to the software used in the device during
production testing (Sankila, 2021). Assembly and the implementation of the PTSW, for
example products, were done by him. The construction of these example products was
beneficial for test automation development as the target hardware to be tested was readily
available. Example products shared same components that can be found from the actual
products. This was done to ensure that production testing would happen in a realistic
setting.
7.1 Comparison to prior work
Literature for production testing context is scarcely available. Manufacturing-related data
is often categorized as business sensitive, critical or classified data. Unfortunately, this
also affects the production testing and how it can be communicated. Comparison and
publication of production testing information that would reveal development or process-
related specificities are difficult. This affects both finding such data and also the possibility
to publish it.
This left open the possibility to compare experiences to those published in the literature.
Literature related to techniques and challenges for variation management in SPLE was a
primary interest. Material needed to be later further limited specifically to the embedded
system domain.
While there is an abundance of material for variability management in SPLE in the soft-
ware domain, it is not directly comparable to the embedded system domain. ArticleMan-
aging Variability in Software Product Lines highlights many of the challenges faced in
variability management based on information gathered by interviews and systematic liter-
ature review (Babar, Chen & Shull, 2010). Few of the main challenges mentioned in the
article are related to finding variation, modeling it, and managing the scale of variation
(Babar et al., 2010).
Authors Park, Kang& Sugumaran give an example that illustrates the problem of variation
scalability in the software domain: combinatorics of 216 boolean features is comparable
to the number of atoms in the universe, 33 boolean features compare to human population
on earth (Park et al., 2010). In this thesis, variation points were analysed case-by-case.
While this can be achievable in the embedded system domain, especially for quite simple
IoT-devices, it is not applicable for software product lines that can contain over hundred
variable features. On the other hand, the modeling techniques used in the software domain
can be excessive for the embedded system domain.
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While many of the challenges mentioned in the article by Babar et al. (2010) does not
closely relate to this work, it raises a good point that variation points should be kept to a
minimum. This issue was also raised in article Experiences with product line development
of embedded systems at Testo AG, in which the main challenge was reported to be intro-
ducing too many variation points early on, based on analysis and modeling (Kolb, John,
Knodel, Muthig, Haury & Meier, 2006). Kolb et al. say that this led to the development
of over-complex software components, an issue that was also raised by Pohl (2005). Un-
needed variation was avoided in this thesis by adding variation only when there was an
apparent reason for it. Either by failing production test case or the problem was evident
otherwise.
The method used in this thesis can be applied to relatively simple systems, in which testing
is also possible. Lack of tools and techniques to test variability was raised by Kolb et al.
(2006) as one of the challenges of developing an embedded system using SPLE. Difficulty
to test product highlights also the difference of end-user software compared to production
test software. Testing is the core functionality the PTSW provides, while the end-user
software focuses on intended usage, and testability is not its main concern. It can be
stated that testability is guaranteed in PTSW as it is the core functionality it provides. For
this reason, testability will not be a problem in production testing domain even if it is
recognized as a challenge in the embedded system domain.
Testing and testability are often in focus concerning the SPLE development in the embed-
ded system domain. Testing environment for embedded software product lines was the
closest article to work done in this thesis: it describes the usage of simulation to test in-
terconnected embedded systems (Kuroiwa & Kushiro, 2015). The example given in this
article is the network of air conditioning system that includes several different components
such as a control unit, fans, and remote control. Testing system as a whole is called sys-
tem testing (Myers et al., 2012): category of testing that production testing also belongs to.
Even though the topics are very closely aligned, the article by Kuroiwa & Kushiro (2015)
focuses on how embedded systems can be used to simulate parts of air conditioning sys-
tem that are not present in the test environment; it did not cover the testing of embedded
systems themselves. Even that work in this thesis did not use interconnected devices,
the approach demonstrated by Kuroiwa & Kushiro (2015) could be used in the future to
replace systems that are not part of the production testing effort.
7.2 Answering the research question
To address the research question, a better understanding of the problem needed to be estab-
lished first. This information was gathered in a somewhat simplistic manner even though
it still proved to be effective. Tests were implemented for the first example product, and
implementation continued until requirements for production tests were met. Then tests
were executed for the second example product to see what breaks. Analysis of these fail-
ures helped to understand what factors are behind them. The obvious first factor was that
the wiring between example products was different, so GPIO port&pin mapping had to be
changed between products.
One of the key findings was not related to failures but to the question of why the I2C
tests had worked for the second example product. This was unexpected and surprising at
first. Analysing the test logic and data exchanged between test automation and the device
helped to separate the hardware-specific data from the component-specific data.
Hardware-specific data was related to how the bus was indexed in the PTSW implemen-
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tation. There are no rules that dictate that RTC clock must be connected to bus index 0
and seven segment display to bus index 1. They were similarly indexed in both example
products, which was seen as a coincidence. There are no guarantees that they would be
similarly indexed for a third product. The I2C API in PTSW hides the underlying hard-
ware dependencies from the command interface. What GPIO pins are used for I2C bus are
handled by the PTSW HAL implementation, and therefore they are abstracted away from
the API. Based on this fact, the bus index and speed attributes were placed to hardware
configuration as they need to be defined per product.
SPI is similar to I2C interface in that it abstracts the GPIO pins used for communication
from the command interface. However, SPI uses a different mechanism for selecting the
component to which MCU is communicating. The method for selecting an SPI device is
a chip select signal (GPIO), and it is not included in the SPI API currently. Because the
chip select must be separately handled for SPI, the configuration for I2C and SPI could
not be unified.
The rest of the data between test automation and device for I2C tests also remained the
same, but this was due to the fact that the used components were the same. What registers
& values were written to the component were mostly based on the components specifi-
cation. This data does not change between products if the used component is the same.
Component-specific data was separated into its own configuration to make it easier to
reuse.
The other two sources for data were recognized during the analysis. One reason was that
the test logic directly dictated the values. Tests need to set GPIO direction based on the
operation executed on them. This logic is coming from the GPIO specification itself,
and no valid reasons were identified why this information should be moved out from the
test implementation. It will remain the same as long as the GPIO specification does not
change.
The last source for the data was coming directly from the test requirements. These were
the acceptance limits for air quality sensor values. It was identified that this data should
not be implemented in the test case or test suite as they are subject to change. For this
data, the test configuration file was created.
Information discovered during analysis is not groundbreaking by any means, but it helped
to generalize test assets in the context of production testing. Production testing, by def-
inition, is always coupled to the hardware to be tested. But there are ways to manage
this coupling, for example, by the use of configuration files. Configuration files enable
dynamically configure tests during execution, which in turn helps in the creation of more
generic test cases. Dynamically configured tests allow several products to be tested us-
ing the same test environment. This was successfully demonstrated using the prototype
system in the evaluation phase of this work.
7.3 Future work
Several possibilities for future improvements and areas for further work were discovered
during the design and implementation phase. A few of the most interesting ones are pre-
sented here.
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7.3.1 Discovery API for PTSW
When the source for the needed configuration was considered during variation analysis,
the question arose: why the required information is not asked from the device? Obviously,
this functionality is not currently supported, but there is no technical reason why it could
not be implemented based on current understanding.
The device itself would be a logical place to store the hardware and component configu-
ration data. The device could store the information of what peripherals are attached to it
and how they are connected to the MCU. This information would not have to be added to
the PTSW HAL implementation; it could be appended to the PTSW binary.
It is almost certain that each device would have enough free flash memory to allocate
a few kilobytes for the configuration data. Even a kilobyte could be enough if data is
compressed. There are existing technical solutions that can ensure that configuration data
would be flashed to the wantedmemory address, and it would not interfere with the normal
operation of the PTSW.Configuration data would be erased from the device when end-user
software is flashed to the device.
Test automation could request the device to send its own configuration data. This data
could contain both the hardware and component configuration. All that PTSWwould need
to know is howmany bytes it needs to read from its memory and the address where it reads
from. This functionality would keep the PTSW side of implementation trivial.
Test automation could identify the available interfaces and components from the config-
uration data it receives. This would make handling the configuration files easier. The
idea could be taken even further. Test automation could identify what tests the device
supports from the received data and generate the test suite that would cover all available
interfaces. This would be a major step towards automated testing and automated test gen-
eration.
7.3.2 Using the artifact to verify new hardware platforms
Hardware components in the used example products were connected to movable proto-
type shield, known commonly as proto shields. Proto shield is a separate circuit board
into which components can be wired or soldered. Proto shields can be connected to de-
velopment kits and evaluation boards using standard pin headers. Arduino pin headers
were used in example products used in this thesis. Proto shields make it possible to move
components from one development kit to another in just a few seconds.
During the work in thesis, the components on the proto shield were already tested using
two different hardware platforms. Designed artifact, the prototype test automation system,
already contains a majority of the required test assets. The only thing missing for the new
hardware platform is the hardware configuration file.
When the implementation of the PTSW starts for the new hardware platform, the proto
shield could be connected to it. When the GPIO interface is implemented, the GPIO test
suite could verify that the button and LED are working correctly. When I2C has imple-
mented the functionality of the RTC, and 7-segment display could be verified.
In this case, the purpose of using test automation would be to verify the implementation
of the PTSW, not the hardware or the components. The functionality of the implemented
hardware interfaces could be directly checked against a known working set of test cases,
and results would be directly visible from the LED, 7-segment display, and OLED.
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The concept that test cases are runnable before the implementation is done has been used
for software testing for quite some time. For example, test-driven development (TDD)
is largely based on this idea. Even though this concept is not new, it is rarely used in
embedded systems programming with the actual target hardware. Code is usually tested
by unit tests, and the testing is pure software testing by its nature. Using the proto shield
and test automation prototype enables hardware testing to begin with the target hardware
right at the beginning of the embedded software development.
7.3.3 Test case library together with components
As was briefly mentioned in Section 5.8 (p.55), when component configuration file is
created for specific component, that data remains the same. The component configuration
file can be reused when the same component is used in another product.
Also, the used test case for a specific component should be saved together with the config-
uration file. The test case would be already verified using one product before it is added
to the library. This would ensure that the component library contains a verified version of
the test case together with component configuration and would make it easy to reuse the
test case in another project.
At first, test cases and configuration files need to be added often, but the reusability of
test and configuration assets would increase over time. When the component library has
grown large enough to contain a wide variety of components, the test design for a new
product could become trivial. This would be the case if most of the used components
could be found from the component library.
The creation of this library does not require much development effort. The component
configuration file needs to be implemented during test automation development for a new
component. It would be just a matter of storing this information to make searching and
retrieving components from the library easy.
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8 Conclusion
This Master’s Thesis created a test automation prototype capable of testing multiple prod-
ucts using the common test assets. The research problem was raised from the practice
where an increasing number of test automation systems developed for production testing
purposes is seen as the growing technical challenge. Developing test automation sys-
tems per product is recognized to have two negative factors: development costs of the
test automation and tests assets per product and the increasing maintenance effort of these
systems. Work on this thesis aimed to find solutions to how test automation could be gen-
eralized to support testing of multiple products using the same test environment.
This study reviewed the literature to find known solutions to generalization. Test automa-
tion framework was designed based on the generic software testing framework byAlsmadi
(2012). The process of defining test requirements for used example products is covered
in the design section. Also, the method for defining the test cases based on the target
hardware is demonstrated to give a better understanding of the core concept of production
testing: verification of the operational status of the target hardware. Lastly, the design sec-
tion covers by what means the support for multiple products was searched in this thesis and
how the needed variation was introduced to the test automation system. Test automation
design was operationalized as a prototype, and its functionality was evaluated by running
production tests for two example products.
The prototype system succeeded in configuring test cases dynamically during execution,
making it possible that both of the example products could be tested using the same test
assets. The solution has its limitations due to the scope of this study, only two different
hardware platforms were used, and the number of attached components is limited. How-
ever, the prototype succeeded in achieving its goal. It demonstrated the capability to test
multiple products, directly addressing the research question set for this thesis.
Several possible avenues for further development were discovered during the design
phase. The discovery API mentioned in the Section 7.3.1 has interesting prospects for
both development and further research. If required configuration data for target hardware
could be directly retrieved from the target device, it would enable new concepts for testing.
Test automation could use the configuration data to adapt test suites to exclude or include
additional tests based on the discovered interfaces and components. Configuration data
read directly from device would help generalize the test automation further.
In addition, several possibilities were recognized where developed artifact could provide
utility for practice. One of these possibilities is the ability to verify the PTSW implemen-
tation for new hardware. This concept is discussed in the Section 7.3.2. Implementation
of the PTSW could be used as a programming exercise in embedded system programming
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