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で Wheel spinning と Stopout の早期検出を高精度に行うことである．具体的には，まずはじ
めに、学習者の問題 IDとその問題の正誤から DKTを学習しその知識状態変数を取り出す．次
に従来の学習不振兆候の特徴量と抽出した隠れ層を結合することで，新たに学習不振兆候予測





評価実験において，提案手法は従来手法に比べ Wheel Spinning の分類精度が向上することが
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在の課題で学習者が Wheel spinning である可能性を推定していた．





























































トベクトルが導入されている．時点 tにおける LSTMのモデルを図 1に
示す．具体的には，Xの時点 tにおける入力Xtと t − 1の隠れ層ht−1を









ft = σ(WfxXt + Wfhht−1 + bf ) (2)
it = σ(WixXt + Wihht−1 + bi) (3)
ot = σ(WoxXt + Wohht−1 + bo) (4)
gt = σ(WgxXt + Wghht−1 + bg) (5)
mt = ft ◦ mt−1 + it ◦ tanh(gt) (6)
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ht = LSTM(Xt, ht−1) (10)
次にDKTのモデル構造についてである．DKTでは時刻 tまでの学習
者の課題への反応ベクトルQDKTt を入力データとし，時刻 tにおける各
スキルに対する予測反応ベクトル yDKTt を出力する.　時刻 tの LSTMの





Pt = {qt, at} (11)
Qt ∈ {0, 1}2M (12)
Qt =
 [0M , qt](at = 0の時)　[qt, 0M ](上記以外) (13)
ここで qtは時点 tで解いた問題 IDの要素を 1とするワンホットベクト
ルであり，atは時点 tで解いた問題の正誤を表す．また，0M は長さMの
ゼロベクトルを意味する．
Pt, qt, at, Qtについて例を用いて説明する．
ex :問題 id1に正解した場合,問題数 3
pt = {(1, 0, 0), 1}(M = 3)→Qt = {1, 0, 0, 0, 0, 0}
ex :問題 id2に誤答した場合,問題数 3
pt = {(0, 1, 0), 0}(M = 3)→Qt = {0, 0, 0, 0, 1, 0}
DKTの隠れ層 hDKTt と出力 yDKTt は式 (10)を用いて次のように表さ
れる.
hDKTt = LSTM(Qt, hDKTt−1 ) (14)
yDKTt = WhDKTt h
DKT
t + bDKTht (15)
このときWhDKTt は重みベクトルを表し，bht はバイアスベクトルを表






l((yDKT )⊤qt+1, at+1) (16)
ここで qt+1は時点 t + 1で実際に学習者が解答した問題ベクトルを表
し，at+1は時点 t + 1での問題への正誤を表す．lは交差エントロピー誤
差関数であり式 (17)のように表される．






















pt = {qt, at} (18)




 1　 (学習者が時点 tで解いた問題に正答)0　 (上記以外) (19)
次にptを固定長のワンホットベクトルQtに変換することでDKTの入
力として用いる．
Qt ∈ {0, 1}2M (20)
Qt =
 [0M , qt](at = 1の時)　[qt, 0M ](上記以外) (21)
ここで 0M はM次元の 0ベクトルである．次に，2.3節で示したように
式 (10)を用いて，DKTの隠れ層の値 hDKTt を次式のように定義する．
LSTM(Qt, hDKTt−1 ) = hDKTt (22)
このとき出力 yDKTt は次式で表される．
yDKTt = WhDKTt h
DKT




特徴量 xP ret として用いる．この時，x
P re
t は次式で表される．
　 xP ret = [θt; hDKTt ] (24)
12
;は，θtと hDKTt のベクトルの結合を表す．
DKTと同様に学習不振兆候の隠れ層 hP ret は式 (25)で表される．また
学習不振兆候予測においては LSTMの最後入力時点Tの隠れ層のみを用
いる．この最後の隠れ層Hprelastを式 (26)に示す．
LSTM(xP ret , hP ret−1) = hP ret (25)
Hprelast = hP reT (26)
学習不振兆候予測の出力層 yP ret = [yP re=0t , yP re=1t ]と出力 Ytはそれぞ
れ次式で定義する．
　 yP ret = WyH
pre
last + by (27)
　 Yt = S(yP ret ) (28)
ここで，Wyは重みベクトルを表し，byは，バイアスベクトルである．
また S(yt)はソフトマックス関数を表し,次式で表される ．
S(yP ret ) =
[
yP re=0t
yP re=0t + yP re=1t
,
yP re=1t

























l(yP ret , ˆyP ret ) + γ
∑
t∈yP ret =1
l(yP ret , ˆyP ret ) (32)
aDKTt+1 は時点 t + 1での問題への正誤を表す． ˆyP ret は実際の反応データ
を表す．式 (32)において γの値は，通常時 0であるが，少数ラベルの偏
りを考慮して重み付けを行う場合 γ = 1.0として少数ラベルに重みを付け
て計算する場合がある．
提案モデルの損失関数は次式で表される．
loss = α1× lossDKT + α2× lossP re (33)
















































4.1.2.2 Wheel spinningと Stopoutのラベル付けについて









Wheel spinning と Stopoutのラベルは，学習者の課題単位で計算され
る．提案モデルでは先行研究をもとに学習者の各行動からWheel spinning
と Stopoutに陥るかを予測する．さらに，提案モデルでは時系列のデー








提案手法に加えLSTM[17]，Support Vector Machine (SVM) [27]，Naive
Bayes (NB)[28]，Neural Network　 (NNET)[29]，K近傍法 [30] ，Ran-








状態変数を含む場合は，問題 ID(problem id)とその問題の正誤の 2値を
入力として加えて評価を行った．
提案手法では，ミニバッチ処理を行い分類を行った．このときミニバッ
チ数は 100で，試行回数は 30回である．また，式 (32)において γの値を












は次の図 5のようになった．図 5より，エポック数が 3000の時の損失関数
が約 0.2程度となっており，正しく学習されていることが確かめられた．











た．したがって，知識状態変数を推定に加えてMulti Task Learning する
ことにより知識状態変数を適切に活用できていることが確かめられた．
20
表 4: Wheel Spinning の分類結果
































図 6のようになった．図 6より，エポック数が 3000の時の損失関数が約
0.2程度となっており，正しく学習されていることが確かめられた．　　
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means clustering with background knowledge,” Icml, vol.1, pp.577–
584, 2001.
[31] L. Breiman, “Random forests,” Mach. Learn., vol.45, no.1, p.5âĂŞ32,
Oct. 2001. https://doi.org/10.1023/A:1010933404324
31
