The item count technique is a survey methodology that is designed to elicit respondents' truthful answers to sensitive questions such as racial prejudice and drug use. The method is also known as the list experiment or the unmatched count technique and is an alternative to the commonly used randomized response method. In this article, I propose new nonlinear least squares and maximum likelihood estimators for efficient multivariate regression analysis with the item count technique. The two-step estimation procedure and the Expectation Maximization algorithm are developed to facilitate the computation. Enabling multivariate regression analysis is essential because researchers are typically interested in knowing how the probability of answering the sensitive question affirmatively varies as a function of respondents' characteristics. As an empirical illustration, the proposed methodology is applied to the 1991 National Race and Politics survey where the investigators used the item count technique to measure the degree of racial hatred in the United States. Small-scale simulation studies suggest that the maximum likelihood estimator can be substantially more efficient than alternative estimators. Statistical efficiency is an important concern for the item count technique because indirect questioning means loss of information. The open-source software is made available to implement the proposed methodology.
INTRODUCTION AND EXAMPLE
In survey research, an important methodological challenge has been the elicitation of truthful answers to sensitive questions. For a long time, the randomized response method introduced by Warner (1965) has been a dominant technique to address this problem, and many refinements have been proposed. An alternative method that has recently begun to attract much attention of applied empirical researchers is the item count technique. This method was originally proposed by Miller (1984) and is also known as the list experiment or the unmatched count technique. A similar survey methodology was studied earlier by Raghavarao and Federer (1979) who called it the block total response method.
The item count technique has been used across a wide variety of disciplines. Applications include self-reports of racial prejudice (Kuklinski, Cobb, and Gilens 1997; Gilens, Sniderman, and Kuklinski 1998) , attitudes towards immigration (Janus 2010) , drug use (Droitcour et al. 1991) , employee theft (Wimbush and Dalton 1997) , and risky sexual behavior (LaBrie and Earleywine 2000) . Although the validity of this method remains to be investigated more rigorously, some have reported promising initial results showing that the item count technique can successfully elicit truthful answers to sensitive questions (e.g., Tsuchiya, Hirai, and Ono 2007; Holbrook and Krosnick 2010; Coutts and Jann 2011) .
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To illustrate the basic idea of the item count technique, consider the question of how to measure racial hatred against black people. Asking white respondents directly whether or not they dislike black people may be problematic because the respondents may give a "right" but untruthful answer. To avoid this possible social desirability bias, Sniderman, Tetlock, and Piazza (1992) employ the item count technique in the 1991 National Race and Politics Survey. Specifically, the respondents were randomly selected into the treatment and control groups. The control group was then presented with the following question:
Now I'm going to read you three things that sometimes make people angry or upset. After I read all three, just tell me HOW MANY of them upset you. (I don't want to know which ones, just how many.)
(1) "the federal government increasing the tax on gasoline;" (2) "professional athletes getting million-dollar-plus salaries;" (3) "large corporations polluting the environment." How many, if any, of these things upset you?
The treatment group was given the same question except that the sensitive item was added to the list used for the control group, Now I'm going to read you four things that sometimes make people angry or upset. After I read all four, just tell me HOW MANY of them upset you. (I don't want to know which ones, just how many.)
(1) "the federal government increasing the tax on gasoline;" (2) "professional athletes getting million-dollar-plus salaries;" (3) "large corporations polluting the environment;" (4) "a black family moving next door to you." How many, if any, of these things upset you?
Note that for both treatment and control groups, the order of items on the lists can be randomized in order to mitigate the order effects. This indirect questioning technique attempts to provide a greater degree of privacy to respondents by asking only the total number of items that make them angry rather than having them answer each item separately. Moreover, because the treatment and control groups are randomly selected, the proportion of the respondents whose answer is affirmative to the sensitive item can be estimated under certain assumptions by simply computing the difference in the mean response between those two groups.
Finally, although a detailed discussion is beyond the scope of this article, I emphasize that when applying the item count technique the control items (i.e., the items presented to the control group) must be carefully selected. In particular, the privacy is no longer protected if respondents in the treatment group wish to answer all sensitive and control questions either affirmatively or negatively. If this problem occurs to many respondents, then the validity of the survey measurement may be compromised. Increasing the number of control items partially addresses this problem, but the resulting estimator will be statistically inefficient. See Blair and Imai (2010b) for the discussion of statistical methods that address these and other failures of the item count technique.
Despite the growing use of the item count technique in applied research, there exist relatively few methodological research on the topic. The most commonly used method has been based on a simple difference-in-means estimator. Tsuchiya (2005) extends this method and considers an efficient estimation in different subpopulations defined by a discrete covariate. Chaudhuri and Christofides (2007) propose to improve the standard item count technique by slightly modifying the way the sensitive item is incorporated and derive a new estimator. Glynn (2010) suggests an adjustment to the difference-inmeans estimator, which yields greater efficiency at the cost of bias. Finally, Corstange (2009) proposes an approximate likelihood method, but his method is not applicable to the standard item count technique (see Blair and Imai 2010b , who propose the maximum likelihood estimator for this and other alternative designs based on the methodology proposed in this article).
In this article, new nonlinear least squares (NLS) and maximum likelihood (ML) estimators are developed for an efficient multivariate analysis with the item count technique. Enabling a multivariate statistical analysis is essential because researchers are typically interested in knowing how the probability of answering the sensitive question affirmatively varies as a function of respondents' characteristics as well as estimating the population proportion of such respondents. For example, in their analysis of the 1991 National Race and Politics Survey introduced above, Kuklinski, Cobb, and Gilens (1997) were interested in estimating the difference between Southern and non-Southern whites with respect to the population proportion of those who answer the black family item affirmatively while adjusting for certain demographic differences between them. Employing the difference-in-means estimator separately in each strata, as commonly done in applied research, is problematic especially when the number of strata is large.
To address this concern, I develop two new multivariate regression estimators. First, I consider the NLS estimator. For the NLS estimator, a computationally simple two-step estimation procedure is used to obtain consistent estimates. An advantage of the NLS estimator is that it provides a consistent estimate so long as the conditional mean functions are correctly specified. The NLS estimator also includes the conventional difference-in-means and the linear least squares estimators as special cases.
Second, the likelihood function is derived for the item count technique by regarding the answer to the sensitive question as missing data. This formulation naturally leads to the use of the Expectation-Maximization algorithm for the reliable computation of the ML estimator. Finally, the proposed methodology is applied to the 1991 National Race and Politics survey question introduced above. In addition, small-scale simulation studies suggest that the ML estimator can be substantially more efficient than other alternative estimators. The open-source software that implements the proposed estimators is available for download at the Comprehensive R Archive Network as Blair and Imai (2010a) .
THE PROPOSED METHODOLOGY
In this section, the proposed methodology is described. First, the notation and the required identification assumptions are introduced. I then develop two new estimators for the item count technique.
The Standard Design and Assumptions
Suppose that a simple random sample of N respondents is obtained from a population. I consider the standard design for the item count technique where there are J control items and one sensitive item. Let T i represent the binary "treatment" status for respondent i; T i = 0 means that the respondent is presented with the partial list of J control items whereas T i = 1 indicates that the respondent is presented with the full list of J + 1 items including a sensitive question as well as control questions.
Next, suppose that each respondent possesses a latent potential response to each control item j = 1, . . . , J, which may depend on the respondent's treatment status t. Using the potential outcomes notation (e.g., Holland 1986), I denote this variable by Z ij (t), which is equal to 1 if the answer is affirmative and equals 0 otherwise. For example, Z ij (1) = 1 means that respondent i's latent answer to the jth control item is affirmative under the treatment condition. Furthermore, let Z i,J+1 (1) denote respondent i's latent answer to the sensitive question under the treatment condition. Recall that only the treatment group is presented with the sensitive item and so Z i,J+1 (0) is not defined.
Since respondents are instructed to give the total number of items on the list rather than answer each item separately, the potential responses can be defined as
) and a vector of pretreatment covariates is denoted by X i where the support of X i is given by X .
Under this setting, the identification assumptions of the item count technique can be formally expressed as follows:
Note that Assumption 1 is guaranteed to hold because researchers conduct the randomization of respondents into the treatment and control groups. In contrast, Assumption 2 may be violated if respondents give different answers to control items depending on whether or not the sensitive item is included in the list. This type of design effect may occur if respondents evaluate items on the list relative to one another. Thus, this identifying assumption suggests that one must carefully choose control items in the item count technique. Finally, Assumption 3 implies that respondents give truthful answers about the sensitive item when asked indirectly about it using the item count technique. Note that we do not assume the answers to control items are truthful. For control items, we only need to assume that they are not affected by the addition of the sensitive item to the list.
In sum, Assumptions 2 and 3 together eliminate the possibility that the coexistence of the sensitive and control items in a single list influence responses in one way or another. In practice, however, these assumptions need to be made with care. For example, researchers are often concerned about the possibility that the location of the sensitive item in the treatment list may affect respondents' answers. To minimize such potential order effects, they often randomize the order of items on the list. However, this may lead to the violation of the Stable Unit Treatment Value Assumption, which requires no multiple versions of treatment (Rubin 1990) . Addressing these design effects is beyond the scope of this article, but interested readers may refer to Blair and Imai (2010b) who develop several methods to address these potential violations of the identification assumptions (see also VanderWeele and Hernán 2010).
Identification
Before describing the proposed estimators, I briefly consider the issue of identification. First, it is immediate that under Assumptions 1 and 2, we have
This justifies the following standard difference-in-means estimator that is commonly used to analyze the item count technique,τ
where
In particular,τ is an unbiased estimate of the population average response to the sensitive item, that is,
Furthermore, as shown by Glynn (2010) , it is important to note that under Assumptions 1 and 2 one can can identify the joint distribution Pr(Z i,J+1 (1) = z, Y i (t) = y) for each t = 0, 1 and z = 0, 1. To see this formally, first note that we have Pr(Y i (0) = y) = Pr(Y i | T i = 0) for each y = 1, . . . , J by Assumption 1. Second, we have
where the second equality follows from Assumptions 1 and 2.
The Nonlinear Least Squares Estimator
Next, I consider the generalization of the standard differencein-means estimator in Equation (2) to a multivariate analysis based on the following additive nonlinear regression model,
Typically, researchers are interested in estimating g(x, δ) so that they can determine the association between respondents' characteristics, X i , and their answer to the sensitive item, Z i,J+1 (1).
To estimate (δ, γ ), I propose the following computationally simple two-step procedure. First, obtain the NLS estimate of γ from the control group T i = 0, and denote it byγ NLS . Then, compute the NLS estimate of δ from the treatment group,δ NLS , by setting γ equal to the estimate obtained from the first step, γ NLS .
Given this two-step procedure, when computing the standard error forδ NLS , one must take into account for the fact that γ is estimated. In the Appendix, the asymptotic sampling distribution of this two-step NLS estimator is derived for a case of logistic models where it is assumed that f (
The asymptotic sampling distribution for other parametric models such as probit links can be derived in a similar way.
The main advantage of the NLS estimator is that it provides a consistent estimator so long as the conditional mean functions, that is, f (x, γ ) and g(x, δ), are correctly specified. The NLS estimator also includes two important estimators as special cases. First, when f (x, γ ) = γ and g(x, δ) = δ, this procedure yieldsτ defined in Equation (2), thereby generalizing the standard difference-in-means estimator. Next, if we assume linear functional form f (x, γ ) = x γ and g(x, δ) = x δ, we have the following linear regression model with interaction terms:
While it may not be appropriate for modeling discrete outcomes, this linear model can be easily estimated without the two-step procedure. Note that the heteroscedasticity-consistent robust standard errors must be computed for this model.
The Maximum Likelihood Estimator
The two-step NLS estimator is attractive in terms of its computational simplicity and connection to the difference-in-means and linear least squares estimators. However, one disadvantage is the potential loss of statistical efficiency. Also, it is not straightforward to extend this approach to more complex models such as hierarchical models. Therefore, I derive the maximum likelihood estimator by modeling the joint distribution of (Y i (0), Z i,J+1 (1)), which is identifiable under Assumptions 1 and 2 as shown in Section 2.2.
To construct the likelihood function, notice that there exist the following four possible types of respondents according to their values of (T i , Y i ):
Given this setup, if we let h z (y;
, then the observed-data likelihood function can be written as
where J (t, y) represents a set of respondents with (T i , Y i ) = (t, y). As mentioned before, researchers are typically interested in making inferences about the answers to the sensitive item, that is, g(x, δ), more than the control items. The likelihood function in Equation (7) is potentially difficult to optimize because it has two separate mixture components. Thus, I construct the Expectation-Maximization (EM) algorithm (Dempster, Laird, and Rubin 1977) by regarding Z i,J+1 (1) as partially missing data. In this framework, given the complete data (Z i,J+1 (1), Y i , T i ), the complete-data likelihood function can be written as
The E-step of the algorithm can then be derived by computing the following conditional expectation of the missing data,
where the second, third, and fourth equalities follow from the Bayes' rule, Assumption 2, and Assumption 1, respectively. Note that w i = 1 if Y i = J + 1 and T i = 1 whereas w i = 0 if Y i = 0 and T i = 1. Then, the M-step will maximize the following objective function with respect to (ψ 0 , ψ 1 , δ) given the observed data
, which is evaluated at the current values of the parameters
The advantage of the EM algorithm is that in the M-step each of the three terms, g(x, δ), h 0 (y; x, ψ 0 ), h 1 (y; x, ψ 1 ), can be independently maximized based on their corresponding weighted log-likelihood functions. Thus, as I illustrate below with the beta-binomial model, the standard model fitting routine can be used to implement the EM algorithm.
Finally, given the likelihood inference framework in Section 2.4, Bayesian inference can be conducted relatively easily. Naturally, the data augmentation algorithm can be used to exploit the missing data framework as done in the EM algorithm. In the context of the beta-binomial model, a Markov chain Monte Carlo (MCMC) algorithm can be constructed so that conditional on the model parameters, the missing data Z i,J+1 (1) is sampled from the Bernoulli distribution with the probability w i given in Equation (8). Then, given this draw of Z i,J+1 (1), the standard MCMC algorithms for the logistic and beta-binomial regression models can be used to update the model parameters.
The Beta-Binomial Model
To illustrate the above likelihood inference framework, I consider the following model:
for z = 0, 1 where 0 < μ z (x) < 1 and 0 < ρ z (x) < 1 for all x ∈ X , which is the support of X i . This is the beta-binomial model with the mean E(
For example, we can use the logistic model, that is, μ z (x) = logit −1 (x ψ z ). This parameterization was used by Lee and Sabavala (1987) and slightly differs from the standard parameterization (e.g., Griffiths 1973) . The advantage of this alternative parameterization is the ease of interpretation. In particular, ρ z (x) can be interpreted as the intrarespondent correlation across any two control questions among respondents who possess specific characteristics x and have response z to the sensitive question. Finally, μ z (x) can be interpreted as the average response to J control items conditional on the response for the sensitive item. The EM algorithm for this model is relatively straightforward. Specifically, the E-step requires the evaluation of the beta-binomial density function and the M-step consists of the fitting of the weighted logistic regression [for g(x, δ)] and the weighted beta-binomial regression [for h z (y; x, ψ z )]. For fitting the weighted beta-binomial regression, I use the algorithm as implemented in the VGAM package (Yee and Hastie 2003; Yee 2010) .
EMPIRICAL AND SIMULATIONS STUDIES
In this section, the methods developed in Section 2 are applied to the question from the 1991 National Race and Politics Survey that is described in Section 1. In addition, small scale simulation studies are conducted to compare the performance of the ML estimator with that of alternative estimators.
For the computation of all empirical and simulation results, the following strategy is employed. For the NLS estimator, the nls() function in R is used. For the ML estimation, I use the EM algorithm described in Section 2.4, and the asymptotic variance is calculated based on the numerical approximation via the optim() function in R.
Racial Prejudice and the "New South"
In their influential article, Kuklinski, Cobb, and Gilens (1997) analyze the question from the 1991 National Race and Politics Survey that is described in Section 1. The authors present the evidence against the prevalent notion of "New South," which states that during the late 1970s and 1980s the South underwent the transformation where antiblack prejudice among Southern whites has declined to the level similar to the prejudice among non-Southern whites. (The definition of the South includes Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, North Carolina, South Carolina, Texas, and Virginia).
Using the standard difference-in-means estimator, that is,τ in Equation (2), they find that a large proportion of Southern whites answer affirmatively to the question whether "a black family moving next door to you" will make them angry whereas very few non-Southern whites do so. This difference is statistically significant and used as main evidence for the conclusion that there still exists a significant amount of racial prejudice in the South.
After presenting the above evidence, Kuklinski, Cobb, and Gilens (1997, pp. 334-335) point out one possible objection to their analysis. So far our discussion has implicitly assumed that the higher level of prejudice among white Southerners results from something uniquely 'southern,' what many would call southern culture. This assumption could be wrong. If white southerners were older, less educated, and the like-characteristics normally associated with greater prejudice-then demographics would explain the regional difference in racial attitudes, leaving culture as little more than a small and relatively insignificant residual.
To address this concern, the authors compare the marginal distributions of demographic variables between Southern and nonSouthern whites (table 3 on p. 337), and show that they are somewhat similar. This is then used as evidence to support their conclusion that demographic characteristics cannot explain the difference between the South and the non-South.
Here, I apply the proposed method and reexamine the question of whether there exists the difference between Southern and non-Southern whites even after taking into account other demographic characteristics. Specifically, in addition to the variable indicating whether a respondent lives in a Southern state, I include three demographic variables-age, education, and gender-that are used by the original authors (see table 4 on p. 339) as the pretreatment variables X i . I follow the original coding where education is measured as a binary variable representing whether respondents attended college, although I do not dichotomize the age variable like the original analysis. The sample consists of 1213 white respondents, of which 285 are Southerners.
The linear and nonlinear least squares estimators as well as ML estimators are computed. For the ML estimation, the data shows little overdispersion and hence I use the binomial model, which is a limiting special case of the beta-binomial model described in Section 2.5. In addition, for the ML estimation, two models are fitted, one with the constraint h 0 (y; x, ψ 0 ) = h 1 (y; x, ψ 1 ) and the other without it. Substantively, this constraint implies that a respondent's answer to the sensitive item is not correlated with his/her answer to the control items after adjusting for the four pretreatment variables. Table 1 presents the estimated coefficients for all four models. Across all four models, the estimated coefficient for the South variable (highlighted in gray) is positive in the model for the sensitive item. This estimated coefficient is statistically significantly different from zero at the conventional 5% level for the NLS and constrained ML estimators. The result implies that on average Southern whites are more likely to be angered by a black family moving next door than non-Southern whites even after adjusting for the demographic differences. In the models for the sensitive item, the standard errors for the constrained ML estimates are substantially smaller than those for the NLS estimates. Given the difficulty of directly interpreting these coefficients (other than those from the linear least squares), a direct comparison across four models will be conducted when discussing Figure 1 below.
Furthermore, the assumption of the independence between the answer to the sensitive item and those to the control items can be statistically tested within the framework of the ML estimation. Specifically, the likelihood ratio test can be conducted to test the null hypothesis is that the constraint holds. The pvalue from this hypothesis test is 0.760, implying the failure to reject the null hypothesis. Thus, if I take the constrained model Table 1 . Estimated coefficients from the item count technique regression models where the sensitive item is whether or not "a black family moving next door to you" will make (white) respondents angry. The key coefficient of interest is the one for the variable South (highlighted in gray), which indicates whether or not a respondent lives in one of the Southern states. All the coefficients except the linear least squares estimates are based on logistic regression models as the final model, the result supports the conclusion of the original analysis that Southern whites are on average more likely to possess an anti-black sentiment than non-Southern counterparts, and this difference is statistically significant even after adjusting for certain demographic differences. Finally, based on the fitted models listed in Table 1 as well as the models without covariates, Figure 1 presents the estimated proportions of Southern (squares) and non-Southern (circles) whites who are angered by "A black family moving next door to you." For the NLS and ML estimators with covariates, the results are obtained by averaging over the sample distribution of covariates. The solid lines represent the 95% asymptotic confidence intervals. The ML estimates are based on the constrained model. The results show that the ML estimators have substantially shorter confidence intervals than the other estimators, illustrating the potential efficiency gain of a multivariate analysis. Indeed, unlike the other estimators, the asymptotic confidence intervals for the ML estimator do not overlap with zero, which is consistent with the fact that the proportion is bounded below by zero (though of course this pattern does not generally hold). 
Simulation Studies
I conduct two small-scale simulation studies to examine the relative performance of the ML estimator over the other alternatives. First, we compare the ML estimator with the differencein-means estimator, which is a special case of our NLS estimator when there exist no covariates. I sample the response variable using the ML estimates based on the constrained binomial model as the true values. For example, the true proportion of affirmative answer to the sensitive item is set to 0.154. I generate the data according to this binomial model and compute bias, root mean square error (RMSE), and the coverage of 90% confidence intervals using three different sample sizes, that is, 500, 1000, and 2500. In this setting, we expect both estimators to be unbiased but the ML estimator to have smaller variance than the difference-in-means estimator because the former incorporates the knowledge about the distribution of the response variable. Figure 2 presents the simulation results, which are based on 5000 independent Monte Carlo draws. As expected, both estimators exhibit little bias across sample sizes, whereas the ML estimator has smaller RMSE than the difference-in-means estimator. The confidence intervals for the two estimators have appropriate coverage especially when the sample size is large. The result suggests that in the analysis of item count technique incorporating the knowledge of response distribution can lead to a substantial efficiency gain. This finding is consistent with the empirical example given above and is important because researchers must recoup the efficiency loss due to indirect questioning.
Finally, another small-scale simulation study is conducted to examine the relative efficiency of the ML estimator over the NLS estimator in the situations where covariates are available. To make the data generating process somewhat realistic, I take the survey data analyzed in Section 3.1 and sample covariates from the multivariate normal distribution whose mean vector and variance matrix are equal to the sample counterparts of the race data. For the true values of the coefficients, the estimated coefficients from the ML constrained binomial model in Table 1 are used. The overdispersion parameter ρ is set to 0.25 to induce a moderate degree of positive correlation among control items. Finally, the outcome variable is sampled according to the beta-binomial model presented in Section 2.5 with the constraint h 0 (y; x, ψ 0 ) = h 1 (y; x, ψ 1 ).
The sample sizes are set to 1000, 2500, and 5000. A total of 5000 Monte Carlo simulations are conducted for each sample size, and the bias, RMSE, and the coverage probability of the 90% asymptotic confidence intervals are estimated for both the NLS and ML estimators. For the ML estimator, the constrained beta-binomial model is fitted. Note that this data generating process is also consistent with the NLS model. The goal of this simulation study, therefore, is to assess the degree of relative efficiency loss the NLS estimator would incur by not incorporating the distributional assumption (in comparison with the ML estimator which is under this setting is known to be asymptotically the best unbiased estimator). Figure 3 summarizes the simulation results for four coefficients corresponding each of the covariates (rows). As expected, the ML estimator (solid circles) outperforms the NLS estimator in terms of bias and RMSE, and this difference can be substantial especially when the sample size is small. Across all coefficients, the coverage of the 90% asymptotic confidence intervals are reasonably close to its nominal coverage rate for both estimators even when the sample size is small. Overall, the simulation results suggest that the potential efficiency gain of the ML estimator is large if the distributional assumption of the model is correct.
CONCLUDING REMARKS AND FUTURE RESEARCH
Eliciting truthful answers to sensitive questions has been one of the main challenges for survey research. Although statisticians have extensively studied the randomized response method, the item count technique has recently emerged as a viable alternative among applied empirical researchers across a number of disciplines. One important advantage of the item count technique over the randomized response method is that it does not require respondents to conduct randomization. This ease of implementation has allowed many applied researchers to use the item count technique when designing their own surveys. Another advantage is that respondents can easily understand why the item count technique provides privacy. Indeed, some scholars find that the item count technique outperforms the randomized response method for various sensitive questions (Coutts and Jann 2011).
While the item count technique offers a promising method to ask sensitive survey questions, many methodological challenges remain. One major problem, which is addressed in this article, is the lack of efficient multivariate regression technique applicable for this survey methodology. In this article, I develop the NLS and ML estimators to fulfill this gap. The empirical and simulation studies illustrate the potential efficiency gain of the proposed methods especially when the knowledge of response distribution is incorporated. The likelihood inference framework developed in this article also will serve as the foundation for building more sophisticated modeling strategies such as Bayesian analysis and hierarchical modeling that may be required in more complex empirical applications.
Finally, future research should address potential failures of the item count technique. Specifically, statistical methods need to be developed for detecting and adjusting for the violations of the key identifying assumptions that underlie the item count technique (formalized as Assumptions 2 and 3 in this article) (see e.g., Blair and Imai 2010b; Glynn 2010) . The development of such methods should shed light on effective ways in which applied researchers design and analyze survey questions based on the item count technique.
APPENDIX: THE ASYMPTOTIC SAMPLING DISTRIBUTION OF THE TWO-STEP NONLINEAR LEAST SQUARES ESTIMATOR FOR LOGISTIC MODELS
I follow the analytical strategy outlined in Newey and McFadden (1994, section 6) by treating the two-step estimator as a method of moments estimator which solves the following first order conditions with probability approaching one,
exp(X i δ) {1 + exp(X i δ)} 2 X i m 1 (Yi,Ti,Xi,δ,γ ) = 0, Ti,Xi,γ ) = 0.
Thus, under the standard regularity conditions (Hansen 1982) , the two-step estimator is consistent. The asymptotic sampling distribution is given by The expressions for F and G are given below:
