This study uses county-level variation in implementation of calorie labeling laws in the US to identify the effects of such laws on body mass. Using the 2003 to 2012 waves of the Behavioral Risk Factor Surveillance System, we find a statistically insignificant average treatment effect for women and a small, statistically significant and negative average treatment effect for men, indicating a decrease in BMI after implementation of calorie-labeling laws. We estimate finite mixture models and discover that the average treatment effects mask substantial heterogeneity in the effects across three classes of women and men. For both women and men, the three classes, determined within the model, can be described as a subpopulation with normal weight, a second one that is overweight on average and a third one that is obese on average. Estimates from finite mixture models show that the effect is largely concentrated among a class of women with BMI distributions centered on overweight. The effects for men are statistically significant for each of the three classes and large for men in the overweight and obese classes. These results suggest that overweight and obese individuals are especially sensitive to relevant information.
Introduction
Obesity is a prevalent public health problem. From the perspective of the individual, there are some effective medical treatments and lifestyle change interventions have been shown to work in some sub-populations but not generally. Therefore, solutions to the health problem remain elusive. A secular increase in total calorie consumption over time is the more likely explanation for the increase in obesity rather than a decrease in calories expended (Bleich et al., 2008; Cutler et al., 2003) . Decreases in prices of calorie-dense foods relative to prices of less-dense, more nutritious foods (Christian and Rashad, 2009) In this paper, we examine the effect of calorie labeling on body mass. While the imperfect information arguments made above and in references therein suggest that consumers should respond to calorie information posted on menus in restaurants, whether and by how much consumers actually respond remains an empirical question. We use the 2003 to 2012 waves of the Behavioral Risk Factor Surveillance System (BRFSS) and a difference-in-difference empirical strategy exploiting variation in implementation of calorie labeling laws across counties in the United States over time in our analysis. We estimate models separately for men and women, and for each gender, focus on heterogeneous treatment effects which we elicit using finite mixture models. As Cawley (2015, section 7.7) explains, discovering and explaining heterogeneity of effects is an important research frontier. Our study expands the sample from New York to a substantial portion of the US.
While Restrepo (2014) compares a few counties in New York with calorie labeling to those without, we compare a number of counties, cities and states in the US with calorie labeling laws implemented to neighboring geographies without calorie labeling. We conduct a detailed examination of heterogeneous treatment effects using finite mixture models. We expect heterogeneous treatment effects because calorie labeling and posting requirements vary across jurisdictions, because only a fraction of the population may observe calorie labels; and because individuals may substitute calories across restaurant and non-restaurant meals. Dumanovsky et al. (2011) found heterogeneity across genders and Restrepo (2014) along the distribution of BMI. Our analysis encompasses both those possibilities and allows for more.
We estimate finite mixture models (Mclachlan and Peel, 2000; Deb and Trivedi, 1997) Günther and Launov (2012) to issues in economic development.
In difference-in-difference regression analysis, identification of causal effects relies heavily on the assumption of identical pre-program trends. Consequently, it can be useful to weight / reweight the sample such that the covariate distribution of the control group becomes more similar to the covariate distribution in the treatment group (Abadie and Imbens, 2011).
In addition, following the principles of synthetic control groups proposed by Abadie and Gardeazabal (2003) and Abadie, et al. (2010) , one can reweight the sample based on pretrend values of the outcome itself to have identical (not just parallel) pre-treatment trends in BMI. In this paper, we use a novel technique called entropy balancing (Hainmueller, 2011) to estimate weights to perfectly balance covariates and pre-treatment BMI trends.
We find that the average treatment effect is not significantly different from zero for the sample of women but it is negative and statistically significant for the sample of men. These average treatment effects mask substantial heterogeneity in the effects for women and men.
The finite mixture models uncover three classes of BMI for women and men: the first is a subpopulation with normal weight, a second subpopulation that is overweight on average and a third one that is morbidly obese on average. There is a statistically significant effect for women in the overweight class while the treatment effects are not significant in the other BMI classes. For men, the effect is statistically significant in each of the three classes but increases substantially in magnitude across normal weight, overweight and obese classes.
The remainder of the paper is organized as follows. Section 2 introduces our empirical strategy and the econometric model and section 3 presents the data. Section 4 discusses the empirical results and provides some interpretations. We wrap up with conclusions in section 5.
2 Empirical strategy and econometric model 2.1 Difference-in-difference specification Consider a design in which there is a binary treatment indicator G i (with G i = 1 denoting the treatment group), a binary time indicator T i (with T i = 1 denoting the intervention period) and X i denoting a set of control covariates. Then, using the potential outcomes framework, the treatment effect in a difference-in-difference model (Athey and Imbens, 2006) can be written as
where y i 1 and y i 0 denote the potential outcomes with and without treatment respectively.
As usual, in the potential outcomes framework, the observed outcome Y is given by
where 1 denotes the indicator function.
In the context of a linear regression model with group and time indicators along with a group-time interaction,
the two expected potential outcomes can be written as
and
so that the treatment effect τ = β 3 is the coefficient on the interaction term in the regression specification. We estimate this basic specification using weighted least squares, where the weights incorporate both survey weights and covariate balance adjustments as described in detail below. 
Entropy balance weights
In difference-in-difference regression analysis, identification of causal effects relies heavily on the assumption that pre-program trends of the outcome are identical. In order to achieve balance between treated and control observations, it can be useful to weight / reweight the sample such that the covariate distribution of the control group becomes more similar to the covariate distribution in the treatment group (Abadie and Imbens, 2011) . In addition,
we include the mean value of the outcome (BMI) for each pre-treatment year of data by county and gender in the set of "covariates" used in the entropy balancing algorithm. Thus, following the principles of synthetic control groups proposed by Abadie and Gardeazabal We use a novel method for generating weights to create balance: entropy balancing. Entropy balancing, a method developed by Hainmueller (2011) , produces a set of observationlevel weights that directly balances covariate distributions across treated and control groups.
Inverse propensity score weighting is the popular method for this purpose (Ho, Imai, King, and Stuart, 2007) but the entropy balance method has a number of practical advantages.
First, it eliminates the need to back and forth between propensity score specification, estimation and balance checking. Second, propensity score weights can lead to worse balance on some covariate dimensions while improving balance on others (Iacus, King, and Porro, 2012) . Third, while the weights are adjusted as far as is needed to accommodate the balance constraints, at the same time they are kept as close as possible to the base weights to retain information in the reweighted data, so extreme weights are much less likely.
In the propensity score weighting method, every treated unit gets a weight d i = 1 and every control unit gets a weight equal to
is the estimated propensity score. In the entropy balancing method, each treated unit gets either a weight w i = 1 or w i = s i , where s i is the sampling weight associated with the treated observations, and every control unit gets a weight that satisfies a set of a priori specified balance constraints.
Specifically, w i for the control units are chosen by the solution to
subject to
where c ri (Xi) = m r describes a set of R balance constraints imposed on the covariate moments of the reweighted control group. Each balance constraint equates the weighted mean of the covariate in the treated sample to the weighted mean of the covariate in the control sample. In the case of indicator variables, which comprise most of the covariates in the study, equality of means is equivalent to equality of distributions. We conduct entropy balance for each gender and year of data separately, so covariate balance is obtained within each gender-year subsample.
We apply the entropy balance algorithm iteratively. In the first application of the algorithm, we set the weights for the treated group to their sampling weights and have one balance constraint for each covariate used in the regression analysis. We use the resulting balance weights to calculate county-level means of BMI by gender and pre-treatment years.
The second application of the entropy balance algorithm adds county-mean BMI (in addition to the regression covariates) into the set of balance constraints. This generates a new set of balance-weights, which we use to recalculate county-level mean BMI for the pre-treatment years. The third application of the entropy balance algorithm uses, once again, balance constraints for covariates and county-level mean BMI. The revised balance weights have a correlation of 0.99 with the weights from the prior iteration so we consider the process to have converged to a stable set of balance weights.
Finite mixture model
Most empirical models for estimating treatment effects assume that the effect is constant across the population, or can be interpreted as estimating average effects. 
where 0 < π j < 1, and C j=1 π j = 1 and f j denotes an appropriate density given the characteristics of the error terms. As we will describe below, normally (Gaussian) distributed components appear to be appropriate in the context of the outcome of interest. We estimate the parameters of this model using maximum likelihood. Inference is based on standard errors adjusted for clustering at the county level.
Examination of the parameter estimates provides information on whether there is substantial heterogeneity across the distribution of the outcome and the treatment effects for each subpopulation. Although the parameter estimates, per se, do not characterize the component distributions, one can use Bayes Theorem in a process to classify individual observations into the components identified by the model estimates. More precisely, post estimation, we use Bayes Theorm to calculate the posterior probability that observation y i belongs to component c (the prior probability is assumed to be a constant):
Next, we assign an observation i into class j such that j = arg max c Pr[
Then we treat the classification as known and stratify the sample by latent class in subsequent descriptive analysis of the relationship between observed covariates and class mem-
bership. This provides a characterization of the observations in each class.
Data and descriptive statistics
We use data from the 2003-2012 Behavioral Risk Factor Surveillance System (BRFSS). reweighting. Thus we drop observations with the smallest and largest quarter percent of sampling weights.
We use the Area Resource File (ARF) to classify each county of residence in each year by population and income. We drop all rural counties and small urban areas with populations less than 20,000. The remaining counties are classified as being urban (population greater than 20,000), small metropolitan areas (population less than 250,000), metropolitan areas (population between 250,000 and 1,000,000) and large metropolitan areas with populations greater than 1,000,000. We also control for household median income in each county. In Table   1 shows the counties and states that enforced calorie-labeling laws at some point during the study period. Figures 1 and 2 show that geographies with calorie-labeling laws are concentrated in the Northeastern and Western regions of the US. Therefore, we restrict our analysis to states in those regions for both treatment and comparison observations. Thus, in addition to displaying treated counties, figures 1 and 2 also show the comparison states and counties in our study. The key variable in the analysis is an indicator labeled "County has law enforced" that takes a value of one if a county has implemented mandatory calorie labeling in the month and year of interview and zero otherwise. We pool the data from Northeast and Western US counties and estimate the model. Although our regression analyses take these characteristics into account, it is preferable to minimize reliance on the parametric form of the regression analysis by balancing on covariates and mean BMI in pre-program years. This allows us to interpret the regression estimates as being doubly robust. As described above, we adjust the BRFSS sampling weights using entropy minimization to obtain new sampling weights for comparison observations while retaining the original sampling weights for the treated observations. We estimate the entropy-balance weights separately for each gender and each year of data.
Sample means using the entropy-balance weights are shown in table 3. Now the samples Figure 3 shows the trends in average BMI for treatment and control groups stratified by gender. The graphs in the left panels display means weighted by the BRFSS sampling weights. The graphs in the right panels display means weighted by entropy-balance weights.
Results
For the sample of women, the sampling-weighted means are close but show some divergence before calorie-labeling laws went into effect. For men, the sampling-weighted means are appear roughly parallel but somewhat apart in the pre-law period, obscuring possible gains of the calorie labeling laws. The use of entropy-balance weights brings the pre-treatment trends together and enhances the differences in post-treatment outcomes. In both cases, a widening of the BMI gap after 2008 is apparent. 2 Results of the difference-in-difference entropy-balance weighted regressions for the samples of women and men are shown in 
Finite mixture models
We estimate 2, 3, and 4 component finite mixture models and find that 3-component models have the best fit for the samples of men and women. Thus we proceed by focussing on 3-component models. Table 5 and figure 4 show some basic characteristics of the three component densities for the full samples of women and men. For the sample of women, the model identifies a distribution centered on normal weight (mean BMI equals 22) with associated probability of 0.32, a distribution centered on overweight (mean BMI equals 27) with a probability of 0.48 and a relatively dispersed distribution centered on obese weight (mean BMI equals 34) with a probability of 0.21. The distributional characteristics of the mixture classes for the sample of men are broadly similar to those of women but have some substantive differences. The model identifies a distribution centered just under the clinical cutoff for overweight (BMI of 25) with associated probability of 0.42, a distribution centered on overweight (mean BMI equals 28) with a probability of 0.43 and a relatively dispersed distribution centered on obese weight (mean BMI equals 34) with a probability of 0.16. Table 6 reports the difference-in-difference regression coefficients for each latent class.
The results show that the reduction in BMI due to the calorie-labeling law is statistically significant only in the second component, which corresponds to a class of women whose BMI is centered on 27. The marginal effect of the law is 0.25, which corresponds to about 0.9 percent of the average BMI for this class of observations. The effects of the calorie-labeling laws are very different for men (see table 6 estimates of the finite mixture models, however, uncover a subtle yet important difference, which is that calorie-labeling has an affect on a substantial fraction of women who are overweight but appears to have no effect on a smaller but significant fraction of women who are, on average, obese. For men, it appears that the effect of calorie-labeling laws persists through the entire distribution but with the effect being larger (in absolute and percentage terms) in the overweight and obese classes.
Alternative specifications of the finite mixture models
Self-reported weight and BMI is fraught with measurement error. Cawley (2004) and Burkhauser and Cawley (2008) show that the measurement error is non-classical because, while individuals generally tend to underreport their weight, overweight individuals tend to underreport their weight more. Consequently, in our first check of our main results, we fol- The estimates, shown in the bottom panel, are qualitatively and quantitatively virtually identical to those obtained in our main specification.
Characterizing the latent classes
Estimates of the parameters of the finite mixture models reveal that the effects of calorielabeling laws are heterogeneous and substantially affect overweight women and men, and, in addition, obese men. Nevertheless, calorie-labeling laws appear to have no effect on substantial portions of the population of women and only a small effect on a substantial portion of men. In order to determine whether there are observable characteristics (other than BMI) that might distinguish the classes of individuals, we classify the female and male samples separately using the posterior probabilities of class membership (equation 9). We use this posterior classification to summarize the observed characteristics, using the entropy 
Conclusion
The results in this study indicate that mandatory calorie labeling laws implemented over the past few years in a number of states and counties appear to be having substantial effects in terms of decreased BMI following implementation of such laws. Estimates from finite mixture models show that the effect is largely concentrated among a class of women with BMI distributions centered on overweight. The effects for men are statistically significant for each of the three classes and large for men in the overweight and obese classes. ME ME ME ME ME ME ME ME ME ME ME ME ME ME ME ME 
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