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Abstract
In media reproduction, there are many situations in which audio and visual signals, coming
from the same object, are presented with a spatial offset. When the offset is small enough the
spatial conflict is usually resolved by the brain, merging the different information into one
unified object; this is the so-called ventriloquism effect. With respect to evolving immersive
technologies such as virtual and augmented reality, it is important to define the maximally
accepted offset angle to create a convincing environment. However, in literature on the
ventriloquism effect, values for the maximally acceptable offset angle vary greatly.
Therefore, a series of experiments was devised to investigate the influencing factors
leading to this great variation. First, the influence of participants’ background and sensory
training in hearing and vision was assessed. In a second step, the influence of the stimulus
properties such as their semantic category was examined. In both cases, a forced-choice
yes/no experiment was conducted evaluating participants’ thresholds in perceived spatial
coherence. The third set of experiments strived to evaluate ventriloquism indirectly using
reaction times measurement to circumvent the observed influencing factors.
The results show that auditory sensory training greatly influences the measured offset-
angles with a nearly doubled acceptable offset angle for untrained participants (19°) compared
to musically trained ones (10°). The measured offset is further dependent on signal properties
linked to localisation precision with variations in the range of ±2°. Both findings can be
explained along the current model of bimodal spatial integration. Compared to these results,
the reaction time measurements reveal that offsets as small as 5° and less can influence
human bimodal integration independent of the sensory training.
The divergent results are discussed along the lines of the two-stream processing in the
brain for semantic and spatial information to derive recommendations for media reproduction
taking into account the different use-cases of various devices and reproduction methods.
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Chapter 1
Introduction
In multimedia applications such as television, games, augmented and virtual reality, artistic
and other installations, or live performance, audio and visual signals may be presented
in a spatially misaligned way following technical limitations or misaligned equipment.
Knowledge of the perceptually acceptable spatial mismatch can ensure that a perceptually
satisfying multimedia experience is guaranteed nevertheless. This thesis is concerned with
the perceptual limit for the horizontal spatial mismatch between audio and visual objects in
the frontal field of view.
The following section presents the motivation for the research in detail, followed by the
problem statement. The contributions of the research are summarised and the remainder of
the thesis is introduced.
1.1 Motivation
Our perception of the world around us is based on the automatic analysis and fusion of
visual and auditory cues including parameters such as colour, position and scale, and pitch,
temporal envelope and inter-aural differences. This process is called bimodal integration.
Whenever someone enters a room, for example, he or she can immediately grasp which
audio and visual signals belong to the same source, can tell where the sources are placed,
and can follow them around the room, such as an (un-amplified) presenter moving across the
stage. In natural listening conditions the spatial parameters in the audio and visual modalities
generally match up and the compliance of cues leads to the cognitive formation of objects in
space. This formation process exhibits a certain tolerance to differing information, due to the
constant variation of the perceived spatial information following self-movement and external
movement.
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As a result of this tolerance, it has been observed that spatially separated audio and
visual signals may be perceived as coming from the same position when the offset is small
enough. This illusion is called the ventriloquism effect. Such a situation for example arises
when the presenter from the above example is amplified with sound coming from stationary
loudspeakers even though the presenter still moves across the stage. Being typically more
precise, visual spatial information usually takes priority over auditory spatial information
leading to an object localisation that is dominated by the visual cues [128, 54].
In multimedia reproduction this effect has been exploited numerous times. Typical home
entertainment systems, for example, consist of a screen and a pair of loudspeakers, either built
into the TV or stand-alone. Spatial misalignment often arises in such a setup from misplaced
devices, e.g. loudspeakers placed away from the screen. Additionally, sound sources are
usually panned roughly left/centre/right in the audio mix to simplify the mixing process
instead of correctly tracing the position of visual objects across the screen. This spatial
misalignment does not affect participants’ awareness and does not diminish the experience as
it does not impede the conveyance of information—the most important aspect in television
consumption (see Armstrong [11]).
In contrast to the home situation, cinemas have always tried to a greater extent to captivate
the listener emotionally by drawing the listener completely into the story. This is partially
achieved through larger screens and better sound reproduction systems compared to the home.
In cinemas offering surround sound, the frontal area of the screen is covered by at least three
loudspeakers to achieve a better spatial resolution, and ambient sound is usually reproduced
through arrays of side loudspeakers. Despite these technical efforts, many sound sources in
films are not spatially aligned with their equivalent visual object. Dialogue, for example, is
often only mixed statically into the central loudspeaker. A mixture of manual adjustment
of the end product to the given reproduction system and adaptation of listeners to viewing
habits has ensured that the ventriloquism effect can be exploited while maintaining a sense
of natural listening [53].
A new interest in the ventriloquism effect arises from recent developments in consumer
technologies. These new technologies generally aim to create a more immersive, interactive
audio environment compared to standard stereo or surround sound. Home entertainment,
for example, has been extended in an effort to draw the listener into the story in a similar
fashion as previously achieved in the cinemas. Television screens have increased in size
reaching screen diagonals of two metres and more, and up to 8k resolution in the consumer
market. On the sound side, 5.1 surround sound has already offered an engulfing experience
for the last two decades. This format, however, was only poorly accepted by consumers as
it is highly dependent on the exact loudspeaker placement while the optimal listening area
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remains small. In an effort to overcome these problems, new standards such as MPEG-H and
Dolby-Atmos were designed to adapt the final audio content to a given loudspeaker format
as well as adding height channels. This enlarged technical setup increases the feeling of
being in a scene, drawing the listener into the story. The commercial transmission of these
object-based audio signals was enabled through the launch of Dolby Atmos in 2012 and
the standardisation of MPEG-H in 2013 with currently 1258 movies available in the Dolby
Atmos format according to the Internet Movie Database (imdb.com status as of June 2019).
The desire to fully engulf the listener in the story has also driven the development of
head mounted devices. These devices create a virtual environment and shut the listener
off from their surroundings. They are placed directly into the time and place of the story,
and rely on the virtual environment for cues on orientation and movement. The audio is
usually reproduced with head-tracked headphones to adapt the sound to the movements of
the listener. Commercial solutions allowing for the creation, transmission and reproduction
of these signals were only recently introduced to the markets by leading companies such as
facebook (facebook 360, launch 03.2017), and google (resonance audio, launch 11.2017)
which is now also included in the games development tool unity.
According to recent announcements, the leading game engine manufacturers have fol-
lowed suit introducing a Dolby Atmos based sound system in the Xbox in January 2019 with
further updates announced for the sound systems of both Xbox [10, 121] and Playstation 5
[9].
These emerging reproduction platforms rely on the transmission of audio information
in the form of object-base audio. The object-based audio systems were designed to enable
the adaptation of audio content to any reproduction format ranging from multichannel
loudspeaker setups to headphone reproduction. To enable this functionality, the manual
mixing of audio content for a specific format such as stereo or 5.1 surround is superseded by
the automated rendering of the final audio content based on pre-rendered audio objects and
metadata. The audio signal then consists of the single audio objects or ambient sounds, and
additional metadata containing information on the placement, the level or importance of an
audio source.
Within this eco-system, virtual reality devices make use of adapted headphone signals
to create a fully immersive, 360° audio-visual scene in which consumers can feel engulfed
by the scene and are encouraged to look around and navigate. The design of the scene is
meant to be such that listeners can easily use auditory and visual cues to understand the
spatial setting, mimicking natural listening. For loudspeaker reproduction, object-based
audio systems attempt to create the most suitable audio mix for each listener and each
loudspeaker setup based on the transmitted position data and further information contained
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in the metadata linked to the audio content. This technology offers the opportunity to
reproduce the exact audio positions by taking into account the local playback condition such
as the loudspeaker placement and the position of the listener, or individualised settings for
headphone reproduction. In this way, perfect audio-visual spatial coherence is theoretically
enabled.
Due to imperfect systems, however, perfect coherence cannot be maintained throughout
the system. While visual signals inherently contain spatial information, a fully interactive
and responsive 360° auditory spatial scene needs to be deliberately created through suitable
use of technology, playback systems, and artistic decisions. These creation and reproduction
procedures are technically complex and computationally expensive on a number of levels.
The precision of spatial information recorded by capture systems, for example, is limited
by the size of the used recording array; transmission chains are often bandwidth limited,
only allowing for a certain amount of data per audio item; and reproduction systems often
introduce errors through incorrect calibration to account for loudspeaker placement, listener
position tracking and head tracking during headphone reproduction, and further obstacles
such as bad room acoustics. It is thus prone to errors and subject to simplification efforts.
The errors and simplification efforts introduce a coarser audio spatial environment and
lead to mismatches between presented visual and audio spatial information. At the same
time, the audio-visual scenes are created by systems that rely to a great extent on automated
processes.
Generic rules on the allowed audio-visual spatial mismatch based on perceptual data are
therefore essential for quality monitoring and assurance of perceptually satisfactory technical
solutions and simplifications. In order to obtain these perceptual limits, it is necessary to
evaluate and define the audio-visual offset at which spatial misalignment starts to affect our
perception noticeably, at which offset the ventriloquism effect starts to level off.
1.2 Thesis structure and statement of contributions
The thesis is motivated by the need to find the maximally acceptable audio-visual offset appli-
cable in media devices such as virtual reality glasses and immersive television reproduction.
To answer this question, the work mechanisms of bimodal spatial perception will be
presented in Chapter 2. These include the unimodal localisation principles and aspects
that influence the precision of localisation. Furthermore, the pathways across the brain for
both unimodal and bimodal spatial information will be outlined followed by the current
understanding of the principles describing the information integration. Following on, existing
literature on the ventriloquism effect will be presented. This review shows that three factors
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influence the size of the perceived audio-visual (AV) offset, leading to the formation of
the detailed research questions. The scope of Chapter 2 is limited to aspects of bimodal
integration, whereas other literature (e.g. on test methodology) is reviewed and discussed in
relation to the relevant chapters throughout.
Chapter 3 presents the first set of experiments. These assess the influence of the partici-
pants on the strength of the ventriloquism effect by estimating the psychometric function
following a yes/no forced-choice test. As there is little information on the individual factors
influencing the perceived audio-visual offset, the tests are designed to identify participant
characteristics that lead to critical results. The results suggest that auditory and, in particular,
musical training results in a smaller acceptable audio-visual offsets, that is, 10° for trained
participants and 19° for untrained participants. As indicated by Komiyama [66], the differ-
ence between trained and untrained participants nearly doubles the perceived offset-angle.
The experiments further show that pre-selection of participants based on musical training is
sufficient and no additional post-experimental validation of participants’ fitness to perform
the test is necessary if data is post-screened for outliers. The outcome of this research was
presented in the following paper:
• H. Stenzel, P. J. B. Jackson, J. Francombe, “Modeling horizontal audio-visual coher-
ence with the psychometric function”, AES 142nd Convention, Berlin, Germany, May
2017.
The second question on the influence of the stimulus will be addressed in Chapter 4,
using the same experimental design as in Chapter 3. Following a general discussion on the
variety of parameters influencing bimodal integration, a set of seventeen stimuli is defined
to establish the parameters shaping the strength of the ventriloquism effect in a further
perceptual experiment. In contrast to the assumptions, the class of signal (e.g. speech versus
artificial sounds) does not influence the measured offset angle significantly. Instead, audio
and visual signal features linked to localisation accuracy such as luminance and the spread
of the signals frequencies have a significant effect. The acceptable measured offset angles
varied around 9° ±2° for trained participants. These results were presented in the following
paper:
• H. Stenzel, P. J. B. Jackson, “Perceptual thresholds of audio-visual spatial coherence
for a variety of audio-visual objects”, AES International Conference on Audio for
Virtual and Augmented Reality, Redmond, WA, USA, August 2018.
In Chapter 5, the third issue, the possible effect of the measurement method, is further
investigated. Different methods of measurement are discussed and reaction time (RT)
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measurements are chosen to study the ventriloquism effect in an indirect way. Three different
sets of experiments are described to verify the hypothesised interplay between manual
responses and audio-visual offset. The main contribution of this chapter is the elaboration
of the possible work mechanisms and analysis strategies to enable the assessment of the
strength of the ventriloquism effect using reaction time measurements. In contrast to the
results from the experiments in Chapter 3 and Chapter 4, significant changes in reaction
times were measured between spatially aligned signals and the smallest measured offset of
5° in the first two sets of experiments and 2.5° in the third set. These research findings were
presented in the following publications:
• H. Stenzel, P. J. B. Jackson, J. Francombe, “Speech reaction time measurements for
the evaluation of audio-visual spatial coherence”, Conference on Quality of Media
Experience (QoMEX2017), Erfurt, Germany, May 2017.
• H. Stenzel, J. Francombe, P. J. B. Jackson, “Limits of perceived audio-visual spatial
coherence as defined by reaction time measurements”, Frontiers in Neuroscience,
13(451): 1-17, May 2019.
• H. Stenzel, P. J. B. Jackson, J. Francombe, “Reaction times for spatially coherent and
incoherent signals in a word recognition task”, AES International Conference on Audio
for Virtual and Augmented Reality, Redmond, WA, USA, August 2018.
• C. Pike, H. Stenzel, “Direct and indirect listening test methods - a discussion based on
audio-visual spatial coherence experiments”, AES 143rd Convention, New York, NY,
USA, October 2017.
The results of all experiments conducted are discussed in Chapter 6 in order to find an
answer to the initial question which audio-visual offset is applicable in media application for
perceptually satisfactory results? The implications of the perceptual mechanisms addressed
by the different experimental designs are discussed. Next, the experiment in Chapter 3
is revisited and the response times analysed. The results show that the estimation of the
psychometric function may be a feasible experimental design for further experiments due
to the ease of application. The point of greatest perceptual uncertainty, however, seems to
relate to the area of 70% to 80% rather than the 50% point on the psychometric function.
Based on these findings, application-dependent recommendations for the maximally allowed
audio-visual offset are presented.
The work described in the thesis is summarised and concluded in Chapter 7, and sugges-
tions for further work are presented. Additional statistical tables and results are presented in
the Appendix.
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1.3 Scope and limitations of the research
The perception of spatial alignment is sensitive to mismatches in the horizontal plane, the
vertical plane [42, 49, 140] and the depth [51, 99]. Furthermore, research has broadened the
term ventriloquism to account for temporal binding (e.g. when one signal is lagging behind
the other one) [95, 135, 133, 134], and so-called after-effects that look into the longer term
effect of an exposure to spatial or temporal mismatch [24].
The current research will be limited to mismatches in the horizontal domain as human
perception is most critical in this domain [43]. It is, therefore, also the dimension that is most
important in media reproduction.

Chapter 2
Bimodal spatial integration
The ventriloquism effect arises from tolerances during the integration of spatial information
in the brain. The following chapter will introduce the basics of spatial perception in audition
and vision as well as giving an overview of the integration of spatial information in the brain
to lay the grounds for the informed design of perceptual experiments. Furthermore, literature
on the ventriloquism effect will be discussed to find the limits of this effect and its defining
variables. Further literature on test design, analysis of data or the specific design of stimuli is
reviewed and discussed in relation to the relevant chapters throughout.
2.1 Unimodal spatial perception
The perception of the world around us is based on the information provided by our senses
to our brain. Both in vision and in audition the according signals are sampled at two points
in space, defined by the placement of eyes and ears on the head. The schematic pathway of
both modalities is shown in Figure 2.1.
2.1.1 Visual spatial perception
In vision, light signals are converted into electro-chemical impulses by the nerve cells in
the eye. In their entity, these cells encode the four dimensions colour, intensity, time and
space. Space is represented due to the placement of the cells across the surface of the back
of the eye, the retina (R). With this arrangement, the horizontal and vertical position of a
stimulus is directly linked to the position of the excited nerve bundles. The eye therefore
creates eye-centred or retinotopic spatial information.
The nerve cells are not spread evenly across the retina but half of the nerve cells are
bundled at the centre of the retina, the so-called fovea, followed by a decrease in cells
10 Bimodal spatial integration
Thalamus
Brainstem
OT OT
Thalamus
Midbrain
RR
C CN CCN
SOC SOC
Motor signals
Auditory signals
Visual signals
Ventral stream
Dorsal stream
Brainstem
Inner earInner ear
Le
ft
 s
id
e
R
igh
t sid
e
Midbrain
Fig. 2.1 Signal path from the eyes and ears to the midbrain. The visual path starts at the eyes,
where signals are encoded in the retina (R) according to their colour and spatial position.
The signal is passed to the superior colliculus (SC) and the lateral geniculate nucleus (LGN)
via the optic tract (OT) which acts as repeater of the signals. Signal from both eyes is
interchanged along this path. The auditory path consists of the cochlear (C) as part of the
inner ear encoding the frequency and the level of the signal. The auditory signal is further
analysed in the cochlear nucleus (CN) and the superior olivary complex (SOC) as part of the
midbrain. Signals between left and right paths are interchanged before the SOC the first time.
In the CN high and low frequencies are analysed separately for complex structures in order
to determine what the origins of the sounds are, whereas ILD and ITD are detected in the
SOC on a cellular level.
towards the boundaries of the retina. This leads to highest resolution in vision on the fovea,
allowing for tasks like reading and sewing, and comparably low resolution in peripheral
vision [130, 43]. The field of view covered by the fovea spans an area of only 2° to 5°
around the centre of vision. As a consequence, the eye constantly moves following the
attraction of attention, so that objects of interest are always projected onto the fovea [112].
In daylight conditions, the density of the cells means that humans with normal vision can
detect changes in lines the size of 1/60 of a degree which is 1 arc minute [60, 70]. Peripheral
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vision by contrast is used for the automated capture of the surroundings and is essential for
subconscious processes such as walking and navigating [41]. The resolution of peripheral
vision is generally higher across the horizontal median plane than along the vertical median
plane at similar isoeccentric distances from the retina and is also more precise in the lower
vertical meridian than in the upper vertical meridian [32, 1]. Acuity decreases from 1 arc
minute at a central position to 20 - 50 arc minutes for the largest tested eccentricity of 45°
across the nose and 65° towards the side [130]. The values given here apply to vision under
well-lit conditions, with 3 c/m2 or more. In darker conditions, visual acuity decreases [60].
For media consumption this means that on average a visual resolution of 0.03° for central
images can be expected, dropping to 0.8° for peripheral images. Therefore, we have about
0.03° resolution for the central visual information as presented during the consumption of
media which drops to around 0.8° towards the periphery of the presented video.
Across the brain, the information from the retina is sent to two areas: the midbrain with
the superior colliculus, and via the lateral geniculate nucleus to the visual cortex. In the
midbrain, the spatial information from the retina is linked with muscle information such as
head, body and eye position. Furthermore, the spatial information from different senses is
combined. In the visual cerebral cortex, the signal from the retina undergoes several stages
of specific feature detection such as the orientation of the stimulus. These features are used
to merge the signals from the two eyes to form a three-dimensional representation [21]. A
spatial mismatch could thus interfere at both stages of visual spatial processing.
2.1.2 Auditory spatial perception
In contrast to the visual signals, the signals encoded by the ear only contain three dimensions.
Frequency, intensity, and time are encoded by the cochlea and this tonotopic or frequency-
based representation of sound prevails across the auditory processing chain up to the auditory
cortex [85].
Information on space is transmitted indirectly resulting from the placement of the two
ears on the head. The distance between the two ears leads to differences between left and
right ear signals giving the auditory brain binaural cues on the position of sound sources.
Due to the relatively low speed of sound, the audio signals need time to travel around the
head and reach the distant ear at a later point in time. This leads to phase differences between
left and right ear signals—the interaural phase differences (IPD)—for frequencies below
1.5 kHz. For higher frequencies above 3 kHz the head acts like a barrier and signals are
reduced in level at the ear opposite the stimulus position—the interaural level differences
(ILD). These cues can be used to resolve position information in the horizontal plane. For
height perception, the brain draws on monaural cues: the shape of the outer ear or pinna, as
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well as head and shoulders lead to alterations in the frequency spectrum of a sound source
depending on the position of the sound source. These alterations are specific to every human
and to the position of a sound source. The brain memorises the specific frequency-space
patterns throughout a lifetime and in that way can resolve the position of the source. Auditory
spatial information is thus represented in a head-centred format [31, 76, 149, 87].
The variety of localisation mechanisms leads to a great variation in the vertical and
horizontal localisation precision. At the most critical position straight ahead, humans can
detect spatial mismatches of 1° in the horizontal domain and 5° in the vertical domain [103].
With increasing eccentricity, the precision decreases and is worst at the side of the body
and above the head due to a lack of precise cues [42]. In addition, the localisation accuracy
depends on the composition of the signal. Localisation is most precise when several cues are
accessible [103].
This means that across the area most commonly covered by stereo sound systems, ±30°,
the localisation precision is fairly constant ranging between 1° and 4°. In systems covering
more peripheral areas, however, precision can decrease to 20° and more.
In the brain, specific nerve cells exist at several stages along the auditory pathway that
are specialised in extracting each of the three spatial cues. In a first step, ILDs and ITDs are
specifically encoded in the superior olive in the brainstem. Next, in the inferior colliculus
as part of the midbrain, this information from the different cells is merged into an internal
auditory spatial map. This spatial map is used to direct responses to locations of sounds. It is
also passed on to the superior colliculus where it is merged with spatial information from the
other senses [85].
Finally, auditory spatial processing can be found in two different parts of the auditory
cortex. The central area of the auditory cortex is involved when the active detection of the
location of an object is required, such as in a localisation task. This brain area is able to adapt
the precision of the cell responses. The greatest part of the spatial information, however,
is handled subconsciously during orientation and guidance of attention. This processing is
found in the planum temporale, an area neighbouring the auditory cortex, and the parietal
cortex. This part of the brain does not show a sharpening of responses [132].
2.2 Bimodal integration of spatial information
In order for the brain to form a fully comprehensive understanding of the surrounding world,
spatial information from the different senses needs to be combined. Even though researchers
have not yet fully uncovered the exact principles of this process, both the brain areas involved
and the mathematical description of the integration, have been described in the literature.
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2.2.1 Pathways across the brain
Across the brain, information from the different modalities is merged at various levels. The
first known part involved in handling multi-modal signals is the superior colliculus in the
midbrain as previously mentioned. In this area specific cells exist that show excitatory
behaviour for spatially and temporally matching audio-visual signals, whereas responses are
inhibited when stimuli are mismatching or only coming from a single modality [36]. The
main function of this part of the brain is to merge spatial information from all modalities by
transforming it into a general spatial map. In a further step, the spatial information is adapted
for each part of the body separately to represent it in a matching co-ordinate system. This is
necessary as head, eyes and limbs move independently. With this information, head and eye
movements are co-coordinated and movement of the limbs is prepared by activating the part
of the body matching the position of a detected stimulus [136].
At the cortical level, signals are separated according to the information they contain.
Starting at the auditory and visual cortices, at least two distinct pathways exist, each spe-
cialised on its own function. Signals linked to spatial information and resulting actions are
processed along the dorsal pathway, or “WHERE”-stream. The dorsal pathway runs from the
auditory and visual cortices across the parietal cortex to the motor cortex. The processing
along the dorsal pathway is subconscious to a great extent. The identification of objects and
“WHAT”-information, in contrast, is processed along the ventral pathway. This pathway is
also linked to memory and decision, and the handled signals usually reach consciousness.
The existence and functionality of further paths are still discussed in the literature [111, 12].
The schematic is depicted in Figure 2.2.
Within and across the two main pathways, information is constantly exchanged between
the visual and auditory modalities. Auditory spatial information has, for example, been
shown to elicit activity in the visual cortex [50, 26]. Current studies have further shown that
audio-visual spatial perception is a distributed process with different areas across the brain
specialising in different tasks. Following the unimodal feature analysis, areas sensitive to
multisensory stimuli integrate the unimodal information. A fully merged, unified percept is
then reached at higher cortical areas such as the prefrontal cortex, the part of the brain linked
to decision making [61].
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Fig. 2.2 The figure shows a schematic description of the close link between areas in the
midbrain processing spatial information and directing movement, and the two processing
streams in the cerebral cortex. The first stage of combined spatial processing is found in
the superior colliculus (SC) as part of the tectum handling visual spatial information; the
auditory spatial information in the inferior colliculus (IC); and the direction of head and
eye movement in the tectospinal tract (TT). In direct proximity, the cerebral aqueduct (CA)
controls the eye, the eye focus and eyelid movements. The tegmentum (T) is responsible for
reflexive movement, alertness, and muscle tone in the limbs [136]. Following the processing
in the midbrain, visual and auditory spatial information is forwarded to the lateral geniculate
nucleus (LGN), the pulvinar and the medial geniculate nucleus (MGN) respectively, followed
by the relevant visual and auditory cortices (VC, AC). Within the two cortices, spatial
and feature information is separated into the ventral stream (green) across the temporal
cortex (TC) and the dorsal stream (red) across the parietal cortex (PC). Decisions on motor
reactions are then executed by the motor cortex (MC), the premotor cortex (PM) and the
basis pendunculi (BP) in the midbrain. [85, 124].
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2.2.2 Bayesian integration
The exact mechanisms for the integration of multimodal spatial information on a cellular
basis are not yet fully understood. They can, however, be described in numerical terms
using a Bayesian model. This model assumes that the integration is based on two types of
information: the precision of the unimodal spatial information, and prior assumptions based
on learning and experience.
As shown by Godfroy-Cooper et al. [43], Alais and Burr [3] and Battaglia et al. [14], the
first part of the process can be best described by a maximum likelihood estimation (MLE).
In this estimation, the variance of the localisation precision is used to determine the weight
given to the spatial information. Thus, the more precise a piece of information the more
weight it will receive, and the more it will influence the combined percept. This mechanism
is shown in Figure 2.3 for auditory and visual localisation precision. The third graph shows
the combined location perception which is mainly dominated by the visual signal as its
precision exceeds the auditory precision. Nevertheless, the overall precision increases with
the addition of the auditory signal. In mathematical terms, the weight given to each modality
can be expressed through the inverse of the variance.
wA =
σ2V
(σ2A +σ
2
V )
(2.1)
wV =
σ2A
(σ2A +σ
2
V )
(2.2)
resulting in a bimodal localisation variance of
SˆAV = wA ∗ SˆA +wA ∗ SˆA. (2.3)
The operation of these formulas is depicted in Figure 2.3.
Both, Godfroy-Cooper et al. [43] and Odegaard et al. [97] further elaborate that the
localisation accuracy and precision are direction-dependent with diverting tendencies in
auditory and visual information. In a full mathematical description of the integration process,
these deviations need to be considered to fully explain the results of bimodal localisation.
The prior in the Bayesian equation is generally influenced by learning and experience. In
the causal inference model, Körding et al. [69] and Wallace and Stein [137] argue that the
prior is defined by the expected common cause of a signal. That is, whether the perceived
signals potentially belong to the same object or whether they come from different objects.
Körding et al. [69] state that the degree of a common cause is estimated through experience,
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Fig. 2.3 The unimodal localisation accuracies for vision and audition are shown as red
(vision) and blue (audition) lines, indicating that the variance in audition is greater and
accuracy smaller than in vision. The combined percept as predicted with the Bayesian
statistics is shown as black line. The difference in precision means that the combined percept
is dominated by the visual information. Nevertheless, accuracy increases slightly with the
addition of the auditory spatial information.
while Spence [118] further lists that a common cause can be based on the compliance of
structural (loudness-brightness), statistical (pitch-size) and semantic information (voice-face).
In addition to the common cause, Battaglia et al. [14] hypothesise that the individually
learned reliability of a sense, e.g. due to impaired vision, may also influence this prior.
2.3 Limits of the ventriloquism effect
The principles of bimodal integration are designed for the perception of spatially aligned,
natural audio and visual signals, but also apply when signals are presented from different
positions as can be the case in a variety of multimedia use-cases. In these situations, signals
are merged when the spatial mismatch is small enough—the ventriloquism effect as shown
in Figure 2.4. The definition of the perceptual limits of the ventriloquism effect, however,
is not trivial as the reported perceivable audio-visual offset varies strongly across literature.
Differences range from just-noticeable-differences (JND) of 4° for noise signals [122] to a
point of subjective equality (PSE) of 20° for speech [7, 66] as displayed in Table 2.1. The
following review looks into the divergent settings between studies in order to unveil the
reasons for these large differences.
Across literature, various reproduction devices have been used in tests assessing the
perception of audio-visual spatial mismatch. The list ranges between single diodes [17, 77],
two-dimensional video displays [122, 90, 66, 20, 48, 49, 42] to three-dimensional displays
[91, 7, 33] for the reproduction of the visual stimulus. The use of a specific device is usually
motivated by the specific use-case that is examined in each study: de Bruijn and Boone [33]
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Fig. 2.4 The graphs show the application of the mechanisms of integration of spatial for the
case of spatially mismatching signals. In this graph, an exemplary offset of 4° is chosen. As
described by the ventriloquism effect, the combined perception is mainly dominated by the
visual signal when the offset is small enough.
for example look into the effects of spatial offset in video conferencing systems that use three-
dimensional video displays, whereas Bertelson and Vroomen [18] are purely interested in
the physiological processes and thus use diodes. Despite this great variety in the complexity
of the displays, no link between the reproduction device and the measured offset angle can
be detected: across the two-dimensional displays, for example, values range from 4° in the
study by Sporer et al. [122] to 20° in the paper by Komiyama [66].
No pattern can be detected in connection with the audio reproduction device either. Sound
was reproduced via loudspeakers or via headphones [20]. For loudspeaker reproduction,
either panning via a stereo loudspeaker set [17], direct feeds into loudspeakers [66, 77, 49, 42]
or arrays allowing for a defined placement of the sound source such as a wave field synthesis
system (WFS) [33, 91, 122, 90, 7] were used. Both, Melchior et al. [90] and André et al. [7],
for example, used WFS systems but report angles of 4° and 18° respectively.
In contrast to the reproduction devices, the choice of stimuli is fairly limited: it comprises
either realistic speech signals, speech-like signals or artificial signals. The speech stimuli
produced results of 5° in the study by Melchior et al. [90], 10° for trained participants by
Komiyama [66], and around 19° for untrained participants by Komiyama [66], Bishop and
Miller [20] and André et al. [7]. The speech-like stimuli were created by either introducing
McGurk signals1 [20], presenting an upside down face [18] or by reducing the visual
movement by showing a still face for example [138, 20]. All of these studies report a
decrease in the acceptable offset angle compared to realistic speech signals, with smallest
values measured when the visual signal did not contain any information on movement. Under
1The McGurk effect is excited by presenting mismatching vowel or consonant sounds in the visual and
auditory domain leading to the perception of a third sound, e.g. a visual ‘g’ combined with an auditory ‘b’
leading to a perceived ‘d’.
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the term ‘artificial stimuli’ signals such as a flashing light in combination with noise pulses or
a virtual object in combination with a sound are summarised. The results with these stimuli
are all in the range of 4° to 10° [91, 122, 42, 77]. Overall, the reported offsets are fairly small
for the artificial signals but vary strongly for the speech signals.
The summary of literature in Table 2.1 also shows that three different types of test
methodologies were applied across the different studies. All three methods rely on gathering
responses by asking participants to assess and report on their subjective, conscious perception.
In the studies by de Bruijn and Boone [33], Lewald and Guski [77] and Komiyama [66],
participants were required to make a scaled affective judgment [16, p. 42], rating their liking
or their degree of annoyance related to a stimulus-feature. An example of such a scale is the
five-point ITU scale [58]. These scales inherently require the listener to make a qualitative
judgment of the stimulus and, therefore, to have a good understanding of the task and the
scale labels. The studies by Melchior et al. [91, 90] also used the five-point ITU scale. In
addition, a hidden anchor consisting of a spatially matching signal was presented. The results
from both studies by Melchior et al. [91, 90] yield very critical results with acceptable offsets
around 5°, whereas the results by the other three authors are on the larger side of reported
angles.
A second method used throughout experiments on the ventriloquism effect requires
participants to make a simple yes/no decision on a given attribute such as the perceived
spatial coherence. Data from such an alternative forced choice (AFC) test can then be used
to model a psychometric function where the 50% point, the point of greater-than-chance
detection of the attribute, is taken as the perceptually accepted level. It is also labelled “point
of subjective equality” (PSE). This method was used by Bishop and Miller [20], André et al.
[7], Godfroy et al. [42] and Hendrickx et al. [49], and results range between critical offset
angles of 6° for noise bursts in the study by Godfroy et al. [42] to 18° by André et al. [7]
for speech. The last method is the measurement of the just-noticeable difference (JND),
which is reached by gradually approaching the point at which participants cannot distinguish
between spatially separated and aligned stimuli. This method was applied by Bertelson and
Aschersleben [17] and Sporer et al. [122]. Results in both studies are in the range of the
more critical offset angles with 5° [18] and 4° to 7° [122].
The discussion on the limits of the ventriloquism effect has revealed that several factors
influence the size of the measured ventriloquism effect. In specific, the choice of participants,
the stimuli and the method of measurement were identified as factors that influence the
measured strength of the ventriloquism effect.
2.4 Discussion 19
2.4 Discussion
The literature review has shown that bimodal spatial perception is a complex process that
depends on a number of different aspects. This complexity is not yet represented fully
by the existing mathematical models describing this process. Influencing factors, such as
the position dependency still need to be investigated further to fully describe the bimodal
integration. An exact model of the bimodal integration process, however, will not provide
information on the perceived fusion of spatially misaligned objects, the information necessary
to design algorithms and applications in media production. Thus, for the envisaged uase-cases,
the size of the perceivable audio-visual offset is more important than further information on
parameters that influence bimodal integration. For that reason, the following research will
focus on measuring the perceiveable audio-visual offset, or the strength of the ventriloquism
effect, rather than further investigating details of the integration model.
The ventriloquism effect has been shown to vary strongly between different studies
and the juxtaposition of results on the limits of ventriloquism has revealed that several
aspects may contribute to the great range of reported offset angles. The definition of the
perceptual limits of the ventriloquism effect, thus, is not trivial. As outlined in the previous
discussion, the study by Komiyama [66] suggests that the choice of participants influences
results significantly. Other studies, such as Sporer et al. [122], Melchior et al. [91] and André
et al. [7] also comment on the experience of the participants but do not distinguish between
specific groups in the analysis. This observation is potentially linked to the priors used in the
Bayesian model describing the spatial integration, but further tests are necessary to clarify
the exact influencing factors that lead to the differences in results between participants.
It further appears as though the realism of the signal increases the accepted offset angle.
This assumption is supported by the causal inference model defining the expected common
cause as central aspect in the regulation of the priors. Further support for this hypothesis
comes from studies on the perception of temporal alignment, where, again, larger asynchrony
offsets are accepted for realistic speech signals than for impaired or unrealistic signals [134].
The limited range of stimuli used in experiments on the ventriloquism effect in combination
with the great variation in results for speech, however, does not allow for further conclusions.
A variety of stimuli, therefore, needs to be compared to elaborate the exact effect of the
stimulus on the measured offset angle.
All results listed in Table 2.1 were gathered by asking participants to assess and report on
their subjective, conscious perception. This type of direct evaluation method may lead to
biased results [106]. When studying the impact of changes of an audio-visual signal, more
subconscious means to measure distraction would be preferable.
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In order to enable the definition of the limits of the ventriloquism, the research presented
in this thesis aims to untangle the multitude of observed parameters by answering the
following three research questions:
1. How does the choice of participants influence the results?
2. What influence does the type of stimulus have on the measured offset angle?
3. Is it possible to measure the limit of the ventriloquism effect in an indirect way?
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Table 2.1 Summary of papers on the limit of ventriloquism in audio-visual application settings.
The ‘Tr’ column details listener training (T = trained, U = untrained, X = unknown). The
column ‘Type of test’ lists the applied methods (PF = psychometric function, PSE = point
of subjective equality, 50%). The ‘Results’ column shows the maximum angle of accepted
audio-visual offset.
Study Tr. Stimulus Setup Type of test Results
Godfroy
2003
U Burst of pink noise
(A), white flashing
circle (V)
Loudspeakers,
2D projection
PF on fusion of
sound and vision
∼6°
Bertelson
1998
X 2kHz pulses (A)
with LED light
flashes (V)
Phase panning
between two
loudspeakers,
central LED
Staircase
paradigm, JND
∼5°
Sporer
2015
T,U “meaningless
speech” (A),
pink noise (A),
10cm white dot (V)
Wall of loud-
speakers, inter-
polated panning,
video projection
Staircase
paradigm, JND
4°–7°
Melchior
2006
X Pink noise (A) with
3D object (V)
WFS, VR device 5-point impair-
ment scale with
hidden anchor
4°–8°
Lewald
2003
U 1 kHz pure tones
(A), white diode (V)
Loudspeakers,
diodes
9-point scale on
common cause
9-point scale on
spatial coinci-
dence
∼15°
∼10°
Bishop
2011
U Synchronous speech
(AV);
McGurk signals;
speech with still
face
Individualised
HRTFs for
loudspeakers at
every 6°, TV
PF on coherent lo-
cation, PSE
∼19°
∼16°
∼10°
André
2014
U Synchronous speech
(AV)
WFS, 3D projec-
tion
PF on coherent lo-
cation, PSE
18°
Hendrickx
2015
U Male speech Loudspeakers,
2D projection
PF on fusion of
sound and vision
10° to
20°
DeBrujin
2003
X Synchronous speech
(AV)
3D video projec-
tion, WFS, loud-
speakers
Absolute 5-point
impairment scale
No
values
given
Melchior
2003
U Synchronous speech
(AV)
WFS, 2D projec-
tion
5-point impair-
ment scale with
hidden anchor
5°–7°
Komiyama
1989
T,U Synchronous speech
(AV),
Synchronous
singing voice (AV)
Loudspeakers at
every 5°, HDTV
Absolute 5-point
impairment scale
11° (T)
20° (U)

Chapter 3
The influence of individual variations on
the ventriloquism effect
As outlined in Chapter 1, several parameters appear to influence the offset angle at which
subjects start to perceive the audio-visual offset. One of them is the training and sensory
sensitivity of test participants. However, information on the actual training and selection of
participants across reported listening tests is sparse not allowing for any specific presumptions
about their ability. In order to shed light onto this aspect, a first set of experiments was
conducted to answer the following questions:
• Which factors define a participant as a critical, expert listener in tests on audio-visual
spatial perception?
• What are the effects of training on the results?
In addition to these research questions, an appropriate test methodology and means for the
analysis have to be chosen.
This chapter is structured as follows: the reported differences in test results and partici-
pant training are outlined in Section 3.1 while Section 3.2 sketches out the effects of the level
of training on test results, as well as ways to verify participant expertise in other fields of
perceptual tests. Appropriate test methodologies are presented in Section 3.3. The experi-
mental design is detailed in Section 3.4, followed by the results in Section 3.5. Implications
for further tests are outlined in the discussion and summary (Section 3.6 and 3.7).
The research findings presented in this chapter have been published in the following
publication:
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• H. Stenzel, P. J. B. Jackson, J. Francombe, “Modeling horizontal audio-visual coher-
ence with the psychometric function”, AES 142nd Convention, Berlin, Germany, May
2017.
3.1 Inter-participant differences in spatial perception
The offset angle at which participants start to perceive an audio-visual offset varies greatly
between studies. Whereas some studies were undertaken with trained listeners, the majority
of studies describe their participants as naive or untrained. The differences in results and in
the training described will be outlined in this section.
A variety of publications on the limits of ventriloquism were discussed in Chapter 1. Out
of the reported literature, trained listeners were only recruited in the studies by Komiyama
[66] and Sporer et al. [122]. Sporer et al. [122] briefly described “eight assessors as experi-
enced listeners, whereas the others can be considered as naive listeners”. Additionally, all but
one listener reported to have normal hearing. The study investigates the minimum audible
offset angle for a moving audio-visual object using a three-alternative forced-choice test in
combination with a staircase approximation. In the conclusion, the authors comment on the
large spread in sensitivity between listeners, assuming that it is the result of the different
levels of training, even though the analysis does not differentiate between the two participant
groups but pools all participants. In contrast, Komiyama [66] investigated the difference
between trained and untrained participants in more detail. He studied the level of annoyance
caused by an audio-visual offset using the ITU 5-point-scale [58] on an audio-visual speech
signal and on the vocal signal in a video of a live pop concert. His analysis shows that
an offset of 11° is perceivable but acceptable for the expert listeners, whereas the same
classification is reached at 20° audio-visual offset for the untrained subjects. Both studies
therefore point towards a large difference in perceivable audio-visual offset angle, with
Komiyama [66] defining the difference between the two groups as nearly a doubling of the
measured angle.
The rather large offset angle measured by Komiyama [66] for untrained participants and
speech signals is confirmed by the research of André et al. [7], and Bishop and Miller [20].
André et al. [7] define the 50% point, or point of subjective equality (PSE), on the perceived
spatial alignment of audio and video signal at 18° in the performed yes/no forced-choice
test. In the listening tests, the majority of participants were experienced with 3D-videos and
video games, but only five out of the seventeen participants were experienced in spatialised
audio systems. Bishop and Miller [20] similarly define the PSE in their forced-choice test at
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19°. Participants are only briefly described as not having obvious hearing difficulties, leaving
room for the assumption that no specific training had previously been obtained.
This picture, however, becomes less clear, when the studies by Melchior et al. [90] and
Hendrickx et al. [48] are included in the discussion. In the study by Melchior et al. [90],
participants were classified as “untrained”. Nevertheless, spatial mismatches of 5° to 7°
already reached the fourth level on the ITU annoyance scale [58], stating that differences
in stimuli are detectable but not annoying. In the test, participants were presented with a
hidden, spatially-matching reference and a spatially-mismatching stimulus. These results
are therefore in great contrast to other findings with untrained participants. Along the same
lines, the tests conducted by Hendrickx et al. [48] revealed individual PSEs ranging from
less than 10° to more than 20°, even though none of the eight participants has had “particular
experience in laboratory listening tests”. These two studies show that even more critical
results have been reported for untrained participants than those obtained by Komiyama [66]
for trained listeners.
In conclusion, it can be stated that the results on the minimum detectable audio-visual
spatial offset vary greatly for similar signals and methods due to differences between partic-
ipants and their experience in spatial listening. However, the outcome as indicated by the
research of Komiyama [66]—an almost doubling of accepted offset angles for naive listeners
compared to expert listeners—is not supported by all studies discussed here. Owing to the
limited description of the listeners’ qualities, the reason for these discrepancies cannot be
pinpointed. Further investigations are necessary to identify the factors that make a listener
critical in terms of judging the audio-visual spatial offset.
3.2 The influence of participants on sensory tests
Participants are essential for the evaluation of sensory judgments not only in listening tests,
but also in visual research and in food sciences. For a number of areas, the differences
between so-called expert and naive assessors have been described. Additionally, for a variety
of research areas detailed criteria exist for selecting a panel of expert assessors. This section
highlights both of these aspects and considers their relevance for the intended audio-visual
investigations.
3.2.1 The differences between trained and untrained assessors
According to the ISO standard BS EN ISO 8586:2014 “expert sensory assessors” are charac-
terised by their ability to give consistent and repeatable judgments on sensory experiences.
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This trait is reflected in an improved statistical power compared to naive assessors. In tests on
the judgment of loudspeaker quality, for example, Bech [15] found that a ratio of 7:1 naive
to expert assessors is necessary to achieve the same significance levels. A similar ratio of
10:1 between expert and naive assessors yielded the same level of variance in research on the
definition of sensory profiles of perfumes as reported by Worch et al. [147]. Both studies also
comment that the overall results match between both groups. This is the case for the size of
the discriminatory space in terms of single underlying scents [147], and for the overall rating
of preference of loudspeakers [15]. Additional tests on loudspeaker characterisation by Olive
[98] confirm the agreement in preference between expert and naive assessors. Additionally,
however, the authors mention that expert listeners tend to use the lower part of the preference
scale more often, indicating that they are overall more critical.
Generally, the effect of using expert assessors can be summarised as yielding more
consistent ratings leading to higher statistical significance while maintaining the same
preference order as obtained with untrained assessors. It is therefore advisable to specifically
recruit expert assessors in order to obtain conclusive results.
3.2.2 The selection of expert assessors
Following this overview of the benefits of expert assessors, it is necessary to specify the
processes used to select them by defining the perceptual qualities of such experts in listening
tasks.
Studies that research the specific qualifications of expert assessors usually focus on their
experience in perceptual tests or related work areas. The expert assessors in the study by
Komiyama [66], for example, are all acoustical engineers, and are therefore experienced in
critical listening due to their daily occupation. This effect of training is also confirmed by
Bech [15] who shows that the error variance of test participants decreases asymptotically
with the number of listening tests conducted. Participants’ initial error variance also depends
on their experience prior to training, with the effect of training lasting for up to a year.
It may also be assumed that a specific hearing threshold can be used as a criterion in the
selection of an expert listener. This specification, however, only affects the reliability of test
results when it falls below 15 dB between 250 Hz and 8 kHz and is not of high importance
when choosing participants [15].
These findings are reflected in the ISO standard BS EN ISO 8586:2014, detailing the
selection and training of assessors for sensory tests. According to this document, expert
assessors are chosen in a multistage process of training and selection which is designed to
build up a sensory memory allowing assessors to repeatedly describe their impression in
a consistent manner. Specific procedures for the selection of listening panels are given by
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Legarth and Zacharov [74] and Mattila and Zacharov [86]. Both procedures start with the
pre-selection of participants according to their overall suitability for performing listening tests
by enquiring the previous experience in critical listening, be it as a musician, as interested
listener of high-quality music and equipment, or through an interest in performed music.
People’s interest in TV, cinema and photography is also recorded by Legarth and Zacharov
[74] as selected participants are required to perform tests on visual quality. At a second
stage, an audiometry is conducted for all selected participants in both procedures, followed
by a number of perceptual tests, inter alia on loudness, speech codecs or audio quality
rating. Participants’ fitness for visual tests is further assessed by testing colour vision, depth
vision, and the performance in visual codec discrimination. Thus, in all reviewed areas of
research, the method used to identify suitable assessors includes asking participants about
previous experience linked to prior training and familiarisation, followed by training and a
post-training assessment of the required skills.
Following this three-step process, the current experiments need to lead to the identification
of the initial pre-requisites that define a participant as a potential expert or naive listener
in the judgment of spatial coherence. One of the main questions is: which type of training
influences the results most, training in audio, visual or bimodal perception? In a second step,
the necessity of additional perceptual tests will have to be taken into consideration.
It is hypothesised that training, in specific audio training, will lead to a more critical
perception of an audio-visual offset, as indicated by the research of Komiyama [66]. This
should also be reflected in more precise results, indicated by smaller variances.
3.3 Methods for measuring perceptual limits
One typical measure of a perceptual limit is the evaluation of the audio-visual offset at which
an alignment starts to be perceived. To study this limit, it is necessary to choose a suitable
method of measurement and appropriate measure of analysis. Both aspects will be briefly
discussed in this section.
3.3.1 Measurement of perceptual limits
Perceptual limits have previously been researched by psychophysicists and are also described
as the just-noticeable difference (JND). According to the filter model by Bech and Zacharov
[16], JND measurements are typical perceptual measures and are further classified as the
threshold definition of a perceptual performance by Kingdom and Prins [62]. A variety of
measurement techniques are listed by both authors for the evaluation of a JND.
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For the current tests, a yes/no forced-choice method was chosen. This method is charac-
terised by the presentation of a single stimulus at a time. Participants have to judge whether
a given criterion, e.g. the spatial coherence, is fulfilled at each presentation or not.
The chosen yes/no paradigm is reported to produce biased results as listeners have to
make a decision on the presentation of a single stimulus and have to set their own decision
level for each answer [73]. Depending on this decision level, results may vary strongly
between very critical and not critical at all. The presentation of a reference stimulus, on the
other hand, alters the task into a detection task where participants try to detect a difference
between stimuli rather than decide whether they perceive the stimuli as spatially aligned. The
reference-free presentation was chosen as it more closely resembles the listening setting in
media devices where the current results are to be applied. In this environment, listeners are
not able to compare different signals but rely solely on the one presented signal.
In addition, the method of constant stimuli was selected for the stimulus presentation.
This method is defined by the random presentation of stimuli that cover a range between the
complete absence to the full presence of the feature being tested. In combination with the
psychometric function, this method allows for a coarse sampling of the perceptual space.
The coarse and predefined sampling of the perceptual range allows for the definition of
specific audio-visual offsets with loudspeakers placed at each defined position. The staircase
method, in contrast, requires the gradual adaptation of the stimulus towards the individually
perceivable limit. Due to the expected large deviations across participants this method is not
feasible in combination with the presentation of audio-stimuli on direct loudspeaker feeds.
The results of the chosen yes/no forced-choice design can be analysed by defining the
point at which 50% of answers are “yes”. This point may not be sampled exactly by the
method of constant stimuli. It can, however, be calculated following the estimation of the
so called psychometric function as shown in Figure 3.1, linking the data distribution to
the parameters of the best-fitting sigmoidal function. This process is described in the next
section.
3.3.2 The psychometric function
In previous literature on the ventriloquism effect, researchers throughout have applied a
yes/no forced-choice test paradigm. The modelling of the underlying psychometric function,
however, is only described by André et al. [7] using a parametric approach and by Hendrickx
et al. [48] using a non-parametric one.
The psychometric function describes the relationship between the strength of a stimulus
and the probability of the detection or classification of it. In the parametric approach, an
s-shaped sigmoidal function is fitted to the single data points from a detection or discrimina-
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α
β
γ
λ
Fig. 3.1 The graph shows a Logistic function and the working areas of the four defined
parameters α , β , λ , and γ .
tion task. The perceptual threshold is defined as the point that corresponds to chance level,
and is equal to 50% yes-answers in a yes/no forced-choice test. It is also called ’point of
subjective equality‘ (PSE) and describes the turning point of detection above chance [62,
p. 15, 155].
The psychometric function is generally given as
ψ(x;α,β ) = F(x;α,β ), (3.1)
where x is the strength of the stimulus, α determines the overall position of the curve in
relation to x and therefore relates the percept to the stimulus level, and β describes the slope
or steepness of the curve with respect to x and is inversely proportional to the deviation
[62, p. 82]. The function F(x;α,β ) has to be chosen from a number of possible distribution
curves. Kingdom and Prins [62] [p. 68] suggest that an a posteriori choice according to best
fit is common. The most common function is the Logistic function:
FL(x;α,β ) =
1
1+ exp(−β (x−α)) . (3.2)
The Logistic function is a close approximation of the normal cumulative density function
[62, p. 82]. In sum, α is the threshold and β is the slope.
In addition to these parameters, Wichmann et al. [142] introduced the parameters γ
and λ . They account for inherent noise and uncertainty in the responses due to guessing
(γ), reflecting missed trials; and lapsing (λ ), accounting for responses that are stimulus-
independent such as an unintentionally pressed button. The psychometric function then is
described as
ψ(x;α,β ,γ,λ ) = γ+(1− γ−λ )F(x;α,β ). (3.3)
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The work areas of each parameter are encircled in Figure 3.1.
Wichmann and Hill [143] further outline that the standard deviation for the estimated
parameters of the psychometric function have to be estimated and the goodness-of-fit has to
be evaluated to validate the estimation. The goodness-of-fit is measured by the deviance with
pDev ≤ 0.05 validating the function parameters.
3.4 Experimental method
A first set of experiments was conducted to serve two aims. The main research question looks
at the specific predispositions of test participants linked to critical results for the assessment
of spatial coherence. As outlined in Chapter 3.2 and 3.3, participants’ audio experience
has a great influence on the results in audio-only tests. In the field of audio-visual tests the
specific predispositions identifying a person as a potential critical assessor, and thus leading
to robust results, have not yet been identified. They may include experience in listening tests
or tests on visual quality. For the identification of these factors, participants from a range of
backgrounds were selected for the current test including people who are trained in music,
sound engineering, and video engineering. Information on their training background was
collected with a questionnaire.
In addition to the questionnaire, a test assessing the auditory localisation precision was
developed to further quantify the competence of each listener. In bimodal spatial perception,
the weight given to each sense depends on the reliability of each sensory input, as outlined
in Chapter 2. Individual differences in auditory spatial acuity can vary in the range of 1° to
4° in azimuth. A test on the visual localisation precision was not designed, as visual acuity
is typically sixty times more accurate than auditory localisation in the frontal field of view.
Individual differences in this range of acuity can be considered marginal in comparison to
the possible range in auditory localisation precision.
The experiment structure consists of three parts: a questionnaire, a forced-choice test on
perceived spatial alignment, and a test of participants’ auditory localisation ability.
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I
II                                       III
30.9°
Fig. 3.2 Test setup showing the screen (I), loudspeakers, video projection (II), the area
covered by the face (III), and letters for the localisation test.
3.4.1 Participant qualities and questionnaire
Twenty participants (aged 20 to 45, 6 female, 14 male) took part in the first experiment. All
participants were students on the courses ‘Music and Sound Recording’, or ‘Film and Video
Production Technology’ from the Department of Music and Media, or engineering students
from the Faculty of Engineering and Physical Science at the University of Surrey. Thus, a
good mixture of audio trained, video trained and untrained participants was attained. The
questions listed in Table 3.1 were used to quantify participants’ previous experience.
3.4.2 Setup
Both listening tests were performed in an acoustically treated room with equal reverberation
time between 300 Hz and 8 kHz. The reverberation time of approximately 0.2 ms in this
frequency range matched the requirements for listening environments as outlined in
ITU-R [56]. The thirteen loudspeakers (Genelec 8020b) were mounted on the equator of a
truncated spherical structure, at a radius of 1.68 m from the central listening position and
at approximately ear height. All loudspeakers were level aligned. The video was projected
onto a curved, white, acoustically transparent curtain covering all loudspeakers used in the
frontal plane. The curvature was corrected for with the software Immersive Display Pro by
Fly Elise. The projected picture covered the area from +30.9° to −30.9° left to right at an
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aspect ratio of 16:9. The height was adjusted so that the mouths of the actors were aligned
with the position of the loudspeakers, avoiding any vertical offset between audio and visual
signal. The setup is depicted in Figure 3.2.
The time synchronisation between audio and video was adjusted manually and applied
consistently for all stimuli. Both time and level adjustments, as well as the test procedure,
interface and response recording were implemented in MaxMSP 7. An RME MADIFace XT
with a RME M-32 DA/M-16 DA was used as audio interface and a InFocus-IN110 was used
as projector.
3.4.3 Forced-choice test methodology
A video was presented to each participant showing a person saying a three word sentence.
Following the presentation, participants were required to answer the question: “Is the voice
spatially coherent with the character’s position, do you perceive voice and mouth at the same
position?” using the designated buttons for yes and no on a MIDI keyboard. Participants
were asked to use two fingers of the same hand for the response presses and were not allowed
to change their response hand throughout the test.
The detailed instructions as given to each participant prior to performing the experiment
are shown in App. B.1. Upon arrival each participant was asked to read these instructions,
and then was free to ask questions as necessary. Participants were also required to sign the
consent form and fill out the questionnaire before they were directed into the studio to start
the training session.
The video signal was presented centrally throughout the test, with the mouths of the
actors matching the position of the central loudspeaker. Audio was reproduced through
one of thirteen loudspeakers at a time, positioned at angular offsets of 0.0°, ±5.1°, ±10.3°,
±15.4°, ±20.6°, ±25.7°, and ±30.9°. These offset angles were chosen as they were the
smallest angles possible with the given size of the loudspeakers and the dimensions of the
sphere.
Every loudspeaker position was randomly sampled twenty times across the test leading to
a total of 260 trials. During the test, both the selected video sequence and the audio playback
angle were chosen quasi randomly. Due to issues with the stability of MaxMSP, lists with
the pre-defined video sequence and offset angle were rendered per participant prior to the
tests. In this way, a test could be resumed at any position. Prior to the actual test, participants
undertook a training session of sixty trials to get acquainted with the test design, interface
and stimuli.
As previous tests have shown that consecutive offsets in one direction can lead to adap-
tation effects (e.g. Recanzone [113]), an intermediate video between trials was introduced.
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These videos were designed in the first place to reset the perception to a central, aligned view
and to create the same initial situation for every tested trial. In addition, the videos were
used to confirm the given answer. Two female actors presented sentences such as ‘I logged
yes/no’ or ‘Great, that was in/coherent’. These feedback videos were always presented
spatially aligned, with audio coming from the 0.0° loudspeaker and it served the purpose of
confirming the given answer.
The stimuli consisted of one of two actors speaking the three-word sentence “Say [word]
again!”, where [word] was one of twenty possible monosyllabic words. These phrases
and the middle words were chosen due to requirements of the reaction time experiments
described in Chapter 5 and will be discussed in further detail in Section 5.4.1. Videos were
recorded and edited in a green screen studio at the University of Surrey in HD 1920x1080p,
and audio was recorded at 48 kHz, 24 bit. Loudness was normalised to −23 LUFS for a
playback level at 60 dB SPL. In order to create a more realistic listening situation with a
uniform background noise, decorrelated pink noise was played throughout the test at a level
of +10 dB signal-to-noise (SNR) ratio on loudspeakers placed at 0.0°, ±31°, and ±110° as
specified in ITU-R [57]. It also covered any specific localisable sound sources within the
room such as the projector. This noise level was not expected to affect the overall results of
this test as indicated by the results of André et al. [7].
3.4.4 Localisation test methodology
During the localisation test, letters from a to z were displayed on screen covering an area
from +30.9° to −30.9° at the height of the loudspeakers. For each trial, participants were
presented with three pink noise bursts from the same loudspeaker, and were asked to find
the letter closest to the position of the audio signal as described in the instructions given
to participants (App. B.1). Responses were recorded with a standard QWERTY keyboard.
Audio was presented twice for each loudspeaker position, leading to twenty-six trials in
total. Due to the placement of the letter displayed at every 2.5°, the theoretical minimum
error of responses varied between 0.0° for the two outer most loudspeakers and 1.2° for the
loudspeaker at the centre. The average quantisation error was 0.6°.
3.5 Results
The present experiments were designed to identify the predispositions of participants linked
to the critical assessment of spatial coherence as well as the influence of auditory spatial
localisation accuracy on this percept. Two perceptual tests were conducted assessing the
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localisation accuracy and the perception of spatial audio-visual alignment, in addition to
collecting information about participants’ prior training in audio and visual related fields
using a questionnaire. In this section, the three parts will be evaluated separately to then
establish the links between different results. Detailed statistical tables are shown in the
Appendix A.1.
3.5.1 Questionnaire results
The evaluation of the questionnaire showed that participants’ experience was fairly equally
spread across the identified potential areas of training. The binary group affiliations per
participants are displayed in Fig. 3.4. Around sixty percent reported having received musical
training in the past with eight of the thirteen participants (62%) still participating actively in
music activities. Around fifty percent had a background in audio engineering, overlapping
partly with the fifty percent reporting a background in video editing and mixing.
A comparison between these two groups showed that the audio engineering group was
more active in their field with the majority engaging in audio related tasks daily, whereas
no one reported daily occupation in video engineering tasks and only one participant was
engaged in this work on a weekly basis.
All but one participant with previous experience in listening tests had musical training.
The experience in listening tests was, however, relatively small with the majority of partic-
ipants reporting that they had conducted one or two previous listening tests, whereas the
musical training was obtained over years, with no one reporting musical studies of less than
two years. The flag “experience in listening tests” was therefore not considered separately in
the further analysis.
The majority of participants reported that their work area was audio or video related.
Most of these participants had links to research tasks as opposed to production or live
performance that rely on critical perception. This discussion shows that a fairly broad
background of experience is covered by the selected participants with a slight weight given
to audio engineering training.
3.5.2 Localisation test results
The data of the localisation test was evaluated in terms of the mean and maximum localisation
error across all tested positions per participant. Both values were calculated from the absolute
difference between the identified and the actual position of the sound source. The results per
participant are presented in Table 3.2. Across all participants, the mean localisation error was
1.9° with a 95% confidence interval of ±0.5°, ranging from 1.1° to 3.0°. These values show
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Table 3.2 Mean and maximum localisation error (in degrees) for each participant, as well
as the estimates for α, β , and the PSE for each participant with constrained λ = 0.00 and
γ = 0.03.
Part. 1 2 3 4 5 6 7 8 9 10
Mean 1.1° 1.6° 1.2° 2.1° 1.1° 1.4° 1.7° 2.1° 2.7° 2.0°
Max. 3.9° 5.0° 2.7° 7.8° 5.2° 4.7° 6.6° 5.2° 7.8° 5.2°
α 0.71 0.57 0.83 0.25 0.85 0.42 0.37 0.18 0.54 0.29
β 18.1 21.7 163.3 9.9 22.3 11.7 9.9 6.4 10.1 10.3
PSE 9.1° 13.4° 5.3° 23.4° 4.7° 18.1° 19.7° 25.6° 14.4° 22.1°
Part. 11 12 13 14 15 16 17 18 19 20
Mean 2.1° 2.3° 1.6° 1.9° 2.3° 2.6° 2.0° 1.4° 3.0° 1.9°
Max. 7.4° 6.6° 4.5° 5.6° 5.8° 6.6° 6.7° 4.1° 7.8° 7.0°
α 0.39 0.73 0.71 0.83 0.76 0.71 0.65 0.42 0.38 0.78
β 11.3 9.1 15.0 164.4 17.7 17.4 9.0 11.6 5.8 14.9
PSE 19.0° 8.6° 9.1° 5.3° 7.5° 9.1° 11.0° 18.1° 19.5° 6.9°
that no participant reached the best possible score inherent in the test design, which was
defined at 0.6° in Section 3.4.4. The maximum localisation error ranged between 2.7° and
7.8°, averaging at 5.8° ±1.4°. All in all, the localisation precision varied within the predicted
limits.
3.5.3 Forced-choice test results
The data from the forced-choice test on perceived spatial alignment was analysed in a two-
step process. In the first step, the parameters of the psychometric function were estimated
across the full data set. The parameters are α , determining the overall position of the
curve on a normalised scale between zero and one, β , a measure of the steepness of the
curve, and γ and λ that take account of incorrect responses due to guessing, lapsing and
other unintentional responses. The variance and goodness-of-fit for each parameter were
determined using the bootstrap-method. This additional procedure is necessary to validate
the appropriateness of the estimated parameters as outlined by Wichmann and Hill [142].
The resulting p-value of the deviation— pDev —indicates a suitable fit when pDev < 0.05.
In a second step, the parameters α and β were estimated per participant with γ and λ
fixed to the values estimated for the full data set. This procedure is necessary as the data per
participant is less detailed and does not allow for the estimation of all four parameters as
discussed by André et al. [7] and Kingdom and Prins [62], Chapter 4.2.
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Fig. 3.3 Results from the analysis of the psychometric function pooled across left and right
sides for all participants. Dashed lines indicate the percentage yes for perceived coherence
at 15° offset and dash-dotted lines indicate the PSE. The underlying boxplots show the
distribution of the raw data. The x-axis is given as α , the normalised audio visual offset, and
its corresponding audio-visual offset in degree.
Prior to the analysis of the psychometric function, the yes/no data was visually checked
for obvious outliers, e.g. resulting from a participant misunderstanding the task. No outliers
were identified. Data from left and right offsets were compared using an analysis of variance
(ANOVA) and did not vary significantly (F(1) = 1.04, p = 0.31) (see also Tab. A.1), so
that data was pooled across left and right sides in the following analysis. The offset angles
were normalised into the range from 0, corresponding to the maximum offset of 30.9°, to 1,
corresponding to 0.0° offset. For yes/no alternative forced-choice tests, Kingdom and Prins
[62] suggest using either the Weibull or the Logistic function to approximate the sigmoidal
progression of the data. The Logistic function was used in the current analysis due to its
goodness of fit and its broad areas of applications.
The MATLAB Palmedes toolbox, version 1.8.1 [62], offers all necessary functions for the
calculation of the parameters. The function PAL_PFML_Fit was used for the estimation of all
four parameters, followed by the parametric bootstrapping using PAL_PFML_BootstrapParametric
and the evaluation of the goodness-of-fit with PAL_PFML_GoodnessOfFit. The results are
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presented in Table 3.3 and the resulting curve is shown in Figure 3.3. The average PSE for
all participants was estimated at 13.0°.
In the next step, the parameters α and β were estimated separately for each participant
with γ fixed to 0.03 and λ fixed to 0.00. The results are presented in Table 3.2. The offset
angles corresponding to the PSE are also shown in this table and range from 4.7° to 25.6°.
The results show that the point at which audio-visual misalignment is perceived above chance
varies strongly between participants, exceeding both maximum and minimum values given
in literature in tests using speech signals.
3.5.4 Dependency between PSE and participants’ predispositions
The relationship between the PSE and the predispositions as established through the ques-
tionnaire will be examined to reveal which sense needs to be well trained for participants to
detect audio-visual misalignment at small offsets.
In a first overview analysis, the relationship between the measured parameters α and
β , and the binary group affiliations were compared using boxplots. These are displayed in
Fig. 3.5 and Fig. 3.6 . The data suggests that the presence or absence of video training has
the least effect on the resulting PSE with no differences in the point at which an offset was
perceived (see α) nor significant differences in the steepness of the resulting psychometric
function (see β ). Musical training and experience in audio engineering tasks, on the other
hand, appear to lead to the most critical PSEs. In both trained groups, the steepness of the
curve is also greater than for the untrained participants with high values for β , up to β = 60
for the audio engineers. This data suggests that these two groups of participants can also
detect the offset more reliably.
These assumptions are confirmed by the Wilcoxon rank sum test comparing the effect of
the binary main categories of training on the PSE, combining both α and β : no significant
differences were found between groups with and without experience in video editing (medians
of 0.71 (9.0°) and 0.54 (14.2°) respectively; Ws = 99, z = 0.31, p = 0.76), or due to an
audio or video related work area (medians of 0.71 (9.0°) and 0.42 (17.9°) respectively;
Ws = 158, z = 1.66, p = 0.10). The PSE did vary significantly due to musical training
(medians of 0.71 (9.0°) and 0.38 (19.2°) respectively; Ws = 175, z = 3.01, p < 0.01), and
also differed significantly between participants with and without experience in audio editing
(medians of 0.71 (9.0°) and 0.42 (17.9°) respectively; Ws = 127, z = 2.43, p = 0.02).
As the participants with experience in audio engineering tasks form a subgroup of
those with musical training, another Wilcoxon ranksum test was performed to compare
the differences between these subgroups. The additional experience in audio engineering,
however, did not lead to significant differences in the PSE (medians of 0.71 (9.0°) and 0.65
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Fig. 3.4 Cluster showing the binary affiliations of each participant regarding the inquired
areas of potential training.
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Fig. 3.5 Boxplots of α split by inquired areas of potential training.
Yes No
0
20
40
60
(a) Musical training
Yes No
0
20
40
60
(b) Audio eng.
Yes No
0
20
40
60
(c) Work area
Yes No
0
20
40
60
(d) Video eng.
Fig. 3.6 Boxplots of β split by inquired areas of potential training.
(10.8°) respectively; Ws = 68, p = 0.50). These results show that a general training of the
auditory sense as achieved with musical training already generates significantly more critical
results in the perception of audio-visual spatial alignment, whereas a training of the visual
sense has no significant effect.
40 The influence of individual variations on the ventriloquism effect
30.9 25.7 20.6 15.4 10.3 5.1 0
AV offset (°)
0  
10 
20 
30 
40 
50 
60 
70 
80 
90 
100
Pe
rc
en
ta
ge
 y
es
 fo
r "
co
he
re
nt
" Estimated function
0.00 0.17 0.33 0.50 0.67 0.83 1.00
Normalised AV offset
(a) Musically trained participants
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(b) Musically untrained participants
Fig. 3.7 Results from the analysis of the psychometric function pooled across left and
right sides for musically trained (a) and for musically untrained (b) participants. Dashed
lines indicate the percentage yes for perceived coherence at 15.0° offset and dash-dotted
lines indicate the PSE. The x-axis is given as α , the normalised audio-visual offset, and its
corresponding audio-visual offset in degree.
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Table 3.3 Results of the parameter estimation using the logistic function for data pooled
across both sides of audio-visual offset. Estimates are given for all participants, and for each
group of musically trained (M–T) and untrained (M–U) participants. For the analysis, the
audio-visual offset of 0.0° to 30.9° was normalised to the range from 1 to 0, and α was
calculated for this range.
PSE α β γ λ pDev
All 13.0° 0.59 6.71 0.03 0.00 0.00
M–T 9.9° 0.68 8.44 0.00 0.00 0.00
M–U 19.6° 0.39 8.78 0.10 0.00 0.18
Apart from the existence of a specific training, the length of the training may influence
the results and provide additional criteria for the selection of potentially critical assessors.
Within the two groups with the most critical participants (musical training and experience in
audio editing), the correlation between the PSE and the length of the training was assessed.
The calculated Spearman’s correlation coefficient was positive for both groups, but did not
reach significance in either of the two groups (see Tab. A.2 for detailed results). The results
indicate that the length of the training may have an influence. The lack of significance may
be due to the small sample size with only eight and thirteen participants in the tested groups,
respectively. Additionally, variability was low across the tested participants as indicated in
Tab. 3.1: eight of the thirteen participants with musical training, for example, had experience
of more than ten years and none had experience of only one year.
This suggests that training duration was not a factor amongst this set of participants.
As a result of the above analysis, the parameters of the psychometric function were
re-estimated for the participants with and without musical training. An audio-visual spatial
misalignment was now detected with 50% probability at 9.9° for musically trained and at
19.6° for musically untrained listeners. The results are displayed in Table 3.3 and in Figs. 3.7
a and b. The slope of the psychometric function is slightly steeper for trained participants.
This parameter is inversely proportional to the variance of the underlying data. The larger
value, in combination with lower values for the guessing parameter confirms the assumption
that results of trained participants are more reliable and consistent.
3.5.5 Localisation accuracy and PSE
The test on the auditory localisation accuracy was introduced as a post-hoc measure to
estimate the potential of a participant to perceive audio-visual spatial alignment. In order
to assess the relationship between both measures (perceived coherence and localisation),
Spearman’s correlation was computed comparing both the mean and the maximum localisa-
42 The influence of individual variations on the ventriloquism effect
tion error with the PSE. For both measures, there was a weak but not significant correlation
(rmean = 0.26, pmean = 0.27, rmax = 0.28, pmax = 0.23). This indication is in agreement
with the assumption that participants with more precise auditory spatial perception will give
more weight to the auditory localisation information during the fusion of audio and visual
spatial information.
3.6 Discussion
The predispositions of participants leading to the critical perception of audio-visual spatial
alignment need to be defined in order to quantify the differences in results between trained
and untrained listeners and to define criteria for the further selection of test participants.
To evaluate these predispositions, a yes/no forced-choice test was conducted in combina-
tion with a test of localisation accuracy and a questionnaire. The test results show that large
inter-participant differences exist. Musical training and even more so additional training in
audio engineering tasks result in significantly lower acceptable audio-visual offsets compared
to results from participants without such a training. The PSE of the group with musical
training was estimated at 9.9° and was roughly twice as high for participants without musical
training at 19.6°. The localisation ability only showed a weak and insignificant correlation
(~0.25) with the individual PSEs. These results will be discussed in relation to previous
results, and their implications for the selection of test participants.
3.6.1 Participant differences
The current results for both trained and untrained listeners match the results by Komiyama
[66], André et al. [7], and Bishop and Miller [20] with a deviation of around 1° for each group
of participants. In contrast to the study by Komiyama [66], the main difference between the
two groups of participants—critical and uncritical listeners—is related to a general musical
training rather than the more specific training in audio related tasks. This aspect justifies
the re-evaluation of the previously pinpointed “outlier” studies by Melchior et al. [90] and
Hendrickx et al. [49].
Both studies claim that participants were untrained even though results are lower com-
pared to those of other studies with untrained participants. The individual PSEs given by
Hendrickx et al. [49], for example, varied between approximately 8° and 20°, compared to
PSEs between 4.7° and 25.6° in the current study. They therefore fall into the middle range
of the current values and could result from single participants who have a background in
music education. The results by Melchior et al. [90] (5° to 7°) correlate with the most critical
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individual values from the current test even though their participants are also described as
untrained. These differences are too large to be explained by a hypothesised musical training
alone. The main reason could instead lie in the slightly different test design. The study
by Melchior et al. [90] is one of very few studies presenting a spatially aligned reference
against which participants have to detect the spatial offset. Participants are therefore asked to
detect the differences between the two stimuli, a task for which the hearing sense is generally
more precise as shown for several aspects of hearing [113, 65], rather than detecting the
audio-visual spatial mismatch as such.
The general trend of a doubling of the noticeable audio-visual offset for participants
without musical training is thus confirmed by the current results, also offering a potential
explanation for the unexpectedly critical results by Melchior et al. [90] and Hendrickx et al.
[49].
3.6.2 Definition of participant training
The literature review in Section 3.2 showed that procedures exist for the selection of expert
participants for applications in audio-only or video-only tests. However, it was not clear
which senses would need to be trained to achieve critical results in an audio-visual task.
The current test has shown that consistent and critical results are achieved with musical or
audio-related training. Visual training, on the other hand, had no effect on the test results.
This finding is consistent with the uncritical results by André et al. [7] who mentioned the
specific experience of their participants in video related topics as well as a general lack of
audio training.
The localisation accuracy, identified as a perceptual measure to select potentially critical
participants in Section 3.4, did not prove to be a suitable method. Even though there was a
positive correlation (~0.25) between individual localisation accuracy and PSE, this correlation
did not reach statistical significance.
These two observations support the claim by Battaglia et al. [14] that the prior, part of the
Bayesian model of localisation described in Chapter 2, is linked to a participant’s awareness
of a sense and is modulated by the specific training. In the Bayesian model of bimodal spatial
integration, the weight given to each modality varies with the unimodal localisation strength,
and is supplemented by a prior probability that shifts the given weight towards the favoured
modality. Given the big difference in PSEs between trained and untrained participants, it
appears as if the prior can override the weight given to a modality based on the general
accuracy of that sense.
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3.6.3 Implications for future listening tests
These results have revealed great inter-participant differences related to the musical/audio
training of participants. A designated procedure for choosing critical participants for an audio-
visual spatial task should acknowledge these results. In the first place, potential participants
should be chosen according to their musical and hearing training. For the assembly of a
participant pool, additional tests could be designed to assess the audio and audio-visual
perception in more detail. For less regular tests on a voluntary basis, the good precision
achieved through the existence of musical training allows for a simpler process based on
a questionnaire in combination with post-screening measures. This procedure requires a
slightly higher count of participants to compensate for possible outliers identified in the
post-screening.
3.7 Summary and Conclusion
In Chapter 3, the effect of listener training on the detection threshold for audio-visual spatial
offset was discussed, followed by a consideration of predispositions of critical participants
and methods for their selection. Based on this review, an experiment was designed to
determine participants’ predisposition leading to critical results in judging audio-visual
spatial alignment. Additional methods for verifying expert participants were developed, and
the effect of training on the results was examined. The experiment consisted of three parts:
a questionnaire about prior training of participants, a test on localisation accuracy and the
actual test on perceived spatial alignment. Two experiment aims were outlined; the results of
the experiment that are relevant to these aims are summarised below.
Which factors define a participant as expert assessor in tests on audio-visual spatial
perception?
The main factor identified in the current test for producing critical test results was
the musical training of participants. Even though results were slightly more critical for
participants with additional audio engineering training, this difference was not significant.
Localisation ability of participants cannot be used as an indicator as it did not correlate
significantly with the calculated PSE per participant. Training in video engineering tasks did
not lead to smaller PSE values. The results suggest that musical training leads to a greater
weight being given to the auditory input during bimodal localisation, resulting in an earlier
detection of audio-visual offsets.
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What are the effects of training on the results?
Confirming previous results, musical training leads to a halving of the detected offset
angle, reducing the PSE from 20° for untrained participants to 10° for trained ones. As
expected, parameters linked to consistency of results were smaller for trained participants.

Chapter 4
The influence of test signals on the
strength of the ventriloquism effect
Section 2.3 outlined three factors on which the strength of the ventriloquism effect depends.
One of these, the training of participants, was already explored in Chapter 3. Results showed
that participants with a musical training were more sensitive to an audio-visual offset than
those without one. On average, musically trained had a PSE of around 10° whereas musically
untrained had a PSE of 19°. Any further perceptual tests should thus be conducted using
trained listeners.
Further differences in the ventriloquism effect seem to result from different types of
stimuli. The extent to which the signal changes the acceptable offset, however, has not
been studied so far. The current chapter will explore the influence of the stimulus on the
perceivable audio-visual offset. Across the literature only a very limited range of stimuli
have been used during the assessment of the strength of the ventriloquism effect. That
is, only speech, speech-like signals (such as McGurk signals) and artificial stimuli such
as bursts of white noise have been chosen. Among these stimuli large variations in the
detectable spatial offset have been observed. The smallest values were measured for artificial
stimuli [42, 91, 17], followed by speech-like signals [20, 138], and by speech [66, 7, 20, 49].
Even though this order appears plausible, the detailed work mechanisms leading to these
differences have not been investigated in any detail and the extent to which specific features
of a signal change the acceptable offset have not been studied.
The literature on spatial perception and bimodal integration offers two explanations for
the signal dependent differences. The first area of research looks at the perceptual link
between audio and visual signals and how the strength of this link affects the processes of
bimodal integration. The inherent link between signals is also referred to as “Unity-effect”.
The second area of research investigates the sensory principles of bimodal localisation and
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how physical stimulus attributes affect this process. Differences within this process may
influence the bimodal integration.
Both aspects will be discussed in the following chapter to then derive an experimental
design that can shed light on the main question to be answered in this chapter. The results
obtained for speech in Chapter 3 will serve as comparative figure in these further experiments.
• Which stimulus properties alter the strength of ventriloquism?
The discussion of the perceptual link between audio and visual signals (Unity-effect) will
be set out in Section 4.1, followed by the discussion on the parameters influencing bimodal
localisation in Section 4.2. The implications of each sub-aspect for the stimulus design are
outlined at the end of each section. In Section 4.3, the experimental design and procedures
are described, and results are discussed in Sections 4.4 and 4.5.
The research findings presented in this chapter have been published in the following
publication:
• H. Stenzel, P. J. B. Jackson, “Perceptual thresholds of audio-visual spatial coherence
for a variety of audio-visual objects”, AES International Conference on Audio for
Virtual and Augmented Reality, Redmond, WA, USA, August 2018.
4.1 Factors influencing bimodal integration
The literature on ventriloquism has shown that the strength of this phenomenon varies
between different signals. One influencing factor is the perceptual coupling between audio
and visual signal—the so-called “Unity-effect”. This describes how strongly the human brain
assumes that two signals originate from the same source and therefore belong together. This
coupling is influenced by a variety of attributes (Section 4.1.1).
Of these attributes, the affiliation of a stimulus to a specific category of human perception
will be outlined in further detail due to the importance of these categories in media appli-
cations (Section 4.1.2). The final set of stimuli to be used in the experimental evaluation is
derived from the results of these two discussions (Section 4.1.3).
4.1.1 Perceptual coupling
Research on bimodal perception has shown that specific stimulus features lead to a stronger
or weaker link between audio and visual signals. Warren et al. [138], for example, showed
that the localisation bias decreased between speech signals and “click and spot” signals. The
strength of this link defines how pronounced spatial or temporal mismatches are perceived.
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The first two features framing the bimodal link are related to structural and statistical
information (see Spence [118]) inherent in the signals such as the synchrony and the synaes-
thetic link between audio and visual signals. This stems from the fact that natural phenomena
often output timely matched visual and auditory signals as events occur with co-occurring
intensities and pitches, e.g. the harder one hits something, the louder the resulting sound. The
importance of time synchronisation in the creation of a bimodal match between signals has
been previously examined by Radeau and Bertelson [110] and by Bertelson and Aschersleben
[17]. Bertelson and Aschersleben [17] for example investigated how the presentation of
synchronised and desynchronised light flashes and beeps influenced the location perception
of the auditory stimulus. The results showed that the position of the auditory signal left or
right of centre could be determined at 3° offset during the presentation of desynchronised
stimuli. For synchronised stimuli, this offset nearly doubled. The influence of synaesthetic
matches on spatial perception in normal populations is described by Parise and Spence [102].
They compared the detection of spatial offsets and shifts in time synchronisation for small and
large dots paired with either high or low pitched sounds. For both aspects under investigation,
the detection thresholds were lower for the synaesthetically mismatching stimulus i.e. the
large dots paired with the high pitch compared to the matching one (small dot and high pitch,
or large dot and low pitch). The authors argue that this type of synaesthetic match occurs
in the general population rather than participants with specific synaethetic perception due
to similar action patterns in nervous cells [101], such as higher spike rates for louder and
brighter signals.
The third parameter influencing the link between unimodal stimuli is related to the seman-
tic information inherent in the signal, in specific the strength of the learned co-occurrence of
audio and visual signals and their immediate association (see Spence [118]). Jackson [59]
for example showed that the influence of a visual signal on auditory localisation was greater
during the presentation of a video of a whistling kettle and the according whistle sound than
when a light and the sound of a bell were presented time synchronously. A similar effect
was presented by Bishop and Miller [20] who measured the psychometric function for the
strength of the ventriloquism effect using normal speech and McGurk signals. Even though
the McGurk video signal contained the same timing information as the matching audio signal,
the PSE decreased by 3° compared to the matching signal.
Additional support for the influence of the learned association between audio and visual
signals comes from research looking at the perception of time synchrony. Differences in
the detection of stimulus onset asynchronies were observed between speech [134, 133] and
musical instruments [135], and between animal and human vocalisations [133]. In all cited
studies, the perceptual link between audio and visual signals was strongest for speech signals
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and weaker for other signals. To sum up, signals deviating from natural stimuli or those
that do not share a strong association become easier to break with the introduction of a
perturbation.
This literature review has shown that bimodal integration of stimuli depends on three
factors: time synchrony, the synaesthetic match, and the learned association between the
audio and the visual signal. The last factor, however, is not well circumscribed, allowing only
for the scientifically sound statement that speech probably constitutes a unique case across
the tested stimuli. It remains to be seen whether further differences exist between other types
of stimuli. Experiments on the ventriloquism effect should therefore incorporate a variety
of stimuli representing the main human perceptual categories. These categories have to be
derived from research and insight into human sound and object classification, and will be
discussed in the next section.
4.1.2 Perceptual categories
The previous discussion has revealed that the perceptually learned co-occurrence of audio and
visual signals is one of the potential attributes influencing the strength of the ventriloquism
effect. This claim, however, is only based on a small amount of tested stimuli, among which
speech appears to present a special case. Human perception, on the other hand, differentiates
between a large variety of object classes. These classes need to be explored in order to allow
for an informed decision on the choice of stimuli to be tested.
The general categories of auditory perception have recently been studied using large
datasets and open classification tasks. As Bones et al. [23] established, sounds are first
classified by their semantic content and the identified source, followed by either the emotions
conveyed or by acoustic features. The categories on the semantic level were investigated
by Bones et al. [23] and Gygi et al. [44]. Both studies distinguished three main categories
(‘people’, ‘nature’, and ‘man-made sounds’), followed by the subclasses ‘voices’, ‘music’,
‘animals’, ‘weather’, ‘industrial’, and ‘household’ [23], as well as ‘vehicles’ and ‘water’
[44]. These categories and further sub-classifiers as identified in work on specific sonic
scenes were collated by Gemmeke et al. [40] and Piczak [105] for the compilation of the
large pre-classified datasets “Audioset” by Google and the “Dataset for environmental sound
classification (ESC)” respectively. The seven top-layers of Google’s Audioset by Gemmeke
et al. [40], comprising 632 event classes, encompass ‘human sounds’, ‘animal sounds’,
‘natural sounds’, ‘music’, ‘sound of things’, ‘source-ambiguous sounds’, and ‘channel,
environment and background sounds’, thus overlapping with and extending the previously
identified main groups.
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The categories along the acoustical dimensions were further investigated by Gygi et al.
[44]. The main sonic features span a three-dimensional space represented by the harmonicity,
the impact, and the continuity of the presented signal. Sounds were mainly distinguished
along these three dimensions. Gygi et al. [44] additionally determined the measurable audio
signal parameters defining each dimension. The main regression parameter linked to the
three dimensions were the mean pitch salience, the spectral centroid, and the duration of
the signal, even though regression was low in all cases and a multitude of other factors also
contributed to each dimension.
The short literature review has shown that the main process of perceptual human cate-
gorisation is based on the identity of the stimulus origin, the high-level semantic categories.
Across the different studies, ten main categories were identified. On a second and third layer,
the low-level emotional content and the audio signal properties of a stimulus are used for
further classification. These results can serve as a basis when defining a set of stimuli that
should cover the main perceptual categories.
4.1.3 Discussion of experimental design
The current research question seeks to clarify which stimulus features alter the strength of
the ventriloquism effect, as it has been shown that differences exist in the spatial perception
between different stimuli. These differences originate from variations in the perceptually-
induced link between audio and visual signal. Three parameters were identified influencing
the strength of the link: (1) the temporal and (2) synaesthetic compliance between auditory
and visual information, as well as (3) the learned co-occurrence and association between
auditory and visual signals, varying with the type of stimulus, e.g. speech versus noise. This
third aspect has not been studied systematically for a wider range of stimuli and it has only
been established that a strong perceptual link exists for speech signals and that this link is
weaker for other stimuli. Apart from the speech-specific claim, the influence of different
types of stimuli has not been defined further.
The current research is looking at the limits of ventriloquism from an applied, media
engineering point of view. The aspect of synchrony should therefore not interfere with the
signals, as systems are designed to ensure correct time synchronisation. The synaesthetic
match, as examined in the described paper, poses a very special case of mismatch between
audio and visual signals. As the authors discuss, the type of sensitivity towards a synaesthetic
match originates from naturally existing links between different aspects of an object in hearing
and vision. A mismatch in this dimension such as a whispering face with a shouting voice is
unlikely in media applications employing realistic signals such as a movie. The influence
of the perceptual association, however, will remain in media applications with the usual
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variety of categories arising in typical media content. To answer the initial research question,
stimuli should therefore cover all perceptually relevant categories to gain an overview of the
resulting perceptual differences.
The main categories in human perception have been elaborated in Section 4.1.2 and are
linked to the semantic content or source of a stimulus, referred to as ‘semantic category’ in
the further course of the chapter. They will serve as a basis for the stimulus selection. For the
sake of the length of the experiment, categories should be limited to those that are relevant
in media productions. As Woodcock et al. [146] have shown, the most evident, localisable
audio-visual sources relate to speech, foreground objects, and action linked objects. Other
categories either cover broad, non-localisable sounds such as ambience or audio-only objects
that do not have a corresponding visual signal such as non-diegetic music and off-screen
effects.
In combination with the acquired perceptual categories seven categories were defined for
the current test:
1. speech - voice
2. human sounds - body sounds such as sneezing
3. animal sounds - any vocalised sound by an animal such as barking
4. water sounds - any water in motion ranging from a waterfall to pouring water into a
glass
5. sounds of things - hits and scratches on materials with no link to human motion
6. man-made sounds - sounds of materials originating explicitly from human motion such
as wood chopping
7. source-ambiguous and artificial sounds - alarms and other sounds that can originate
from a variety of objects and materials
The categories of ‘sounds of things’ and ‘man-made sounds’ differ in the way that man-
made sounds are directly linked to a human motion, whereas the ‘sounds of things’ occur
without explicit human motion. The categories ‘nature sounds’ and ‘weather’ were not
included in the list as they usually relate to the background of a scene rather than specific
singular objects. ‘Music’ was not included in the list as it either occurs as background sound,
or, when linked to visible action, is covered by the category of ‘man-made sounds’.
In addition to these semantic categories, it was also decided to divide the stimuli according
to the audio signal properties defined by Gygi et al. [44] as a second independent variable.
In this way, multiple stimuli per category can be chosen while offering the opportunity to
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investigate the influence of the lower-level sound classification. The influence of both levels
of human categorisation can then be compared.
4.2 Unimodal localisation accuracy
As outlined in the previous sections, the ventriloquism effect varies between different stimuli.
Besides the aforementioned perceptually motivated links, research on localisation mecha-
nisms offers a second line of argument in explaining the differences observed across the
different types of stimuli. As described in Chapter 2, bimodal localisation can be described
by a maximum likelihood estimation (MLE) in combination with a prior, in which the weight
given to each modality is defined by the unimodal localisation precision [14, 3, 43]. Across
these studies, the unimodal localisation precision was varied by changing the surrounding
factors, e.g. by adding visual noise [14], or by presenting stimuli at positions of varying
perceptual resolution in the horizontal and vertical plane [43].
Stimulus specific parameters can also influence the localisation precision, and have been
identified in the research on unimodal localisation. These will be discussed in the following
section as they shape the weight given to one or the other modality and thereby influence the
strength of the ventriloquism effect.
4.2.1 Parameters of visual acuity
Visual acuity describes the precision with which humans can perceive differences in shape,
spatial location, relative position and other attributes. Stimulus characteristics that affect the
perception of location are the luminance, contrast and blur of an item as described by several
authors [60, 70, 130, 109]. The interplay between these three factors was investigated by
Johnson and Casson [60] in tests using Landoldt C letters. All three factors show an additive
behaviour, however, luminance and contrast changed visual acuity linearly, whereas blur
introduced by a lens led to an asymptotic decay with greatest steepness between a clear image
and a distortion of two dioptres. Across all three parameters that were tested, full visual
acuity was obtained at the highest values tested, that is, 0 dioptres, 75 cd/m2 background
luminance, and 97% contrast. This corresponds to detectable visual gaps the size of 1 arc
minute, or 1/60° in a black letter on a slightly dim computer monitor. It decreased to 1/12°
at 5% contrast, 1/20° due to a luminance of 0.075 cd/m2, and 5/12° at a lens distortion of
eight dioptres. When two forms of degradation were combined, it decreased to more than
5/6°.
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4.2.2 Parameters in auditory localisation
In auditory perception studies, the minimum audible angle (MAA) and minimum audible
movement angle (MAMA) are used to represent auditory spatial localisation ability. Both
measures generally investigate the relative perceivable offset of change in position of a
stimulus. Similar to vision, precision of auditory localisation depends on the direction of
the stimulus relative to the head position. Additionally, a range of stimulus attributes also
influence the localisation accuracy.
Across these studies, it has been shown that detection thresholds vary with a range of
different signal parameters. The first parameter affecting the precision of auditory localisation
is the signal bandwidth. As shown by Chandler and Grantham [27], localisation precision
improves from 9° MAA for a pure tone at 3 kHz to an MAA of around 2° for signals with a
third octave bandwidth, and even drops to 1° for broadband signals of 4.3 octaves bandwidth,
covering a large range of the perceivable frequencies. Across pure tone stimuli, localisation
precision is worst at values just below 2 kHz and improves for other frequencies, being most
precise at around 700 Hz according to Mills [94] and Perrott and Tucker [104]. In addition,
localisation accuracy decreases for extremely short signals. Signals of only 10 ms length
for example cannot be localised very well with MAA of up to 32° as shown by Strybel
and Fujimoto [125]. When stimulus length is increased to 50 ms, and the time between
consecutive stimulus presentation is longer than 200 ms the established MAA of 2° was
confirmed [125].
4.2.3 Discussion on experimental design
The factors influencing bimodal localisation have been discussed as a possible line of argu-
mentation in explaining the stimulus dependent variation in the strength of the ventriloquism
effect. In bimodal localisation the weight given to one modality depends on the unimodal
localisation precision. Several factors influencing each modality were identified.
Across these factors, visual spatial localisation precision varies in the range of 1/60°
up to 1/2° for single attributes, and up to 1° when several aspects are combined. Auditory
spatial precision presents itself as far less accurate, reaching detection thresholds of 1° for
central presentation with full availability of localisation cues, declining to a precision of less
than 20° or more. Thus, with vision having around two orders of magnitude finer acuity, it is
expected to have a much stronger influence on localisation than sound whenever a source is
visible.
In determining the final test design, these factors influencing the unimodal localisation
strength have to be evaluated from a media application perspective. Under normal media
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consumption conditions, with a screen in front of you and a standard 2.0 or 5.1 loudspeaker
setup, neither acuity varies greatly. Foreground objects as defined in Section 4.1.3 are
generally not blurred and can also be expected to have a contrast against the background
that makes them easy to detect. In the auditory domain, localisation precision may vary with
stimuli due to the dependency on the signal bandwidth.
It is therefore assumed for the current test setup that the differences in accuracy between
the visual and auditory modalities will persist across the defined realistic stimuli, with visual
precision outperforming auditory precision by approximately two orders of magnitude. A
post-hoc analysis of the influence of the localisation parameters will therefore be performed
on the test results to evaluate a possible relationship between the stimulus inherent physical
aspects and the strength of the ventriloquism effect.
4.2.4 Hypothesis
The literature review identified two factors that may influence the strength of the ventril-
oquism effect, based on stimulus characteristics in media applications: the ‘high-level’
semantic category of a stimulus and the ‘low-level’ audio signal properties. It is hypothesised
that the strength of the ventriloquism effect is mainly dominated by the semantic categories
following the comparison of previous results on the ventriloquism effect, as well as further
evidence on the unique treatment of speech across humans. In specific, it is assumed that
speech and other human sounds form a special group of signals that are associated with a
particularly strong link between audio and visual signals, thus resulting in large acceptable
offsets. Artificial signals, in contrary, are assumed to have a particularly weak binding,
leading to small perceived offsets. As discussed in Section 4.2, the ‘low-level’ audio signal
properties are not expected to influence the results greatly, as a large deviance between audio
and visual localisation precision will remain in any case.
4.3 Experiment
The experiment outlined in this chapter was conducted to identify the stimulus properties
that influence the strength of the ventriloquism effect. These stimulus properties can either
result from the perceptually defined category of a stimulus, or from features influencing
the unimodal localisation precision. Following strong evidence from neuroscience on the
influence of the perceptual coupling between audio and visual signals, especially for speech,
it was decided that the semantic categories and audio signal properties will serve to define the
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stimuli under test, whereas localisation features will be regarded as secondary in the design
and statistical analysis.
A forced-choice yes/no test was therefore designed to test how the perceivable audio-
visual offset varies between seventeen stimuli from seven different semantic categories and
three groups of audio signal properties.
4.3.1 Experimental design
One of seventeen selected videos were presented centrally and the audio signal was presented
through one of nine loudspeakers at angular offsets of 0.0°, ±5.1°, ±10.3°, ±15.4°, and
±20.6°. Both stimulus type and offset angle were chosen quasi randomly, according to
pre-rendered lists per participants. This procedure was chosen to ensure that no video or
offset angle was chosen in consecutive trials and also allowed participants to resume the test
at any given position in case of technical issues.
A centred feedback video with spatially coherent audio and video was presented after
each trial. As described in Sec. 3.4, these videos were introduced to create a uniform situation
prior to each trial, to reset perception to a centred and aligned stimulus and to avoid biasing
listeners to one side when the audio offset remains on one side in consecutive trials. The
feedback videos showed two female actors confirming the previous answer with phrases such
as ‘I logged yes/no.’
Each participant was seated in a central position, equidistant from all loudspeakers.
Participants were asked to judge whether the actions they saw in the video and the sound
they heard were spatially coherent, i.e. at the same position in space or not, by pressing one
of two buttons (“yes” or “no”) on a MIDI controller. The detailed instructions as given to
each participant prior to performing the experiment are shown in App. B.2. Upon arrival
each participant was asked to read these instructions, and then was free to ask questions
as necessary. Participants were then also asked to sign the consent form and fill out the
questionnaire before they were directed into the studio to start the training session. When
performing the experiment, participants were required to use the left hand for the “yes”-
button and the right hand for the “no”-button.
Additionally, participants had the chance to give comments throughout the test to com-
ment on specific videos and were also asked to leave a comment at the end of the test with
no specific question asked. Any flaws or weaknesses in the experiment design could be
evaluated with these comments.
Every participant undertook a training session before taking part in the actual test. The
training session was designed for participants to become acquainted with the interface, the
task, and the test procedure. It comprised 60 trials, with random videos presented out of
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Table 4.1 The selected stimuli and a still of each video visualise each item. Stimuli are
grouped according to their semantic categories and audio signal properties.
Semantic
category Audio signal property
Discrete impact Harmonic Continuous
Axe Hand bell Zipper
Man-made
sounds
Stork Barking dog Purring cat
Animal
sounds
Ice drops
into glass
Pouring water
into glass
Watering with
water can
Water
sounds
Pulsed pink noise with
circular white figure
Artificial
sounds
Wooden pull crocodile Remote car Lawnmower
Sounds of
things
Claps Laugh Cough
Human
sounds
Speech
Speech
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the whole dataset. The main test consisted of 340 trials (9 audio positions, 17 videos, one
repetition per video and offset, doubling of the centre position). Participants were required to
take a break after 170 trials. Similar to Chapter 3, video item and offset angle were chosen
quasi randomly according to pre-rendered lists per participant. The test procedure was as
follows:
1. The video was played.
2. The participant responded.
3. A feedback phrase and video were displayed confirming the answer given by the
participant.
4. The next run started after an interval of 1.5 s.
4.3.2 Stimuli
The audio-visual stimuli were designed to represent the semantic categories and groups of
audio signal properties defined in Section 4.1.3. Examples of stimuli and the according
grouping were taken from Gygi et al. [44] and seventeen items were finally selected. Due
to the indoor recording facility, no non-electric machines could be recorded. The final list
of items is shown in Table 4.1. All videos except for the animal clips were recorded in
the VisLab, a blue screen studio at the Centre for Vision Speech and Signal Processing,
University of Surrey. Videos were sampled in HD 1920x1080p, ProRes 422 codec, 30 frames
per second, with an audio sample rate of 48 kHz, 24bit. All items were chroma-keyed and
the background was replaced with a plain grey colour. All videos were edited to a length
of two seconds, with 6 frames of black followed by a 10 frame fade in and a 3 frame fade
out at the end. Audio was level aligned to create a realistic impression of the sound in the
reproduction space, thus introducing level differences between items. The speech item was
set to 60 dB sound pressure level (SPL). Videos for the animal category were acquired from
external sources, due to ethical and technical restrictions. They were then processed in the
same way as the recorded items. For each stimulus four similar versions were edited to
introduce a representative variability within each item.
In addition to the stimulus, decorrelated pink noise at 50 dB SPL (i. e. at +10 dB
signal-to-noise ratio for the speech item) was played from five loudspeakers at the positions
specified for a surround setup in ITU BS.775 [57] throughout the test, creating a uniform
noise distribution in the room and masking explicit sources of noise such as the projector.
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4.3.3 Setup
The setup exactly matched the one used in the experiment described in Chapter 3, Section 3.4.
4.3.4 Participants
Twenty-two participants took part in the test (age range 18-60, 6 female, 14 male). Only
musically trained participants were selected for the test, in order to acquire critical and
consistent results. All participants reported having normal hearing and normal or corrected-
to-normal vision. This study has gone through the University of Surrey ethical assessment
processes in line with the University’s Ethics Handbook for Teaching and Research.
4.3.5 Questionnaire
All participants were asked to complete the questionnaire as introduced in Section 3.4. Prior
to the test, they were also instructed to record any kind of comments on specific stimulus
items or responses at a specific trial throughout the test. They were also asked to give a
general observation regarding their self-perception and assessment following the test.
4.4 Results
The statistical analysis of the data is conducted to identify the stimulus features that influence
the strength of the ventriloquism effect. First, responses from the questionnaire are sum-
marised. These will be used to verify the parameters under test and crosscheck for additional
aspects that were observed by participants. In the next step, the parameters α , β , γ , and λ of
the psychometric function will be estimated per stimulus to serve as dependent variables in
the analysis of the influence of the semantic categories and audio signal properties. Finally,
the influence of the localisation features on the resulting psychometric functions will be
assessed. Detailed statistical tables are shown in the Appendix A.2.
4.4.1 Evaluation of questionnaire
A questionnaire was designed to record any observations participants made whilst conduct-
ing the listening test, such as errors, comments towards specific videos and more general
comments. The summary showed that four areas gave rise to feedback: the influence of the
audio signal on the answer, aspects in the video that were observed to influence the individual
response, comments on the interplay between audio and video, and general comments.
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In the audio comments, participants mentioned that both louder and softer items seemed
to alter the response. Loud signals were perceived to merge more with the visual signal,
but also easier to respond to. On the other hand, participants commented that they found it
harder to decide on a response for softer signals. Transient and more complex sounds were
generally perceived to facilitate a response. Stimuli that were perceived as being especially
difficult were ‘bell’, ‘watering can’, and ‘pouring water’.
Comments addressing the video content concerned the body position and line of sight.
For example, participants felt less critical of videos where the dog looked away than of those
where the dog faced the participant. Offsets in the audio signal from the source’s mouth
towards the side of the source’s body were perceived to be more acceptable than towards the
opposite direction. Participants also felt less critical towards larger visual items than of small
ones.
Some participants commented on perceiving either a vertical mismatch or a mismatch in
the distance between auditory and visual signal, such as the voice of the actor appearing to
come out of her nose, or the zipper sounding too close.
In general, participants found the length of the video to be critically short, especially
when viewing items for the first time. One participant in particular reported to perceive two
sound events: one at the position of the video stimulus and one at the position where the
sound originated. Another participant reported feeling great satisfaction in the case of a
spatial match.
The participant comments cover a range of aspects already outlined in the discussion
such as loudness and transience. The size of the visual object and the body position in the
video, however, are new aspects and need to be included in the following analysis.
The comments give rise to the assumption that participants show a good self-awareness.
This aspect could be investigated in more detail in future work to determine whether ques-
tionnaire answers and self-awareness are predictive of participant performance.
4.4.2 Estimation of psychometric function per stimulus
The parameters of the psychometric function were estimated using the MATLAB Palmedes
toolbox, version 1.8.1 [62] following an initial post-screening of the data.
First, data was screened for outliers as participants were only chosen on the basis of their
musical training. As outlined in Chapter 3, this procedure requires post-experimental checks
on the accuracy of participant responses. Outliers in the current study were defined according
to responses given to the spatially coherent stimuli at 0.0° offset. Participants whose average
response across all stimuli fell outside the 95% confidence interval were excluded from
further analysis. This measure is an indication of a misunderstanding of the task, as these
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Fig. 4.1 The estimated logistic functions, displayed per stimulus (a), per semantic category
(b), and per audio signal property (c). The x-axis is given as α , the normalised audio visual
offset, and its corresponding audio-visual offset in degree.
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Table 4.2 Estimated parameters of the psychometric function per stimulus type. The PSE is
calculated in degrees, taking into account all four parameters.
Stimulus α β γ λ pDev PSE (°)
Speech 0.56 7.63 0.00 0.00 0.79 9.15
Clap 0.65 8.52 0.03 0.00 0.65 7.43
Laugh 0.55 9.69 0.02 0.01 0.86 9.35
Cough 0.57 9.04 0.01 0.00 0.70 8.98
Axe 0.53 8.28 0.02 0.05 0.72 9.58
Bell 0.51 5.76 0.00 0.06 0.46 9.68
Zipper 0.63 9.05 0.01 0.01 0.98 7.65
Crocodile 0.58 5.87 0.00 0.00 0.08 8.63
Car 0.53 7.65 0.02 0.00 0.08 9.76
Lawnmower 0.57 8.93 0.08 0.04 0.53 9.12
Stork 0.62 9.62 0.01 0.01 0.30 7.86
Dog 0.57 8.67 0.04 0.01 0.93 8.99
Cat 0.53 11.25 0.01 0.00 0.62 9.62
IceDrop 0.58 9.07 0.02 0.01 0.93 8.69
PourGlass 0.39 5.01 0.01 0.06 0.25 12.13
Pour 0.58 9.22 0.00 0.00 0.05 8.70
PinkNoise 0.56 8.52 0.00 0.00 0.10 9.08
Table 4.3 Estimated parameters of the psychometric function for each semantic category.
Stimulus α β γ λ pDev PSE (°)
Man-made sounds 0.56 6.57 0.00 0.02 0.47 8.90
Animal sounds 0.58 9.20 0.02 0.00 0.49 8.79
Water sounds 0.55 7.20 0.04 0.01 0.04 9.44
Artificial sounds 0.56 8.52 0.00 0.00 0.11 9.08
Object sounds 0.57 6.80 0.03 0.00 0.33 9.13
Human sounds 0.59 8.71 0.02 0.00 0.87 8.56
Speech 0.56 7.63 0.00 0.00 0.78 9.15
Table 4.4 Estimated parameters of the psychometric function for each group of audio signal
properties.
Stimulus α β γ λ pDev PSE (°)
Discrete impact 0.60 7.60 0.02 0.00 0.752 8.32
Harmonic 0.53 6.43 0.02 0.01 0.331 9.84
Continuous 0.58 8.75 0.02 0.00 0.780 8.82
stimuli should all be perceived as spatially matched. Five participants were post-screened
following this procedure.
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Fig. 4.2 Boxplot showing the differences across the semantic categories for α and β . The
notches indicate the 95% confidence interval.
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Fig. 4.3 Boxplot showing the differences across the groups of audio signal properties for α
and β . The notches indicate the 95% confidence interval.
In the next step, the parameters of the psychometric function were estimated for each
stimulus type and the logistic function using the function PAL_PFML_Fit from the MATLAB
toolbox Palmedes, version 1.8.1 [62]. An ANOVA on the raw responses showed that there
were no significant differences between left and right side responses for each stimulus (see
also Tab. A.3). Additionally, the responses per stimulus were checked visually to verify that
the responses given for a specific video did not vary greatly from the average response to
that stimulus. No obvious outliers were identified during this procedure. The estimation was
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therefore conducted for data pooled across left and right sides, and across the four different
video versions. The parameters of the estimation of the pooled data are presented in Table 4.2
and the corresponding logistic function is displayed in Figure 4.1a.
For the further analysis of group-dependent phenomena, α and β were estimated sepa-
rately for each video file, following the procedure described in Chapter 3 for a per-participant-
estimation. This procedure allows for a better statistical resolution in the following analysis.
Due to the limited number of underlying data points (between four and ten per sampled offset
position), data was again pooled across left and right sides, and γ and λ were fixed to the
values acquired in the overall estimation of parameters. Outliers for β were defined as values
larger than 20 and were replaced with NAN values to exclude them from the analysis, as well
as the corresponding α .
4.4.3 Analysis by semantic category and audio signal properties
This section presents a statistical analysis of the effect of the semantic category and the audio
signal properties as defined in Section 4.1.3 on the strength of the ventriloquism effect.
An ANOVA was conducted with α and β per video file as dependent variables and
category assignments as independent variables (see Tab. A.4 and Tab. A.5). The parameters
α and β were chosen as dependent variables representing the position and the slope of the
logistic function in the sampled space respectively.
The independent variable ‘semantic category’ had no significant effect on α (F(6) = 1.43,
p > 0.1) or β (F(6) = 1.88, p = 0.099). The comparison of α and β between the semantic
categories is shown in Figure 4.2a and Figure 4.2b. In both figures the semantic categories
are ordered according the median value of α . Highest values for α are reached for ‘Human
Sounds’ and ‘Speech’. In contrast to the initial hypothesis, this shows that the accepted
offsets for stimuli linked to human presence and speech are smaller than those for other items.
In addition, neither α or β are larger than average for artificial stimuli compared to all other
stimuli. Visual inspection indicates that the increase in α and β values across the categories
is neither linked to motion, nor to a contrast between human sounds with artificial sounds in
particular.
The audio signal properties had a significant effect on α with F(2) = 8.35, p < 0.01
and on β (F(2) = 5.28, p = 0.008) and the corresponding boxplots are presented in Figures
4.3a and 4.3b respectively. Posthoc comparisons using the Tukey-HSD test for α indicated
significant differences between ‘discrete’ and ‘harmonic’ sounds (meandi f = 0.10, p < 0.01,
SD = 0.04), and between ‘harmonic’ and ‘continuous’ sounds (meandi f =−0.08, p = 0.008,
SD = 0.04). For β , posthoc comparisons using the Tukey-HSD test indicated significance
between ‘harmonic’ and ‘continuous’ sounds (meandi f = −2.58, p = 0.006, SD = 1.41).
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Across the three groups of audio signal properties, the group of ‘harmonic’ sounds produced
the lowest values for α and β , resulting in a shallow curve with a larger PSE than the other
two groups.
The psychometric function was recalculated for each semantic category and each audio
signal group for data pooled across left and right side. The results are displayed in Fig.4.1b
and Fig. 4.1c, and their parameters are given in Table 4.3 and 4.4.
4.4.4 Analysis of localisation parameters
In Section 4.2, it was established that the unimodal localisation precision is one of the main
parameters defining the weight given to each modality in the process of bimodal localisation
and may influence the strength of the ventriloquism effect. These and further factors which
were identified as influencing the unimodal localisation precision will therefore be calculated
per stimulus, followed by statistical measures regarding their influence on the ventriloquism
effect, expressed through the parameters of the psychometric function.
The parameters influencing the visual precision outlined in Section 4.2.1 are the back-
ground luminance, contrast and blur of a signal. Moreover, participants commented that
the position of the body and the overall size of an object influenced their decision. Blur was
not taken into account during analysis as all stimuli were treated as foreground objects and
were recorded and presented without blur following media guidelines. Due to the limited
amount of data per stimulus version the influence of this parameter could not be investigated
further.
The final list of visual parameters then includes the size of a stimulus, the luminance and
the contrast. The size of an object was represented by the amount of pixels covered by the
stimulus and is labelled ‘No. of pixels’. This measure was taken as mean across the video’s
duration and across the central area. The luminance was calculated by taking the mean of
the grayscale values corresponding to the RGB data using the MATLAB function rgb2gray.
In addition, the luminance in the central area was calculated. The contrast was calculated
by finding the RMS contrast (as defined by Peli [77]), then taking the mean value across
the video’s duration and across the central part across the whole video. For all parameters,
only the part of the video containing the stimulus content, excluding all fades was taken into
account for the calculations. The central area was defined as pixels 460 to 620 vertically
and 880 to 1040 horizontally. This area is roughly equivalent to the size and position of the
central loudspeaker.
The position of the body in the video was represented in a binary fashion as either left or
right of the centre. This parameter varies within stimuli and its influence is not represented
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Fig. 4.4 Partial regression for α as predicted by the frequency bins and the mean central
luminance. The dotted lines indicate the 95% confidence boundaries.
by the calculated values for α and β per stimulus as outlined in Section 4.4.2. Therefore, it
was not included in a general regression analysis.
The auditory parameters identified as influencing localisation precision were discussed
in Section 4.2.2 and include the signal bandwidth, the central frequency for narrow band
signals, the time pattern, and the SNR. For complex auditory signals, several measures are
linked to the signal bandwidth. For the current analysis the ‘spread’ and the ‘kurtosis’ were
chosen as calculated with the MATLAB MIR-toolbox version 1.7. As a third measure, the
number of third-octave frequency bins containing a signal level above half of the maximum
level was calculated. This measure generally describes whether a signal contains a small
or large amount of different frequencies and will be referred to as ‘frequency bins’. The
signal bandwidth is further represented by the spectral flatness. This parameter represents
how noise-like or tone-like a signal is and is also called the tonality coefficient. The roll
off and the brightness were also included in the analysis. The roll off function defines the
frequency at which 85% of energy is reached whereas brightness determines the amount of
energy above 1.5 kHz in percent.
The central frequency of a stimulus is represented by the perceived central frequency, i.e.
the ‘perceptual centroid’, as calculated with the MATLAB IoSR-Surrey toolbox version 2.8.
It was used instead of the spectral centroid for a more relevant frequency weighting.
The dependency on time patterns as described in literature requires very simple, easy to
describe signals. Realistic signals, however, show a far greater variation in time patterns. For
that reason, the following measures were chosen to represent the time pattern: the signal
4.4 Results 67
Table 4.5 Result of the stepwise regression for α showing the regression history, the final
parameters included and the regression coefficients for all parameters.
α
Initial columns included: none
Step 1, added column 11, p = 0.002, rmse = 0.089
Step 2, added column 13, p=0.023, rmse = 0.086
Step 3, added column 17, p=0.032, rmse = 0.083
Step 4, removed column 11, p=0.311, rmse = 0.083
Final columns included: 13 17
Factor Measure Coeff. Std.Err. Status p
Spread 0.00 0.00 Out 0.32
Kurtosis 0.00 0.00 Out 0.86
Bandwidth Frequency bins 0.01 0.00 In < 0.01
and Max. frequency bin level 0.00 0.00 Out 0.55
spectral Flatness -0.04 0.08 Out 0.66
representation Roll off 0.00 0.00 Out 0.43
Brightness 0.00 0.07 Out 0.96
Central frequency
{
Perceptual centroid 0.00 0.00 Out 0.31
RMS low energy 0.10 0.07 Out 0.18
Time pattern Duration -0.07 0.05 Out 0.19
Event density 0.01 0.01 Out 0.44
SNR
{
RMS -0.25 0.51 Out 0.62
RMS max. -0.01 0.16 Out 0.93
Size
{
Total no. of pixels 0.23 0.33 Out 0.48
No. of pixels in centre -0.04 0.05 Out 0.39
Luminance
{
Mean luminance -0.01 0.01 Out 0.27
Mean central luminance 0.00 0.00 In < 0.01
Contrast
{
Mean contrast 1.64 3.33 Out 0.62
Mean central contrast -0.44 0.61 Out 0.47
duration, the event density (the average frequency of events), and the RMS low energy (the
percentage of frames with less than average RMS). All measures were again calculated using
the MATLAB MIR-toolbox. The last measure, the signal-to-noise ratio (SNR) is linked to the
level of the stimulus signal compared to the background noise. As the background noise was
static, it was decided to represent the SNR with the average level (RMS) and the maximum
level across all frames (maximum RMS), both calculated with the MIR-toolbox, as well as
the sound pressure level. This last measure was calculated using the SalfordMATLAB codes,
provided by the Salford Innovation Research Centre.
The regression for all these parameters with the parameters α and β , estimated per
video file, was calculated to define the influence of each parameter on the strength of the
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Fig. 4.5 Partial regression for β as predicted by the perceptual spectral centroid and the
flatness. The dotted lines indicate the 95% confidence boundaries.
ventriloquism effect. Due to the large amount of independent parameters representing signal
features and the relatively small amount of dependent variables (68), a stepwise regression
using stepwisefit from the MATLAB Statistics and Machine Learning toolbox was performed
on the dependent parameters α and β . This procedure allows to only fit the most significant
parameter at a time and omits insignificant parameters throughout the fitting process. In this
way, overfitting is avoided.
For α , the significant regression equation included the frequency bins and the central
luminance (F(1,51) = 9.03, p < 0.029), with R2 = 0.35 and a variance not explained by the
model of rmse = 0.08 relative to α . The regression coefficients and the regression history are
given in Table 4.5 and the regression is displayed in Figure 4.4. The regression history shows
that the perceptual centroid was highly correlated with α when used as a single predictor.
However, the combination of the frequency bins and the central luminance resulted in a
more accurate prediction. The frequency bins are negatively correlated with the perceived
audio-visual offset angle, indicating that broadband sounds are perceived more critically than
those composed of fewer frequencies. The luminance in the central area of the video, on the
other hand, positively correlated with the audio-visual offset angle. This corresponds to more
critical responses for darker stimuli, and less critical responses for brighter stimuli. Both
observations confirm the effect of each parameter as described in literature.
The regression for β included two parameters: perceptual spectral centroid and the
spectral flatness (F(2,51) = 7.78, p = 0.001), with R2 = 0.23 and a variance not explained
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Table 4.6 Result of the stepwise regression for β showing the regression history, the final
parameters included and the regression coefficients for all parameters.
β
Initial columns included: none
Step 1, added column 11, p = 0.002, rmse = 2.373
Step 2, added column 5, p = 0.049, rmse = 2.306
Final columns included: 5 11
Factor Measure Coeff. Std.Err. Status p
Spread 0.00 0.00 Out 0.90
Kurtosis 0.02 0.05 Out 0.78
Bandwidth Frequency bins 0.09 0.09 Out 0.33
and Max. frequency bin level 0.03 0.05 Out 0.51
spectral Flatness 5.63 2.79 In 0.05
representation Roll off -0.00 0.00 Out 0.69
Brightness -1.77 2.67 Out 0.51
Central frequency
{
Perceptual centroid -0.00 0.00 In < 0.01
RMS low energy -2.65 1.92 Out 0.17
Time pattern Duration 0.71 1.38 Out 0.61
Event density 0.29 0.22 Out 0.20
SNR
{
RMS 8.66 13.71 Out 0.53
RMS max. -2.35 4.65 Out 0.62
Size
{
Total no. of pixels 2.71 8.89 Out 0.76
No. of pixels in centre 1.84 1.21 Out 0.14
Luminance
{
Mean luminance 0.03 0.15 Out 0.84
Mean central luminance -0.01 0.01 Out 0.35
Contrast
{
Mean contrast -18.02 95.90 Out 0.85
Mean central 19.46 16.54 Out 0.24
by the model of rmse = 2.31 relative to β . The correlation between β and the perceptual
spectral centroid is negative. The perceptual spectral centroid is associated with the perceived
brightness and timbral clarity. This implies that stimuli that appear to sound clearer or brighter
result in a shallower psychometric function, indicating insecurity in the decision. The spectral
flatness is also called tonality coefficient and describes how noise-like or tone-like a sound
is. This parameter is positively correlated with β , indicating that decision boundaries for
noise-like stimuli are narrower, with a steeper psychometric function, and highly harmonic
stimuli result in a shallower psychometric function with wider decision boundaries. The
regression fits are also shown in Figure 4.5.
An analysis of the regression was performed on the parameters α and β of the psychomet-
ric function and the features identified to influence the unimodal localisation precision. α , the
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parameter placing psychometric function along the sampled perceptual space, is correlated
with the signal bandwidth and negatively correlated to the luminance in the central area. β ,
describing the steepness or inverse deviation, was found to correlate with the perceptual
spectral centroid and the harmonicity of the audio signal.
4.5 Discussion
A listening test was conducted to identify the stimulus features linked to variations in the
strength of the ventriloquism effect. In the literature discussion in Section 4.1, it was
argued that the strongest correlation can be expected between the defined semantic categories
and the strength of the ventriloquism effect, as these categories correspond to the top-level
classification of objects in humans. Audio parameters linked to the lower-level classification
and those influencing the unimodal localisation accuracy were regarded as secondary in the
definition of the perceived audio-visual offset-angle.
The analysis of the psychometric function across the seventeen different tested stimuli
showed that the PSE ranged between 7° for hand clapping to 12° for pouring water into a
glass. Both speech and pink noise achieved a PSE of 9°. For speech, this value is within
the range described in Chapter 3. For noise, the PSE correlates with the results reported by
Lewald and Guski [77] and is at the upper end of the scale reported in the literature (see
Tab. 2.1). As this study specifically recruited trained participants, the deviation from the
reported results is most likely caused by differences in the study design or the experimental
setup. The current study is the first one to present both stimuli under the same test conditions
and with a similar visual size. The assumed difference in the perception of these two types of
stimuli – speech versus artificial sounds – could not be supported.
In contrast to the hypothesis in Section 4.2.4, no significant differences between any of
the semantic categories were revealed for either α or β . Instead, α and β varied significantly
between the groups of audio signal properties. The significant difference was due to harmonic
sounds having the lowest values for α , which means that they were judged least critically. The
same group of stimuli also had the lowest values for β . A large β is evidence for variation and
insecurity in the given responses. Both values demonstrates that harmonic sounds are harder
to localise. Stimuli belonging to the harmonic group are ‘Bell’, ‘Remote car’, ‘pouring water
into glass’, ‘Laughing’ and ‘Dog barks’. This result confirms participants’ self-observations
who commented that the items ‘Bell’ and ‘Pouring water’ were specifically difficult to judge.
The lack of significance across semantic categories could be the result of the limited
number of stimuli in each group. Each group consisted of only three stimuli types, and only
one type for ‘Artificial sounds’ and for ‘Speech’. Additional tests with an increased number
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of stimuli per group are necessary to clarify whether perceptual differences exist between the
defined semantic categories leading to variations in the perceived audio-visual offset.
The claim that the strength of the ventriloquism depends on low-level audio features is
further supported by the correlation analysis of the parameters linked to the unimodal locali-
sation accuracy (see Sec. 4.2 ). The offset-parameter α , for example, showed a significant
positive correlation with the signal bandwidth, expressed through critical frequency bins, and
a negative correlation with the luminance of the stimulus. With increasing auditory signal
bandwidth the auditory localisation precision improves, as more informative localisation cues
are available to the brain. This leads to greater weight being given to the auditory modality,
followed by an increase in α , corresponding with a smaller PSE. Along the same lines, a
brighter visual stimulus corresponds with a better visual acuity, shifting the weight towards
the visual modality. Less weight is given to the auditory modality, α decreases, and the
acceptable audio-visual offset increases.
The parameters correlating with β are the perceptual spectral centroid (negative correla-
tion) and the flatness or tonality coefficient (positive correlation). A large β indicates a steep
psychometric function and a sharp decision line, whereas a low value for β indicates large
variance among the given responses. In the current regression model, a higher perceptual
centroid and therefore more information in high frequencies than in low ones is linked to
greater insecurity in the decision process. This may be due to greater sensitivity to head
movements and other small variations as localisation is predominantely achieved through
interaural level differences of high frequencies. The perceptual centroid, however, provides
no information on the bandwidth of the signals, and only fluctuates between 1 kHz and 4 kHz
for the current stimuli, compared to nearly 20 kHz audible signal bandwidth. The tonality
index provides information on how noise-like a signal is perceived to be and in that way also
indicates to which degree the present frequencies are interdependent. Noise-like signals were
judged with greater certainty than those only containing specific, ringing frequencies. These
noise-like signals can be assumed to provide the auditory system with more reliable and
uncorrelated information as localisation cues compared to the tonal stimuli under the benign
SNR conditions in the tests. The correlation of this parameter, however, was significant but
weak with p = 0.049 so that any interpretation must be taken as a suggestion, rather than a
definite model description.
In summary, the results contradict the argument outlined in Section 4.1 and the resulting
hypothesis in Section 4.2.4 that the highest level semantic categorisation influences the
ventriloquism effect. On the contrary, it was shown that the low level attributes, linked
immediately to localisation mechanisms, have a significant impact on the ventriloquism
effect. Similar to the argument on the working mechanism for the synaesthetic links in
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normal people, these findings can be explained by the bottom up structure in which the brain
analyses auditory and visual features. The signal bandwidth and luminance, for example, are
directly related to the number of excited nervous cells and the strength of the firing patterns
in the optical and auditory nerves. Spatial information is also merged predominantly in the
superior nucleus, an area upstream to the auditory and visual cortex. Sound identities, in
contrast, are encoded in the cortical brain such as the auditory cortex as described by Engel
et al. [38] and Doehrmann et al. [37], an area posterior to the basic sound and spatial feature
processing within the brainstem and mid brain.
The initial aim of the current research is to define the maximally acceptable audio-
visual offset, to be applied in media devices. The current experiment has revealed that this
value varies in the range of ±2° depending on signal inherent features linked to localisation
precision, and is not linked to the semantic context of the signal. In order to apply these results
in an algorithm, a real-time monitoring of the signal localisability is necessary. However,
such a monitoring is not yet defined to the author’s knowledge, in contrast to real-time signal
and speech detection (see http://dcase.community/ for example).
The discussion revealed that the primarily stimulus features which influence the strength
of the ventriloquism effect are related to low-level perceptual mechanisms and correspond
directly to nerve responses. Contrary to the discussion, semantic categories reliant on higher
order perceptual processing did not have an effect on the ventriloquism effect in the current
experiment. The reasons for the differences between speech and noise signals as reported in
previous literature thus remain unclear. However, as this is the first test to evaluate such a
range of stimuli, including speech and artificial stimuli within the same test setup, further
tests will be necessary to identify the exact interaction of the unimodal localisation features.
4.6 Summary
In Chapter 4, an experiment was designed to identify the stimulus characteristics that influence
the strength of the ventriloquism effect. This experiment served to answer the main research
question:
Which stimulus properties alter the strength of the ventriloquism effect?
Arguments from two lines of research were gathered prior to the definition and design of
the stimuli under test. The first line of arguments showed that differences in the perceptual
link between audio and visual signal may lead to variations in the strength of the ventriloquism
effect. Within the perceptual link, the primary parameters of object organisation are the
semantic categories, also linked to higher level brain processes. Stimuli were designed on
the basis of the categories identified as most-applicable in media applications. The secondary
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layer or lower-level categorisation along the audio signal properties were also considered
when defining the stimuli in order to increase the variety of stimuli and to extend possibilities
in the analysis.
The second line of argument looked at parameters influencing the bimodal localisation,
which depends on the unimodal localisation strength. As it can be assumed that visual acuity
always outperforms auditory acuity by one or two orders of magnitude for stimuli designed
to be presented in media context, these parameters were regarded as secondary in answering
the research question.
Seventeen sets of realistic, environmental audio-visual stimuli were defined, categorised
into seven semantic categories and three groups of audio signal properties. Following
a forced-choice yes/no listening test, the psychometric function was estimated for each
stimulus. The influence of the defined semantic categories and audio signal properties onto
the resulting parameters α and β was analysed. In a third step, the parameters linked to
unimodal localisation precision were calculated per stimulus and a regression analysis was
performed between these and the parameters α and β .
The PSE averaged around 9° and was nearly identical for speech and noise stimuli. It
was influenced by the factors that affect either visual or auditory localisation in the expected
way but did not vary between semantic categories.
The results contradict the hypothesis that the strength of the ventriloquism effect varies
with the semantic category of the stimulus, such as speech versus artificial stimuli. Instead,
the ventriloquism effect varies between sounds with different signal properties, with harmonic
audio-visual stimuli being judged least critically. However, although significant, the scale of
the change was relatively small, 10° for harmonic sounds versus 8° for continuous sounds.
The further analysis showed that four parameters linked to the unimodal localisation acuity
showed a significant correlation with the offset and slope of the estimated psychometric
functions.
In contrast to the previously available data, both results allowed the conclusion that the
strength of the ventriloquism effect depends in the first place on the unimodal localisation
precision as pre-defined by the stimulus attributes and not on the perceptual meaning of the
stimulus.

Chapter 5
Indirect measures for the evaluation of
the ventriloquism effect
The two previous chapters have investigated the factors that influence the strength of the
ventriloquism effect. It was shown that the perceivable audio-visual offset varies with
participants’ musical training and hearing sensitivity, but also depends on the audio signal
attributes of the stimuli under test. Following this dependency of results on numerous factors,
the current chapter will investigate whether a measurement procedure exists that allow us to
measure the limits of audio-visual fusion in an unbiased but nevertheless ecologically valid
way in order to overcome the numerous influencing factors.
In this chapter, existing measurement methods and their suitability for the evaluation
of the ventriloquism effect will be discussed (Section 5.1), followed by a more detailed
discussion about the possible work mechanisms of reaction time (RT) measurements as the
chosen method (Section 5.2). Statistical procedures for the evaluation of reaction time data
will be outlined in Section 5.3. In the further course of the chapter, the three reaction time
experiments which were conducted will be described and their results discussed. Section 5.7
will then summarise the findings and their implications for the definition of the limits of the
ventriloquism effect.
The research findings presented in this chapter have been published in the following
publications:
• H. Stenzel, P. J. B. Jackson, J. Francombe, “Speech reaction time measurements for
the evaluation of audio-visual spatial coherence”, Conference on Quality of Media
Experience (QoMEX2017), Erfurt, Germany, May 2017.
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• H. Stenzel, J. Francombe, P. J. B. Jackson, “Limits of perceived audio-visual spatial
coherence as defined by reaction time measurements”, Frontiers in Neuroscience,
13(451): 1-17, May 2019.
• H. Stenzel, P. J. B. Jackson, J. Francombe, “Reaction times for spatially coherent and
incoherent signals in a word recognition task”, AES International Conference on Audio
for Virtual and Augmented Reality, Redmond, WA, USA, August 2018.
• C. Pike, H. Stenzel, “Direct and indirect listening test methods - a discussion based on
audio-visual spatial coherence experiments”, AES 143rd Convention, New York, NY,
USA, October 2017.
5.1 Methods of measurement
The current thesis aims to define the offset angle at which the ventriloquism effect, or audio-
visual fusion breaks during standard media consumption. Apart from the direct measurement
methods as applied and discussed in the previous chapters, other methods may be suitable
for this evaluation.
In the previous chapters the measurement of the strength of the ventriloquism effect
was handled as a typical measurement of the just noticeable difference (JND). The JND is
defined as the smallest detectable size of change in an attribute, the point at which change
is detectable in at least fifty percent of cases. According to the filter model by Bech and
Zacharov [16], the measurement of a JND or difference threshold is a typical perceptual
measure. These measurements are used to investigate a specific, well defined attribute and
require participants to have an analytical mindset [16], meaning that their attention is focused
on a technical aspect rather than on the information transmitted. For the evaluation of a
JND, a number of measurement techniques exist. They either involve the comparison of two
stimuli on their just noticeable difference, a relative threshold, or the single presentation of a
stimulus for the definition of absolute thresholds, asking participants to rate the presence or
absence of a feature, as applied in the experiments in Chapter 3 and 4.2 [16, 62].
The analytical mindset and feature awareness required for these measurement methods
lead to changes in brain responses: cells in the brain are tuned into the aspect being tested and
therefore react more critically than under non-featured conditions [117]. In measurements
on the human localisation processes, van der Heijden et al. [132], for example, showed that
the spatial resolution changes in the auditory cortex during localisation tasks. When spatial
information is not required consciously, no spatial signals are processed in the auditory cortex.
This work mechanism manifests itself in the recorded participant comments: Throughout the
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Fig. 5.1 Depiction of the filter model as described by Bech and Zacharov [16]
listening tests described in Chapter 3 and 4 participants remarked that they would not have
noticed the audio-visual offset if they were only consuming the media content.
In the context of limits for media applications, one has to ask whether the results from
listening tests directly assessing the perception of a specific attribute are the appropriate
measures. The consumption of media content, in general, is characterised by participants
focusing on the story or information presented. Technical aspects usually only influence the
consumption when they severely degrade participants’ enjoyment. For greater ecological
validity of the test results, the chosen method should avoid focusing participants’ attention on
the attribute under test. The limits of ventriloquism as applied in new media should therefore
be defined under realistic conditions, with participants’ minds focused on the content of the
presented signals rather than the aspect under test.
This requirement is fulfilled in a range of measurement methods. The previously cited
filter model presents additional types of measurements at the perceptual stage in which
participants are, for example, asked to attend to a global mindset, judging the “basic audio
quality” [16]. This type of measurement requires participants to include the multitude of
perceived differences between presented stimuli in the given judgment. The perceptual focus,
however, remains on the technical quality of the stimulus rather than its content.
The second stage in the filter model assumes that the sensory inputs of the perceptual
stage undergo a cognitive assessment in a next step, leading to affections related to the
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perceived signal such as liking and preference. Measurements at this point take into account
the mood, context, expectation and other emotions of the test participant. According to
the authors, the purpose of the cognitive measurements is to objectively define the overall
impression created by a stimulus. In the context of audio-visual spatial alignment, this type
of measurement has been applied by Hendrickx et al. [48] and Maier [84]. Both authors
compare the difference in preference between realistic film excerpts when either mixed
with spatially aligned sound and visual objects, or with static sound objects projected only
from the centre loudspeaker leading to varying audio-visual offsets. Both authors obtained
greater preference and suitability ratings for the spatially aligned stimuli. This method of
measurement fulfils the criteria of allowing for realistic stimuli and a less analytical mindset.
However, Bech and Zacharov [16] suggest that this measurement is not suitable for the
definition of perceptual limits but instead gives information about the suitability of technical
procedures for specific applications. An adaptation of this technique to further investigate
the limits of ventriloquism would need to address the definition of specific audio-visual
offset in combination with realistic video excerpts, presenting constantly moving visual
objects. Solving these problems faces the risk of either reducing complexity of stimuli to an
extent that would lead the whole test paradigm ad absurdum; or a test design combining a
multitude of interacting effects in spatial perception which could deteriorate the quality of
the conclusions. For these reason this paradigm was not chosen.
The methods outlined by Bech and Zacharov [16] require the reporting of perception by
the listener and are subsumed under the label self-reporting measurements, as displayed in
Figure 5.2. Apart from the self-reporting experimental methodologies, literature investigating
emotions and impacts of other external factors on human cognition makes use of the analysis
of bodily reaction to stimuli such as the vital parameters of skin conductivity and heart
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rate. By nature, these measures are predestined to fulfil the requirements set out for the
current experiment: realistic stimuli could be used with participants focused on the content
while measurements are obtained. However, studies investigating the impact of audio-visual
misalignment on the heart rate variability did not find significant variances under different
tested conditions [8] as data was too noisy due to the manifold influencing factors.
Yet another experimental paradigm, not relying on self-observation, is the evaluation of
variances in task performance such as percentage correct and reaction times under varying
conditions. This type of test method is closer to viewing habits in the sense that participants
do not have to report on their sensations or feelings, but rather pursue a task that draws
their attention to the content of the presented stimulus. The measurement of reaction
times has previously been applied in research on audio-visual integration. These tests have
uncovered numerous effects of space on the direction of attention, priming of responses and
the integration of bimodal signals in detection, localisation and speech intelligibility tasks.
The majority of these tasks were conducted with highly technical signals such as noise bursts
and white dots. An example of the application of a realistic experimental design is given
by Wenzel et al. [139]. In these experiments, audio-visual spatial perception was studied
by measuring localisation precision and reaction time in a virtual environment in which
participants had to detect objects. This game-like design obviously presents the participant
with an ecologically valid surrounding. The focus on a localisation task, however, contradicts
the intention of having participant’s attention focused on the content rather than a task linked
to spatial perception. The same paradigm could also be adapted by designing a task focusing
on the content, in particular, on speech recognition, rather than a spatial task. Such a design
would correlate with the focus on speech and content in media consumption and no further
attention would most likely be paid to any additional technical aspect.
In order for such a design to work, the experimental design has to be built upon the
separation of information for different use cases within the brain. Research has shown that
both within the visual and the auditory tracts, information is processed in two main streams,
each fulfilling a different function [12, 45, 34]. The ventral stream is known to work on object
recognition and analysis of the meaning of the outside world with a close link to memory and
consciousness. It is also called the “What”-stream. The dorsal stream or “Where”-stream,
on the other hand, is linked to action responses that are usually conducted subconsciously.
These incorporate a wide range of motor responses, encompassing head and eye movements,
reaching movements, and also control of the voice. These subconscious mechanisms can be
used to assess the influence of a spatial mismatch on human perception. Due to the dual path
organisation across the brain, a spatial misalignment may not have an effect on the speech
intelligibility directly, as this task performance is conducted across the ventral path as shown
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by Suied et al. [126]: a spatial offset did not influence the percentage correct in the conducted
object recognition task. Across the dorsal path, however, two effects have been described
that may lead to changes in the overall reaction times. The first effect shows that manual
responses are primed subconsciously according to the position of the presented stimulus,
the so-called Simon effect [81, 108, 145]. The second effect describes how auditory spatial
information can direct visual attention and could therefore lead to less attention being paid to
the visual speech signal [120, 12]. Both effects have the potential to subconsciously influence
participants’ reactions without creating any awareness towards the spatial presentation of the
stimuli.
Following the discussion on possible measurement methods, reaction time measurements
in a word recognition task were chosen for the further investigation of the limits of ventrilo-
quism, as this test paradigm does not focus participants’ attention on the feature under test,
but allows participants to concentrate on the content of the stimuli. In addition, previous
research has given evidence that spatial audio-visual offsets may influence reactions. The
research question to be answered must be formulated as follows:
• Can the limits of the ventriloquism effect be measured with reaction times as an indirect
measurement method?
• Is this method of measurement stable against changing test conditions?
• How do the limits of ventriloquism differ under this indirect test setup compared to
standard JND tests?
5.2 Reaction time measurement
In the previous section, the work mechanisms that can be exploited for the definition of
the limits of ventriloquism using a speeded speech recognition experiment were briefly
outlined. They include the Simon effect and alteration in visual attention caused by a
spatially misaligned audio signal. Both mechanisms and their possible impact on the overall
reaction time will be discussed in this section.
5.2.1 Simon effect
The Simon effect describes the observation that in two-alternative-forced-choice-tests (2AFC),
in which space is a task-irrelevant parameter, responses are faster if the stimulus presentation
and response side match (i. e. are congruent); responses are slower if the stimulus is presented
in the visual hemisphere opposite of the response side, an incongruent response [82, 148, 108].
5.2 Reaction time measurement 81
This effect has been measured for visual and auditory tasks, and for responses given with
the corresponding fingers from the left and right hands as well as for responses given with
the index and middle finger of the same hand [107]. The strength of the Simon effect is
usually given as the difference in RTs between the congruent and the incongruent stimulus
presentations [108]. The Simon effect has been measured for bimodal signals in the context
of divided or unimodal attention, in which responses were only given to the relevant modality,
intending a suppression of the irrelevant modality [82, 131]. Both studies found a cross-modal
effect where the Simon effect was elicited by the unattended stimulus. The cross-modal
influence of the auditory signal on responses to the visual stimulus was weaker than the
influence of the visual signal on the auditory signal. For realistic stimuli and bimodal
perception a Simon effect size of 14 ms has been reported [126]. Across experiments on
the Simon effect, however, the strength of the effect has only been studied with stimuli
presented at large symmetric offsets (≥30° or headphone presentation). It therefore cannot
be concluded at which spatial offset the Simon effect starts to be elicited nor whether it
changes with increasing offset angles.
5.2.2 Spatial attention and the effects on speech integration
In the discussion on the experimental design (5.1) it was assumed that the spatially misaligned
audio signals may involuntarily attract visual spatial attention, leading to changes in the
bimodal speech integration. It remains to be discussed, how such a shift in attention can
influence speech processing, especially as it has been argued that “What” and “Where”
processing in the brain follow different paths.
Spatial attention
Visual attention can be either directed deliberately or subconsciously. The subconscious direc-
tion is initialised following the detection of an audio or visual stimulus in space. Numerous
experiments have shown that this process works across modalities such that auditory signals
can attract visual attention. Faster responses in visual detection tasks have for example
been reported, when the simultaneously presented audio and visual signals are spatially
aligned or the visual signals are preceded by a spatially matching audio signal compared to
spatially misaligned presentation [52, 64, 50]. This type of cross-modal influence has also
been shown in unspeeded tasks leading to enhanced visual perceptual processing, i.e. lower,
more accurate and faster detection of visual features when the visual signal was preceded
by a spatially matching auditory signal [89]. The same mechanims were observed for eye
movements towards visual targets which were faster when the visual stimulus was paired
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with a spatially aligned audio signal, and slowed down when the audio signal was spatially
apart [123]. Arnott and Alain [12] and Alain and Bernstein [2] conclude that auditory spatial
perception directs eye movement and visual spatial attention, especially for sound sources
outside the direct field of view.
Effects of spatial congruity on audio-visual multimodal speech integration
Natural speech processing relies on the constant integration of audio and visual information.
This is shown in improved speech intelligibility under bimodal conditions compared to any
unimodal one [83, 115]. The strength of the integration of audio and visual signals also
manifests itself in the McGurk effect, describing the fusion of differing audio and visual
consonants into a newly formed percept (e.g. a visual ’ba’ and an auditory ’ga’ is perceived as
a spoken ’da’). The previously outlined direction of attention following a spatially misaligned
audio signal may interfere with this integration process, especially as the visual central focus
(allowing for reading and other special tasks) only covers an area of up to 4° in size [112].
A distraction of visual attention may lead to changes in the provided visual information.
Evidence for this behaviour can be found in literature on the McGurk effect. Paré et al. [100]
have shown that the strength of the McGurk effect is weakened when gaze is directed away
from the visual signal by 10° to 20°, leading to greater dominance of the auditory signal over
the visual signal. Nevertheless, the influence of the visual signal was still measurable up to
an offset of 60°.
This example shows that misguided visual attention increases the weight given to the
auditory signal over the visual signal. In normal speech processing, this change in weight
may be reflected in changes in the speech recognition time which generally differs between
uni- and bimodal stimulus presentation. However, literature is very contradictory on the
relative relationship of unimodal and bimodal reaction times in speech recognition, and
diverging experimental findings exist, showing either decrease, increase or no change in
reaction times for the bimodal stimulus presentation compared to unimodal presentation. The
following three reaction time models represent the range of observed effects:
Co-activation model
The co-activation model describes a facilitation of information processing for bimodal stimuli
compared to unimodal stimuli. This means that the information from both modalities is
merged leading to a significantly faster reaction than measured for the fastest single modality
[93]. The co-activation model was encountered by Besle et al. [19] in studies on speech
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processing. In their experiments, single syllables were recognised significantly on average
50 ms faster for bimodal stimuli compared to audio-only stimuli.
Race model
Within the race model, it is assumed that information from the two modalities is not combined
prior to a unimodal decision making point. For that reason, reactions can only be as fast as the
fastest unimodal reaction time. This model was established by Miller [92]. In experiments
defining the recognition point of different consonants in uni- and bimodal stimuli, Sánchez-
García et al. [116] observed that, for a number of consonants, the faster unimodal reaction
time coincided with the bimodal reaction time.
Colavita visual dominance effect
The last effect, the Colavita visual dominance effect, can be considered as the counterpart
to the co-activation model. Within this model, participants react fastest when presented
with an audio-only stimulus and slow down when a visual signal is added. The visual-only
reaction time in these tests is generally slower than the audio-only reaction time [68, 29]. The
effect is linked to inhibition mechanisms within the brain, restraining a reaction until enough
evidence from the slower modality has accumulated. Heald and Nusbaum [47] observed this
mechanism in a word identification task, in which stimuli were either presented by one or
three talkers. Responses to the bimodal signal were around 5 ms slower in the single-talker
condition and 20 ms slower in the multi-talker condition compared to the audio-only reaction
time.
The co-existence of all three effects was further observed by Altieri [5], examining the
effect of degraded audio-visual speech signals due to noise, spatial incoherence and McGurk
signals on reaction times. Across the conditions tested, large inter-participant differences were
observed with different reaction time models showing in different participants within the same
experimental design. These differences highlight the individually varying coping mechanisms
when bimodal integration is disturbed. Due to the large interparticipant differences, Altieri
[5] concludes that the combination of all findings cannot be described with one model only,
but instead the individual differences have to be accounted for during analysis.
5.2.3 Hypotheses
Given the evidence outlined on how reaction times may be sensitive to spatially disparate
audio-visual signals, the following hypotheses are investigated:
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Fig. 5.3 The time course of each of the discussed RT models is depicted showing the relation
between unimodal and bimodal RTs, where typically in speech recognition the faster RT is
measured in the A condition and the slower RT in the V condition. The graph is designed so
that the assumed aligned bimodal reaction times are equal for all three models. The relative
unimodal reaction times are adapted accordingly.
1. The audio-visual offset leads to alterations in visual spatial attention, resulting in
decreased perceived visual speech information, followed by a greater weight given to
the audio signal during speech processing. As a consequence, reaction times should
tend towards the audio-only reaction time. Yet, the phenomena listed under Sec. 5.2.2
indicate that the expected changes in reaction times can point in opposing directions.
It cannot be concluded whether reaction times will get faster or slower under disrupted
bimodal integration.
(a) Race model: If the race model applies, spatially coherent and incoherent stimuli
should not produce any variations in reaction times.
(b) Co-activation model: If the co-activation model is applicable, we should see
an increase in reaction times once the bimodal integration falls apart and the
facilitation effect breaks.
(c) Colavita effect: If, thirdly, the Colavita effect emerges and bimodal reaction
times are slower than the faster unimodal reaction time (i.e. showing bimodal
inhibition), a break in bimodal integration should lead to speeding up and shorter
reaction times.
The dominating effect may vary between different participants.
Following this assumption, the same effect should be measurable for offsets to the left
and to the right. It should lead to even or axis symmetric changes in reaction times
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Fig. 5.4 Hypothesis assuming the existence of two separate effects influencing reaction times.
The first graph shows the assumed even, or axis symmetric effect of spatial attention on
reaction times, differentiating between the co-activation, race and Colavita models. The
second graph depicts the odd, or point-symmetric course of reaction times due to the Simon
effect (SE) for spatially congruent and incongruent responses. The last graph summarises both
effects and the expected reaction time over offset when congruent responses are summarised
under negative offset values and incongruent responses under positive offset values.
along the 0°-line, meaning that data behaves symmetrically across left and right offsets.
This also means that changes can be evaluated by pooling across left and right sides.
Following the literature on the McGurk effect [100] and the previous findings on the
breaking point of the ventriloquism effect (see Chapter 2) no changes in reaction times
are expected below an offset of about 10°.
2. It is assumed that an audio-visual offset will evoke the Simon effect, leading to
faster responses for spatially matching response and stimulus pairs. It is not evident
from literature at which offset angle this effect starts and if it increases with offset.
The Simon effect leads to differences between congruent and incongruent responses.
The responses must therefore be analysed according to the spatial congruence and
incongruence of response key with stimulus presentation, and should then lead to odd
changes in reaction times.
The effect of both assumptions is summarised in Fig.5.4 a and b. Figure 3c shows
the modelled overall reaction time distribution assuming purely additive behaviour of both
effects.
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5.3 The statistical analysis of reaction time data
The analysis of human reaction time has been subject to scientific discussion due to two
factors: reaction time data is highly dependent on a variety of influencing factors that cannot
be ruled out by the experimental design, and the data is generally not normally distributed.
As a consequence, standard statistical procedures such as the analysis of variance and the
associated criteria for post-screening and identification of outliers cannot be applied. This
section will discuss both aspects and suggested ways to handle the data.
The factors influencing reaction time data are manifold and cannot be generally factored
into the experimental design as outlined by Baayen and Milin [13] and Lo and Andrews
[80]. Constant offsets within the dataset are generally created due to differences between
participants, handedness, or different test items for example. Dynamic bias is introduced due
to fatigue, arousal and learning, and is reflected in changes in reaction times over the course
of a test set and trial-by-trial dependencies.
One statistical model that allows us to factor in all these aspects is the generalised linear
model (GLM). Within this model effects are classified as fixed effects and random effects.
According to Lo and Andrews [80], fixed effects are characterised as “independent variables
with a small finite number of levels under experimental manipulation” and estimates can be
calculated for each condition. The random factors, in turn, combine variables that represent
an excerpt of a greater population and may also be nested. In a word recognition task, the
items or stimuli are a typical example of random variables as they are chosen from a larger
body of variables [71]. GLMs have recently been proposed for the analysis of reaction time
data as they allow us to disentangle the influence of each of the discussed parameter onto
the overall result and therefore can unveil underlying tendencies. Yet, this statistical model
requires normally distributed data.
Typical reaction time data, however, is not normally distributed but has a positive skew
[141, 72] due to the usually open response window. Baayen and Milin [13] therefore suggest
we model the reaction time distribution using the best fitting probability density function (pdf)
for the underlying data. Across literature, the log-normal, ex-Gaussian (three parameters),
inverse Gaussian, and Gamma distribution are suggested as pdfs for this process. This
method was applied in an initial analysis of the data from the first reaction time experiment
described in Section 5.4 using the Ex-Gaussian pdf and presented at the “Conference on
Quality of Media Experience”. In order to take into account the influencing factors (stimuli,
handedness, etc.) the raw data was shifted according to each identified factor prior to the
modelling. Furthermore, the auto correlation computed per participant to detect potential
trial-by-trial effects. The statistical analysis was then performed on the estimated parameters.
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In this way, the influence of the offset could be analysed, but the size of the relative influence
of other factors could not be determined.
A different approach, taking into account the pdf of the raw data is proposed by Baayen
and Milin [13]. They suggest to transform the data using the inverse of the identified pdf
and in that way derive at normally distributed data. This process enables the further analysis
with a GLM, thus taking into account both random and fixed effects. Lo and Andrews [80],
however, point out that through the transformation the relative effect size of slow and fast
reaction times changes which may distort the statistical importance of single effects. In
order to avoid this deferral, analysis should be performed on the raw data. This possibility
is offered by the generalised linear mixed effects model (GLME) as it allows us to define
an underlying data distribution as part of the statistical model, rather than transforming data
prior to the analysis. In addition, the correlation or interaction across the fixed effects can be
defined using a dedicated link function.
The initial outlined uncertainty in the handling of outliers decreases in significance
following the use of statistical models that respect the original distribution of the underlying
distribution. In this case of robust statistical procedures both Whelan [141], and Lachaud
and Renaud [71] suggest minimising outliers identification to extreme, unrealistic values, not
filtering out more than 5% of the original data.
Further methods described in literature include the estimation of the survivor function
and hazard function [129], methods of binning [107] or the evaluation of speed-accuracy
trade-offs, also called inverse efficiency [25]. All of these models were applied during the
initial phase of data-analysis following the first experiment described in Section 5.4. In the
end, however, GLMEs were chosen as the method of choice as they allowed to take into
account the variety of influencing factors best.
Following this discussion, reaction times will be analysed using the proposed GLME
throughout this chapter. The utilised fixed and random effects, as well as the applied pdf and
link function will be detailed in the course of the data analysis respectively.
5.4 Experiment 3a: Reaction time measurements with pink
noise interference
As discussed in Section 5.1, reaction times in a word recognition task were chosen as
method of measurement to assess the influence of audio-visual spatial misalignment allowing
participants to focus on the content of the stimuli presented. The possible work mechanisms
for this method were outlined in Section 5.2, showing that two effects exist that indicate the
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influence of spatial misalignment on perception. These effects have not been studied with
the intention of defining the minimal offset at which perception is affected. The following
experiment is therefore conducted:
• to establish reaction time measurements as a method of testing the strength of the
ventriloquism effect;
• to define the minimal offset affecting perception using reaction time measurements;
• to verify the independence of this methodology from participant training;
• and to establish reaction time tests and mechanisms for the analysis of reaction time
data in the community of applied audio-perceptual research.
In the following sections, the detailed test design will be introduced, and the results
presented and discussed.
5.4.1 Experimental design
Task
The experiment was designed as an AFC recognition task. It required participants to recognise
the keyword presented in the audio-visual test signal as fast as possible out of two possible
choices. Participants were given a control surface with left and right response buttons. On
each trial, two words were displayed simultaneously on the screen, one on the left side and
one on the right side. The presentation side indicated the corresponding response button:
responses for the words on the left side should be given with a left button press, and words
on the right side with a right button press. Upon presentation of the audio-visual signal,
they were asked to press the button corresponding to the perceived word as fast as possible.
The video was presented centrally and audio was played from one of thirteen loudspeakers
covering the range of ±30.9° in steps of 5.1°. Word pair and audio offset position were
changed pseudo-randomly with every trial, not allowing for consecutive presentations of the
same word pair.
Stimuli
The experiment was designed to assess the impact of an audio-visual spatial offset under real-
istic conditions. This prerequisite was also taken into consideration during the specification
of stimuli. The stimuli were designed to meet the following criteria:
5.4 Experiment 3a: Reaction time measurements with pink noise interference 89
Table 5.1 Word pairs used in the perceptual test. Each word pair consists of two monosyllabic
words differing in the first consonant only. The words are grouped according to the viseme
and phonetic group of the first consonant (U, unvoiced; V, voiced).
Keyword pairs IPA Phonetic category Viseme category
Pong Song /p/ /s/ plosive (U) fricative (U) bilabial palatal
Pen Den /p/ /d/ plosive (U) plosive (V) bilabial palatal
Sin Fin /s/ /f/ fricative (U) fricative (U) palatal labiodental
Can Fan /k/ /f/ plosive (U) fricative (U) palatal labiodental
Cog Log /k/ /l/ plosive (U) liquid (V) palatal approximant
Food Rude /f/ /Õ/ fricative (U) liquid (V) labiodental approximant
Beef Reef /b/ /Õ/ plosive (V) liquid (V) bilabial approximant
Bus Fuss /b/ /f/ plosive (V) fricative (U) bilabial labiodental
Gong Wrong /g/ /Õ/ plosive (V) liquid (V) palatal approximant
Man Than /m/ /D/ nasal (V) fricative (V) bilabial interdental
1. They should be realistic, leading to full speech processing in the brain.
2. Reaction times should be similar between keywords to enable pooling.
3. Audio-visual integration should be ensured.
To achieve this, participants were presented with a realistic speech signal—a keyword
embedded in a full sentence—to invoke proper speech processing [88], as it was shown that
single word recognition tasks or even syllable recognition tasks did not lead to full excitation
of the speech processing within the brain. According to McArdle and Wilson [88], reaction
times in word recognition tasks with monosyllabic words mainly depend on the initial and
final phonemes. Familiarity only has a minor influence on the recognition time and was
therefore not considered in the choice of word pairs. In an audio-only test, Reed [114]
looked at same-different reaction times for combinations of consonants with the vowel /a/.
Comparing the target-same reaction times with the target-different reaction times, she found
that reaction times were longest when only one pronunciation element—manner, voicing, or
place—differed between target and distractor. The six most difficult pairs were: (1) /D/A –
/v/A; (2) /D/A – /d/A; (3) /D/A – /T/A; (4) /Z/A – /z/A; (5) /t/A – /s/A; and (6) /g/A – /k/A where
we use the subscript A to denote audio presentation. In visual speech recognition, ‘visemes’
are groups of consonants that are formed with the same mouth shape. Inspired by Lidestam
and Beskow [78], five viseme groups were defined. They correspond mostly to the manner
categories defined in the chart of the international phonetic association (IPA) and are defined
as follows: (1) bilabial position for /bmp/V where the mouth is closed and lips are curved
in; (2) labiodental position for /fv/V, showing a closed mouth with the teeth biting the top
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lip; (3) interdental position for /DT/V with the mouth in a neutral position and the tongue
showing; (4) palatal position for /dkgtsS/V showing a neutral mouth; and (5) approximant
position for /Rl/V showing a small rounded mouth. Consonants within each viseme group are
again harder to distinguish than those from different groups.
In this test, 32 word pairs were chosen, of which each word followed the pattern
[consonant]–[vowel]–[consonant] (e.g. ‘fin’). Each pair only differed in the first conso-
nant and was embedded in the carrier phrase “Say [keyword] again”. Pairs were chosen so
that the consonants would be from different visemes and would not fall into the group of most
difficult audio-only consonant pairs. Videos of the keyword phrases were recorded in a green
screen studio with a shotgun microphone pointed at the actor. Two female student actors
with British English received pronunciation from the Guildford School of Acting (GSA)
participated in the recordings. All videos were 2.0 s long, and the keyword was presented at
1.0 s. The videos were recorded in HD 1920x1080p, with the codec DNxHD and an MXF
wrapper. Audio was recorded at 48 kHz, 24 bit. The edited videos were loudness normalised
to −23 LUFS and converted to the ProRes 422 codec. The playback level was set to 60 dB
SPL. A pre-test was conducted to find the ten word pairs with the most balanced percentage
correct. Three participants were presented with 20 repetitions of each word pair and asked
to detect the word presented in the video. The ten word pairs with the highest scores for all
participants were then chosen for the final test and are displayed in Table 5.1.
Setup
The tests were conducted within the same test setup as outlined in Chapter 3. Thirteen
level aligned loudspeakers were mounted behind an acoustically transparent screen, at
approximately ear height and at a radius of 1.68 m from the participant. The loudspeakers
were placed at angular offsets of 0.0°, ±5.1°, ±10.3°, ±15.4°, ±20.6°, ±25.7°, and ±30.9°.
The image was projected centrally onto a curved screen and the curvature was corrected with
the software Immersive Display PRO by Fly Elise. The picture covered an area from ±30°
left to right at an aspect ratio of 16:9 HD with the mouths of the actors on screen aligned
with the central loudspeaker. The same hardware and software for delay and level alignment
of audio and visual signals were also used as in the experiments described in Chapter 3.
Procedure
Upon arrival, participants received the test instructions (App. B.3), the consent form (App. B.7),
the participant information sheet (App. B.6) and the questionnaire (Tab. 3.1) to read and
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Fig. 5.5 Test setup showing the screen (I), the area of the video projection (II), and the
area covered by the face (III). The ‘x’ indicate the video positions corresponding to the
loudspeaker placements.
fill out. During this time they were also encouraged to ask any questions concerning the
understanding of the experimental task.
Each participant performed a learning session prior to the actual reaction time test. The
learning session was designed for participants to become acquainted with the interface, with
the task, and with the keywords. It comprised 60 trials, with each of the 10 keyword pairs
presented 6 times from a randomly chosen loudspeaker. The main test consisted of 520 trials
per participant (10 word pairs × 13 loudspeaker positions × 2 response keys × 2 repetitions)
resulting in 40 data points per offset and participant. As in the previous experiments, both
video and audio offset were chosen quasi randomly. Prior to the experiments, lists with the
random selection of video item and offset angle were generated to ensure that no video item
and no audio position were repeated in consecutive trials. This ensured that repetition effects
were avoided.
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1 - Keywords presented
2 - Keyword video
3 - Feedback video
4 - Interval between trials
0.5 sec 2.0 sec
L R
1.0 - 3.0 sec 1.0 sec
Timeframe for
response
Keyword spoken
Fig. 5.6 Representation of the trial sequence. The illustration shows a standard trial with
audio presented at 10.0° left. The keywords are presented for 0.5 s, followed by a video of the
sentence. The keyword is spoken at 1.0s within this video. The feedback is presented once a
response is given. After an interval of 1.0 s the next trial starts. The grey circles indicate the
position of the loudspeakers and the symbol denotes the currently active loudspeaker.
The procedure for the test was as follows (and is also visualised in Figure 5.6).
1. The upcoming two keywords were displayed for 0.5 s.
2. The audio-visual test signal was played (the keywords stayed visible during this
presentation).
(a) The keyword occurred one second into the video.
3. The participant responded.
4. A feedback video was displayed.
(a) For correct answers, the reaction time and a motivating phrase were displayed
together with a feedback video encouraging participants to maintain their response
speed.
(b) For incorrect answers, a feedback phrase and video were displayed.
5. The next keyword pair was then displayed after an interval of 1.0 s.
Participants were required to take breaks after 200 and 400 trials.
Feedback videos
The feedback videos in this and all following reaction time experiments served three purposes:
(1) they ensured that participants refocused to the centre after each trial to create the same
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(a) Correct answers. (b) Incorrect answers.
Fig. 5.7 Capture of two exemplary displays during the presentation of the feedback video for
correct answers (a) and incorrect answers (b).
initial situation prior to each stimulus presentation and to avoid any effects of adaptation
following the presentation of multiple audio signals at the same offset side; (2) they were
designed to motivate participants to keep up speed and accuracy; and (3) they were introduced
to minimise adverse effects introduced by consecutive trials.
For the purpose of motivation, a range of different videos were recorded with two male
actors. They presented different phrases depending on the accuracy and the speed of the
given answer. For incorrect answers, phrases such as ‘Oops, try again’, or ‘That was a bit
rubbish, try again!’ were chosen. For correct answers, three different types of feedback
videos were designed depending on the speed. They included phrases such as ‘Wonderful
work, now start the race’ for slow responses; ‘Good work’, or ‘Keep it up’ for medium fast
responses; and ‘Very quick, well done’, or ‘Brilliant work’ for fast responses. In addition to
the videos, a bar was displayed showing a phrase and, for correct answers, the response time.
The displayed words were ‘Sorry, wrong answer’, ‘Very slow, try harder’, ‘Reasonably quick,
try harder’, and ‘Very quick, well done’ for the different response categories respectively. An
exemplary feedback display is shown in Fig. 5.7. The boundaries between slow to medium
and medium to fast responses were defined at 650 ms and 350 ms respectively following the
results of pre-tests. In the course of the experiment it was observed that these limits did not
suite all participants but were designed for relatively quick participants. Most participants
thus only received feedback from the medium and slow range. The average speed of each
participant appeared to be independent of the error rate so that the limits should be defined
per participant in future test, e.g. based on data from the training session.
All feedback videos were presented spatially aligned (i.e. 0.0° offset) with audio coming
from the centre loudspeaker.
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Fig. 5.8 Capture of the exemplary display of the keywords during a trial.
Keyword presentation
The keywords were presented across the forehead of the actors. This position was chosen
as gaze commonly drifts between eyes and mouth in speech perception [100]. The position
chosen does not interfere with this behaviour but also does not attract visual attention away
from the face. The exact placement of the keywords is shown in Fig. 5.8.
Response method
Responses were recorded with two neighbouring keys on a Behringer BCF 2000 musical
instrument digital interface (midi) studio controller. Participants were free to choose whether
they wanted to respond with their index and middle finger of their preferred hand or with
the index fingers of both hands, but had to stay with one method throughout the test. As
mentioned in Section 5.2.1, both response options evoke a Simon effect of similar form and
strength.
Background interference
In reference to the test setup outlined in Chapter 3, decorrelated pink noise at +10 dB
signal-to-noise (SNR) ratio was played from five loudspeakers at the positions specified
in ITU-R [57] throughout the test and displayed in Figure 5.5. The signal served to create
a uniform, but not distracting noise floor. The level of the noise floor was determined in
pre-tests to provide similar reaction times and percentage correct per single modality in the
word recognition task so that attention would be equally given to the visual and auditory
stimulus.
Participants
The same twenty participants took part in this experiment as in the experiment in Chapter 3
(6 female, 14 male; age 19 to 45 years old; 12 native English speakers; 13 musically trained).
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They were unaware of the purpose of this part of the experiment and randomly conducted
either the yes/no experiment or the word recognition experiment first. Written informed
consent was obtained from all participants prior to the study, and the study went through
the University of Surrey ethical assessment processes in line with the University’s Ethics
Handbook for Teaching and Research.
5.4.2 Results
The analysis of results was performed in three steps: first, the percentage correct was analysed
per condition; second, the analysis of the reaction time data associated with attentional effects
was conducted; and third, reaction time data was analysed with respect to the Simon effect.
Even though participants conducted these experiments together with the yes/no forced-choice
test outlined in Chapter 3, participants asked about the purpose of the experiment after having
conducted the experiment. They were then informed about the audio-visual offset and its
potential effect on the word recognition. No participant reported becoming aware of the
audio-visual offset at which stimuli had been presented. Detailed statistical tables are shown
in the Appendix A.3.1.
Percentage correct
The percentage of correct responses per participant, offset, and Simon effect offset were
calculated and reached mean values of 92.47% for 10385 responses. A repeated measures
ANOVA showed that percentage correct did not vary significantly between different offsets
(F(12) = 0.96, p = 0.45, also see Tab. A.6) or between congruent and incongruent responses
(F(2) = 0.40, p = 0.59, also see Tab. A.7). As there was no significant difference between
the congruent and incongruent responses, no further analysis of the Simon effect per offset
angle was carried out. The results indicate that the spatial offset did not influence the word
recognition significantly.
In addition to percentage correct, the inverse efficiency was analysed but did not reveal
any significant effects.
Attentional effects
Prior to the analysis, data was trimmed by removing extreme reaction times below 150 ms
and above 1100 ms, corresponding to 0.1% of data points. As outlined in Section 5.2.2,
it was hypothesised that attentional effects equally affect offsets to the left and right side.
This statement was validated in pairwise comparisons of reaction times at each offset by
performing the GLME for each absolute offset angle with Trial + Response hand + Side
96 Indirect measures for the evaluation of the ventriloquism effect
as fixed effects and Keyword + Participant as random effect. The distribution of reaction
time data was modelled by a Gamma function as it yielded slightly better Akaike information
criterion (AIC) and Bayesian information criterion (BIC) fits than the Inverse Gaussian
distribution. The identity function was selected as link function. Reaction times varied in the
range of less than ±1 ms between the two sides. Even though the difference was significant
at 5° offset (p = 0.03) and 10° offset (p = 0.01), no consistent trend across all offsets was
observed, see also Table A.8. When pooling across all offsets on left and right side, no
significant difference was measured, see Table A.9. For that reason, data from left and right
side was pooled for the following analysis.
In order to assess the effects of an audio-visual spatial misalignment, the GLME was
performed with the following setting: Trial + Offset + Response hand were defined
as fixed effects, and Keyword + Participant were defined as random effects. As for
the pretest, the Gamma function was used in combination with an identity link function.
Data across left and right sides were pooled. The detailed results are listed in Table A.10.
Reaction times in this experiment averaged around 447 ms (standard error (SE)= 11 ms).
The analysis of the F statistics on the output of the fitted model showed that the parameters
Trial and Response hand reached significance with p < 0.01, and FTrial = 119.4 and
FResponsehand = 133.6 respectively. This shows that learning took place and RT decreased
with every trial by 0.06 ms (SE = 0.005 ms), summing to give a mean reduction in RTs of
33ms between first and last trial. Differences between response hands averaged at 19 ms
(SE = 1.6ms). The spatial offset did not influence reaction times significantly with p > 0.1.
The random factors Participant and Keyword led to standard deviations in RTs of 36 ms
and 28 ms respectively.
Additionally, it was checked whether the order in which participants had conducted the
experiments (experiments 1 (Sec. 3.4) and 3a (Sec. 5.4)) had an influence on the data by
adding the test order as fixed effect. The GLME showed that the order of the experiments
did not influence reaction times (p = 0.9).
As outlined in Section 5.2, a change in the visual attention may impact reaction times
differently for different participants. Figure 5.9 visualises the large variation amongst single
participants showing a typical case of the co-activation model (6a) and of the decreased
Colavita effect at offsets (6b). These differences may add up to misleading summation
effects.
For this reason the GLME analysis was performed for each participant separately com-
paring data from 0.0° to that from all other offsets. In this way, the general trend across
reaction times at offsets can be summarised per participant. The resulting t-values are shown
in Table A.11. Afterwards, participants were grouped according to the resulting t-statistics
5.4 Experiment 3a: Reaction time measurements with pink noise interference 97
0.0 5.1 10
.3
15
.4
20
.6
25
.7
30
.9
Abs. AV offset (°)
-100
-80
-60
-40
-20
0
20
40
60
80
100
Ch
an
ge
 in
 R
T 
(m
s)
Participant 6
0.0 5.1 10
.3
15
.4
20
.6
25
.7
30
.9
Abs. AV offset (°)
-100
-80
-60
-40
-20
0
20
40
60
80
100
Participant 18
Fig. 5.9 Reaction time distribution of two participants from the first experiment when pooled
across left and right offsets. These two datasets exemplify the huge differences between
participants and also show both a typical co-activation model (6a) and a Colavita effect (6b)
at offsets. The y-axis indicates the difference in reaction times between responses given with
no offset, 0.0°, and those with offset.
and the GLME repeated per participant group. A t-value of 0.675 or p = 0.5 was chosen as
grouping criterion indicating an above the chance level for a difference between reaction
times for coherent versus incoherent presentation. A value of t > 0.675 was assumed to be
an indicator for the co-activation model, with values at offsets slower than at 0.0°; a value
between t ≤ 0.675 and t ≥−0.675 was used as an indicator for the race model; and a value of
t <−0.675 was linked to the Colavita effect, where responses with good bimodal integration
are slower than those from a disrupted, or auditorily dominated perception. Four participants
fell into the first group, eleven into the second group, and five into the third group.
In the co-activation group, Offset did not change RTs significantly (F(6,1897) = 1.7,
p = 0.12, see also Tab. A.12), with pairwise comparison showing that RTs at offsets 10.3°
and 15.4° were significantly slower than reaction times at 0.0° (p < 0.5). At all other offsets,
reaction times were also slower but did not reach significance. In the race model group,
no significant variation in reaction times was measurable (F(6,5333) = 1.0, p = 0.42, see
also Tab. A.13). Participants linked to the Colavita effect answered significantly faster at all
offsets compared to 0.0° (F(6,2346) = 2.7, p = 0.012, see also Tab. A.14). The course of
98 Indirect measures for the evaluation of the ventriloquism effect
0.0 5.1 10
.3
15
.4
20
.6
25
.7
30
.9
Abs. AV offset (°)
-50
-40
-30
-20
-10
0
10
20
30
40
50
Ch
an
ge
 in
 R
T 
(m
s)
Attentional effects
Co-activation + SE (4P.)
Race  + SE (11P.)
Colavita  + SE (5P.)
0.0 5.1 10
.3
15
.4
20
.6
25
.7
30
.9
Abs. AV offset (°)
Si
ze
 o
f S
im
on
 e
ffe
ct
 (m
s)
Simon effect
Simon effect
-
30
.9
-
25
.7
-
20
.6
-
15
.4
-
10
.3
-
5.1 0.0 5.110
.3
15
.4
20
.6
25
.7
30
.9
AV offset (°)
Ch
an
ge
 in
 R
T 
(m
s)
Combined effects
Congruent
responses
Incongruent
responses
Co-activation + SE (4P.)
Race  + SE (11P.)
Colavita  + SE (5P.)
Fig. 5.10 Experiment one – pink noise: this figure shows the decomposition of the original
reaction time distribution divided into the underlying even and odd components per participant
group that were possibly caused by changes in the spatial attention and the Simon effect. The
third graph depicts the original distribution of the data sorted into congruent and incongruent
responses. The graphs show the changes in mean RTs between data from 0° and data at
offsets in (a, c), and as the difference in RTs between congruent and incongruent responses
(b). The bars indicate the standard error.
reaction times across offsets for the different groups as well as the confidence intervals are
shown in Fig.5.10.
A further Fisher exact test was performed to test whether a relationship exists between
participants’ musical training and the defined reaction time groups. However, no significant
overlaps between the two groupings were observed with p = 0.117, and 27 tables evaluated.
A GLME was performed on the grouped reaction time data. The general trend of
participants’ reaction times to decrease, stay constant or increase with offset was defined as
grouping criteria. The two participant groups linked to the co-activation model and to the
Colavita effect resulted in significant differences between reaction times at 0.0° and other
offset angles. These results indicate that approximately 50% of participants respond to a
spatial mismatch introduced by an audio signal with altered reaction times. In contrast to
the hypothesis, these participants respond to spatial offsets as small as 5.1° rather than the
predicted 15° to 20° offset angle. Furthermore, no relationship between the musical training
and the reaction time groups was observed.
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Simon effect
The Simon effect is defined as the difference in reaction times between congruent and
incongruent responses. The GLME was fitted to the data comparing the difference in reaction
times between each pair of offset angles and detailed results are listed in Table A.15. Data
from 0.0° offset were omitted from the analysis. The difference between congruent and
incongruent responses was stable between 5 ms and 9 ms at all offsets except at 26° offset
where it increased to 16 ms. Significant differences between congruent and incongruent
responses were reached at 10° (F(1,1487) = 4.7, p = 0.03), 25° (F(1,1469) = 4.7, p <
0.01), and 30° (F(1,1470) = 4.7, p = 0.02).
When data were pooled across adjacent offset angles, the Simon effect significantly
affected reaction times at all offset positions (5° – 10.3°: F(1,2961) = 5.7, p = 0.02; 15.4°
– 20.6°: F(1,2952) = 4.8, p = 0.03; 25.7° – 30.9°: F(1,2934) = 19.4, p < 0.01, see also
Tab. A.16).
Overall, the Simon effect was measurable but weak, leading only to significant results
when data from adjacent offset angles were pooled. Similar to the attention effect, significance
was already reached for the first pooled group for data from 5.1° to 10.3° indicating that
small offset angles influence manual responses.
5.4.3 Discussion
Reaction time data from a word recognition task were collected for stimuli presented at 0.0°
to up to 30.9° audio-visual spatial offset. The experiments served to identify the spatial offset
at which reaction times are significantly affected indicating a change in bimodal perception.
Data were analysed according to the two identified effects: alteration in visual spatial attention
and the Simon effect. The analysis showed that for both effects significant differences in
reaction times were measurable between 0.0° and 5.1° to 10.3° offset. These results will
be discussed along the lines of the hypothesised behaviour for each effect, followed by
a discussion on the implications on the limits of ventriloquism and further experimental
designs.
Spatial attention and speech integration
As outlined in Section 5.2.2,this research is based on the assumption that interruption in
bimodal integration caused by changes in spatial attention can lead to various changes in
reaction times. Considering the integration of speech, three possible theories were outlined
in relation to the direction of change in reaction times. The subsequent analysis showed
that around 50% of participants fell into the group linked with the race model, showing no
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significant variations in reaction times across offsets. The responses of the other participants
were described by either the Colavita visual dominance effect or the co-activation model,
each leading to significant differences in reaction times from 5° onwards.
The race model theory states that bimodal reaction times are always as fast as the fastest
unimodal reaction times. A change in the bimodal integration process would therefore not be
reflected in a change in reaction times. The reaction time analysis of spatial attention effects
supports this theory. Reaction times across all participants, and the specific reaction times
of 50% of participants did not reveal any significant variation of reaction times with spatial
offset. Besides the race model theory, these findings can also be explained by the separate
“What” and “Where” - processing in the brain. For auditory speech perception, in particular,
it has been shown that audio-only speech comprehension does not depend on the specific
auditory spatial attention. Alsius and Soto-Faraco [4], for example, conducted a searching
task, in which participants had to either detect or localise whether one of the presented
speech stimuli matched the concurrent video; two to four speech stimuli were presented
simultaneously. In the detection task reaction times did not vary with increasing number
of presented voices but reaction times did increase in the localisation task. Experiments
on the McGurk effect have revealed similar results: Bishop and Miller [20] showed that
the strength of the McGurk effect was not affected by an audio-visual offset as long as
attention was paid to the visual signal [6]. In summary, these findings suggest that a range of
cognitive processes such as speech processing do not depend on the spatial alignment of the
co-occurring unimodal signals.
In contrast to this argument, the other half of the participants was affected by the offset
in their bimodal integration when considered separately. They either slowed down or sped
up significantly in their responses as predicted by the co-activation model and the Colavita
visual dominance effect. Both effects were hypothesised to be the result of a degradation
of the visual input due to misguided visual attention. Further support for this assumption
can be found in the experiments by Diederich and Colonius [35]. Saccadic movements (eye
movements) towards a visual target slowed down when a spatially disparate audio signal was
simultaneously presented [35]. Additionally, Spence and Driver [119] showed that reactions
to visual signals are faster when primed by a spatially matching auditory signal as opposed
to slowing down when the auditory signal is presented at a separate spatial location. Arnott
and Alain [12] go even further, stating that “the major function of auditory localisation was
to direct the eyes to a location of interest.” The current findings in combination with these
examples suggest that, for some participants, the audio signal may have attracted attention
away from the central visual signal and thereby altered the bimodal integration process.
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In order to further verify this statement, eye-movements will need to be tracked in future
experiments.
In combination, the hypothesis that an audio-visual spatial offset can affect participants’
perception was confirmed, but individual differences exist.
Simon effect
The current experiments revealed a significant Simon effect in a condition of highly merged
senses—realistic speech signals presented over loudspeakers with a centrally presented visual
signal. With differences between 6 ms and 13 ms, the measured size of the Simon effect is
in the range of results by Suied et al. [126], who found differences between congruent and
incongruent responses of 12 ms due to the Simon effect. Similar to the current study, realistic
stimuli were used, and audio signals were presented at 0° and 40° offset on loudspeakers,
allowing for natural localisation cues. As outlined in Section 5.2.1, none of the previous
experiments on the Simon effect investigated the relationship between the strength of the
effect and the size of the offset. The present results show that the size of the Simon effect is
similar for audio-visual offsets between 5° and 20°. The effect size measured by Suied et al.
[126] at 40° audio-visual offset is within the range of differences in reaction times as found
in the current experiments. Therefore, it is concluded that the Simon effect is measurable
from small offset angles onwards and that the size of the Simon effect does not increase or
vary otherwise with audio-visual offset.
Implication for audio-visual applications of both effects
The current studies were conducted to find the limits at which an audio-visual offset can be
perceived. These limits are of interest to the multimedia industry, working on immersive
technologies which aim to recreate surrounding sound scenes and 3D images in a realistic
and convincing manner.
The results suggest that spatial mismatches as small as 5.1° are processed in subconscious
brain areas and lead to response-priming and changes in spatial awareness. This offset angle
is smaller than expected, starting at 5.1° rather than 15° to 20° as measured for naive listeners
using direct measurement methods. This is the case even though no participant reported
having been aware that audio and visual signals were presented at different locations in the
current experiments. The current results of 5° spatial offset affecting human perception are
in the range of JNDs measured for artificial stimuli (see Tab. 2.1), with smallest values given
for speech signals of 9°. The current results suggest that subconscious processes are affected
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at the smallest measured offsets and correlate with values found in direct test using artificial
stimuli.
Also, no overlap between musical training and participants’ sensitivity to the spatial
misalignment could be established. The current experiments, therefore, show that results
similar and more critical to those of trained participants from direct measurements can be
obtained with a mixture of trained and untrained listeners when reaction times are used as an
indirect measurement tool.
Due to the difference in results between reaction time measurements and direct measure-
ments, the current results need to be verified in further experiments. In addition, it will be
necessary to study the underlying mechanisms for the differences and their implication on
the perceived quality and enjoyment of a system to be able to derive reliable propositions for
applied engineers.
5.4.4 Summary and outlook
In Section 5.4, an experiment was described to define the limits of ventriloquism using a
reaction time speech recognition task. This experiment had the following goals:
• to establish reaction time measurements as a method to test the strength of the ventrilo-
quism effect;
• to define the minimal offset affecting perception using reaction time measurements;
• to verify the independence of this methodology from participant training.
Establishment of reaction time measurements
The conducted experiments fulfilled the hypotheses outlined in Section 5.2.2 as both predicted
effects linked to spatial misalignment and motor control could be measured. The literature
review in combination with the successful experiment can be used as a basis for further tests
investigating ventriloquism in an indirect way.
Definition of audio-visual spatial offset affecting perception
The results show that the smallest tested spatial offset of 5.1° already evokes significant
differences for the two tested underlying effects, the Simon effect and attentional effects.
This value is smaller than the expected PSE of 9°. It is, however, in agreement with smallest
measured values across the literature on the ventriloquism effect that report noticeable
audio-visual spatial offsets for artificial signals from 4° onwards.
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Verification of the independence of this methodology of participant training.
Within the current experiment, no significant overlap was found between participant group
according to the reaction time models and the groups following participants’ musical training.
For the Simon effect, no grouping was applied. Nevertheless, significant differences arose
between congruent and incongruent responses at 5.1° and 10.3° offset. Both aspects support
the claim that this test methodology works independently of participants’ musical training.
Outlook
The presented experiment is the first application of speech reaction time measurements
for the determination of the limits of the ventriloquism effect. The results support the
outlined hypotheses on the underlying effects, but only show weak significance with 50% of
participants not varying in reaction times with audio-visual spatial offset. The results were
more critical than those obtained in previous tests assessing participants’ awareness of the
spatial mismatch. It is therefore necessary to verify these results in additional experiments in
order to further validate the methodology.
An aspect of reaction time measurement that has not been considered so far is their
dependency on the perceptual demand. Both the Simon effect and effects of spatial attention,
have been shown to decrease under conditions of high perceptual demand [52, 28]. They are
weaker in high-demand than in low-demand scenarios. Perceptual demand can be increased
in adverse acoustical conditions or in situations with multiple speakers [46, 79]. Both
aspects can occur in multimedia contexts and can be used to define a new, ecologically valid,
experimental environment for the extended validation of reaction time measurements in the
examination of the ventriloquism effect.
5.5 Experiment 3b: Reaction time experiments with multi-
talker speech interference
The experiment described in Section 5.4 verified the applicability of reaction time measure-
ments in a word recognition task to investigate the limits of ventriloquism. An additional
experiment is necessary to confirm the general work mechanisms, especially as the defined
offset limits are at the lower end of the scale compared to values found in previous literature.
Furthermore, statistical significance was weak with 50% of participants not showing any
alteration in their reaction times due to the audio-visual offset.
A subsequent experiment can also be used to test a new, ecologically valid setup. This new
test environment will be defined through the dependency of the two reaction time effects on
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the perceptual demand: both Simon effect and attentional effects are weaker in high-demand
conditions than in low demand-conditions. Ho et al. [52] for example showed that auditory
cueing effects in a visual detection task were suppressed when participants had to concentrate
on a rapid visual detection task at the same time. The Simon effect decreased in a study by
Clouter et al. [28] in conditions of high working memory load induced by a 2-back task as
compared to a 0-back task. Even though these task-related differences in perceptual demand
are not examined in the present study, the perceptual demand may vary in the multimedia
context due to variations in the presented sound scene such as varying numbers of foreground
objects, movement or different acoustic settings. These changes in the background sound
scene are also linked to reduced performance in working memory, learning or recall tasks.
Haapakangas et al. [46] showed that a variety of tasks linked to working memory and speech
processing were performed worse when interfering speech was presented instead of steady
noise, and Ljung [79], Bockstael et al. [22] and Nirme et al. [96] verified worse performance
and greater individual effort in speech-related tasks such as learning in multi-talker noise and
adverse acoustic conditions.
The following experiment is, therefore, designed to further strengthen the previous
claims on the applicability of reaction time measurements, and to test whether reaction time
measurement can still lead to significant results in a condition of higher perceptual demand.
5.5.1 Experimental design
The stimuli, task, and setup in this experiment were the same as in the previous experiment.
In contrast to the first experiment, stimuli were only presented in the range of ±20.4° to
reduce the overall length of the experiment. Again, participants took part in the training
session and the main session as outlined above. In this experiment, every keyword was
randomly presented twice at each of the eight offsets and four times at 0.0°, leading to a total
number of 400 trials. The same feedback videos were used and breaks were scheduled at trial
130 and trial 260. The specific instructions given to the participants are shown in App. B.4.
The main aim of the experiment was to further establish reaction time measurements and
the outlined method of analysis. The secondary purpose was to test the effect of the different
background interferer. Considering these two aspects, new participants were recruited for
this experiment who had no previous experience in the specific reaction time experiment.
Thus, the same level of practice can be assumed for both groups of participants and effects of
learning and practise were avoided. Consequently, the comparison of data between both tests
has to be designed as a between subjects analysis. In this way, it can be checked, whether
the method of grouping is applicable to this different set of people. On the other hand, this
choice means that the repeatability of the outlined methodology cannot be verified.
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Background interference
Instead of pink noise, multi-talker speech was reproduced as background interference. It
was composed of eight competing speech signals and played back through four loudspeakers
placed at ±30.9° and ±110°. The overall level of the multi-talker speech signal was kept at
+10 dB SNR compared to the target speech signal.
Participants
Thirty participants took part in the experiment (14 female, 16 male; age 19 to 65 years old;
16 native English speakers; 18 musically trained). They were unaware of the purpose of the
study. All participants reported normal hearing and normal or corrected-to-normal vision.
Written informed consent was obtained from all participants prior to the study, and the study
was performed in accordance with the ethical procedures of the University of Surrey.
5.5.2 Results
The analysis of the results mainly follows the same procedures as outlined for the experiment
described in Section 5.4.2 by looking at the percentage correct, followed by the separate
analysis of the Simon effect and the attentional effect. In the last part, results from both
experiments will be compared. Detailed statistical tables are shown in the Appendix A.3.2.
Prior to the analysis, outliers were removed from the data by removing extreme reaction
times below 150 ms and above 1100 ms, corresponding to 0.3% of data points. As in the
previous experiment, a number of participants asked about the purpose of the experiment
after having participated in the experiment. Again, they were informed of the audio-visual
offset and all participant reported that they were not aware of the audio-visual offset whilst
performing the task.
Percentage correct
The percentage of correct responses per participant, offset, and Simon effect offset was
calculated and reached mean values of 92.24% for 11970 responses. A repeated measures
ANOVA showed that percentage correct did not vary significantly between different offsets
(F(8) = 0.74, p = 0.66, see also Tab. A.17) or between congruent and incongruent responses
(F(2) = 0.2, p = 0.82, see also Tab. A.18). As there was no significant difference between
the congruent and incongruent responses, no further analysis of the Simon effect per offset
angle was carried out.
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This indicates that the spatial offset did not influence the word recognition significantly
in either condition of perceptual demand. This may be due to the still low signal to noise
level of 10 dB SNR, allowing participants to clearly understand the spoken words on both
tested conditions. In addition to percentage correct, the inverse efficiency was analysed again,
but did not reveal any significant effects.
Attentional effects
Similar to the experiment described in Section 5.4, no significant differences between left and
right side responses were observed in a general GLME, see Table A.19 and Table A.20. Data
from both sides were therefore pooled per offset angle. A GLME on the data was performed
with Trial + Offset + Response hand as fixed effects, and Keyword + Participant
as random effects. A Gamma distribution was chosen for the underlying reaction time
distribution and the identity link function to describe the interaction between variables. The
GLME showed an average reaction time of 501 ms (SE = 11.6ms). The parameter Trial
had the strongest effect on reaction time (F(1,11032) = 195.0, p < 0.01). It is linked to a
decrease in reaction times by 0.11 ms per trial due to learning adding up to a total decrease of
44 ms across a complete test run. It was followed by Response hand (F(1,11032) = 9.8,
p < 0.01, RTdi f = 5.6ms (SE = 1.8ms)). The random factors Participant and Keyword
resulted in standard deviations in reaction times of 52 ms and 27 ms respectively. The effect
of Offset did not reach significance. The detailed results are listed in Table A.21.
Following the analysis procedures from the previous experiment (see Sec. 5.4), the GLME
was performed per participant, participants were grouped into three groups (see results for
t-statistics in Tab. A.22), and the GLME was performed per group. Eight participants were
assigned to the co-activation group according to their individual t-value. Within this group,
Offset had a significant effect on reaction times (F(4,2956) = 2.7, p = 0.03, see Tab. A.23)
with significantly slower reaction times at 5.1°, 10.3°, and 15.4° in the pairwise comparison to
0.0°. Twelve participants were linked to the race model. Reaction times from this group did
not vary significantly between any offset (F(4,4412) = 0.1, p = 0.97, see Tab. A.24). Ten
participants had t-values below −0.675, indicating a speeding up with offset, see Table A.25.
In this group, reaction times were significantly faster (F(4,3654) = 3.1,p = 0.01) at all
offsets compared to 0.0°, except at 5.1° (p = 0.08). Results from the grouped analyses are
shown in Fig. 5.11 as differences in reaction times between data from 0.0° and the according
offset angle.
Again, a Fisher exact test was performed to test whether there is a relationship between
participants’ musical training and the defined reaction time groups. No significant overlap
between the two groupings was observed with p = 0.727, and 78 tables evaluated.
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Fig. 5.11 Experiment two – speech interference: this figure shows the decomposition of the
original reaction time distribution divided into the underlying even and odd components per
participant group that were possibly caused by changes in the spatial attention and the Simon
effect. The third graph depicts the original distribution of the data sorted into congruent and
incongruent responses. The graphs show the changes in mean RTs between data from 0°
and data at offsets in (a, c), and as the difference in RTs between congruent and incongruent
responses (b). The bars indicate the standard error.
The analysis of data from the multi-talker speech experiment confirmed that the audio-
visual offset still affects reaction times in a word recognition task when perceptual load is
increased. Similar to the results from pink-noise reaction time experiment, participants had to
be classified into three groups to observe the individually different mechanisms. In the multi-
talker speech experiment, 66% of participants belonged to one of the two groups showing
significant differences with offset. Significant changes in reaction times were measured for
the co-activation and Colavita group between 0.0° and 5.1°−10.4° offset. Again, this offset
angle is smaller than the measured PSE for trained participant and speech stimuli.
Simon effect
For the analysis of the Simon effect, the same analyses were repeated as described in
Section 5.4.2. Significant differences between reaction times of congruent and incongru-
ent responses were reached at 5.1° (F(1,2187) = 4.5, p = 0.03, RTdi f = 8ms ) and 20.6°
(F(1,2199) = 11.3, p < 0.01, RTdi f = 13ms, see Tab. A.26). When data were pooled across
adjacent offsets, significance was reached in both cases with F(1,4417) = 5.1, p = 0.02,
RTdi f = 6ms at 5° – 10° and F(1,4407) = 11.1, p < 0.01, RTdi f = 9ms at 15° – 20° (see
Tab. A.27).
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Comparison between pink noise interference and speech interference
In order to compare the results of the pink noise and the multi-talker speech interference
experiments, a GLME was performed on the merged data. The parameter Test was added
as fixed effect to the previously outlined parameters. The F-statistics of the GLME-model
on the difference between the pink noise experiment and the multi-talker speech experiment
shows that there is a significant difference (F(1,17687) = 8.8, p < 0.01) between the two
experiments. Responses in multi-talker speech experiment were on average 36 ms (SE =
13 ms) slower than those in the pink-noise experiment (see Tab. A.28). The percentage
correct between the both experimental setups were also compared. No significant difference
existed in the percentage correct between the two experiment conditions with F(8) = 0.50
and p = 0.86 (see Tab. A.29).
5.5.3 Discussion
The current word recognition experiment using multi-talker speech as background interfer-
ence was conducted to further validate reaction time measurement for the assessment of the
ventriloquism effect when applied in a different, ecologically valid experiment environment
that creates a higher perceptual demand.
It was hypothesised that the interfering speech signal introduced in the second experiment
would lead to smaller effects sizes due to a higher perceptual demand. This hypothesis is
supported by the overall increase in reaction times in experiment two compared to experiment
one, with mean reaction times being 39 ms slower in the experiment with interfering speech.
For both the Simon effect and spatial attention effects, a decrease in the effect size was
measured. Furthermore, the learning effect in experiment two was greater than in experiment
one as indicated by the parameter Trial. Even though the second experiment was shorter
(400 trials) than the first one (520 trials), the statistical effect size was larger (F(1,8828) =
144.08 compared to F(1,8864) = 114.76), and differences per trial were approximately 60%
higher. Expressed in time, reaction times increased by 0.11ms per trial in experiment two
compared to 0.06ms per trial in experiment one, adding up to a total difference between
first and last run respectively in reaction times of 40 ms in experiment two and 31 ms in
experiment one. The word recognition as such, however, was not affected by the higher
load condition as indicated by the constant percentage correct. The speech background,
therefore, required greater adaption such as the suppression of unnecessary information but
did not interfere with the speech processing. The impact of competing speech as opposed to
competing noise at similar SNRs was already shown in a number of publications. Distracting
speech signals at only 10 dB SNR, for example, led to a distraction value of 4 out of 5 points
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and resulted in a degraded performance in an operation span task and longer reaction times
in an n-back task [46].
An interesting effect of the presentation of competing speech signals is the resulting
decrease in localisability. Kopcˇo et al. [67] showed that localisation errors increased by up
to 36% when competing speech signals were presented. The increase in error was greatest
when target and masker sounds were presented at an offset of 10° compared to larger offsets.
It is hypothesised that the multi-talker interferer in the second experiment, presented at ±31°
and at ±110°, resulted in a decreased localisability of the target speech at larger offsets. The
perceived overall location of an audio-visual stimulus is defined by the Bayesian integration
of the relative localisability of each unimodal stimulus [3, 43]. When localisability of the
audio stimulus is reduced, the dominance of the visual signal will be stronger. This effect is
evident in experiments on saccades (rapid eye movements) [35]. The speed with which eyes
move towards a visual target depends on the perceived distance between the audio and visual
signals. With a smaller perceived distance in noisier conditions, eye movement towards the
visual target is less strongly distracted by the interfering stimulus [35]. These findings can
also be consulted to explain the smaller effect sizes in the multi-talker speech condition.
In general, the effectiveness of reaction time measures for defining the offset angle at
which an audio-visual offset affects perception was validated in the two tested experimental
conditions. The measured differences in reaction times between matched and spatially mis-
matched presentation were smaller in the conditions of higher perceptual demand. However,
in both conditions differences in reaction times occurred from 5.1° onwards.
5.5.4 Summary and outlook
The experiment in Section 5.5 was conducted to verify reaction time measurements using a
slightly different experimental design than in the first experiment described in Section 5.4.
The new design was achieved by adding a multi-talker speech signal as background interferer
instead of noise, thereby testing whether reaction times are still sensitive to audio-visual
offset in an environment of higher perceptual demand. Both experiment hypotheses were
confirmed and limits for the ventriloquism effect were found from 5.1° onwards, even though
effect sizes were smaller due to the perceptual demand.
The current experiments have been conducted with static visual signals, and audio
signals varying in their position. In media application, however, the opposite case is usually
encountered. Speech signals are often sent to the centre channel only, while the characters
move across the screen. in a next step, an experimental setup should be investigated in
which the spatial offset is induced by the visual signal with audio signals presented at a static
position.
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5.6 Experiments 3c and 3d: Reaction time measurements
with video at offset positions
Two studies on the effect of an audio-visual spatial offset on reaction times using a word
recognition task were described in the previous sections. In these studies, visual signals
were presented centrally and audio signals were presented at offsets between 5.1° and 30.9°.
Reported changes in reaction times were small but significant when participants were grouped,
with main changes occurring between 0.0° and 5.1° offsets.
The previous experimental design, however, is not representative for common audio-
visual presentation in a domestic multimedia or virtual reality (VR) environment. Instead, the
opposite case is encountered regularly: the visual signal usually changes in position while a
static audio signal is presented [53]. For this reason, the current section employs the same
experiment methodology as used in the previous experiments whilst creating the audio-visual
offset by presenting the video signal at different offset positions and the audio signal only
from the central loudspeaker. In this way, we can again define at which audio-visual offset
reaction times are affected, and whether this offset varies from previous results with static
video and audio at offsets.
It is especially interesting to investigate this scenario, as literature on bimodal spatial
effects has shown that the effect of changes in the visual signal onto the overall results
are generally greater than spatial changes in the auditory signals onto the overall results
[64, 127, 82]. Despite this knowledge, the described study paradigm has rarely been used in
perceptual studies, emphasising the importance for further research.
The following experiment is therefore conducted to answer the following question:
• How large is the minimum offset angle influencing reaction times in a word recognition
task, when audio is presented statically at a central position and the visual signal
changes position?
• Does it differ from the previously measured offsets for static video and audio signals
changing in position?
5.6.1 Experimental Design
The experiment consisted of two parts: in the first part both audio and visual signals were
coherently presented (labelled Aligned-test and shown in Fig. 5.12a); in the second part the
audio-signal was presented statically from the central loudspeaker whilst the visual signal was
presented at different positions (labelled Offset-test and shown in Fig. 5.12b). This design
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Fig. 5.12 The setup for experiments 3c (a) and 3d (b) are shown. In experiment 3c, the
audio-visual offset is created by presenting the video at different offset positions while audio
is played back through the centre loudspeaker. In experiment 3d, audio and visual signals are
always presented spatially aligned, but at different positions.
was chosen to unveil whether the constant redirection of visual spatial attention influences the
perceived ventriloquism, as opposed to a static visual display with audio signals presented in
various positions.
Setup
The experiments were conducted in the same experiment environment, using the same stimuli,
hard- and software as in the previous experiments described in Sections 5.4 and 5.5. Due
to availability, however, a Korg Nanopad2 was used to record the responses. As outlined in
the Setup description, loudspeakers were mounted at angular offsets of 0.0°, ±5.1°, ±10.3°,
±15.4°, and ±20.6°. The visual signals were presented at 0.0°, ±2.5°, ±5.1°, ±10.3°,
±15.4°, and±20.6° in the horizontal plane, at a height aligning the mouths of the actors with
the central point of the loudspeakers. Due to the limited space for loudspeaker placement,
only the positions covered by a loudspeaker were tested in the Aligned-test, leading to nine
audio-visual spatial positions. In the Offset-test, all possible video positions, including video
presented at 2.5° were used leading to 11 video positions. The background interference
consisted of the pink noise signals at 10dB SNR as used in the first reaction time experiment
(Sec.5.4).
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Test procedure
The experimental design followed the procedures established in the previous two reaction
time experiments: participants were asked in a forced-choice word recognition task to
identify, as quickly as possible, which of two displayed words was spoken in the presented
video. Each participant took part in a training session, followed randomly by the Aligned-test
or the Offset-test. Participants returned on another day on which they went through a short
training session and the second experiment. The first training session consisted of 60 trials,
the training session on the second day consisted of 20 trials with randomly chosen keywords
and positions. The Aligned-test comprised of 400 Trials—20 Keywords × 9+1 Video
positions due to double sampling of 0.0°× 2 repetitions—resulting in 40 data points per
tested Video position and Participant. The Offset-test followed the same statistical
design with eleven positions sampled, leading to a total of 480 trials. Participants were
advised to take a break after half of the trials in each experiment. The presented keyword
and the displayed position of the video were chosen randomly across trials. The keyword
display followed the video position, so that the keyword presentation was always centrally
aligned to the upcoming video. In that respect, the keyword presentation served as a priming
signal for the following video position. The specific instructions given to the participants are
given in App. B.5.
Twenty-one participants took part in the experiment (six female, fifteen male, aged 20 to
64). They all reported normal or corrected-to-normal vision and no hearing problems. Written
informed consent was obtained from all participants prior to the study. This study went
through the University of Surrey ethical assessment processes in line with the University’s
Ethics Handbook for Teaching and Research.
5.6.2 Results
The results of the two parts of the experiment were analysed by looking at percentage correct,
at changes in reaction times due to attentional effects and at those due to the Simon effect.
As two tests were performed, the analysis looks at effects between the two experiment parts
as well as within each experiment. Data from both tests was first post-screened for outliers
by removing RTs greater than 1500 ms and smaller than 100 ms, accounting for less then 1%
of data from each experiment. Detailed statistical tables are shown in the Appendix A.3.3.
Percentage correct
The percentage correct was calculated separately for each test part per participant and video
position (see Tab. A.30 and Tab. A.34), participant and pooled video position (see Tab. A.31
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and Tab. A.35), and participant and congruent versus incongruent responses overall (see
Tab. A.32 and Tab. A.36) and per video position (see Tab. A.33 and Tab. A.37). In the current
tests with changing video position, congruence relates the side of the video presentation to
the response hand (left,right): same side of video position and response hand is a congruent
response, opposite side of video position and response hand is an incongruent response.
In the Aligned-test 91,3% of responses were correct, versus 90.8% in the Offset-test. A
repeated measures ANOVA was conducted to model the main effects and interactions of the
within-participant variables Video position and Test setting on the percentage correct.
Neither Video position, Test setting, or their interaction had significant effects on the
percentage correct in the analysis of the unpooled (Tab. A.30, Tab. A.34, Tab. A.38) and
pooled position data (Tab. A.35, Tab. A.31, Tab. A.39). This shows that the percentage
correct did not vary significantly with video position, nor did it differ significantly between
the test parts.
For the analysis of the Simon effect, a repeated measures ANOVA was conducted
comparing the percentage correct for congruent and incongruent responses for each video
position and the interaction with the test setting (Tab. A.40). Across both tests, Congruence
had a significant effect on the percentage correct at the 10.3° position (FCorr.10.3°(1) = 4.19,
pCorr.10.3° = 0.05); and the Test setting had a significant effect on the percentage correct
at 15.4° (FTest15.4°(1) = 6.59, pTest15.4° = 0.02). Due to these variations, the analysis was
repeated separately for each test.
In the Offset-test (see Tab. A.32 and Tab. A.33), no significant difference was found
between congruent and incongruent responses at any position. In the Aligned-test (see
Tab. A.36 and Tab. A.37), the Simon effect nearly reached significance at 5.1° (FSE.5.1°(1) =
3.89, pSE.5.1° = 0.06) and at 10.3° (FSE.10.3°(1) = 4.27, pSE.10.3° = 0.05). At these two
positions, congruent responses were around two percent more accurate than incongruent
responses. The Simon effect did not reach significance at any other video position.
Attentional effects
The influence of attentional effects was tested by pooling reaction times across left and right
video position as no significant differences between left and right side were measured (see
Tab. A.41 and Tab. A.47).
In the first place, the data from both tests were compared. A GLME was performed with
the fixed parameters Response hand + Trial + Video position ∗ Test setting and
the random effects Participant + Keyword (see Tab. A.53). Overall, reaction times in the
Offset-test were significantly faster than in the Aligned-test, with an average reaction time of
468 ms in the Aligned-test and 457 ms in the Offset-test (RTdi f = 11.4 ms, F(1) = 9.74, p <
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Fig. 5.13 Analysis of attentional effects and Simon effect for the full dataset from the Offset-
test and the Aligned-test. The spatial attention graph shows the difference in reaction times
compared to data from 0.0°. The Simon effect is given as difference in reaction times between
congruent and incongruent responses. The bars indicate the standard error.
0.01). Response hand and Trial had a significant effect on the reaction time distribution
(F(1) = 26.59, p < 0.01; F(1)> 1000, p < 0.01). The interaction of Video position and
Test setting did not have a significant effect on reaction times, with the greatest difference
in reaction times being seen between the two test settings at 15.4°. Changes in reaction times
across video position in the Offset-test were overall greater and less predictable than in the
Aligned-test (see Fig. 5.13a).
Following these results, the GLME was repeated separately for each experiment part.
In this analysis the effect of Video position within each experiment was assessed by
comparing data from 0.0° to that at other positions: in the Aligned-test, there was no
significant difference between reaction times at any video position compared to reaction
times at 0.0° (see Tab. A.48). This is an expected result as both audio and visual signal were
presented without offset so that attention should not be disrupted by the stimulus. In the
Offset-test reaction times were significantly slower at 5.1° (p = 0.02), and at 15.4° (p < 0.01)
compared to 0.0°, leading to an overall marginally significant effect of Video position on
reaction times (Fposition∗test(5) = 1.97, p = 0.08) (see Tab. A.42).
This overall analysis was followed by a grouped analysis, taking into account the three
reaction time models outlined in Section 5.2.2. In a first step, the GLME was performed
per participant for the data from each experiment part, comparing data from 0.0° to that
from all other offsets with Video position + Response hand + Trial as fixed effects
and Keyword as random effect. Participants were then grouped according to the resulting
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Fig. 5.14 The variation in reaction times in the Aligned-test and the Offset-test is displayed
per test setting and group. The groups were defined separately for each test setting. The bars
indicate the standard error.
t-statistics into three groups for each experiment part shown in Table A.43 and Table A.49.
As performed in the previous tests, a t-value of 0.675 was chosen as grouping criterion
indicating that differences between data at 0.0° and at offsets varied by more than chance.
The GLME was then repeated per participant group.
Data from each experiment part were analysed separately for the according groups in
order to investigate how large inter-participant differences are within each experiment.
In the Aligned-test, four participants were linked to the co-activation model (Tab. A.50),
three to the Colavita effect (Tab. A.52) and the majority of fourteen participants were linked to
the race model (Tab. A.51). In all three groups, the video position did not lead to significant
variations in reaction times (p > 0.1 in all three groups), even though post-hoc analysis
showed a significant difference in the co-activation group between central presentation and
presentation at 10.3° and at 20.6°. The parameter Trial had a significant effect in all three
groups and Response hand had a significant effect in the Colavita and in the race model
groups.
In the Offset-test, nine participants were linked to the co-activation model (Tab. A.44),
eleven participants were linked to the race model group (Tab. A.45) and only one participant
was linked to the Colavita group (Tab. A.46). The parameter Trial had a significant effect
in all three groups and Response hand had a significant effect in the co-activation and in
the race group. Again, the Video position did not reach significance in any of the three
groups but was close to significance with p = 0.06 (F(5) = 2.10) in the co-activation group
and in the race model group (p = 0.08 (F(5) = 1.97)) . A pairwise comparison showed
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Fig. 5.15 Differences between Aligned-test and Offset-test for the three participant groups as
defined for the Offset-test. The bars indicate the standard error.
significant differences in reaction times between aligned presentation and all video offsets in
the co-activation group as shown in Fig. 5.14, whereas no pair reached significance in the
race-model group.
Following the separate analyses, data from both tests were compared using the participant
grouping of the Offset-test. This grouping was chosen as it is linked most closely to
the established hypotheses of possible reaction time effects when audio-visual bimodal
integration is interrupted. In the GLME, the parameters Test ∗ Video position were
added to account for the interaction of the experiment setup with the video presentation.
The comparison in reaction times is shown in Figure 5.15. Within the co-activation group
, reaction times varied significantly with Trial (F(1) = 572.99, p < 0.01) and Response
hand (F(1) = 12.44, p < 0.01, see Tab. A.54). With a difference of 19 ms, responses
were given significantly faster in the Offset-test than in the Aligned-test (RT _di f =−19 ms,
F(1)= 12.29, p< 0.01). This difference is surprising as it would be assumed that participants
are faster in the experiment with spatially aligned signals. However, as both tests were
attended on different days, the difference between the two tests may be due to participant
related effects such as fatigue and level of concentration. Both, Video position and the
interaction of Test setting and Video position did not reach significance. A post-hoc
comparison, however, revealed that reaction times stayed constant with video position in
the Aligned-test, whereas they increased by up to 20 ms for 20.6° video position in the
Offset-test. The differences in reaction times between the two experiment settings reached
significance at 15.4° (RTdi f = 17.0 ms, p = 0.03) and at 20.6° (RTdi f = 20.1 ms, p = 0.01).
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Table 5.2 Differences in size of Simon effect (SEdi f ) between Aligned-test and Offset-test,
and according t-statistics. bold indicates significance at p = 0.05
5.1° 10.3° 15.4° 20.6°
p 0.88 0.87 0.34 0.03
tStat 0.15 −0.16 0.96 −2.12
SEdi f (ms) 1.10 −1.20 7.20 −14.70
In the Colavita group with only one participant, both Test and the interaction of Test *
Video position reached significance (F(1) = 8.5, p > 0.01; F(4) = 2.63, p = 0.03, see
Tab. A.56). This participant was on average 30 ms slower in the Offset-test. In addition,
reaction times increased slightly with video position in the Aligned-test reaching significance
at 20.6° video position (p < 0.01), whereas they decreased with video position in the Offset-
test. Significant differences were reached at 10.3° (p = 0.02) and at 20.6° (p < 0.01).
The majority of eleven participants, subsumed under the assumption of the race model,
showed significant differences caused by Trial (F(1) = 436.89.8, p < 0.01) and Response
hand (F(1) = 14.59, p < 0.01) (Tab. A.55). Differences in reaction times between the
two experiment settings reached significance (F(1) = 4.19, p = 0.04) with slightly slower
responses in the Aligned-test. No significant changes were observed across the different
video positions.
Across the three groups, average reaction times varied between 437 ms for the co-
activation participant, 467 ms for the race-model group and 475 ms for the Colavita group.
The size of this variation is linked to the different response times between participants,
indicated by the intercepts of 49 ms in the co-activation group and 53 ms in the race-model
group.
Simon effect
For the analysis of the Simon effect, data from congruent and incongruent responses were
compared at each offset. In this test, congruence defines that video position and response hand
match, whereas incongruence defines that the visual signal is displayed in the hemisphere
opposite the response hand. Following this definition, a positive Simon effect size indicates
faster reaction times for responses congruent with the visual position. Negative Simon effect
sizes mean that the incongruent responses are faster or, in the Offset-test, that responses
incongruent with the visual signal, but congruent with the central audio signal are faster.
The GLME was performed per test setting with the independent variables Trial,
Response hand, and Response congruence (see Tab. A.57 and Tab. A.58). Trial had a
significant effect on the reaction time data in both test settings and across all offsets, and
118 Indirect measures for the evaluation of the ventriloquism effect
Response hand randomly reached significance. The Response congruence only had a
significant effect on reaction times at 20.6° in the Offset-test. In contrast to the expectations,
incongruent responses were significantly faster by 14 ms (F20.6°(1) =−2.80, p20.6° < 0.01).
The GLME was then repeated to compare for differences between the two test settings,
adding Response congruence∗ Test setting to the fixed effects (see Tab. A.59). The
results show that a significant difference between both test settings is also reached at 20.6°
(F20.6°(1) =−2.11, p20.6° = 0.03).
The difference in reaction time between congruent and incongruent responses is shown
in Figure 5.13b per Video position and Test setting. The corresponding values and
t-Statistics for the interaction of Response congruence and Test setting are given in
Table 5.2.
5.6.3 Discussion
The current series of experiments was conducted in order to study whether an audio-visual
offset, induced by a displaced video signal and a static central audio signal, would lead to
similar effects on reaction times as observed in previous tests with static video and variable
audio position. Data from two reaction time tests were gathered: in the Offset-test audio
was presented centrally with visual signals presented at a range of horizontal offset positions.
In the Aligned-test, audio and video signals were spatially aligned and presented at a range
of horizontal positions. These data served as a comparative figure. Two underlying effects
were examined: the Simon effect, and the ventriloquism effect as shown in shifts in spatial
attention. The discussion will first put these results into context with findings in neuroscience
followed by the comparison of all reaction time test results.
Comparison of results with literature
The analysis of the data showed a very mixed picture. Offset-dependent differences in
reaction times were measured at various video positions under different assumptions but no
one obvious trend was observed.
Similar to previous tests, the percentage correct did not vary significantly with video
position in any of the two tests. It was slightly, but not significantly higher in the Aligned-test.
The Simon effect was measurable at 5.1° and 10.3° video position in the Aligned-test but
was not present in the Offset-test.
The analysis of the reaction times was also performed in two steps. First, possible
attentional effects on reaction times were examined, based on the assumption that audio-
visual misalignment can draw attention away from the visual signal and thus lead to variations
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in the bimodal speech integration. In the Offset-test, reaction time variations linked to this
pattern led to significant differences between data from 0.0° and 5.1° and 15.4° for all
participants. In comparison to the Aligned-test, reaction times were overall faster in the
Offset-test and the measured increase in reaction times of 8 ms to 10 ms was larger than the
variations measured in the Aligned-test. The larger variations are expected as the outlined
changes in spatial attention should only prevail in the Offset-test. However, the interaction of
test setup with video position did not reach significance.
For a clearer differentiation of the underlying effects, data from participants were grouped.
As it can be questioned whether it is an appropriate means with regards to the data from
the Aligned-test, the further comparison of data from the Aligned-test and the Offset-test
was conducted using the groups defined in the Offset-test. Both in the race-model group
and in the co-activation group, reaction times were significantly faster in the Offset-test. An
additional GLME, taking into account the order in which the tests were completed, ruled out
the possibility that this difference in reaction times was due to training.
Across the co-activation and Colavita groups, reaction times varied in opposite directions
between the Aligned- and the Offset-test, leading to significant differences between the two
test-settings at 10.3°, 15.4° and 20.6° video position. At these audio-visual offsets bimodal
integration appeared to be significantly affected for half the test participants.
The second part of the analysis examined the Simon effect, uncovering effects of spatial
position onto motor responses. A significant Simon effect was measured between both
experiment settings at 20.6° (see Figure 5.13b). At this video position, responses in the
Offset-test were significantly primed towards the central audio signal with a difference in
response times of 14 ms. This size of the Simon effect is within the range given in literature
[126, 131]. The priming of responses towards the audio signal indicates that participants’
main focus was on the visual signal and the spatially disparate audio signal interfered.
In the Aligned-test, responses were slightly but not significantly primed towards the
centre and not towards the audio-visual position of the stimulus. The non-significant effect in
both tests at video positions other than 20.6° was unexpected as a decrease in reaction times
of responses corresponding with the spatial position of the bimodal stimulus was suggested
in literature. Proctor et al. [107], and Wiegand and Wascher [144], for example, report sizes
of Simon effects in the range of 20 ms to 40 ms for responses corresponding with the position
of the visual signal compared to non-corresponding ones for unimodal signals presented to
the left or right side of the centre.
The absence of the Simon effect at most tested positions could result from the re-
orientation of spatial attention towards the new video position. Cui et al. [30] established
that the eye position defines the multimodal spatial alignment, and eye movements are
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followed by a change in perceived straight-ahead position as well as an adaptation of the
auditory spatial map. This re-orientation process is probably initiated during the reading of
the keywords which were presented to the left and the right of the actor’s forehead. As foveal
vision only covers a range of 1° to 3° [112] even the smallest tested video offset position at
2.5° would require adjustment of the eye position. This behaviour can explain how significant
differences in reaction times were reached at the smallest tested offset angle of 2.5° yielded
for the co-activation group in the Offset-test.
Another explanation for the absence of the Simon effect can be found in literature on
the so-called inhibition of return: whereas cueing within a time-frame of up to 300 ms for
saccades and up to 600 ms for manual responses between cue and target presentation leads
to faster reactions on the cued side compared to the uncued side, this effect reverses for
responses given in the following time-frame up to and beyond 1 sec [63]. In the current
experiment, the time span between presentation of the keywords at the new spatial position
to the presentation of the keywords in the video covers about 1.5 sec.
The two phenomena of spatial re-orientation and inhibition-of-return can explain the
absence of a Simon effect in the Aligned-test and can also explain the behaviour of the
co-activation group, reacting to offsets as small as 2.5°. It remains unclear, however, why the
Simon effect in the Offset-test only starts to show at a video position of 20.6°.
Discussion of the results from all reaction time experiments
When comparing results across all four reaction time tests, the first difference that becomes
immediately visible is the allocation of participants to the defined groups. In the Offset-test,
nine out of twenty-one participants fell into the co-activation group, and only one participant
was linked to the Colavita group. In comparison, participants were equally spread across
these two groups in all three other tests, only varying in the relative amount of people in the
race-model group. The race-model group is linked to participants not showing any significant
differences in reaction times with audio-visual misalignment. In the Aligned-test nearly three-
quarter of participants fell into this group, followed by the two tests with noise background
linking around 50% of participants to the race-model group, and finally the experiment
using multi-talker speech interference where the race-model group only contained a third of
participants. This variation in group size is assumed to correspond with the level of bimodal
distraction across the four experiment settings. The distraction is smallest in the Aligned-test,
where no spatial offset existed, and largest in the multi-talker speech test, combining spatial
offset with perceptual load. For the co-activation group and for the Colavita group, the main
change in reaction times occurred at the smallest measured audio-visual offset angle most of
the time, even though significance was reached at offsets between 2.5° and 10.3°.
5.6 Experiments 3c and 3d: Reaction time measurements with video at offset positions 121
Whereas results from the attentional analysis are generally in agreement across all four
reaction time experiments, the Simon effect showed a completely different pattern in the
Offset and the Aligned-test compared to the pink-noise and the speech-test. In both tests
in which the audio-visual offset was created through audio at offsets, the Simon effect was
in the direction of the misaligned audio and was measurable from 5.1° onwards. When the
video was displayed at various offset positions, response cueing was weak and varied in size
and direction. The only significant appearance of the Simon effect was measurable in the
Offset-test at an audio-visual offset of 20.6° where responses were primed by the central
audio signal.
In summary, the comparison of all reaction time tests has shown that a different pattern
evolved across the reaction time distributions when the audio-visual offset was introduced
by a spatially misplaced video signal. The Simon effect only crystallised at an audio-visual
offset of 20.6° and was not showing in the Aligned-test, where no audio-visual misalignment
was present. The attentional effects varied in comparison to the first two tests in that nearly
half of the participants showed an increase in reaction times with audio-visual offset. This
led to significant differences in reaction times at offsets as small as 2.5° for this group of
participants. The deviation between the Offset-test and the Aligned-test for these participants,
however, only reached significance at 15.4° and 20.6°. Similar to previous tests, the majority
of participants did not show signs of decreased bimodal integration in their reaction times.
It is however noteworthy, that reaction times were faster in the Offset-test rather than the
Aligned-test.
Method of analysis
The applied method of analysis using a post-hoc grouping criterion was derived following the
presentation of different reaction time models and the observation that great inter-participant
differences exist. However, this approach has to be challenged due to issues of circularity
in combination with low statistical significance. These issues could be resolved in future
work by validating the independence and the repeatability of the grouping from the sample.
As such, the current dataset and grouping could be tested for the split-half reliability by
evaluating whether participants remain in the defined groups when only parts of their data
were analysed. Alternatively, random data with pre-defined distributions could be generated
to test whether this method would still be applicable. Along the same lines, the AIC and BIC
could be generated and compared for the presented results.
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5.6.4 Summary
Two reaction time experiments, the Aligned-test and the Offset-test, were conducted to
answer the following questions:
• How large is the minimum offset angle influencing reaction times in a word recognition
task, when audio is presented statically at a central position and the visual signal
changes position?
• Do results vary from the previously measured offsets for static video and audio signals
changing in position?
Results show greater variance in the Offset-test than in the Aligned-test, and there are
significant differences between both tests at offsets between 10.3° and 20.6° across the tested
conditions. As a result, no offset can be defined at which the spatial offset changes reaction
times to an extent that is reliably measurable in a word recognition task. The greater variance
in the experiment with spatial offset, however, starts to show from 2.5° and might indicate a
slight interference in spatial integration. The results and the discussion of linked perceptual
phenomena show that bimodal spatial perception is highly complex and dynamic.
The results are, therefore, inconclusive regarding an exact audio-visual offset angle at
which bimodal perception and integration is affected when the audio-visual offset is induced
by a changing visual signal. Further tests using different experiment methods in combination
with the current experiment setup will be necessary to further clarify the interaction of
changes in auditory and visual spatial perception.
5.7 Summary of experimental findings
Chapter 5 set out to find and apply a method of measurement assessing the limits of ventril-
oquism in a setup that is closer to viewing habits in media applications, allows for the use
of natural stimuli and is less dependent on participant characteristics such as their musical
training.
The discussion of different measurement techniques covered methods using self-reporting
tests, measures of vital parameters, and those using task performance. Of all methods
discussed, reaction time experiments in combination with a word recognition task were found
to fulfil these requirements best, as speech signals usually capture the main attention in media
consumption and naturally provoke bimodal integration.
Four different experiments were conducted to evaluate the suitability of reaction time
measurements. In all four tests, a two-alternative forced-choice word recognition task was
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performed. The first two tests presented participants with a static video signal and audio
displayed at various offset positions. In the first experiment pink noise was played as
background interferer, and in the second experiment a multi-talker speech signal was used.
In the third experiment, the so-called Offset-test, the audio-visual offset was created by
presenting the video at various offset positions while the audio signal was played from
the central loudspeaker. The fourth, Aligned-test, was used as comparative figure with
only spatially aligned presentation of audio and visual signals at various positions. These
experiments served to answer the following research questions:
Can the limits of the ventriloquism effect be measured with reaction times as indi-
rect measurement method?
Prior to the experimental design, two effects, the Simon effect and attentional effects,
were elaborated to be potentially excited when speech signals are presented with an audio-
visual offset. Both effects are linked to the motor-control and rely on the “Where”- or
action processing rather than the “What”- or information processing in the brain. Two main
hypotheses on the changes in reaction times with audio-visual offset were proposed, taking
into account the individually different integration mechanisms of uni- and bimodal speech
signals.
Both effects were measurable in all three tests with audio-visual offsets. Across the first
two tests, the results from the separate analysis of the Simon effect and from attentional
effects overlapped indicating that an audio-visual offset from 5° onwards interferes with
manual responses and spatial attention.
The results from both effects, however, diverged in the analysis of the Offset-test. Changes
linked to attentional distraction were already showing at the smallest tested offset of 2.5°.
Differences between the Offset-test and the Aligned-test started to reach significance from
10.3° onwards, whereas the Simon effect only reached significance at an audio-visual offset
of 20.6° in the Offset-test.
Is this method of measurement stable against changing experiment conditions?
The results of the first two tests, varying in the background interference, match in the
measured offset-angle at which responses are first affected. They differ in their statistical
significance and effect size. This difference is expected as part of the experimental design
due to the greater perceptual load induced by the multi-talker speech signal compared to
constant noise as discussed in Section 5.5.3.
The Simon effect and attentional effect were also measurable in the Offset-test, but not in
the Aligned-test. This is expected as stimuli were presented in a spatially aligned manner in
the Aligned-test, implying that none of the outlined effects should be present. The divergence
in results between the two effects in the Offset-test (2.5° for attentional effects, 20.6° in the
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Simon effect), however, needs further clarification to ascertain whether it is due to limits
in the experimental design and subsequent analysis, or whether this result actually points
towards different perceptual phenomena.
How do the limits of ventriloquism differ under this indirect experiment setup com-
pared to standard JND tests?
The results of the pink-noise and speech background tests, defining an interference
of audio-visual offsets from 5° onwards, overlap with the most critical results found in
literature on the ventriloquism effect. Similar results were presented by Melchior et al.
[91] using pink noise and 3D-objects, Bertelson and Aschersleben [17] using 2kHz sine
tones and LED light flashes, Sporer et al. [122] using mismatching speech stimuli, Melchior
et al. [90] using synchronous speech, and Godfroy et al. [42] using pink noise and white
flashing circles. Results are more critical than values usually measured for speech signals
starting at 10° [66] for only musically trained participants, and reaching up to 20° [7, 66]
for untrained participants. In contrast to these results, reaction times showed no dependency
on participants’ musical training. The grouping according to the three reaction time models
showed no correlation with the grouping according to the musical training.
The results from the Offset-test cannot be related to any of the discussed data, as no study
exists to the author’s knowledge defining the limits of ventriloquism by misplacing the visual
signals in combination with a static audio signal.
Whether these measured subconscious processes also lead to a break down of the ventrilo-
quism effect, and to what extent they influence the perceived realism in a virtual environment
cannot be concluded from these results. The speech intelligibility as such, for example, was
not affected by the spatial mismatch between auditory and visual signal as percentage correct
did not increase.
However, experiments with film excerpts have already shown that spatially aligned audio-
visual presentations are preferred compared to spatially static presentations as shown by
Hendrickx et al. [48] and Maier [84]. In both studies, excerpts of feature films and footage
of a performing orchestra were presented either with a spatially coherent or incoherent audio
mix. Participants had to judge which audio mix was more suitable for the presented video.
In both studies, coherent mixes received greater preference ratings.
Chapter 6
Discussion of test results’ implications
The experiments described in this thesis were conducted to define the offset angle at which the
ventriloquism effect diminishes and audio-visual fusion breaks. This information is necessary
for media devices that make use of object-based audio and rely on the automatic rendering
of the final audio mix. These include next generation televisions in combination with
multi-loudspeaker sound reproduction, head mounted devices with headphone reproduction
or gaming consoles. A spatial mismatch between audio and visual objects can arise due
to various technical constraints, such as imprecise technical parameters for representation
and compressed transmission, limitations in devices during capture and reproduction, and
latencies in the dynamic adjustement of signals following object or listener movement, as
outlined in the introduction (see Chapter 1). The media devices were developed to create
an immersive impression and to enable visual and auditory orientation. To achieve these
objectives, a potential spatial mismatch has to be such that a perceptually convincing technical
presentation of the content is maintained.
The literature review in Chapter 2.3 revealed that varying information on the limits of
the ventriloquism effect exists. The conducted experiments aimed to shed light onto the
factors influencing the ventriloquism effect. In the first experiment (Chapter 3), it was
shown that the musical training of participants, linked to a more developed sense of hearing,
leads to smaller acceptable audio-visual offsets. Musically trained participants detected the
audio-visual misalignment in 50% of presented stimuli at an offset of 10°, whereas this offset
almost doubled to 19° for untrained participants. Amongst the trained participants, the signal
properties of the stimuli linked to the localisation precision in vision and audition defined
how critically the offset was rated. Measured PSEs varied in the range of 8° to 12° for the
selected realistic stimuli (Chapter 4). In contrast to these results, reaction time experiments
in a word recognition task indicated that audio-visual offsets of 5° had a significant impact
(Chapter 5).
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Multiple provisional answers, thus, were found in answer of the main research question,
which offset angle is applicable in media devices. This chapter will resort to literature on
human perceptual mechanisms that underlie each experimental method in order to resolve this
question, followed by the analysis of the response times for data collected in the experiments
from Chapter 3.
6.1 Discussion of applicability
The divergence of the emerging results from the perceptual experiments makes it necessary
to re-evaluate the working mechanisms of each experimental design. The comparison
between the applied methods can assist in clarifying which part of the brain was stimulated
and responded to the audio-visual offset during the experiment and how each setting is
transferable to the intended use cases.
The first experimental design, described and applied in the experiments outlined in
Chapter 3 and Chapter 4, comprises a yes/no forced-choice test and the subsequent estimation
of the psychometric function. This method is labelled “direct method”, as participants are
aware of the technical parameter being tested. Their answer is directly linked to the perceived
presence or absence of the tested parameter. This circumstance makes it easy to analyse
results and to apply the method to a multitude of stimuli. As discussed in Chapter 3 the
acquired data usually has a low variance if trained participants are recruited which means
that the test duration can be kept short.
The main disadvantage of this methodology in terms of applicability of results is partici-
pants’ awareness of the feature under test. It requires the participant to have an analytical
mindset. This mindset results in adapted brain responses, activating cells along the conscious
ventral or “What”-path to analyse the signal for the tested feature. As shown by van der
Heijden et al. [132], for example, during specific localisation tasks a central part of the
auditory cortex is activated which is otherwise unresponsive towards spatial attributes. The
activated areas further showed a varying, task dependent resolution whereas the subconscious
brain area had a static fine-grained spatial resolution. In media consumption, people are
usually focused on the content and the story-telling. Technical aspects are generally only
consciously perceived when someone becomes aware of a technical flaw, usually due to high
perceptual sensitivity. This means that brain responses under these experimental conditions
differ to those during media consumption of lay, untrained people.
Considering the presentation of spatially misaligned signals, it also means that the con-
scious part of the brain is exposed to the perceptual conflict between spatial and semantic
information. While the semantic information, such as timing and accordance of visual
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movement and produced sound indicate the unity of the audio and visual object, the spatial
information indicates disparity. The psychometric function outlines how this conflict is re-
solved at different offsets, with the PSE marking the point when both parts of the information
receive equal weight. The PSE, however, does not indicate at which offset the conflict of
information arises.
As an alternative, reaction time measurements were chosen in Chapter 5 and a word
recognition task defined. This test methodology is labelled “indirect measurement” as
participants were completely unaware of the spatial offset but were concentrated solely on
a word recognition task. It is also an indirect measurement, as the effect of a spatial offset
across the subconscious dorsal “Where”-path is evaluated through its influence on a typical
“What”-task. This design allowed participants to concentrate on the content rather than on
a specific technical attribute. In this way, no spatial processing was activated along the
conscious “What”-path.
The main advantage of this test paradigm is the closer resemblance of participants’
mindset to most typical media consumption compared to the direct measurement. The
instructions are easy to follow and no specific auditory training is necessary. As a consequence
of the indirect design, however, data were very noisy so that a great amount of data had to be
gathered in lengthy tests to enable a useful analysis. Despite these efforts, the results only
just reached statistical significance. The stimuli also had to be chosen very carefully which
makes it difficult to transfer this experimental design to different types of stimuli such as
animal vocalisation.
This discussion highlights the fact that the mindset during reaction time experiments
more closely resembles viewing habits than the one during the direct forced-choice test. Data
from the reaction time test, however, are very noisy due to the evaluation of the subconscious
processes and statistical power is low. In order to prove that these critical results can be
applied in the use cases outlined in Chapter 1, further evidence is necessary.
6.2 Response times in alternative yes/no tests
Following on from the discussion on the perceptual mechanisms underlying each experi-
mental paradigm, further evidence needs to be sought to support the claim that an offset of
5° and smaller affects listeners. For this purpose, all data gathered during the experiments
described in Chapter 3 were revisited. As the experiment was designed in parallel to the first
reaction time experiment, the response times were also recorded during the forced-choice
spatial coherence test.
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Table 6.1 Full ANOVA table of the GLME model showing the F-statistics, the degrees of
freedom one and two (DF1, DF2) and the p-values for all selected fixed effects when the
model is estimated for all participants.
Fixed effect F DF1 DF2 p
Intercept 119.26 1 4660 < 0.01
Trial 97.67 1 4660 < 0.01
Offset 140.42 6 4660 < 0.01
Training 0.14 1 4660 0.71
Offset * Training 71.87 6 4660 < 0.01
These response times and the ease of the decision making can be linked back to the
ongoing processes during bimodal integration. Ernst and Bültoff [39] outline in their review
that two principles dominate the merging of senses into a robust percept: if in doubt, further
evidence from the senses is accumulated and all perceptions are compared with pre-existing
memories learned from previous experience. This means that if perception does not deliver
clear evidence these operations will delay the forming of a decision.
Applied to the forced-choice test, we suggest that the decision as to whether the presented
speech is spatially aligned or not is delayed at the point when a perceptual conflict arises.
The response time can therefore be used as an indicator for a potential perceptual conflict.
The response times of the forced-choice yes/no test outlined in Chapter 3 were analysed
using a generalised linear mixed effects model as used in Chapter 5. The fixed effects were
Trial, Offset and Offset * Training, and Participant was defined as random effect.
The musical training was included, as it was a significant parameter for the detection of the
presented audio-visual offset during the analysis of the psychometric function.
The results show that all three Trial, Offset and the interaction Offset * Training
yielded significant results and the results are displayed in Table 6.1. The parameter Trial
indicates that responses sped up significantly across a test session, with a decrease in response
time of 0.4 seconds between consecutive responses. When compared to the response times
at 0.0°, response times were significantly slower at 5.1° and 10.3° offsets (p < 0.01) and
significantly faster at 20.6° and larger offsets (p < 0.01). Overall, training as such did not
affect the response times significantly. The interaction of training and offset, however, was
significant: the response times varied between trained and untrained participants with offset.
At 10.3° and smaller offsets, untrained participants were faster, whereas trained participants
responded faster at offsets larger than 10.3°.
Due to these differences, the GLME was performed separately for the two participant
groups with the fixed effects Trial and Offset, and the random effect Participant. These
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Fig. 6.1 Juxtaposition of psychometric function and response time for trained and untrained
participants. The blue lines show the estimated psychometric function as calculated in
Chapter 3, the red line shows the decision time for each participant group and the according
standard error as evaluated with the GLME. The blue dashed line indicates the maximum
decision time and the linked point on the psychometric function, and the according offset
angle. The dotted line shows the PSE.
analyses showed that response times of trained participants were significantly slower at 5.1°
and 10.3° than at 0.0° followed by a decrease to faster values at larger offsets. In contrast,
untrained participants’ responses were not significantly different at 5.1°. Their responses
only slowed significantly from 10.3° on and peaked at 15.4° audio-visual offset.
In Figure 6.1 these results are presented in combination with the psychometric func-
tion estimated for each participant group. The graphs show that response times increase
significantly at 5.1° for trained participants and at 10.3° for untrained participants. Peaks
in response times are reached at around 5° for trained participants and at around 15° for
untrained participants. These offset angles correspond to a percentage ”yes“ answers of 70%
to 80%. This indicates that the greatest perceptual insecurity does not occur at the PSE at
50% but at a smaller audio-visual offset.
The response times from the yes/no spatial coherence test in Chapter 3 were analysed
in order to verify or falsify the results of the experiments from Chapter 5 with offsets of 5°
and less leading to a significant change in reaction times which applied to both trained and
untrained participants. The results show that the anticipated perceptual conflict is greatest
at an audio-visual offset corresponding to ~75% on the psychometric function. For trained
participants, this point is reached at around 5° audio-visual offset, which therefore does
correspond to the values measured in the reaction time tests.
The results indicate that trained participants are able to consciously tune in to the same
or similar level of detail as processed subconsciously. The difference between trained and
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untrained participants nevertheless remains in the direct test, which would tend to imply that
a threshold around 15° offset is relevant for untrained listeners. Further experiments to test
this speculative inference on untrained listeners could seek confirmation.
6.3 Discussion
Following the observations on the evoked mindsets during each experimental design in com-
bination with the analysed response times of the experiment in Chapter 3, the experimental
findings can be summarised as follows:
• Subconsciously, an offset of 5° or more affects motor responses.
• A spatial mismatch only reaches consciousness when participants focus their attention
on the attribute of spatial alignment.
• A perceptual conflict between spatial and semantic information can arise at 5° when
participants have trained hearing. For untrained participants the greatest conflict was
observed at 15°.
• The measured PSE indicates when spatial information has equal weight to semantic
information which is at 10° offset for trained listeners and at 19° for untrained listeners.
• When participants are forced to focus their full attention on a task, such as during
the reaction time experiment, it becomes unlikely that an audio-visual offset reaches
consciousness.
The differentiation between conscious and subconscious brain processes, or differences
in the “What” and “Where” path have also been reported in a study by Leone and Mccourt
[75] who examined the perception of temporal alignment. In a detection task, the influence
of temporal alignment was tested and it was shown that reaction times were only enhanced
when stimuli were temporally aligned. Perceptually, however, audio signals were perceived
as temporally aligned when they lagged behind the visual signal between 25 ms and 120 ms,
indicating that a greater window of integration existed. These observations were attributed to
a dissociation between conscious perception and subconscious action.
How can these findings be transferred to the media applications outlined in Chapter 1?
The results certainly indicate that recommendations have to take into account the specific use
case of each device. As such, three different quality classes can be defined. Devices in the
first class, class A, completely replace the natural environment with the artificially created
signals so that listeners rely on the presented information for their orientation, movement
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Fig. 6.2 Summary of experimental findings showing the recommended maximum audio-
visual horizontal offset for different types of media use cases.
and self-awareness. In this context, the results from the reaction time measurements carry
the greatest weight as these results show how the subconscious motor-action network is
influenced. Audio-visual offsets should be kept to a minimum, not exceeding 5°.
In the second class, class B, devices are summarised that try to completely engage the
listener with a story or environment but still allow natural signals to reach the listener. Such
listening contexts are evoked by immersive multi-channel audio systems presenting audio in
all three dimensions in combination with large screens. Audio-visual offsets should be such
that listeners can only become aware of the offset when they are highly trained and when
they are aware of a potential offset. For all other listeners, the potential conflict between
spatial and semantic information should automatically be resolved in favour of integrating
the signals into one object. This criterion is best described with the PSE measured for trained
participants, which is 10°. The last class, class C, is designed for devices that are mainly
designed to transmit information and, figuratively speaking, present content as if it is being
watched from outside through a window. Within this class, an audio-visual offset should be
below 19° the PSE for untrained participants. All recommendations are also visualised in
Figure 6.2.

Chapter 7
Summary
7.1 Summary of thesis
This thesis set out to define the limits of perceived horizontal spatial alignment subsumed
under the expression ventriloquism to be used as guidelines in the design of algorithms for
media devices. Due to technical and computational limitations, related objects in the visual
and audio domain may sometimes be presented with a spatial offset (e.g. voice in the centre
speaker but talking person is moving across the screen). In the case of small spatial offsets,
these spatially separated items are usually merged into one perceived item as a result of
the ventriloquism effect. However, in literature on the ventriloquism effect, values for the
maximally acceptable offset-angle vary greatly.
In order to enable the definition of the limits of ventriloquism in media applications, the
work mechanisms of ventriloquism were studied in further detail by examining the influence
of the following three factors: listeners’ sensory training, stimulus signal features and the
measurement method.
The influence of participants’ background and sensory training in hearing and vision was
assessed in a forced-choice yes/no experiment on perceived spatial coherence as described
in Chapter 3. Results from this perceptual test were related to data on participants’ sensory
training in the visual and auditory modality, as well as to data on the localisation precision.
The results showed that musical training, or more broadly speaking, auditory sensory training
halved the acceptable audio-visual offset from 19° for untrained participants to 10° for
musically trained participants.
In a second step, the influence of stimulus parameters was examined as presented in
Chapter 4. Two aspects were found to potentially influence the strength of the perceptual
coupling of visual and auditory signals: the semantically indicated class of object, such as
speech, human sound or mechanical sound; and the stimulus signals properties linked to
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auditory and visual localisation precision. Results from the second forced-choice yes/no
experiment on perceived coherence revealed that the semantic classification had no significant
influence on the perceivable offset-angle. A regression analysis on the influence of the signal
properties, on the other hand, indicated that greater localisation in the auditory domain is
linked with smaller acceptable offset-angles, where greater visual localisation leads to greater
acceptable offset-angles. These variations were in the range of ±2°.
The third set of experiments described in Chapter 5 strived to evaluate ventriloquism using
reaction times measurement. This form of measurement was chosen following a discussion
on the influence of different methods of measurement on participants’ mindset during the
perceptual tests and the particular implications on brain activities. Reaction times were
chosen as a so-called indirect method of measurement preventing participants from being
aware of the aspect under test. Three different word-recognition tests were designed with
either pink noise or multi-talker speech as background noise, and with the offset created by
either placing the audio or the video at offset positions while the other signal was presented
centrally. Results differed from the previous findings in that influences on the reaction times
were observable at the smallest measured offset-angles of 2.5° and 5°. Statistical power,
however, was low and results from the test with visual signals at offset-positions differed
from those with audio at offset-positions.
In Chapter 6, these diverging experimental results were related to diverging perceptional
mechanisms: the ventral and the dorsal stream, the two different processing streams in the
brain are allocated to spatial processing depending on the prevailing task. In addition, the
response times in the yes/no experiments were analysed indicating that the decision making
process is prolonged prior to the defined offset angles.
The results can be summarised under the the overarching picture of the stream processing
as follows: The ventral, or ‘What‘-path was addressed in the experiments described in
Chapters 3 and Chapter 4. Its main function is the detection of objects and the majority of
experiments on ventriloquism have addressed this path. The dependency of the measured
spatial offset on auditory training and on stimulus signal properties linked to localisation
precision is in line with the statistical description of bimodal localisation along the Bayesian
model. It has further been shown in the response time analysis in Chapter 6 that the measured
offsets, given as the 50% point, or point of subjective equality on a sigmoidal function, do
not correspond with the offset at which decision making is hardest, expressed through a slow
response time. Instead, this point is already reached when spatial misalignment is perceived
in 20% to 30% of presented stimuli.
The dorsal, or ‘Where‘-path was addressed using a word-recognition reaction time
experiment. It is responsible for subconscious motor control and steering of attention.
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It could be shown that the smallest measured offsets (2.5° and 5.1° respectively) had a
significant effect, but effects on manual responses and attention diverged once the offset was
created by presenting the visual signal at various offsets positions. These findings allow
for a transfer of the results into a classification scheme to be used as guidelines for the
design of algorithms. The suggested maximum offset-angle is then defined in dependency
of the specific use-case and work mechanism of a reproduction device. Stricter values are
suggested for devices that completely replace natural cues such as virtual reality devices with
headphone reproduction, and less strict values are regarded as suitable for other devices.
7.2 Future work
The following suggestions for further work have arisen from the research described in this
thesis.
7.2.1 Ventriloquism for dynamic visual signals
Within the frame of the conducted experiments it would be interesting to follow up on the
experiments 3c and 3d (see Sections 5.6) with visual signals displayed at offset positions.
The results from the reaction time experiments were not conclusive as the re-orientation
potentially covered or diminished the effect of the offset. Further experiments are therefore
necessary to determine the degree to which spatial offset is still perceivable when dynamic
components are introduced.
7.2.2 The dorsal stream
In a wider context, the work mechanisms of bimodal integration across the dorsal stream
offers a wide field for research. The concept of stream processing is fairly new and neu-
roscientific understanding of the mechanisms in the brain are still sparse. In particular,
the specifics of ventriloquism have to be examined. Literature on ventriloquism has used
experimental methods addressing the ventral path to the greatest part. The current reaction
times results, addressing the dorsal stream, only indicate that offset angles as small as 5° are
processed. It remains to be seen, whether smaller spatial offsets as low as the localisation
limits of around 1° are still transmitted in conditions of bimodal spatial misalignment. Fur-
thermore, additional test methods have to be established in order to allow prolific research
on the mechanisms of the dorsal stream from areas other than neuroscience. The majority
of findings from neuroscience on the brain mechanisms are based on fMRI scans or EEG
measurements. Yet these measurements are not feasible under real-life conditions.
136 Summary
7.2.3 Task-modulated quality features
In the field of evolving media devices, the prevailing rules and conventions in the design and
development of new technologies will have to be revisited. Studies on loudspeaker design,
algorithms and general sound features have highlighted that sound quality is the main feature
with regards to the preference of a device. Localisation accuracy, in contrast, has been of
secondary importance in standard television and even more so in audio-only context. In new
immersive audio-visual contexts, however, the weighting of features for the acceptance of a
device may be different, specifically for interactive use-cases. Listeners of the performance
of a classic symphony may have different requirements than those playing an ego-shooter
game in a virtual environment. Future research should look into the different use-cases to
determine the task-modulated importance of various audio, visual, and audio-visual quality
features for each use-case.
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A.1 Results for experiments on participants’ training
in Chapter 3
In Chapter 3, an experiment was described assessing the influence of participants’
auditory and visual training on the perceived audio-visual offset. The following tables
show the detailed statistical results for the effect of left and right sides (Tab. A.1), as
well as the correlation between the length of a specific training and the measured PSEs
(Tab. A.2).
Table A.1 Full ANOVA table on sidedness
Source Sum Sq. d.f Singular Mean Sq F p
Side 0.24 1 0 0.24 1.05 0.31
Error 1102.22 4793 0 0.23
Total 1102.46 4794 0
Table A.2 Correlation for the length of training
Music. Training Audio Training
p 0.56 0.5
Corr. 0.18 0.27
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A.2 Results for influence of stimuli in Chapter 4
In Chapter 4, a perceptual experiment was described assessing the influence of the
stimuli on the strength of the ventriloquism effect. Seventeen stimuli were chosen,
belonging to three semantic and seven audio feature categories to assess the importance
of high-level semantic categories and low-level signal properties. The following tables
show the detailed statistical results for the influence of left versus right side, and the
influence of the two categorisation methods on the parameters α and β of the estimated
psychometric function.
Table A.3 Full ANOVA table on sidedness
Source Sum Sq. d.f Singular Mean Sq F p
Side 0.32 1 0 0.32 0.49 0.50
Error 1590.06 2310 0 0.69
Total 1590.38 2311 0
Table A.4 Full ANOVA table on α-per item
Source Sum Sq. d.f Singular Mean Sq F p
Semantic category 0.05 6 0 0.01 1.43 0.22
Audio signal properties 0.10 2 0 0.01 8.35 0.00
Error 0.35 57 0 0.01
Total 0.51 65 0
Table A.5 Full ANOVA table on β -per item
Source Sum Sq. d.f Singular Mean Sq F p
Semantic category 72.78 6 0 12.13 1.88 0.10
Audio signal properties 68.05 2 0 34.03 5.28 0.01
Error 367.09 57 0 6.44
Total 487.13 65 0
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A.3 Results for the reaction time experiments in Chap-
ter 5
A.3.1 Experiment 3a with noise background, Section 5.4
Table A.6 Full ANOVA table on percentage correct with Offset and Participant
as independent variables in experiment 3a
SumSq DF MeanSq F p
(Intercept) 51.72 1.00 51.72 2641.62 0.00
Participants 0.08 1.00 0.08 4.31 0.04
Error 0.74 38.00 0.02 1.00 0.50
(Intercept) * Offset 0.00 6.00 0.00 0.25 0.96
Participants * Offset 0.00 6.00 0.00 0.41 0.87
Error(Offset) 0.35 228.00 0.00 1.00 0.50
Table A.7 Full ANOVA table on percentage correct with Congruence and
Participant as independent variables in experiment 3a
SumSq DF MeanSq F p
(Intercept) 11.02 1.00 11.02 1082.52 0.00
Participants 0.02 1.00 0.02 1.98 0.18
Error 0.18 18.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 2.00 0.00 0.40 0.67
Participants * Congruence 0.00 2.00 0.00 0.20 0.82
Error(Congruence) 0.03 36.00 0.00 1.00 0.50
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Table A.8 GLME for difference between left and right side data per offset angle
Model information:
Number of observations 1474 – 1491
Fixed effects coefficients 4
Random effects coefficients 40
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Side + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 5.1° 10.3° 15.4° 20.6° 25.7° 30.9°
AIC 17379 17473 17332 17240 17313 17219
BIC 17416 17510 17369 17277 17350 17256
LogLikelihood -8682.4 -8729.3 -8659 -8613 -8650 -8602
Deviance 17365 17459 17318 17226 17299 17205
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 445.38 10.83 41.12 1470 0.00 424.14 466.63
Trial -0.06 0.01 -4.27 1470 0.00 -0.01 -0.03
Response Hand 19.22 4.38 4.38 1470 0.00 10.62 27.82
Side (5.1°) -0.95 0.43 -2.21 1470 0.03 -1.79 -0.11
(Intercept) 440.51 10.69 41.22 1487 0.00 419.55 461.48
Trial -0.05 0.01 -3.85 1487 0.00 -0.08 -0.03
Response Hand 20.40 4.21 4.85 1487 0.00 12.15 28.65
Side (10.3°) 0.14 0.20 0.70 1487 0.49 -0.26 0.54
(Intercept) 444.33 11.47 38.74 1472 0.00 421.83 466.83
Trial -0.07 0.01 -5.21 1472 0.00 -0.10 -0.05
Response Hand 22.69 4.21 5.33 1472 0.00 14.34 31.04
Side (15.4°) 0.33 0.14 2.37 1472 0.02 0.06 0.60
(Intercept) 436.71 11.17 39.09 1476 0.00 414.8 458.63
Trial -0.06 0.01 -4.18 1476 0.00 0.05 -0.03
Response Hand 26.38 4.06 6.47 1476 0.00 18.32 34.24
Side (20.6°) -0.07 0.10 -0.70 1476 0.49 -0.26 0.13
(Intercept) 449.65 11.03 40.76 1469 0.00 428.00 471.29
Trial -0.07 0.01 -4.18 1469 0.00 -0.10 -0.04
Response Hand 12.27 4.31 2.85 1469 0.00 3.82 20.72
Side (25.7°) 0.03 0.08 0.42 1469 0.68 -0.13 0.20
(Intercept) 441.25 12.17 36.27 1470 0.00 417.39 465.12
Trial -0.05 0.01 -3.54 1470 0.00 -0.08 -0.02
Response Hand 15.82 4.12 3.84 1470 0.00 7.73 23.90
Side (30.9°) 0.13 0.07 1.88 1470 0.06 -0.01 0.26
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 24.83 – 30.03
Group: Participant (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 33.2 – 41.73
Group: Error Name Estimate sqrt(Dispersion) 0.18 – 0.19
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Table A.9 GLME table on difference between left and right side pooled for all offset
angles
Model information:
Number of observations 8868
Fixed effects coefficients 9
Random effects coefficients 40
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Side + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
103640 103720 -51806 103610
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 445.24 10.511 42.36 8859 0.00 424.64 465.85
Trial -0.06 0.01 -3.54 8859 0.00 -0.07 -0.05
Response Hand 19.38 4.12 3.84 8859 0.00 15.98 22.79
Side 1.62 1.74 0.93 8859 0.35 -1.78 5.02
10.3° -2.31 3.01 -0.77 8859 0.44 -8.21 3.59
15.4° -3.07 3.01 -1.02 8859 0.31 -8.98 2.94
20.6° -4.32 3.01 -1.44 8859 0.15 -10.22 1.57
25.7° -1.35 3.02 -0.45 8859 0.65 -7.28 4.57
30.9° -3.25 3.01 -1.08 8859 0.28 -9.15 2.66
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 27.33
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 35.97
Group: Error
Name Estimate
sqrt(Dispersion) 0.19
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Table A.10 GLME table on effect of offset on reaction times
Model information:
Number of observations 9603
Fixed effects coefficients 9
Random effects coefficients 40
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
112280 112370 -56130 112260
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 447.28 10.66 41.94 9594 0.00 426.38 468.19
Trial -0.06 0.01 -10.93 9594 0.00 -0.07 -0.05
Response Hand 19.36 1.68 11.56 9594 0.00 16.08 22.65
5.1° -1.50 3.73 -0.40 9594 0.69 -8.81 5.82
10.3° -3.77 3.72 -1.01 9594 0.31 -11.06 3.52
15.4° -4.55 3.72 -1.22 9594 0.22 -11.85 2.74
20.6° -5.81 3.72 -1.56 9594 0.12 -13.10 1.47
25.7° -2.81 3.72 -0.75 9594 0.45 -10.12 4.50
30.9° -4.74 3.72 -1.28 9594 0.20 -12.037 2.55
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 27.63
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 35.62
Group: Error
Name Estimate
sqrt(Dispersion) 0.19
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Table A.11 t-values from the per-participant GLME (CA = co-activation group, R =
race model group, C = Colavita group)
Part. 1 2 3 4 5 6 7 8 9 10
t -1.33 -0.04 -0.18 -0.46 -1.57 1.61 -0.17 1.47 -1.61 0.78
Group C R R R C CA R CA C CA
Part. 11 12 13 14 15 16 17 18 19 20
t 0.61 -0.61 1.49 -0.63 -1.84 0.05 0.12 -2.67 0.23 -0.06
Group R R CA R C R R C R R
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Table A.12 GLME for co-activation group
Model information:
Number of observations 1906
Fixed effects coefficients 9
Random effects coefficients 24
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
22585 22651 -11280 22561
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 460.78 23.38 19.71 1897 0.00 426.38 468.19
Trial -0.11 0.01 -8.29 1897 0.00 -0.07 -0.05
Response Hand 11.16 4.00 2.79 1897 0.01 16.08 22.65
5.1° 11.84 8.56 1.38 1897 0.67 -8.81 5.82
10.3° 25.31 8.65 2.92 1897 0.00 -11.06 3.52
15.4° 20.68 8.58 2.41 1897 0.02 -11.85 2.74
20.6° 16.32 8.51 1.92 1897 0.06 -13.10 1.47
25.7° 14.00 8.56 1.63 1897 0.10 -10.12 4.50
30.9° 15.81 8.55 1.85 1897 0.06 -12.03 2.55
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 30.73
Group: Participant (4 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 41.72
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
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Table A.13 GLME for race model group
Model information:
Number of observations 5342
Fixed effects coefficients 9
Random effects coefficients 31
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
62367 62446 -31171 62343
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 438.77 13.04 33.66 5333 0.00 413.21 464.32
Trial -0.04 0.01 -5.93 5333 0.00 -0.06 -0.03
Response Hand 31.21 2.22 14.04 5333 0.01 26.85 35.56
5.1° 3.82 4.94 0.79 5333 0.43 -5.76 13.59
10.3° -2.64 4.90 -0.54 5333 0.59 -12.24 6.96
15.4° -3.47 4.91 -0.71 5333 0.48 -13.09 6.15
20.6° -3.98 4.90 -0.81 5333 0.42 -13.59 5.63
25.7° 1.19 4.92 0.24 5333 0.81 -8.46 10.83
30.9° -2.18 4.92 -0.44 5333 0.66 -11.82 7.46
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 27.78
Group: Participant (11 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 34.87
Group: Error
Name Estimate
sqrt(Dispersion) 0.19
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Table A.14 GLME for Colavita group
Model information:
Number of observations 2355
Fixed effects coefficients 9
Random effects coefficients 25
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
27274 27343 -13625 27250
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 454.42 12.24 37.127 2346 0.00 430.42 478.42
Trial -0.06 0.01 -5.89 2346 0.00 -0.08 -0.04
Response Hand 0.71 3.18 0.22 2346 0.82 -5.53 6.95
5.1° -23.45 7.34 -3.20 2346 0.00 -37.84 -9.06
10.3° -27.06 7.32 -3.70 2346 0.00 -41.40 -12.71
15.4° -24.64 7.34 -3.36 2346 0.00 -39.04 -10.24
20.6° -26.05 7.35 -3.43 2346 0.00 -40.46 -11.63
25.7° -24.70 7.36 -3.36 2346 0.00 -39.13 -10.27
30.9° -25.78 7.32 -3.52 2346 0.00 -40.13 -11.42
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 27.19
Group: Participant (5 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 17.96
Group: Error
Name Estimate
sqrt(Dispersion) 0.19
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Table A.15 GLME for Simon effect analysis
Model information:
Number of observations 1473 – 1491
Fixed effects coefficients 4
Random effects coefficients 40
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 5.1° 10.3° 15.4° 20.6° 25.7° 30.9°
AIC 17382 17466 17340 17238 17296 17218
BIC 17419 17503 17377 17375 17333 17255
LogLikelihood -8684.1 -8726 -8663.2 -8611.8 8640.9 -8601.9
Deviance 17368 17452 17326 17224 17282 17204
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 442.55 11.05 40.07 1470 0.00 420.88 464.22
Trial -0.06 0.01 -4.25 1470 0.00 -0.09 -0.03
Response Hand 19.24 4.39 4.38 1470 0.00 10.62 27.85
Congruence (5.1°) 5.50 4.39 1.25 1470 0.21 -3.11 14.10
(Intercept) 436.13 10.88 40.08 1487 0.00 414.79 457.48
Trial -0.06 0.01 -3.91 1487 0.00 -0.08 -0.03
Response Hand 20.43 4.20 4.87 1487 0.00 12.20 28.66
Congruence (10.3°) 9.16 4.20 2.19 1487 0.03 0.94 17.38
(Intercept) 440.74 11.66 37.81 1472 0.00 417.87 463.61
Trial -0.07 0.01 -5.18 1472 0.00 -0.10 -0.05
Response Hand 22.78 4.27 5.33 1472 0.00 14.40 31.15
Congruence (15.4°) 7.05 4.27 1.65 1472 0.10 -1.33 15.42
(Intercept) 433.20 11.38 38.07 1476 0.00 410.88 455.52
Trial -0.05 0.01 -4.04 1476 0.00 -0.08 -0.03
Response Hand 26.25 4.06 6.47 1476 0.00 18.29 34.20
Congruence (20.6°) 5.97 4.05 1.47 1476 0.14 -1.98 13.93
(Intercept) 441.62 11.20 39.43 1469 0.00 419.65 463.59
Trial -0.07 0.01 -4.89 1469 0.00 -0.10 -0.04
Response Hand 12.10 4.28 2.83 1469 0.00 3.70 20.49
Congruence (25.7°) 16.27 4.27 3.80 1469 0.00 7.88 24.65
(Intercept) 436.69 12.33 35.42 1470 0.00 412.51 460.87
Trial -0.05 0.01 -3.57 1470 0.00 -0.08 -0.02
Response Hand 15.80 4.12 3.84 1470 0.00 7.72 23.88
Congruence (30.9°) -.41 4.11 2.29 1470 0.02 -1.33 17.48
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 24.91 – 29.94
Group: Participant (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 33.15 – 41.73
Group: Error Name Estimate sqrt(Dispersion) 0.18 – 0.19
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Table A.16 GLME for Simon effect analysis with data pooled across adjacent offset-
angles
Model information:
Number of observations 2947 – 2965
Fixed effects coefficients 4
Random effects coefficients 40
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 5.1° – 10.3° 15.4° – 20.6° 25.7° – 30.9°
AIC 34791 34538 3445
BIC 34833 34580 34500
LogLikelihood -17389 -17262 -17222
Deviance 34777 34524 34444
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 439.63 10.25 42.88 2961 0.00 419.52 459.73
Trial -0.06 0.01 -5.75 2961 0.00 -0.08 -0.04
Response Hand 19.54 3.04 6.42 2961 0.00 13.57 25.51
Congruence (5.1° – 10.3°) 7.26 3.04 2.39 2961 0.02 1.29 13.22
(Intercept) 437.32 10.83 40.38 2952 0.00 416.08 458.55
Trial -0.07 0.01 -6.58 2952 0.00 -0.08 -0.05
Response Hand 24.64 2.97 8.31 2952 0.00 18.83 30.46
Congruence (15.4° – 20.6°) 6.50 2.96 2.19 2952 0.03 0.69 12.32
(Intercept) 439.89 11.20 39.28 2943 0.00 417.93 461.85
Trial -0.06 0.01 -6.15 2943 0.00 -0.08 -0.04
Response Hand 13.95 2.98 4.68 2943 0.00 8.10 19.80
Congruence (25.7° – 30.9°) 13.12 2.98 4.40 2943 0.00 7.28 18.97
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 25.90 – 29.14
Group: Participant (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 33.98 – 38.80
Group: Error Name Estimate
sqrt(Dispersion) 0.19
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A.3.2 Experiment 3b with multi-talker speech background,
Section 5.5
Table A.17 Full ANOVA table on percentage correct with Offset and Participant
as independent variables in the multi-talker speech experiment
SumSq DF MeanSq F p
(Intercept) 57.36 1.00 57.36 3936.57 0.00
Participants 0.06 1.00 0.06 4.24 0.04
Error 0.85 58.00 0.01 1.00 0.50
(Intercept) * Offset 0.00 4.00 0.00 0.53 0.71
Participants * Offset 0.00 4.00 0.00 0.15 0.96
Error(Offset) 0.34 232.00 0.00 1.00 0.50
Table A.18 Full ANOVA table on percentage correct with Congruence and
Participant as independent variables in the multi-talker speech experiment
SumSq DF MeanSq F p
(Intercept) 17.23 1.00 17.23 2114.14 0.00
Participants 0.02 1.00 0.02 2.22 0.15
Error 0.23 28.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 2.00 0.00 0.20 0.82
Participants * Congruence 0.00 2.00 0.00 0.11 0.90
Error(Congruence) 0.04 56.00 0.00 1.00 0.50
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Table A.19 GLME for difference between left and right side data per offset angle in
the multi-talker speech experiment
Model information:
Number of observations 2191 – 2230
Fixed effects coefficients 4
Random effects coefficients 50
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Side + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 5.1° 10.3° 15.4° 20.6°
AIC 26253 26837 26507 26449
BIC 26293 26877 26547 26489
LogLikelihood -13119 -13412 -13247 -13218
Deviance 26239 26823 26493 26435
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 503.39 12.58 40.01 2187 0.00 478.72 528.06
Trial -0.10 0.02 -5.93 2187 0.00 -0.14 -0.07
Response Hand -0.55 3.932 -0.14 2187 0.89 -8.27 7.16
Side (5.1°) -0.13 0.39 -0.33 2187 0.74 -0.88 0.63
(Intercept) 495.44 11.88 41.69 2226 0.00 472.13 518.74
Trial -0.09 0.02 -5.38 2226 0.00 -0.13 -0.06
Response Hand 6.12 4.02 1.52 2226 0.13 -1.74 13.99
Side (10.3°) -0.07 0.19 -0.37 2226 0.71 -0.45 0.31
(Intercept) 502.38 12.43 40.43 2204 0.00 478.01 526.75
Trial -0.11 0.02 -6.59 2204 0.00 -0.15 -0.08
Response Hand 6.68 3.97 1.68 2204 0.09 -1.10 14.46
Side (15.4°) 0.05 0.13 0.41 2204 0.68 -0.20 0.31
(Intercept) 497.27 11.59 42.90 2199 0.00 474.54 520.00
Trial -0.10 0.02 -5.99 2199 0.00 -0.14 -0.07
Response Hand 6.94 3.99 1.74 2199 0.08 -0.90 14.77
Side (20.6°) -0.05 0.10 -0.51 2199 0.61 -0.24 0.14
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 25.03 – 29.56
Group: Participant (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 49.38 – 53.67
Group: Error Name Estimate sqrt(Dispersion) 0.19 – 0.20
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Table A.20 GLME table on difference between left and right side pooled for all offset
angles in the multi-talker speech experiment
Model information:
Number of observations 8832
Fixed effects coefficients 7
Random effects coefficients 50
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Side + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
105690 105760 -52834 105670
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 501.25 11.71 42.81 8825 0.00 478.3 524.2
Trial -0.10 0.01 -12.07 8825 0.00 -0.12 -0.09
Response Hand 4.74 1.99 2.38 8825 0.02 0.84 8.63
Side -0.72 1.99 -0.36 8825 0.72 -4.62 3.18
10.3° -1.91 2.81 -0.68 8825 0.50 -7.41 3.59
15.4° 0.52 2.82 -0.44 8825 0.85 -5.01 6.06
20.6° -1.23 2.82 -0.36 8825 0.66 -6.75 4.30
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 27.18
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 52.24
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
A.3 Results for the reaction time experiments in Chapter 5 163
Table A.21 GLME table on effect of offset on reaction times in the multi-talker speech
experiment
Model information:
Number of observations 11043
Fixed effects coefficients 7
Random effects coefficients 50
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
132210 132280 -66095 132190
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 501.23 11.56 43.38 11036 0.00 478.58 523.88
Trial -0.11 0.01 -13.97 11036 0.00 -0.12 -0.09
Response Hand 5.60 1.79 3.13 11036 0.00 2.10 9.11
5.1° -0.04 2.83 -0.01 11036 0.99 -5.60 5.51
10.3° -1.89 2.81 -0.67 11036 0.50 -7.41 3.62
15.4° 0.53 2.83 0.19 11036 0.85 -5.02 6.08
20.6° -1.23 2.83 -0.44 11036 0.66 -6.77 4.31
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 26.95
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 51.90
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
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Table A.22 t-values from the per-participant GLME in the multi-talker speech experi-
ment (CA = co-activation group, R = race model group, C = Colavita group)
Part. 1 2 3 4 5 6 7 8 9 10
t -1.09 0.71 0.32 0.69 0.41 0.06 -0.77 0.10 -0.41 -1.08
Group C CA R CA R R C R R C
Part. 11 12 13 14 15 16 17 18 19 20
t -0.77 -1.30 4.01 1.03 0.56 -0.04 -0.30 1.24 0.67 -0.89
Group C C CA CA R R R CA R C
Part. 21 22 23 24 25 26 27 28 29 30
t 0.97 -0.68 -1.73 -1.45 -0.52 -0.40 0.55 0.95 0.97 -0.93
Group CA C CCol. C C R R R CA C
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Table A.23 GLME table on the effect of offset for the co-activation group in the
multi-talker speech experiment
Model information:
Number of observations 2963
Fixed effects coefficients 7
Random effects coefficients 28
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
35714 35773 -17847 35694
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 485.77 23.40 20.76 2956 0.00 439.90 531.65
Trial -0.10 0.02 -6.48 2956 0.00 -0.13 -0.07
Response Hand 17.34 3.55 4.89 2956 0.00 10.39 24.30
5.1° 13.20 5.62 2.35 2956 0.02 2.19 24.21
10.3° 13.52 5.57 2.43 2956 0.02 2.60 24.44
15.4° 16.96 5.62 3.02 2956 0.00 5.94 27.97
20.6° 10.32 5.56 1.86 2956 0.06 -0.59 21.22
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 30.09
Group: Participant (8 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 61.55
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
166 Additional statistic results
Table A.24 GLME table on the offset for the race model group in the multi-talker
speech experiment
Model information:
Number of observations 4419
Fixed effects coefficients 7
Random effects coefficients 32
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
52477 52541 -26229 52457
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 500.65 13.32 37.60 4412 0.00 474.54 526.75
Trial -0.13 0.01 -11.44 4412 0.00 -0.16 -0.11
Response Hand 2.11 2.69 0.79 4412 0.43 -3.16 7.39
5.1° -0.78 4.25 -0.18 4412 0.85 -9.11 7.55
10.3° -1.06 4.23 -0.25 4412 0.80 -9.35 7.23
15.4° 0.59 4.23 0.14 4412 0.89 -7.71 8.89
20.6° 1.68 4.26 0.40 4412 0.69 -6.66 10.03
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 28.13
Group: Participant (12 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 38.10
Group: Error
Name Estimate
sqrt(Dispersion) 0.19
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Table A.25 GLME table on the effect of offset for the Colavita group in the multi-talker
speech experiment
Model information:
Number of observations 3661
Fixed effects coefficients 7
Random effects coefficients 30
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
43994 44056 -21987 43974
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 514.30 19.39 26.53 3654 0.00 476.29 552.31
Trial -0.09 0.01 -6.31 3654 0.00 -0.11 -0.059
Response Hand 0.14 3.15 0.04 3654 0.97 -6.05 6.32
5.1° -8.81 5.03 -1.75 3654 0.08 -18.67 1.06
10.3° -15.68 4.98 -3.15 3654 0.00 -25.45 -5.91
15.4° -12.63 5.03 -2.51 3654 0.01 -22.48 -2.77
20.6° -14.26 5.01 -2.84 3654 0.00 -24.09 -4.43
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 25.47
Group: Participant (10 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 56.54
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
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Table A.26 GLME table for Simon effect analysis in the multi-talker speech experiment
Model information:
Number of observations 2191 – 2230
Fixed effects coefficients 4
Random effects coefficients 50
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Congruence + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 5.1° 10.3° 15.4° 20.6°
AIC 26249 26835 26508 26441
BIC 26289 26875 26548 26481
LogLikelihood -13117 -13410 -13247 -13213
Deviance 26235 26821 26494 26427
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 498.93 12.75 9.13 2187 0.00 473.93 523.93
Trial -0.10 0.02 -5.86 2187 0.00 -0.14 -0.07
Response Hand -0.53 3.93 -0.13 2187 0.89 -8.234 7.18
Congruence ( 5.1° ) 8.35 3.93 2.13 2187 0.03 0.65 16.06
(Intercept) 493.11 12.05 40.94 2226 0.00 469.49 516.73
Trial -0.09 0.02 -5.38 2226 0.00 -0.13 -0.06
Response Hand 6.15 4.01 1.53 2226 0.13 -1.73 14.02
Congruence ( 10.3° ) 4.64 4.02 1.16 2226 0.25 -3.23 12.52
(Intercept) 499.55 12.58 39.701 2204 0.00 474.87 524.23
Trial -0.11 0.02 -6.56 2204 0.00 -0.15 -0.08
Response Hand 6.69 3.97 1.69 2204 0.09 -1.09 14.47
Congruence ( 15.4° ) 5.48 3.97 1.38 2204 0.17 -2.30 13.25
(Intercept) 490.26 11.74 41.75 2199 0.00 467.23 513.29
Trial -0.10 0.02 -5.91 2199 0.00 -0.14 -0.07
Response Hand 6.88 3.98 1.73 2199 0.08 -0.93 14.70
Congruence ( 20.6° ) 13.37 3.98 3.36 2199 0.0 5.57 21.18
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 25.03 – 29.58
Group: Participant (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 49.35 – 53.64
Group: Error Name Estimate
sqrt(Dispersion) 0.19 – 0.20
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Table A.27 GLME table for Simon effect analysis with data pooled across adjacent
offset-angles in the multi-talker speech experiment
Model information:
Number of observations 4421 – 4411
Fixed effects coefficients 4
Random effects coefficients 50
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 5.1° – 10.3° 15.4° – 20.6°
AIC 52971 52838
BIC 53016 52883
LogLikelihood -26478 -26412
Deviance 52957 52824
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 496.32 11.95 41.53 4417 0.00 472.89 519.74
Trial -0.10 0.01 -7.97 4417 0.00 -0.12 -0.07
Response Hand 2.97 2.81 1.06 4417 0.29 -2.54 8.47
Congruence ( 5.1° – 10.3° ) 6.37 2.81 2.27 4417 0.02 0.86 11.87
(Intercept) 495.53 11.70 42.37 4407 0.00 472.60 518.46
Trial -0.11 0.01 -8.91 4407 0.00 -0.13 -0.08
Response Hand 6.50 2.81 2.31 4407 0.02 0.99 12.00
Congruence ( 15.4° – 20.6°) 9.34 2.81 3.33 4407 0.00 3.83 14.85
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 27.60 26.80
Group: Participant (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 52.66 51.54
Group: Error Name Estimate
sqrt(Dispersion) 0.20 0.20
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Table A.28 GLME table on the effect of offset, comparing data from the pink noise
test (test1) and multi-talker speech test (test2).
Model information:
Number of observations 17699
Fixed effects coefficients 12
Random effects coefficients 70
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Video position * Test setting + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
210140 210260 -105060 210110
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 456.05 12.36 36.91 17687 0.00 431.83 480.27
Trial’ -0.08 0.01 -15.96 17687 0.00 -0.09 -0.07
Response Hand 12.40 1.34 9.23 17687 0.00 9.77 15.04
5.1° -1.47 3.85 -0.38 17687 0.70 -9.02 6.08
10.3° -3.80 3.84 -0.99 17687 0.32 -11.32 3.73
15.4° -4.34 3.84 -1.13 17687 0.26 -11.87 3.19
20.6° -5.60 3.84 -1.46 17687 0.14 -13.12 1.92
Test setting 36.45 13.67 2.67 17687 0.01 9.65 63.26
5.1° * Test setting 2 1.53 4.76 0.32 17687 0.75 -7.80 10.86
10.3° * Test setting 2 1.96 4.74 0.41 17687 0.68 -7.33 11.25
15.4° * Test setting 2 4.82 4.75 1.01 17687 0.31 -4.49 14.13
20.6° * Test setting 2 4.52 4.74 0.95 17687 0.34 -4.78 13.81
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 27.05
Group: Participant (50 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 45.57
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
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Table A.29 Full repeated measures ANOVA table on percentage correct with Offset
and Test setting as independent variables
SumSq DF MeanSq F p
Offset 0.02 8.00 0.00 1.31 0.24
Test * Offset 0.01 8.00 0.00 0.50 0.86
Error (Offset) 0.61 384.00 0.00 1 0.50
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A.3.3 Experiments 3c and 3d, Section 5.6
Statistics on percentage correct for the Offset-test
Table A.30 Full ANOVA table on percentage correct with unpooled Video position
and Participant as independent variables in the Offset-test
SumSq DF MeanSq F p
(Intercept) 41.18 1.00 41.18 830.99 0.00
Participants 0.07 1.00 0.07 1.50 0.24
Error 0.94 19.00 0.05 1.00 0.50
(Intercept) * Video position 0.02 10.00 0.00 0.91 0.52
Participants * Video position 0.02 10.00 0.00 0.84 0.59
Error(Video position) 0.37 190.00 0.00 1.00 0.50
Table A.31 Full ANOVA table on percentage correct with pooled Video position
and Participant as independent variables in the Offset-test
SumSq DF MeanSq F p
(Intercept) 22.42 1.00 22.42 842.41 0.00
Participants 0.04 1.00 0.04 1.60 0.22
Error 0.51 19.00 0.03 1.00 0.50
(Intercept) * Video position 0.00 5.00 0.00 0.99 0.43
Participants * Video position 0.00 5.00 0.00 0.86 0.51
Error(Video position) 0.08 95.00 0.00 1.00 0.50
Table A.32 Full ANOVA table on percentage correct with Congruence and
Participant as independent variables in the Offset-test
SumSq DF MeanSq F p
(Intercept) 11.16 1.00 11.16 861.01 0.00
Participants 0.02 1.00 0.02 1.84 0.19
Error 0.25 19.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 2.00 0.00 0.33 0.72
Participants * Congruence 0.00 2.00 0.00 0.49 0.62
Error(Congruence) 0.03 38.00 0.00 1.00 0.50
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Table A.33 Full ANOVA table on percentage correct with Congruence and
Participant as independent variables per video position in the Offset-test
SumSq DF MeanSq F p
2.5°
(Intercept) 34.90 1.00 34.90 2814.74 0.00
Error 0.25 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 0.62 0.44
Error(Congruence) 0.02 20.00 0.00 1.00 0.50
5.1°
(Intercept) 34.48 1.00 34.48 3627.49 0.00
Error 0.19 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 0.37 0.55
Error(Congruence) 0.02 20.00 0.00 1.00 0.50
10.3°
(Intercept) 34.91 1.00 34.91 3210.71 0.00
Error 0.22 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 0.23 0.64
Error(Congruence) 0.04 20.00 0.00 1.00 0.50
15.4°
(Intercept) 34.23 1.00 34.23 3254.22 0.00
Error 0.21 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 0.17 0.68
Error(Congruence) 0.04 20.00 0.00 1.00 0.50
20.6°
(Intercept) 34.66 1.00 34.66 3545.84 0.00
Error 0.20 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 2.11 0.16
Error(Congruence) 0.04 20.00 0.00 1.00 0.50
174 Additional statistic results
Statistics on percentage correct for the Aligned-test
Table A.34 Full ANOVA table on percentage correct with unpooled Offset and
Participant as independent variables in the Aligned-test
SumSq DF MeanSq F p
(Intercept) 34.03 1.00 34.03 977.74 0.00
Participants 0.06 1.00 0.06 1.86 0.19
Error 0.66 19.00 0.03 1.00 0.50
(Intercept) * Video position 0.03 8.00 0.00 2.23 0.03
Participants * Video position 0.03 8.00 0.00 1.76 0.09
Error(Video position) 0.28 152.00 0.00 1.00 0.50
Table A.35 Full ANOVA table on percentage correct with pooled Offset and
Participant as independent variables in the Aligned-test
SumSq DF MeanSq F p
(Intercept) 18.95 1.00 18.95 972.16 0.00
Participants 0.03 1.00 0.03 1.74 0.20
Error 0.37 19.00 0.02 1.00 0.50
(Intercept) * Video position 0.01 4.00 0.00 2.40 0.06
Participants * Video position 0.01 4.00 0.00 2.42 0.06
Error(Video position) 0.08 76.00 0.00 1.00 0.50
Table A.36 Full ANOVA table on percentage correct with Congruence and
Participant as independent variables in the Aligned-test
SumSq DF MeanSq F p
(Intercept) 11.41 1.00 11.41 952.81 0.00
Participants 0.02 1.00 0.02 1.56 0.23
Error 0.23 19.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 2.00 0.00 2.21 0.12
Participants * Congruence 0.00 2.00 0.00 1.10 0.34
Error(Congruence) 0.02 38.00 0.00 1.00 0.50
A.3 Results for the reaction time experiments in Chapter 5 175
Table A.37 Full ANOVA table on percentage correct with Congruence and
Participant as independent variables per video position in the Aligned-test
SumSq DF MeanSq F p
5.1°
(Intercept) 35.13 1.00 35.13 2735.91 0.00
Error 0.26 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.01 1.00 0.01 3.89 0.06
Error(Congruence) 0.03 20.00 0.00 1.00 0.50
10.3°
(Intercept) 35.23 1.00 35.23 5582.73 0.00
Error 0.13 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.01 1.00 0.01 4.27 0.05
Error(Congruence) 0.03 20.00 0.00 1.00 0.50
15.4°
(Intercept) 35.56 1.00 35.56 4555.88 0.00
Error 0.16 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 0.01 0.91
Error(Congruence) 0.02 20.00 0.00 1.00 0.50
20.6°
(Intercept) 34.20 1.00 34.20 2722.35 0.00
Error 0.25 20.00 0.01 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 0.29 0.60
Error(Congruence) 0.09 20.00 0.00 1.00 0.50
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Statistics on percentage correct comparing Offset-test and Aligned-test
Table A.38 Full ANOVA table on percentage correct with unpooled Video position
and Participant as independent variables, comparing the interaction between the
Offset-test and the Aligned-test
SumSq DF MeanSq F p
(Intercept) 313.29 1.00 313.29 4260.74 0.00
Error 1.47 20.00 0.07 1.00 0.50
(Intercept) * Video position 0.02 8.00 0.00 1.11 0.36
Error(Video position) 0.32 160.00 0.00 1.00 0.50
(Intercept) * Test setting 0.00 1.00 0.00 1.17 0.29
Error(Test setting) 0.06 20.00 0.00 1.00 0.50
(Intercept) * Video position * Test setting 0.01 8.00 0.00 0.97 0.46
Error(Video position * Test setting) 0.30 160.00 0.00 1.00 0.50
Table A.39 Full ANOVA table on percentage correct with pooled Video position
and Participant as independent variables, comparing the interaction between the
Offset-test and the Aligned-test
SumSq DF MeanSq F p
(Intercept) 174.55 1.00 174.55 4121.62 0.00
Error 0.85 20.00 0.04 1.00 0.50
(Intercept) * Video position 0.00 4.00 0.00 0.60 0.66
Error(Video position) 0.06 80.00 0.00 1.00 0.50
(Intercept) * Test setting 0.00 1.00 0.00 0.54 0.47
Error(Test setting) 0.03 20.00 0.00 1.00 0.50
(Intercept) * Video position * Test setting 0.00 4.00 0.00 0.52 0.72
Error(Video position * Test setting) 0.10 80.00 0.00 1.00 0.50
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Table A.40 Full ANOVA table on percentage correct with Congruence and
Participant as independent variables, comparing the interaction between the Offset-
test and the Aligned-test
SumSq DF MeanSq F p
5.1°
(Intercept) 69.61 1.00 69.61 3475.38 0.00
Error 0.40 20.00 0.02 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 1.28 0.27
Error(Congruence) 0.03 20.00 0.00 1.00 0.50
(Intercept) * Test setting 0.00 1.00 0.00 0.65 0.43
Error(Test setting) 0.05 20.00 0.00 1.00 0.50
(Intercept) * Congruence * Test setting 0.00 1.00 0.00 4.11 0.06
Error(Congruence * Test setting) 0.02 20.00 0.00 1.00 0.50
10.3°
(Intercept) 70.13 1.00 70.13 4612.69 0.00
Error 0.30 20.00 0.02 1.00 0.50
(Intercept) * Congruence 0.01 1.00 0.01 4.19 0.05
Error(Congruence) 0.03 20.00 0.00 1.00 0.50
(Intercept) * Test setting 0.00 1.00 0.00 0.18 0.67
Error(Test setting) 0.04 20.00 0.00 1.00 0.50
(Intercept) * Congruence * Test setting 0.00 1.00 0.00 0.81 0.38
Error(Congruence * Test setting) 0.05 20.00 0.00 1.00 0.50
15.4°
(Intercept) 69.79 1.00 69.79 4019.23 0.00
Error 0.35 20.00 0.02 1.00 0.50
(Intercept) * Congruence 0.00 1.00 0.00 0.20 0.66
Error(Congruence) 0.02 20.00 0.00 1.00 0.50
(Intercept) * Test setting 0.01 1.00 0.01 6.59 0.02
Error(Test setting) 0.02 20.00 0.00 1.00 0.50
(Intercept) * Congruence * Test setting 0.00 1.00 0.00 0.06 0.81
Error(Congruence * Test setting) 0.04 20.00 0.00 1.00 0.50
20.6°
(Intercept) 68.86 1.00 68.86 3376.12 0.00
Error 0.41 20.00 0.02 1.00 0.50
(Intercept) * Congruence 0.01 1.00 0.01 1.55 0.23
Error(Congruence) 0.07 20.00 0.00 1.00 0.50
(Intercept) * Test setting 0.00 1.00 0.00 0.40 0.54
Error(Test setting) 0.04 20.00 0.00 1.00 0.50
(Intercept) * Congruence * Test setting 0.00 1.00 0.00 0.12 0.73
Error(Congruence * Test setting) 0.07 20.00 0.00 1.00 0.50
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Statistics on attentional effects for the Offset-test
Table A.41 GLME table on difference between left and right side pooled for all video
positions in the Offset-test
Model information:
Number of observations 7566
Fixed effects coefficients 8
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Side + Video position + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
92102 92178 -46040 92080
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 465.53 13.42 34.69 7558 0.00 439.22 491.84
Trial -0.21 0.01 -24.89 7558 0.00 -0.23 -0.20
Response Hand 8.73 2.36 3.69 7558 0.00 4.10 13.36
5.1° -4.20 3.73 -1.12 7558 0.26 -11.52 3.13
10.3° 1.90 3.77 0.51 7558 0.61 -5.48 9.29
15.4° -3.70 3.74 -0.99 7558 0.32 -11.03 3.63
20.6° -4.78 3.73 -1.28 7558 0.20 -12.09 2.53
Side 0.705 2.36 0.30 7558 0.77 -3.92 5.33
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 29.35
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 50.65
Group: Error
Name Estimate
sqrt(Dispersion) 0.26
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Table A.42 GLME table on effect of video position on reaction times in the Offset-test
Model information:
Number of observations 9080
Fixed effects coefficients 8
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Video position + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
110230 110310 -55103 110210
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 457.27 13.28 34.44 9072 0.00 431.24 483.29
Trial -0.21 0.01 -27.64 9072 0.00 -0.23 -0.20
Response Hand 8.77 2.13 4.13 9072 0.00 4.60 12.93
2.5° 3.67 3.64 1.01 9072 0.31 -3.47 10.81
5.1° 8.33 3.67 2.27 9072 0.02 1.14 15.52
10.3° 4.23 3.65 1.16 9072 0.24 -2.92 11.38
15.4° 10.34 3.68 2.81 9072 0.00 3.13 17.56
20.6° 4.65 3.65 1.27 9072 0.20 -2.51 11.81
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 29.12
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 50.64
Group: Error
Name Estimate
sqrt(Dispersion) 0.25
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Table A.43 t-values from the per-participant GLME in the Offset-test (CA = co-
activation group, R = race model group, C = Colavita group)
Part. 1 2 3 4 5 6 7 8 9 10
t 0.65 0.92 -0.56 -0.16 -0.63 -0.36 1.92 1.45 -1.11 1.00
Group R CA R R R R CA CA C CA
Part. 11 12 13 14 15 16 17 18 19 20 21
t 0.66 0.68 0.54 0.26 1.31 -0.50 -0.38 0.73 0.70 1.84 0.52
Group R CA R R CA R R CA CA CA R
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Table A.44 GLME table on the effect of video position for the co-activation group in
the Offset-test
Model information:
Number of observations 3886
Fixed effects coefficients 8
Random effects coefficients 29
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
47450 47519 -23714 47428
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 452.95 17.80 25.44 3878 0.00 418.04 487.86
Trial -0.22 0.01 -18.36 3878 0.00 -0.25 -0.20
Response Hand 8.10 3.35 2.42 3878 0.02 1.53 14.66
2.5° 13.64 5.72 2.38 3878 0.02 2.42 24.86
5.1° 10.88 5.68 1.91 3878 0.06 -0.26 22.03
10.3° 13.79 5.70 2.42 3878 0.02 2.62 24.97
15.4° 15.84 5.74 2.76 3878 0.01 4.59 27.09
20.6° 14.12 5.74 2.46 3878 0.01 2.87 25.37
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 28.42
Group: Participant (9 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 47.19
Group: Error
Name Estimate
sqrt(Dispersion) 0.26
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Table A.45 GLME table on the effect of video position for the race model group in the
Offset-test
Model information:
Number of observations 4728
Fixed effects coefficients 8
Random effects coefficients 31
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
57358 57430 -28668 57336
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 461.95 18.47 25.01 4720 0.00 425.74 498.17
Trial -0.21 0.01 -19.89 4720 0.00 -0.23 -0.19
Response Hand 11.37 2.92 3.89 4720 0.00 5.64 17.10
2.5° -4.31 5.01 -0.86 4720 0.39 -14.13 5.51
5.1° 7.77 5.11 1.52 4720 0.13 -2.24 17.78
10.3° -1.67 5.05 -0.33 4720 0.74 -11.56 8.23
15.4° 7.66 5.10 1.50 4720 0.13 -2.34 17.67
20.6° -0.45 5.04 -0.09 4720 0.93 -10.33 9.42
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 29394
Group: Participant (11 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 54.92
Group: Error
Name Estimate
sqrt(Dispersion) 0.25
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Table A.46 GLME table on the effect of video position for the Colavita group in the
Offset-test
Model information:
Number of observations 466
Fixed effects coefficients 8
Random effects coefficients 21
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
43994 44056 -21987 43974
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 438.72 13.90 31.55 458 0.00 411.39 466.04
Trial -0.15 0.02 -6.31 458 0.00 -0.19 -0.10
Response Hand -9.43 6.33 -1.49 458 0.14 -21.86 3.00
2.5° 1.18 11.28 0.10 458 0.92 -20.99 23.35
5.1° -8.63 11.04 -0.78 458 0.43 -30.32 13.06
10.3° -15.73 10.93 -1.44 458 0.15 -37.21 5.76
15.4° -8.62 11.01 -0.78 458 0.43 -30.25 13.01
20.6° -15.85 10.93 -1.45 458 0.15 -37.34 5.63
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 25.47
Group: Participant (1 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 56.54
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
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Statistics on attentional effects for the Aligned-test
Table A.47 GLME table on difference between left and right side pooled for all video
positions in the Aligned-test
Model information:
Number of observations 6088
Fixed effects coefficients 7
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Side + Video position + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
73634 73702 -36807 73614
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 469.06 14.30 32.80 6081 0.00 441.02 497.1
Trial -0.21 0.01 -19.23 6081 0.00 -0.23 -0.19
Response Hand 8.95 2.53 3.54 6081 0.00 3.99 13.92
10.3° 3.10 3.59 0.86 6081 0.39 -3.94 10.13
15.4° 0.37 3.57 0.10 6081 0.92 -6.63 7.37
20.6° -1.26 3.59 -0.35 6081 0.73 -8.29 5.77
Side 4.30 2.53 1.70 6081 0.09 -0.66 9.27
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 28.11
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 56.13
Group: Error
Name Estimate
sqrt(Dispersion) 0.23
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Table A.48 GLME table on the effect of video position on reaction times in the
Aligned-test
Model information:
Number of observations 7616
Fixed effects coefficients 7
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Video position + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
92131 92201 -46056 92111
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 469.23 14.02 33.46 7609 0.00 441.74 496.72
Trial -0.21 0.01 -21.68 7609 0.00 -0.23 -0.19
Response Hand 8.04 2.27 3.54 7609 0.00 3.59 12.49
5.1° 2.69 3.58 0.75 7609 0.45 -4.33 9.71
10.3° 5.94 3.59 1.66 7609 0.10 -1.09 12.97
15.4° 3.03 3.57 0.85 7609 0.39 -3.96 10.02
20.6° 1.52 3.58 0.42 7609 0.67 -5.50 8.54
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 28.03
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 50.22
Group: Error
Name Estimate
sqrt(Dispersion) 0.24
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Table A.49 t-values from the per-participant GLME in the Aligned-test (CA = co-
activation group, R = race model group, C = Colavita group)
Part. 1 2 3 4 5 6 7 8 9 10
t 0.51 -1.48 -0.76 1.04 0.62 0.48 -0.27 0.61 1.63 0.57
Group R C C CA R R R R CA R
Part. 11 12 13 14 15 16 17 18 19 20 21
t -0.25 -0.44 0.08 0.07 -0.81 0.92 0.57 0.44 -0.12 0.96 0.21
Group R R R R C CA R R R CA R
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Table A.50 GLME table on the effect of video position for co-activation group in the
Aligned-test
Model information:
Number of observations 1537
Fixed effects coefficients 7
Random effects coefficients 24
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
18967 19020 -9473.3 18947
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 478.12 34.69 13.78 1530 0.00 410.07 546.17
Trial -0.18 0.03 -7.20 1530 0.00 -0.23 -0.13
Response Hand -4.00 5.62 -0.71 1530 0.48 -15.03 7.02
5.1° 13.88 8.69 1.60 1530 0.11 -3.16 30.91
10.3° 19.48 8.80 2.21 1530 0.03 2.22 36.74
15.4° 11.84 8.70 1.36 1530 0.17 -5.22 28.90
20.6° 18.96 8.87 2.14 1530 0.03 1.57 36.35
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 31.67
Group: Participant (4 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 65.69
Group: Error
Name Estimate
sqrt(Dispersion) 0.25
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Table A.51 GLME table on the effect of video position for the race model group in the
Aligned-test
Model information:
Number of observations 1937
Fixed effects coefficients 7
Random effects coefficients 34
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
59665 59730 -29822 59645
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 463.69 16.56 28.00 4930 0.00 431.22 496.15
Trial -0.20 0.01 -16.91 4930 0.00 -0.23 -0.18
Response Hand 10.27 2.80 3.67 4930 0.00 4.79 15.76
5.1° 0.64 4.41 0.15 4930 0.88 -8.01 9.30
10.3° 5.99 4.42 1.36 4930 0.18 -2.68 14.65
15.4° 5.06 4.40 1.15 4930 0.25 -3.57 13.70
20.6° 0.08 4.41 0.02 4930 0.99 -8.56 8.72
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 27.33
Group: Participant (14 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 55.31
Group: Error
Name Estimate
sqrt(Dispersion) 0.24
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Table A.52 GLME table on the effect of video position for the Colavita group in the
Aligned-test
Model information:
Number of observations 1142
Fixed effects coefficients 7
Random effects coefficients 23
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Offset + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
13427 13477 -6703 13407
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 478.41 16.60 28.82 1135 0.00 445.84 510.99
Trial -0.29 0.02 -13.56 1135 0.00 -0.33 -0.25
Response Hand 13.73 4.89 2.81 1135 0.01 4.13 23.32
5.1° -2.16 7.90 -0.27 1135 0.78 -17.66 13.34
10.3° -10.82 7.79 -1.39 1135 0.17 -26.11 4.47
15.4° -18.42 7.74 -2.38 1135 0.02 -33.61 -3.23
20.6° -11.60 7.82 -1.48 1135 0.14 -26.94 3.74
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 32.39
Group: Participant (3 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 22.23
Group: Error
Name Estimate
sqrt(Dispersion) 0.20
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Statistics on attentional effects comparing Offset-test and Aligned-test
Table A.53 GLME table on the effect of video position, comparing Aligned-test (test1)
and Offset-test (test2)
Model information:
Number of observations 15177
Fixed effects coefficients 12
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Video position * Test setting + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
184137 184251 -92054 184107
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 468.45 13.18 35.54 15165 0.00 442.61 494.28
Trial -0.21 0.01 -32.56 15165 0.00 -0.22 -0.20
Response Hand 8.49 1.65 5.16 15165 0.00 5.26 11.72
5.1° 3.07 3.75 0.82 15165 0.41 -4.28 10.41
10.3° 6.00 3.75 1.60 15165 0.11 -1.35 13.36
15.4° 2.82 3.73 0.76 15165 0.45 -4.49 10.13
20.6° 1.12 3.75 0.30 15165 0.76 -6.22 8.47
Test setting -11.39 3.65 -3.12 15165 0.00 -18.55 -4.24
5.1° * Test setting 2 5.14 5.19 0.99 15165 0.32 -5.04 15.31
10.3° * Test setting 2 -1.90 5.18 -0.37 15165 0.71 -12.05 8.26
15.4° * Test setting 2 7.10 5.19 1.37 15165 0.17 -3.07 17.26
20.6° * Test setting 2 4.06 5.18 0.78 15165 0.43 -6.09 14.21
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 28.63
Group: Participant (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 50.86
Group: Error
Name Estimate
sqrt(Dispersion) 0.25
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Table A.54 GLME table on the effect of video position, comparing Aligned-test (test1)
and Offset-test (test2) for participants of the co-activation group in the Offset-test
Model information:
Number of observations 6520
Fixed effects coefficients 12
Random effects coefficients 31
Covariance parameters 4
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Video position * Test setting + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
79108 79217 -39538 79076
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 475.12 18.26 26.01 6508 0.00 439.31 510.92
Trial’ -0.23 0.01 -23.70 6508 0.00 -0.25 -0.21
Response Hand 9.53 2.50 3.81 6508 0.00 4.63 14.43
5.1° -0.20 5.69 -0.03 6508 0.97 -11.35 10.96
10.3° 2.42 5.70 0.42 6508 0.67 -8.75 13.60
15.4° -1.65 5.67 -0.29 6508 0.77 -12.78 9.47
20.6° -6.24 5.70 -1.10 6508 0.27 -17.41 4.93
Test setting -18.75 5.54 -3.39 6508 0.00 -29.60 -7.90
5.1° * Test setting 2 10.81 7.84 1.38 6508 0.17 -4.56 26.18
10.3° * Test setting 2 11.38 7.86 1.45 6508 0.15 -4.03 26.79
15.4° * Test setting 2 16.95 7.86 2.16 6508 0.03 1.54 32.36
20.6° * Test setting 2 20.12 7.88 2.55 6508 0.01 4.68 35.57
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 29.16
Group: Participant (9 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 43.39
Group: Test 1 (2 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 0.00
Group: Error
Name Estimate
sqrt(Dispersion) 0.01
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Table A.55 GLME table on the effect of video position, comparing Aligned-test (test1)
and Offset-test (test2) for participants of the race model group in the Offset-test
Model information:
Number of observations 7872
Fixed effects coefficients 12
Random effects coefficients 33
Covariance parameters 4
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Video position * Test setting + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
95820 95932 -47894 95788
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 465.80 17.85 26.09 7860 0.00 430.81 500.79
Trial’ -0.18 0.01 -20.27 7860 0.00 -0.20 -0.17
Response Hand 9.31 2.33 4.00 7860 0.00 4.75 13.88
5.1° 4.37 5.33 0.82 7860 0.41 -6.08 14.82
10.3° 6.83 5.33 1.28 7860 0.20 -3.61 17.27
15.4° 4.15 5.28 0.78 7860 0.43 -6.21 14.50
20.6° 2.74 5.29 0.52 7860 0.60 -7.64 13.12
Test setting -10.05 5.18 -1.94 7860 0.05 -20.20 0.10
5.1° * Test setting 2 3.42 7.39 0.46 7860 0.64 -11.06 17.90
10.3° * Test setting 2 -8.82 7.34 -1.20 7860 0.23 -23.20 5.57
15.4° * Test setting 2 3.20 7.35 0.44 7860 0.66 -11.20 17.61
20.6° * Test setting 2 -2.29 7.31 -0.31 7860 0.75 -16.62 12.04
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 28.42
Group: Participant (11 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 53.40
Group: Test 1 (2 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 0.00
Group: Error
Name Estimate
sqrt(Dispersion) 0.25
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Table A.56 GLME table on the effect of video position, comparing Aligned-test (test1)
and Offset-test (test2) for participants of the Colavita model group in the Offset-test
Model information:
Number of observations 7872
Fixed effects coefficients 12
Random effects coefficients 33
Covariance parameters 4
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Video position * Test setting + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC BIC LogLikelihood Deviance
95820 95932 -47894 95788
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 436.77 13.28 32.90 773 0.00 410.71 462.83
Trial’ -0.25 0.02 -11.79 773 0.00 -0.30 -0.21
Response Hand -7.14 5.35 -1.33 773 0.18 -17.65 3.37
Congruence (5.1°) 13.80 11.61 1.19 773 0.24 -9.00 36.59
Congruence (10.3°) 21.15 11.81 1.79 773 0.07 -2.04 44.33
Congruence (15.4°) 14.33 11.71 1.22 773 0.22 -8.66 37.33
Congruence (20.6°) 32.78 12.18 2.69 773 0.01 8.87 56.69
Test setting 31.89 11.79 2.70 773 0.01 8.74 55.04
Congruence (5.1°) * Test setting 2 -24.88 16.74 -1.49 773 0.14 -57.74 7.97
Congruence (10.3°) * Test setting 2 -40.28 16.78 -2.40 773 0.02 -73.22 -7.35
Congruence (15.4°) * Test setting 2 -24.89 16.78 -1.48 773 0.14 -57.84 8.05
Congruence (20.6°) * Test setting 2 -52.09 17.02 -3.06 773 0.00 -85.50 -18.68
Random effects covariance parameters:
Group: Keyword (20 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 39.36
Group: Participant (1 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 0.00
Group: Test 1 (1 Levels)
Name1 Name2 Type Estimate
Intercept Intercept std 0.00
Group: Error
Name Estimate
sqrt(Dispersion) 0.19
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Simon effect analysis
Table A.57 GLME table for Simon effect analysis of the Offset-test
Model information:
Number of observations 1505 – 1520
Fixed effects coefficients 4
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Congruence + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 2.5° 5.1° 10.3° 15.4° 20.6°
AIC 18533 18380 18543 18516 18279
BIC 18571 18417 18580 18553 18316
LogLikelihood -9260 -9183 -9264 -9251 -9132
Deviance 18519 18366 18529 18502 18265
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 457.05 13.51 33.83 1515 0.00 430.54 483.55
Trial -0.21 0.02 -10.88 1515 0.00 -0.25 -0.17
Response Hand 5.57 5.25 1.06 1515 0.29 -4.72 15.87
Congruence (2.5°) 5.80 5.25 1.11 1515 0.27 -4.49 16.10
(Intercept) 471.01 15.51 30.37 1504 0.00 440.60 501.43
Trial -0.22 0.02 -12.07 1504 0.00 -0.26 -0.19
Response Hand 8.69 5.18 1.68 1504 0.09 -1.47 18.84
Congruence (5.1°) -3.82 5.17 -0.74 1504 0.46 -13.96 6.32
(Intercept) 462.43 13.41 34.49 1516 0.00 436.13 488.73
Trial -0.22 0.02 -11.13 1516 0.00 -0.25 -0.18
Response Hand 9.85 5.25 1.88 1516 0.06 -0.44 20.14
Congruence (10.3°) -6.33 5.24 -1.21 1516 0.23 -16.61 3.95
(Intercept) 459.18 14.83 30.96 1501 0.00 430.09 488.27
Trial -0.19 0.02 -9.70 1501 0.00 -0.23 -0.16
Response Hand 8.16 5.54 1.47 1501 0.14 -2.70 19.02
Congruence (15.4°) 5.52 5.53 1.00 1501 0.32 -5.34 16.37
(Intercept) 471.23 14.93 31.57 1510 0.00 441.95 500.51
Trial -0.23 0.02 -13.04 1510 0.00 -0.27 -0.20
Response Hand 14.13 4.88 2.90 1510 0.00 4.56 23.70
Congruence (20.6°) -13.64 4.88 -2.80 1510 0.01 -23.20 -4.07
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 25.85 – 32.35
Group: Participant (21 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 44.80 – 55.10
Group: Error Name Estimate
sqrt(Dispersion) 0.24 – 0.25
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Table A.58 GLME table for Simon effect analysis of the Aligned-test
Model information:
Number of observations 1506 – 1535
Fixed effects coefficients 4
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Congruence + (1 | Keyword) + (1 | Participant)
Model fit statistics:
AIC 18574 18531 18614 18104
BIC 18611 18569 18651 18141
LogLikelihood -9280 -9258 -9300 -8045
Deviance 18560 18517 18600 18090
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 476.65 14.83 32.14 1521 0.00 447.56 505.74
Trial -0.24 0.02 -10.58 1521 0.00 -0.28 -0.19
Response Hand 11.76 5.16 2.28 1521 0.02 1.64 21.88
Congruence (5.1°) -4.73 5.16 -0.92 1521 0.36 -14.85 5.38
(Intercept) 461.66 15.61 29.58 1518 0.00 431.05 492.28
Trial -0.16 0.02 -6.99 1518 0.00 -0.20 -0.11
Response Hand 16.67 5.16 3.23 1518 0.00 6.55 26.79
Congruence (10.3°) -5.88 5.15 -1.14 1518 0.25 -15.97 4.22
(Intercept) 474.41 14.71 32.25 1531 0.00 445.56 503.27
Trial -0.21 0.02 -9.69 1531 0.00 -0.26 -0.17
Response Hand 1.63 5.03 0.32 1531 0.75 -8.24 11.50
Congruence (15.4°) -0.85 5.03 -0.17 1531 0.87 -10.72 9.02
(Intercept) 477.59 15.11 31.61 1502 0.00 447.95 507.23
Trial -0.24 0.02 -11.52 1502 0.00 -0.29 -0.20
Response Hand 4.15 4.78 0.87 1502 0.39 -5.23 13.54
Congruence (20.6°) 1.64 4.78 0.34 1502 0.73 -7.75 11.02
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 23.40 – 30.35
Group: Participant (21 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 52.56 – 57.33
Group: Error Name Estimate
sqrt(Dispersion) 0.22 – 0.24
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Table A.59 GLME table for Simon effect analysis comparing Offset-test and Aligned-
test
Model information:
Number of observations 3020 – 3042
Fixed effects coefficients 6
Random effects coefficients 41
Covariance parameters 3
Distribution Gamma
Link Identity
FitMethod MPL
Formula:
RT 1 + Trial + Response Hand + Congruence * Test setting + (1 | Keyword) + (1 | Participant)
Model fit statistics:
Evaluated offset 5.1° 10.3° 15.4° 20.6°
AIC 36997 37112 37107 36391
BIC 37051 37166 37162 36445
LogLikelihood -18489 -18547 -18545 -18187
Deviance 36979 37094 37089 36373
Fixed effects coefficients (95% CIs):
Name Estimate SE tStat DF p Lower Upper
(Intercept) 482.75 15.89 30.38 3027 0.00 451.59 513.91
Trial -0.23 0.01 -15.60 3027 0.00 -0.26 -0.20
Response Hand 9.46 3.74 2.53 3027 0.01 2.13 16.79
Congruence (5.1°) -5.63 11.96 -0.47 3027 0.64 -29.07 17.81
Test setting -5.80 5.38 -1.08 3027 0.28 -16.35 4.76
Test setting * Congruence (5.1° ) 1.14 7.48 0.15 3027 0.88 -13.52 15.81
(Intercept) 482.41 15.35 31.43 3036 0.00 452.32 512.51
Trial -0.19 0.01 -12.70 3036 0.00 -0.22 -0.16
Response Hand 13.37 3.76 3.56 3036 0.00 6.01 20.74
Congruence (10.3°) -4.81 12.05 -0.40 3036 0.69 -28.44 18.83
Test setting -13.08 5.42 -2.41 3036 0.02 -23.72 -2.45
Test setting * Congruence (10.3° ) -1.22 7.51 -0.16 3036 0.87 -15.95 13.50
(Intercept) 480.40 15.76 30.48 3034 0.00 449.50 511.30
Trial -0.20 0.01 -13.52 3034 0.00 -0.23 -0.17
Response Hand 4.20 3.77 1.12 3034 0.26 -3.18 11.58
Congruence (15.4°) -8.81 11.99 -0.73 3034 0.46 -32.31 14.69
Test setting -8.84 5.35 -1.65 3034 0.10 -19.33 1.65
Test setting * Congruence ( 15.4°) 7.22 7.53 0.96 3034 0.34 -7.54 21.99
(Intercept) 472.93 15.74 30.05 3014 0.00 442.07 503.79
Trial -0.23 0.01 -16.68 3014 0.00 -0.26 -0.20
Response Hand 9.71 3.47 2.79 3014 0.01 2.89 16.52
Congruence (20.6°) 16.34 11.15 1.46 3014 0.14 -5.53 38.20
Test setting -0.10 4.97 -0.02 3014 0.98 -9.85 9.66
Test setting * Congruence ( 20.6° ) -14.72 6.96 -2.12 3014 0.03 -28.36 -1.08
Random effects covariance parameters:
Group: Keyword (20 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 26.40 – 30.59
Group: Participant (21 Levels) Name1 Name2 Type Estimate
Intercept Intercept std 48.68 – 52.51
Group: Error Name Estimate sqrt(Dispersion) 0.23 – 0.25
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B.1 Experiment 1: the influence of individual varia-
tions on the ventriloquism effect
These are the instructions given to participants to read prior to the experiment described
in Chapter 3.
Test on the perceived spatial alignment of audio and video signal
This is a test on your audio-visual perception. You are asked to judge whether the
person speaking in the video and the sound you hear are spatially coherent, at the same
position in space.
There will be a training session of 60 trials at the beginning of the test. The main
test contains 260 runs. You can pause the test by pressing the indicated button. Please
take at least one break during the test and restart after you have rested for a few minutes
by pressing the same button again.
Procedure:
1. Press the indicated button to start the test.
2. After about a second, a video will start with a person saying a sentence.
3. Watch and listen to the video to decide, whether the sound you hear and the
mouth and face you see are spatially coherent or at the same spot. Press
(a) “L” for coherent
(b) “R” for incoherent
4. Your answer will now be confirmed with the words displayed and with a video.
This is only a confirmation of your answer! You do NOT need to react on this
video.
5. The next run will start immediately after the end of the second video.
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Localisation test
This is a very quick test on your localization abilities. Letters from a-z will be displayed
on screen representing different positions. Please type the letter followed by “enter”,
where you localize the noise bursts. Procedure:
• Press “s” to start the test.
• You will here three noise bursts.
• Move the cursor into the textbox and type in the letter where you localized the
noise bursts
• Press “enter”.
• The next trial starts immediately.
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B.2 Experiment 2: the influence of test signals on the
strength of the ventriloquism effect
Test on the perceived spatial alignment of audio and video signal
This is a test on your audio-visual perception. You are asked to judge whether the
actions you see in the video and the sound you hear are spatially coherent, at the same
position in space. The videos do not vary in the time alignment between audio and
vision. There will be a training session of 60 trials at the beginning of the test. The
main test contains 340 runs. You can pause the test by pressing the indicated button.
The test will automatically pause after 170 runs for you to take a short break. You can
restart the test manually by pressing the “Pause/Replay” button.
Procedure:
1. Press the indicated button to start the test.
2. AAfter about a second, a video will start with one of seventeen different actions.
3. Watch and listen to the video to decide, whether the sound you hear and the
action you see are spatially coherent or at the same spot.
Press
(a) “L” for coherent / same place
(b) “R” for incoherent / different place
4. Your answer will now be confirmed with the words displayed and with a video.
This is only a confirmation of your answer! You do NOT need to react on this
video nor does it tell whether your answer was right or wrong.
5. The next run will start immediately after the end of the second video.
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B.3 Experiment 3a: reaction time measurements with
pink noise interference
Discrimination Reaction Test
This is a choice reaction test. You are asked to identify the spoken word as fast as
possible and indicate to which word displayed it corresponds by pressing the according
button.
There will be a training session of 60 trials at the beginning of the test. The main
test contains 520 runs. You can pause the test by pressing the indicated button. Please
take at least one break during the test and restart after you have rested for a few minutes
by pressing the same button again.
Procedure:
1. Press the indicated button to start the test.
2. Two words will be displayed.
3. After about a second, a video will start with a person saying the sentence: Say
[KEYWORD] again!
4. Upon hearing the second word/keyword, press the button that corresponds with
the word as fast as possible: Press
(a) “L” for the left word and
(b) “R” for the right word.
5. You will now get feedback on your reaction time in written word and a video
comment. You do NOT need to react on this video.
6. The next run will start immediately after the end of the second video.
The main test above will be followed by two short tests of 80 trials each. In the
two parts you will be presented with either only the audio signal or only the video
signal. You do not need to take any break within these short tests.
The test will take about 1.5h in total.
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B.4 Experiment 3b: reaction time experiments with
multi-talker speech interference
Discrimination Reaction Test
This is a choice reaction test. You are asked to identify the spoken word as fast as
possible and indicate to which word displayed it corresponds by pressing the according
button. There will be a training session of 60 trials at the beginning of the test. The
main test contains 400 runs. You can pause the test by pressing the indicated button.
Please take at two breaks after about run 130 and run 260 and restart after you have
rested for a few minutes by pressing the same button again.
1. Press the indicated button to start the test.
2. Two words will be displayed.
3. After about a second, a video will start with a person saying the sentence: Say
[KEYWORD] again!
4. Upon hearing the second word/keyword, press the button that corresponds with
the word as fast as possible: Press
(a) “L” for the left word and
(b) “R” for the right word.
5. You will now get feedback on your reaction time in written word and a video
comment. You do NOT need to react on this video.
6. The next run will start immediately after the end of the second video.
The main test above will be followed by two short tests of 80 trials each. In the
two parts you will be presented with either only the audio signal or only the video
signal. You do not need to take any break within these short tests.
The test will take about 1.5h in total.
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B.5 Experiment 3c and 3d: reaction time measurements
with video at offset positions
Discrimination Reaction Test
This is a choice reaction test. You are asked to identify the spoken word as fast as
possible and indicate to which word displayed it corresponds by pressing the according
button. There will be a training session of 60 trials at the beginning of each test. The
main test contains 480(Part1)/400(Part2) runs. You can pause the test by pressing the
indicated button. Please take at least one break during the test and restart after you
have rested for a few minutes by pressing the same button again.
Part 1: Please take a mandatory break after 160 and 320 runs.
Part 2: Please take a mandatory break after 130 and 260 runs.
1. Press the indicated button to start the test.
2. Two words will be displayed.
3. After about a second, a video will start with a person saying the sentence: Say
[KEYWORD] again!
4. Upon hearing the second word/keyword, press the button that corresponds with
the word as fast as possible: Press
(a) “L” for the left word and
(b) “R” for the right word.
5. You will now get feedback on your reaction time in written word and a video
comment. You do NOT need to react on this video.
6. The next run will start immediately after the end of the second video.
The test will take about 1h in total.
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B.6 Participant Information Sheet [version 1, 06/02/2018]
[Reaction time measurements for the assessment
of spatial audio-visual offset]
Audio-visual spatial perception
Introduction
I would like to invite you to take part in a research project. Before you decide you
need to understand why the research is being done and what it will involve for you.
Please take the time to read the following information carefully and ask questions
about anything you do not understand. Talk to others about the study if you wish.
What is the purpose of the study?
The purpose of the study is to measure reaction times in a word recognition task in
different settings of audio-visual spatial alignment. The results should then show, how
sensitive our perception is on spatial mismatch.
Why have I been invited to take part in the study?
You have been invited to take part in this study as you have previously taken part in a
similar test setting. For a better comparability between results, you are asked to also
participate in this second set of tests.
Do I have to take part?
No, you do not have to participate. There will be no adverse consequences in terms
of your legal rights and your care / treatment / employment status / education, that
is, there will be no impact on your assessment or class of degree*, if you decide not
to participate or withdraw at a later stage. You can withdraw your participation at
any time. You can request for your data to be withdrawn until [date, e.g. submission
of online questionnaire] / until publication of the data* without giving a reason and
without prejudice.
If you withdraw from the study this will mean the following for your partici-
pation and data:
All identifiable data collected would be withdrawn from the study. Data which is
not identifiable to the research team may be retained because we cannot trace this
information back to you. No further data would be collected.
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What will my involvement require?
If you agree to take part, we will then ask you to sign a consent form. If you do decide
to take part you will be given this information sheet to keep and a copy of your signed
consent form. The research will for 2 weeks and your involvement would only be
required for two sessions of about 1 hour each. During this time, you will be asked to
come to room 04BB00.
What will I have to do?
You are asked to perform word recognition reaction time tests.
What will happen to data that I provide?
Research data are stored securely for at least 10 years following their last access and
project data for at least 6 years in line with the University of Surrey policies.
Personal data will be handled in accordance with the UK Data Protection Act
(1998).
What are the possible disadvantages or risks of taking part?
The test can be perceived as lengthy and strenuous. In this case you are free to take a
break.
What are the possible benefits of taking part?
None.
What if there is a problem?
Any complaint or concern about any aspect of the way you have been dealt with during
the course of the study will be addressed; please contact me, Hanne Stenzel, Principal
Investigator on h.stenzel@surrey.ac.uk in the first instance or my Supervisor Dr. Philip
Jackson.
Will my taking part in the study be kept confidential?
Yes. Your details will be held in complete confidence and we will follow ethical
and legal practice in relation to all study procedures. Personal data (name, contact
details), will be handled in accordance with the UK Data Protection Act 1998 so that
unauthorised individuals will not have access to them.
The data you provide will be anonymised and your personal data will be stored
securely separately from those anonymised data . You will not be identified in any
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reports/publications resulting from this research and those reading them will not know
who has contributed to it. Full contact details of researcher and supervisor
Hanne Stenzel
h.stenzel@surrey.ac.uk
07778 283 578
Dr. Philip Jackson
p.jackson@surrey.ac.uk
+44 (0)1483 68-6044
Who is organising and funding the research?
This work is supported by the EPSRC program Grant S3A: Future Spatial Audio for
an Immersive Listener Experience at Home (EP/L000539/1) and the BBC as part of
the BBC Audio Research Partnership.
Who has reviewed the project?
This research has been looked at by an independent group of people, called an Ethics
Committee, to protect your interests. This study has been reviewed by and received a
favourable ethical opinion from following the self-check procedure of the Research
Ethics Committee/ University of Surrey Ethics Committee (receipt number 160708-
160702-29366694).
Thank you for taking the time to read this Information Sheet.
B.7 Consent Form [version 1, 06/02/2018]
[Reaction time measurements for the assessment of spatial audio-visual offset]
Please initial each box
• I have read and understood the Information Sheet provided (version 1, 06/02/2018).
I have been given a full explanation by the investigators of the nature, purpose,
location and likely duration of the study, and of what I will be expected to do.
• I have been advised about any disadvantages/risks/discomfort/possible ill-effects*
on my health and well-being which may result. I have been given the opportunity
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to ask questions on all aspects of the study and have understood the advice and
information given as a result.
• I agree to comply with the requirements of the study as outlined to me to the
best of my abilities.
• I agree for my anonymised data and/ to be used for this study that will have
received all relevant legal, professional and ethical approvals.
• I understand that all project data will be held for at least 6 years and all research
data for at least 10 years in accordance with University policy and
• that my personal data is held and processed in the strictest confidence, and in
accordance with the UK Data Protection Act (1998).
• I agree for the researchers to contact me about future studies.
• I understand that I am free to withdraw from the study at any time without
needing to justify my decision, without prejudice and without my legal rights
and studies/employment/medical care* being affected.
• I understand that I can request for my data to be withdrawn until publication
of the data and that following my request personal data will be destroyed but I
allow the researchers to use anonymous data already collected.
• I confirm that I have read and understood the above and freely consent to
participating in this study. I have been given adequate time to consider my
participation.
Name of participant (BLOCK CAPITALS)
......................................................
Signed ......................................................
Date ......................................................
Name of researcher/person* taking consent (BLOCK CAPITALS)
..............................................
Signed ....................................................
Date ....................................................

