Thesauruses are useful resources for NLP; however, manual construction of thesaurus is time consuming and suffers low coverage. Automatic thesaurus construction is developed to solve the problem. Conventional way to automatically construct thesaurus is by finding similar words based on context vector models and then organizing similar words into thesaurus structure. But the context vector methods suffer from the problems of vast feature dimensions and data sparseness. Latent Semantic Index (LSI) was commonly used to overcome the problems. In this paper, we propose a feature clustering method to overcome the same problems. The experimental results show that it performs better than the LSI models and do enhance contextual information for infrequent words.
Introduction
Thesaurus is one of the most useful linguistic resources. It provides information more than just synonyms. For example, in WordNet (Fellbaum, 1998) , it also builds up relations between synonym sets, such as hyponym, hypernym. There are two Chinese thesauruses Cilin(1983) and Hownet 1 . Cilin provides synonym sets with simple hierarchical structure. Hownet uses some primitive senses to describe word meanings. The common primitive senses provide additional relations between words implicitly. However, many words occurred in contemporary news corpora are not covered by Chinese thesauruses. Therefore, we intend to create a thesaurus based on contemporary news corpora. The common steps to automatically construct a thesaurus include a) contextual information extraction, b) finding synonym words and c) organizing synonym words into a thesaurus. The approach is based upon the fact that word meaning lays on its contextual behavior. If words act similarly in context, they may share the same meaning. However, the method can only handle frequent words rather than infrequent ones. In fact most of vocabularies occur infrequently, one has to discover extend information to overcome the data sparseness problem. We will introduce the conventional approaches for automatic thesaurus construction in section 2. Follow a discussion about the problems and solutions of context vector models in section 3. In section 4, we use two performance evaluation metrics, i.e. discrimination and nonlinear interpolated precision, to evaluate our proposed method.
Conventional approaches for automatic thesaurus construction
The conventional approaches for automatic thesaurus construction include three steps: (1) Acquire contextual behaviors of words from corpora. (2) Calculate the similarity between words. (3) Finding similar words and then organizing into a thesaurus structure.
Acquire word sense knowledge
One can model word meanings by their cooccurrence context. The common ways to extract co-occurrence contextual words include simple window based and syntactic dependent based (You, 2004) . Obviously, syntactic dependent relations carry more accurate information than window based. Also, it can bring additional information, such as POS (part of speech) and semantic roles etc. To extract the syntactic de-
pended relation, a raw text has to be segmented, POS tagged, and parsed. Then the relation extractor identifies the head-modifier relations and/or head-argument relations. Each relation could be defined as a triple (w, r, c), where w is the thesaurus term, c is the co-occurred context word and r is the relation between w and c.
Then context vector of a word is represented differently by different models, such as: tf, weight-tf, Latent Semantic Indexing (LSI) (Deerwester, S.,et al., 1990) and Probabilistic LSI (Hofmann, 1999 is the co-occurrence probability of wordk when given wordi. c) LSI or PLSI models: using tf or weighted-tf co-occurrence matrix and by adopting LSI or PLSI to reduce the dimension of the matrix.
Similarity between words
The common similarity functions include a) Adopting simple frequency feature, such as cosine, which computes the angle between two context vectors; b) Represent words by the probabilistic distribution among contexts, such as Kull-Leiber divergence (Cover and Thomas, 1991) .
The first step is to convert the co-occurrence matrix into a probabilistic matrix by simple formula. 
To convert distance to similarity value, we adopt the formula inspired by Mochihashi, and Matsumoto 2002.
Organize similar words into thesaurus
There are several clustering methods can be used to cluster similar words. For example, by selecting N target words as the entries of a thesaurus, then extract top-n similar words for each entry; adopting HAC(Hierarchical agglomerative clustering, E.M. Voorhees,1986) method to cluster the most similar word pairs in each clustering loop. Eventually, these similar words will be formed into synonyms sets.
Difficulties and Solutions
There are two difficulties of using context vector models. One is the enormous dimensions of con-
textual words, and the other is data sparseness problem. Conventionally LSI or PLSI methods are used to reduce feature dimensions by mapping literal words into latent semantic classes. The researches show that it's a promising method (April Kontostathis, 2003) . However the latent semantic classes also smooth the information content of feature vectors. Here we proposed a different approach to cope with the feature reduction and data sparseness problems.
Feature Clustering
Reduced feature dimensions and data sparseness cause the problem of inaccurate contextual information. In general, one has to reduce the feature dimensions for computational feasibility and also to extend the contextual word information to overcome the problem of insufficient context information.
In our experiments, we took the clusteredfeature approaches instead of LSI to cope with these two problems and showed better performances. The idea of clustered-feature approaches is by adopting the classes of clustering result of the frequent words as the new set of features which has less feature dimensions and context words are naturally extend to their class members. We followed the steps described in section 2 to develop the synonyms sets. First, the syntactic dependent relations were extracted to create the context vectors for each word. We adopted the skew divergence as the similarity function, which is reported to be the suitable similarity function (Masato, 2005) , to measure the distance between words.
We used HAC algorithm to develop the synonyms classes, which is a greedy method, simply to cluster the most similar word pairs at each clustering iteration. 
Clustered-Feature Vectors
We obtain the synonyms sets S from above HAC method. Let the extracted synonyms sets S = { S Due to the transformed coordination no longer stands for either frequency or probability, we use simple cosine function to measure the similarity between these transformed clustered-feature vectors.
Evaluation
To evaluate the performance of the feature clustering method, we had prepared two sets of testing data with high and low frequency words respectively. We want to see the effects of feature reduction and feature extension for both frequent and infrequent words. 
Discrimination Rates
The discrimination rate is used to examine the capability of distinguishing the correlation between words. Given a word pair (wordi,wordj), one has to decide whether the word pair is similar or not. Therefore, we will arrange two different word pair sets, related and unrelated, to estimate the discrimination. By given the formula below ,where Na and Nb are respectively the numbers of synonym word pairs and unrelated word pairs. As well as, na and nb are the numbers of correct labeled pairs in synonyms and unrelated words.
Nonlinear interpolated precision
The Nap evaluation is used to measure the performance of restoring words to taxonomy, a similar task of restoring words in WordNet (Dominic Widdows, 2003) . The way we adopted Nap evaluation is to reconstruct a partial Chinese synonym set, and measure the structure resemblance between original synonyms and the reconstructed one. By doing so, one has to prepare certain number of synonyms sets from Chinese taxonomy, and try to reclassify these words.
Assume there are n testing words distributed in R synonyms sets. Let i 1 R stands for the represented word of the ith synonyms set. Then we will compute the similarity ranking between each represented word and the rest n-1 testing words. By given formula The NAP value means how many percent synonyms can be identified. The maximum value of NAP is 1, means the extracted similar words are exactly match to the synonyms.
Experiments
The context vectors were derived from a 10 year news corpus from The Central News Agency. It contains nearly 33 million sentences, 234 million word tokens, and we extracted 186 million syntactic relations from this corpus. Due to the low reliability of infrequent data, only the relation triples (w, r, c), which occurs more than 3 times and POS of w and c must be noun or verb, are used. It results that nearly 30,000 high frequent nouns and verbs are used as the contextual features. And with feature clustering 2 , the contextual dimensions were reduced from 30,988 literal words to 12,032 semantic classes.
In selecting testing data, we consider the words that occur more than 200 times as high frequent words and the frequencies range from 40 to 200 as low frequent words.
Discrimination
For the discrimination experiments, we randomly extract high frequent word pairs which include 500 synonym pairs and 500 unrelated word pairs from Cilin (Mei et. al, 1983) . At the mean time, we also prepare equivalent low frequency data.
We use a mathematical technique Singular Value Decomposition (SVD) to derive principal components and to implement LSI models with respect to different feature dimensions from 100 to 1000. We compare the performances of different models. The results are shown in the following figures.
Figure1. Discrimination for high frequent words
The result shows that for the high frequent data, although the feature clustering method did not achieve the best performance, it performances better at related data and a balanced performance at unrelated data. The tradeoffs be- tween related recalls and unrelated recalls are clearly shown. Another observation is that no matter of using LSI or literal word features (tf or weight_tf), the performances are comparable. Therefore, we could simply use any method to handle the high frequent words.
Figure2 Discrimination for low frequent word
For the infrequent words experiments, neither LSI nor weighted-tf performs well due to insufficient contextual information. But by introducing feature clustering method, one can gain more 6% accuracy for the related data. It shows feature clustering method could help gather more information for the infrequent words.
Nonlinear interpolated precision
For the Nap evaluation, we prepared two testing data from Cilin and Hownet. In the high frequent words experiments, we extract 1 13 31 11 1 w wo or rd ds s w wi it th hi in n 3 35 52 2 s synonyms sets from Cilin and 2981 words within 570 synonyms sets from Hownet. In high frequent experiments, the results show that the models retaining literal form perform better than dimension reduction methods. It means in the task of measuring similarity of high frequent words using literal contextual feature vectors is more precise than using dimension reduction feature vectors.
In the infrequent words experiments, we can only extract 202 words distributed in 62 synonyms sets from Cilin and 1089 words within 222 synonyms sets. Due to fewer testing words, LSI was not applied in this experiment. It shows with insufficient contextual information, the feature clustering method could not help in recalling synonyms because of dimensional reduction.
Error Analysis and Conclusion
Using context vector models to construct thesaurus suffers from the problems of large feature dimensions and data sparseness. We propose a feature clustering method to overcome the problems. The experimental results show that it performs better than the LSI models in distinguishing related/unrelated pairs for the infrequent data, and also achieve relevant scores on other evaluations.
Feature clustering method could raise the ability of discrimination, but not robust enough to improve the performance in extracting synonyms. It also reveals the truth that it's easy to distinguish whether a pair is related or unrelated once the word pair shares the same sense in their senses. However, it's not the case when seeking synonyms. One has to discriminate each sense for each word first and then compute the similarity between these senses to achieve synonyms. Because feature clustering method lacks the ability of senses discrimination of a word, the method can handle the task of distinguishing correlation pairs rather than synonyms identification. Also, after analyzing discrimination errors made by context vector models, we found that some errors are not due to insufficient contextual information. Certain synonyms have dissimilar contextual contents for different reasons. We observed some phenomenon of these cases: a) Some senses of synonyms in testing data are not their dominant senses.
Take guang1hua2 (光華) for example, it has a sense of "splendid" which is similar to the sense of guang1mang2 (光芒). Guang1hua2 and guang1mang2 are certainly mutually changeable in a certain degree, guang1hua2jin4shi4 (光華盡 失) and guang1mang2jin4shi4 (光芒盡失), or xi2ri4guang1hua2 ( 昔日光華) and xi2ri4guang1mang2 (昔日光芒). However, the dominated contextual sense of guang1hua2 is more likely to be a place name, like guang1hua2shi4chang3( 光華市場) or hua1lian2guang1hua2 (花蓮光華) etc 3 . Similarly, zhong1shen1 (終身) and sheng1ping2 ( 生平) both refer to "life-long time". zhong1shen1 explicates things after a time point, which differs from sheng1ping2, showing matters before a time point. c) Domain specific usages.
For example, in medical domain news ,wa1wa1 (娃娃) occurs frequently with bo1li2 (玻璃) refer to kind of illness. Then the corpus reinterpret wa1wa1 (娃娃) as a sick people, due to it occurs with medical term. But the synonym of wa1wa1 ( 娃娃), xiao3peng2you3( 小朋友) stands for money in some finance news. Therefore, the meanings of words change from time to time. It's hard to decide whether meaning is the right answer when finding synonyms.
With above observations, our future researches will be how to distinguish different word senses from its context features. Once we could distinguish the corresponding features for different senses, it will help us to extract more accurate synonyms for both frequent and infrequent words. 
