Abstract-In the past decade, we have witnessed an explosive growth of the Web, online communities, and social media. This has led to a substantial increase in the range and scope of electronic communication and distributed collaboration. In distributed teams, social communication is thought to be critical for creating and sustaining relationships, but there is often limited opportunity for team members to build interpersonal connections through face to face interactions. Although social science research has examined some relational aspects of distributed teams, this work has only recently begun to explore the potentially complex relationship between communication, interpersonal relationship formation, and the effectiveness of distributed teams. In this work, we analyze data from an experimental study comparing distributed and co-located teams of undergraduates working to solve logic problems. We use a combined set of tools, including statistical analysis, social network analysis, and machine learning, to analyze the influence of interpersonal communication on the effectiveness of distributed and co-located teams. Our results indicate there are significant differences in participants' self-and group perceptions with respect to: (i) distributed vs. co-located settings, and (ii) communication structures within the team.
I. INTRODUCTION
In the past decade, we have witnessed an explosive growth in the use of the Web, online communities, and social media. This has led to widespread adoption of multiple modalities for electronic communication, which in turn has made it easier to form virtual teams and collaborate in a geographically distributed manner. Social communication is thought to be critical for creating and sustaining relationships in these distributed teams. However, while social science research has examined some relational aspects of distributed teams, the approaches that examine the impact of communication on team effectiveness are limited in their focus either on modeling simple aggregate statistics (e.g., communication frequency), or individual dyadic relationships (e.g., between a single pair of individuals). In this work, we combine the use of statistical analysis, social network analysis, and machine learning to analyze the influence of interpersonal communication on the effectiveness of distributed and co-located teams.
Communication is often described as the glue that holds distributed teams together and lack of personal relationships can have a major impact on team dynamics in distributed settings [1] . Although the relational aspects of teams is acknowledged as important, theoretical models that capture these complex patterns still remain to be developed [2] . Moreover, to date social science research has often neglected to fully examine the influence of social communication on interpersonal relationships among team members [3] and the work that does exist has produced rather mixed results. Specifically, some evidence suggests that team effectiveness is challenged because its geographic dispersion constrains the interpersonal communication among team members [4] . Other work has analyzed the effect of remote communication on groups by categorizing the communication text itself [5] and the results indicated that distributed communication was more task-oriented and thus more conducive to problem-solving. Additional research has failed to find a negative relationship between team distribution and a variety of interpersonal indices [6] . The tenor of previous research findings reveals the potentially complex relationship between communication, interpersonal relationship formation, and the effectiveness of distributed teams. To tease apart how communication functions in such a context, however, and to understand its impact on the overall effectiveness of a team, requires the combined analysis of both interactions among team members and their individual activity/performance, traits, and perceptions.
In this work, we analyze data from a laboratory study on small cooperative teams conducted at Purdue University, comparing distributed and co-located teams. In the experiment, small teams of three to four undergraduate students were given a logic problem to solve as a group in a 45 minute session. In the first phase of the experiment the teams were distributed and the participants communicated online through a chat room. In the second phase of the experiment, the teams were co-located and the participants communicated face-to-face in the same room. Each participant answered a survey after the session, where they evaluated the performance and characteristics of their teammates, their own performance, and the performance of the group as a whole. In addition, the survey assessed the participant's communication aggressiveness, communication anxiety and self-esteem. Transcripts of the chat rooms conversations were recorded and videos of the face-to-face encounters were manually transcribed into a similar format.
Our analysis focuses on two aspects of the experimental data: determining what factors are predictive of the participants' evaluations of group performance, and discovering communication structures in the stream of communications among the participants. From the transcripts of the conversations we can determine how frequently each member spoke (or posted), as well as who they were replying to. This facilitates representing the group communication as a weighted graph, where the number of messages sent between two members is summarized as a weight on each edge. We use this structure to identify group types and determine member roles within those groups. We combine the communication information with the survey information (i.e., personal, teammate, and group impressions) and employ analytic methods to compare the properties of distributed and face-to-face groups.
Our main findings include:
• We identify three types of groups: hub, outlier, equal, and four roles of individual: hub, spoke, outlier, equal.
• Individuals identified as hubs are more assertive than those in other roles, while outliers are less assertive.
• In co-located and distributed settings, outlier individuals rate themselves lower on almost every category of positive evaluation (compared to other roles). However, in co-located teams, outliers also report significantly higher levels of communication aggressiveness.
• Participants in co-located settings rate their groups more highly in terms of productivity, effectiveness, trust, cohesion and satisfaction than individuals in distributed groups. Moreover, participants in equal-type groups, rate their group significantly higher on cohesion compared to participants in other (co-located) group types. They also report significantly higher levels of self-likability.
• We learned statistical models to predict individual ratings of group productivity, effectiveness, trust, cohesion, and satisfaction-and the models for predicting group trust are most accurate overall. However, we observe significant differences between the models for distributed and co-located settings-there is a larger improvement over baseline for predicting (i) productivity in distributed settings, and (ii) effectiveness in co-located settings.
• Gender is a significant feature in the predictive models for distributed teams but not in co-located teams. For predicting group productivity specifically, outgoing evaluations (i.e., ratings of teammates) of respect and productivity are more important in the distributed setting, while outgoing evaluations of task-orientation and likability are more important in the co-located setting. For predicting group effectiveness, both outgoing and self evaluations of productivity are more important in the distributed setting.
II. DATA DESCRIPTION
We analyzed data gathered at Purdue University for an experiment in small-group team communication, which consists of two phases. During the experiment students were assigned to teams of three to four individuals. Participants in Phase I communicated in a distributed fashion using an online chat room (in geographically dispersed locations), and participants in Phase II communicated face-to-face in the same room. We will hereafter refer to Phase I as Chat and Phase II as Face-toface. In Chat, there were 79 groups of size three and 48 groups of size four, while Face-to-face had 27 groups of size three and 35 groups of size four. In both settings, each team was given a logic problem to solve as a group over a 45 minute time period. An example of one such puzzle is given a set of names, occupations, companies, and a set of constraints, match each person to their correct occupation and company.
After the session participants evaluated the traits and performance of each member (including themselves), as well as the performance of the group as a whole. The set of survey questions assessed participants on: competence, conflict (with the team), dominance, level of emotion (nervousness), involvement, likability, productivity, respectability, task-orientation, and trustworthiness. The participants also evaluated the performance of the group on group: cohesion, effectiveness, productivity, trustworthiness, and satisfaction. In addition, individuals answered a set of questions that assessed their level of communication anxiety, communication aggressiveness, and self-esteem. Each question used rating scale of 1-7 except for the self-esteem questions which used a scale of 1-5.
Transcripts of the group conversations during the session were recorded-the chat rooms interaction were recorded electronically; the face-to-face interactions were videotaped. The transcripts of Face-to-face sessions tended to be longer than those of Chat, with the participants of Face-to-face speaking an average of 31.2 times while the participants of Chat posted an average of 8.6 messages.
The survey data can be represented as collection of attributed graphs, one for each team. Each graph G = {V, E, X, Y } consists of V nodes (one for each group member and the group itself) and E edges among all pairs of nodes. Then x k i→j ∈ X is the evaluation node i gave regarding node j in terms of feature k, and y m i ∈ Y is the evaluation node i gave the group as a whole on feature m. Note X includes self-evaluations. Specific features for X and Y are listed in Table I . Each feature is calculated as a sum of several survey questions (e.g., self-esteem is determined from 10 questions). Figure 1 illustrates a graph for one group, from the point of view of a single participant. Each Person's evaluations (for self, incoming, and outgoing) consists of a feature vector X containing the set of numerical features listed in Individual Features in Table I . The group evaluations consists of a feature vector Y containing the set of numerical features listed in Group Features in Table I . In Section IV, we report the results of learning statistical models to predict a Person's group evaluation based on the individual's self evaluations, the incoming evaluations from their teammates, the outgoing evaluations of their teammates, as well the self-evaluations and group evaluations of the teammates.
III. COMMUNICATION PATTERNS
We supplemented the survey data with weights on the edges E derived from the conversation transcripts, where w i→j for e ij ∈ E is the number of replies node i sent to node j during the course of the conversation. Then the complete representation of each group is G = {V, E, W, X, Y } which also includes the message frequencies W .
We construct the weights W by considering each message in the transcript to be a reply directed towards the immediately preceding message, with the following exceptions: individuals are assumed to not reply to their own messages or to messages of trivial length (here we define 'trivial' to be messages of three words or less). Each message is treated as a reply to the most recent non-trivial message. With this approach, we transform the transcript into a stream of messages M where every message m t i→j is a reply from node i directed toward node j that occurs at time t. The weights on the directed graph can be easily computed from this stream as Figure 2 shows a snippet from one of the transcripts and its resulting message stream. Note that the participant labeled IL receives no replies during this period as they contribute only trivial one-word responses.
We also define additional measures that further aggregate the information in the message stream. We define an "outgoing message weight" and "incoming message weight" score for each node that represents a node's prominence as a generator or receiver of replies. The outgoing weight O i and incoming weight I i are calculated as follows:
Here Z = O i is simply the fraction of messages that an individual produces. The incoming weight I i is the fraction of the incoming messages a node receives over the sum of outgoing messages across every other node in the group; this requires normalization as nodes cannot be the target of their own messages and so the denominator varies for each node. The resulting measure can be viewed as the ratio of incoming messages a node receives vs. the number of messages the node could have received but were sent to some other node. By assigning a message weight to each member of a group, we can represent the communication pattern of a group as a point in a three-or four-dimensional space. Figure III shows the distribution of the incoming message weights of the chat room and face-to-face groups of size three. Each axis represents the incoming message weight of an individual, where persons 1-3 are the members of the group, labeled in descending order by number of messages they send. We plot the incoming message weight rather than outgoing message weight since I i separates the nodes into more distinct categories; in particular, nodes that generate many trivial oneor two-word messages may have a very low I i even if their outgoing message weight appears reasonable.
Using the incoming and outgoing weights as a guideline, we define classifications for the group communication structures as well as roles that the group members play. We divide the groups into three categories: Outlier, Hub, and Equal. Outlier groups have an individual who both talks infrequently and receives extremely little communication from others in the group. Hub groups have an individual who is the main focus of the conversation, with both a large incoming message weight Figure 4 shows the three different group types and the role of each member. We define classification rules in terms of thresholds on the incoming message weights. Assuming that members all generate the same number of messages and distribute them equally across the group gives an incoming weight for each node of 1 |gi| where |g i | is the size of i's group; we refer to this weight as the baseline weight. If an individual's incoming message weight is greater than 125% of the baseline we categorize the node as a Hub; similarly individuals with less than 50% of the baseline are categorized as Outliers. After identifying the Outliers and Hubs we assign a type to each group. If a group contains an Outlier node it is categorized an Outlier type group; if there are no Outliers but there is a Hub node then the group is categorized as a Hub type; if there are no Hubs or Outliers then the group is categorized as an Equal type. After classifying the group we assign a role to the remaining nodes which had a message weight closer to the baseline. If the individual is a member of an Equal group they are categorized as Equals; otherwise they are Spokes. Although Equal and Spoke nodes may have similar incoming message weights, we treat them as distinct roles because they operate in different overall communication structures.
The distribution of the group types across both phases and group sizes is shown in 
A. ANOVA Analysis
After categorizing the participants into Roles and the groups into Types, we analyzed the participants' self-and group evaluations to assess if there is any relationship between the reported scores and the types of observed communication structures. At the same time, we tested whether significant differences occur across the two communication settings (i.e., phases)-to assess whether individuals perceive distributed teams differently from face-to-face teams. To do this, we used 2-way ANOVA tests using Role (R) and Phase (P) as factors over individuals, and Type (T) and Phase (P) over groups. Table IV shows the ANOVA results for Role and Phase. The main columns of the table report the average ratings for individuals in each setting (Chat, Face-to-face) and role (hub, outlier, spoke, equal). Bold values represent ratings that are significantly different across the groups, with an up-or downarrow indicating the direction of difference. The R, P , and R × P columns report the F-values from the ANOVA tests each factor and their interaction, respectively. A notation of * indicates a score that is significant at p < 0.1, ** indicates p < 0.05, and *** indicates p < 0.01. The rows of the table can be roughly separated into three categories: individual performance evaluations (Dominance through Conflict), individual social characteristics (Communication Anxiety through Rosenburg Self-Esteem), and group evaluations (Group Effectiveness through Group Satisfaction). In this table, we report self-evaluations; incoming evaluations are highly correlated with self-evaluations so have been omitted for space.
The most obvious pattern in Table IV are the low self evaluations for Outlier individuals. Since these individuals were not involved in the group discussions, it is perhaps reasonable that they would rate their contributions to the team lower than the other team members. Hub nodes rate themselves significantly higher on Dominance (in both settings), as well as Productivity and Competence (in Chat). Since these individuals were more central to the conversation, it also seems reasonable that they would rate themselves higher in terms of assertiveness and dominance. However, interestingly the effect seems larger in the Chat setting than the Face-to-face setting. Spoke nodes and Equal nodes do not exhibit a significant difference in their self-evaluations, with the exception of a higher than average Likability self-evaluation for Equal nodes in face-toface settings. For the social characteristic self-evaluations, the Outliers tend to rate themselves higher in Communication Anxiety, Communication Aggressiveness, and Self-Esteem. So in addition to rating themselves lower on contributions to the team, Outliers also report more anxiety, exhibit more aggressiveness, and report lower self-esteem. In terms of phase the members of Chat teams also tend to have report higher levels of Communication Aggressiveness, which may be a result of perceived communication difficulties in distributed settings.
For the group performance features the evaluations are clearly split by phase: participants in the Face-to-face groups rate the performance of the group significantly higher in every category. This may also indicate the difficulties inherent to communication and cooperation in distributed settings. Table V shows a similar analysis using Group Type and Phase as factors. For space considerations, we omit the features that exhibit a difference only across phases which can be observed in the previous table. Since Hub and Outlier groups comprise a set of individuals with different node roles, the distinction between the roles is lost and the ratings mostly converge to similar distributions. However, there are a few features that exhibit significant differences across group Type. Members of Outlier groups rate themselves lower with respect to Involvement and Group Trust, and in the Chat phase the individuals in these groups also rate themselves lower on Task-Orientation. Members of Equal groups on the other rate themselves higher with respect to Likability and Group Cohesion, but only in the Face-to-face phase.
Although it is clear that the team communication setting (i.e., distributed vs. co-located) has the largest effect on individual evaluations of group performance, we also investigated second-order associations between individual/teammember evaluations and assessments of group performance. In the next section we report the results of learning models to predict the individual ratings of group performance in each setting and establish a set of hypothesis tests using these models to establish the relationship between individual characteristics/perceptions and group evaluation. 
IV. PREDICTING GROUP EVALUATIONS
In order to determine which factors had the greatest influence on group performance we used two machine learning techniques-linear regression and decision trees-to predict the way individuals rate their groups. We considered each of the group evaluation features as a target classification variable: productivity, effectiveness, trust, satisfaction and cohesion. The predictor variables included all other available features, including self-, incoming and outgoing evaluations; the group evaluations of teammates; communication anxiety, communication aggressiveness and Rosenburg self-esteem scores; calculated message weights and gender. By determining the most important features for predicting an individual's evaluation of group performance we can begin to understand which aspects of the individual (and team) are correlated with perceptions of team performance and compare any differences in important predictors across the Chat and Face-to-face settings.
A. Linear Regression
Linear regression models are a subset of statistical regression models wherein a scalar target variable is represented by a linear combination of predictor variables. In addition to its use as a predictive model, linear regression can be used to evaluate the strength of the relationship between the target variable and the predictor variables by analyzing the vector of estimated feature coefficients. This is the application of linear regression that we use-we learn two models for the group evaluation variables, one for the Chat setting and one for the Face-to-face setting. We then investigate whether different features are important across the two settings. Figure 5 (a) shows the average performance of the learned regression models compared to a baseline model that uses the population mean for prediction. We use ten-fold crossvalidation, measure mean squared error (MSE) of the predictions, and report average MSE across the ten folds. There are two models that exhibit varying performance gains across the settings. In the Face-to-face setting, the model for group effectiveness shows a much larger improvement over baseline than the same model for the Chat setting. For group productivity this effect is reversed-the model in the Chat setting shows a larger improvement over baseline than the Face-to-face model. To determine the features with the strongest association to group evaluations, we first examine the features that the linear regression models determine to be significant. The significant coefficients (p < 0.05) learned for the model over each setting are shown in Table VI . The italicized features are those that are unique to one of the settings. As expected many of the significant variables are predictors across both phases. However, some variables are only significant in a single setting; for example, gender shows up more frequently in the Chat models. We also note that with the exception of outgoing productivity, the significant features in the Face-toface setting tend to be self-evaluations rather than outgoing (i.e., teammate) evaluations while the reverse is true in the Chat setting.
The features with negative coefficients also indicate interesting aspects of the models. Two of the models have negative associations between self evaluations of conflict and group performance, which indicates the importance of group harmony on effectiveness. Two of the models also have negative associations between teammate evaluations of competence and group performance. However, while these competence evaluations were deemed to to be significant with respect to the fit of the regression models, our randomization tests (described next) shows they do not have a significant impact on the overall accuracy of the model. The p-value for coefficients in regression models tests whether a coefficient is significantly different from zero. While a small p-value suggest that a feature is important to the model, we can use more targeted randomization tests to assess the impact the feature has on the accuracy of the model. Randomization tests are a hypothesis testing technique where some associations in the data are eliminated through permutation; by repeating this permutation through simulations, the null distribution of data can be estimated empirically [7] [8] .
In our analysis, we permuted the significant features one at a time by randomly shuffling the values in data column for that feature. From the permuted data, we learned a new regression model. Note the permutation process destroys any association between the feature values and the class label, thus rendering the feature useless to the model. By repeating this permutation/learning process multiple times we can generate a null distribution of the model MSE when the feature under consideration has no association with the class label. We then perform a significance test to determine if the MSE using the true values of the feature is significantly less than the MSE under the null hypothesis. The magnitude of the improvement over the null is a direct measure of the the impact of the feature on the accuracy of the model. This provides a better indication of the importance of the feature to the model than the magnitude of coefficients or their p-values.
The change in MSE that we measured with the randomization tests is reported as ΔMSE values in Table VI , with a † indicating when the difference is not significant. Features that have significant coefficients in the regression model but have insignificant impact on the model's MSE correspond to redundant information in the data. This indicates that when the feature information is destroyed through permutation, an equally accurate model can still be learned with some other combination of features. Features that result in a large ΔMSE indicate information that is not only important to the model, but also that the information is unique.
Note that the ΔMSE can also reveal differences in otherwise similar regression models. The weights learned for the model predicting effectiveness are very similar in magnitude between the Chat and Face-to-face data; however, the Chat data exhibits a much greater MSE loss when the outgoing productivity features are permuted. In addition, the outgoing productivity and self-productivity features have similar weights in the Face-to-face model of group productivity, but permuting the outgoing productivity feature has a larger impact on the MSE. Comparing with Figure 5(a) shows that the models that rely strongly on a single feature are also the ones that have lower performance overall.
B. Decision Trees
The second model we applied for our analysis was a decision tree. Decision tree algorithms learn models recursively by repeatedly partitioning on the feature which best splits the data with respect to the class label [9] . To construct a binary label class label, we labeled the data instances with the highest third of group evaluations as positive examples, the lowest third as negative, and we discarded the middle third. In this experiment, the examples from both phases were combined together and used in both the training and test sets. Figure  6(a) shows the accuracy of the decision trees compared to a baseline classifier, which uses the majority class for prediction. We report the average results from ten-fold cross validation.
To analyze the importance of different features in the decision tree models, we performed a similar set of randomization tests as with the linear regression. By permuting each significant feature we can observe the improvement in the classification accuracy of the model over the model learned with the null distribution (of the feature). Figure 6 (b, c) shows the improvement for each feature separately. The features are sorted in increasing order of importance in the decision tree model. The combined data set was used in the training sets the learn the models. However, the accuracy of the models was measured on test sets that comprise the examples from (i) the Chat setting only, (ii) the Face-to-face only, and (iii) the combined data set. This allows for a comparison of the important predictive features with respect to each phase. Features that show a significant difference between Chat and Face-to-face are marked with * (p < 0.1) or ** (p < 0.05).
For some features there is a significant change in classification accuracy between the phases. This indicates that while the feature may be important in both phases, its importance in one phase is greater than in the other. Examples of this include outgoing evaluations of task-orientation and likeability (more important in Face-to-face), and outgoing evaluations of productivity (more important in Chat).
The results of the significance analysis has some parallels with the linear regression. For example, in the model predicting effectiveness, the largest loss in classification accuracy occurs for Chat when the outgoing productivity evaluations are permuted. However a notable difference is that outgoing evaluations of task-orientation appear as important features in the decision tree models while they do not appear as significant in the regression models. This may indicate that task-orientation is more important to distinguish high and low ratings of group performance but it is not as helpful to predict the middle range of ratings.
V. RELATED WORK
While the operation of virtual teams has been a focus of social science research, other approaches have only utilized a narrow range of available interpersonal communication data. For example, Chudoba et al. [10] and Jarvenpaa et al. [4] attempt to find factors which indicate better group performance in a virtual setting but do not compare to a face-to-face setting. These papers have focused primarily on discovering the effects of the virtual group setting without necessarily comparing virtual groups to face-to-face ones. Examples of papers that directly compare the two settings are Kerr and Murthy [11] , McDonaugh et al. [12] , and Wilson et al. [13] . These papers still rely on metrics that evaluate the group as a whole rather than considering a more detailed view of interpersonal relations and the group structure.
Other work focuses on analyzing the textual content of the group communication. In Jonassen and Kwon [5] , the authors define a pattern of phases based on the sentence types that individuals use at different times. This is has a similar goal to the temporal analysis component of this paper, although we relied on message frequency counts rather than sentence classifications that may be considered subjective.
Communication structure has been considered previously. In Cataldo and Ehrlich [14] , the authors examine the relationship between the communication structure of product development teams and their productivity. Specifically, they define communication structure to be the presence or absence of a hierarchical structure as measured by hierarchy metrics proposed in [15] . The authors then analyze the relationship between these structure metrics and the performance of groups.
VI. CONCLUSION
The interpersonal dependencies and communication dynamics which drive successful teams in face-to-face and distributed settings are still far from being completely understood. In this paper we have presented multiple approaches for the analysis and comparison of small groups. Standard regression and decision tree models, supplemented with hypothesis testing through randomization tests, revealed several characteristics of groups that indicate higher evaluations of team performance. In addition we showed that communication streams can be used to identify types of groups, as well as individual roles in those groups, based on the overall structure of team communication. Anova tests indicate there are significant differences in participants' self-and group perceptions across both distributed and co-located teams, and across different communication structures.
