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Abstract—In this paper, we deal with the problem of relay
selection in mobile edge computing networks, where a source
node transmits a computation-intensive task to a destination via
the aid of multiple relay nodes. It differs from the traditional
relay nodes in the way that each relay node is equipped with
an edge computing server, thus each relay node can execute the
received task and forwards the computed result to the destination.
Accordingly, we define a delay outage probability to evaluate the
impact of the relay computing ability on the link communications,
and then propose a latency-best relay selection (LBRS) scheme
that not only consider the communication capability, but also
consider the computing ability. The performance of the proposed
relay selection scheme with the traditional communication-only
relay selection (CORS) and computing-only selection (CPORS)
schemes in terms of the delay outage probability and the
diversity order is analyzed, compared with other relay selection
schemes. We show that the proposed LBRS scheme reduces to
the traditional CORS scheme under the high signal-to-noise ratio
(SNR) region. We further reveal that the diversity orders of both
the proposed LBRS and CORS schemes are dependent on the
computing ability of relay nodes.
I. INTRODUCTION
In the era of mobile internet, various mobile computing ser-
vices are emerging, e.g., vehicular navigation, image recogni-
tion and augmented reality (AR). Such computation-intensive
services are delay sensitive and have more and more demands
on the computing ability of the network, imposing a real
challenge in the resource allocation of both communication
and computing resources [1], [2].
Motivated by the above analysis, we discuss a novel issue of
relay selection in cooperative systems due to the introduction
of computing in this paper. Considering a mobile relay edge
systems, where a source S transmits a computation-intensive
task to a destination D with the help of N computing-enabled
relay nodes, shown in Fig 1. Each relay node can execute
the received task from S, and then forwards the computed
results to D. One example of this model is mobile AR
delivery in the vehicle network, where the road information,
e.g., the road congestion waiting for reasons and expected
waiting time collected by the front vehicle, can be computed
and transmitted to the following vehicle by the relay node
and displayed on the following vehicle in AR mode. This
mobile edge computing (MEC) architecture is different from
the classical MEC model [3]. In the classical MEC, each user
offloads its own computation task to the MEC server in the
base station (BS), and the output of the computation task is
then transmitted to the user by the BS. Most of these works
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Fig. 1. Mobile Relay Edge Computing Systems.
about this traditional model consider the cost of offloading data
in the uplink while ignoring the cost of the transmission in the
downlink [4], [5]. It is worth noting that a basic three-node
MEC system, consisting of a user node, a helper node, and
an AP node attached with a MEC server, is proposed in [6].
The main contribution of [6] is to optimize the task partition
of the user to minimize the total energy consumption at both
the user and the helper.
One of the key challenges in cooperative systems is relay se-
lection. A variety of relay selection schemes for amplify-and-
forward (AF) or decode-and-forward (DF) have been proposed
[7] to cooperatively forward data to the destination. Such
communication cooperative relaying schemes only consider
the communication resource. However, for our considered
system, the relay node not only needs to forward the data
but also needs to compute the task. As a result, the available
computing ability of the relay node plays an important role in
the relay selection policy. In this paper, we propose a latency-
best relay selection (LBRS) scheme for the mobile relay edge
computing system that not only considers the communication
capability but also considers the computing ability.
Furthermore, the traditional outage probability is usually
used to analyze the PHY layer behavior of the cooperative
system, but cannot qualify the impact of the computing ability
on the relay selection. To address this problem, we define a
delay outage probability to evaluate the impact of the relay
computing ability on the link communications. Accordingly,
we derive the expressions of outage probability for the pro-
posed LBRS scheme as well as conventional communication-
only relay selection (CORS) and computing-only relay selec-
tion (CPORS) schemes. We show that the proposed LBRS
scheme reduces to the conventional CORS scheme under
the high signal-to-noise ratio (SNR) region. Additionally, we
characterize the diversity orders of both the LBRS and CORS
schemes as well as the CPORS scheme. s. It is demonstrated
that the LBRS and CORS scheme not only have the same
diversity order, but both are not always can achieve the
full diversity order, depending on the computing ability of
relay nodes. Finally, simulation results are done to validate
the accuracy of our theoretical analysis, and show that the
proposed LBRS scheme has the best performance compared
with the CORS and CPORS schemes.
II. SYSTEM MODEL
As shown in Fig 1, we assume there is no direct link
between S andD and each node is equipped with one antenna.
Let hi be the channel fading coefficient from S to the i-th relay
nodes Ri, and gi be the channel fading coefficient from Ri
to D, where we have hi ∼ CN (0, 1) and gi ∼ CN (0, 1) for
i = 1, ..., N . Besides, let dsi and ddi be the distance between S
and Ri and between Ri and D, respectively. Thus we consider
the path-loss channel coefficient is 1/(1+dαsi) and 1/(1+d
α
di)
for the S-Ri link and Ri-D link [7], respectively. Here, α > 2
denotes the path-loss exponent.
The source S has a computing task characterize by tuple
(L,K, ρ), where L is the input size of the task (in bits), K
is the number of required CPU cycles per bit (in cycles/bit),
and the output data size of the task divided by the input size
L is defined as the data computing ratio ρ ≥ 0. Each relay
node Ri has a computing server, which can run at a constant
CPU-cycle frequency fi (in cycles/s).
Firstly, the source S transmit the task to the relay nodes,
and the received signal at the i-th relay node Ri is
yi =
√
Ps
hi√
1 + dαsi
x1 + ni. (1)
where Ps is the transmit power of S, x1 denotes the input data
signal of the task with normalized power and ni is additive
white Gaussian noise (AWGN) with variance σ2. If the i-the
relay node Ri is active, the achievable transmission rate is
ν1i = W log2(1 + γ
1
i ) = W log2(1 +
Ps | hi |2
(1 + dαsi)σ
2
). (2)
Here, let W be the bandwidth of each link in this paper.
Therefore, the transmission time can be given by
t1i =
L
ν1i
=
L
W log2(1 +
Ps|hi|2
(1+dα
si
)σ2 )
. (3)
In this paper, each relay node operates in the DF mode. The
i-th relay node Ri decodes x1 from yi and then compute it
by using edge computing server. The computation latency is
then given by tci =
LK
fi
.
The output data signal x2 is then transmitted to the desti-
nation D, and the received signal at D is
yd =
√
Pr
gi√
1 + dαri
x2 + nd, (4)
where each relay node has the same transmit power Pr and
nd is additive white Gaussian noise (AWGN) with variance
σ2. Similarly, the achievable transmission rate and the trans-
mission time are given by
ν2i = W log2(1 + γ
2
i ) = W log2(1 +
Pr | gi |2
(1 + dαri)σ
2
). (5)
t2i =
ρL
ν2i
=
ρL
W log2(1 +
Pri|gi|2
(1+dα
ri
)σ2 )
. (6)
respectively. As a result, the source-to-destination delay for
completing the service with the aid of Ri is ti = t
1
i + t
c
i + t
2
i .
III. RELAY SELECTION SCHEME AND DELAY OUTAGE
PERFORMANCE
In this section, we present three relay selection schemes and
discuss the delay outage probability performance, by taking
into consideration the computing ability at the relay node.
The delay outage probability is defined as the probability that
the source-to-destination latency exceeds the maximum delay-
bound Dmax, which can be express as Pr{Delay ≥ Dmax}.
Note that we also assume in this paper that the source
and destination have perfect channel state information (CSI)
knowledge of all links.
A. Communication-only relay selection
The communication-only relay selection (CORS) scheme
only considers the communication rate and selects the relay
node whose has the maximum of the transmission rate, known
as the best-relay selection scheme in cooperative communica-
tions systems. The collection θ = {i|i = 1, · · · , N} is defined,
and the relay node selected by the CORS policy is
i∗ = argi∈θ max
i=1...N
{min(ν1i , ν
2
i )}. (7)
The delay outage probability of the CORS scheme can be
described as1.
PCORSout = Pr{
L
ν1i∗
+
LK
fi∗
+
ρL
ν2i∗
> Dmax}
≤ Pr{
L+ ρL
ν
> Dmax −
LK
fi∗
}, (8)
where we use ν = min(ν1i∗ , ν
2
i∗), and it is easy to see that
if ν1i∗ = ν
2
i∗ or Ps → ∞ or Pr → ∞, the equality in (8)
clearly holds. Based on (7), the exact expression of delay
outage probability of the CORS scheme is very difficult to
obtain in (8). Thus we derive the upper bound of the delay
outage probability for the CORS scheme based on (8).
1Because the relay node needs to compute the task, it does not need the
same the transmission rate for the source-relay link and the relay-destination
link, even if the relay node operates in the DF mode.
Define ϕi = Dmax−
LK
fi
and φ = {i|ϕi > 0, i = 1 · · · , N}.
It is easy to see that when ϕi∗ < 0, the outage probability is
1. As a result, if i∗ /∈ φ, we have PCORSout = 1. If i
∗ ∈ φ, we
obtain
Pr{ν <
L+ ρL
ϕi∗
} = Pr{ max
i∈θ,ϕi>0
{min(ν1i , ν
2
i )} <
L+ ρL
ϕi
}
=
N∏
i=1,i∈φ
[1− Pr{ν1i >
L+ ρL
ϕi
}Pr{ν2i >
L+ ρL
ϕi
}]. (9)
For hi ∼ CN (0, 1), gi ∼ CN (0, 1), | hi |2 and | gi |2 are the
exponential distribution with parameter λ = 1, respectively.
We have
Pr{ν1i >
L+ ρL
ϕi
} = exp{−
(1 + dαsi)σ
2(2
L+ρL
Wϕi − 1)
Ps
}.
(10)
Substituting (10) into (9), the upper bound is
PCORSout ≤
N∏
i=1,i∈φ
{
1− exp{−
(1 + dαsi)σ
2(2
L+ρL
Wϕi − 1)
Ps
}
× exp{−
(1 + dαri)σ
2(2
L+ρL
Wϕi − 1)
Pr
}
}
. (11)
Remark 1: Condsidering the special case with fi →
[ LK
Dmax
]+, ∀i ∈ θ, i.e., ϕi → 0, the outage probability of CORS
scheme is given by limfi→[ LKDmax ]
+ PCORSout = 1. If Ps → ∞
as a special condition, ν1i >> ν
2
i , ∀i ∈ θ can be derived.
The uplink transmission time can be ignored and the outage
probability is
lim
Ps→∞
PCORSout =
N∏
i=1,i∈φ
[1− exp{−
(1 + dαri)σ
2(2
ρL
Wϕi − 1)
Pr
}],
(12)
for i∗ ∈ φ. Similarly, if Pr → ∞, the outage probability can
be obtained as following
lim
Pr→∞
PCORSout =
N∏
i=1,i∈φ
[1− exp{−
(1 + dαsi)σ
2(2
L
Wϕi − 1)
Ps
}],
(13)
for i∗ ∈ φ.
For the outage probability performance, we can see that
the CORS scheme (traditional best-relay selection) does not
consider the computing ability in the relay node, so that suffers
from an outage pulse, which depends on the computing ability
fi∗ of the selected relay node.
B. Computing-only relay selection
In contrary to the CORS policy, the computing-only relay
selection (CPORS) only consider the computing ability of the
relay nodes and selects the relay node with the maximum of
computing ability. Specifically, the selection criterion of the
CPORS policy is given by i∗ = argi∈θ maxi=1...N{fi}. Let
fi∗ =
N
max
i=1
{fi}. The delay outage probability is given by
PCPORSout = Pr{Y +X ≥
Wϕi∗
L
}, (14)
where Y = 1
log2(1+
Ps|hi|
2
(1+dα
si
)σ2
)
and X = ρ
log2(1+
Pr|gi|
2
(1+dα
ri
)σ2
)
, then
we have cumulative distribution function (cdf) of Y and X
F (Y ) = Pr{
1
log2(1 +
Ps|hi|2
(1+dα
si
)σ2 )
≤ y} = e−
(1+dα
si
)σ2
Ps
(2
1
y −1),
F (X) = e−
(1+dα
ri
)σ2
Pr
(2
1
x−1). (15)
respectively. Based on (15), the probability density function
(pdf) of Y and X can be written as
fy(y) =
dF (Y )
dy
=
(1 + dαsi)σ
2 ln 2
Psy2
2
1
y e−
(1+dα
si
)σ2
Ps
(2
1
y −1).
fx(x) =
(1 + dαri)σ
2ρ ln 2
Prx2
2
ρ
x e−
(1+dα
ri
)σ2
Pr
(2
ρ
x−1). (16)
Let Z = X + Y . Based on the convolution formula, the
pdf of Z is given by (17), as shown at the bottom of the
page. Substituting (17) into (14), the outage probability can
be expressed as
PCPORSout =Pr{X + Y ≥
Wϕi∗
L
}=
{
Oi∗
∫∞
Wϕi∗
L
Qi∗ i
∗ ∈ φ
1 i∗ /∈ φ.
(18)
Remark 2: For the special case with Ps → ∞, the outage
probability of the CPORS scheme is given by
lim
Ps→∞
PCPORSout = Pr{
LK
fi∗
+
ρL
ν2i∗
≥ Dmax}
= 1− exp{−
(1 + dαri∗)σ
2
Pr
(2
ρL
ϕi∗W − 1)}. (19)
Similarly, when Pr →∞, the outage probability is given by
lim
Pr→∞
PCPORSout = Pr{
L
ν1i∗
+
LK
fi∗
≥ Dmax}
= 1− exp{−
(1 + dαsi∗)σ
2
Ps
(2
L
ϕi∗W − 1)}. (20)
fz(z) =
∫ ∞
0
fx(x)fy(z − x)dx
=
(ln2 2)ρ(1 + dαsi)σ
2(1 + dαri)σ
2
PsPr
e
(1+dα
si
)σ2
Ps
+
(1+dα
ri
)σ2
Pr︸ ︷︷ ︸
,Oi
∫ z
0
e−(
(1+dα
si
)σ2
Ps
2
ρ
x+
(1+dα
ri
)σ2
Pr
2
1
z−x ) ρ
x2(z − x)2
2
ρ
x
+ 1
z−x dx︸ ︷︷ ︸
,Qi
. (17)
C. Latency-best relay selection
The minimal total latency (LBRS) scheme means we always
select the relay node whose the corresponding latency is the
minimal one among N relays. According to the definition
of the delay outage probability, it is obvious that LBRS
is optimal. The relay node selected by the LBRS policy
can be expressed as i∗ = argi∈θ mini=1...N{ti}.The outage
probability can be described as
Pr{
N
min
i=1,i∈θ
ti ≥ Dmax} =
N∏
i=1,i∈φ
Pr{t1i + t
c
i + t
2
i ≥ Dmax}.
Based on (18), the outage probability of the LBRS policy is
N∏
i=1,i∈φ
Pr{t1i + t
2
i ≥ ϕi} =
N∏
i=1,i∈φ
Oi
∫ ∞
Wϕi
L
Qi. (21)
Remark 3: For the special case with Ps → ∞, the outage
probability of the LBRS policy is given by
lim
Ps→∞
PLBRSout =
N∏
i=1,i∈φ
Pr{tci + t
2
i ≥ Dmax}
=
N∏
i=1,i∈φ
[1− exp{−
(1 + dαri)σ
2
Pr
(2
ρL
ϕiW − 1)}],
= lim
Ps→∞
PCORSout . (22)
Similarly, if Pr →∞, the outage probability is
lim
Pr→∞
PLBRSout =
N∏
i=1,i∈φ
Pr{t1i + t
c
i ≥ Dmax}
=
N∏
i=1,i∈φ
[1− exp{−
(1 + dαsi)σ
2
Ps
(2
L
ϕiW − 1)}],
= lim
Pr→∞
PCORSout . (23)
Remark 3 shows that for high SNRs, the outage probability
of the LBRS policy is equal to that of the CORS policy. The
intuition behind this result is that in the high SNR regime of
one link, the optimal relay selection (LBRS) is independent
of the computing ability of the relay node (CORS).
IV. DIVERSITY ORDER ANALYSIS
In this section, we analyze the diversity order of the three
schemes. Following the [8], the diversity order is defined as
d = − limγ→∞
log Pout(γ)
log γ , where γ is an SNR and Pout(γ)
is the delay outage probability function of γ. In order to
computing the diversity order, the distance between relay and
source or destination can be infinitely closed to 0 for γ →∞
[8]. Supposed Ps = Pr , βi =
(1+dαri)
1+dαsi
,γ = Ps(1+dαsi)σ2
, γ can be
seen as a constant independent of distance for γ →∞.
Theorem 1: The diversity order of the CORS scheme for
the mobile relay edge computing network is
dCORS = |φ| ≤ N, (24)
where |φ| is the cardinality of the relay node set φ.
Proof 1: For the CORS scheme, (11) can be rewritten as
PCORSout ≤
N∏
i=1,i∈φ
{
1−exp{
1− 2
L+ρL
Wϕi
γ
} exp{
1− 2
L+ρL
Wϕi
γ
βi}
}
.
(25)
Using the Taylor expansion for γ →∞
lim
γ→∞
exp{−
2
L+ρL
Wϕi − 1
γ
} = 1−
2
L+ρL
Wϕi − 1
γ
, (26)
lim
γ→∞
exp{−
(2
L+ρL
Wϕi − 1)
γ
(1 + dαri)
1 + dαsi
} = 1−
(2
L+ρL
Wϕi − 1)
γ
βi.
Therefore, we have
PCORSout =
1
γ|φ|
N∏
i=1,i∈φ
{
(2
L+ρL
Wϕi − 1)
(2 + dαsi + d
α
ri)
1 + dαsi
}
,
for γ →∞. Thus, we have the theorem.
Theorem 1 implies that the diversity order of the CORS
scheme is less than or equal to N, and it is dependent on the
computing ability of relay nodes.
From [9] the diversity order of multi-hop relay channel can
be characeterized by d = min{dS,R, dR,D}.
If ϕi∗ ≤ 0, the diversity order of the CPORS scheme is 0,
and when ϕi∗ > 0, the outage probability of the source-relay
link and the relay-destination link are given by
Pr{t1i∗ + t
c
i∗} = (2
L
ϕi∗W − 1)
1
γ
, (27)
Pr{tci∗ + t
2
i∗} = (2
L
ϕi∗W − 1)βi
1
γ
, (28)
respectively, for γ → ∞. We thus have dCPORS = 1, when
ϕi∗ > 0. As a result, we have the following proposition for
the CPORS policy.
Proposition 2: The diversity order of the CPORS scheme
for the mobile relay edge computing network is
dCPORS =
{
1, if ϕi∗ > 0
0, if ϕi∗ ≤ 0.
(29)
Obviously, when the computing ability of the relay nodes
are different, there is only one option: the maximum comput-
ing ability relay node and the computing ability determines
the diversity order.
In the LBRS scheme, the outage probability of the source-
relay link and the outage probability of the relay-destination
link are given by
N∏
i=1,i∈φ
Pr{t1i + t
c
i ≥ Dmax} =
1
γ|φ|
N∏
i=1,i∈φ
2
L
ϕiW − 1,
N∏
i=1,i∈φ
Pr{tci + t
2
i ≥ Dmax} =
1
γ|φ|
N∏
i=1,i∈φ
(2
L+ρL
Wϕi − 1)βi,
respectively, for γ → ∞. Accordingly, the diversity order of
the LBRS scheme is dLBRS = |φ| ≤ N , which is same with
dCORS . This suggests that the optimal relay selection scheme
(CORS) also can not always achieve the full diversity gain N
for traditional relay nodes without computing.
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Fig. 2. Outage probability versus Pr/σ2. Here, the solid lines represent the
theoretical results.
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Fig. 3. Outage probability versus the number of relays. Here, we use
Pr/σ2=20 dB.
V. SIMULATION RESULTS
In this section, we present simulation results to evaluate
the performance of the three schemes. Unless specified, the
following parameters are used throughout this section: ℓ = 1,
L = 50× 106 bits, K = 10 cycles/bits, ρ = 0.5, Ps/σ2 = 25
dB, W = 100 × 106 Hz, N = 4, Dmax = 0.2 s and α = 3.
Without loss of generality, we set the CPU speed f of relays
is the uniform distribution between f ∼ (2× 2.5× 109, 12×
2.5× 109) (cycles/s) [10].
Fig.2 shows the outage probability of the proposed relay
schemes versus Pr/σ
2. We also plot simulation results to
validate the accuracy of our theoretical analysis in Fig.2. We
can see that the theoretical results (solid lines) are very close
to simulated results for different Pr/σ
2 values. It can be
also seen from the figure that the LBRS scheme has the best
performance in all Pr/σ
2 values, when the outage probability
using the CORS scheme is slightly higher than that of the
CPORS scheme in the low Pr/σ
2 region (≤ 13 dB) but then is
significant lower in the high Pr/σ
2 region. This is because that
the CPORS scheme takes into account the computing power of
the relay to compensate for the delay loss caused by a certain
low transmission rate.
Fig.3 depicts the outage probability of the three schemes
versus the number of relays with different computing ability.
Taking the mean of 5× 109 (cycles/s) and 20× 109 (cycles/s)
as examples relays with high average CPU-cycle frequency,
the overall outage probability is less than that of relays with
a low average CPU-cycle frequency. As the number of relays
increases, the outage probability decreases, and the relays with
high average CPU-cycle frequency has a faster drop rate.
VI. CONCLUSION
In this paper, we have proposed a new relay selection
scheme LBRS for mobile relay edge computing system, con-
sisting of a source, a destination, and multiple relays which
have computing servers to cooperative computing. In order
to analyze the cooperative communications with computing, a
delay outage probability is defined and then we have inves-
tigated the performance for the proposed LBRS scheme with
two traditional relay selection schemes in terms of the delay
outage probability and the diversity order. The key results of
this work can be summarized as follows: i) The computing
ability of relay nodes plays an important role in the relay
selection policy; ii) The proposed LBRS scheme has a good
performance in terms of the delay outage probability and the
diversity order; iii) The proposed LBRS scheme reduces to
the traditional CORS scheme for the high SNR region.
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