In the present paper, we prove time decay estimates of solutions in weighted Sobolev spaces to the second order evolution equation with fractional Laplacian and damping for data in Besov spaces. Our estimates generalize the estimates obtained in the previous studies [21, 28] . The second aim of this article is to apply these estimates to prove small data global well-posedness for the Cauchy problem of the equation with power nonlinearities. Especially, the estimates obtained in this paper enable us to treat more general conditions on the nonlinearities and the spatial dimension than the results in the papers [4, 21] .
x ∈ R n , ∂ t u(0, x) = u 1 (x),
x ∈ R n ,
where σ > 0 denotes the strength of the diffusion, (−∆) σ/2 := F −1 |ξ| σ F , n ∈ N denotes the spatial dimension, u = u(t, x) is an unknown function on [0, ∞) × R n and (u 0 , u 1 ) is an R 2 -valued prescribed function on R n . Here F and F −1 denote the Fourier transform and the inverse Fourier transform, respectively (see (1.12) and (1.13) for the definitions). By taking the Fourier transform F of the problem (1.1), we see that there exists a unique global solution u to the problem (1.1) such that the identity
holds for any (t, x) ∈ [0, ∞) × R n . Here S σ (t) on [0, ∞) is the solution operator defined by
where the function L σ : [0, ∞) × R n → R is given by , if |ξ| > 2 − 2 σ , and the operator S σ (t) is defined by S σ (t) := (∂ t + 1)S σ (t).
The model (1.1) describes various kinds of physical phenomena such as superconductivity (see [13] for example). When σ = 2, the first equation of (1.1) is the classical damped wave equation:
which is firstly derived by Oliver Heaviside as the telegrapher's equation, and describes the current and voltage in an electrical circuit with resistance and inductance (see [16, 25] for other physical backgrounds).
There are many studies about asymptotic behavior in time of the solution (1.2) to the Cauchy problem (1.1) as t → ∞ (see [2, 4, 5, 23, 28, 35] ). Karch [28] studied the asymptotic behavior of the solution to the problem (1.1) with an external force h = h(t, x):
(1.4) By using the Fourier transform and its inverse again, we find that there exists a unique global solution u = u(t, x) on [0, ∞) × R n to the inhomogeneous problem (1.4) with suitable initial data (u 0 , u 1 ) such that the identity
holds for any (t, x) ∈ [0, ∞) × R n . In Theorem 2.1 in [28] , Karch proved the asymptotic estimate of the solution (1.5) to the problem (1.4) with data (u 0 , u 1 ) ∈ L 1 (R n ) 2 and a suitable external force h(t, x) ∈ L 1 t 0, ∞; L 1 x (R n ) , that is, the solution satisfies The estimate (1.6) shows that solutions to the problem (1.4) with suitable data and external force have a diffusion phenomena and behaves like the heat kernel G σ up to the constant as t → ∞ of the parabolic equation corresponding to the second order equation in (1.1): ∂ t u + (−∆) σ/2 u = 0. The estimate (1.6) also leads to the sharp time decay estimate of the solution to the problem (1.4) in L p -sense:
as t → ∞, where p ∈ [2, ∞] . We note that the estimate (1.8) with a lower exponent p ∈ [1, 2) does not follow from Theorem 2.1 in [28] , thought our estimate (Corollary 2.4)) implies the estimate (1.8) with a wider range of p ∈ [1, ∞] than above. After the work [28] , Ikehata and Nishihara [23] , Chill and Haraux [5] , Radu, Todorova and Yordanov [35] and Ikehata, Todorova and Yordanov [24] generalized the diffusion phenomena (1.6) to an abstract dissipative wave equation.
When σ = 2, the first equation of (1.1) is the classical damped wave equation (1.3) and the diffusion phenomena and time decay estimates in suitable function spaces were studied in [18] [19] [20] [21] [31] [32] [33] .
The following equation with a structural damping (−∆) δ/2 ∂ t u, which also generalizes the classical free damped wave equation (1.3), is studied:
where σ > 0 and δ ≥ 0 are constants, and b = b(t) is a time-dependent coefficient of the damping. Due to the structural damping, solutions to (1.9) have a smoothing property, which is different from our equation (1.4) , see [2, 7, 8, 13, 22, 27, 30, 40, 41] . For other generalization of the classical damped wave equation, see [10] .
The first aim of the present paper is to prove time decay estimates of the solution (1.2) to the problem (1.1) in weighted Sobolev spaces for data in Besov spaces (see Theorems 2.1 and 2.3). The estimate in weighted spaces generalizes the decay estimate (1.8) derived from Theorem 2.1 in the previous study [28] . Moreover the estimate in homogeneous Sobolev spaces improves the previous result (Lemma 2.1 in [21] ) (see Remark 2.2) . Another advantage of our results is that the estimate in the weighted space is useful to study nonlinear problems, and more precisely it allows us to treat higher dimensional cases than Theorem 1.4 in [4] (see Theorem 2.7).
Nonlinear Problem.
The second aim of the present paper is to study wellposedness of the Cauchy problem (1.1) with a ρ-th order power nonlinearity N with ρ > 1:
where T > 0 denotes the maximal existence time of the function u, σ > 0 stands for the strength of the diffusion, u = u(t, x) is an unknown function on [0, T ) × R n , a pair of functions (u 0 , u 1 ) is a prescribed R 2 -valued function on R n , and N = N (z) is a nonlinear function on R of the order O(|z| ρ ) with a parameter ρ > 1 (for more precise assumptions on the nonlinearity N , see (2.7) and (2.8)). There are many mathematical results for the problem (1.10) about global existence, blow-up, asymptotic behavior of solutions, determining a critical exponent, etc. Here the critical exponent ρ c means the number which divides global existence and blow-up, that is, if ρ > ρ c , small data global existence holds, on the other hand, if ρ < ρ c , small data blow-up occurs.
When σ = 2, the first equation of the problem (1.10) becomes the classical semilinear damped wave equation, and small data global existence, asymptotic behavior of solutions, and blow-up to the problem (1.10) were extensively studied (see [18, 19, 29, 31-33, 38, 42] ). From their results, we see that the critical exponent ρ c to the problem (1.10) with σ = 2, N (z) = |z| ρ and data (u 0 , u 1 ) belonging to (L 1 (R n )) 2 or the smaller space is given by the Fujita exponent ρ F = ρ F (n) := 1 + 2/n, that is, ρ c = ρ F . Here the Fujita exponent ρ F is originally the (L 1 -scaling) critical exponent of the corresponding heat equation ∂ t u − ∆u = |u| ρ (see [14] ). We note that the critical case ρ = ρ F (n) belongs to the blow-up region.
The critical exponent ρ c to the problem (1.10) with σ = 2 for data (u 0 , u 1 ) which do not belong to (L 1 (R n )) 2 in general was studied in the papers [20, 21, 37] . From the works [21, 37] , we see that the critical exponent to the problem (1.10) with data (u 0 , u 1 ) in the weighted Sobolev space
n+2α . We remark that in the critical case ρ = 1 + 4 n+2α with α ∈ [0, n/2), the problem (1.10) is globally well-posed (see [20] for L p -framework with p > 1).
Chen-Fan-Zhang [4] studied the problem (1.10) with σ > 0 and proved a small data global existence in the supercritical ρ > 1 + σ n and low dimensional (n = 1, 2) case.
The following semilinear equation with a structural damping (−∆) δ/2 ∂ t u, which also generalizes the semilinear classical damped wave equation, is studied:
where a > 0 and δ > 0 are positive constants. The solution to (1.11) has smoothing effect due to the structural damping, different from our problem (1.10), see [6, 9, 11, 12] . For other related works, see [26, 34] . Our aim of the present paper is to generalize the global well-posedness result (n = 1, 2) to the problem (1.10) obtained in [4, Theorem 1.4 ] to any spatial dimension n ≥ 1. We also improve the local well-posedness result obtained in [21, Theorem 1.1] and especially we treat more general conditions on the nonlinearity N by using our new time decay estimates (Theorems 2.1 and 2.3).
Notation and basic notions.
In this subsection, we collect the notations used throughout this paper and basic notions about the problem (1.10).
The letter C indicates a generic positive constant, which may change from line to line. For x ∈ R l with l = 1 or n, we use x := 1 + |x| 2 . For a ∈ R, a + := max(a, 0), a − := min(a, 0) and [a] denotes the integer part of a. Let S = S(R n ) be the rapidly decaying function space. For f ∈ S, F [f ] andf denote the Fourier transform of f defined byf
for ξ ∈ R n . The inverse Fourier transform of f is defined by
For s ∈ R, we define the fractional derivative operators (1 − ∆) s/2 and (−∆) s/2 as Fourier multipliers defined by F −1 ξ s F and F −1 |ξ| s F , respectively.
For any p ∈ [1, ∞], a mesurable set A ⊆ R n , and a non-negative measurable function g, L p (A, g(x)dx) stands for the usual Lebesgue space equipped with the norm
For simplicity, we abbreviate L p (A, dx) to L p (A) and L p (R n ) to L p . In addition, for a, b ∈ R with a < b and an interval I between a and b, we denote L p (I) by L p (a, b). Similarly, for any p ∈ [1, ∞] and A ⊆ Z n , ℓ p (A) consists of all sequences a = (a j ) j∈A satisfying that a ℓ p (A) < ∞, where the norm a ℓ p (A) is defined by respectively. We also abbreviate H s 2 andḢ s 2 to H s andḢ s , respectively. Similarly, for α > 0, H 0,α is defined by weighted Lebesgue space equipped with the norm
Next, for r > 0 and a Banach space X, let B(r, X) be the open ball of X with radius r centered at the origin. In particular, when X = R n , we write B(r) = B(r, R n ). Let φ, ψ ∈ S(R n ) satisfy that suppψ ⊂ B(1), suppφ ⊂ B(2)\B(2 −1 ), 
where P is the collection of all polynomials. We note that for any s > 0 and 1 ≤ p, q ≤ ∞, the relation B s p,q = L p ∩Ḃ s p,q and the equivalence
hold, where (1.14) indicates that there exist positive constants c and C such that for any f ∈ B s p,q , the estimates
hold. For the details, see [1, 6.3.2 Theorem] . It is also known thatḂ s p,q admits equivalent norms. Let τ y be the translation operator with y ∈ R n defined by τ y f = f (y + ·). When 0 ≤ s < 1, the equivalence
holds for any 1 ≤ p, q ≤ ∞. More generally, for positive integer m and 0 ≤ s < m, the equivalence 
Then the integral form of the problem (1.10) is given by
Let T > 0, s ∈ R and α ∈ R. We say that a function u = u(t, x) : [0, T ] × R n → R is a mild solution of (1.10) if (u, ∂ t u) belongs to
and it satisfies the integral form (1.17) in (H s ∩ H 0,α )-sense.
Main Results
In this section, we state our main results in the present paper.
2.1. Linear Problem. In this subsection, we state time decay estimates for the free solution in weighted Sobolev spaces to the Cauchy problem (1.1).
The following theorem means time decay estimates of the solution S σ (t)g to the problem (1.1) for the initial data u 0 = 0 and u 1 = g: Theorem 2.1 (Time decay estimates for the solution S σ (t)g). Let n ∈ N, σ > 0, γ ∈ [1, 2], and s 1 , s 2 ∈ R with s 1 ≥ s 2 ≥ 0. Then there exists a positive constant C = C(n, σ, γ, s 1 , s 2 ) > 0 such that for any t ∈ [0, ∞), the estimate
holds provided that the right hand side is finite. Moreover, let ν ∈ [1, 2] and β > 0 with
Then there exists a positive constant C = C(n, σ, γ, ν, β) > 0 such that for any t ∈ [0, ∞), the estimate
holds provided that the right hand side is finite. The following theorem means time decay estimates in a weighted Sobolev space of the solution S σ (t)f to the problem (1.1) with the initial data u 0 = f and u 1 = 0: Theorem 2.3 (Time decay estimates for the solution S σ (t)f ). Let n ∈ N, σ > 0, s 1 , s 2 ∈ R with s 1 ≥ s 2 ≥ 0 and γ ∈ [1, 2] . Then there exists a positive constant C = C(n, σ, γ, s 1 , s 2 ) > 0 such that for any t ∈ [0, ∞), the estimate
holds provided that the right hand side is finite. Moreover, let ν ∈ [1, 2] and β > 0 satisfy the condition (2.2). Then there exists a positive constant C = C(n, σ, γ, ν, β) > 0 such that for any t ∈ [0, ∞), the estimate
holds.
From Theorems 2.1 and 2.3 and the argument of the proof [21, Lemma2.3], we can derive the following time decay estimates of L p -norm for the solutions to the linear problem (1.1):
Then there exists a positive constant C = C(p, n, s, β) > 0 such that for any t ∈ [0, ∞), the estimates
This corollary generalizes the range of the exponent p for the estimate (1.8) obtained by Theorem 2.1 in [28] to the wider range p ∈ [1, ∞].
Nonlinear Problem.
In this subsection, we state our well-posedness results to the nonlinear problem (1.10). The following theorem means large data local well-posedness for arbitrary data in a weighted Sobolev space.
We assume that ρ > max(1, s) satisfies
be a function satisfying the estimates
for any z 1 , z 2 ∈ R. Then for any r > 0 and the initial data
) there exists T = T (r) > 0 such that the Cauchy problem (1.10) admits a unique local mild solution
Remark 2.6. The above local well-posedness result generalizes that of the previous study [21] (Theorem 1.1 in [21] ) to the case of fractional Laplacian. Not only that, it relaxes the range of the exponent ρ of Theorem 1.1 in [21] , in which ρ > [s] + 1 was assumed (see Lemma 6.3).
The following theorem means small data global well-posedness in a weighted Sobolev space H s ∩ H 0,α to the problem (1.10) and time decay estimates of the global solution in the supercritical or critical case, i.e. ρ > 1 + σ n with α ≥ n 2 or ρ ≥ 1 + 2σ 2α+n with α ∈ [0, n 2 ): Theorem 2.7 (Global well-posedness in the critical or supercritical case). Besides the assumptions in Theorem 2.5, we assume that the exponent ρ satisfies
Then there exists ε = ε(n, σ, ρ, α, s) > 0 such that for any initial data
, the mild local solution u to the Cauchy problem (1.10) with the data (u 0 , u 1 ) obtained in Theorem 2.5 is extended globally, namely, T m = ∞. Moreover, for any r ≥ 1 with
, there exists a positive constant C = C(n, σ, ρ, α, s, r) > 0 such that for any t ∈ [0, ∞), the following estimates hold:
Proof of Theorems 2.1 and 2.3
In this section, we prove time decay estimates of the free solution to the problem (1.1) (Theorems 2.1 and 2.3 and Corollary 2.4). We especially show a pointwise estimate (Lemma 3.2) for the low frequency part of the free solution by using the homogeneous Besov norms (see 1.15-1.16). The idea to apply homogeneous Besov norms goes back at least as far as [36] . The lemma below gives a sufficient condition of propagators to apply their pointwise estimates.
hold for any ξ = 0, then f belongs toḂ s 1,∞ (R n ) with the estimate f Ḃs
Proof. It is enough to show that the estimate
At first, (3.1) and the positivity of s imply that the estimates
follow from the fundamental theorem of calculus. In the case of |ξ|/2m > |η|, the assumption (3.2) implies that the following estimates hold for any multi-indices α with |α| = 2m:
Therefore, we have
where we have used the assumption s < 2m. Now we show the pointwise estimate of the low frequency part of the free solutions.
Lemma 3.2. Let σ > 0. Then there exists a positive constant C = C(σ) > 0 such that the estimate holds:
Moreover, for σ ∈ 2N, for any positive number j, there exists a positive constant C j such that the following estimate holds: .7), pointwisely with some constants. For estimates of G σ , we refer the reader [39] and references therein. .3) is stated. However, we give a proof of it for completeness of the paper.
Proof of Lemma 3.2. We employ the approach for the proof of [36, Theorem 2.2] with dividing the proof into two cases where t ≤ 1 and t ≥ 1. Case 1: t ≤ 1. By the Hausdorff-Young inequality, we have
for any t > 0 and x ∈ R n . Next, we note that the estimate
holds for any ϑ ≥ 0, 0 < t < 1, and k ∈ Z ≥0 . Indeed, the identities
hold. Then it may be shown inductively that the identity
holds for any k ∈ Z ≥0 , which implies (3.6). Therefore, for k ∈ Z ≥0 , there exists a constant C k depending only on k such that
This and Lemma 3.1 imply that the RHS of (3.5) is uniformly bounded with respect to t ∈ [0, 1]. Therefore, the first estimate of (3.3) hold. When σ is even, (3.4) follows similarly from the fact that the estimate
Then it is computed directly that
where we have used changing variables with ξ := t −1/σ η. Then as well as (3.5), by rewriting t − 1 σ x as y, we have
We note that the estimates |η| σ t ≤ 1 4 and
The estimates above imply that
for any k ∈ Z ≥0 with a constant C k depending only on k. Therefore, the first estimate of (3.3) hold because (3.8) and Lemma 3.1 imply that the RHS of the last estimate of (3.7) is uniformly bounded with respect to t ≥ 1. When σ is even, (3.4) follows similarly from the fact that the estimate
holds for any non-negative integer k, which completes the proof of the lemma. Now we give a proof of Theorem 2.1.
Proof of Theorem 2.1. First we prove the estimate (2.1). We note that for any σ > 0, s ≥ 0 and q ≥ 1, there exists a positive constant C = C(σ, s, q) > 0 such that the estimates
Similarly, the following estimates hold: 
holds. Since we shall choose q = 2γ 3γ−2 , the estimate above implies (2.3). Next we give a proof of Theorem 2.3.
Proof of Theorem 2.3. This theorem is proved in the almost similar manner as the proof of Theorem 2.1. We only comment the different parts of the proof. For the operator S σ (t), we have sup t>0 ∂ t L σ (t, ξ) L ∞ |ξ|>2 − 2 σ < ∞ instead of (3.10). By using this estimate and the same argument as above, we can prove the conclusion of this Theorem. Now we give a proof of Corollary 2.4.
Proof of Corollary 2.4. When p = ∞, by Theorems 2.1 and 2.3 and the interpolation estimate, we have
When p = 1, as claimed in the proof of Lemma 2.3 in [21] , the estimate
holds provided that the right hand side is finite. This and Theorems 2.1 and 2.3 imply that the estimates
hold. Since · −β L 2 ֒→ L 1 , Corollary 2.4 follows from the interpolation between (3.14) and (3.16) , and the interpolation between (3.15) and (3.17).
Fundamental estimates on Besov space
In this section, we collect two fundamental estimates on Besov spaces. First we recall the Gagliardo-Nirenberg inequality on Besov spaces. 
holds for all f ∈Ḃ s1 p1,q1 ∩Ḃ s2 p2,q2 if and only if
Next, we recall the fractional Leibniz rule on Besov spaces:
For the proof of this lemma, see Appendix B.
5.
Estimates for the Duhamel term 5.1. Definitions of the solution space and its auxiliary space. In this subsection, we introduce our solution space and its auxiliary space for the construction of solutions to the nonlinear problem (1.10). Let σ > 0 and r ∈ [1, 2] . We introduce a dilation operator D σ,r (t) given by 
We remark that Y s,α,γ 0 consists of L qσ so as to apply the embedding
Here H − σ 2 appears in the second term in the right hand side of (2.1), for more details, see Theorem 2.1 and Lemma 5.1. We also remark that the identity
holds, so if the identity |N (Cz)| = C ρ |N (z)| holds for any z ∈ R, then we have
As we see Corollary 6.6, thanks to the dilation operator D σ,r (t), it is sufficient to control the Y s,α,γ 0 norm of the nonlinearity N (s) by using X s,α 0 norm of solutions for some fixed t in order to control the Y s,α,γ,r (T ) norm of the nonlinearity by using X s,α,γ (T ) of solutions for any 0 < t < T .
5.2.
Estimates for the Duhamel term. Next, we show the following estimates for the Duhamel term by applying Theorem 2.1.
Lemma 5.1 (Estimate of the Duhamel term). Let n ∈ N, σ > 0, α > 0 and r ∈ [1, 2] . We assume that the estimates
where q σ is given by (5.1), satisfy the estimates
Then there exists a positive constant C > 0 such that for T ∈ (0, 1), the estimate
holds. For any T > 0, the following estimate also holds: Proof. We note that the second estimate of (5.3) guarantees the existence of γ satisfying (5.4) . For simplicity, we write µ(q 1 , q 2 ) := n σ ( 1 q2 − 1 q1 ) for any 1 ≤ q 1 , q 2 ≤ ∞. Then X s,α,r (T ) and Y s,α,γ,r (T ) norms are rewritten by
Here we recall the estimates q σ := n + max(n, σ) n + σ ≥ 2n n + σ .
We note that since γ ≤ q σ , for any s > 0, there exists a positive constant C = C(s) > 0 such that the estimate
holds for any f ∈Ḃ s qσ ,2 (R n ) ∩ L γ (R n ) for some θ ∈ [0, 1]. This follows from Lemma
Here we have used the fact that the relationsḂ 0 qσ ,1 ֒→ L qσ and L γ ֒→Ḃ 0 γ,∞ hold (See [1, 6.3.1. Theorem], for example). Now we divide the integral region [0, t] into the two parts [0, t/2] and [t/2, t] and we write
We estimate I 1 . Theorem 2.1 with γ = ν = q σ , (5.2), and (5.7) imply that the following estimates
for s > 0. Theorem 2.1 also implies that for any s > 0 and α > 0, the estimates
hold for any τ ∈ [0, t]. We note that the second estimate of (5.4) implies that the condition (2.2) with β = α is satisfied. Therefore, for any 0 < t < 1, the estimate
holds. Moreover, for any t ∈ [0, T ], the estimates
hold, where we have used the identities
and the estimates
which follows from the inequality q σ > 2n n+σ and the first estimates of (5.3) and (5.4).
Next, we estimate I 2 . Theorem 2.1, (5.2), (5.7), and γ ≤ q σ imply that there exists a positive constant C > 0 such that the estimates
Similarly, for any s > 0, there exists a positive constant C > 0 such that the inequalities
hold, and for any α > 0, the estimates
hold. Therefore, for any 0 < t < 1, the estimate
holds. Besides for any t ∈ [0, T ], we estimate I 2 . By the inequality r ≥ γ, the estimates
hold. Here we note that the estimate µ(r, γ) > 0 holds if r > γ and the first estimate of (5.3) implies that the inequalities
hold. We claim that for any a ∈ R and d > 0, there exists a positive constant C = C(a, d) > 0 such that the estimate
holds. When a = −1, (5.13) holds obviously. When a = −1, (5.13) follows from the fact that
Since the equalities 
holds. Therefore, (5.5) follows from (5.9) and (5.11) . Since µ(r, r p ) = 1 holds if and only if ρ = 1 + rσ n , (5.6) follows from (5.10), (5.14) , and (5.15), which completes the proof of the lemma.
Estimates for nonlinearity
In this subsection, we estimate the auxiliary norm Y s,α,γ,r (T ) for the nonlinearity.
In Lemma 6.1 bellow, we show that some weighted Lebesgue spaces and a homogeneous Sobolev space are embedded into the solution space X s,α 0 for s, α ≥ 0: Lemma 6.1. Let n ∈ N, s ≥ 0, α ≥ 0. Then the embedding holds:
Proof. By the definition of the solution space X s,α 0 , the embedding X s,α 0 ֒→ L 2 holds for any s ≥ 0 and α ≥ 0.
For any s ′ ∈ [0, s], the embedding (6.1) holds, since by the interpolation estimate, there exists a positive constant C = C(s, s ′ ) such that the inequalities
hold for any f ∈ X s,α 0 . For any α ′ ∈ [0, α], the embedding (6.2) holds, because by the Hölder inequality, the estimates
holds for any f ∈ X s,α 0 . When ν ≥ 2, the embedding (6.3) follows from the Gagliardo-Nirenberg inequality and the assumption of ν. When ν ∈ ( 2n 2α+n , 2), by the Hölder inequality, the estimate
holds for any f ∈ X s,α 0 and · −α ∈ L 2ν 2−ν if ν satisfies ν > 2n 2α+n , which implies (6.3). This completes the proof of the lemma. 
hold for any f, g ∈ X s,α 0 . Proof. By the assumption (2.8) and the Hölder inequality, the inequalities
hold, where ν ∈ (0, ∞) is given by
This is rewritten by ν := 2n min(n, σ) (ρ − 1). (6.8) Then (2.5), (6.5), and (6.8) imply that the inequalities
hold, which coincides with (6.4). Therefore Lemma 6.1 implies (6.6). (6.7) is proved similarly, which completes the proof of the lemma.
Next we show nonlinear estimates from a homogeneous Besov spaceḂ s P,2 to the solution spaces X s,α 0 and X s ′ ,α 0 , where the exponents s, s ′ and P are given in Lemma 6.3. More precisely, in Lemma 6.3 below, we show the estimates for a nonlinearity M, whose M is substituted by N (s) with some integer s in the proof of Lemma 6.5 below. 
holds for any x, y ∈ R. We also assume that P ≥ 1 satisfies
(6.11)
Then there exists a positive constant C 1 > 0 such that the estimate
holds for all f ∈ X s,α 0 . Moreover, for any positive number d ρ0,s0 ≤ 1 satisfying
there exists a positive constant C dρ 0 ,s 0 such that
holds for any f, g ∈ X s,α 0 . Remark 6.4. The above condition on d ρ0,s0 says that d ρ0,s0 < 1 must hold if ρ 0 − s 0 ≤ 1. However, when ρ 0 − s 0 = 1, it is naturally expected that we can take d ρ0,s0 = 1. Indeed, when ρ 0 ≥ 2, by modifying the conditions (6.10)-(6.11) to slightly stronger ones, we can actually take d ρ0,s0 = 1 even if ρ 0 − s 0 = 1. However, Lemma 6.3 is sufficient to construct a solution to (1.10), and we do not discuss it here.
Proof. We set two positive numbers P 0 and P 1 satisfying
The assumption (6.9) and the fractional chain rule [15, Lemma 3.4] imply that there exists a positive constant C > 0 such that the estimate
holds, provided that the right-hand side is finite. In order to show the estimate (6.12), it is sufficient to prove that for the numbers P 0 and P 1 , the embedding holds:
We claim that the relations
hold if γ ∈ (1, 2] satisfies the condition (6.4) with ν = γ and s 0 s
The first embedding of (6.15) follows from Lemma 6.1. When 1 P0 is given by the LHS of the first estimate of (6.16), the second embedding of (6.15) follows from Lemma 4.1 with θ,Ḃ s1 p1,q1 ,Ḃ s2 p2,q2 replaced by s0 s ,Ḃ s 2,2 ,Ḃ 0 γ,2 . When 1 P0 is given by the RHS of the last estimate of (6.16), the second embedding of (6.15) follows from the Sobolev embedding. Here we note that the embeddingḂ n 2 2,2 ֒→Ḃ 0 ∞,2 also holds. Therefore, we obtain the relations (6.15) for P 0 satisfying (6.16) by the interpolation. Then the first estimate of (6.4) and (6.16) imply that the estimates
hold. In addition, if the condition (6.4) with (s, γ) replaced by (s ′ , (ρ 0 − 1)P 1 ) holds i.e., the estimates
hold, then Lemma 6.1 implies that X s ′ ,α 0 is embedded into L (ρ0−1)P1 . We remark that (6.18) may admit P 1 < 1 but the assumption P ≥ 1 excludes this case. By summing up the first and last estimates of (6.17) and (6.18), we obtain the conditions (6.10) and (6.11), respectively.
We next show the estimate (6.13). When s 0 = 1, (6.13) follows from the classical chain rule of differentiation. When s 0 = 1, we divide the proof into two cases where s 0 < 1 and s 0 > 1.
We start from the proof in the case where s 0 < 1. We compute
Hence, by the assumption (6.9), the estimate
holds. By the Hölder inequality with P 0 and P 1 above, (6.19) implies that the estimate
holds. Noting that the identity (ρ 0 − 2) + + min(ρ 0 − 1, 1) = ρ 0 − 1 holds, and combining (1.15), (6.14) , and (6.20), we obtain (6.13) when s 0 < 1. We next consider the case where s 0 > 1. In this case, we use the equivalence (1.16). Lemma A.1 implies that it is sufficient to show that there exists a positive constant C dρ 0 ,s0 > 0 such that the estimate
holds, since the other terms are easily or similarly controlled. With P 0 and P 1 above, we take a positive number P 2 satisfying the identity
holds, namely, we set 1
Then by the Hölder inequality, the following estimate holds:
Here we note that theḂ s 0 ρ 0 −dρ 0 ,s 0 (ρ0−dρ 0 ,s 0 )P2,2(ρ0−dρ 0 ,s 0 ) norm allows the equivalence of (1.15) because of the assumption d ρ0,s0 < ρ 0 − s 0 . Therefore, by the estimate (6.22) , the Hölder inequality, and (6.14), the LHS of (6.21) is estimated by
.
(6.23)
The interpolation estimate Lemma 4.1 and (6.14) imply that the estimates
hold. Hence, the estimates (6.23) and (6.24) imply that the inequality (6.21) holds, which completes the proof of the lemma. Now we show the following nonlinear estimates from the solution space X s,α 0 to the auxiliary space Y s,α,γ 0 : Lemma 6.5 (Estimate for the nonlinearity from the solution space to the auxiliary space). Let n ∈ N, α ≥ 0, 0 ≤ s ′ ≤ s < ρ < ∞ and γ ∈ [1, 2] . We assume that the estimates
if s < n/2 (6.25) hold and ρ satisfies the inequalities
Then there exists a positive constant C > 0 such that the estimates (6.28) and
hold for any f, g ∈ X s,α 0 . We note that the identities hold: min(n, σ) 2n
We divide the proof into the two cases where 0 < s < min(2, ρ) and 2 ≤ s < ρ.
When 0 < s < min(2, ρ), the estimates (6.28) and (6.29) follow directly from Lemma 6.3, since (6.10) and (6.11) hold with (P, M, ρ 0 , s 0 ) replaced by (q σ , N , ρ, s). Indeed, by the identities (6.30), the conditions (6.10) and (6.11) can be written as
which is equivalent to the condition (6.26) when s ′ = n 2 . When s ′ = n 2 , no upper bound for ρ is required here.
Next we assume 2 ≤ s < ρ. We remark that under this assumption, the first estimate of (6.26) holds, since Then we note that
We claim that there exists a positive constant C > 0 such that the estimate
(6. 31) holds provided that the right hand side is finite. Indeed, for any s 1 > 0, (−∆) s1/2 is isomorphism fromḂ s qσ,2 toḂ s−s1 qσ ,2 . Moreover, ∂ α is a continuous map froṁ B s−s1+|α| qσ,2 toḂ s−s1 qσ ,2 for any multi index α. Thus we see that (6.31) holds. For positive integers j and m, we set
Then the classical Leibniz rule and Lemma 4.2 imply that the estimate 
We shall choose a proper pair (Q, Q) so that (6.28) and (6.29) hold. We divide the proof into two cases where s ≤ n 2 and s > n 2 . We consider the case where 2 ≤ s ≤ n 2 . We remark that s ′ ≤ n 2 holds in this case. We choose Q with (6.32) and under the following conditions:
Here we note that 1 ≤ s ≤ s − s 0 and s j=1 κ j = s − s 0 .
We claim that under the condition above, we can take Q 0 satisyfying (6.10) and (6.11) with (P, ρ 0 ) replaced by (Q 0 , ρ − s) for any 1 ≤ s ≤ s − s 0 . Indeed, we have Moreover, the last estimate of (6.26) implies that we have
These two estimates imply that we can take Q 0 satisfying (6.10) and (6.11) with (P, ρ 0 ) replaced by (Q 0 , ρ − s) for any 1 ≤ s ≤ s − s 0 hold. Therefore, Lemma 6.3 implies that the estimates
hold. Here we note that (6.27) implies that we have min 1≤s≤s−s0
Moreover the Sobolev inequality implies that the relations 
Then Q satisfies (6.33). The relation X s ′ ,α 0 ֒→ L (ρ−s) Q0 also holds. Indeed the estimates (ρ − s) Q 0 > 2 ≥ 2n 2α + n hold since ρ − s > 1 and Q 0 ≥ 2. Moreover, the last estimate of (6.26) implies that Q 0 is estimated by
Therefore, the estimate
holds. These estimates above and Lemma 6.3 imply that the estimates
hold. It is also similarly seen that Q satisfies the other requirements. So we have
Finally, estimates (6.28) and (6.29) follow from (6.34)-(6.39). When s > n 2 , we choose Q j with (6.32) under the following condition:
It is seen that the following estimates hold for j ∈ [1, s]:
Therefore, (6.36) holds for any Q under the condition above. Moreover, the second estimate of (6.26) implies that
Therefore, (6.34) and (6.35) hold.
We also choose
Then Q satisfies (6.33). The estimates 
From this, we can see that (6.39) holds, since the conditions for Q j with j = j 0 are easily verified. Therefore, the properties (6.34)-(6.39) holds in the same way as the previous case, and hence, we obtain (6.28) and (6.29). Next, we estimate the Lebesgue L γ norms of the nonlinearity N (f ) without derivative or weight. Since (6.25) implies that γρ satisfies (6.4) with ν replaced by γρ, the argument of Lemma 6.1 implies that the estimates
hold. Finally, we note that we can apply Lemma 6.2 because the assumption (6.26) implies that ρ satisfies (2.5) and (6.5). Therefore, combining these estimates above, the proof is completed. 
hold for any u, v ∈ X s,α,r (T ), where d is given by (6.27).
Proof. By Lemmas 6.2 and 6.5, for any t > 0, the estimates hold with d defined by (6.27). Now we prove existence of the exponent γ. We divide the proof into two cases, where σ ≥ n and n > σ. In the case of σ ≥ n, we set γ := 1. (2.4) implies that γ = 1 satisfies (5.4), i.e.
Moreover, the estimates 2n 2α + n < 1 + n 2α + n , 1 + n (n − 2s)+ ≤ 2n (n − 2s)+ imply that (6.25) follows from (2.5) and (2.6). In the case of n > σ, we choose γ ≥ 1 so that γ satisfies (5.4) and 2n 2α + n + σ ≤ γ < 2n (n − 2s) + + σ . (7.4) We remark that the estimates 2n (n − 2s) + + σ > 2n n + 2σ ≥ nr n + rσ , 2n (n − 2s) + + σ > 2n (n − 2s) + + n ≥ 1 hold. Then (2.5), (2.6), and (7.4) imply that the estimates ργ > 2n 2α + n + σ 1 + σ 2α + n = 2n 2α + n ργ < 2n (n − 2s) + + σ 1 + σ (n − 2s ′ ) + ≤ 2n (n − 2s) + hold and imply (6.25) .
In the case where s ∈ Z and ρ − s > 1 and in the case where s ∈ Z and ρ − [s] ≥ 2, (7.1), (7.2), and (7.3) with d = 1 imply that a unique mild solution to (1.17) is constructed by the standard contraction argument on X s,α,r (T ) for sufficiently small T .
In the cases where s ∈ Z and ρ − s ≤ 1 and where s ∈ Z and ρ − [s] < 2, (7.3) with d = 1 may not hold. However, by a similar argument, the estimates follow from the assumption ρ > 1 and Lemma 6.2. Since the unit ball on X s,α,r (T ) is closed in X 0,α,r (T ), a unique mild solution to (1.17) is constructed by the standard contraction argument in X 0,α,r (T ). The continuous dependence of initial data in X s,α,r (T ) also follows from Corollary 6.6. Indeed, the Gagliardo-Nirenberg inequality implies that
Therefore, the estimate above and the continuous dependence of initial data on X 0,α,r (T ) imply that the mild solution depend continuously on initial datum also in X s,α,r (T ). 
Since z θ − z −θ = θ(z 1 − z −1 ), the assertion is obtained. 
