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1. INTRODUCTION 
In the paper [1] the authors discussed (among other things) the application of the Newton- 
Kantorovich (NK) method to the approximation of a symmetrically reciprocal (or SR) matr ix by 
a transit ive matrix.  These are defined as follows: an n x n matr ix A is an SR matr ix with all 
entries positive numbers and satisfying the relations 
aijaji = 1 and a~i = 1. (1) 
They arise natural ly in multicriteria decision making and are also known as pairurise comparison 
matrices. The problem of assigning weights to n options associated with the criteria underlying an 
SR matr ix  leads to the approximation of an SR matr ix by a transit ive matrix,  i.e., an elementwise 
positive matrix,  B say, whose elements atisfy bijbjk = bik for i, j ,  k = 1 ,2 , . . . ,  n. 
The authors are indebted to an anonymous reviewer for helpful comments and they thank A. Gy6rgy for proving 
the equivalence of (8) and (9). 
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It will be convenient to have two related notations: W is always a diagonal matrix with positive 
diagonal entries w l , . . . ,  wn, and the (column) vector from R n with entries w l , . . . ,  w,  is denoted 
by w. Thus, W is a positive definite diagonal matrix if and only if vector w is an elementwise 
positive column vector. 
Transitive matrices are necessarily SR and, furthermore, an SR matrix has rank one if and 
only if it is transitive. Introducing the n × n (transitive) matrix E whose entries are all equal to 
one, any transitive matrix B can be written in the form 
B=W-IEw=[W~ln , 
k Wi  J i , j : l  
(2) 
for some matrix W as introduced above. 
The NK method is usually chosen for its computational dvantages if least squares approxi- 
mation is adopted. It should be noted, however, that other numerical methods may have better 
global properties. Thus, when A is SR a transitive matrix B is to be found for which the error 
functional 
= 
i : l  j : l  w~ ] 
is minimised. More precisely, the NK method is proposed for the solution of the equations defined 
by the necessary conditions for a stationary value of S 2. It is shown in [1] that 
[ a(s ) 1 
a. l I = 2n(w)w, (4) 
where 
R(w) -- W -2 (A - W-1EW)  - (A - W-1EW)  T W -2, (5) 
and we note that, for any W, R(w) is skew-symmetric. Thus, solutions of the system R(w)w = 0 
define the stationary values of S 2 and are called stationary vectors. (Note that stationary vectors 
are not defined to within a positive scalar multiplier.) An algorithm based on this idea is discussed 
in [1]; the details will not be repeated here. 
This note has two objectives: to draw attention to problems in which A is simply a positive 
matrix (and not necessarily SR), and to discuss ome problems which are known to have multiple 
stationary vectors. 
Since writing the paper [1] the authors' attention has been drawn to the work of Chu in [2], 
where a closely related approach is developed for essentially the same problem. Comparisons are 
made with the authors' approach in the next section. 
We also mention that a new, completely independent approach to our problem is developed 
by Eisner and van den Driessche in [3]. There, the approximation is made to minimise relative 
errors, rather than the absolute rrors used in formulating S2. 
2. THE CASE A > 0 
Chu's work of [2] suggests an important extension of our own. We have in mind the fact that 
the SR property of A is not used in establishing formulae (4) and (5). Hence our NK procedure 
is more generally useful: it can be used in the approximation of any elementwise positive matrix 
by a transitive matrix. 
In particular, it may be the case that A is an SR matrix polluted by noise, i.e., it is merely 
"close" to an SR matrix in some sense. Chu presents a 7 x 7 example of this kind. On applying 
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our method to this example xactly the same approximating transitive matrix is obtained, giving 
confidence in the viability of both approaches. 
Chu's approach depends on an early transformation to matrices for which the multiplicative 
transitive condition, b~jbjk = bik, is replaced by an additive one. Thus, if lij = log bij for all i, j ,  
then l~j + ljk = li~. This has the advantage that the set of all such matrices forms a linear 
subspace of the space of all real n x n matrices, and this property offers some advantages for 
the optimization process. On the other hand, it is achieved at the expense of frequent use of 
exponential nd logarithmic function evaluations. 
The intimate connection between the two formulations of the problem is made clear on com- 
parison of the two equation systems determining the stationary values: in Chu's Theorem 2.3 
remove the normalization condition t ,  = 0 and let the parameter k run from 1 through n. Then 
it is easily seen that Chu's equations (19) are equivalent to R(w)w = 0 (from (4)) if we set 
w~ = e -~,  i = 1,2, . . . ,n .  
3. PERSYMMETRY AND MULT IPLE  STAT IONARY VECTORS 
A major unresolved question in this problem area concerns prediction of the uniqueness--or 
lack of uniqueness--of stationary vectors (modulo scalar multipliers, of course). Here, vectors 
w(1),..., w (k) for which R(wO))w (j) = O, j = 1 ,2 , . . . ,  k, are said to be multiple stationary vectors 
provided no two are scalar multiples of each other. 
The possibility of multiple minima for S 2 is demonstrated by Jensen's simple example of an 
SR matrix [4], namely the following. 
EXAMPLE I. 
AI= 1 • 
1 
There are three stationary vectors 
0.670] [0.2421 F0"088] 
o.oss/' / 0.670/,/°'242 / 
o.242J LO.OSSj to.sToJ 
3 W (normalised so that ~-'~j=l j = 1), all yielding the same value 165.1636 of S 2. Observe here that 
each of these stationary vectors produces different orderings of the three options. Therefore, if
such a case occurs in practice the entries of the original pairwise comparison matrix should be 
reconsidered and the decision making procedure recalculated. | 
Matrix At is an example of a persymmetric matrix. More generally, an n x n matrix A is said 
to be persymmetric if it satisfies the relation QAQ = A T where Q is the permutation matrix with 
ones on the NF_,-SW diagonal and zeros elsewhere (matrix A has symmetry about the NE-SW 
diagonal). In other words, aij = an+l- j ,n+l- i  for i , j  = 1,2,. . .  ,n. 
Persymmetric matrices generally produce two stationary vectors. To see this, for any positive 
vector w define ~b = Qw- l  so that ~ is the vector whose entries are reciprocals of those of w in 
reverse order. Similarly, define I?V = QW-1Q.  Then some computations with formula (5) show 
that 
R(w)w = -QW2R (~) ~. 
Thus, if w is a stationary vector, R(w)w = O, then so is ~--and, in general, they will be distinct. 
After renormalisation, the first two vectors displayed above are of this kind (and let us postpone 
discussion of the third vector for a moment). 
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PROPOSITION 1. I f  A is an elementwise positive persymmetrie matr/x and w is a stationary 
vector, then so is Cv = Qw -1. 
EXAMPLE 2. A practical example of Saaty and Erdener [5] has been examined again in [1]. This 
concerns the persymmetric matrix 
1 
1 g 3 3 
5 1 5 3 
A2= 1 1 1 
5 g 1 g 
1 1 g g5  1 
with a stationary vector 
w T= [1.2854 0.3997 2.5022 0.7780]. 
An interesting feature of this example is the fact that w can be normalized so that ~ = Qw -1 = w. 
So Proposition i gives no guarantee of distinct stationary vectors. The vector w above has this 
property. | 
EXAMPLE 3. This is another example of persymmetry. (As the matrix is to be SR, only elements 
of the upper triangular part are displayed.) 
1 9 8 5  
132 
A3 = 1 3 
1 
As suggested in Proposition 1, two stationary vectors 
w T- -  [I.0000 0.9988 0.6409 0.5834 
d~T= [0.2264 1.7140 1.5603 1.0012 
1 
5 
8 
9 
1 
are found with the same values of S 2, 
4.4176], 
1.oooo1. 
The best approximating transitive matrix determined by w is 
1 0.9988 0.6409 0.5834 4.4176" 
1 0.6417 0.5841 4.4229 
1 0.9103 6.8926 
1 7.5719 
1 
The best approximation determined by ~h is just the matrix obtained from the above by reflection 
in the NE-SW axis, as is otherwise obvious. | 
4. SP I  MATRICES AND MULT IPLE  STAT IONARY VECTORS 
Multiple stationary vectors can also occur if A has a certain permutational symmetry. As in [6], 
a matrix A is said to be symmetrically permutation invariant (SPI) if there is a permutation 
matrix P such that pTAp = A. (By definition, a permutation matrix has precisely one "one" in 
each row and column, and all other entries are zero.) Now define a corresponding permutation 
of a vector w as ~ = pTW. Again, some computations with (5) lead to the formula 
R(w)w = Pn  (~) ~, (6) 
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and it follows that, if w is a stationary vector, then so is ~. But now there is the possibility of 
even more stationary vectors, because p2 is also a permutation matrix and 
(p2) TAp 2 = pr  (pT Ap)  P = pT Ap  = A, 
and so on. Thus, there is the possibility of a sequence of alternate stationary vectors, w, PTw, 
(PT)2w . . . . .  However (as it will be seen), it is always the case that ps  = I for some integer 
s > 0, so the sequence contains only finitely many distinct vectors. 
PROPOSITION 2. IrA is an elementwise positive SPI matrix (pT AP  = A/or  some permutation P) 
and w is a stationary vector, then so are the vectors pTw,  (PT)2w, . . . .  
The mystery of the missing stationary vector of Jensen's example is explained by observing 
that matrix A1 is also SPI with the circulant permutation 
P - -  0 , 
1 
and the three vectors of Example 1 (suitably ordered) have the form w, p'rw, (P'r)2w. 
For matrices related by either persymmetry or the SPI property, the formulation of S2(w) 
in (3) shows that the sum over the aij does not change (the aij are simply permuted), so it is 
not surprising that a simple transformation of an optimal w will minimise S 2 for the transformed 
matrix. Furthermore, multiple stationary vectors explicable in this way will have the same 
associated error S 2. So they are defined to be alternate stationary vectors. 
EXAMPLE 4. This is a more complex example of an SR matrix which is also SPI, 
1 
1 9 
I 
1 9 
1 
9 ~ 1 
A4= 1 1 
3 
1 1 
3 3 
1 1 
3 4 5 
1 
5 4 
1 
5 4 
1 
4 g 5 
1 
1 7 7 
1 
7 1 7 
1 
7 7 1 
Observe that A4 is made up of four 3 x 3 circulant blocks. Using this fact it is easily seen that A4 
is SPI with P a direct sum of two 3 x 3 circulant matrices. As a result, the following vectors 
form a set of alternate stationary vectors: 
w~ = [0.1712 0.9516 0.3257 1.0000 0.6783 0.4309], 
w2 r --[0.3257 0.1712 0.9516 0.4309 1.0000 0.6783], 
w T = [0.9516 0.3257 0.1712 0.6783 0.4309 1.0000]. 
Thus, symmetries in the elements of the approximated matrix may lead in a natural way to 
multiple stationary vectors. This is in contrast to the experience of several authors who claim 
that "practical" examples of SR  matrices do not exhibit multiple local minima for S2(w). On  
the other hand symmetries are not essential: an example of Chu concerns the matrix 
A4 -- 1 . 
1 
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This matrix is far from an SR matrix and shows no obvious symmetries. Nevertheless, the NK 
algorithm can be utilised to show that there are three distinct stationary vectors (not alternate 
stationary vectors) computed as follows: 
w~=[1  0.6778 2.51431, 
w~ = [1 1.1755 4.04081, 
w~ = [1 0.2191 0.1164], 
where S(wl )  = 9.4518, 
where S(w2) = 9.4244, 
where S(w3) = 5.8634. 
The numerical evidence also indicates that these stationary values are, in fact, saddle points 
of S2(w) and not minima. 
5. GENERAL SPI MATRICES 
It is well known that any permutation matrix P can be decomposed into a direct sum of 
circulant matrices (see [7, p. 29], for example). Thus, there is a permutation matrix R such that 
RTPR = II where H is a direct sum of circulants 
H = diag[H1, H2, . . . ,  IIr]. 
Here, Hi is the primitive circulant with first row [0 1 0 .. .  0] and size ni :> 1 where ~-~ir___l n~ = n. 
Furthermore, the ni are uniquely defined (except for ordering). 
If A is an SPI matrix with PTAP = A it follows that IIT.4H = .4 where .4 = RTAR.  So let 
us suppose that this permutation has already been applied to A and A satisfies IITAYI = A; in 
other words, AII = HA. Define such a matrix as a canonical SPI matrix. 
Let w be a stationary vector for an SPI matrix A which, without loss of generality, can be 
supposed to be in canonical form. Then the number of associated alternate stationary vectors is 
just the number of distinct vectors in the sequence 
HT , 2 . . . . .  (7) 
Write w T [Tb~,.. ^T = ., w r ] where each vector ~i is of size ni. As the power of H T increases 
along sequence (7) it is seen that elements within the ith block "rotate" within the same block 
and will return to the original configuration after ni steps along the sequence. Proposition 3 
follows. 
PROPOSITION 3. I f  A is an SPI  matr/x, the cardinality of  a sequence (7) of  alternate stationary 
vectors cannot exceed the least common multiple of  the numbers nl ,  n2 , . . . ,  nr. 
This number is, of course the smallest positive integer s for which H s = I. Observe that this 
number of alternate stationary vectors is attained in our Example 4. More generally, when there 
are repetitions among the numbers wi, i = 1, 2 , . . . ,  n this number may not be attained. 
Canonical SPI matrices have an interesting block structure. Thus, let A be such a matrix with 
the block structure A =Ai i  where Aij is n i × nj .  Then it follows that, when i = j,  
AiiHi = HiAii  
which implies that Aii is a circulant [7, Theorem 3.1.1]. If i ¢ j and ni = nj then, similarly, 
Ai j I I i  = HiAi j ,  so that Aij is also circulant. When i ~ j and ni ~ nj, then 
rITAi~YIj = Ai~. (8) 
It can be shown that (8) holds iff Aij has a more complex rectangular circulant structure given 
by 
Aij  = Cij ® Ei j ,  (9) 
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the Kronecker product of Cii and Eij, where C'ij is an arbitrary circulant matrix of order ri# = 
gcd(ni, nj) and Eij is an 
n~ nj 
x 
r~j rij 
matrix of all ones. Since any circulant matrix A~ i satisfies (8) and C~ i is a circulant, it is easy to 
see that (9) implies (8). 
To see that (8) implies (9), consider the block matrix 
. . .  • 
Let I'Ii the primitive circulant matrix of order n in j ,  then 
~i,~H~ = [A,j~j A,~II~ . . .  A,~II~ ]
and so 
n A, li = 
th columns of A~j are equal. Hence it can be Therefore, A~j is a Toeplitz-matrix and so all n~ 
seen that all r, th columns of Aij axe also equal. Similarly, all ri th rows of A~j axe also equal, 
and thus, A O has the block structure given by (9). Then Cij is circulant since Cij ®Eij -- 
IIri (Cii ® E~i)IIj = II~C~jHc ®Eij, where IIc is the primitive cireulant matrix of order r~j and 
so II~CoIIc -- Cij. Therefore (8) and (9) are equivalent. 
Returning to Example 4, observe that matrix A4 is a canonical SPI matrix with nl -- n2 = 3. 
Clearly, this structure can be used to generate SPI matrices of any size. Let us use this structure 
to confirm that the number of alternate stationary vectors may exceed that of Proposition 3. 
PROPOSITION 4. I f  A is an SPI  matrix, the number of distinct alternate stationary vectors can 
be as large as Hj(nj)  where the product is taken over the distinct numbers among nl,n2 . . . . .  h r .  
To verify this statement i can be assumed once more that A is in canonical form. Then using 
the above properties it is easily seen that the following statements hold. 
(a) For all positive integers p, 
AiilI~ = II~ Aii. 
(b) If ni # nj then for positive integers p, q, 
(n~) T A~jn~ = a~jEij = Aij, (10) 
where aij > 0 and Eij is the ni x nj matrix of all ones. These two statements imply 
the result. Observe that properties (9) and (10) reflect to the difference of Propositions 3
and 4. 
Usually, there are repetitions among the elements of wi, i = 1, 2, . . .  ,n, and therefore, the 
number of distinct alternate stationary vectors in Proposition 4 may not be attained. 
.. q P . IIi A0 (c) If there are also blocks for which i ~ j and ni = nj then, in general, A~3II j ~ for 
p # q, and no new admissible permutations of the elements of w are obtained. 
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