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TOWARDS SUPER-APPROXIMATION IN POSITIVE
CHARACTERISTIC
BRIAN LONGO AND ALIREZA SALEHI GOLSEFIDY
Abstract. In this note we show that the family of Cayley graphs of a finitely generated
subgroup of GLn0(Fp(t)) modulo some admissible square-free polynomials is a family of
expanders under certain algebraic conditions.
Here is a more precise formulation of our main result. For a positive integer c0, we
say a square-free polynomial is c0-admissible if degree of irreducible factors of f are distinct
integers with prime factors at least c0. Suppose Ω is a finite symmetric subset of GLn0(Fp(t)),
where p is a prime more than 5. Let Γ be the group generated by Ω. Suppose the Zariski-
closure of Γ is connected, simply-connected, and absolutely almost simple; further assume
that the field generated by the traces of Ad(Γ) is Fp(t). Then for some positive integer c0
the family of Cayley graphs Cay(pif(x)(Γ), pif(x)(Ω)) as f ranges in the set of c0-admissible
polynomials is a family of expanders, where pif(t) is the quotient map for the congruence
modulo f(t).
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1. Introduction
1.1. Statement of the main results. Let Γ be a subgroup of a compact group G. Suppose
Ω is a finite symmetric (that means ω ∈ Ω implies ω−1 ∈ Ω) generating set of Γ. Suppose Γ
is the closure of Γ in G and PΩ is the probability counting measure on Ω. Let
TΩ : L
2(Γ)→ L2(Γ), TΩ(f) := PΩ ∗ f := 1|Ω|
∑
ω∈Ω
Lω(f),
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where Lω(f)(g) := f(ω
−1g). Then it is well-known that TΩ is a self-adjoint operator,
TΩ(1Γ) = 1Γ where 1Γ is the constant function on Γ, and the operator norm ‖TΩ‖ is 1.
So the spectrum of TΩ is a subset of [−1, 1] and TΩ sends the space L2(Γ)◦ orthogonal to the
constant functions to itself. Let T ◦Ω be the restriction of TΩ to L
2(Γ)◦. Let
λ(PΩ;G) := sup{|c|| c is in the spectrum of T ◦Ω}.
If λ(PΩ;G) < 1, we say the left action Γy G of Γ on G has spectral gap.
It is worth mentioning that, if Ω1 and Ω2 are two generating sets of Γ and λ(PΩ1;G) < 1,
then λ(PΩ2;G) < 1. So having spectral gap is a property of the action Γ y G, and it is
independent of the choice of a generating set for Γ.
The following is the main result of this article:
Theorem 1. Let Ω be a finite symmetric subset of GLn0(Fp[t, 1/r0(t)]) where p > 5 is prime
and r0(t) ∈ Fp[t] \ {0}. Let Γ be the group generated by Ω. Suppose the Zariski-closure G of
Γ in (GLn0)Fp(t) is a connected, simply-connected, absolutely almost simple group. Suppose
the field generated by Tr(Ad(Γ)) is Fp(t). Then there is a positive integer c0 such that
sup
{ℓi(t)}i∈Ir0,c0
λ(PΩ;
∞∏
i=1
GLn0(Fp[t]/〈ℓi(t)〉)) < 1,
where {ℓi(t)}∞i=1 ∈ Ir0,c0 if and only if ℓi(t) are irreducible, ℓi(t) ∤ r0(t), and {deg ℓi}∞i=1 is
a strictly increasing sequence consisting of integers more than 1 with no prime factors less
than c0.
It is well-known that Theorem 1 has immediate application in the explicit construction of
expanders. Let us quickly recall that a family of d-regular graphs Xi is called a family of
expanders if the size |V (Xi)| of the set of vertices goes to infinity and there is a positive
number δ0 such that for any subset B of V (Xi) we have
|e(B, V (Xi) \B)|
min(|B|, |V (Xi) \B|) > δ0,
where e(B,C) is the set of edges that connect a vertex in B to a vertex in C. Expanders
have a lot of applications in theoretical computer science (see [HLW06] for a survey on such
applications).
Now we can give the equivalent formulation of Theorem 1 in terms of expander graphs (see
[SG17, Remark 15] or [Lub94, Section 4.3]).
Theorem 1′. Let Ω be a finite symmetric subset of GLn0(Fp[t, 1/r0(t)]) where p > 5 is prime
and r0(t) ∈ Fp[t] \ {0}. Let Γ be the subgroup generated by Ω. Suppose the Zariski-closure G
of Γ in (GLn0)Fp(t) is a connected, simply-connected, absolutely almost simple group. Suppose
the field generated by Tr(Ad(Γ)) is Fp(t). Then there is a positive integer c0 such that the
family of Cayley graphs
{Cay(πf(t)(Γ), πf(t)(Ω))| f(t) ∈ Sr0,c0}
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is a family of expanders where Sr0,c0 consists of square-free polynomials f(t) ∈ Fp[t] with
prime factors ℓi(t) such that (1) ℓi(t) ∤ r0(t), (2) deg ℓi > 1, (3) deg ℓi 6= deg ℓj if i 6= j, and
(4) deg ℓi does not have a prime factor less than c0 and πf(t) is induced by the quotient map
πf(t) : Fp[t, 1/r0(t)]→ Fp[t]/〈f(t)〉.
1.2. What super-approximation is and an ultimate speculation. In order to put
Theorem 1 in the perspective of previous works, let us say what super-approximation is in a
very general setting.
Definition 2. Suppose A is an integral domain, and Ω is a finite symmetric subset of
GLn0(A). Let Γ be the group generated by Ω. Suppose C is a family of finite index ideals of A.
We say Γ has super-approximation with respect to C if supa∈C λ(πa[PΩ]; GLn0(A/a)) < 1,
where πa is the group homomorphism induced by the quotient map A → A/a and πa[PΩ]
is the push-forward of PΩ under πa. We simply say Γ has super-approximation if it has
super-approximation with respect to the set of all the finite index ideals of A.
Because of several ground breaking results in the past decade (see [Hel08, Hel11, BGT11,
PS16], [BG08-a]-[BV12], [Var12], [SG17]-[SGV12]), we have a very good understanding of
super-approximation property for finitely generated subgroups of linear groups over A :=
Z[1/q0] (a finitely generated subring of Q). In this case, it is proved that Γ has super-
approximation with respect to fixed powers of square-free ideals [SGV12, SG19] and powers
of prime ideals [SG17, SG19] if and only if the connected component G◦ of the Zariski-closure
of Γ in (GLn0)Q has trivial abelianization. Based on these results we have the following
conjecture.
Conjecture 3 (Super-approximation conjecture over Q). Suppose Ω is a finite symmetric
subset of GLn0(Z[1/q0]), Γ = 〈Ω〉, and G◦ is the connected component of the Zariski-closure
of Γ in (GLn0)Q. Then Γ has super-approximation if and only if G
◦ has trivial abelianization.
In the beautiful survey by Lubotzky [Lub12], he goes further and make an analogues con-
jecture (see [Lub12, Conjecture 2.25]) for an arbitrary finitely generated integral domain
A. Notice that such a conjecture implies that super-approximation is a Zariski-topological
property; that means if two groups have equal Zariski-closures, then either both of them
have super-approximation or neither have this property. It turns out that this conjecture
is false in this generality (see [SGV12, Example 5]); there are two finitely generated sub-
groups of GLn0(Z[i]) such that (1) they have equal Zariski-closures in (GLn0)Q[i], and (2)
one of them has super-approximation and the other one does not. This shows that for
an arbitrary integral domain A one needs a refiner understanding of Γ to determine if it
has super-approximation. The key point is that super-approximation is about how well Γ
is distributed in its closure Γ in the compact group GLn0(Â) where Â := lim←−|A/a|<∞A/a
is the profinite closure of the ring A. When the field of fractions Q(A) has a subfield F
such that [Q(A) : F ] < ∞, Γ might satisfy some hidden polynomial relations over F which
disappear over Q(A). Of course such polynomial relations are still satisfied in Γ; and so
these are vital in understanding the group structure of Γ. To detect the mentioned hid-
den polynomial relations, one has to use Weil’s restriction of scalars and view GLn0(Q(A))
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as the F -points of RQ(A)/F ((GLn0)Q(A)). More or less what we are hoping for is to have a
finitely generated ring A0 and a group scheme G0 over A0 such that Γ can be realized as
an open subgroup of G0(Â0) where Â0 is the profinite closure of A0. Strong approximation
(see [MVW84, Wei84, Nor87, Pin00]) gives us such a result under various extra algebraic
conditions. This is partially responsible for some of the extra technical conditions in The-
orem 1 compared to the mentioned results over Z[1/q0]; it will be explained later why we
need some additional technical conditions.
In light of this discussion, it makes sense to formulate a conjecture for super-approximation
property of a finitely generated subgroup Γ of GLn0(A) based on group theoretic properties
of its closure Γ in GLn0(Â). As Lubotzky says in his survey [Lub12, Conjecture 2.25] this
conjecture is quite a fantasy at this point.
Conjecture 4 (Super-approximation conjecture for a finitely generated integral domain).
Suppose A is a finitely generated integral domain, Ω is a finite symmetric subset of GLn0(A),
and Γ is the subgroup generated by Ω. Let Â := lim←−|A/a|<∞A/a be the profinite closure of A
and Γ is the closure of Γ in GLn0(Â). Then Γ has super-approximation if and only if any
open subgroup Λ of Γ has finite abelianization; that means |Λ/[Λ,Λ]| <∞.
Let us make two remarks: (1) since A is a finitely generated ring, for any maximal ideal m we
have that A/m is a finitely generated ring and a field; and so |A/m| <∞ if m is a maximal
ideal. Moreover, since A is a finitely generated integral domain, it is a Jacobson ring which
means intersection of its maximal ideals is zero. Hence A can be (naturally) embedded into
Â. Therefore it does make sense to talk about the closure of Γ in GLn0(Â). (2) Using the
argument given in [SG19, Proposition 8] one can get the “only if” part of Conjecture 4. It
is worth mentioning that super-approximation (also known as superstrong approximation)
has been found to be extremely instrumental in a wide range of problems; see [BO14] for a
collection of its applications.
1.3. Best related result prior to this work. The best known result on super-approximation
for linear groups over a global function field, prior to this work, is due to Bradford [Bra16].
In [Bra16], under the extra assumption that the degree deg ℓi of irreducible factors ℓi are
prime, a version of Theorem 1′ for subgroups of SL2(Fp[t]) is proved. Bradford also highlights
many of the subtleties involved in the positive characteristic case.
1.4. Notation. Throughout this paper for any group G and a subgroup H , Z(G) is the
center of G, CG(H) is the centralizer of H in G, and NG(H) is the normalizer of H in G as
usual. If G and H are algebraic groups, then these notions are considered in the category of
algebraic groups.
For a finite subset S of a group G, we denote by PS the uniform probability measure
supported on S; that means
PS(A) = |A ∩ S|/|S|
for any A ⊆ G.
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For any measure µ with finite support on G and g ∈ G, we let µ(g) := µ({g}).
For any two measures with finite support µ, ν on G, the convolution of µ and ν is denoted
by µ ∗ ν; and so
(µ ∗ ν)(g) =
∑
h∈G
µ(h)ν(h−1g).
The l-fold convolution of µ with itself is denoted by µ(l), and µ˜ denotes the measure such
that µ˜(g) = µ(g−1).
For a measure µ with finite support on a group G and a group homomorphism π : G→ H ,
we denote by π[µ] the push-forward of µ under π; that means π[µ](A) := µ(π−1(A)) for any
subset A of H .
For subsets A,A1, . . . , An of a group G, we write∏n
i=1Ai := {a1a2 . . . an|ai ∈ Ai}
for the product set of A1, . . . , An and we write∏
kA := {a1a2 . . . ak|ai ∈ A, 1 ≤ i ≤ k}
for the set consisting of products of k elements of A. We denote by
⊕k
i=1Gi, the direct sum
of the groups G1, . . . , Gk.
We use Vinogradov’s notation x ≪A y to mean |x| < Cy for some positive constant C
depending on the parameter A. For any constant δ, K = ΘA(δ) means δ ≪A K ≪A δ. The
subscript will be omitted from the above notation if either the constant is universal, or if
the dependencies are clear from context.
For any positive integer n, [1..n] denotes the set of integers that are at least 1 and at most
n.
We use pri :
⊕
j∈I Gj → Gi to denote the projection to the ith factor. For J ⊆ I, we identify
the group
⊕
i∈J Gi with its natural inclusion in
⊕
i∈I Gi.
For any prime p we let Fp be an algebraic closure of a finite field Fp of order p. For any
prime p and positive integer n, Fpn denotes the unique finite subfield of Fp that has order
pn.
For a field F , we let F× := F \ {0}. For f(t) ∈ Fq[t] \ {0}, we let N(f) := |Fq[t]/〈f(t)〉|.
For an irreducible polynomial ℓ(t) ∈ Fq[t] we let vℓ : Fq(t) → Z ∪ {∞} be the ℓ-valuation;
that means for r ∈ Fq[t] \ {0} we let vℓ(r) := m if ℓm|r and ℓm+1 ∤ r, vℓ induces a group
homomorphism from Fq(t)
× to Z, and vℓ(r) = ∞ if and only if r = 0. We let v∞ be the
valuation associated to 1/t; that means v∞(r/s) := deg s − deg r for any r, s ∈ Fq[t] \ {0}.
The set of valuations of Fq(t) is denoted by VFq(t). For any valuation v, the v-adic norm of
r ∈ Fq(t) is defined as
|r|v :=
{
N(ℓ)−v(r) if v = vℓ for some irreducible polynomial ℓ,
q−v(r) if v = v∞.
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For any valuation v, the v-adic completion of K := Fq(t) is denoted by Kv. The ring
of v-adic integers is denoted by Ov, and the residue field of Kv is denoted by K(v). For
an irreducible polynomial ℓ, we let K(ℓ) := Fq[t]/〈ℓ〉 ≃ K(vℓ). For any valuation v of
Fq, we let deg v := [K(v) : Fq]; and so we have logq N(f) =
∑
v∈VFq(t)
v(f) deg v for any
f ∈ Fq[t]. For r0(t) ∈ Fq[t], we let D(r0) to be either the set of irreducible factors of r0 or
{vℓ ∈ VFq(t)| ℓ is irreducible, ℓ|r0}. For a finite subset S of valuations of Fq(t), we let ‖r‖S :=
maxv∈S |r|v. In this note for h ∈ GLn0(Fq[t, 1/r0(t)]), we let ‖h‖ := maxi,j ‖hij‖D(r0)∪{v∞}
where hij is the ij-entry of h. We notice that this norm depends on r0(t), and r0(t) should
be understood from the context.
For a polynomial r0 ∈ Fp[t] \ {0} and positive integer c0, we let Sr0,c0 be the set of all
square-free polynomials f(t) ∈ Fp[t] with prime factors ℓi(t) such that (1) ℓi(t) ∤ r0(t), (2)
deg ℓi > 1, (3) deg ℓi 6= deg ℓj if i 6= j, and (4) deg ℓi does not have a prime factor less than
c0.
For a ring A, A× is the group of units of A and Spec(A) denotes the associated affine scheme;
that means the points of this space are prime ideals of A. If H is a group scheme defined
over a ring A and B is an A-algebra, then H ⊗A B denotes the group scheme on the fiber
product H ×SpecA SpecB. For a group scheme H defined over A and ℓ ∈ A \ A×, we let
Hℓ := H ⊗A A/〈ℓ〉. For a ring A, (GLn)A denotes the A-group scheme given by the n-by-n
general linear group; so (GLn)A = (GLn)Z ⊗Z A.
For an algebraic group G, Ru(G) denotes its unipotent radical, and LieG is its Lie algebra.
1.5. Outline of proof and the key differences with the characteristic zero case.
The general architecture of this article is as in Salehi Golsefidy-Varju´’s work [SGV12] where
Bourgain-Gamburd’s method [BG08-a] has been combined with Varju´’s multi-scale argu-
ment [Var12]. By now there are many excellent surveys and lecture notes that explain the
key ideas of the ground breaking result of Bourgain and Gamburd (see [Bre13, Hel15, Kow15,
Tao15]); so here we will be very brief on that part and focus on the main difficulties that
were needed to be addressed.
As in the characteristic zero case, we start with understanding the group structure of πf (Γ)
for a square-free polynomial f(t) ∈ Fp(t). By Weisfeiler’s strong approximation theo-
rem [Wei84], we have that, if irreducible factors ℓi(t) of f(t) have large degrees, then
πf (Γ) ≃
n⊕
i=1
Gℓi(FN(ℓi))
for some absolutely almost simple FN(ℓi)-group Gℓi of dimension bounded by n
2
0. Notice that,
since Fp(t) has many subfields, it is inevitable to have an assumption on the trace field of Γ
to get such a result; this is why we assume that Fp(t) is the field generated by Tr(Ad(Γ)).
There is a positive number c0 depending on n0 such that all the factors Gℓi(FN(ℓi)) are
c0-quasirandom in the sense of Gowers [Gow08]; this implies that for any irreducible rep-
resentation ρ of πf (Γ) we have that dim ρ ≥ |Im ρ|c0. Based on Sarnak-Xue trick [SX91]
(see [Gow08, NP11]), it would be enough to find a good upper bound for the trace of
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(T ◦πf (Ω))
l for some positive integer l = Θn0(log |πf(Γ)|). This trace can be controlled in terms
of the L2-norm of πf [PΩ]
(l). Following Bourgain-Gamburd’s treatment we look at the se-
quence of {‖πf [PΩ](2m)‖2}∞m=1. It is easy to see that it is a decreasing sequence with a lower
bound ‖Pπf (Γ)‖2 (the L2-norm of the probability counting measure on πf (Γ)). Roughly
what Bourgain and Gamburd showed is that, if at some step ‖πf [PΩ](2m)‖2 is still not close
enough to the lower bound ‖Pπf (Γ)‖2 and does not get significantly smaller in the next step,
there should be an algebraic reason: πf [PΩ]
(2m) should be concentrated on an approximate
subgroup X ; this roughly means X is symmetric and almost close under multiplication.
(we refer the reader to the above cited surveys and lecture notes and [Tao08] for a more
thorough treatment of this subject; in this note we do not define approximate subgroups
as they play an important role only at the background of our arguments). Breakthrough
results of Breuillard-Green-Tao [BGT11] and Pyber-Szabo´ [PS16] (these generalize works
of Helfgott [Hel08, Hel11]) say that an approximate subgroup of a finite simple group of
Lie type with bounded rank is very close to being a subgroup. The multi-scale argument
of Varju´ [Var12] gives us an axiomatic way to reduce understanding of approximate sub-
groups of a finite product of finite groups to the same question for each one of the factors
(see [Var12, Section 3]). One of Varju´’s assumptions on the factors (see [Var12, Condition
(A5), section 3]) demands a type of bounded hierarchy for the subgroups of factors. The
main idea of existence of such bounded hierarchy of subgroups relies on Nori’s result [Nor87]
which roughly says a subgroup of GLn0(Fp) is more or less the Fp-points of an algebraic sub-
group of (GLn0)Fp; and the mentioned hierarchy comes from the dimension of the associated
algebraic subgroup. Clearly this type of statement is not true for subgroups of GLn0(Fpd)
when d gets arbitrarily large; consider GLn0(Fp) ⊆ GLn0(Fp2) ⊆ · · · ⊆ GLn0(Fpd). So an
important part of this work is to modify Varju´’s argument to work in our setting (notice
that we are presenting the overview of the proof in a backward fashion; and so this part of
proof appears towards the end of the article in Section 4).
So far under the contrary assumption we have that πf [P
(l0)
Ω ] is concentrated on a proper
subgroup H of πf(Γ) for some positive integer l0 = Θn0(log |πf (Γ)|). Hence we need to
have a good understanding of proper subgroups of πf(Γ) and escape them in logarithmic
number of steps. Here is another important difference with the case of A = Z[1/q0] that we
only partially address and is responsible for some of the additional technical assumptions
in Theorem 1. For the case of A = Z[1/q0], we have to understand proper subgroups of
GLn0(Fℓ) where ℓ is a prime integer; and as it has been pointed out earlier, by a result
of Nori [Nor87] such groups are more or less Fℓ-points of an algebraic subgroup. When
A = Fp[t, 1/r0(t)], we need to understand subgroups of GLn0(FN(ℓ)) where ℓ(t) ∈ Fp[t] is an
irreducible polynomial that does not divide r0(t). Using work of Larsen and Pink [LP11],
we prove (see Section 2.2) that if G0 is an absolutely almost simple group of adjoint type
defined over a finite field Fq and H ⊆ G0(Fq) is a proper subgroup, then either there exists
a proper algebraic subgroup H (with controlled complexity) of G0 with H ⊆ H(Fq), or there
exists a subfield Fq′ and a model G1 of G0 defined over Fq′ (that means we can and will
identify G1 ⊗Fq′ Fq with G0) such that
[G1(Fq′) : G1(Fq′)] ⊆ H ⊆ G1(Fq′).
TOWARDS SUPER-APPROXIMATION IN POSITIVE CHARACTERISTIC 9
Subgroups of the former type are called structural subgroups while subgroups of the latter
type are called subfield type subgroups. Currently we do not know how to escape subfield type
subgroups, and this is why we need to add the extra technical assumptions on the largeness
of prime factors of the degree of irreducible factors ℓi of f in Theorem 1.
In order to escape structural subgroups, we use similar ideas as in Salehi Golsefidy-Varju´
[SGV12]; but since representations of a simple group over a positive characteristic field are
not necessarily completely reducible, we face extra difficulties that need to be resolved.
To be more precise we show that there is a polynomial r1(t) depending on Ω such that, if
f(t) ∈ Fp[t] is a square-free polynomial and gcd(f, r1) = 1, then (1) πf(Γ) =
∏n
i=1 πℓi(Γ)
where ℓi’s are irreducible factors of q and πℓi(Γ) ≃ Gℓi(FN(ℓi)) for an absolutely almost simple
FN(ℓi)-groups Gℓi; (2) if H ⊆ πf (Γ) is a proper subgroup such that πℓi(H) is a structural
subgroup of Gℓi(FN(ℓi)) for any i, then the set of small lifts of H ,
Lδ(H) := {h ∈ G(Fp[t, 1/r0(t)]) | πf(h) ∈ H and ‖h‖ < [G : H ]δ}
is contained in a proper algebraic subgroup of G, where ‖h‖ := maxij ‖hij‖D(r1)∪{v∞} (when
δ is small enough depending on Ω). So we can escape a proper subgroup H of πf (Γ) where
πℓi(H) are structural subgroups if we manage to escape proper algebraic subgroups of G.
Following [SGV12], we show that there are finitely many non-trivial irreducible representa-
tions {ρi : G→ GL(Vi)}mi=1 and affine representations {ρ′j : G→ Aff(Wj)}m′j=1 of G such that
(1) the linear part of ρ′j is non-trivial and irreducible, (2) G(Fp(t)) does not fix any point of
Wj(Fp(t)), (3) for any proper algebraic subgroup H of G there are either i and v ∈ Vi(Fp(t))
such that ρi(H(Fp(t)))[v] = [v] where [v] is the line in Vi(Fp(t)) that is spanned by v or
j and w ∈ Wj(Fp(t)) which is fixed by H(Fp(t)) (see Proposition 28). Notice that, since
the representation ∧dimHAd is not necessarily completely reducible, we had to use affine
representations even for the case where G is (semi)simple; this is an issue that can occur
only in the positive characteristic case. Having this result we can apply the same ping-pong
type argument as in [SGV12, Proposition 21] and find a finite symmetric subset Ω′ of Γ such
that very few words in terms of Ω′ fix a line in one of the irreducible representations ρi; and
then we deduce that P
(l)
Ω′ (H(Fp(t))) ≤ e−OΩ(l) for any proper algebraic subgroup H of G. In
order to be able to use Ω′ instead of Ω, we have to make sure that πf (〈Ω′〉) = πf(Γ) when
irreducible factors of f have large degree. Unfortunately at this point, we cannot do this;
and here is another place that the technical assumption on the largeness of prime divisors of
the degree of irreducible factors of f is needed. We suspect that this condition should not
be needed here and the answer to the following question should be affirmative.
Question 5. Let Ω, Γ, and G be as in the hypotheses of Theorem 1. Let K := Fp(t), VK be
the set of valuations of K, Ov be the ring of integers of the completion Kv of K with respect
to a valuation v, and D(r0) := {vℓ| ℓ is an irreducible factor of r0}. Let Γ be the closure of
Γ in
∏
v∈VK\(D(r0)∪{v∞})
GLn0(Ov). Then there is a finite subset Ω
′
0 of Γ such that
(1) Ω′0 freely generates a subgroup Γ
′ of Γ.
(2) The closure Γ′ of Γ′ in Γ is open.
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(3) For any proper algebraic subgroup H of G we have P
(l)
Ω′ (H(Fp(t))) ≤ e−OΩ(l) where
Ω′ := Ω′0 ⊔ Ω′−10 .
It is worth mentioning that we do find Ω′0 that satisfies (1) and (3); but we cannot make sure
that the trace field of Γ′ would be still Fp(t). Hence strong approximation does not imply
(2). This issue does not occur over Q as it does not have any non-trivial subfield.
Overall we get the following result.
Proposition 6 (Escape from proper subgroups). Let Ω, Γ, and G be as in the hypotheses
of Theorem 1. Then there is a symmetric set Ω′ ⊂ Γ, a square free polynomial r1 divisible
by r0, and constants c0 and δ0 depending only on Ω such that the following holds:
For f ∈ Sr1,c0, suppose H ≤ πf(Γ) is a proper subgroup with the property that πℓ(H) is a
structural subgroup of πℓ(Γ) for every irreducible factor ℓ of f . Then for l ≫Ω deg f we have
πf [P
(l)
Ω′ ](H) ≤ [πf (Γ) : H ]−δ0, and πf (〈Ω′〉) = πf (Γ).
As you can see using Proposition 6 we can only show escape from proper subgroups with
structural factors. On the other hand, roughly speaking an arbitrary proper subgroup H can
be embedded into a product of two groups, one with structural factors and the other with
subfield subgroup factors. The extra technical condition on the largeness of prime factors of
degrees of irreducible factors of f implies that the subgroup with subfield factors is relatively
small; so it can be disregarded, and we get the desired result.
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2. A refinement of a theorem by Larsen and Pink
In this section, we point out how Larsen and Pink’s work [LP11] gives us a concrete under-
standing of proper subgroups of πf(Γ) where Γ ⊆ GLn0(Fp[t, 1/r0(t)]) is as in Theorem 1 (see
Theorem 22). To avoid referring reader to the ideas in that article, we present an argument
that uses only a couple of results from [LP11] as a black-box. That said it is worth pointing
out that most of the results in this section are hidden in the mentioned Larsen-Pink work.
2.1. General setting and strong approximation. Let Ω ⊂ GLn0(Fq0(t)) be a finite
symmetric set, and let Γ = 〈Ω〉. Since Ω is finite, there exists a square-free polynomial
r0 ∈ Fq0[t] such that Ω ⊂ GLn0(Fq0[t, 1/r0(t)]). The set of polynomials in n20 variables with
coefficients in Fq0(t) which vanish on Γ define a flat group scheme G of finite type over
Fq0[t, 1/r0]. The Zariski closure G of Γ in (GLn0)Fq0(t) can be viewed as the generic fiber
(1) G ⊗Fq0 [t,1/r0] Fq0(t)
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of G . After possibly passing to a multiple of r0, we may assume G is a smooth group scheme
over Fq0[t, 1/r0] and that all of its fibers are of constant dimension. For any polynomial
f ∈ Fq0[t] that is coprime to r0, we let Gf := G ⊗Fq0 [t,1/r0] Fq0[t]/〈f〉; and the reduction
modulo f homomorphism is denoted by πf : G (Fq0[t, 1/r0])→ Gf (Fq0[t]/〈f〉).
For an irreducible polynomial ℓ which does not divide r0, letK(ℓ) := Fq0[t]/〈ℓ〉. Then Gℓ is an
absolutely almost simple K(ℓ)-group; and possibly after passing to a multiple of r0, we can
and will assume that all Gℓ⊗K(ℓ)K(ℓ) are of the same type Φ as ℓ ranges through irreducible
polynomials in Fq0[t] that do not divide r0; this means there is an adjoint Chevalley Z-group
scheme G Che (we refer the reader to [Ste61] for a thorough treatment of Chevalley group
schemes) such that for any irreducible ℓ that does not divide r0 we have a central isogeny
Gℓ ⊗K(ℓ) K(ℓ)→ G Che ⊗Z K(ℓ).
By Weisfeiler’s strong approximation theorem [Wei84, Theorem 1.1], after possibly passing
to a multiple of r0, we have that if f is a square-free polynomial coprime to r0, then
(2) πf (Γ) = Gf(Fq0[t]/〈f〉);
and by the Chinese Remainder Theorem Fq0[t]/〈f〉 ≃
⊕
ℓ|f,ℓ irred.K(ℓ), which implies
(3) Gf (Fq0[t]/〈f〉) ≃
∏
ℓ|f,ℓ irred.
Gℓ(K(ℓ)).
Throughout this paper, we may replace r0 by the product of all irreducible polynomials of
degree at most C in Fq0[t] for some C ≪Ω 1 as necessary. For the remainder of this section,
f is a fixed square-free polynomial coprime to r0.
In order to prove Proposition 6 we must understand proper subgroups of πf (Γ). In light of
(3) and (2), we must study proper subgroups of Gℓ(K(ℓ)) as ℓ ranges through all irreducible
factors of f .
2.2. The dichotomy of proper subgroups of Gℓ(K(ℓ)). In this section the mentioned
theorem of Larsen-Pink is stated and based on that we define structure type and subfield
type subgroups.
Let T be a maximal torus of G and let L be a minimal splitting field of T. Then L is a finite
extension of Fq0(t) of degree say D
′. Let G Che be the adjoint Chevalley Z-group scheme of
the same type Φ as G⊗K L, where K := Fq0(t). Then there exists a central L-isogeny
G⊗K L→ G Che ⊗Z L.
After passing to a multiple of r0, if needed, we can extend this isogeny to a central OL[1/r0]-
isogeny
φ : G ⊗Fq0 [t,1/r0] OL[1/r0]→ G Che ⊗Z OL[1/r0]
where OL is the integral closure of Fq0[t] in L. For an irreducible polynomial ℓ coprime to r0,
let l ∈ Spec(OL) be in the fiber over 〈ℓ〉; that means l∩Fq0 [t] = 〈ℓ〉. Then K(ℓ) := Fq0[t]/〈ℓ〉
can be embedded into L(l) := OL/l, and
[L(l) : K(ℓ)] ≤ [L : K]≪G 1.
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Hence, we obtain an induced central L(l)-isogeny
φℓ : Gℓ ⊗K(ℓ) L(l)→ G Che ⊗Z L(l).
With this preparation, we mention a theorem of Larsen and Pink which is key in under-
standing proper subgroups of Gℓ(K(ℓ)).
Theorem 7. [LP11, Theorem 0.6] Let G Che0 be an adjoint Chevalley Z-group scheme with
simple root system Φ0. Then there exists a representation
ρ : G Che0 → (GLn′0)Z
with the following property: Let H be a finite subgroup of G Che0,p (Fp) where G
Che
0,p = G
Che
0 ⊗ZFp
is the geometric fibre of G Che0 over p where p is a prime more than 3. Then either there exists
a proper subspace W ⊂ (Fp)n′0 that is stable under ρ(H) but not ρ(G Che0,p (Fp)), or there exists
a finite field Fq ⊂ Fp and a model G0 of G Che0,p over Fq (that means an Fq-group G0 such that
G0 ⊗Fq Fp ∼= G Che0,p ) such that the commutator subgroup of G0(Fq) is simple and
(4) [G0(Fq) : G0(Fq)] ⊆ H ⊆ G0(Fq).
Definition 8. Subgroups that satisfy the first condition are said to be of structural type
while subgroups that satisfy the latter condition are said to be of subfield type.
If for an irreducible polynomial ℓ that does not divide r0, H ⊆ πℓ(Γ) ≃ Gℓ(K(ℓ)) is a subgroup
such that φℓ(H) is a subfield type subgroup (resp. structural type subgroup) of G
Che
p (K(ℓ)),
then we call H a subfield (resp. structural) type subgroup of πℓ(Γ).
2.3. Refiner description of subfield type subgroups of Gℓ(K(ℓ)). In this section, we
focus on subfield type subgroups of Gℓ(K(ℓ)); and we get a connection between the model
G0 given in Theorem 7 and Gℓ. We prove a stronger result (see Proposition 9) which is of
independent interest.
A subfield type subgroup H of G Che(Fp) gives us a finite field FH and a model GH of
G Che ⊗Z Fp over FH . Proposition 9 implies that if H1 ⊆ H2 are two subfield subgroups of
G Che(Fp) and p is large enough, then FH1 ⊆ FH2 and GH1 is a model of GH2 over FH1. This
statement can be proved by the virtue of the argument given by Larsen and Pink. Here we
give an independent self-contained proof.
Proposition 9. For i = 1, 2, let Gi be an absolutely almost simple group defined over a
finite field Fqi ⊆ Fp. Suppose Fqi’s are of characteristic p > 5, q1 > 9, and that G2 is of
adjoint type. Suppose θ˜ : G1 ⊗Fq1 Fp → G2 ⊗Fq2 Fp is an isogeny such that
θ˜(G1(Fq1)) ⊆ G2(Fq2).
Then Fq1 ⊆ Fq2 and there exists an isogeny θ : G1 ⊗Fq1 Fq2 → G2 such that θ ⊗ idFq1 = θ˜.
By a theorem of Lang [Hum78, Thm. 35.2], G1 is quasisplit; that means G1 has a Borel
subgroup B1 defined over Fq1. By [Bor91, §6.5 (3)], there is a maximal Fq1-split torus S1
such that
B1 = CG1(S1) · Ru(B1),
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where Ru(B1) is the unipotent radical of B1. Since B1 is a Borel subgroup, T1 = CG1(S1) is
a maximal torus. Since S1 is defined over Fq1, T1 is defined over Fq1.
Let G˜i = Gi⊗FqiFp for i = 1, 2, S˜2 = θ˜(S1⊗Fq1Fp), T˜2 = θ˜(T1⊗Fq1Fp), and B˜2 = θ˜(B1⊗Fq1Fp).
Let g
i
= Lie(Gi) for i = 1, 2; it is worth pointing out that we view gi’s as functors from Fqi-
algebras to Lie Fqi-algebras, and since Gi’s are smooth Fqi-group schemes, gi(A) is naturally
isomorphic to gi ⊗Fqi A where gi := gi(Fqi). Notice that since θ˜ is an isogeny, we have an
isomorphism
dθ˜ : g
1
(Fp)→ g2(Fp)
which satisfies the identity
(5) dθ˜(Ad(g1)(x1)) = Ad(θ˜(g1))(dθ˜(x1)),
for all g1 ∈ G1(Fp) and x1 ∈ g1(Fp). By [Bor91, Cors. 9.2, 11.12] and [CGP15, A.2.8], we
have θ˜(CG˜1(S1 ⊗Fq1 Fp)) = CG˜2(S˜2) is an Fp-torus, T˜2 = CG˜2(S˜2) is a maximal Fp-torus, and
Lie(T1) = Cg
1
(S1).
For a torus S defined over a perfect field F , let X∗(S) be the group of characters of S; that
means Hom(S ⊗F F , (GL1)F ). It is well-known that X∗(S) is isomorphic to Zdim S as an
abelian group and the absolute Galois group Gal(F/F ) acts linearly on X∗(S) (see [Bor91,
Chapter III, §8]). Suppose S is a subgroup of an algebraic group H; then Φ(H, S) ⊆ X∗(S)
denotes the set of roots of H relative to S. For α ∈ Φ(H, S), let
h
α
(A) := {x ∈ h(A)| ∀s ∈ S(A),Ad(s)(x) = α(s)x}
be the root space associated with α. We notice that if α is defined over F (this is equivalent
to saying α is invariant under the action of the absolute Galois group Gal(F/F )), then h
α
is defined over F .
Let us also recall that, θ˜ induces injective group homomorphism from θ˜∗ : X∗(S˜2)→ X∗(S˜1)
and θ˜∗ : X∗(T˜2)→ X∗(T˜1).
Lemma 10. θ˜∗ induces bijections Φ(G˜2, S˜2)→ Φ(G˜1, S˜1) and Φ(G˜2, T˜2)→ Φ(G˜1, T˜1). More-
over, dθ˜ induces isomorphisms g1,θ˜∗α(Fp)→ g2,α(Fp) for α ∈ Φ(G˜2, S˜2) or Φ(G˜2, T˜2).
Proof. We notice that the root space decomposition of g
2
relative to S˜2 gives us
g
2
(Fq2) = t2(Fq2)⊕
(
⊕β∈Φ(G˜2,S˜2)g2,β(Fq2)
)
.
Suppose x2,α ∈ g2,α(Fp), and x1 ∈ g1(Fp) such that dθ˜(x1) = x2,α. By (5) for every s1 ∈
S˜1(Fp) and α ∈ Φ(G˜2, S˜2), we have
dθ˜(Ad(s)(x1)) = Ad(θ˜(s1))(dθ˜(x1)) = (θ˜
∗α)(s1)dθ˜(x1) = dθ˜((θ˜
∗α)(s1)x1);
this implies (θ˜∗α)(s)x1 = Ad(s)x1 as dθ˜ is an isomorphism. Therefore, θ˜
∗(α) ∈ Φ(G˜1, S˜1)
and dθ˜(g
q,θ˜∗(α)
(Fp)) ⊆ g2,α(Fp). By comparing dimensions, we see that θ˜∗ induces a bijection
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from Φ(G˜2, S˜2) to Φ(G˜1, S˜1) and dθ˜ induces an isomorphism from g1,θ˜∗(α)(Fp) to g2,α(Fp).
The argument is similar for the second assertion. 
Lemma 11. For every α ∈ Φ(G˜1, S˜1), dim g1,α ≤ 3.
Proof. Let’s recall that if H is a quasi-split absolutely almost simple k-group, then there is a
Galois extension l of k such that H⊗k l is a split group and Gal(l/k) can be embedded into the
group of symmetries of the Dynkin diagram of H⊗k l; in particular, Gal(l/k) is isomorphic
to {1},Z/2Z,Z/3Z, or S3. By Lang’s theorem [Hum78, Thm 35.2], Gi is quasisplit over Fqi
for i = 1, 2. Therefore by the above discussion and the fact that finite extensions of Fq1 are
cyclic, we have that there is a Galois extension F1 of Fq1 such that G1 ⊗Fq1 F1 splits and
|Gal(F1/Fq1)| ≤ 3. For each α ∈ Φ(G˜1, S˜1), we have that
dim g
1,α
= |{α˜ ∈ Φ(G˜1, T˜1)| α˜
∣∣
S˜1
= α}|
and Gal(F1/Fq1) acts transitively on the set
{α˜ ∈ Φ(G˜1, T˜1)| α˜
∣∣
S˜1
= α}
which implies the lemma (see [Spr98, Proposition 15.5.3]). 
Proposition 12. In the above setting, if q1 > 9, then Fq1 ⊆ Fq2.
Proof. Let {α1, α2, . . . , αr} be a set of simple roots of S1, and {α∨1 , . . . , α∨r } the corresponding
coroots. Then for any t1, t2, . . . , tr ∈ Fq1 ,
Tr(Ad(θ˜(Πri=1α
∨
i (ti)))) ∈ Fq2
since θ˜(G1(Fq1)) ⊆ G2(Fq2). On the other hand, by (5), we have
Tr(Ad(Πri=1α
∨
i (ti))) = Tr(Ad(θ˜(Π
r
i=1α
∨
i (ti))));
and so
(6)
∑
β∈Φ(G1,S1)
dim g
1,β
Πri=1t
〈α∨i ,β〉
1 ∈ Fq2 .
Notice that for each i = 1, 2, . . . , r, and any root β, 〈α∨i , β〉 is a Cartan integer and hence is
at most 3 in absolute value. By Lemma 11, dim g
1,β
≤ 3. The proposition will be proved
with the following series of lemmas:
Lemma 13. Suppose f(t) ∈ Fp[t±1] is a nonconstant polynomial, (degt f + degt−1 f)2 < q,
and f(Fq) ⊆ Fq′; then Fq ⊆ Fq′.
Proof. For each a ∈ Fq′, there are at most (degt f + degt−1 f) elements b ∈ Fq such that
f(b) = a. Hence, |f(Fq)| ≥ q/(degt f + degt−1 f). Suppose F is the field generated by
f(Fq); then logp |F | divides logp q and logp q ≤ logp |F |+ logp(degt f + degt−1 f). If F 6= Fq,
then the above argument implies (1/2) logp q ≤ logp(degt f +degt−1 f). This contradicts the
assumption that q > (degt f + degt−1 f)
2. 
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Lemma 14. Suppose f ∈ Fp[t±11 , . . . , t±1r ] is a nonzero polynomial and
max
i
(degti f + degt−1i
f) + 1 < q;
then f(F×q , . . . ,F
×
q ) 6= 0.
Proof. This can easily be proved by induction on r. 
Lemma 15. Suppose f ∈ Fp[t±11 , . . . , t±1r ] is a nonzero polynomial such that f(F×q , . . . ,F×q )
is contained in Fq′, and maxi(degti f + degt−1i
f)2 < q; then Fq ⊆ Fq′.
Proof. Since f is nonconstant, there exists some index i0 where degt±1i0
f 6= 0. Without loss of
generality we can and will assume that i0 = r. By Lemma 14, there is a choice of constants
a1, . . . , ar−1 ∈ F×q such that f(a1, . . . , ar−1, tr) is a nonconstant polynomial in tr. By Lemma
13, we are done. 
Proposition 12 follows from (6) and Lemma 15. 
We must now prove the existence of the isogeny θ.
Proposition 16. If q1 > 7 and p > 5, then dθ˜ induces an isomorphism between g1(Fq2) and
g
2
(Fq2).
We distinguish two cases depending on whether or not g
1
has a nontrivial center.
Lemma 17. Let p > 5. Suppose G is an absolutely almost simple Fq-group and that G is
not of type Anp−1 for some positive integer n. Assume:
(1) M ⊆ g(Fp) is an Fq′-subspace where Fq ⊆ Fq′,
(2) dimFq′ M = dimFp g(Fp), and
(3) M is G(Fq)-invariant.
Then there exists 0 6= λ ∈ Fp such that M = λg(Fq′).
Proof. Since G is not of type Anp−1, g(Fp) is a simple G(Fp)-module. By [Wei84, Corollary
4.6], g(Fp) is a simple G(Fq)-module. Let {αi} be an Fq′-basis of Fp; so we have
g(Fp) = ⊕i≥0αig(Fq′).
Let pri : M → αig(Fq′) be the projection morphism onto the ith component. Since M and
g(Fq′) are both G(Fq)-invariant, pri is an Fq′-linear G(Fq)-module homomorphism. Again by
[Wei84, Cor. 4.6], g(Fq′) is a simple Fq′ [Ad(G(Fq))]-module and hence pri is either trivial or
surjective for each i. Since dimFq′ M = dimFq′ g(Fq′), either pri = 0 or pri is an isomorphism.
If pri and prj are isomorphisms, then pri ◦prj−1 ∈ AutG(Fq)-Mod(g(Fq′)). Then there exists a
nonzero element αi,j ∈ Fq′ such that pri ◦prj−1(x) = λi,jx for all x ∈ g(Fq′). Hence if j0 is a
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fixed index for which prj0 is an isomorphism, we have
M =
(∑
i
αiλi,j0
)
g(Fq′).

In the case when G is of type Anp−1 we have the following:
Lemma 18. Suppose p > 5 and G is of type Anp−1 for some positive integer n. Suppose
Fq ⊆ Fq′ and suppose:
(1) M ⊆ g(Fp) is an Fq′-subspace,
(2) M is G(Fq)-invariant, and
(3) dimFq′ (M + z(Fp))/z(Fp) = dimFp g(Fp)/z(Fp) where z is the center of g.
Then there exists 0 6= λ ∈ Fp, such that M + z(Fp) = λg(Fq′) + z(Fp).
Proof. In this case, g(Fp)/z(Fp) is a simple G(Fp)-module. Again by [Wei84, Cor. 4.6],
g(Fp)/z(Fp) is a simple G(Fq)-module. An argument similar to the proof of Lemma 17
establishes the claim. 
Proof of Proposition 16. Let M = dθ˜−1(g
2
(Fq2)) ⊆ g1(Fp). If G1 and G2 are not of type
Anp−1, then Lemma 17 finishes the proof. So assume G1 is of type Anp−1. Then dimFq2 M =
dimFp g1(Fp). Notice dθ˜ induces an isomorphism between z1(Fp) and z2(Fp), and
dimFq2 (g2(Fq2) + z2(Fp))/z2(Fp) = dimFp g1(Fp)− 1
and hence
dimFq2 (M + z1(Fp))/z1(Fp) = dimFp g1(Fp)/z1(Fp).
By Lemma 18, there exists 0 6= λ ∈ Fq2 such that M + z1(Fp) = λg1(Fq2) + z1(Fp). Since
[g
i
(Fq2), gi(Fq2)] = gi(Fq2) for i = 1, 2, we have [M,M ] = λ
2g
1
(Fq2) and
[M,M ] = dθ˜
−1
([g
2
(Fq2), g2(Fq2)]) = dθ˜
−1
(g
2
(Fq2)) =M.
Hence M = [M,M ] = λ4g
1
(Fq2) = λ
2g
1
(Fq2). This shows g1(Fq2) = λ
2g
1
(Fq2) and hence
M = g
1
(Fq2).

Corollary 19. dθ˜ induces isomorphisms between
t1(Fq2) and g2(Fq2) ∩ t˜2(Fp),
and
g
1,θ˜∗(β)
(Fq2) and g2(Fq2) ∩ g˜2,β(Fp), ∀β ∈ Φ(G˜2, S˜2).
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Proof. By Proposition 16 we have,
dθ˜(g
1,θ˜∗(β)
(Fq2)) ⊆ g2(Fq2) ∩ g˜2,β(Fp),
and similarly
dθ˜(t1(Fq2)) ⊆ g2(Fq2) ∩ t˜2(Fp).
By comparing dimensions of g
1
(Fq2) and
(g
2
(Fq2) ∩ t˜2(Fp))⊕
(
⊕β∈Φ(G˜2,T˜2)(g2(Fq2) ∩ g˜2,β(Fp))
)
the result follows easily. 
Proof of Proposition 9. Notice that the Galois group Gal(Fp/Fq2) acts naturally on G1, G2,
and their Lie algebras. The existence of such an isogeny
θ : G1 ⊗ Fq2 → G2
is equivalent to θ˜ commuting with the action of Gal(Fp/Fq2). More precisely, it suffices to
show that for any g1 ∈ G1(Fp) and σ ∈ Gal(Fp/Fq2), σ(θ˜(g1)) = θ˜(σ(g1)).
Recall that by (5) we have
(7) dθ˜(Ad(g1)(x1)) = Ad(θ˜(g1))(dθ˜(x1))
for every g1 ∈ G1(Fp) and x1 ∈ g1(Fp). Since dθ˜ restricts to an isomorphism from g1(Fq2) to
g
2
(Fq2) by Proposition 16, we have
(8) σ(dθ˜(Ad(g1)(x1))) = dθ˜(σ(Ad(g1)(x1))).
Since the adjoint representation of G1 is defined over Fq1 ⊆ Fq2, we have
(9) σ(Ad(g1)(x1)) = Ad(σ(g1))(σ(x1)).
By (7), (8), and (9), we deduce that
(10)
σ(dθ˜(Ad(g1)(x1))) = dθ˜(Ad(σ(g1))(σ(x1)))
= Ad(θ˜(σ(g1)))(dθ˜(σ(x1))).
Since G2 is defined over Fq2, by Proposition 16
(11) σ(Ad(θ˜(g1))(dθ˜(x1))) = Ad(σ(θ˜(g1)))(dθ˜(σ(x1))).
Therefore by (10) and (11), we have
Ad(θ˜(σ(g1)))(dθ˜(σ(x1))) = Ad(σ(θ˜(g1)))(dθ˜(σ(x1)))
and hence
Ad(θ˜(σ(g1))) = Ad(σ(θ˜(g1))).
Since G2 is an adjoint group, θ˜(σ(g1)) = σ(θ˜(g1)) which proves the claim. 
18 BRIAN LONGO AND ALIREZA SALEHI GOLSEFIDY
2.4. Refiner description of structure type subgroups of Gℓ(K(ℓ)). Suppose H is a
structural subgroup of Gℓ(K(ℓ)); it means there is a proper subgroup Hℓ of Gℓ ⊗K(ℓ) K(ℓ)
such that H ⊆ Hℓ(K(ℓ)). In this section, we use almost the full strength of Larsen and
Pink’s result to give a control on the complexity of Hℓ and its field of definition.
Definition 20. Suppose F is an algebraically closed field and (An)F is the affine space over
F . The complexity of a Zariski closed subset X of F n is the minimum of positive integers
D such that there are at most D polynomials pi of degree at most D in F [x1, . . . , xn] such
that X is the set of common zeros of pi’s.
It is worth pointing out that one can use the language of algebraic geometry and use degree
of the closure of X in the projective space Pn to capture the above mentioned complexity of
X ; but we find it easier for the reader to work with the above mentioned quantity.
Proposition 21. Suppose Γ, G , Gℓ, and K(ℓ) are as above; that means Γ is a finitely
generated subgroup of GLn0(Fq0[t, 1/r0(t)]) where q0 is a power of a prime p > 3 and the
field generated by Tr(Γ) is Fq0(t), G is the Zariski-closure of Γ in (GLn0)Fq0 [t,1/r0(t)], for
any irreducible polynomial ℓ ∈ Fq0[t] that does not divide r0(t), let K(ℓ) := Fq0[t]/〈ℓ〉 and
Gℓ := G ⊗Fq0 [t,1/r0(t)] K(ℓ). Suppose G := G ⊗Fq0 [t,1/r0(t)] Fq0(t) is an absolutely almost simple
group, connected, simply connected group. Then if H ⊆ πℓ(Γ) is a proper structural subgroup
for some irreducible polynomial ℓ with deg ℓ≫Γ 1, then there is a proper algebraic subgroup
H of Gℓ such that
(1) the complexity of H is bounded by a function of Γ,
(2) H ⊆ H(K(ℓ)) ( Gℓ(K(ℓ)).
Proof. As it has been mentioned earlier (see Section 2.1), by Weisfeiler’s strong approxima-
tion theorem there is a multiple r1 of r0 such that for any irreducible polynomial ℓ ∈ Fq0 [t]
that does not divide r1, πℓ(Γ) = Gℓ(K(ℓ)). By the discussion at the beginning of Sec-
tion 2.2, there are a finite separable extension L of Fq0(t), a multiple r2 of r1, and a central
OL[1/r2(t)]-isogeny
φ : G ⊗Fq0 [t,1/r0(t)] OL[1/r2(t)]→ G Che ⊗Z OL[1/r2(t)]
where G Che is an adjoint Chevalley Z-group scheme and OL is the integral closure of Fq0 [t]
in L. By [LP11, Theorem 0.5], there is a scheme T of finite type over SpecZ and a closed
group scheme H of G Che ×SpecZ T such that
(1) for any geometric point s′ of T over a geometric point s of SpecZ, the geometric fiber
Hs′ is a proper subgroup of the geometric fiber G
Che
s (here is the only place that we
use the concept of geometric fiber; and so we do not give a precise definition of this
concept. To illustrate what kind of objects these are, we only consider the example of
a scheme X over SpecA where A is a ring; for any p ∈ SpecA, we let k(p) := Q(A/p)
be the field of fractions of the integral domain A/p, and then X ×SpecA Spec(k(p))
is a geometric fiber of X . Vaguely if X is affine and given by polynomial equations
with coefficients in A, we are looking at those polynomials modulo p ∈ SpecA and
then view them over the algebraic closure of the field of fractions of A/p.)
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(2) If H is a finite subgroup of G Che(Fp) and s
′ ∈ T is a point over pZ, then either
H ⊆ Hs′(k(s′)) where k(s′) is the residue field of s′ or there are a finite field FH and
a model GH of G
Che ⊗Z Fp over FH such that
[GH(FH),GH(FH)] ⊆ H ⊆ GH(FH).
By [LP11, Proposition 2.3], there is a representation ρ : G Che → (GLn0)Z with the following
property:
suppose H is a finite subgroup of G Che(Fp) such that a subspace of F
n0
p which is invariant
under H should also be invariant under G Che(Fp); then H 6⊆ Hs′(k(s′)) if s′ is a geometric
point over pZ.
For an irreducible polynomial ℓ that does not divide r2, let l ∈ Spec(OL) be in the fiber over
〈ℓ〉. Set L(l) := OL/l. Let φℓ be the representation induced by the composite of ρ and φ
over l:
φl : Gℓ ⊗K(ℓ) L(l)→ (GLn0)L(l).
If H ⊆ Gℓ(K(ℓ)) is a proper structural subgroup, then by the above mentioned results of
Larsen-Pink there is a subspace W˜ of F
n0
p = L(l)
n0
which is invariant under H but not under
Gℓ(L(l)) (via the representation φl). Since W˜ is not invariant under Gℓ(L(l)), the intersection
of Gℓ ⊗K(ℓ) K(ℓ) with the stabilizer of W˜ is a proper algebraic subgroup of Gℓ ⊗K(ℓ) K(ℓ).
Hence the intersection of Gℓ⊗K(ℓ)K(ℓ) with all the Gal(L(l)/L(l))-conjugates of the stabilizer
of W˜ has a descent to a proper subgroup H˜ of Gℓ ⊗K(ℓ) L(l); and since φl is defined over
L(l) and H leaves W˜ invariant, H ⊆ H˜(L(l)). For any σ ∈ Gal(L(l)/K(ℓ)), let H˜σ be the
corresponding subgroup of Gℓ⊗K(ℓ) L(l); and let H be the subgroup Gℓ that is the descent of⋂
σ∈Gal(L(l)/K(ℓ)) H˜
σ. Since H ⊆ Gℓ(K(ℓ)) ∩ H˜(L(l)), we have that H ⊆ H(K(ℓ)). We notice
that the complexity of the stabilizer of a subspace via φl has a uniform upper bound which
depends on ρ and φ and it is independent of l. Hence the complexity of H˜ is bounded as a
function of Γ; moreover complexity does not change under the Galois action, which means
the complexity of H˜σ is bounded by the same function of Γ. As [L(l) : K(ℓ)] ≤ [L : K]≪Γ 1,
we deduce that the complexity of H is bounded by a function of Γ.
Proposition 3.2 in [LP11] implies that, if deg ℓ≫Γ 1, then H(K(ℓ)) is a proper subgroup of
Gℓ(K(ℓ)). For convenience sake we include its short proof here. Since the complexity of H
is bounded by a function of Γ, the number of its irreducible components is OΓ(1). Hence
|H(K(ℓ))| ≪Γ |K(ℓ)|dimH. On the other hand, since the geometric fiber of Gℓ is connected,
by Lang-Weil [LW54, Theorem 1], |Gℓ(K(ℓ))| ≫Γ |K(ℓ)|dimGℓ (It is worth pointing out that
an explicit formula for |Gℓ(K(ℓ))| based on invariant factors and |K(ℓ)| is known. So the
mentioned result of Lang-Weil is not really needed; but it is more conceptual). Hence for
|K(ℓ)| ≫Γ 1, H(K(ℓ)) is a proper subgroup of Gℓ(K(ℓ)). 
2.5. Refine version of the dichotomy of subgroups of Gℓ(K(ℓ)). Here we summarize
what we have proved in the previous sections in regard to subgroups of πℓ(Γ).
20 BRIAN LONGO AND ALIREZA SALEHI GOLSEFIDY
Theorem 22. Suppose Ω, Γ, G , Gℓ, and K(ℓ) are as above; that means Γ is a finitely
generated subgroup of GLn0(Fq0[t, 1/r0(t)]) where q0 > 7 is a power of a prime p > 5 and
the field generated by Tr(Γ) is Fq0(t), G is the Zariski-closure of Γ in (GLn0)Fq0 [t,1/r0(t)],
ℓ is an irreducible polynomial in Fq0[t] that does not divide r0, K(ℓ) := Fq0[t]/〈ℓ〉, and
Gℓ := G ⊗Fq0 [t,1/r0(t)] K(ℓ). Suppose G := G ⊗Fq0 [t,1/r0(t)] Fq0(t) is an absolutely almost simple
group, connected, simply connected group. Suppose deg ℓ ≫Γ 1; then for a subgroup H of
πℓ(Γ) we have that either
(1) H is a structural type subgroup: there are a proper subgroup H of Gℓ and a polynomial
fH ∈ K(ℓ)[x11, · · · , xn0n0] such that
(a) the complexity of H is bounded by a function of Γ, and H ⊆ H(K(ℓ)) ( Gℓ(K(ℓ)).
(b) deg f ≪Γ 1, fH(H) = 0, and for some γ ∈ Ω, fH(πℓ(γ)) 6= 0.
(2) H is a subfield type subgroup: there are a subfield FH of K(ℓ) and an algebraic group
GH defined over FH such that
(a) GH ⊗FH K(ℓ) = Ad(Gℓ),
(b) [GH(FH),GH(FH)] ⊆ AdH ⊆ GH(FH).
Proof. By Proposition 21, if deg ℓ≫Γ 1 andH is a structural type subgroup, there is a proper
subgroup H of Gℓ such that the complexity of H is OΓ(1), H ⊆ H(K(ℓ)) ( Gℓ(K(ℓ)). Suppose
H is defined by polynomials {fi ∈ K(ℓ)[x11, . . . , xn0n0]|1 ≤ i≪Γ 1}, where deg fi ≪Γ 1. Since
Gℓ(K(ℓ)) 6= H(K(ℓ)) and by strong approximation Gℓ(K(ℓ)) is generated by πℓ(Ω), there is
γ ∈ Ω and fi such that fi(πℓ(γ)) 6= 0. This implies the claim if H is a structure type
subgroup.
If H is subfield type subgroup, then there are a finite field FH ⊆ K(ℓ) and a model GH of
AdGℓ ⊗K(ℓ) K(ℓ) over F such that
[GH(FH),GH(FH)] ⊆ AdH ⊆ GH(FH).
Let G˜H be the simply connected cover of GH . Then G˜H is a model of Gℓ ⊗K(ℓ) K(ℓ); and so
the adjoint homomorphism is a central isogeny
Ad : G˜H ⊗FH K(ℓ)→ AdGℓ ⊗K(ℓ) K(ℓ) and Ad(G˜H(FH)) ⊆ AdH ⊆ Ad(Gℓ)(K(ℓ)).
Hence by Proposition 9, FH ⊆ K(ℓ) and the adjoint homomorphism has a descent to K(ℓ),
Ad : G˜H ⊗FH K(ℓ)→ AdGℓ; and so GH := Ad G˜H satisfies the claim. 
2.6. A note on subfield type subgroups. In this section, we prove Proposition 23 which
will be used later in modifying Varju´’s multi-scale argument.
Proposition 23. Let q be a power of a prime p > 5, and n ∈ Z+. Suppose H is an absolutely
almost simple, connected, adjoint type Fq-group. Then
T ([H(Fq),H(Fq)],H(Fqn)) := {g ∈ H(Fp)| g−1[H(Fq),H(Fq)]g ⊆ H(Fqn)} = H(Fqn).
The main idea of the proof is similar to the proof of Proposition 16; but as the proof is fairly
short we reproduce it here.
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Lemma 24. Suppose F is a field, V is a finite-dimensional F -vector space, H is a subgroup
of EndF (V ), and V is an absolutely simple H-module; that means V ⊗F F is a simple F [H ]-
module where F is an algebraic closure of F and F [H ] is the F -span of H in EndF (V ⊗F F ).
Suppose F ⊆ E ⊆ F is an intermediate subfield. Let F [H ] be the F -span of H in
EndF (V ) ⊆ EndE(V ⊗F E) ⊆ EndF (V ⊗F F ).
If W ⊆ V ⊗F E is an F [H ]-module and dimF W = dimF V , then there is λ ∈ E such that
W = V ⊗ λ.
Proof. First we notice that since V is an absolutely simple H-module, by [Lam91, Theorem
7.5] F [H ] = EndF (V ); and so
(12) EndF [H](V ) = F.
Suppose {αi}∞i=1 is an F -basis of E. Then V ⊗F E =
⊕∞
i=1 V ⊗ αi. For any i, let
pri : W → V ⊗ αi
be the projection to the i-th summand according to this decomposition. We notice that,
since lαi : V → V ⊗ αi, lαi(v) := v ⊗ αi is an F [H ]-module isomorphism, V ⊗ αi is a
simple F [H ]-module. Hence either pri(W ) = 0 or pri : W → V ⊗ αi is a surjective F [H ]-
module homomorphism. As dimF W = dimF V , in the latter case pri is an F [H ]-module
isomorphism. Let I := {i ∈ Z+| pri(W ) 6= 0}. Then, for i, j ∈ I,
l−1αj ◦ prj ◦ pr−1i ◦ lαi : V → V
is an F [H ]-module isomorphism. Therefore by (12), for i, j ∈ I, there is aij ∈ F× such that
(13) prj ◦ pr−1i (v ⊗ αi) = v ⊗ aijαj.
Since dimF W = dimF V <∞, by (13) I is finite. Let i0 ∈ I; then by (13) we have
W = {∑j∈I v ⊗ ai0jαj| v ∈ V } = V ⊗ (∑j∈I ai0jαj);
and claim follows. 
Proof of Proposition 23. Since p > 5, by [Wei84, Lemma 4.6] h(Fq)/z(Fq) is a simple H-
module, where H = [H(Fq),H(Fq)], h = Lie(H), and z is the center of h. Hence
(14) (h(Fqn) + z(Fq))/z(Fq) ⊆ h(Fq)/z(Fq) is an absolutely simple H-module.
For g ∈ T (H,H(Fqn)), Ad(g)h(Fqn) is H-invariant as we have H ⊆ gH(Fqn)g−1. Since
dimFqn Ad(g)h(Fqn) = dimFqn h(Fqn), by Lemma 24 there is λ(g) ∈ Fq such that
(15) Ad(g)h(Fqn) + z(Fq) = λ(g)h(Fqn) + z(Fq).
Since p > 5, h(Fqn) is a perfect Lie algebra. Therefore by (15) we get that for any integer
m ≥ 2 we have
(16) Ad(g)h(Fqn) = λ(g)
mh(Fqn).
Notice that h(Fqn) and h(Fq) are naturally isomorphic to h⊗Fq Fqn and h⊗Fq Fq, respectively,
where h = h(Fq); and so λ(g)
mh(Fqn) can be identified with h⊗λ(g)mFqn . Thus (16) implies
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that λ(g) ∈ Fqn. Therefore Ad(g)h(Fqn) = h(Fqn), which means g ∈ H(Fqn) as H is of adjoint
form. 
Corollary 25. Let q be a power of a prime p > 5. Let H be a connected, almost simple,
adjoint type Fq-group. Suppose n is a positive integer and m is a positive divisor of n. Then,
for any g ∈ H(Fqn) \H(Fqm), gH(Fqm)g−1 ∩H(Fqm) is a structural subgroup of H(Fpn).
Proof. Suppose to the contrary that it is a subfield type subgroup. Then by Proposition 9
there is a subfield F ′ of Fqm and a model H of H⊗Fq Fqm over F ′ such that
[H(F ′),H(F ′)] ⊆ gH(Fqm)g−1 ∩H(Fqm) ⊆ H(F ′).
Therefore g ∈ T ([H(F ′),H(F ′)],H(Fqm)); and so by Proposition 23 we have that g is in
H(Fqm) = H(Fqm), which is a contradiction. 
3. Escaping from the direct sum of structure type subgroups
For a square-free polynomial f (with large degree irreducible factors), we say a proper
subgroup H of πf (Γ) is purely structural if πℓ(H) is a structure type subgroup of πℓ(Γ) =
Gℓ(K(ℓ)) for any irreducible factor ℓ of f . The goal of this section is to prove Proposition 6;
that roughly means we show that there exists a symmetric set Ω′ ⊆ Γ with the following
property: For any square-free polynomial f ∈ Fq0[t] with large degree irreducible factors
and for any purely structural subgroup H of πf (Γ), the probability that an l ∼ deg f -step
random walk lands in H is small.
3.1. Small lifts of elements of a purely structural subgroup are in a proper alge-
braic subgroup. Let us recall that for any h ∈ GLn0(Fq0[t, 1/r0]),
‖h‖ := max
v∈D(r0)∪{v∞},i,j
|hij|v,
where hij is the i, j-entry of h and | · |ℓ is the ℓ-adic norm (see section 1.4 for the definition
of all the undefined symbols). For a subgroup H of πf(Γ), let
Lδ(H) := {h = (hij) ∈ Γ|πf (h) ∈ H and ‖h‖ < [πf (Γ) : H ]δ},
In this section we show that, if H is purely structural, then for some δ ≪G 1, Lδ(H) lies in
a proper algebraic subgroup of G. In light of Theorem 22, we follow the proof of [SGV12,
Proposition 16].
Standing assumptions. In this section, we will be working with Ω, Γ, G , Gℓ, G, and
K(ℓ) are as before; that means Γ is a finitely generated subgroup of GLn0(Fq0[t, 1/r0(t)])
where q0 > 7 is a power of a prime p > 5 and the field generated by Tr(Γ) is Fq0(t), G is
the Zariski-closure of Γ in (GLn0)Fq0 [t,1/r0(t)], G is the generic fiber of G , G is a connected,
simply-connected, absolutely almost simple group, for an irreducible polynomial ℓ, K(ℓ) is
Fq0[t]/〈ℓ〉, and Gℓ is the fiber of G over 〈ℓ〉. Here f denotes a square free polynomial with
the property that the dichotomy mentioned in Theorem 22 holds for any of its irreducible
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factors. In particular, for any irreducible factor ℓ of f and any proper subgroup Hℓ of πℓ(Γ),
we have that
[πℓ(Γ) : Hℓ]≫Γ
{
|K(ℓ)|dimG−dimH ≥ |K(ℓ)| if Hℓ is a structure type subgroup,
|K(ℓ)/FH |dimG ≥ |K(ℓ)| if Hℓ is a subfield type subgroup.
This implies that
(17) [πℓ(Γ) : Hℓ]≫Γ |πℓ(Γ)|c0
for some positive number c0 which depends only on G. Moreover we assume, if ℓ and ℓ
′
are two different irreducible factors of f , then deg ℓ 6= deg ℓ′. This last condition is very
restrictive and in a desired result it has to be removed. Removing this condition is in the
spirit of Open Problem 1.4 in [LV16].
We first start with approximating a proper subgroup H of
πf (Γ) ≃
⊕
ℓ|f,ℓ irred.
πℓ(Γ) =
⊕
ℓ|f,ℓ irred.
Gℓ(K(ℓ))
with a subgroup in product form. This is done by a variant of [SGV12, Lemma 15].
Lemma 26. Suppose {Gi}i∈I is a finite collection of finite groups with the following prop-
erties:
(1) Gi =
⊕
j∈Ji
Lij where Lij/Z(Lij) is simple.
(2) Gi is perfect; that means Gi = [Gi, Gi].
(3) For i 6= j, simple factors of Gi/Z(Gi) and Gj/Z(Gj) are not isomorphic.
(4) There is a positive integer c such that for any proper subgroup Hi of Gi we have
[Gi : Hi] ≥ |Gi|c.
Then for any subgroup H of GI :=
⊕
i∈I Gi we have∏
i∈I
[Gi : pri(H)] ≥ [GI : H ]c,
where pri : GI → Gi is the projection to the i-th component.
Proof. We proceed by strong induction on |GI |. Let
I1 := {i ∈ I| pri(H) = Gi}, and I2 := {i ∈ I| pri(H) 6= Gi}.
Claim 1. We can assume that I1 6= ∅.
Proof of Claim 1. If I1 = ∅, then∏
i∈I
[Gi : pri(H)] ≥
∏
i∈I
|Gi|c ≥ |GI |c ≥ [GI : H ]c;
and claim follows. So without loss of generality we can and will assume that I1 6= ∅.
Claim 2. The restriction to H of the projection map prI1 to GI1 :=
⊕
i∈I1
Gi is surjective.
Proof of Claim 2. We proceed by induction on |I1|. The base of induction is clear. Suppose
prI′(H) = GI′ for some subset I
′ of I and pri(H) = Gi for some i ∈ I \ I ′. Let H :=
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prI′∪{i}(H). Then pri(H) = Gi and prI′(H) = GI′. Let H(I
′) := H∩GI′ and H(i) := H∩Gi.
Then projections induce isomorphisms H/H(I ′) → Gi and H/H(i) → GI′ . Hence we get
the following commuting diagram
(18)
H/(H(i)⊕H(I ′))
Gi/H(i) GI′/H(I
′).
≃
≃
≃
If H(i) is a proper subgroup of Gi, then H(i)Z(Gi) is also a proper subgroup of Gi; this
is because [H(i)Z(Gi), H(i)Z(Gi)] = [H(i), H(i)] and Gi is perfect. Therefore by (18) a
simple factor of Gi/Z(Gi) is isomorphic to a simple factor of Gj/Z(Gj) for some j ∈ I ′;
this contradicts our assumption. Hence H(i) = Gi and H(I
′) = GI′, which implies that
H = GI′∪{i}; and claim follows.
Claim 3. [G : H ] ≤ |GI2| and
∏
i∈I [Gi : pri(H)] ≥ |GI2|c.
Proof of Claim 3. Let H(I2) := H ∩ ker prI1 where prI1 : G → GI1 is the projection to GI1.
Then by Claim 2, we have |GI1| = [H : H(I2)]; and so
[G : H ] =
|GI1||GI2|
|GI1||H(I2)|
=
|GI2|
|H(I2)| ≤ |GI2|.
We also have ∏
i∈I
[Gi : pri(H)] =
∏
i∈I2
[Gi : pri(H)] ≥
∏
i∈I2
|Gi|c = |GI2|c,
where we have the last inequality because of our assumption and pri(H) being a proper
subgroup of Gi for any i ∈ I2.
Claim 3 implies that ∏
i∈I
[Gi : pri(H)] ≥ |GI2|c ≥ [G : H ]c;
and claim follows. 
Proposition 27. Under the Standing assumptions of this section, there exists a constant
δ depending on Γ such that the following holds: Let H ⊆ πf (Γ) be a purely structural sub-
group; that means πℓ(H) is a structural subgroup of πℓ(Γ) for each irreducible factor ℓ of f .
Then Lδ(H) lies in a proper algebraic subgroup H of G.
Proof. By Lemma 26 and (17), there exists a positive constant c0 which depends only on G
such that
[πf (Γ) :
⊕
ℓ∈D(f)
πℓ(H)] ≥ [πf(Γ) : H ]c0.
If Lδ(
⊕
ℓ∈D(f) πℓ(H)) lies in a proper algebraic subgroup of G, then so does Lδ/c0(H).
Therefore we can and will replace H with
⊕
ℓ∈D(f) πℓ(H). Similarly, after replacing f with
the product of those irreducible factors satisfying πℓ(H) 6= πℓ(Γ), we may assume πℓ(H) is a
proper subgroup for each irreducible factor ℓ of f . By Theorem 22, there exists a constant
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d0 := d0(Γ) such that for any ℓ ∈ D(f), there is a polynomial of degree at most d0 and
γℓ ∈ Ω such that fℓ(πℓ(H)) = 0 and fℓ(πℓ(γℓ)) = 1.
First we show that Lδ(H) lies in a low complexity proper algebraic subset of G. To this end,
we consider the degree d0 monomial map
Ψ : GLn0 → Ad1 ,
where
d1 =
(
n20 + d0
d0
)
.
Let d be the dimension of the linear span of Ψ(G(Fq0(t))). To show Lδ(H) lies in a proper
algebraic subgroup of G, it suffices to prove that Ψ(Lδ(H)) spans a subspace of dimension
less than d if δ is sufficiently small.
Suppose to the contrary that the linear span of Ψ(Lδ(H)) is d dimensional. Hence there is
a set of d linearly independent elements h1, h2, . . . , hd of Ψ(Lδ(H)).
Looking at the explicit formula for the number of elements of finite simple groups of Lie
type [Car72, §11.1, §14.4], we have |Gℓ(K(ℓ))| ≤ |K(ℓ)|dimG = qdimG·deg ℓ0 . Hence
πf(Γ) ≤ qdimG·deg f0 .
Thus for h ∈ Lδ(H) we have
‖h‖ < [πf (Γ) : H ]δ ≤ |πf (Γ)|δ ≤ qδ dimG·deg f0 .
This implies that the entries of the vectors h1, . . . , hd ∈ Fq0(t)d1 are of the form a∏
ℓ∈D(r0)
ℓeℓ
with a ∈ Fq0[t], gcd(a,
∏
ℓ∈D(r0)
ℓeℓ) = 1,
(19) deg a−
∑
ℓ∈D(r0)
eℓ deg ℓ < d0δ dimG · deg f,
and for each ℓ ∈ D(r0)
(20) eℓ deg ℓ < d0δ dimG · deg f.
By the contrary assumption, the determinant s(t) ∈ Fq0(t) of a d-by-d submatrix of the
matrix X that has the vectors h1, . . . , hd in its rows is non-zero. By (19) and (20), we have
that s(t) = a
′
∏
ℓ∈D(r0)
ℓ
e′
ℓ
for some a′ ∈ Fq0[t] and eℓ ∈ Z≥0 such that
deg a′ ≤ δ((|D(r0)|+ 1)dd0 dimG) deg f ≤ δ((|D(r0)|+ 1)|D(r0)|dd0 dimG) max
ℓ∈D(f)
deg ℓ.
Hence for δ < ((|D(r0)| + 1)|D(r0)|dd0 dimG)−1, there is an irreducible factor ℓ0 of f such
that deg a′ < deg ℓ0; in particular, πℓ0(s(t)) 6= 0. This implies that πℓ0(h1), . . . , πℓ0(hd)
are K(ℓ0)-linearly independent in K(ℓ0)
d1 ; and so the right kernel of πℓ0(X) is zero. By
the definition of Lδ(H), we have that πℓ0(hi) ∈ Ψ(πℓ0(H)). Since fℓ0(πℓ0(H)) = 0 and
deg f ≤ d0, we have that the coefficients of fℓ0 form a column vector in the right kernel of
πℓ0(X), which is a contradiction.
26 BRIAN LONGO AND ALIREZA SALEHI GOLSEFIDY
Therefore there is a proper algebraic subset X of G whose complexity is OΓ(1), and Lδ(H)
is a subset of X(Fq0(t)). By [EMO05, Proposition 3.2] if A ⊆ G(Fq0(t)) is a generating set
of a Zariski-dense subgroup of G, then there exists a positive integer N depending on the
complexity of X such that
∏
N A 6⊆ X(Fq0(t)). It should be pointed out that the statement
of [EMO05, Proposition 3.2] is written for algebraic varieties and groups over C. Its proof,
however, is based on a generalized Be´zout theorem that has a positive characteristic counter
part (see [Sch00, Pg. 519], [Ful98, Ex. 12.3.1], and [Da94, III. Thm 2.2]). Altogether one
can see that the proof of [EMO05, Proposition 3.2] is valid over any algebraically closed field.
Since ∏
N Lδ/N (H) ⊆ Lδ(H) ⊆ X(Fq0(t)),
we deduce that the group generated by Lδ/N (H) is not Zariski-dense in G; that means that
Lδ/N (H) lies in a proper algebraic subgroup of G; and claim follows as N = OΓ(1). 
3.2. Invariant theoretic description of proper positive dimensional subgroups of a
simple group: the positive characteristic case. In this section, we provide an invariant
theoretic (or one can say a geometric) description of proper positive dimensional algebraic
subgroups of an absolutely almost simple group over a field of positive characteristic. This
is the positive characteristic counter part of [SGV12, Proposition 17, part (1)]; and later it
plays an important role in the proof of Proposition 6.
In this section we slightly deviate from our Standing assumptions, and let G be a simply
connected absolutely almost simple algebraic group defined over a positive characteristic
algebraically closed field k.
Proposition 28. Let G be an absolutely almost simple group defined over an algebraically
closed field k of positive characteristic. Then there are finitely many group homomorphisms
{ρi : G→ (GL)Vi}di=1 and {ρ′j : G→ Aff(Wj)}d′j=1 such that
(1) for any i, ρi is irreducible and non-trivial.
(2) for any j, ρ′j(g)(v) := ρ
′
lin,j(g)(v) + wj(g) where ρ
′
lin,j : G → GL(Wj) is irreducible
and non-trivial, and wj(g) ∈ Wj(k); and no point of Wj(k) is fixed by G(k) under
the affine action given by ρ′j.
(3) for every positive dimensional closed subgroup H of G, either there is an index i
and a non-zero vector v ∈ Vi(k) such that ρi(H(k))[v] = [v] where [v] is the line
in Vi(k) spanned by v, or there is an index j and a point w in Wj(k) such that
ρ′j(H(k))(w) = w.
Let us remark that in the characteristic zero case any affine representation V of a semisimple
group has a fixed point; here is a quick argument: suppose g · v := ρ(g)(v) + c(g). We
identify the affine space of V(k) with the hyperplane {(v, 1)|v ∈ V(k)} of W := V(k) ⊕ k;
and so ρ̂(g) :=
(
ρ(g) c(g)
0 1
)
is a group homomorphism and (g · v, 1) = ρ̂(g)(v, 1). In the
characteristic zero case any module is completely reducible; and so there is a line [v] which is
invariant under G(k) and W = V(k)⊕ [v]. As G is semisimple, it does not have a non-trivial
character. Hence any point on [v] is a fixed point of G(k). As [v] 6⊆ V(k), after rescaling, if
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needed, we can and will assume that v = (v0, 1) for some v0 ∈ V(k). Therefore ρ̂(g)(v) = v
implies that g · v0 = v0.
In the positive characteristic case, however, there are affine transformations ofG(k) that have
no fixed points: there are irreducible representations V of G such that H1(G(k),V(k)) 6= 0.
Hence there is a non-trivial cocycle c : G(k)→ V(k). Since c is a cocycle, g·v := ρ(g)(v)+c(g)
is a group action. If g · v0 = v0 for some v0, then c(g) = v0 − ρ(g)(v0) which means c is a
trivial cocycle; and this contradicts our assumption.
This said it is not clear to the authors if the mentioned affine representations are needed in
Proposition 28 or not.
Question 29. Suppose G is a connected, absolutely almost simple group and H is a positive
dimensional proper subgroup of G. Is there a non-trivial irreducible representation ρ : G→
GL(V) of G and a non-zero vector v ∈ V(k) \ {0} such that ρ(H(k))([v]) = [v]?
As we will see in the proof of Proposition 28, the mentioned affine representations arise as
submodules of wedge powers of the adjoint representation of G(k). When the characteristic
of the field k is large compared to the dimension of G, all these representations are completely
reducible; and so by a similar argument as in the characteristic zero case, one can see that
such affine representations do not occur. Hence one gets a positive affirmative answer to
Question 29.
Proof Proposition 28. Since H is a proper positive dimensional subgroup, h := Lie(H)(k) is a
non-trivial proper subspace of g := Lie(G)(k). Since G is an absolutely almost simple group,
g/z is a simple G := G(k)-module where z := Z(g) is the center of g and g is a perfect Lie
algebra; that means g = [g, g]. Therefore (h + z)/z is a proper subspace of g/z and it is not
G-invariant. Thus h is not invariant under G. From here we deduce that lH := ∧dimk hh is
not invariant under G, where G acts on ∧dimk hg via the representation ∧dimk hAd. Suppose
0 := V0 ⊂ V1 ⊂ · · · ⊂ Vm := ∧dimk hg
is a composition factor of ∧dimk hg. Let m′ be the smallest index such that lH ⊆ Vm′ as a
G-module. Hence lH 6⊆ Vm′−1, which implies lH ⊕ Vm′−1 ⊆ Vm′ .
Step 1. (Composition factor is non-trivial) If dimk Vm′/Vm′−1 > 1, then Vm′/Vm′−1 is a
non-trivial simple G-module that has a line which is H-invariant; here H := H(k).
Step 2. (Triviality of the composition factor gives us an affine action whose linear part
is irreducible) If dimk Vm′/Vm′−1 = 1, then lH ⊕ Vm′−1 = Vm′ . Let V := Vm′−1/Vm′−2
and W := Vm′/Vm′−2; and so W/V is a one dimensional G-module. Since G has no non-
trivial character, G acts trivially on W/V . Suppose w ∈ W \ V ; then for any g ∈ G,
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cw(g) := ρW (g)(w)− w ∈ V . For v ∈ V and g ∈ G, we let g · v := ρV (g)(v) + cw(g); then
g1 · (g2 · v) =ρV (g1)((g2 · v)) + cw(g1)
=ρV (g1)(ρV (g2)(v) + cw(g2)) + cw(g1)
=ρV (g1g2)(v) + ρW (g1)(ρW (g2)(w)− w) + (ρW (g1)(w)− w)
=ρV (g1g2)(v) + ρW (g1g2)(w)− ρW (g1)(w) + ρW (g1)(w)− w
=ρV (g1g2)(v) + (ρW (g1g2)(w)− w)
=ρV (g1g2)(v) + c(g1g2) = (g1g2) · v.
So g · v defines an affine action of G on V . Suppose xH ∈ lH \ {0}; then xH = c0w + v0 for
some c0 ∈ k× and v0 ∈ V . For any h ∈ H , we have ρW (h)(xH) = xH , which implies that
c0(ρW (h)(w)− w) = v0 − ρV (h)(v0). Therefore for any h ∈ H ,
(21) cw(h) = c
−1
0 (v0 − ρV (h)(v0)).
Since xH is not fixed by G, there is g0 ∈ G such that ρW (g0)(xH) 6= xH , which implies
(22) cw(g0) 6= c−10 (v0 − ρV (g0)(v0)).
Step 3. (Affine action has a fixed point) If the above affine action has a fixed point v1 ∈ V ,
then for any g ∈ G,
(23) v1 = ρV (g)(v1) + cw(g).
By (21) and (23), for any h ∈ H , we have v1−ρV (h)(v1) = c−10 (v0−ρV (h)(v0)), which implies
(24) ρV (h)(c
−1
0 v0 − v1) = c−10 v0 − v1.
By (22) and (23), we have ρV (g0)(c
−1
0 v0 − v1) 6= (c−10 v0 − v1). Therefore ρV is a non-trivial
irreducible representation of G that has a non-zero vector fixed by H .
Step 4. (Affine action does not have a fixed point) Now suppose that the above affine action
does not have a G-fixed point; then by (21) for any h ∈ H ,
h · (c−10 v0) = ρV (c0)−1v0) + cw(h) = ρV (h)((c0)−1v0)) + c−10 (v0 − ρV (h)(v0)) = c−10 v0,
which means H has a fixed point; and so claim follows. 
3.3. Invariant theoretic description of small lifts of purely structural subgroups.
In this section based on Proposition 27 and Proposition 28, we give an invariant theoretic
understanding of small lifts of purely structural subgroups of πf (Γ) under the Standing
assumption (see the 2nd paragraph of Section 3.1).
Proposition 30. Let Γ,G, f be as in the Standing assumption. Then
(1) there are local fields Ki and K
′
j that are field extensions of Fq0(t).
(2) there are homomorphisms ρi : G⊗Fq0 (t)Ki → GL(Vi) and ρ′j : G⊗Fq0 (t)K ′j → Aff(Wj)
such that
(a) ρi’s are non-trivial irreducible representations over a geometric fiber; that means
after a base change to an algebraic closure of Ki, ρi is non-trivial and irreducible,
(b) the linear parts ρ′lin,j’s of the affine representations ρ
′
j are non-trivial irreducible
representations over a geometric fiber,
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(c) G(K ′j ) does not fix any point of Wj(K
′
j ).
(d) ρi(Γ) ⊆ GL(Vi(Ki)) and ρ′lin,j(Γ) ⊆ GL(Wj(K ′j )) are unbounded subgroups.
(3) there is δ > 0 depending on Γ such that for any purely structural subgroup H of πf (Γ)
one of the following conditions hold:
(a) the group generated by Lδ(H) is a finite subgroup of Γ.
(b) for some i, there is a non-zero v ∈ V(Ki) such that for any h ∈ Lδ(H),
ρi(h)([v]) = [v].
(c) for some j, there is w ∈Wj(K ′j ) such that for any h ∈ Lδ(H), ρ′j(h)(w) = w.
Proof. Let k be an algebraic closure of Fq0(t); then by Proposition 28 the geometric fiber G˜ :=
G ⊗Fq0 (t) k of G has representations {ρ˜i}i and {ρ˜′j}j that can describe positive dimensional
proper subgroups of G˜ (as in the statement of Proposition 28). There is a finite Galois
extension L of Fq0(t) such that ρ˜i and ρ˜
′
j have Galois descents ρ̂i and ρ̂
′
j to G⊗Fq0 (t) L. As Γ
is a discrete subgroup of
∏
v∈D(r0)∪{v∞}
G(Kv) where Kv is the v-adic completion of Fq0(t),
for any i and j there are some vi, v
′
j ∈ D(r0) ∪ {v∞} and extensions νi, ν ′j ∈ VL of vi and v′j ,
respectively, such that ρ̂i(Γ) ⊆ GL(Vi(Lνi)) and ρ̂′j(Γ) ⊆ GL(Wj(Lν′j)) are unbounded. So
Ki := Lνi, K
′
j := Lν′j , ρi := ρ̂i ⊗ idKi, and ρ′j := ρ̂j ⊗ idK ′j satisfy parts (1) and (2).
Let δ be as in Proposition 27; then for any structural subgroup H of πf (Γ), there is a
proper subgroup H of G such that Lδ(H) ⊆ H(k). If H is zero-dimensional, then the group
generated by Lδ(H) is a finite group. If H is positive dimensional, then Proposition 28
implies that either (3.b) holds or (3.c); and claim follows. 
3.4. Ping-pong argument. Let’s recall that under the Standing assumptions (see the
2nd paragraph in Section 3.1), we want to show a random walk with respect to the probability
counting measure on πf (Ω) after O(deg f)-many steps lands in a purely structural subgroup
H of πf(Γ) with small probability. Considering the lift of this random walk in Γ, we have
to say that after O(δ0 deg f)-many steps, the probability of landing in Lδ0(H) is small.
By Proposition 30, it is enough to make sure that the probability of landing in a proper
algebraic subgroup of G is small. In this section, we point out that the characteristic of the
involved fields are irrelevant in the ping-pong type argument in [SGV12, Section 3.2], and we
get similar statements in the global function field case. After having the needed ping-pong
players, using Proposition 28 we end up getting a finite symmetric subset Ω0 such that a
random walk with respect to the probability counting measure on Ω0 has an exponentially
small chance of landing in a proper algebraic subgroup of G. In this note, we do not repeat
any of the proofs presented in [Var12, SGV12], and we refer the readers to those articles for
the details of the arguments.
For a subset Ω′ of a group and a positive integer l, we let
Bl(Ω
′) := {g1 · · · gl| gi ∈ Ω′ ∪ Ω′−1, gi 6= g−1i+1};
so the support of the l-step random-walk with respect to the probability counting measure
on Ω′ ∪ Ω′−1 is ⋃2k≤lBl−2k(Ω′).
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Proposition 31. Let Γ,G be as in the Standing assumptions. Let Ki, K
′
j , ρi, and ρ
′
j
be as in Proposition 30. Then there exists a subset Ω′ ⊂ Γ that freely generates a subgroup
Γ′ with the following properties:
(1) For any i and any non-zero vector v ∈ Vi(Ki),
|{g ∈ Bℓ(Ω′)|ρi(g)([v]) = [v]}| < |Bℓ(Ω′)|1−c′.
(2) For any j and any point w ∈Wj(K ′j )
|{g ∈ Bℓ(Ω′)|ρ′j(g)(w) = w}| < |Bℓ(Ω′)|1−c
′
.
where c′ is a constant depending only on Ω′ and the representations.
Proof. See proof of [SGV12, Proposition 20]. 
3.5. Escaping purely structural subgroups: finishing proof of Proposition 6. This
proof is almost identical to the proof of [SGV12, Proposition 7]. Let Γ,G ,G, and f be as in
the Standing assumptions. Let Ω′ be the set given by Proposition 31. Suppose H ⊆ πf (Γ)
is a purely structural subgroup. Let δ be as in Proposition 30.
As πf [PΩ′]
(l)(H)2 ≤ πf [PΩ′](2l)(H), it is enough to prove the claim for even positive integers
l. We notice that for any positive integer l
πf [PΩ′]
(2l)(H) = P
(2l)
Ω′
( ⋃
0≤k≤l
(π−1f (H) ∩ B2l−2k(Ω′))
)
;
and for any γ ∈ π−1f (H) ∩ Bl(Ω′), ‖γ‖ ≤ (maxw∈Ω′ ‖w‖)l. Hence for l ≪Ω′ δ log[πf (Γ) : H ]
and deg f ≫Ω′ 1 we have
(25) P
(2l)
πf (Ω′)
(H) ≤
∑
0≤k≤l
P
(2l)
Ω′ (Lδ(H) ∩ B2l−2k(Ω′)).
We notice that, since Ω′ = Ω′0 ⊔Ω′−10 and Ω′0 freely generates a subgroup, for γ, γ′ ∈ B2r(Ω′)
we have P
(2l)
Ω′ (γ) = P
(2l)
Ω′ (γ
′); let Pl(r) := P
(2l)
Ω′ (γ) for some γ ∈ B2r(Ω′). Hence by (25) we
have
(26) P
(2l)
πf (Ω′)
(H) ≤
∑
0≤r≤l
|Lδ(H) ∩B2r(Ω′)|Pl(r).
Combining Propositions 30 and 31, we have
(27) |Lδ(H) ∩B2r(Ω′)| < |B2r(Ω′)|1−c′
where c′ is the constant from Proposition 31.
Let us recall a few well-known results related to random-walks (in a free group); for any
γ ∈ 〈Ω′〉, by Cauchy-Schwarz inequality, we have
(28) P
(2l)
Ω′ (γ) =
∑
γ′
P
(l)
Ω′ (γ
′)P
(l)
Ω′ (γ
′−1γ) ≤ ‖P(l)Ω′ ‖22 =
∑
γ′
P
(l)
Ω′ (γ
′)P
(l)
Ω′ (γ
′−1) = P
(2l)
Ω′ (I)
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where I is the identity matrix; and so Pl(r) ≤ Pl(0) for any non-negative integer r. Since
Pl1(0)Pl2(0) ≤ Pl1+l2(0), we have that { l
√
Pl(0)}l is a non-decreasing sequence. Hence by
Kesten’s result [Kes59, Theorem 3], we have
(29) Pl(r) ≤ Pl(0) ≤
(
2M − 1
M2
)l
,
where |Ω′| = 2M . We also have |B2r(Ω′)| = 2M(2M − 1)2r−1. Therefore by (25), (27), and
(29), for l = ΘΩ′([πf (Γ) : H ]), we have
P
(2l)
πf (Ω′)
(H) ≤
∑
0≤r≤l/20
|Lδ(H) ∩ B2r(Ω′)|Pl(0) +
∑
l/20<r≤l
|Lδ(H) ∩ B2r(Ω′)|Pl(r)
≤
1 + 2M ∑
1≤r≤l/20
(2M − 1)2r−1
(2M − 1
M2
)l
+
∑
l/20<r≤l
|B2r(Ω′)|1−c′Pl(r)
≤(2M)
11l/10+1
M2l
+ (2M(2M − 1)l/10)−c′
∑
l/20<r≤l
|B2r(Ω′)|Pl(r)
≤(2M)
11l/10+1
M2l
+ (2M(2M − 1)l/10)−c′ ≤ [πf(Γ) : H ]−OΩ′(1).
Suppose, for a positive integer l, the desired inequality holds for 2l; then
P
(l)
πf (Ω′)
(gH)2 ≤ P(2l)πf (Ω′)(H) ≤ [πf (Γ) : H ]−δ0
for any g ∈ πf (Γ). Hence for any l′ ≥ l we have
P
(l′)
πf (Ω′)
(H) =
∑
g∈πf (Γ)
P
(l′−l)
πf (Ω′)
(g−1)P
(l)
πf (Ω′)
(gH) ≤ [πf (Γ) : H ]−δ0/2.
So it remains to show for large enough c0, if f ∈ Sr1,c0, then πf (Γ) = πf (〈Ω′〉).
By Propositions 30 and 31, we have that the group Γ′ generated by Ω′ is Zariski-dense in
G. Let Fp(s(t)/r(t)) be the trace field of Γ
′. Then by [Pin00, Theorem 0.2, Theorem 3.7,
Proposition 4.2] (or [Wei84, Theorem 1.1]) we have that, if f is a square-free polynomial with
large degree irreducible factors (in particular, we can and will assume that gcd(f, r) = 1),
then
πf (Γ
′) ≃
∏
ℓ|f
Gℓ(Fp[s(t)/r(t)]/〈ℓ〉).
Notice that Fp[s(t)/r(t)]/〈ℓ〉 can be embedded into Fp[t]/〈ℓ〉, and the degree of this extension
is at most [Fp(t) : Fp(s(t)/r(t))] = max(deg s, deg t). Hence [Fp[t]/〈ℓ〉 : Fp[s(t)/r(t)]/〈ℓ〉] is
a divisor of deg ℓ that is at most max(deg s, deg r). So if all the prime divisors of deg ℓ are
more than c0 := max(deg s, deg r), then
Fp[s(t)/r(t)]/〈ℓ〉 = Fp[t]/〈ℓ〉;
and claim follows.
32 BRIAN LONGO AND ALIREZA SALEHI GOLSEFIDY
4. A variation of Varju´’s Product Theorem
In [Var12], Varju´ introduced a technique on proving a multi-scale product result for the direct
product of an infinite family of certain finite groups. He provided a series of conditions for
each one of the factors for this gluing process to work. One of the important conditions
is on the structure of the subgroups of each factor; it was assumed that subgroups can be
divided into O(1) families of different dimensions. This condition was modeled from Nori’s
theorem on description of subgroups of GLn(Fp), which roughly says that any such subgroup
is very close to being the Fp-points of an algebraic subgroup. As we discussed in Section 2,
subgroups of GLn(Fpm) might be either structural or subfield type; and the subfield type
subgroups cannot be grouped into an On(1) family of subgroups. We, however, use the fact
that intersection of two conjugate subgroups of subfield type is a structural subgroup (see
Corollary 25), and modify Varju´’s axioms and arguments accordingly (see Proposition 33).
Most of Varju´’s arguments and results stay the same even after the modifications of the
assumptions; but we reproduce some of those arguments. It should be pointed out that
there is an error in the proof of [Var12, Corollary 14]. Our modified axioms help us to
resolve this issue; Varju´ has also communicated to us a way to correct the proof without
changing the original assumptions.
4.1. Modified assumptions. Before stating our modified assumptions, let us introduce a
notation and recall the definition of quasi-random groups (this concept was introduced by
Gowers [Gow08]). For two subgroups H and H ′ of a finite group G and a positive integer L,
we write H L H ′ if [H : H ′ ∩H ] < L.
Definition 32. For a positive constant c, we say a finite group G is c-quasi-random if for
any non-trivial irreducible representation ρ of G we have dim ρ > |G|c.
Our set of axioms depend on two parameters L and δ0, where L is a positive integer and
δ0 : R
+ → R+ is a function.
Assumptions (V1)L-(V3)L and (V4)δ0
(V1)L G is an almost simple group with |Z(G)| < L.
(V2)L G is L
−1-quasi-random (see Definition 32).
(V3)L There exists an integer m < L, and classes of proper subgroups Hj for 1 ≤ j ≤ m
and H ′i for 1 ≤ i ≤ m′ where m′ ≤ L log |G| with the following properties:
(i) For each i, Hi and H
′
i are closed under conjugation by elements in G.
(ii) H0 = {Z(G)}.
(iii) For each proper subgroup H of G there exist an index i and a subgroup H♯ ∈ Hi
or H ′i such that H L H♯.
(iv) For each i and for each pair of distinct subgroups H1, H2 ∈ Hi, there exists
j < i and a subgroup H♯ ∈ Hj such that H1 ∩ H2 L H♯. For any H ∈ Hi,
there is j and H♯ ∈ Hj such that NG(H) L H♯.
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(v) For each i and for each pair of distinct subgroups H ′1 and H
′
2 ∈ H ′i , there exists
j and a subgroup H♯ ∈ Hj such that H ′1 ∩ H ′2 L H♯. For any H ∈ H ′i ,
[NG(H) : H ] ≤ L.
(V4)δ0 if S ⊆ G is a generating set and |S| < |G|1−ε for a positive number ε, then |S ·S ·S| ≥
|S|1+δ0(ε).
Proposition 33. For L ∈ Z+, δ0 : R+ → R+, suppose {Gi}∞i=1 is a family of pairwise non-
isomorphic finite groups that satisfy assumptions (V1)L-(V3)L and (V4)δ0. Then for any
ε > 0, there is δ > 0 such that for any n ∈ Z+ and any symmetric subset S of G :=⊕ni=1Gi
satisfying
(30) |S| < |G|1−ε and PS(gH) < [G : H ]−ε|G|δ for any subgroup H of G and g ∈ G,
we have
|Π3S| ≫ε |S|1+δ.
Let us reiterate that there are two key differences between Proposition 33 and [Var12, Propo-
sition 14]: (1) In Varju´’s setting we have only O(L) families of proper subgroups, and this
parameter resembles dimension of an algebraic subgroup. In our setting, however, we have
two types of families of proper subgroups, and only one of the types can have at most O(L)
families of proper subgroups. Theses types resemble the structural and the subfield type
subgroups. For the structural subgroups we more or less use dimension of the underlying al-
gebraic groups to parametrize them, and for subfield type subgroups the order of the subfield
gives us the needed parametrization. It is clear that in this case the number of such possible
families can grow as |G| goes to infinity; but it does not get more than log |G|. (2) We are
assuming a product type result for each factor (see (V4)δ0) instead of an l
2-flattening assump-
tion for measures with large l2-norm (see (A4) in [Var12, Section 3]). This modification helps
us resolve the mentioned error in [Var12, Corollary 14].
4.2. A detailed overview of Varju´’s proof. Before getting to the multi-scale setting of
Proposition 33, we recall Bourgain-Gamburd’s result which gives us a way to measure how
product of two random variables gets substantially more random unless there is an algebraic
obstruction (see [BG08-a, Proposition 2] and [Var12, Lemma 15]).
Lemma 34. Let µ and ν be two probability measures on an arbitrary finite group G, and let
K be a real number greater than 2. If ‖µ ∗ ν‖2 > 1K‖µ‖1/22 ‖ν‖1/22 , then there is a symmetric
subset A ⊆ G with the following properties:
(1) (Size of A is comparable with ‖µ‖−22 ) K−R‖µ‖−22 ≤ |A| ≤ KR‖µ‖−22 .
(2) (An approximate subgroup) |A · A · A| ≤ KR|A|.
(3) (Almost equidistribution on A) mina∈A(µ˜ ∗ µ)(a) ≥ K−R|A|−1,
where R is a universal constant and µ˜(g) := µ(g−1).
One can use various forms of entropy to quantify how random a measure is.
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Definition 35. Suppose X is a random variable on a finite set S and has distribution µ;
then the (Shannon) entropy of X is
H(X) :=
∑
s∈S
− log(P(X = s))P(X = s),
where P(X = s) is the probability of having X = s. The Re´nyi entropy of X is
H2(X) := − log
(∑
s∈S
P(X = s)2
)
= − log ‖µ‖22.
We let H∞(X) := − log(maxs∈supp(X) P(X = s)) andH0(X) := log |supp(X)|, where supp(X)
is the support of X.
Suppose Y is another random variable on S. Then the entropy of X conditioned to Y is
H(X|Y ) :=
∑
y∈S
P(Y = y)H(X|Y = y)
=−
∑
y∈S
P(Y = y)
∑
x∈S
P(X = x|Y = y) logP(X = x|Y = y),(31)
where X|Y = y is the random variable X conditioned to the random variable Y taking a
certain value y, and P(X = x|Y = y) is the probability of having X = x conditioned to
Y = y. The Re´nyi entropy of X conditioned to Y is
H2(X|Y ) :=
∑
y∈S
P(Y = y)H2(X|Y = y).
Here are some of the basic properties of entropy that will be used in this note.
Lemma 36. Suppose S is a finite set, and X and Y are random variables with values in S.
Then
(1) H(X, Y ) = H(X) +H(Y |X).
(2) H(X) ≥ H(X|Y ).
(3) H0(X) ≥ H(X) ≥ H2(X) ≥ H∞(X).
(4) H(X|f(Y )) ≥ H(X|Y ) where f is a function.
Proof. These are all well-known facts; for instance see [CT06, Theorem 2.4.1, Theorem 2.5.1,
Theorem 2.6.4, Lemma 2.10.1, Problem 2.1]. 
It is very intuitive to say that the product of two independent random variables with values
in a group should be at least as random as the initial random variables. The next lemma says
that this intuition is compatible with how various types of entropy measure the randomness
of a distribution.
Lemma 37. Suppose X and Y are two independent random variables with values in a group
H and finite supports. Then Hi(XY ) ≥ max(Hi(X), Hi(Y )) for i ∈ {0, 1, 2,∞} where
H1(X) := H(X).
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Proof. Notice that supp(XY ) = supp(X)supp(Y ); and so H0(XY ) ≥ max(H0(X), H0(Y )).
For any h ∈ H , we have
P(XY = h) =
∑
x∈H
P(X = x)P(Y = x−1h) ≤ max
y∈H
P(Y = y);
and so H∞(XY ) ≥ H∞(Y ). By symmetry we get the claim for i =∞.
Since the function x2 is a convex function, we have
P(XY = h)2 =(
∑
x∈H
P(X = x)P(Y = x−1h))2
≤
∑
x∈H
P(X = x)P(Y = x−1h)2.
Therefore
∑
h∈H P(XY = h)
2 ≤ ∑h∈H∑x∈H P(X = x)P(Y = x−1h)2 = ∑y∈H P(Y = y)2,
which implies the claim for i = 2.
By Lemma 36, we have
H(XY ) ≥ H(XY |Y ) = H(X|Y ) = H(X);
and claim follows. 
Lemma 34 says how much the Re´nyi entropy of product of two independent variables in-
creases unless there is an algebraic obstruction: if X and Y are two independent random
variables with values in a group G, then we have
(32) H2(XY ) ≥ H2(X) +H2(Y )
2
+ logK,
unless there is a symmetric subset A of G such that
| log |A| −H2(X)| ≤ R logK, |A · A · A| ≤ KR|A|,
and for any a ∈ A
P(X ′−1X = a) ≥ K−R|A|−1,
where X ′ is a random variable with identical distribution as X and it is independent of X .
Based on this result one can prove a meaningful increase in the Re´nyi entropy of product of
two independent random variables with a Diophantine type condition with values in a group
that has a product type property (similar to the condition (V4)δ0).
Definition 38. Suppose G is a finite group and X is a random variable with values in G.
We say X is of (α, β)-Diophantine type if for any proper subgroup H of G with |H| ≥ |G|α
and for any g ∈ G, we have P(X ∈ gH) ≤ [G : H ]−β.
Lemma 39. Suppose G is a finite group and X and Y are two independent random variables
with values in G. Suppose G satisfies the following properties:
(1) (Quasi-randomness) It is an L−1-quasi-random group for some positive integer L.
(2) (Product property) For every positive number ε, there is a positive number δ0 := δ0(ε)
such that if A is a generating set of G and |A| < |G|1−ε, then |A · A · A| ≥ |A|1+δ0.
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Suppose the random variable X satisfies the following properties:
(1) (Diophantine condition) For some α, β > 0, X is of (α, β)-Diophantine type.
(2) (Initial entropy) α′ log |G| ≤ H2(X) for some α′ > 2α.
(3) (Room for improvement) H2(X) ≤ (1− α′′) log |G| for some α′′ > 0.
Then
H2(XY ) ≥ H2(X) +H2(Y )
2
+ γ0 log |G|,
where γ0 is a positive constant that only depends on α
′, α′′, β, and the function δ0.
Proof. Suppose H2(XY ) <
H2(X)+H2(Y )
2
+ γ log |G| for some γ > 0; then by Bourgain-
Gamburd’s result and the above discussion there is a symmetric subset A of G such that
| log |A| −H2(X)| ≤ Rγ log |G| (Controlling the order)(33)
|A · A · A| ≤ |G|Rγ|A| (almost subgroup)(34)
∀a ∈ A,P(X ′−1X = a) ≥ |G|−Rγ|A|−1 (almost equidistribution)(35)
where X ′ is a random variable with identical distribution as X and it is independent of X
and R is an absolute positive constant. Let H be the group generated by A. Then by (35)
(36) P(X ∈ H) ≥ P(X ′−1X ∈ H)1/2 ≥ P(X ′−1X ∈ A)1/2 ≥ |G|−Rγ/2,
and by the lower bound on the Re´nyi entropy of X
(37) |H| ≥ |A| ≥ |G|−RγeH2(X) ≥ |G|α′/2
for γ ≤ α′
2R
. Since X is of (α, β)-Diophantine type and α′ > 2α, by (37) and (36) we get
(38) [G : H ]−β ≥ P(X ∈ H) ≥ |G|−Rγ/2.
Since G is an L−1-quasi-random group, we [G : H ] ≥ |G|1/L if H is a proper subgroup; and
so by (36) and (38) we get
γ ≥ β
2RL
.
Therefore for γ ≤ β
4RL
, we have G = H , which means A is a generating set of G.
By the upper bound on the Re´nyi entropy of X and (33) we have
|A| ≤ |G|1−α′′ |G|Rγ ≤ |G|1−α
′′
2
for γ ≤ α′′
2R
. Hence by the product property of G there is δ0 := δ0(α
′′/2) such that
(39) |A · A · A| ≥ |A|1+δ0.
By (34) and (39) we deduce that
|G|Rγ ≥ |A|δ0;
together with (33) and the lower bound on the Re´yi entropy of X we get
|G|Rγ ≥ |A|δ0 ≥ (|G|−RγeH2(X))δ0 ≥ |G|α′δ0/2.
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Hence we deduce that for γ = γ0 := min(
α′δ0(α′′/2)
4R
, β
4RL
), we have
H2(XY ) ≥ H2(X) +H2(Y )
2
+ γ log |G|;
and claim follows. 
Now suppose Xj := (X
(i)
j )
n
i=1’s are i.i.d. random variables with values in G :=
⊕n
i=1Gi and
distribution PA. We notice that (see Lemma 36)
log |∏l A| = H0(X1 · · ·Xl) ≥ H(X1 · · ·Xl);
and by the mentioned basic properties of entropy (see Lemma 36) we have
H(X1 · · ·Xl) =
n∑
j=1
H(X
(j)
1 · · ·X(j)l |X(1)1 · · ·X(1)l , . . . , X(j−1)1 · · ·X(j−1)l )
≥
n∑
j=1
H(X
(j)
1 · · ·X(j)l |X(k)i , 1 ≤ i ≤ l, 1 ≤ k ≤ j − 1)
≥
n∑
j=1
H2(X
(j)
1 · · ·X(j)l |X(k)i , 1 ≤ i ≤ l, 1 ≤ k ≤ j − 1).
At this point we are almost at the setting of Bourgain-Gamburd’s result, and we would like
to apply Lemma 39. By (V2)L and (V4)δ0, Gj does satisfy Lemma 39’s conditions; but the
random variables X
(i)
j ’s do not necessarily satisfy the required conditions. Here are the steps
that we take to get the desired conditions:
Step 1. By a regularization argument, we find a subset A of S such that
(a) for any (g1, . . . , gj−1) ∈
⊕j−1
k=1Gk the conditional random variables X
(j)
i |X(k)i = gk, 1 ≤
k ≤ j − 1 are uniformly distributed in their support.
(b) H(X
(j)
i |X(k)i = gk, 1 ≤ k ≤ j − 1) is the same for any (g1, . . . , gj−1) ∈ pr[1..j−1](A) where
prI :
⊕n
k=1Gk →
⊕
k∈I Gk is the projection map.
(c) (Initial entropy) For any (g1, . . . , gj−1) ∈ pr[1..j−1](A), either H(X(j)i |X(k)i = gk, 1 ≤ k ≤
j − 1) = 0 or H(X(j)i |X(k)i = gk, 1 ≤ k ≤ j − 1) ≥ α log |Gj|.
(d) log |A| > log |S| − 2α log |G|.
This process (more or less) gives us the initial entropy condition.
Step 2. At this step, we focus on the scales where the entropy is already large and does not
have much room for improvement. In the influential work [Gow08] where Gowers defined
quasi-random groups, he proved the following result (see [Gow08, Theorem 3.3] and also
[NP11, Corollary 1]).
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Theorem 40. Suppose G is an L−1-quasi-random group . Suppose X1, X2, X3 are three
independent random variables with values in G. If
H0(X1) +H0(X2) +H0(X3)
3
> (1− 1
3L
) log |G|,
then H0(X1X2X3) = log |G|.
We apply Theorem 40 for the conditional random variables X
(j)
i |X(k)i = g(k)i , 1 ≤ k ≤ j − 1
for (g
(1)
i , . . . , g
(j−1)
i ) ∈ pr[1..j−1](A) and at the scales where
(40) H(X
(j)
i |X(k)i = g(k)i , 1 ≤ k ≤ j − 1) ≥ (1−
1
3L
) log |G|,
and deduce that
⊕
i∈Il
Gi = prIl(A ·A ·A) where Il consists of j’s such that (40) holds. Next
we let Is := [1..n] \ Il; and define the following metric on
⊕
i∈Is
Gi
d(g, g′) :=
∑
i∈Is,pri(g)6=pri(g
′)
log |Gi|.
Let T := max{d(gs, 1)| gs ∈ prIs(
∏
9 S ∩ {1} ⊕
⊕
i∈Is
Gi)}. Then one gets a T -almost group
homomorphism ψ :
⊕
i∈Il
Gi →
⊕
i∈Is
Gi. By a result of Farah [Far00] on approximate
homomorphisms, ψ should be close to a group homomorphism. Based on this and certain
Diophantine property of S, one can deduce that
∃(1, gs) ∈
∏
9 S ∩ {1} ⊕
⊕
i∈Is
Gi, d(gs, 1)≫ ε2 log |G|.
Now considering H := CG((gs, 1)) and using the assumed upper bound of PS(gH), one gets
a strong lower bound for |∏14 S| unless almost all the scales do have room for improvement.
Step 3. At this step we focus on the scales where there is an initial entropy and room for
improvement as required in Lemma 39. The last condition that is needed is a Diophantine
type condition. Varju´ (essentially) proves the following result in order to deal with this issue.
Proposition 41. Suppose L is a positive integer, G is a finite group that satisfies properties
(V1)L-(V3)L. Let m be as in (V3)L. Suppose X1, . . . , X2m+1 are independent random vari-
ables with values in G and H∞(Xi) ≥ α′ log |G| for some positive number α′ and any index
i. For −→y := (y1, . . . , y2m+1−1) ∈
⊕2m+1−1
i=1 G, let X−→y := X1y1X2y2 · · · y2m+1−1X2m+1. Suppose
Y1, . . . , Y2m+1−1 are i.i.d. random variables with values in G. Suppose Yi’s are of (α, β)-
Diophantine type for some positive numbers α and β such that β ≥ 4α; further, assume that
for any g ∈ G and H ∈ ⋃mi=1 Hi, P(Y1 ∈ gH) ≤ [G : H ]−β. Then assuming |G| ≫α′,β,L 1,
we have
P((Y1, . . . , Y2m+1−1) =
−→y such that X−→y is not of (0, β ′/2)-Diophantine type) ≤ |G|−
β
4L
where β ′ := 1
8m+1
min( β
5L
, α
′
2
).
Using Proposition 41, Lemma 37, and Lemma 39, one gets the following result.
Proposition 42. Suppose L is a positive integer and δ0 : R
+ → R+ is a function. Suppose
G satisfies conditions (V1)L-(V3)L and (V4)δ0. Let m be as in the condition (V3)L. Suppose
random variables X1, . . . , X2m+1+1 satisfy the following properties:
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(1) (Initial entropy) α′ log |G| ≤ H∞(Xi) for some α′ > 0 and any index i.
(2) (Room for improvement) H2(Xi) ≤ (1− α′′) log |G| for some α′′ > 0.
Suppose the i.i.d. random variables Y1, . . . , Y2m+1−1 satisfy the following property:
(Diophantine condition) For some 0 ≤ α < min(β/4, α′/2), Y1 is of (α, β)-Diophantine
type; and for any H ∈ ⋃mi=1 Hi and g ∈ G, P(Y1 ∈ gH) ≤ [G : H ]−β.
Then assuming |G| ≫α′,α′′,β,L,δ0 1 we have
H2(X1Y1X2 · · ·Y2m+1−1X2m+1X2m+1+1|Y1, . . . , Y2m+1−1) ≥ min
i
H2(Xi) + γ log |G|
where γ is a positive constant that only depends on α′, α′′, β, L, and the function δ0.
Finally Varju´ finds a subset B of S such that, if Y = (Y (1), . . . , Y (n)) is a random variable
with distribution PB, then for lots of i’s Y
(i) is of (0, ε′)-Diophantine type where ε′ ≫ε,L 1
(ε and L are given in Proposition 33); overall one gets
log |∏2m+2 S| − log |S| ≫ε,L log |S|.
One can finish the proof of Proposition 33 using [Hel08, Lemma 2.2] which says
(k − 2)(log |∏3 S| − log |S|) ≥ log |∏k S| − log |S|
for any integer k ≥ 3.
4.3. Regularization and a needed inequality. Let L, δ0, and {Gi}∞i=1 be as in the
statement of Proposition 33. Since Gi’s are pairwise non-isomorphic, limi→∞ |Gi| =∞.
Lemma 43. Suppose m : R+ → Z+ is a function. If claim of Proposition 33 holds for ε,
δ(ε), and the subfamily {Gi| 1 ≤ i, |Gi| > m(ε)}, then Proposition 33 holds with δ(ε)/2 for
δ and a possibly larger implied constant in the final claimed inequality.
Let us remark that δ also depends on L and δ0; but we are assuming that those are fixed in
the entire section.
Proof of Lemma 43. Suppose S is a symmetric subset of G :=
⊕n
i=1Gi such that
(41) |S| < |G|1−ε and PS(gH) < [G : H ]−ε|G|δ(ε)/2
for any subgroup H of G and g ∈ G. Let
N :=
⊕
|Gi|≤m(ε),1≤i≤n
Gi.
Since Gi’s are pairwise non-isomorphic, |N | < f(ε) for some function f : R+ → Z+. Let
S := πN (S) where
πN : G→ G :=
⊕
|Gi|>m(ε),1≤i≤n
Gi
is the natural projection. For any subgroup H of G and g ∈ G, by (41) we have
PS((g, 1)H ⊕N) < [G : H ⊕N ]−ε/2|G|δ(ε)/2;
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and so
1
|N |PS(gH) ≤
|S|
|S|PS(gH) < [G : H]
−ε|G|δ(ε)/2|N |δ(ε)/2.
This implies that
PS(gH) ≤ [G : H ]−ε|G|δ(ε)/2f(ε)1+δ(ε)/2.
If |G| > f(ε) 1+δ(ε)/2δ(ε)/2 , then we get PS(gH) ≤ [G : H ]−ε|G|δ(ε). Therefore by our assumption
|S|1+δ(ε) ≤ C(ε)|S · S · S|.
Hence
|S|1+δ(ε) ≤ f(ε)1+δ(ε)C(ε)|S · S · S|.
If |G| < f(ε) 1+δ(ε)/2δ(ε)/2 , then |S| ≤ |G| < f(ε)1+ 1+δ(ε)/2δ(ε)/2 . Overall we get
|S|1+δ(ε) ≤ C ′(ε)|S · S · S|,
where C ′(ε) := max{f(ε)2+ 2+δ(ε)δ(ε)/2 , f(ε)1+δ(ε)C(ε)}; and claim follows. 
We show that for small enough ε we can take
(42) δ(ε) := min{ε5, 1}/8L.
For the given δ(ε) and a positive valued function C ′′(ε), we let
m(ε) := sup{x ∈ R+| C ′′(ε) logx ≥ xδ(ε)2}.
By Lemma 43, we can and will assume that
(43) C ′′(ε) log |Gi| < |Gi|δ(ε)2
for any i. Throughout the proof of proposition 33 we will be assuming inequalities of the
type given in (43).
As it is discussed in the beginning of [Var12, Section 3.2], passing to the groups Gi/Z(Gi),
using an argument similar to Lemma 43 and based on an inequality of type (43), we can and
will assume that Gi’s are simple groups.
For any non-empty subset I of [1..n], we let GI :=
⊕
i∈I Gi; sometimes we view GI as a
subgroup of GJ when I ⊆ J . We let G∅ = {1}. For any I ⊆ J ⊆ [1..n], we let prI : GJ → GI
be the natural projection map.
Definition 44. A subset A of
⊕n
i=1Gi is called (m0, . . . , mn−1)-regular if for any 0 ≤ k < n
and x ∈ pr[1..k](A) we have
|{x ∈ pr[1..k+1](A)| pr[1..k](x) = x}| = mk.
For a random variable X with values in
⊕n
i=1Gi, we write X = (X1, . . . , Xn) and get random
variables Xi with values in Gi.
Lemma 45. Suppose A ⊆ ⊕ni=1Gi is an (m1, . . . , mn)-regular subset. Let X be a random
variable with respect to the probability counting measure on A. Then
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(1) pr[1..k](X) is a random variable with respect to the probability counting measure on
pr[1..k](A).
(2) For any (a1, . . . , an) ∈ A, the conditional probability measure
P(Xk|X1 = a1, . . . , Xk−1 = ak−1)
is a probability counting measure on a set of size mk.
Proof. Both of the above claims are easy consequences of the fact that A is a regular set
(See [SG, Lemma 22]). 
The filtration {1} = G∅ ⊆ G{1} ⊆ · · · ⊆ G[1..i] ⊆ · · · ⊆ G[1..n] gives us a rooted tree structure,
where the vertices at the level i are the elements of G[1..i]; and the children of (a1, . . . , ai)
are elements of (a1, . . . , ai) ⊕ Gi+1. To a non-empty subset A of G[1..n], we associate the
rooted subtree consisting of paths from the root to the elements of A. So a subset A is
(m0, . . . , mn−1)-regular precisely when the vertices at the level i of the associated rooted tree
of A has exactly mi children.
As it has been discussed in [Var12, Section 3.2] by [BGS10, Lemma 5.2] and inequality (43)
(see also [BG09, A.3] and [SG17, Section 2.2]) we get that there is a (D0, . . . , Dn−1)-regular
subset A of S such that the following holds.
(1) For any i, either Di > |Gi|δ or Di = 1.
(2) |A| > (∏ni=1 |Gi|)−2δ|S|.
4.4. Scales with no room for improvement. This section is identical to [Var12, Section
3.4]. The change in the assumptions has no effect in this part of the proof. We have decided
to include the proofs for the convenience of the reader.
Let Il := {i ∈ [0..n−1]| Di ≥ |Gi|1−1/(3L)}, and Is := [0..n−1]\Il. Suppose X = (X1, . . . , Xn)
is the random variable with respect to the probability counting measure on A.
Lemma 46. In the above setting, prIl(A · A ·A) = GIl.
Proof. (See the beginning of Section 3.4 in [Var12]) Let’s recall that A is a (D0, . . . , Dn−1)-
regular set. Suppose I is a subset [0..n − 1] such that for any i ∈ I, Di > |Gi|1−1/(3L).
By induction on I, we prove that prI(A · A · A) = GI . The base of induction follows from
Theorem 40. Suppose I = {i1, . . . , im+1}. By the induction hypothesis,
pr{i1,...,im}(A · A · A) = GI\{im+1}.
So for any (gi1, . . . , gim) ∈ GI\{im+1}, there are a1, a2, a3 ∈ A such that
(44) prI\{im+1}(a1a2a3) = (gi1 , . . . , gim).
Let
A(aj) := {a ∈ A| pr[1..im+1−1](a) = pr[1..im+1−1](aj)}.
Then | prim+1(A(aj))| = Dim+1 > |Gi|1−1/(3L); and so by Theorem 40, we have
(45) prim+1(A(a1)A(a2)A(a3)) = prim+1(A(a1)) prim+1(A(a2)) prim+1(A(a3)) = Gim+1.
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By (44) and (45), we have that
prI(A · A · A) = GI ;
and claim follows. 
Let Is := [0..n− 1] \ Il, and for g, g′ ∈ GIs, let
d(g, g′) :=
∑
i∈Is,pri(g)6=pri(g
′)
log |Gi|.
It is easy to see that d(., .) defines a metric on GIs. Let
T := max{d(gs, 1)| gs ∈
⋃3
i=1 prIs((
∏
3i S) ∩ ({1} ⊕GIs))};
here we rearranging components of G[1..n] and identifying it with GIl⊕GIs . For any gl ∈ GIl,
let ψ(gl) ∈ GIs be such that
(gl, ψ(gl)) ∈ A ·A · A;
notice that by Lemma 46 there is such a ψ(gl).
Lemma 47. In the above setting ψ : GIl → GIs is a T -approximate homomorphism; that
means for any g, g′ ∈ GIl we have
d(ψ(gg′), ψ(g)ψ(g′)) ≤ T and, d(ψ(g−1), ψ(g)−1) ≤ T.
Proof. For g, g′ ∈ GIl , we have (g, ψ(g)), (g′, ψ(g′)), (gg′, ψ(gg′)) ∈ A · A · A; and so
(1, ψ(gg′)ψ(g)−1ψ(g′)−1) ∈∏9 S ∩ ({1} ⊕GIs) and, (1, ψ(g−1)ψ(g)) ∈∏6 S ∩ ({1} ⊕GIs);
and claim follows as d(g, g′) is GIs-bi-invariant. 
By [Far00, Theorem 2.1], there is a group homomorphism ψ˜ : GIl → GIs such that for g ∈ GIl
(46) d(ψ(g), ψ˜(g)) ≤ 24T.
Lemma 48. In the above setting, let H be the graph of ψ˜; then for any g ∈ S, there is
Is(g) ⊆ Is such that the following holds:
(1) g ∈ HGIs(g) where GIs(g) is viewed as a subgroup of G[1..n].
(2) |GIs(g)| ≤ 225T .
Proof. Suppose g = (gl, gs) for some gl ∈ GIl and gs ∈ GIs; then d(ψ(gl), gs) ≤ T . By (46),
we have d(ψ˜(gl), ψ(gl)) ≤ 24T ; and so
(47) d(gs, ψ˜(gl)) ≤ 25T.
Let h := (gl, ψ˜(gl)) ∈ H ; and consider h−1g = (1, ψ˜(gl)−1gs). Let
Is(g) := {j ∈ Is| prj(gs) 6= prj(ψ˜(gl))};
and so h−1g ∈ GIs(g). By (47), we have∑
j∈Is(g)
log |Gj | ≤ 25T,
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which implies that |GIs(g)| ≤ 225T ; and the claim follows. 
Lemma 49. In the above setting, under the assumptions that δ ≪ ε2 ≪ 1 (as in (42))
and an inequality of type (43) hold, either |∏3 S| > |G[1..n]|1−ε+δ or T ≫ ε2 log |G[1..n]|; that
means either |∏3 S| > |G[1..n]|1−ε+δ or there is
(1, gs) ∈
⋃3
i=1(
∏
3i S) ∩ ({1} ⊕GIs)
such that d(gs, 1)≫ ε2 log |G[1..n]|.
This can be interpreted as the existence of an element with small height and large centralizer;
it has some conceptual similarities with [SG17, Proposition 57].
Proof of Lemma 49. By Lemma 48, we have
S ⊆
⋃
I′⊆Is,|GI′ |≤2
25T
HGI′.
Therefore we have
1 =PS(
⋃
I′⊆Is,|GI′ |≤2
25T
HGI′) ≤
∑
I′⊆Is,|GI′ |≤2
25T
PS(HGI′)
≤2|Is|225T [G[1..n] : H ]−ε|G[1..n]|δ = 2|Is|225T |GIs|−ε|G[1..n]|δ
≤225T |GIs|−ε/2|G[1..n]|δ. (2|Is| ≤ |GIs|ε/2by Inequality (43))
(48)
Let’s assume that |∏3 S| ≤ |G[1..n]|1−ε+δ; then
|GIl| ≤ |
∏
3 S| ≤ |G[1..n]|1−ε+δ,
which implies
(49) |G[1..n]|ε/2 ≤ |G[1..n]|ε−δ ≤ |GIs|.
By (48) and (49), we have
225T ≥ |G[1..n]|(ε/2)2−δ ≥ |G[1..n]|ε2/8;
and the claim follows. 
Lemma 50. In the above setting, for any g ∈ G[1..n], we have
|{sgs−1| s ∈ S}| ≥ |Cl(g)|ε|G[1..n]|−δ,
where Cl(g) is the set of conjugacy classes of g in G[1..n].
Proof. Because of the bijection between conjugates of g and cosets of the centralizer CG[1..n](g)
of g in G[1..n], we have that
|{sgs−1| s ∈ S}| = | {sCG[1..n](g)| s ∈ S}︸ ︷︷ ︸
C (g;S)
|.
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On the other hand,
1 = PS(
⋃
s∈S
sCG[1..n](g)) = PS(
⋃
s∈C (g;S)
s) ≤
∑
s∈C (g;S)
PS(s);
and by our assumption
PS(s) ≤ [G[1..n] : CG[1..n](g)]−ε|G[1..n]|δ = |Cl(g)|−ε|G[1..n]|δ,
for any s ∈ C (g;S). Hence we have
|Cl(g)|ε|G[1..n]|−δ ≤ |C (g;S)|;
and the claim follows. 
Proposition 51. In the above setting, either |∏3 S| > |G[1..n]|1−ε+δ or
|∏14 S| ≥ |G[1..n]|ΘL(ε3)|GIl|.
Proof. If |∏3 S| ≤ |G[1..n]|1−ε+δ , then by Lemma 49 there is
(1, gs) ∈
⋃3
i=1(
∏
3i S) ∩ ({1} ⊕GIs)
such that d(gs, 1)≫ ε2 log |G[1..n]|. Notice that
(50) |Cl(1, gs)| = [G[1..n] : CG[1..n](1, gs)] =
∏
i∈Is
[Gi : CGi(pri gs)] ≥ 2d(gs,1)/L ≥ |G[1..n]|ΘL(ε
2).
Let us recall that there is a function ψ : GIl → GIs such that graph Hψ of ψ is a subset of∏
3 S. Since Cl(1, gs) ⊆ {1} ⊕Gs, we have
(51) |Cl(1, gs)Hψ| = |Cl(1, gs)||GIl|.
By (50), (51), and Lemma 50, we have
|∏14 S| ≥ |G[1..n]|ΘL(ε3)|G[1..n]|−δ|GIl| ≥ |G[1..n]|ΘL(ε3)|GIl|;
and claim follows. 
4.5. Combining Diophantine property of a distribution with entropy of another
one. The main goal of this section is to prove Proposition 41. So this section is all about a
single scale. Roughly speaking we start with two distributions on a finite group that satisfies
(V1)L-(V3)L; we assume one of them has a certain Diophantine property and the other one
has an entropy proportional to the entropy of the uniform distribution. We will show lots of
certain convolutional distributions have both of these properties at the same time.
In this section, G is a finite group that satisfies (V1)L-(V3)L, and m ≤ L and m′ ≤ L log |G|
are positive integers given in (V3)L.
The next lemma says if we have a Diophantine type property for a distribution ν for sub-
groups of given complexity, then not many subgroups of the next level of complexity can fail
a Diophantine type property of a similar order.
We notice that because of (V3)L-(v) the extra type {H ′i }m′i=1 of subgroups do not cause any
problem and Varju´’s argument works in our setting as well.
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Lemma 52. Suppose G is a finite group that satisfies (V3)L and m ≤ L is a positive integer
given in (V3)L. Suppose ν is a probability measure on G, 1 ≤ k ≤ m is an integer, and
0 < p, p′ < 1 with the following properties.
(1) For any H ∈ ⋃ki=1 Hi and for any g ∈ G, ν(gH) < p.
(2) p′ >
√
2Lp.
If k < m, let
Ek+1(ν; p, p
′) := {H ∈ Hk+1| ν˜ ∗ ν(H) > p′}.
If k = m, for any i ∈ [1..m′], let
E ′i(ν; p, p
′) := {H ∈ H ′i | ν˜ ∗ ν(H) > p′}.
Then |Ek+1(ν; p, p′)| and |E ′i(ν; p, p′)| are less than
√
2
Lpp′
.
Proof. (See [Var12, Towards the end of proof of Lemma 18]) First we consider the case
k < m. For two distinct elements H,H ′ ∈ Ek+1(ν; p, p′), there is H♯ ∈ Hj for some j ≤ k
such that [H ∩H ′ : H♯ ∩H ∩H ′] ≤ L. Hence ν(g(H ∩H ′)) ≤ Lp, which implies
(52) ν˜ ∗ ν(H ∩H ′) ≤ Lp.
For any 1 ≤ l ≤ |Ek+1(ν; p, p′)|, suppose H1, . . . , Hl are distinct elements of Ek+1(ν; p, p′);
then
(53) 1 ≥ ν˜ ∗ ν(
l⋃
i=1
Hi) ≥
l∑
i=1
ν˜ ∗ ν(Hi)−
∑
1≤i<j≤l
ν˜ ∗ ν(Hi ∩Hj) ≥ lp′ −
(
l
2
)
Lp.
Let f(x) := −Lp
2
x2 + (p′ + Lp
2
)x − 1; then by (53) for any l ∈ [1..|Ek+1(ν; p, p′)|], f(l) ≤ 0.
We notice that
f
(
2
p′ + Lp/2
)
=− Lp
2
(
2
p′ + Lp/2
)2
+ (p′ + Lp/2)
(
2
p′ + Lp/2
)
− 1
=− Lp
2
(
2
p′ + Lp/2
)2
+ 1.
Since p′ >
√
2Lp, we have p′ + Lp/2 >
√
2Lp, which implies p
′+Lp/2
2
>
√
Lp
2
. Hence
f
(
2
p′ + Lp/2
)
> 0.
By the concavity of f , f(−∞) = −∞, 1 ≤ 2/(p′+Lp/2), and the above discussion we deduce
that
|Ek+1(ν; p, p′)| < 2
p′ + Lp/2
≤
√
2
Lpp′
;
and claim follows in this case.
For the case of k = m, we notice that for any two distinct elements H,H ′ ∈ H ′i , there is
H♯ ∈ Hj for some j ≤ m such that [H ∩H ′ : H♯ ∩H ∩H ′] ≤ L. So an identical argument
as in the previous case works here as well. 
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Let us first recall the setting of Proposition 41; we will be working in this setting for the rest
of this section.
(1) G is a finite group that satisfies (V2)L, (V3)L and |G| ≫α′,β,L 1 (the implied constant
will be specified later);
(2) X1, . . . , X2m+1 are independent random variables such that H∞(Xi) ≥ α′ log |G|;
(3) for any l-tuple −→y := (y1, . . . , yl), X−→y := X1y1X2 · · · ylXl+1; in addition we let
X ′−→y := Xl+2y1Xl+3 · · · ylX2l+2;
(4) Y1, . . . , Y2m+1−1 are i.i.d. random variables with values in G such that for any H in⋃m
i=1 Hi and g ∈ G, P(Y1 ∈ gH) ≤ [G : H ]−β; and moreover for any subgroup H
with order at least |G|α and any g ∈ G, we have the same inequality; that means
P(Y1 ∈ gH) ≤ [G : H ]−β.
(5) β ≥ 4α; in fact it is enough to assume (1− 1
L
)β ≥ α.
Lemma 53. In the above setting, let β0 := min(
β
5L
, α
′
2
), βk :=
β0
8k
and pk := (2
k−1)|G|−β/(2L);
then for any 1 ≤ k ≤ m
P((Y1, . . . , Y2k−1) =
−→y such that ∃H ∈ ⋃kj=0 Hj , ∃g ∈ G,P(X−→y ∈ gH) ≥ |G|−βk) ≤ pk.
Proof. (See [Var12, Proof of Lemma 18]) We proceed by induction on k. In order to deal
with the base of induction in the same venue as in the induction step, we consider the case
of k = 0 as well; in the sense that we show why we have P(X1 ∈ gZ(G)) < |G|−β0 for any
g ∈ G.
Since H∞(X) ≥ α′ log |G| and |Z(G)| ≤ L, we have P(X1 ∈ gZ(G)) < L|G|−α′ ≤ |G|−α′/2
(the second inequality holds as |G| ≫α′,L 1); and this implies the case of k = 0.
Next we focus on the induction step; let
(54) Ek := {−→y ∈
2k−1⊕
i=1
G| ∃H ∈
k⋃
i=0
Hi, ∃g ∈ G,P(X−→y ∈ gH) ≥ |G|−βk},
and
(55) E ′k := {−→y ∈
2k−1⊕
i=1
G| ∃H ∈
k⋃
i=0
Hi, ∃g ∈ G,P(X ′−→y ∈ gH) ≥ |G|−βk}.
By the induction hypothesis, we have that these are exceptional sets:
(56) P((Y1, . . . , Y2k−1) ∈ Ek) ≤ pk and P((Y2k+1, . . . , Y2k+1−1) ∈ E ′k) ≤ pk.
Suppose −→y := (−→y l, y,−→y r) ∈ Ek+1 where −→y l and −→y r are the left and the right 2k − 1
components of −→y , respectively, and y ∈ G. Then X−→y = X−→y lyX ′−→y r and there are H ∈⋃k+1
i=0 Hi and g ∈ G such that
(57) |G|−βk+1 ≤ P(X−→y lyX ′−→y r ∈ gH) =
[G:H]∑
j=1
P(X−→y l ∈ gHgj)P(X ′−→y r ∈ y−1g−1j H),
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where {gj}[G:H]j=1 is a set of right coset representatives of H . Let
Il := {j ∈ [1..[G : H ]]|P(X−→y l ∈ gHgj) ≤ P(X ′−→y r ∈ y−1g−1j H)}
and
Ir := {j ∈ [1..[G : H ]]|P(X−→y l ∈ gHgj) > P(X ′−→y r ∈ y−1g−1j H)}.
Let ql := maxj∈Il P(X−→y l ∈ gHgj) and qr := maxj∈Ir P(X ′−→y r ∈ y−1g−1j H)}; then∑
j∈Il
P(X−→y l ∈ gHgj)P(X ′−→y r ∈ y−1g−1j H) ≤ ql, and∑
j∈Ir
P(X−→y l ∈ gHgj)P(X ′−→y r ∈ y−1g−1j H) ≤ qr.
Therefore by (57), we have
1
2
|G|−βk+1 ≤ max(ql, qr),
which implies that there is j0 such that
(58)
1
2
|G|−βk+1 ≤ P(X−→y l ∈ gHgj0) and
1
2
|G|−βk+1 ≤ P(X ′−→y r ∈ y−1g−1j0 H).
For a random variable U with values in G, let U˜ be a random variable independent of U
with a distribution similar to U−1. Then by (58) we have
(59) P(X˜−→y lX−→y l ∈ g−1j Hgj) ≥
1
4
|G|−2βk+1 and P(X ′−→y rX˜ ′−→y r ∈ y−1g−1j Hgjy) ≥
1
4
|G|−2βk+1.
It −→y l 6∈ Ek, then P(X−→y l ∈ gH) < |G|−βk for any H ∈
⋃k
i=0 Hi and any g ∈ G. This implies
that
(60) g−1j Hgj ∈ Ek+1(λ−→y l; |G|−βk ,
1
4
|G|−2βk+1),
where λ−→y l is the distribution of the random variable X−→y l and Ek+1 is the set defined in
Lemma 52. By a similar argument, if −→y r 6∈ E ′k, then
(61) y−1g−1j Hgjy ∈ Ek+1(λ˜′−→y r ; |G|−βk,
1
4
|G|−2βk+1),
where λ˜′−→y r is the distribution of the random variable X˜
′
−→y r
. So far by (60), (61), and we have
P((−→y l, y,−→y r) ∈ Ek+1) ≤P(−→y l ∈ Ek) + P(−→y r ∈ E ′k) + P((−→y l, y,−→y r) ∈ Ek+1),−→y l 6∈ Ek,−→y r 6∈ E ′k)
≤2pk +
∑
−→y l 6∈Ek ,
−→y r 6∈E ′k
P((Y1, . . . , Y2k−1) =
−→y l)P((Y2k+1, . . . , Y2k+1−1) = −→y r)(∑
H1,H2
P(Y −1
2k
H1Y2k = H2)
)
(62)
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whereH1 ranges in Ek+1(λ−→y l; |G|−βk , 14 |G|−2βk+1) andH2 ranges in Ek+1(λ˜′−→y r; |G|−βk , 14 |G|−2βk+1).
For a given H1 and H2 that are conjugate of each other and are in Hi for some i there is
g′ ∈ G such that
P(Y −1
2k
H1Y2k = H2) = P(Y2k ∈ g′NG(H1));
and by our assumption there is H♯ ∈ Hj for some j such that NG(H1) L H♯. Hence
(63) P(Y −1
2k
H1Y2k = H2) ≤ L[G : H♯]−β ≤ L|G|−β/L.
By (62), (63), and Lemma 52, we have
P((−→y l, y,−→y r) ∈ Ek+1) ≤2pk +
∑
−→y l 6∈Ek ,
−→y r 6∈E ′k
P((Y1, . . . , Y2k−1) =
−→y l)P((Y2k+1, . . . , Y2k+1−1) = −→y r)(
L|G|−β/L 2
L|G|−βk |G|−2βk+1/4
)
≤2pk + 8|G|−
β
L
+βk+2βk+1.(64)
By (64), to prove the claim it is enough to show that 2pk + 8|G|− βL+βk+2βk+1 ≤ pk+1. We
notice that pk+1 − 2pk = |G|−β/(2L), and
−β
L
+ βk + 2βk+1 = −β
L
+
1
8k
(
1 +
1
4
)
β0 ≤ −3β
4L
.
Hence it is enough to show 8|G|− 3β4L ≤ |G|− β2L , which clearly holds for |G| ≫β,L 1. 
Lemma 54. In the above setting, let p := (2m+1 − 1)|G|−β/(2L), β0 := min( β5L , α
′
2
), and
β ′ := β0
8m+1
; then
P((Y1, . . . , Y2m+1−1) =
−→y s.t. ∃H ∈ ⋃m′j=0 H ′j , ∃g ∈ G,P(X−→y ∈ gH) ≥ |G|−β′) ≤ p.
Proof. We follow an identical argument as in the proof of Lemma 53. Let
(65) E ′ := {−→y ∈
2m+1−1⊕
i=1
G| ∃H ∈
m′⋃
i=1
H
′
i , ∃g ∈ G,P(X−→y ∈ gH) ≥ |G|−β
′}.
Suppose −→y := (−→y l, y,−→y r) ∈ E ′ where −→y l and−→y r are the left and the right 2m−1 components
of −→y , respectively, and y ∈ G. Then X−→y = X−→y lyX ′−→y r, and there are 1 ≤ i ≤ m′, H ∈ H ′i ,
and g ∈ G such that |G|−β′ ≤ P(X−→y lyX ′−→y r ∈ gH). As in the proof of Lemma 53, there is
g′ ∈ G such that
(66) P(X˜−→y lX−→y l ∈ g′−1Hg′) ≥
1
4
|G|−2β′ and P(X ′−→y rX˜ ′−→y r ∈ y−1g′−1Hg′y) ≥
1
4
|G|−2β′.
If −→y l 6∈ Em where Em is defined in (54), then by Lemma 53 for any H ∈
⋃m
i=0 Hi and any
g ∈ G we have P(X−→y ∈ gH) < |G|−βm where βm = β08m . This implies that
(67) g′−1Hg′ ∈ E ′i(λ−→y l ; |G|−βm,
1
4
|G|−2β′),
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where E ′i is the set defined in Lemma 52. Similarly if
−→y r 6∈ E ′m where E ′m is defined in (55),
then
(68) y−1g′−1Hg′y ∈ E ′i(λ˜′−→y r; |G|−βm,
1
4
|G|−2β′).
Following an identical argument as in the proof of Lemma 53, we get that
P((−→y l, y,−→y r) ∈ E ′) ≤P(−→y l ∈ Em) + P(−→y r ∈ E ′m) + P((−→y l, y,−→y r) ∈ E ′),−→y l 6∈ Em,−→y r 6∈ E ′m)
≤2pm +
∑
−→y l 6∈Em,
−→y r 6∈E ′m
P((Y1, . . . , Y2m−1) =
−→y l)P((Y2m+1, . . . , Y2m+1−1) = −→y r)
(
m′∑
i=1
∑
H1,H2
P(Y −12m H1Y2m = H2)
)
where pm is given in Lemma 53, H1 ranges in E
′
i(λ−→y l; |G|−βm, 14 |G|−2β
′
), and H2 ranges in
E ′i(λ˜
′−→y r; |G|−βm, 14 |G|−2β
′
) for the given i. We notice that for a given H1 and H2 that are
conjugate of each other and are in H ′i , there is g
′′ ∈ G such that
P(Y −12m H1Y2m = H2) = P(Y2m ∈ g′′NG(H1));
and by our assumption [NG(H1) : H1] ≤ L. Hence
P(Y −12m H1Y2m = H2) ≤ Lmax
g∈G
P(Y2m ∈ gH1).
Now we consider two cases based on whether |H1| ≥ |G|α or not.
Case 1. |H1| ≥ |G|α.
In this case, by our assumption,
max
g∈G
P(Y2m ∈ gH1) ≤ [G : H ]−β ≤ |G|−
β
L ;
and so by an identical analysis as in the proof of Lemma 53 and our assumption that
m′ ≤ log |G|, we deduce that
(69) P((−→y l, y,−→y r) ∈ E ′) ≤ 2pm + 8L(log |G|)|G|−
β
L
+βm+2β′ .
By (69) to prove the claim in this case, it is enough to show 2pm+8L(log |G|)|G|−βL+βm+2β′ ≤
p. We notice that p − 2pm = |G|−β/(2L), and −βL + βm + 2β ′ ≤ − 3β4L . Hence it is enough to
show 8L(log |G|)|G|− 3β4L ≤ |G|− β2L , which clearly holds for |G| ≫β,L 1.
Case 2. |H1| < |G|α.
In this case, we have
max
g∈G
P(Y2m ∈ gH1) ≤ |G|−β|H| ≤ |G|−β|G|α ≤ |G|−
β
L ,
where the last inequality holds as (1− 1
L
)β ≥ α. Now we can follow the same analysis as in
the first case; and the claim follows. 
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Proof of Propodition 41. First we notice that we can and will let Hm+1 := Hm and get the
claim of Lemma 53 for k = m+ 1 as well. Hence by Lemma 53 and Lemma 54 we get
P(−→y ∈ Em+1 ∪ E ′) ≤ pm+1 + p′ = 2(2m+1 − 1)|G|−
β
2L ≤ |G|− β4L ,
where Em+1 and E
′ are defined in (60) and (65), respectively, and the last inequality holds
for |G| ≫L,β 1.
Suppose −→y 6∈ Em+1 ∪ E ′. For any proper subgroup H of G proper, there is H♯ ∈
⋃m
i=0 Hi ∪⋃m′
j=1 H
′
j such that [H : H ∩H♯] ≤ L. Then for any g ∈ G
P(X−→y ∈ gH) ≤ Lmax
g′∈G
P(X−→y ∈ g′H♯) ≤ L|G|−β′ ≤ |G|−β′/2,
where the last inequality holds for |G| ≫β,L 1. 
4.6. Gaining conditional entropy: proof of Proposition 42. By the definition of the
conditional Re´nyi entropy, we have
H2(X1Y1 · · ·Y2m+1−1X2m+1X2m+1+1|Y1, . . . , Y2m+1−1) =∑
−→y ∈
⊕2m+1−1
i=1 G
P((Y1, . . . , Y2m+1−1) =
−→y )H2(X−→yX2m+1+1).(70)
Let
E
′′ := {−→y such that X−→y is not of (0, β ′/2)-Diophantine type}
where β ′ := 1
8m+1
min( β
5L
, α
′
2
); and so by Proposition 41 we have
(71) P((Y1, . . . , Y2m+1−1) ∈ E ′′) ≤ |G|−
β
4L .
For −→y ∈ E ′′, we use the trivial bound given in Lemma 37
(72) H2(X−→yX2m+1+1) ≥ 2
m+1+1
max
i=1
H2(Xi) ≥
2m+1+1
min
i=1
H2(Xi) =: hmin;
we notice that H2(Xg) = H2(X) for any random variable X with values in G and g ∈ G.
For −→y 6∈ E ′′, we have that
(1) X−→y is of (0, β
′/2)-Diophantine type.
(2) H2(X−→y ) ≥ max2m+1i=1 H2(Xi) ≥ max2m+1i=1 H∞(Xi) ≥ α′ log |G| by Lemma 36, Lemma 37,
and the fact that H2(Xiyi) = H2(Xi) for any i.
Then either H2(X−→y ) > (1− α′′2 ) log |G| or by Lemma 39
H2(X−→yX2m+1+1) ≥
H2(X−→y ) +H2(X2m+1+1)
2
+ γ0 log |G|
for some positive γ0 which depends only on α
′, α′′, β, and the function δ0. Since
2m+1+1
max
i=1
H2(Xi) ≤ (1− α′′) log |G|,
in either case we get
(73) H2(X−→yX2m+1+1) ≥ hmin + γ0 log |G|.
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In what follows, let p−→y := P((Y1, . . . , Y2m+1−1) =
−→y ) for simplicity. By (70), (72), and (73),
we have
H2(X1Y1 · · ·Y2m+1−1X2m+1X2m+1+1|Y1, . . . , Y2m+1−1)
=
∑
−→y ∈E ′′
p−→y hmin +
∑
−→y 6∈E ′′
p−→y (hmin + γ0 log |G|)
=hmin + γ0P((Y1, . . . , Y2m+1−1) 6∈ E ′′) log |G|
≥hmin + γ0(1− |G|−
β
4L ) log |G| (By (71))
≥hmin + γ0
2
log |G|,
for |G| ≫L,β,α′,α′′,δ0 1; and the claim follows.
4.7. Scales with room for improvement. In this section, we use the gain of conditional
entropy (given in Proposition 42) at levels where we have room for improvement to prove
a growth statement in the multi-scaled setting of Proposition 33. In order to use Proposi-
tion 42, we need to have an auxiliary random variable with some Diophantine property. We
recall a result of Varju´ that provides us with such a random variable.
Lemma 55. [Var12, Lemma 17] Suppose {Gi}i is a sequence of finite groups that are L−1-
quasi-random. Suppose 0 < ε < 1, 0 < δ < ε/(8L), and S ⊆ G :=⊕ni=1Gi is such that for
any proper subgroup H of G and g ∈ G we have
PS(gH) ≤ [G : H ]−ε|G|δ.
Then there are B ⊆ S and Jg ⊆ [1..n] (think about it as the set of good indexes) with
the following properties. Let Y := (Y (1), . . . , Y (n)) be the random variable with the uniform
distribution on B, and Y (i) be the induced random variable with values in Gi.
(1) For i ∈ Jg, Y (i) is of (0, ε2L)-Diophantine type.
(2) Let Jb := [1..n] \ Jg (think about it as the set of bad indexes); then |GJb | ≤ |G|
δ
ε/(2L) ,
where GJb :=
⊕
i∈Jb
Gi.
Proof. See [Var12, Proof of Lemma 17]. 
Let us recall some of our assumptions and earlier results that will be used in the remaining
of this section.
(1) {Gi}∞i=1 is a family of pairwise non-isomorphic finite groups that satisfy assumptions
(V1)L-(V3)L and (V4)δ0 .
(2) 0 < ε < 1 and δ := ε5/(8L).
(3) Suppose |Gi| ≫ε,L 1 such that Proposition 42 holds for the variables α′ := δ, α′′ :=
1/(3L), β := ε/(2L), L, and δ0; we are allowed to make this assumption thanks
to Lemma 43. Let γ be the constant given by Proposition 42 for the same set of
variables.
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(4) S ⊆ G :=⊕ni=1Gi such that for any proper subgroup H of G and g ∈ G
PS(gH) ≤ [G : H ]−ε|G|δ.
(5) Let A ⊆ S be the (D0, . . . , Dn−1)-regular subset that is given at the end of Section 4.3;
that means Di is either 1 or at least |Gi|δ and |A| > |G|−2δ|S|.
(6) Let Il := {i ∈ [0..n− 1]|Di > |Gi|1−1/(3L)} and Is := [0..n− 1] \ Il.
(7) Let B ⊆ S be given by Lemma 55; and let Jg and Jb be given the sets given in same
lemma.
In the above setting, we letXi := (X
(1)
i , . . . , X
(n)
i ) be i.i.d. random variables with distribution
PA for 1 ≤ i ≤ 2m+1 + 1, and Yi := (Y (1)i , . . . , Y (n)i ) be i.i.d. random variables with
distribution PB for 1 ≤ i ≤ 2m+1 − 1. For −→y = (−→y (1), . . . ,−→y (n)) ∈
⊕2m+1−1
i=1 G, we let
p−→y := P((Y1, . . . , Y2m+1−1) =
−→y ), and p−→y (i) := P((Y (i)1 , . . . , Y (i)2m+1−1) = −→y (i))
and
X−→y :=X1y1X2 . . . y2m+1−1X2m+1
=(X
(1)
1 y
(1)
1 X
(1)
2 · · · y(1)2m+1−1X(1)2m+1 , . . . , X(n)1 y(n)1 X(n)2 · · · y(n)2m+1−1X(n)2m+1).
Lemma 56. In the above setting, we have∑
−→y ∈
⊕2m+1−1
j=1 G
p−→yH(X−→yX2m+1+1) ≥ log |S|+ γ log |GIs| − γ
δ
ε/(3L)
log |G|.
Proof. By Lemma 36, we have
H(X−→yX2m+1+1) =
n∑
i=1
H(X
(i)
−→y (i)
X
(i)
2m+1+1| pr[1..i−1](X−→yX2m+1+1))
≥
n∑
i=1
H(X
(i)
−→y (i)
X
(i)
2m+1+1|{pr[1..i−1](Xj)}2
m+1+1
j=1 )(74)
By (74), we get∑
−→y ∈
⊕2m+1−1
j=1 G
p−→yH(X−→yX2m+1+1) ≥
n∑
i=1
∑
−→y ∈
⊕2m+1−1
j=1 G
p−→yH(X
(i)
−→y (i)
X
(i)
2m+1+1|{pr[1..i−1](Xj)}2
m+1+1
j=1 )
=
n∑
i=1
∑
−→y (i)∈
⊕2m+1−1
j=1 Gi
p−→y (i)H(X
(i)
−→y (i)
X
(i)
2m+1+1|{pr[1..i−1](Xj)}2
m+1+1
j=1 )(75)
We notice that for a given 1 ≤ i ≤ n, we have
hi :=
∑
−→y (i)∈
⊕2m+1−1
j=1 Gi
p−→y (i)H(X
(i)
−→y (i)
X
(i)
2m+1+1|{pr[1..i−1](Xj)}2
m+1+1
j=1 ) =
H(X
(i)
1 Y
(i)
1 X
(i)
2 · · ·Y (i)2m+1−1X(i)2m+1X(i)2m+1+1|{pr[1..i−1](Xj)}2
m+1+1
j=1 , {Y (i)j }2
m+1−1
j=1 ).(76)
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Hence, if i ∈ Jg ∩ Is and Di 6= 1, by Proposition 42, we have
(77) hi ≥ logDi + γ log |Gi|.
By Lemma 37, we have the trivial bound
(78) hi ≥ logDi,
for any i. By (75), (76), (77), and (78), we get
(79)
∑
−→y ∈
⊕2m+1−1
j=1 G
p−→yH(X−→yX2m+1+1) ≥ log |A|+ γ log |GJg∩Is|.
We notice that
(80)
log |GIs| = log |GJg∩Is|+ log |GJb∩Is| ≤ log |GJg∩Is|+ log |GJb| ≤ log |GJg∩Is|+
δ
ε/(2L)
log |G|,
and log |A| ≥ log |S| − 2δ log |G|. Hence by (79) and (80), we have∑
−→y ∈
⊕2m+1−1
j=1 G
p−→yH(X−→yX2m+1+1) ≥ log |S|+ γ log |GIs| − γδ(2 +
2L
ε
) log |G|;
and the claim follows. 
Corollary 57. In the above setting, we have
log |∏2m+2 S| ≥ log |S|+ γ log |GIs| − γ δε/(3L) log |G|.
Proof. By Lemma 56, there is −→y ∈ B × · · · ×B such that
H(X−→yX2m+1+1) ≥ log |S|+ γ log |GIs| − γ
δ
ε/(3L)
log |G|.
On the other hand, H(X−→yX2m+1+1) ≤ H0(X−→yX2m+1+1) ≤ log |
∏
2m+2 S|; and the claim
follows. 
4.8. Multi-scale product result: proof of Proposition 33. In this section, we still work
in the setting listed in the previous section, and finish the proof of Proposition 33.
By Proposition 51, we either have |∏3 S| ≥ |G|1−ε+δ in which case the claim follows or
(81) log |∏14 S| ≥ log |GIl|+ΘL(ε3) log |G|.
By Corollary 57, we have
(82) log |∏2m+2 S| ≥ log |S|+ γ log |GIs| −ΘL(γε4) log |G|.
By (81) and (82), we get
(1 + γ) log |∏2m+2 S| ≥ log |S|+ γ log |G|.
As log |S| ≤ (1− ε) log |G|, we deduce
(1 + γ) log |∏2m+2 S| ≥ log |S|+ γ1−ε log |S| ≥ (1 + γ) log |S|+ γε log |S|.
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Hence by [Hel08, Lemma 2.2] we get
(1 + γ)(2m+2 − 2)(log |∏3 S| − log |S|) ≥ (1 + γ)(log |∏2m+2 S| − log |S|) ≥ γε log |S|;
and the claim follows.
5. Super-approximation: proof of Theorem 1
As it has been pointed out by Bradford (see [Bra16, Theorem 1.14]) Varju´ has already proved
a multi-scale version of Bourgain-Gamburd’s result which in combination with Proposition 33
can be formulated as follows (see [Var12, Sections 3 and 5]).
Theorem 58. Suppose L is a positive integer, δ0 : R
+ → R+, and {Gi}∞i=1 is a family of
finite groups that satisfy V(1)L-V(3)L and V(4)δ0. Suppose Ω is a symmetric generating set
of G :=
⊕n
i=1Gi. Suppose there are η > 0, C0, and l < C0 log |G| such that for any proper
subgroup H of G, we have P
(2l)
Ω
(H) ≤ [G : H ]−η. Then
1− λ(PΩ;G)≫L,δ0,η,C0,|Ω| 1.
Let us recall that by the discussion in Section 2.1, we can and will assume
(83) πf (Γ) ≃
⊕
ℓ|f,ℓ irred.
Gℓ(K(ℓ))
where K(ℓ) is the finite field Fp0[t]/〈ℓ〉, Gℓ is an absolutely almost simple, simply connected,
K(ℓ)-group, and the absolute type of all Gℓ’s are the same.
By Proposition 6, there is a symmetric subset Ω′ of Γ, a square-free polynomial r1, and
positive numbers c0 and δ such that for any f ∈ Sr1,c0 (that means f and r1 are coprime
and the degree of any irreducible factor of f does not have a prime factor less than c0), any
purely structural subgroup H of πf(Γ) and l ≫Ω deg f , we have
(84) πf (〈Ω′〉) = πf (Γ), and P(l)πf (Ω′)(H) ≤ [πf (Γ) : H ]−δ;
moreover Ω′ = Ω′0 ⊔ Ω′0−1 and Ω′0 freely generates a subgroup of Γ. By (84), to prove
Theorem 1, it is enough to prove
1− λ(Pπf (Ω′); πf(Γ))≫Ω 1.
By (83), (84), and Theorem 58, to prove Theorem 1, it is enough to prove the following.
(1) There are L and δ0 such that Gℓ(K(ℓ)) satisfies V(1)L-V(3)L, and V(4)δ0 if ℓ is an
irreducible polynomial that does not divide r1.
(2) There are η > 0, C0, and c
′
0 ≥ c0 such that for any f ∈ Sr1,c′0 and any proper subgroup
H of πf(Γ) we have P
(2l)
πf (Ω′)
(H) ≤ [πf (Γ) : H ]η for some l < C0 deg f .
In the rest of this section, we will prove these items.
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5.1. Verifying Varju´’s assumptions V(1)L-V(3)L, and V(4)δ0 for Gℓ(K(ℓ)). Since Gℓ’s
are absolutely almost simple, simply connected, K(ℓ)-groups, and all of them have the same
absolute type, by [LS74], they satisfy V(1)L and V(2)L for some positive integer L. By the
groundbreaking results [BGT11, Corollary 2.4] and [PS16, Theorem 4], there is a function
δ0 such that Gℓ(K(ℓ))’s satisfy V(4)δ0.
Now we introduce the families of subgroups Hi and H
′
j , and prove that they satisfy V(3)L
for some positive integer L that is independent of irreducible polynomials ℓ’s.
By Theorem 22, for a structural subgroup H of Gℓ(K(ℓ)), there is a proper subgroup H of
Gℓ with complexity OΓ(1) such that H ⊆ H(K(ℓ)). Since the complexity of H is OΓ(1),
[H(K(ℓ)) : H◦(K(ℓ))] ≪Γ 1 and the complexity of H◦ is also bounded by a function of Γ,
where H◦ is the connected component of the identity of H in the Zariski topology. For
0 ≤ i < dimG, initially we let
Hi := {H(K(ℓ))| H  Gℓ, dimH = i,H = H◦, its complexity is bounded as above}
Next for smaller dimension subgroups, we allow slightly larger complexity to include the
connected components of the intersections of larger dimension connected proper subgroups.
Then by Theorem 22 a subgroup H of Gℓ(K(ℓ)) is a structural subgroup if and only if there
is H♯ in Hi for some i such that H L H♯ where L := OΓ(1). Moreover Hi’s satisfy the
condition (V3)L,(i)-(ii).
By Theorem 22, we know that if H is a proper subgroup of subfield type of Gℓ(K(ℓ)), then
there is a subfield FH and an FH-model GH of Ad(Gℓ) such that
[GH(FH),GH(FH)] ⊆ Ad(H) ⊆ GH(FH).
This implies that H  G˜H(FH) where G˜H is a simply-connected cover of GH .
Lemma 59. For a subgroup H of Gℓ(K(ℓ)), let Con(H) be the set of all the conjugates of
H in Gℓ(K(ℓ)). For a subfield F of K(ℓ), let
nF := |{Con(G˜(F ))| G˜ is an F -model of Gℓ}|.
Then nF ≪G 1.
Proof. Since G˜ has the same absolute type as Gℓ, up to F -isomorphism there are only two
choices; either G˜ is the unique simply connected F -split group of the given absolute type or
it is the unique quasi-split outer form of the given absolute type defined over F . So without
loss of generality, we fix an F -model G˜0 of Gℓ and we want to show that
|{Con(G˜(F ))| G˜ ≃ G˜0 as F -groups}| ≪G 1.
Notice that if G˜ is an F -model of Gℓ which is F -isomorphic to G˜0, then there is an F -
isomorphism φ : G˜0
≃−→ G˜ which induces an automorphism of Gℓ after base change. Since
[Aut(Gℓ) : Ad(Gℓ)]≪ 1, without loss of generality we can and will assume that φ induces and
inner automorphism of Gℓ. Hence we can and will assume that there is g ∈ Gℓ(K(ℓ)) such that
gG˜0(F )g
−1 = G˜(F ) ⊆ G˜0(K(ℓ)). Therefore by Proposition 23, Ad(g) ∈ Ad(G˜0)(K(ℓ)) =
Ad(Gℓ)(K(ℓ)). Since [Ad(Gℓ)(K(ℓ)) : Ad(Gℓ(K(ℓ)))]≪G 1, the claim follows. 
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We let H ′i ’s be the sets of conjugacy classes of the groups of the form G˜(F ) where F is
a proper subfield of K(ℓ) and G˜ is an F -model of Gℓ. By Lemma 59, there are at most
L log |Gℓ(K(ℓ))| where L just depends on the absolute type of Gℓ’s. By Corollary 25, H ′i ’s
satisfy property (V3)L-(v); and our claim follows.
5.2. Escaping proper subgroups. The main goal of this short section is to show that
Proposition 6 is good enough to show the needed escaping from an arbitrary proper subgroup
of πf (Γ) for f ∈ Sr1,c0.
Lemma 60. In the setting described at the beginning of Section 5 , there are η > 0, C0, and
c′0 ≥ c0 such that for any f ∈ Sr1,c′0 and any proper subgroup H of πf (Γ) we have
P
(2l)
πf (Ω′)
(H) ≤ [πf(Γ) : H ]−η
for some l < C0 deg f .
Proof. We assume that f ∈ Sr1,c′0 for a sufficiently large c′0 ≥ c0 (to be specified later). We
split the set of irreducible divisors of f into three disjoint sets:
D1(f ;H) := {ℓ|f s.t. ℓ is irreducible, πℓ(H) is a structural subgroup},
D2(f ;H) := {ℓ|f s.t. ℓ is irreducible, πℓ(H) is a subfield type subgroup}, and
D3(f ;H) := {ℓ|f s.t. ℓ is irreducible, πℓ(H) = πℓ(Γ)}.
Let fi :=
∏
ℓ∈Di(f ;H)
ℓ and Hi :=
∏
ℓ∈Di(f ;H)
πℓ(H); then by Lemma 26 we have that
(85) [πf1(Γ) : H1][πf2(Γ) : H2] = [πf (Γ) : H1 ⊕H2 ⊕H3] ≥ [πf (Γ) : H ]1/L.
By Proposition 6, we have
(86) P
(2l)
πf1 (Ω
′)(H1) ≤ [πf1(Γ) : H1]−δ0 ,
where δ0 is a positive number which just depends on Ω. On the other hand, by Kesten’s
result on random walks in a free group (see [Kes59, Theorem 3]), we have that, for some
ℓ0 ≪Ω deg f2 and c1 > 0, we have
‖P(2l0)πf2(Ω′)‖∞ ≤ |πf1(Γ)|
−c1;
and so
(87) P
(2l0)
πf2(Ω
′)(H2) ≤ |πf1(Γ)|−c1|H2| ≤ |πf1(Γ)|−c1
∏
ℓ|f2,irr.
|πℓ(H2)| ≤ |πf1(Γ)|−c1|πf2(Γ)|1/c
′
0 .
So if c′0 > 2/c1, then by (87) implies that
(88) P
(2l0)
πf2(Ω
′)(H2) ≤ |πf1(Γ)|−c1/2.
By (88) and the fact that Ω′ is a symmetric set, we have P
(l0)
πf2(Ω
′)(gH2) ≤ |πf1(Γ)|−c1/4; and
so for any l ≥ l0, we have
(89) P
(l)
πf2(Ω
′)(H2) ≤ |πf1(Γ)|−c1/4.
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By (86) and (89), we deduce that
P
(2l)
πf (Ω′)
(H) ≤min(P(2l)πf1(Ω′)(H1),P
(2l)
πf2(Ω
′)(H2))
≤(P(2l)πf1(Ω′)(H1)P
(2l)
πf2(Ω
′)(H2))
1/2
≤|πf1f2(Γ)|−min(δ0,c1/4) ≤ [πf(Γ) : H1 ⊕H2 ⊕H3]−min(δ0,c1/4).(90)
By (90) and (85), we get
P
(2l)
πf (Ω′)
(H) ≤ [πf (Γ) : H ]−min(δ0/L,c1/(4L));
and the claim follows. 
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