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LOCAL AUTOMORPHISMS ON FINITE-DIMENSIONAL LIE AND
LEIBNIZ ALGEBRAS
SHAVKAT AYUPOV AND KARIMBERGEN KUDAYBERGENOV
Abstract. We prove that a linear mapping on the algebra sln of all trace zero com-
plex matrices is a local automorphism if and only if it is an automorphism or an
anti-automorphism. We also show that a linear mapping on a simple Leibniz algebra
of the form sln+˙I is a local automorphism if and only if it is an automorphism. We
give examples of finite-dimensional nilpotent Lie algebras L with dimL ≥ 3 which
admit local automorphisms which are not automorphisms.
Keywords: Simple Lie algebra sln, simple Leibniz algebra, automorphism, local au-
tomorphism.
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1. Introduction
In last decades a series of papers have been devoted to study of mappings which
are close to automorphism and derivation of associative algebras (especially of operator
algebras and C*-algebras). Namely, the problems of describing so-called local auto-
morphisms (respectively, local derivations) and 2-local automorphisms (respectively,
2-local derivations) have been considered. Later similar problems were extended for
non associative algebras, in particular, for the case of Lie algebras.
Linear preserver problems (LPP) represent one of the most active research areas in
matrix theory. According to the linear character of matrix theory, preserver problems
mean here the characterizations of all linear transformations on a given linear space
of matrices that leave certain functions, subsets, relations, etc. invariant (see for ex-
ample [17]). In this paper we present some applications of LPP to the study of local
automorphisms of finite dimensional Lie and Leibniz algebras.
Let A be an associative algebra. Recall that a linear mapping Φ of A into itself is
called a local automorphism (respectively, a local derivation) if for every x ∈ A there
exists an automorphism (respectively, a derivation) Φx of A, depending on x, such
that Φx(x) = Φ(x). These notions were introduced and investigated independently by
Kadison [14] and Larson and Sourour [16]. Later, in 1997, P. Sˇemrl [19] introduced
the concepts of 2-local automorphisms and 2-local derivations. A map Φ : A → A
(not linear in general) is called a 2-local automorphism (respectively, a 2-local deriva-
tion) if for every x, y ∈ A, there exists an automorphism (respectively, a derivation)
Φx,y : A → A (depending on x, y) such that Φx.y(x) = Φ(x), Φx,y(y) = Φ(y). In [19],
P. Sˇemrl described 2-local derivations and 2-local automorphisms on the algebra B(H)
of all bounded linear operators on the infinite-dimensional separable Hilbert space H
by proving that every 2-local automorphism (respectively, 2-local derivation) on B(H)
is an automorphism (respectively, a derivation). A similar result for finite-dimensional
case appeared later in [15]. Further, in [1], a new techniques was introduced to prove
the same result for an arbitrary Hilbert space H (no separability is assumed.)
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Afterwards the above considerations gave arise to similar questions in von Neumann
algebras framework. First positive results have been obtained in [2] and [3] for finite
and semi-finite von Neumann algebras respectively, by showing that all 2-local deriva-
tions on these algebras are derivations. Finally, in [4], the same result was obtained
for purely infinite von Neumann algebras. This completed the solution of the above
problem for arbitrary von Neumann algebras.
It is natural to study the corresponding analogues of these problems for automor-
phisms or derivations of non-associative algebras.
Let L be a Lie algebra. A derivation (respectively, an automorphism) Φ of L is a
linear (respectively, an invertible linear) map Φ : L → L which satisfies the condition
Φ([x, y]) = [Φ(x), y] + [x,Φ(y)] (respectively, Φ([x, y]) = [Φ(x),Φ(y)]) for all x, y ∈ L.
The set of all automorphisms of a Lie algebra L is denoted by AutL.
The notions of a local derivation (respectively, a local automorphism) and a 2-local
derivation (respectively, a 2-local automorphism) for Lie algebras are defined as above,
similar to the associative case. Every derivation (respectively, automorphism) of a Lie
algebra L is a local derivation (respectively, local automorphism) and a 2-local deriva-
tion (respectively, 2-local automorphism). For a given Lie algebra L, the main problem
concerning these notions is to prove that they automatically become a derivation (re-
spectively, an automorphism) or to give examples of local and 2-local derivations or
automorphisms of L, which are not derivations or automorphisms, respectively. For a
finite-dimensional semi-simple Lie algebra L over an algebraically closed field of charac-
teristic zero, the derivations and automorphisms of L are completely described in [12].
Recently in [6] we have proved that every local derivation on semi-simple Lie algebras
is a derivation and gave examples of nilpotent finite-dimensional Lie algebras with local
derivations which are not derivations.
Earlier in [5] the authors have proved that every 2-local derivation on a semi-simple
Lie algebra L is a derivation, and showed that each finite-dimension nilpotent Lie
algebra, with dimension larger than two, admits a 2-local derivation which is not a
derivation.
In [11], Chen andWang initiated study of 2-local automorphisms of finite-dimensional
Lie algebras. They prove that if L is a simple Lie algebra of type Al (l ≥ 1), Dl (l ≥ 4), or
Ek (k = 6, 7, 8) over an algebraically closed field of characteristic zero, then every 2-local
automorphism of L, is an automorphism. Finally, in [7] Ayupov and Kudaybergenov
generalized this result of [11] and proved that every 2-local automorphism of a finite-
dimensional semi-simple Lie algebra over an algebraically closed field of characteristic
zero is an automorphism. Moreover, they show also that every nilpotent Lie algebra
with finite dimension larger than two admits 2-local automorphisms which are not
automorphisms. It should be noted that similar problems for local automorphism of
finite-dimensional Lie algebras still remain open.
In the present paper we prove that a linear mapping on the algebra of all trace zero
complex matrices sln is a local automorphism if and only if it is an automorphism or an
anti-automorphism. We also show that a linear mapping on a simple Leibniz algebra
of the form sln+˙I is a local automorphism if and only if it is an automorphism. We
also give examples of finite-dimensional nilpotent Lie algebras L with dimL ≥ 3 which
admit local automorphisms which are not automorphisms.
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2. Local automorphisms on sln
In this section we study local automorphisms of the simple Lie algebra sln of all trace
zero complex n× n-matrices.
Firstly we shall present the following two Theorems.
Theorem 2.1. [16, Theorem 2.2]. If Mn(C) is the algebra of all complex n × n-
matrices, then ∆ :Mn(C)→ Mn(C) is a local automorphism iff is an automorphism or
an anti-automorphism, i.e., either ∆(x) = axa−1 or ∆(x) = axta−1 for a fixed a and
for all x ∈Mn(C).
Recall that here xt denotes the transpose of the matrix x.
We say that a matrix x is square-zero if x2 = 0. A mapping Φ : sln → sln preserves
square-zero matrices if x ∈ sln and x
2 = 0 imply Φ(x)2 = 0.
It is clear that the linear mappings defined as follows
Φ(x) = λaxa−1, x ∈ sln(1)
and
Φ(x) = λaxta−1, x ∈ sln.(2)
preserve square-zero matrices.
The following result about linear mappings preserving square-zero due to
P. Sˇemrl (see [18]).
Theorem 2.2. (see [18, Corollary 2]). Assume that Φ : sln → sln is a bijective linear
mapping preserving square-zero matrices. Then Φ is either of the form (1) or of the
form (2).
It is well-known [13] that for any automorphism Φ on sln there exists an invertible
matrix a ∈Mn(C) such that Φ(x) = axa
−1 or Φ(x) = −axta−1 for all x ∈ sln.
Theorem 2.3. A linear mapping ∆ : sln → sln is a local automorphism if and only if
∆ is either an automorphism or an anti-automorphism, i.e., it has either the form
(i) ∆(x) = ±axa−1, x ∈ sln
or
(ii) ∆(x) = ±axta−1, x ∈ sln.
Proof. Let ∆ be a local automorphism on sln. Let us show that ∆ is a bijective linear
map preserving square-zero matrices.
Let x ∈ sln be a non zero element. By the definition there exists an automorphism Φ
x
on sln such that ∆(x) = Φ
x(x). Since Φx is an automorphism, it follows that Φx(x) 6= 0.
Thus ∆(x) 6= 0, and therefore the kernel of ∆ is trivial. Hence ∆ is bijective.
Let now x ∈ sln be a square-zero matrix, that is x
2 = 0. By the definition of local
automorphism there exists an invertible matrix ax ∈ Mn(C) such that ∆(x) = axxa
−1
x
or ∆(x) = −axx
ta−1x . We have
∆(x)2 =
(
axxa
−1
x
)2
= axx
2a−1x = 0
or
∆(x)2 =
(
−axx
ta−1x
)2
= ax(x
2)ta−1x = 0.
So, ∆ is a bijective linear map preserving square-zero matrices. By Theorem 2.2 there
exist an invertible matrix a ∈Mn(C) and a nonzero scalar λ such that
∆(x) = λaxa−1 or ∆(x) = λaxta−1(3)
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for all x ∈ sln.
Take the diagonal matrix y =

1 0 0 · · · 0
0 −1 0 · · · 0
0 0 0 · · · 0
· · · · · · ·
0 0 0 · · · 0
 in sln. By the definition of
local automorphism there exists an invertible matrix ay ∈Mn(C) such that
∆(y) = ayya
−1
y or ∆(y) = −ayy
ta−1y .(4)
Let px(t) = det(t1− x) be the characteristic polynomial of the matrix x, where 1 is
the unit matrix in Mn(C).
We shall find the characteristic polynomial of the matrix ∆(y), using the equalities
(3) and (4). Taking into account that y = yt and comparing the equalities (3) and (4),
we obtain that ∆(y) = λaya−1 = ±ayya
−1
y . Then
p∆(y)(t) = pλaya−1(t) = det(t1− λaya
−1) = det(a(t1− λy)a−1) =
= det(t1− λy) = (t− λ)(t + λ)tn−2
and
p∆(y)(t) = p±ayya−1y (t) = det(t1∓ ayya
−1
y ) = det(ay(t1∓ y)a
−1
y ) =
= det(t1∓ y) = (t + 1)(t− 1)tn−2
Thus (t− λ)(t+ λ)tn−2 = (t− 1)(t+1)tn−2, and therefore λ = ±1. So, ∆(x) = ±axa−1
or ∆(x) = ±axta−1 for all x ∈ sln.
Now we shall show that every anti-automorphism on sln is a local automorphism.
Let us first show that the mappings defined by
∆(x) = xt, x ∈ sln(5)
and
∆(x) = −x, x ∈ sln(6)
are local automorphisms.
Let x ∈ sln be an arbitrary matrix. By Theorem 2.1, the mapping on Mn(C) defined
as z → zt is a local associative automorphism. Therefore there exists an invertible
matrix ax ∈Mn(C) such that x
t = axxa
−1
x . Hence
xt = axxa
−1
x and −x = −a
t
xx
t(atx)
−1.
This means that the mappings defined as (5) and (6) are local automorphisms
on sln. Finally, since every anti-automorphism on sln is a superposition of an anti-
automorphism of the form (5) or (6) and an inner automorphism, it follows that every
anti-automorphism on sln is a local automorphism. The proof is complete. 
3. Local automorphisms of algebras sln+˙I
In this section we study local automorphisms of simple Leibniz algebras of the form
sln+˙I.
An algebra (L, [·, ·]) over a field F is called a Leibniz algebra if it satisfies the property
[x, [y, z]] = [[x, y], z]− [[x, z], y] for all x, y ∈ L,
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which is called Leibniz identity.
For a Leibniz algebra L, a subspace generated by squares of its elements
I = span {[x, x] : x ∈ L} due to Leibniz identity becomes an ideal, and the quotient
GL = L/I is a Lie algebra called liezation of L. Moreover, [L, I] = 0. In general,
[I,L] 6= 0. Since we are interested in Leibniz algebras which are not Lie algebras, we
will always assume that I 6= 0.
A Leibniz algebra L is called simple if its liezation is a simple Lie algebra and the
ideal I is a simple ideal. Equivalently, L is simple iff I is the only non-trivial ideal of L.
Let G be a Lie algebra and V a (right) G-module. Endow the vector space
L = G ⊕ V with the bracket product as follows:
[(g1, v1), (g2, v2)] := ([g1, g2], v1.g2),
where v.g (sometimes denoted as [v, g]) is the action of an element g of G on v ∈ V.
Then L is a Leibniz algebra, denoted as G ⋉ V.
The following Theorem is the main result of this section.
Theorem 3.1. Let sln+˙I be a simple Leibniz algebra with I 6= {0}. Then a linear map-
ping ∆ : sln+˙I → sln+˙I is a local automorphism if and only if ∆ is an automorphism.
First we give necessary notations concerning the algebra sln. Let {eij : 1 ≤ i, j ≤ n}
be the system of matrix units in Mn(C). A subalgebra
h =
{
h =
n∑
i=1
aieii :
n∑
i=1
ai = 0
}
is a Cartan subalgebra of sln. For any i, j ∈ {1, . . . , n} we have
[h, eij ] = (ai − aj)eij .
Let h∗ be the space of all linear functionals on h. Denote by ǫi, 1 ≤ i ≤ n, the elements
of h∗ defined by
〈ǫi, h〉 = ai.
The root system R consists the elements of the form ǫi − ǫj , i 6= j, and Ceij are the
corresponding root subspaces, moreover, R+ = {α = ǫi − ǫj : i < j} is the set of all
positive roots. Denote
αi = ǫi − ǫi+1, i = 1, ..., n− 1.
From the relation
±(ǫi − ǫj) = ±
j−1∑
k=i
αk, i < j
we see that the set Π formed by the elements αi, i = 1, ..., n−1, is a base of R (see [12]).
By [10, Lemma 2.2], there exists an element h0 ∈ h such that α(h0) 6= β(h0) for every
α, β ∈ R, α 6= β. Such elements h0 are called strongly regular elements of sln. Again
by [10, Lemma 2.2], every strongly regular element h0 is a regular semi-simple element,
i.e.
{x ∈ sln : [h0, x] = 0} = h.
Lemma 3.2. Let Φ be an automorphism on sln and let h0 be a strongly regular element
in h such that Φ(h0) = −h0. Then there exists an invertible diagonal matrix a ∈Mn(C)
such that Φ(x) = −axta−1.
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Proof. Let Θ be an automorphism on sln defined by Θ(x) = −x
t, x ∈ sln. Since (Θ ◦
Φ)(h0) = h0, by [7, Lemma 2.2], the automorphism Θ◦Φ leaves every element of h fixed.
Further by [21, P. 109, Lemma 2], there exists an invertible diagonal matrix b ∈Mn(C)
such that (Θ ◦ Φ)(x) = bxb−1. Thus Φ(x) = −btxt(bt)−1 for all x ∈ sln. The proof is
complete. 
Let S be a simple Lie algebra. For any S-module I and any automorphism σ of S,
we define the new S-module structure Iσ on I, given by the action
v · x = [v, x]′ = vσ(x), ∀ v ∈ I, x ∈ S.
We know from [12] that I ≃ Iσ if σ is an inner automorphism of S. If σ is not an inner
automorphism of S, we generally do not have I ≃ Iσ.
Let L = S+˙I be a simple complex Leibniz algebra. In [9] it was proved that an
automorphism σ of S can be extended to an automorphism ϕ of L if and only if I ≃ Iσ
as S-modules. In [9] we also have present an example which shows the existence of
automorphism of S which can not be extended to the whole algebra L.
Let Φ : L → L be an automorphism. Then Φ can be represented as (see [8])
Φ =
(
ΦS 0
ΦS,I ΦI
)
,(7)
where ΦS is an automorphism of S, ΦS,I is a S-module homomorphism from S to I
ΦS
and ΦI is a S-module isomorphism from I onto I
ΦS , i.e.,
[ΦS,I(x),ΦS(y)] = ΦS,I ([x, y])
and
[ΦI(i),ΦS(y)] = ΦI ([i, y])
for all x, y ∈ S and i ∈ I. Note that ΦS,I = ωθ ◦ ΦS , (ω ∈ C) where θ is a S-module
isomorphism from S onto IΦS and for dimS 6= dim I, we have ΦS,I = 0.
Thus every local automorphism ∆ on L = S+˙I is also represented as
∆ =
(
∆S 0
∆S,I ∆I
)
,(8)
where ∆S is a local automorphism of S.
Below we shall use the following properties of local automorphisms. Let ∆ be a
local automorphism of S+˙I and let x = xS + xI ∈ S + I. Take an automorphism
Φx such that ∆(x) = Φx(x). Then (7) and (8) imply that ΦxS(xS) = ∆S(xS) and
ΦxS,I(xS) + Φ
x
I(xI) = ∆S,I(xS) + ∆I(xI).
Let S+˙I be a simple complex Leibniz algebra. From the representation theory of
semisimple Lie algebras [12] we have that a Cartan subalgebra H of the simple Lie
algebra S acts diagonalizable on S-module I :
I =
⊕
β∈Γ
Iβ,
where
Iβ = {i ∈ I : [i, h] = β(h)i, ∀h ∈ H},
Γ = {β ∈ H∗ : Iβ 6= {0}}
and H∗ is the space of all linear functionals on H. Elements of Γ are called weights of I.
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Lemma 3.3. Let Φ be an automorphism on sln+˙I and let h0 be a strongly regular
element in h such that Φsln(h0) = h0. Then there exists λβ ∈ C such that Φ(yβ) = λβuβ,
where β is a highest weight of I.
Proof. Since Φsln(h0) = h0, by [7, Lemma 2.2] for every root α ∈ R there exists non
zero cα ∈ C such that Φsln(eα) = cαeα. Then
[Φ(yβ), eα] = c
−1
α [Φ(yβ),Φ(eα)] = c
−1
α Φ([yβ, eα]) = c
−1
α Φ(0) = 0
for each positive root α. Since the highest weight subspace Iβ is one dimensional, it
follows that Φ(yβ) = λβyβ. The proof is complete. 
From now on sln+˙I is a simple Leibniz algebra with I 6= {0}.
Lemma 3.4. Let ∆ : sln+˙I → sln+˙I be a linear mapping such that ∆sln(x) = x
t for
all x ∈ sln. Then ∆ is not a local automorphism.
Proof. Suppose that ∆ is a local automorphism. Take an element x = h0+ yβ ∈ sln+˙I,
where h0 ∈ h is a strongly regular element and yβ is a highest weight vector of I, i.e.,
[yβ, eα] = 0 for every positive root α. Take an automorphism Φ
h0 on sln+˙I such that
∆(h0) = Φ
h0(h0). Then
h0 +∆sln,I(h0) = ∆sln(h0) + ∆sln,I(h) = ∆(h0) =
= Φh0(h0) = Φ
h0
sln
(h0) + Φ
h0
sln,I
(h0).
Thus
Φh0sln(h0) = h0,
and therefore
Φh0sln,I(h0) = ω1θ(Φ
h0
sln
(h0)) = ω1θ(h0) = y
(1)
0 ∈ I0.
Further
∆(h0 + yβ) = ∆(h0) + ∆(yβ) = Φ
h0(h0) + ∆(yβ) =
= Φh0sln(h0) + Φ
h0
sln,I
(h0) + ∆(yβ) = h0 + y
(1)
0 +∆(yβ).
Take an automorphism Φx on sln+˙I such that ∆(x) = Φ
x(x). Then
∆(h0 + yβ) = Φ
x(h0 + yβ) = Φ
x
sln
(h0) + Φ
x
sln,I
(h0) + Φ
x
I(yβ).
Comparing the last two equalities, we obtain that Φxsln(h0) = h0, and
Φxsln,I(h0) = ω2θ(Φ
x
sln
(h0)) = ω2θ(h0) = y
(2)
0 ∈ I0.
By Lemma 3.3 it follows that ΦxI(yβ) = λβyβ. Hence
∆(yβ) = λβyβ + y0,
where y0 = y
(2)
0 − y
(1)
0 ∈ I0.
Now let us take an element z = eα+yβ, where β is the highest weight of I and α ∈ R
is a positive root. Taking into account that [yβ, eα] = 0, we have
[∆(eα + yβ),∆(eα + yβ)] = [Φ
z(eα + yβ),Φ
z(eα + yβ)] = Φ
z ([eα + yβ, eα + yβ]) =
= Φz([yβ, eα]) = 0.
On the other hand,
[∆S,I(eα), e−α] = [∆S,I(eα),∆S(eα)] =
= [∆S(eα) + ∆S,I(eα),∆S(eα) + ∆S,I(eα)] =
= [∆(eα),∆(eα)] = [Φ
eα(eα),Φ
eα(eα)] = Φ
eα([eα, eα]) = 0
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and
[∆(eα + yβ),∆(eα + yβ)] = [∆(eα) + ∆(yβ),∆(eα) + ∆(yβ)] =
= [∆S(eα) + ∆S,I(eα) + ∆(yβ),
∆S(eα) + ∆S,I(eα) + ∆(yβ)] =
= [e−α +∆S,I(eα) + λβyβ + y0,
e−α +∆S,I(eα) + λβyβ + y0] =
= [λβyβ, e−α] + [y0, e−α] ∈ Iβ−α + I−α,
Thus [λβyβ, e−α] = 0 for all positive roots α, and therefore [λβyβ, eγ] = 0 for all roots γ ∈
R. This means that [λβyβ, sln] = 0. Since I is an irreducible sln-module, it follows that
λβ = 0. So Φ
x
I(yβ) = λβyβ = 0, which contradicts that Φ
x
I is invertible, because Φ
x
I is
an autmorphism. The proof is complete. 
Lemma 3.5. Let ∆ : sln+˙I → sln+˙I be a linear mapping such that ∆sln(x) = −x for
all sln. Then ∆ is not a local automorphism.
Proof. Assume ∆ is a local automorphism. Take an element x = h0 + yβ ∈ sln+˙I,
where h0 ∈ h is a strongly regular element and yβ is a highest weight vector of I, i.e.,
[yβ, eα] = 0 for all positive root α. We have
∆(h0 + yβ) = ∆(h0) + ∆(yβ) = Φ
h(h0) + ∆(yβ) =
= −h0 + y
(1)
0 +∆(yβ).
Take an automorphism Φx on sln+˙I such that ∆(x) = Φ
x(x). Then
∆(h0 + yβ) = Φ
x(h0 + yβ) = Φ
x
sln
(h0) + Φ
x
sln,I
(h0) + Φ
x
I(yβ).
Comparing the last two equalities, we obtain that
Φxsln(h0) = −h0.
Thus Φxsln,I(h0) = y
(2)
0 ∈ I0 and Φ
x
I(yβ) = λβy−β. Hence
∆(yβ) = λβy−β + y0.
Let x = eα + yβ, where β be the highest weight of I and α be a positive root of sln.
As in the proof of the previous Lemma, we obtain that
[∆(eα + yβ),∆(eα + yβ)] = [∆(eα) + ∆(yβ),∆(eα) + ∆(yβ)] =
= [−eα +∆sln,I(eα) + λβy−β + y0,
−eα +∆sln,I(eα) + λβy−β + y0] =
= −λβ [y−β, eα] + [y0, e−α]
and
[∆(eα + yβ),∆(eα + yβ)] = [Φ
x(eα + yβ),Φ
x(eα + yβ)] = Φ
x ([eα + yβ, eα + yβ]) =
= Φx([yβ, eα]) = 0,
because [yβ, eα] = 0. Thus λβ [y−β, eα] = 0 for all α. Hence λβ = 0 and therefore
∆(yβ) = 0, which contradicts the inversibility of ∆. The proof is complete. 
The following Lemma is a particular case of [8, Theorem 6.9].
Lemma 3.6. Let ∆ : sln+˙I → sln+˙I be a local automorphism such that ∆sln(x) = x
for all x ∈ sln. Then ∆ is an automorphism.
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Denote by τ : sln → sln the automorphism of sln defined by
τ(x) = −xt, x ∈ sln.
Lemma 3.7. Let ∆ : sln+˙I → sln+˙I be a local automorphism such that ∆sln = τ.
Then I ∼= Iτ and ∆ is an automorphism.
Proof. Let ∆ : sln+˙I → sln+˙I be a local automorphism such that ∆sln(x) = −x
t for
all x ∈ sln. Let us show that I ∼= I
τ .
Take an automorphism Φh0 of sln+˙I such that Φ
h0
sln
(h0) = ∆sln(h0) = −h0, where
h0 ∈ h is a strongly regular element. By Lemma 3.2 it follows that Φ
h0
sln
(x) = −axta−1 for
all x ∈ sln, where a is an invertible diagonal matrix. Then Φ˜
−1
a ◦Φ
h0 is an automorphism
of sln+˙I such that
(
Φ˜−1a ◦ Φ
h0
)
sln
(x) = −xt for all x ∈ sln, where Φ˜a is an extension
onto sln+˙I of the inner automorphism of sln, generated by the element a. Thus the
restriction Φ˜−1a ◦ Φ
h0 |I is a sln-module isomorphism from I onto I
τ , that is I ∼= Iτ .
Further ∆◦Φ˜−1a ◦Φ
h0 is a local automorphism such that
(
∆ ◦ Φ˜−1a ◦ Φ
h0
)
sln
is an identical
map on sln. Lemma 3.6 implies that ∆ is an automorphism. The proof is complete. 
Proof of Theorem 3.1. It is suffices to show that every local automorphism on sln+˙I
is an automorphism.
Let ∆ be a local automorphism on sln+˙I. By Theorem 2.3, the restriction ∆sln
is either an automorphism or an anti-automorphism, i.e., there exists an invertible
matrix a such that ∆sln(x) = ±axa
−1 or ∆sln(x) = ±ax
ta−1 for all x ∈ sln. Thus(
Φ˜−1a ◦∆
)
sln
(x) = ±x or
(
Φ˜−1a ◦∆
)
sln
(x) = ±xt, where Φ˜a is an extension onto
sln+˙I of the inner automorphism of sln, generated by the element a. By Lemmata 3.4
and 3.5, it follows that
(
Φ˜−1a ◦∆
)
sln
can not be an anti-automorphism. So it is an
automorphism, i.e.,
(
Φ˜−1a ◦∆
)
sln
(x) = x or
(
Φ˜−1a ◦∆
)
sln
(x) = −xt. Further Lem-
mata 3.6 and 3.7 imply that Φ˜−1a ◦ ∆ is an automorphism and therefore ∆ is also an
automorphism. The proof is complete.
4. Local automorphisms of filiform Lie algebras
In this section we consider a special class of nilpotent Lie algebras, so-called filiform
Lie algebras, and show that they admit local automorphisms which are not automor-
phisms.
A Lie algebra L is called nilpotent if Lk = {0} for some k ∈ N, where L0 = L,
Lk = [Lk−1,L], k ≥ 1.
In particular, a nilpotent Lie algebra L is called filiform if dimLk = n − k − 1 for
1 ≤ k ≤ n− 1.
Theorem 4.1. Let L be a finite-dimensional filiform Lie algebra with dimL ≥ 3. Then
L admits a local automorphism which is not an automorphism.
It is known [20] that there exists a basis {e1, e2, · · · , en} of L such that
(9) [e1, ei] = ei+1
for all i ∈ 2, n− 1.
Note that a filiform Lie algebra L besides (9) may have also other non-trivial com-
mutators.
10 AYUPOV AND KUDAYBERGENOV
From (9) it follows that {ek+2, · · · , en} is a basis in L
k for all 1 ≤ k ≤ n − 2 and
en ∈ Z(L). Since [L
1,Ln−3] ⊆ Ln−1 = {0}, it follows that
(10) [ei, en−1] = 0
for all i = 3, · · · , n.
Define a linear operator Φ on L by
(11) Φ (x) = x+ αx2en−1 + x3en, x =
n∑
k=1
xkek ∈ L,
where α ∈ C.
Lemma 4.2. A linear operator Φ on L defined by (11) is an automorphism if and only
if α = 1.
Proof. Let x =
n∑
k=1
xkek, y =
n∑
k=1
ykek ∈ L. Then [x, y] = (x1y2 − x2y1)e3 + z, where
z ∈ L2. Thus
Φ([x, y]) = [x, y] + (x1y2 − x2y1)en.
Taking into account (10), we obtain that
[Φ(x),Φ(y)] = [x+ αx2en−1 + x3en.y + αy2en−1 + y3en] =
= [x, y] + α(x1y2 − x2y1)en.
Comparing the last two equalities we obtain that the map Φ is an automorphism if and
only if α = 1. The proof is complete. 
Consider the linear operator ∆ defined by (11) with α = 0.
Lemma 4.3. The linear operator ∆ is a local automorphism which is not an automor-
phism.
Proof. By Lemma 4.2, ∆ is not an automorphism.
Let us show that ∆ is a local automorphism. Let Ψβ be a linear operator on L defined
by
Ψβ (u) = u+ βu2en, u =
n∑
k=1
ukek ∈ L.
It is clear that Ψβ is bijective. Since Ψβ|[L,L] ≡ id[L,L] and en ∈ Z(L), it follows that
Ψβ([x, y]) = [x, y] = [Ψβ(x),Ψβ(y)]
for all x, y ∈ L. So, Ψβ is an automorphism.
Finally, for any x =
n∑
k=1
xkek let us show an automorphism that coincides with ∆ at
the point x. Denote by Φ the automorphism defined by (11) with α = 1.
Case 1. x2 = 0. Then
Φ(x) = x+ x3en = ∆(x).
Case 2. x2 6= 0. Set β =
x3
x2 . Then
Ψβ(x) = x+ βx2en = x+ x3en = ∆(x).
The proof is complete. 
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