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Abstract— This paper introduces Probabilistic Chekov (p-
Chekov), a chance-constrained motion planning system that
can be applied to high degree-of-freedom (DOF) robots under
motion uncertainty and imperfect state information. Given
process and observation noise models, it can find feasible trajec-
tories which satisfy a user-specified bound over the probability
of collision. Leveraging our previous work in deterministic
motion planning which integrated trajectory optimization into
a sparse roadmap framework, p-Chekov shows superiority
in its planning speed for high-dimensional tasks. P-Chekov
incorporates a linear-quadratic Gaussian motion planning
approach into the estimation of the robot state probability
distribution, applies quadrature theories to waypoint collision
risk estimation, and adapts risk allocation approaches to assign
allowable probabilities of failure among waypoints. Unlike other
existing risk-aware planners, p-Chekov can be applied to high-
DOF robotic planning tasks without the convexification of the
environment. The experiment results in this paper show that
this p-Chekov system can effectively reduce collision risk and
satisfy user-specified chance constraints in typical real-world
planning scenarios for high-DOF robots.
I. INTRODUCTION
Robotic manipulation tasks in the presence of noise in-
evitably suffer from uncertainties and collision risks. One
representative example is a manipulator mounted on an
underwater vehicle, which faces not only the disturbances
from currents and inner waves, but also the base movements
caused by the interaction between manipulators and the
vehicles on which they are mounted. Due to limited battery
life, such tasks usually need to balance the risk of collisions
and the costs associated with the trajectory. Another typical
scenario is motion planning for human support robots, which
are often surrounded by elder people and children and
have to be very careful about collision avoidance. In the
aforementioned applications, it is insufficient to simply rely
on feedback controllers because deviations remain despite
their application and there are no guarantees for task suc-
cess. Therefore, for those uncertainty-sensitive planning tasks
where safety and accuracy are crucial, it is important that
the motion planner can reason over uncertainties during the
planning phase, and react intelligently according to different
planning scenarios and constraints over the probability of
plan failure, i.e. chance constraints [1].
However, most existing risk-aware planners are limited to
applications with low-DOF robots or simplified environments
with convex obstacles, meanwhile available approaches are
lacking for real-time high-dimensional planning under un-
certainties. In this paper we propose Probabilistic Chekov
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(p-Chekov) to fill in this gap. P-Chekov is derived from
the previously introduced deterministic Chekov planner [2]
and inherits its real-time planning superiority for high-DOF
robots. P-Chekov innovatively applies quadrature-based sam-
pling for collision probability estimation, which helps obtain
better estimations with a limited number of samples. It also
takes advantage of the concept of risk allocation [3], where
an allowed probability of failure is divided among individual
constraints, to help with conflict extraction and expedite the
the search for feasible solutions. Based on the estimated
noise models, p-Chekov can generate feasible trajectories
for high-DOF robots that satisfy a user-specified chance
constraint over collision failures, which is the practical need
of many real-world high-dimensional planning tasks that
operate in unstructured, rapidly-changing environments.
II. RELATED WORK
Many existing risk-aware motion planners are based on
Markov Decision Processes (MDPs) [4], [5], [6] or Partially
Observable MDPs (POMDPs) [7], [8]. Despite the wide
application of MDP-based approaches, many of them require
discretization of the state space. Even for extensions that
can handle continuous planning domains, tractability is still
a common issue since they typically need partitioning or
approximation of the continuous state space [9]. Another
class of probabilistic planners formulates the motion plan-
ning problem into an optimization problem, for example
using Disjunctive Linear Program (DLP) [10], [11]. The
probabilistic Sulu planner (p-Sulu) in [9] performs goal-
directed planning in a continuous domain. However, since p-
Sulu encodes feasible regions with linear constraint approx-
imations, it inevitably suffers from the exponential growth
of computation complexity when applied in complicated 3-
dimensional environments or tasks with multiple agents.
Risk-aware extensions of sampling-based planners are also
popular in the motion planning field [12], [13], [14]. How-
ever, their applications are often limited to car-like robots in
simplified environments due to their disadvantages in plan-
ning speed [2] and collision probability estimation ability for
high-DOF robots in real-world complex environments. When
the robot has high dimensionality, the collision checking
happens in the 3D workspace whereas the planning happens
in the high-dimensional configuration space. Mapping the
free workspace into the configuration space is nontrivial,
which hence becomes another barrier for high-dimensional
risk-aware motion planning. The methods introduced in [15]
and [16] take advantage of elliptical level sets of Gaussian
distributions and the transformation of the environment to
estimate waypoint collision probabilities under Gaussian
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noises. Nevertheless, these methods can not be trivially
extended to high-DOF applications due to the difficulty of
mapping between the workspace and the configuration space.
In order to address these difficulties in high-DOF robot
motion planning tasks, the p-Chekov introduced in this
paper combines the ideas from the Chekov “roadmap +
TrajOpt” planner [2], Linear-Quadratic Gaussian motion
planning (LQG-MP) [15], quadrature theories [17], and risk
allocation [3], [1]. P-Chekov improves upon the isolated
Chekov by extracting conflicts from the planning failures in
order to guide TrajOpt [18] to find better solutions. It applies
the LQG-MP approach to estimate the state probability
distributions, but differs from LQG-MP in that it aims at
generating feasible trajectories in real-time that satisfy a
specified risk bound and meet a local optimality criterion,
instead of choosing the minimum risk trajectory among
candidate trajectories. P-Chekov relies on a quadrature-based
sampling method to estimate the collision probability for
individual waypoints, which mitigates the inaccuracy of ran-
dom sampling and avoids the difficulty of mapping between
configuration space and workspace.
III. PROBLEM STATEMENT
P-Chekov solves the robot motion planning problems
under uncertainty with a guaranteed success probability, con-
sidering temporal, spatial and dynamical constraints. Under
process and observation noises, the collision rate during
plan executions should not exceed a user specified chance
constraint. Its real-time planning feature is key to providing
robots the capability to operate effectively in unstructured,
uncertain, fast-changing environments.
Let X = Rnx denote the robot state space and U = Rnu
denote the control input space. Consider a discrete-time
system with a fixed time interval ∆T corrupted by Gaussian
process noises mt and observation noises nt:
xt = f(xt−1,ut−1,mt), mt ∼ N (0,Mt),
zt = h(xt,nt), nt ∼ N (0, Nt),
(1)
where xt ∈ X and ut ∈ U are the robot state and control
input at time step t. The initial state x0 ∼ N (xˆ0,Σx0).
A nominal trajectory Π is defined as a sequence of robot
states and control inputs (x∗0,u
∗
0, . . . ,x
∗
T ) that satisfy the
deterministic dynamics model x∗t = f(x
∗
t−1,u
∗
t−1, 0) for
0 < t ≤ T , where the number of time steps T is a
finite integer. An objective J(Π) will be specified for each
planning task. The goal state should fall in a convex goal
region X goal. A valid trajectory should satisfy the temporal
constraint T × ∆T ≤ τ , where τ denotes the allowed
execution time, and the collision chance constraint:
P
(
N∨
i=1
Ci
)
≤ ∆c, (2)
where Ci constrains the trajectory from colliding into each
obstacle i = 1, . . . , N and ∆c ∈ [0, 1] is the user specified
allowed probability of failure. Then the problem solved by
p-Chekov can be expressed as:
Problem 1.
minimize
Π
J(Π)
subject to x0 ∼ N (xˆ0,Σx0), x∗T ∈ X goal
xt = f(xt−1,ut−1,mt), 0 < t ≤ T
zt = h(xt,nt), 0 < t ≤ T
mt ∼ N (0,Mt), 0 < t ≤ T
nt ∼ N (0, Nt), 0 < t ≤ T
xt ∈ X , ut ∈ U , 0 < t ≤ T
P
(
N∨
i=1
Ci
)
≤ ∆c
T ×∆T ≤ τ
(3)
In order to guarantee the performance of this approach, we
make two key assumptions. First, we assume that process
and observation noises are both Gaussian distributed, and
the noises on different state components are independent
from each other. In real world scenarios, uncertainty due to
identical and independent noises is accumulated over time,
thus based on the Central Limit Theorem [19], Gaussian
models should be applied. Second, we assume that both the
system dynamics and observation models are either linear or
can be well approximated locally by their linearizations. In
real-world planning tasks, robot motions will be controlled to
closely follow the planned trajectory during execution, thus
the local linearizations of the non-linear dynamics are good
approximations for robot motions.
IV. APPROACH: PROBABILISTIC CHEKOV
Figure 1 provides p-Chekov’s system diagram, which
includes a planning phase and an execution phase. The goal
in the planning phase is to find an initial feasible trajectory
that satisfies the given joint chance constraint ∆c. This initial
trajectory is not guaranteed to be optimal, thus p-Chekov will
improve it in an anytime manner during the execution phase
in order to achieve better utility. However, this paper focuses
on the planning phase algorithm, and detailed explanations
of the execution phase is beyond the scope of this paper.
P-Chekov first uniformly distributes the chance constraint
into the allowed collision risks for each waypoint along
the trajectory. Using the “roadmap + TrajOpt” planner de-
scribed in [2], it then generates a nominal trajectory that
is feasible and collision-free under deterministic dynamics.
Given the model of controller and sensor noises, it estimates
the a priori probability distribution of robot states along
this nominal trajectory through the LQG-MP approach [15].
The two assumptions we made in Section III ensure that
the estimated states from LQG-MP are Gaussian distributed
around the nominal trajectory. The probability of collision on
each waypoint can then be estimated using the quadrature-
based approach in Section IV-A. After that, we can compare
the allocated risk bound and the estimated risk of collision
for each waypoint, shown as the “risk test” in Figure 1. If all
the risk bounds are satisfied, p-Chekov will execute this nom-
inal trajectory. Otherwise, new constraints will be added to
Fig. 1. The p-Chekov system diagram
TrajOpt at the waypoints where the estimated risk of collision
exceeds the allocated risk bound, and plan generation will be
performed again. The added constraints include an increase
on the penalty hit-in distance (the minimum distance between
objects where collision penalty starts to be non-zero [20])
and penalties on the configurations at those waypoints, so
that the plan generator is guided to avoid those conflicts in
future iterations. In addition, the risk allocation will also be
adjusted based on the approach that will be illustrated in
Section IV-B, so that the number of iterations it takes to
find feasible trajectories could be reduced. This cycle will
keep going until the solution trajectory satisfies the chance
constraints or the iteration number hits its upper bound.
A. Collision Probability Estimation
Given the state probability distribution around a nominal
configuration, the collision probability can be approximated
by sampling from this distribution and checking the percent-
age of configurations that are in collision. However, as with
all Monte Carlo methods, this collision probability estimation
approach would suffer from inaccuracy when the sample size
is small and high computational cost when the sample size is
large. Therefore, a method of intelligently finding the sam-
ples that can closely approximate the collision probability
with only a small number of them is very important.
This collision probability estimation is essentially estimat-
ing the expectation of a collision function:
c(xt) =
{
0, if xt is collision free
1, if xt is in collision
(4)
along the distribution xt ∼ N (xˆt,Σxt), which is estimated
using the LQG-MP approach [15]. Since expectations can
be written as integrals, non-random numerical integration
methods (also called quadratures) can be applied to this
problem. Denote the probability density function of xt as
p(xt), then the expectation of c(xt) can be expressed as:
E(c(xt)) =
∫
Rnx
c(xt)p(xt)dxt. (5)
Assume xt is d-dimensional and let xit denote its ith
component whose distributions are independent from each
other, based on the independent noise assumption in Sec-
tion III. Since xt is Gaussian distributed, we can write
xit ∼ N (µi, σ2i ). Then, based on the conditional distribution
rule of multivariate normal distribution [21], we have:
p(xt) = p(x
1:d
t ) = p(x
1
t )p(x
2:d
t |x1t ) = p(x1t )p(x2:dt ),
x1t ∼ N (µ1, σ21),
x2:dt ∼ N (µ2:d,Σ2:d),
(6)
where µ2:d and Σ2:d denote the mean and variance of x2:dt
respectively. Since x1t has the probability density function:
p(x1t ) =
1
σ1
√
2pi
e
− (x
1
t−µ1)2
2σ21 , (7)
we can write the expectation of c(xt) as:
E(c(xt)) =
∫ ∞
−∞
p(x1t )
∫
Rnx−1
p(x2:dt )c(xt)dx
2:d
t dx
1
t . (8)
Let g(x1t ) =
∫
Rnx−1 p(x
2:d
t )c(xt)dx
2:d
t , then:
E(c(xt)) =
∫ ∞
−∞
p(x1t )g(x
1
t )dx
1
t
=
∫ ∞
−∞
1
σ1
√
2pi
exp
(
− (x
1
t − µ1)2
2σ21
)
g(x1t )dx
1
t .
(9)
Gauss-Hermite quadrature approximates the value of in-
tegrals by calculating the weighted sum of the integrand
function at a finite number of reference points, i.e.∫ ∞
−∞
e−y
2
h(y)dy ≈
n∑
j=1
wjh(yj), (10)
where n is the number of sampled points, yj are the roots of
the Hermite polynomial Hn(y) and the associated weights
wj are given by [22]:
wj =
2n−1n!
√
pi
n2[Hn−1(yj)]2
. (11)
E(c(xt)) in its form in Equation 9 still doesn’t correspond
to the Hermite polynomial, therefore we conduct the follow-
ing variable change:
y1 =
x1t − µ1√
2σ1
⇔ x1t =
√
2σ1y1 + µ1. (12)
Applying Equation 12 to Equation 9 yields:
E(c(xt)) =
∫ ∞
−∞
1√
pi
e−(y1)
2
g(
√
2σ1y1 + µ1)dy1 (13)
Hence the value of E(c(xt)) can then be approximated
through Gauss-Hermite quadrature rule:
E(c(xt)) ≈ 1√
pi
n1∑
j=1
w1,jg(
√
2σ1y1,j + µ1), (14)
where y1,j (j = 1, . . . , n1) are the Hermite polynomial roots
for integrating the x1t component, w1,j are the associated
weights, and n1 is the number of sampled points.
If we iteratively conduct this procedure from x1t to x
d
t , we
will get an estimation of the collision probability through:
E(c(xt)) ≈ pi− d2
n1∑
j1=1
n2∑
j2=1
. . .
nd∑
jd=1
(
d∏
i=1
wi,ji
)
g(
√
2σ1y1,j1
+ µ1,
√
2σ2y2,j2 + µ2, . . . ,
√
2σdyd,jd + µd).
(15)
B. Risk Reallocation
Ono and Williams [3] introduced the concept of risk
allocation, which decomposes a joint chance constraint ∆
by allocating risk bounds δi to individual constraints, where∑N
1 δi = ∆. The problem is then separated into a risk alloca-
tion optimization stage and a control sequence optimization
stage. Inspired by the concept of risk allocation and bi-stage
planning, we developed a risk reallocation approach that can
reduce the iterations to get feasible solutions and produce
less conservative trajectories, as shown in Algorithm 1.
This reallocation relies on the classification of different
constraints. Denote the estimated collision risk at waypoint
i as ri. When ri exceeds δi, we define the chance constraint
at the ith waypoint as a violated constraint, otherwise it is
viewed as satisfied. Satisfied constraints are divided into ac-
tive constraints and inactive constraints by introducing a risk
tolerance parameter η. If the difference between δi and ri is
larger than the risk tolerance, we view this chance constraint
as inactive. Otherwise, the constraint is viewed as active. The
key idea of this risk reallocation method is to take risk from
inactive constraints and give it to those violated constraints.
This is different from the Iterative Risk Allocation (IRA)
algorithm introduced in [3] which iteratively reallocates risk
from inactive constraints to active constraints. IRA requires
a trajectory where all the individual chance constraints are
satisfied, but it doesn’t help with finding an initial satisfying
trajectory. Thus it is only applicable to p-Chekov’s execution
phase but not the planning phase.
C. Probabilistic Chekov
Algorithm 2 briefly summarizes the p-Chekov planning
phase algorithm. The main difference between p-Chekov and
other existing risk-aware motion planners relies on the usage
of the “roadmap + TrajOpt” planner (line 1 and 6 in Algo-
rithm 2). This deterministic planner has low planning time
requirements for high-DOF robots, and can straightforwardly
incorporate differential constraints from robot dynamics [2].
In each iteration, p-Chekov determines TrajOpt’s penalty
hit-in distances for different waypoints (Dlist) and the
Algorithm 1: RiskReallocation
1 for i = 0 to ni = 1, 2, . . . , N do
2 if δi − ri > η then
3 δnewi ← αδi + (1− α)ri
4 else
5 δnewi ← δi
6 δresidual = ∆−
∑N
i=0 δ
new
i
7 TotalV iolation← Sum of excessive risk from the waypoints
where collision risk violates the allocated risk bound
8 for i = 0 to nj = 1, 2, . . . , Nviolated do
9 δnewpj ← δpj + δresidual(rpj − δpj )/TotalV iolation
configurations to be penalized (Plist) based on the previous
conflicts. With this “roadmap + TrajOpt” planner as its core,
p-Chekov uses a LQG-based state estimation approach (line
7) and a quadrature-based collision probability estimation
approach (line 8) in order to predict the influence of process
noises and observation noises during trajectory executions.
This prediction as well as the idea of risk allocation plays
the role of extracting conflicts and guiding the deterministic
planner to approach to a feasible solution whose execution
failure rate is bounded by the chance constraint. This is the
main innovation of this p-Chekov planning and execution
system. In addition, the application of risk reallocation (line
14) is key to the speed of p-Chekov’s convergence to a
feasible solution trajectory.
V. EXPERIMENTS AND RESULTS
In order to test the performance of p-Chekov, we con-
ducted simulation experiments on Baxter [23] in two table-
top environments that were previously developed in [2]: a
“tabletop with a pole” and a “tabletop with a container”
environment. The test cases in the second environment are
much more difficult due to the narrow spaces inside the con-
tainer. In addition, unlike the ones in the first environment,
these cases include difficult poses where the joints are close
to their limits. 500 pairs of start and goal poses in each
environment were selected to compare the performance of
p-Chekov and deterministic Chekov. The test cases where
the estimated collision risk of either the start or the goal has
already exceeded 150% of the chance constraint were filtered
out, since those cases are very likely to be infeasible. We set
the chance constraint as 10% and run 100 executions to test
the solutions for each of the 500 test cases.
A. Experiment Models
We assume all the joints are fully actuated, and linearize
the manipulator dynamics around its nominal trajectory. The
control inputs are the accelerations at each time step. We
assume the joint dynamics are independent from each other,
corrupted by process noise mt,j ∼ N (0,Mt,j), where j =
1, 2, . . . , 7 denotes the DOF index. We define:
x¯t = xt − x∗t ,
u¯t = ut − u∗t
(16)
Algorithm 2: P-Chekov Planning Phase
Input:
start: starting configuration of the planning query
goal: goal configuration of the planning query
R, E : robot and environment collision models
Mt, Nt: noise covariance matrices
α: risk reallocation parameter
∆: joint chance constraint
η: risk tolerance
: convergence tolerance
Output:
Π: a solution trajectory
1 seed = RoadmapFindSolution(start, goal)
2 if seed is not None then
3 Initialize penalty hit-in distances Dlist with zeros
4 Initialize risk allocation δ with uniform allocation
5 Initialize penalizing configurations list Plist to be empty
6 Π = TrajOptPlanner(seed, Dlist, Plist)
7 D =LQGEstimation(Π, Mt, Nt)
8 r = CollisionProbabilityEstimation(Π,D,R, E)
9 violation = RiskTest(r, δ)
10 while violation is True do
11 foreach i = 0 to nwaypoint i that violates risk
bound do
12 Add the configuration at waypoint i to Plist
13 Increase the ith item of Dlist by dstep
14 δ = RiskReallocation(r, δ, α,∆, η)
15 Π = TrajOptPlanner(Π, Dlist, Plist)
16 violation = RiskTest(r, δ)
17 Chance constraint satisfied, start execution
18 else
19 return Failure
as the deviations of states and inputs from the nominal
trajectory. Use xt,j to denote the state variable of the jth
joint, then the dynamics for each joint can be linearized as:
x¯t,j =
[
1 ∆T
0 1
]
x¯t−1,j +
[
∆T 2/2
∆T
]
u¯t−1,j + mt,j . (17)
In manipulation tasks, the relative spatial relationship
between the end-effector and the object to be grabbed is im-
portant for task success. The transformation matrix between
workspace objects and the end-effector can be expressed as:
T eeobj = T
cam
obj · T eecam, (18)
where T camobj is the transformation from the workspace object
to the camera frame, and T eecam is the transformation from the
camera frame to the end-effector. Therefore, the noises for
observing T eeobj can be transformed into observation noises for
T eecam through the transformation matrix T
cam
obj . Then T
ee
cam
can be transformed into T camee through matrix inversion.
Therefore, we can approximate the observation noises by
corrupted observations of the end-effector pose through the
camera.
The observations of the end-effector can be expressed in
joint space through the nonlinear relationship:
zt = h(xt,nt), nt ∼ N (0, Nt), (19)
where h(xt, 0) is the forward kinematics, nt is the observa-
tion noise, and Nt is the covariance matrix of the observation
noise. The linearization of this observation model around the
nominal trajectory point x∗t can be expressed as:
zt − h(x∗t , 0) = Jt(xt − x∗t ) +Wtnt, (20)
where
Jt =
∂h
∂x
(x∗t , 0). (21)
Since h(xt, 0) is the forward kinematics, Jt is the end-
effector Jacobian matrix at the nominal state x∗t . In this way,
the system observation matrix becomes the Jacobian matrix,
which is usually easy to obtain during computation.
If we define deviations from the nominal observations as:
z¯t = zt − h(x∗t , 0), (22)
then the linearized system observation model shown in
Equation 20 can be rewritten as:
z¯t = Jtx¯t +Wtnt, nt ∼ N (0, Nt), (23)
which is the end-effector observation model we need.
B. Experiment Results
The analysis of experiment results focuses on p-Chekov’s
comparison with deterministic Chekov and its chance con-
straint satisfaction performance. Within 100 independent ex-
ecutions for a particular solution trajectory which has a 10%
probability of collision, the number of failure cases follows
a binomial distribution with the number of independent ex-
periments n = 100 and the probability of occurrence in each
experiment p = 0.1. The cumulative probability distribution
function of binomial distributions can be expressed as:
F (k;n, p) = Pr(X ≤ k) =
k∑
i
(
n
i
)
pi(1− p)n−i. (24)
Then we can calculate that having less than or equal to 10
failures out of 100 executions has a probability of 56%,
whereas the probability of having within 15 failures is 94%.
Therefore, we decide to define chance constraint satisfied
test cases as the ones where the collision rate is lower
than or equal to 150% of the chance constraint. In this
way, we have much more confidence to say that a solution
violates the chance constraint when there are more than the
corresponding number of executions end up in collision.
Since theoretically p-Chekov only has probabilistic guar-
antees for waypoints in a trajectory, we distinguish between
continuous-time and discrete-time chance constraint satis-
faction performances. If the 100 noisy executions of a test
cases shows that the average continuous-time (or waypoint)
collision rate is within 150% of the collision chance con-
straint, then we say this case satisfies the continuous-time
(or discrete-time) chance constraint. Only the continuous-
time satisfaction is the true criterion for success, but we
Fig. 2. The statistical breakdown for Tabletop with a container environment
use discrete-time performance to show the impact of edge
collisions, i.e. the collisions in between waypoints.
Figure 2 shows a statistical breakdown for the results in the
“tabletop with a container” environment with a 10% chance
constraint and a 50 iteration limit. Here the continuous-
time chance constraint satisfaction rate is altogether 82.20%,
including 17.00% where the initial deterministic solution has
already satisfied the chance constraint. 4.60% of the cases
fail for edge collisions, which is an inevitable outcome of
the discretization of trajectories. Hence the balance between
edge collision and computation complexity is crucial when
deciding the number of waypoints.
Table I provides detailed results of p-Chekov’s perfor-
mance in both environments. The first six rows compare
the performance of deterministic Chekov (roadmap + Tra-
jOpt) and p-Chekov’s planning phase algorithm, while the
remaining fourteen focus on p-Chekov’s chance constraint
satisfaction performance. On average, p-Chekov takes longer
to plan, and returns paths with longer execution trajectories.
This is expected because it adjusts the deterministic solution
iteratively in order to satisfy the chance constraint and can
often push the solution trajectory further away from the
locally optimal solution. The eighth and eleventh rows show
that the failure cases where p-Chekov struggles to find
feasible solutions cost more time, whereas the success cases
have a much shorter average planning time.
The comparison of the overall collision rate, the av-
erage over all the 100 executions for 500 cases, shows
the superiority of p-Chekov solutions. The overall collision
rate in the “tabletop with a pole” environment is within
150% of the chance constraint, and in the “tabletop with a
container” environment it exceeds by only a small amount.
Row nine and row twelve show that this excess is mainly
from the failure cases. The collision rate of success cases are
very low, which means p-Chekov’s planning phase produces
conservative solutions, and that’s why an anytime planning
improving approach is in demand in the execution phase.
As shown in the seventh row, the continuous-time chance
constraint satisfaction rates are above 80% in both environ-
ments. For discrete-time chance constraint the percentages
are both above 85%. In addition, the tenth row tells us that in
the satisfied cases p-Chekov successfully reduces the average
collision rate by over 0.25. The increased collision risk in
failure cases is probably caused by p-Chekov’s struggle to
find safe solutions that satisfy the chance constraint in these
TABLE I
P-CHEKOV TEST RESULTS WITH 10% CHANCE CONSTRAINT
Environment
Tabletop
with a
Pole
Tabletop
with a
Con-
tainer
Planning
Time (s)
deterministic Chekov 1.10 1.27
p-Chekov 19.34 31.17
Overall
Collision Rate1
deterministic Chekov 27.51% 41.04%
p-Chekov 11.39% 16.46%
Average Path
Length (rad)2
deterministic Chekov 0.51 0.60
p-Chekov 0.68 0.84
P-Chekov
Performance
continuous chance constraint satis-
faction rate3
87.60% 82.20%
continuous
satisfied
cases4
average planning time (s) 15.40 22.95
average collision rate 0.08% 0.11%
average risk reduction6 0.25 0.33
continuous
violated
cases
average planning time (s) 46.22 67.12
average collision rate 88.50% 88.02%
average risk reduction -0.44 -0.13
discrete chance constraint satisfac-
tion rate5
94.40% 86.80%
discrete
satisfied
cases
average planning time (s) 18.76 25.15
average collision rate 0.13% 0.10%
average risk reduction 0.19 0.28
discrete
violated
cases
average planning time (s) 28.08 68.78
average collision rate 73.39% 86.59%
average risk reduction -0.39 -0.23
1 Average collision rate over 100 noisy executions for all 500 test cases.
2 Average length of execution trajectories.
3 Percentage of test cases where the average continuous-time collision rate
over 100 noisy executions satisfies the chance constraint.
4 P-Chekov performance over the test cases where chance constraint is
satisfied by continuous-time collision rate (viewed as success cases).
5 Percentage of test cases where the average waypoint collision rate over
100 noisy executions satisfies the chance constraint.
6 The difference between the average collision rate of p-Chekov solutions
and that of deterministic Chekov solutions.
difficult cases, where the trajectories are pushed into some
obstacles while p-Chekov is trying to get around others.
VI. DISCUSSION
This paper introduced p-Chekov, a chance constrained
motion planning and execution system that can be applied to
high-DOF robotic systems under motion uncertainty and im-
perfect state information. Through the “roadmap + TrajOpt”
framework as well as the quadrature-based risk estimation
and the risk reallocation approaches, it overcame existing
risk-aware planners’ limitation in real-time motion planning
tasks with high-DOF robots in 3-dimensional non-convex
environments. Simulation tests showed that p-Chekov had
high chance constraint satisfaction rate and showed a much
lower collision rate compared with deterministic solutions.
However, solutions from p-Chekov’s planning phase can
be overly conservative due to the suboptimal risk allocations
as well as the limited number of quadrature nodes. Although
not included in this paper, preliminary experimental results
show that applying an IRA-based anytime plan improving
algorithm to the execution phase can effectively improve the
solution utility. The completion of this IRA-based execution
phase algorithm is an important track of our future work.
Other future work directions include improving the collision
probability estimation algorithm, developing more intelligent
constraints that guide p-Chekov to avoid conflicts, and in-
corporating risk information into the roadmap nodes as a
heuristic to search for low risk seed trajectories.
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