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Praca przedstawia główne wyniki z tematyki algorytmów tekstowych 
otrzymane w Katedrze Informatyki Stosowanej w latach 2004–2009. Algorytmy te 
dotycz wybranych rozmaitych problemów wyszukiwania dokładnego i 
przyblionego, równie w intensywnie w ostatnich latach badanym scenariuszu z 
wykorzystaniem kompresji. 
   
1. WPROWADZENIE 
 
Mona argumentowa, e szeroko rozumiane wyszukiwanie jest 
najwaniejszym, najbardziej fundamentalnym z problemów, jakimi zajmuje si 
informatyka. Problem ten polega na wskazaniu wystpie danego obiektu 
(klucza) w bazie danych. Wskazanie (raportowanie) wystpie w praktyce 
oznacza zwykle zwrócenie liczby wystpie danego obiektu lub zwrócenie 
lokacji (indeksów) jego wystpie. Uyte pojcie bazy danych jest bardzo 
szerokie: moe chodzi o relacyjn baz danych opart na tabelach 
zawierajcych rekordy, moe to by kolekcja dokumentów tekstowych (np. 
webowych), hierarchiczna struktura np. XML, sekwencja DNA itd. Rzecz jasna, 
tak ogólnie rozumianego problemu nie mona atakowa w sposób uniwersalny, 
dlatego partykularne problemy wyszukiwania pojawiaj w rozmaitych działach 
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informatyki (algorytmiki). Jedn z wanych dziedzin s tu algorytmy tekstowe 
(ang. string matching, text matching) [1]. 
W Katedrze Informatyki Stosowanej, w latach 2004–2009 opracowano 
szereg algorytmów dla rozmaitych problemów wyszukiwania dokładnego (ang. 
exact matching) i przyblionego (approximate matching) w tekcie, take w 
intensywnie w ostatnich latach badanym scenariuszu z wykorzystaniem 
kompresji (online lub w wersji z indeksem). W poniszych sekcjach zarysowano 
tematyk badawcz, przedstawiono główne wyniki i ich zastosowania. Materiał 
ten został opisany w monografii „New algorithms for exact and approximate text 
matching” autora niniejszego artykułu, przedłoonej jako rozprawa habilitacyjna 
[2]. 
 
 
 
2. ALGORYTM AVARAGE-OPTIMAL SHIFT-OR 
 
Algorytm opisany w tej sekcji rozwizuje problem wyszukiwania 
dokładnego, ale aplikacje algorytmiczne kluczowej (nowatorskiej) techniki tego 
algorytmu maj te zastosowania dla innych problemów wyszukiwania w 
tekcie. 
Klasyczny problem wyszukiwania dokładnego mona sformułowa 
nastpujco: dany jest tekst T[0..n–1] o długoci n symboli nad skoczonym 
alfabetem { }1,,1,0 −=Σ σ  oraz wzorzec P[0..m–1] o długoci m (nad tym 
samym alfabetem); naley zwróci wszystkie indeksy 0 ≤ j ≤ n–m, takie e 
T[j..j+m–1] = P[0..m–1]. Dwa słynne i o doniosłym znaczeniu dla całej dziedziny 
badawczej algorytmy rozwizujce ten problem, to algorytm Knutha–Morrisa–
Pratta (KMP) oraz algorytm Boyera–Moore’a (BM), oba z lat 70-tych XX wieku 
[3]. KMP był pierwszym algorytmem znajdujcym wzorzec w czasie O(n) w 
najgorszym przypadku, natomiast algorytm BM to pierwsza technika działajca 
w rednim przypadku w czasie subliniowym w długoci tekstu. Analiza 
przypadku redniego, o której bdzie tu mowa, zakłada (zgodnie ze zwyczajami 
przyjtymi w literaturze przedmiotu), i rozkład symboli w tekcie i wzorcu jest 
jednostajny nad danym alfabetem, za poszczególne znaki s „wylosowane” 
niezalenie od siebie. Mimo ponad 30 lat bada i wanych wyników 
teoretycznych otrzymanych w tym czasie, wci jeszcze proponowane s nowe, 
zorientowane głównie na rezultaty praktyczne, algorytmy wyszukiwania 
dokładnego. Jedn z popularnych w ostatnich latach technik jest wykorzystanie 
tzw. równoległoci bitowej (ang. bit-parallelism) do symulowania 
niedeterministycznego automatu skoczonego (NFA) rozpoznajcego zadany 
wzorzec. Do znanych z literatury algorytmów tego typu nale m. in. Shift-Or [4] 
i (szybszy od niego) BNDM [5]. Wad algorytmu Shift-Or jest niemono 
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wykonywania „przeskoków” (ang. skips); nawet w najlepszym przypadku działa 
on w czasie O(n). 
W pracy [6] przedstawiono nowatorsk ide wykorzystania techniki Shift-Or 
do wyszukiwania wzorców w tekcie z przeskokami, co prowadzi do subliniowej 
redniej złoonoci wyszukiwania. 
Pokazano, e jeli długo wzorca m ≤ w, gdzie w jest długoci słowa 
maszynowego, wyraon w bitach (w praktyce 32 lub 64), to algorytm ten osiga 
optymaln złoono w przypadku rednim, tj. O(n logσ(m) / m), co znalazło 
odbicie w nazwie nadanej algorytmowi, Average-Optimal Shift-Or (AOSO). 
Pokazano take proste (cho jak si wydaje, nie stosowane wczeniej w tym 
kontekcie) rozwizanie implementacyjne, przyspieszajce znacznie zarówno 
algorytm Shift-Or, jak i AOSO (w tej wersji algorytm nazwano Fast AOSO = 
FAOSO). 
 
Rys. 1. Tworzenie sztucznego wzorca w algorytmie AOSO. P = abcdef, q = 3 
 
Algorytm AOSO próbkuje tekst T w regularnych odstpach, o wielkoci q 
znaków, zastpujc oryginalny wzorzec P konkatenacj odpowiednio wybranych 
podsekwencji P, dla której budowany jest wariant automatu Shift-Or (rys. 1). W 
oryginalnym algorytmie Shift-Or trafienie odczytywane jest poprzez sprawdzenie 
pojedynczego bitu w wektorze stanu algorytmu; w algorytmie zaproponowanym 
test ten obejmuje grup m/q bitów. Nowy algorytm wymaga modyfikacji 
przetwarzania wstpnego algorytmu Shift-Or (przy zachowaniu jego złoonoci 
czasowej i pamiciowej) oraz weryfikacji potencjalnych trafie. Rys. 2 
przedstawia główn procedur algorytmu AOSO, dla tekstu T o długoci n, 
wzorca P o długoci m oraz parametru przeskoku q. Tablica B, tworzona w 
czasie przetwarzania wstpnego, ma rozmiar m*σ  bitów. D jest wektorem stanu 
o długoci m bitów. 
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Rys. 2. Procedura AOSO(T, n, P, m, q) 
 
Interesujce s konkretne wyniki, tj. szybkoci działania zaproponowanego 
algorytmu. Zale one (podobnie jak przy innych efektywnych algorytmach dla 
tego problemu) od typu danych, na jakich wykonuje si testy (głównie chodzi o 
wielko alfabetu). Dla tekstu w jzyku naturalnym (angielskim, cho dla innych 
jzyków rónice nie bd istotne), na komputerze wyposaonym w procesor Intel 
Core 2 Duo o zegarze 3 GHz (wykorzystywano w testach tylko jeden rdze 
procesora), algorytm FAOSO osignł szybko wyszukiwania od 1,45 GB/s 
(krótkie wzorce, m = 4) do 5,28 GB/s (długie wzorce, m = 28) [7]. Dla 
porównania, algorytm BNDM osignł w tym tecie od 0,71 GB/s do 2,12 GB/s. 
Na sekwencji DNA szybkoci były ogólnie nisze, ale i tu FAOSO dominował 
(1,47 GB/s – 3,72 GB/s), poza przypadkiem wzorców najkrótszych (m = 4), mało 
jednak przy DNA interesujcych (niewielka selektywno wzorca), gdzie 
szybko 0,39 GB/s nie naleała do wyników najlepszych. Innymi słowy, w 
porównaniu z algorytmem BNDM algorytm FAOSO był zwykle ok. 2–2,5x 
szybszy. W porównaniu z najszybszym z testowanych algorytmów 
literaturowych (BNDM2 [8] z 2005 r. autorstwa Holuba i Duriana), był on 
zwykle szybszy o 10–20%. 
W wietle przedstawionych wyników, współopracowany przez autora 
(współautor koncepcji: Kimmo Fredriksson z University of Joensuu w Finlandii) 
algorytm FAOSO naley do najszybszych w praktyce znanych rozwiza 
wyszukiwania dokładnego. Sukces ten, jak si wydaje, ma dwie przyczyny: 
optymaln złoono czasow w przypadku rednim (dla krótkich wzorców; dla 
wzorców dłuszych złoono ta niewiele odbiega od optymalnej) oraz 
wykorzystanie prostej logiki bitowej, prowadzcej do efektywnego kodu 
zwłaszcza na współczesnych procesorach. Podkreli naley, e przewaga 
algorytmu FAOSO nad konkurencj była wiksza na nowszym procesorze Core 
2 Duo ni na procesorach Pentium4 i UltraSPARC IIIi [7]. Pewn wad tego 
Nowe algorytmy wyszukiwania dokładnego i przyblionego                         455 
algorytmu jest zaleno od parametru q, który wprawdzie dla konkretnego typu 
danych mona wyliczy teoretycznie, ale w praktyce (rozkład czsto nie jest 
jednostajny!) jego wybór jest kwesti wstpnych eksperymentów. Aby pomin 
t niedogodno, opracowano równie adaptacyjn odmian tego algorytmu [7], 
gdzie parametr q moe zmienia si w trakcie wyszukiwania, dostosowujc si 
do właciwoci statystycznych tekstu. Wariant ten jest jednak o ok. 30% 
wolniejszy od FAOSO. 
Opracowana przez autora technika równoległoci bitowej posłuyła [7] do 
opracowania optymalnej w przypadku rednim (bez wzgldu na długo wzorca) 
odmiany klasycznego algorytmu Aho–Corasick (AC) słucego do 
wyszukiwania wielu wzorców jednoczenie (ang. multiple matching). Równie i 
w tym przypadku wyniki praktyczne s konkurencyjne wzgldem rozwiza 
istniejcych. (Zaproponowana technika ma ponadto zastosowanie do jeszcze 
kilku problemów, m.in. matching with swaps [7].) 
Zastosowania szybkich algorytmów wyszukiwania dokładnego (jednego lub 
wikszej liczby wzorców) s do oczywiste: edytory tekstu, skanery 
antywirusowe, systemy plików, bioinformatyka; wyszukiwanie dokładne (online) 
jest te czsto jednym z etapów wyszukiwania przy pomocy tzw. indeksów 
odwrotnych (ang. inverted indexes), które wykorzystuje si powszechnie w 
wyszukiwarkach internetowych i innych systemach wyszukujcych i 
katalogujcych dane. 
Wyniki te otrzymane zostały we współpracy z dr. Kimmo Fredrikssonem 
i zaprezentowano je w dwóch publikacjach: [6] z konferencji String Processing 
and Information Retrieval (SPIRE’05) oraz [7], artykule z pisma Journal of 
Discrete Algorithms. 
 
3. TECHNIKA MATRYOSHKA COUNTERS OSZCZDNEJ  
     REPREZENTACJI LICZNIKÓW 
 
Innym rozwaanym problemem (czy raczej klas problemów) było 
wyszukiwanie przyblione w trybie online, czyli takim, gdzie wzorzec P nie 
musi wystpowa w postaci dokładnej w tekcie T, a wystarczy jedynie, aby 
istniały obszary tekstu T wystarczajco podobne do P, w sensie zdefiniowanej 
miary podobiestwa i zadanego kryterium błdu. Tryb online oznacza, i tekst T 
nie moe zosta poddany uprzedniemu indeksowaniu. W wyniku bada autora 
przedstawiono nowatorsk technik uycia zagniedonych liczników (nazwano 
j Matryoshka counters) [9] w algorytmach wyszukiwania przyblionego 
wykorzystujcych liczniki. W szczególnoci autor wykazał jak zredukowa 
złoono czasow klasycznego algorytmu Shift-Add [10], słucego do 
wyszukiwania wg miary Hamminga z limitem błdów k, z  ( )wkmnO log  do 
 ( )wmnO , gdzie w jest ponownie liczb bitów w słowie maszynowym. I tym 
razem zaproponowana technika (tj. Matroyshka counters) naley do 
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elastycznych, majcych liczne zastosowania. S to, midzy innymi, 
wyszukiwanie przyblione w sensie (δ, γ) (zastosowanie: wyszukiwanie w 
sekwencjach zapisów muzycznych, np. MIDI), problemy k-insercji (ang. k-
insertions) i episode matching; oba ostatnie modele maj zastosowanie w 
wykrywaniu intruzów np. w ruchu sieciowym. Wyniki te opisane zostały w 
publikacji [11] z konferencji LATA’09. 
 
4. INNE BADANE PROBLEMY WYSZUKIWANIA  
    PRZYBLIONEGO 
 
W bioinformatyce, analizie sekwencji muzycznych oraz ogólniej rozumianej 
analizie sygnałów wykorzystywane s globalne miary podobiestwa, z których 
bodaj najstarsz jest długo najdłuszej wspólnej podsekwencji (longest 
commone subsequence, LCS). Wyniki autora dotycz głównie problemu LCTS 
(longest common transposition-invariant subsequence), gdzie szukamy 
najdłuszej podsekwencji dwóch danych sekwencji, takiej e odpowiednia para 
symboli róni si o stał warto. Problem ten ma zastosowanie w muzyce 
(cilej, w dziedzinie okrelanej mianem music information retrieval), gdzie stała 
rónica midzy parami symboli to odpowiadajce sobie pary nut w potencjalnie 
rónych tonacjach; podobiestwo oznacza t sam (bd podobn) melodi, ale 
np. zagwizdan przez uytkownika bazy sekwencji melodycznych w innej tonacji 
ni ta, w której przechowywana jest dana melodia. 
Dla problemu LCTS autor (we współpracy z pozostałymi autorami 
zacytowanych dalej publikacji) otrzymał dwa wyniki: algorytm o złoonoci 
pesymistycznej O(nm log log min(n, m, σ)) [12], gdzie n, m to długoci 
pasowanych sekwencji, a σ to wielko alfabetu, co jest najlepszym znanym 
wynikiem dla tego problemu, oraz algorytm hybrydowy łczcy znane efektywne 
podejcia dla tego problemu (algorytm Hunta–Szymanskiego oraz algorytm 
bitowo-równoległy Hyyrö) w taki sposób, aby kady z komponentów działał w 
obszarze swojej „kompetencji” [13,14]. Testy eksperymentalne wykazały, i na 
danych muzycznych (MIDI) algorytm ten jest znaczco (do 2 razy) szybszy ni 
inne znane rozwizania. 
 
5. WYSZUKIWANIE Z PRZERWAMI 
 
Kolejny badane zagadnienie dotyczy wanej klasy problemów 
wyszukiwania, gdzie region tekstu moe zawiera wzorzec z przerwami midzy 
poszczególnymi znakami. Bodaj najwaniejsze zastosowanie wyszukiwania z 
przerwami (ang. matching with gaps) to bioinformatyka, w szczególnoci analiza 
sekwencji białkowych. Inne zastosowanie to analiza sekwencji muzycznych, 
gdzie przerwy odpowiadaj pominitym nutom w sekwencji z bazy melodii 
(pominicia te mog odpowiada ozdobnikom czy innym elementom sekwencji 
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muzycznej nie wpływajcym istotnie – lub w ogóle – na lini melodyczn 
danego utworu muzycznego). W ramach tych zagadnie przedstawiono szereg 
nowych algorytmów dla modeli (δ, α) i (δ, γ, α), gdzie δ odpowiada za 
dopuszczaln maksymaln rónic wartoci dla pary symboli (np. dopuszczalne 
„zafałszowanie” melodii), α za maksymaln dopuszczaln długo przerwy, za γ 
jest maksymalnym sumarycznym błdem w sensie δ. Dla protein przyjty model 
jest nieco inny, kryterium δ zastpowane jest klasami symboli, za zakresy 
dopuszczalnych przerw s zwykle róne pomidzy kad par znaków. Na 
szczcie, wikszo opracowanych algorytmów dla problemu (δ, α) daje si 
łatwo zaadoptowa dla wyszukiwania w sekwencjach białkowych. 
Nowe algorytmy dla wymienionych problemów (równie w wersji 
transposition-invariant, tzn. z moliw zmian tonacji jednej z pary sekwencji 
muzycznych) wykorzystuj nastpujce techniki algorytmiczne: rzadkie 
programowanie dynamiczne (ang. sparse dynamic programming), równoległo 
bitow, oszczdne pamiciowo symulacje automatów NFA oraz filtracj. 
Mnogo przedstawionych nowych wyników wie si z faktem, i aden 
algorytm nie dominuje, w sensie teoretycznym lub praktycznym, w pełnym 
spektrum scenariuszy; przeanalizowano szczegółowo zalenoci midzy 
złoonoci czasow przetwarzania wstpnego (preprocessingu) a czasu 
właciwego szukania w opracowanych algorytmach, a take zalenoci midzy 
złoonoci przypadku redniego a najgorszego. Przykładowo, optymalizacja 
algorytmu pod ktem redniej złoonoci czasowej czsto pogarsza jego 
złoono w przypadku najgorszym. 
Jednym z wanych otrzymanych wyników jest algorytm bitowo-równoległy 
wyszukiwania w modelu (δ, α) o złoonoci fazy szukania  ( )wmnO , który 
mona w naturalny sposób dostosowa do scenariusza, w którym pojawiaj si 
przerwy ujemne; niekonwencjonalny ten model ma zastosowanie w analizie 
białek i do tej pory uwaano ów problem za trudny (wg wiedzy autora, niewiele 
istniało wczeniej algorytmów dla tego wariantu problemu i nie miały one 
interesujcej złoonoci w przypadku najgorszym). Równie wyniki 
eksperymentalne opracowanych algorytmów potwierdzaj ich zalety. Rys. 3 
pokazuje zalenoci midzy długoci wzorca m a czasem wyszukiwania dla 
modelu (δ, α) przy parametrach δ = 1, α = 2. Jak wida na rysunku (czas 
wyraony w skali logarytmicznej), klasyczny algorytm programowania 
dynamicznego (DP) jest wielokrotnie wolniejszy od wikszoci algorytmów 
zaproponowanych (m. in. Simple, BMH+Simple, Sparse Dynamic Programming 
Column-Wise (SDP CW)), a co gorsza, jego wydajno spada liniowo wraz z 
długoci wzorca, w przeciwiestwie do wikszoci nowych algorytmów. 
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Rys. 3. Czasy szukania wzorca w modelu (δ, α) przy parametrach δ = 1, α = 2 
 
Osignite wyniki, otrzymane we współpracy z Kimmo Fredrikssonem, 
zostały opublikowane w pracach [15]–[19]. 
 
6. WYSZUKIWANIE W TEKCIE SKOMPRESOWANYM 
 
Jeszcze inne zagadnienie badawcze to wyszukiwanie online w danych 
dostpnych w postaci skompresowanej, bez „jawnej” dekompresji. Scenariusz 
ten jest stosunkowo nowym, intensywnie badanym paradygmatem 
wyszukiwania. Osignite w Katedrze wyniki to: prosty, lecz efektywny, 
algorytm kompresji oparty na q-gramach, pozwalajcy na wyszukiwanie 
pełnotekstowe (współpraca z Kimmo Fredrikssonem, publikacja [20] w pimie 
Information Processing Letters) oraz poprawa efektywnoci istniejcych kodów 
bajtowych, w przypadku tekstów statycznych [21]. Podkreli naley, e 
wyszukiwanie w zaproponowanym algorytmie kompresji, dla „długich” wzorców 
(w praktyce dla tekstów w jzyku naturalnym oznacza to minimaln długo 7 
lub 9 znaków) jest znacznie szybsze ni wyszukiwanie w równowanym tekcie 
nieskompresowanym (nie kady z algorytmów tej kategorii cechuje si t zalet), 
co ukazuje rys. 4.  
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Rys. 4. Czasy szukania wzorców krótkich i długich w pliku dickens o rozmiarze 
10.2 MB. Dla wzorców długich szukanie w tekcie skompresowanym („direct search”) 
trwa krócej ni w tekcie w postaci oryginalnej („search decompressed”) 
 
Algorytm ten demonstruje, w jaki sposób znane wczeniej kody bajtowe, np. 
(s,c)-DC [22], uywane w kompresji „na słowach”, mog by dostosowane do 
scenariusza pełnotekstowego, a zatem poszerza on znacznie zakres ich 
stosowania. 
 
7. SKOMPRESOWANE INDEKSY PEŁNOTEKSTOWE 
 
Indeksy pełnotekstowe, wg definicji, pozwalaj na wyszukiwanie dowolnych 
fraz w tekcie, a nie tylko fraz złoonych z pełnych wyrazów. Tym samym 
pozwalaj one na „obsług” np. jzyków orientalnych (gdzie nie istnieje 
odpowiednik spacji, tj. naturalna segmentacja tekstu), sekwencji 
bioinformatycznych, kodów jzyków programowania (gdzie segmentacja moe 
utrudniona) czy muzycznych sekwencji nutowych. Rzecz jasna, indeksy 
pełnotekstowe działaj równie z jzykami, w których podział na słowa jest 
naturalny (np. polski, angielski). Indeksy pełnotekstowe znane s od lat 70-tych 
(drzewo sufiksowe), jednak w dopiero ok. roku 2000 pojawiły si pierwsze 
skompresowane indeksy pełnotekstowe i od tej pory zagadnienie to przeywa 
niezwykle dynamiczny rozwój (kilkadziesit wartociowych prac, które pojawiły 
si w ostatnich 9–10 latach). Oszczdne pamiciowo indeksy mona uy np. dla 
sekwencji DNA liczonych w gigabajtach, gdzie uycie drzewa sufiksowego jest 
praktycznie wykluczone (potrzebuje ono ok. 20 razy wicej pamici ni 
wymagana dla przechowania samej indeksowanej sekwencji). 
W Katedrze Informatyki Stosowanej opracowano ide bardzo prostego 
(niemniej efektywnego) indeksu skompresowanego z rodziny indeksów FM 
(wykorzystujcych transformat Burrowsa–Wheelera), o nazwie FM-Huffman. 
Indeks ten, realizujcy operacje count (zliczanie trafie), locate (zwracanie 
pozycji trafienia) i display (wywietlanie kontekstu wokół danego trafienia), 
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poddano szczegółowej analizie i zaproponowano szereg odmian o lepszych 
własnociach uytkowych ni rozwizanie oryginalne. Współautorami byli 
(m.in.) prof. Gonzalo Navarro z Uniwersytetu Chilijskiego oraz dr Veli Mäkinen 
z Uniwersytetu w Helsinkach, czołowi eksperci w dziedzinie indeksów 
skompresowanych. Ta midzynarodowa współpraca w licznym gronie 
zaowocowała publikacjami [23]–[26] (artykuły z konferencji SPIRE’04, PSC’05, 
PSC’06 oraz artykuł w pimie International Journal of Foundations of Computer 
Science (2006)).  
 
8. PODSUMOWANIE 
 
Opracowane algorytmy czsto wykorzystuj „modne” w ostatnich latach 
podejcia: równoległo bitow oraz zastosowanie kompresji. Obok analiz 
teoretycznych, wikszo z zaproponowanych algorytmów zaimplementowano i 
poddano weryfikacji przy uyciu testów empirycznych, a osignite wyniki 
zwykle pozwalaj zaliczy nowe metody do najefektywniejszych dla danych 
problemów. 
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NEW ALGORITHMS FOR EXACT 
AND APPROXIMATE TEXT MATCHING 
 
Abstract 
 
This work presents main results in the domain of text algorithms obtained in 
Computer Engineering Dept. in the years 2004-2009. The algorithms concern 
various exact and approximate string matching problems, also in the recently 
actively developed scenario involving compression. 
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