Abstract. The question of how to certify the non-negativity of a polynomial function lies at the heart of Real Algebra and it also has important applications to Optimization. In the setting of symmetric polynomials Timofte[11] provided a useful way of certifying non-negativity of symmetric polynomials that are of a fixed degree. In this note we present more general results which naturally generalize Timofte's setting. We investigate families of polynomials that allow special representations in terms of power-sum polynomials. These in particular also include the case of symmetric polynomials of fixed degree. Therefore, we recover the consequences of Timofte's original statements as a corollary. Thus, this note also provides an alternative and simple proof of Timofte's original statements.
Introduction
Certifying that a polynomial function f ∈ R[X 1 , . . . , X n ] assumes only nonnegative values has been one of the motivations of Real Algebraic Geometry. These questions have turned out also to be very important to applications in optimization. In recent years there has been some interest to this question in the case of particularly structured situations, for example when the polynomial is invariant by the action of a group. In this note we investigate a particular instance of this situation namely that of symmetric polynomials. In this setting Timofte [11] introduced the following so called half-degree principle: Let f be a polynomial in n real variables of degree 2k such that f is invariant by all possible permutations of these variables. Then, if the inequality f (p) ≥ 0 holds on all points p ∈ R n that do not have more than k distinct components it is valid for all p ∈ R n . Furthermore, for a semi algebraic set S which is described by symmetric polynomials g 1 , . . . , g m such that every symmetric polynomial g i has at most degree k emptiness can be certified on the points with at most k distinct components. This observation is called the degree principle.
Algorithmically both the half degree and the degree principle can help to efficiently check for non-negativity of a symmetric polynomial respectively emptiness of a symmetric semi-algebraic set in the following way: An ordered sequence ϑ := (ϑ 1 , . . . , ϑ k ) of non-negative integers with
To a given symmetric polynomial f of degree 2d and ϑ ⊢ d n one defines the k-variate
Using this notation the half-degree principle amounts to say that if for all ϑ ⊢ d n the resulting polynomials f ϑ are non negative on R k also the original polynomial f is non-negative as a function on R n . Since for fixed k the number of possible k partition of n is bounded by n k , this result thus shows that the complexity of deciding if a symmetric polynomial of a fixed degree is non-negative grows only polynomially with n. Similarly, this construction can be applied appropriately to any semi algebraic set S defined by polynomials whose degree is bounded by a given number. This idea has remarkable consequences for example in SDP-relaxations for optimization tasks defined by symmetric polynomials [8, 2] , or the study of topological complexity of projections of general (i.e. non-symmetric) semi-algebraic sets [1] . In the sequel we want to argue that both the degree principle and the half degree principle can be established using the method of Lagrangian multipliers. We will actually proof a slightly more general statement in order to show that this proof is not only most elementary in its arguments but also able to generalize to other situations.
Some generalizations of the degree principle
One of the main observations in the proof of the degree principle is the representation of a symmetric polynomial of degree d in terms of generators of the polynomial algebra of symmetric polynomials: For each integer i ∈ N define the power sum polynomials
The following statement is classical and sometimes referred to as the fundamental theorem of symmetric polynomials.
Since the the decomposition which is described in the above statement is unique, it follows in particular, that every polynomial of of a given degree d ≤ n has the following decomposition
We will generalize this property by looking at symmetric polynomials that are representable by few power sums. Definition 2.3. Let J ⊂ N of cardinality d. Then a symmetric polynomial f is J−sparse, if it admits a representation in terms of the power sums associated to J, i.e.,
The property defined above is indeed a straight forward generalization of the requirement of looking at polynomials of fixed degree. Indeed, every symmetric polynomial of degree d is {1, . . . , d} -sparse.
Although in general a symmetric polynomial might not be given in its representation in terms of power sums the following observation provides an easy test to see if a given polynomial is J -sparse.
n×n denote the Jacobian Matrix of the polynomials p 1 , . . . , p n with respect to the indeterminants X 1 , . . . , X n . Further, for every p ∈ R[X], let ∇p ∈ R[X] n denote the gradient vector field. Since f = g(p 1 , . . . , p n ) for some polynomial ∈ R[Z 1 , . . . , Z n ] it follows that ∇f = (∇g) t · V, which in turn yields ∇g = (V −1 · ∇f ) t . Now let J ⊂ {1, . . . , n} be such that ∇g j = 0 for all j ∈ J. Then obviously, f is J−sparse.
The following definitions will be used to phrase the statements.
Definition 2.5. Let x := (x 1 , . . . , x n ) ∈ R n , then
A k := {x ∈ R n : n(x) ≤ k}, and (4) A l,k := {x ∈ R n : n + (x) ≤ l and n(x) ≤ k}.
Having this definition at hand the following Theorem provides a way to create a wide class of symmetric semi-algebraic sets for which emptiness can be checked by restricting to special test sets. In particular in the case of bounded degree we immediately recover the degree principle: Corollary 2.7 (Degree Principle). Let S ⊂ R n be a semi-algebraic set defined by symmetric polynomials of degree at most d, then S = ∅ if and only if S ∩ A k = ∅, where k = max{2, d}.
We will give an easy proof to the above Theorem using the classical Descartes' rule of signs in the proofs. This statement attributed to Descartes is concerned with the number of positive and negative roots of a univariate polynomial. Let
be a univariate polynomial with real coefficients. We define ν to be the number of variations in sign of the sequence of coefficients a 0 , . . . , a n , i.e. the number of values of times such that the sign of the sequence a 0 , . . . , a n changes.
Proposition 2.8 (Descartes' rule of signs). Let f (t) ∈ R[t]
be a univariate polynomial. Then the number of positive roots, i.e. t 0 ∈ (0, ∞) with f (t 0 ) = 0 is at most ν.
Now we are in the position to prove the main Theorem
Proof of Theorem 2.6. (1) We assume that all of j 1 , . . . , j d are even. The other cases will follow with similar arguments. Let y ∈ S(f 1 , . . . , f l ), set
and consider 
Since
j , this in turn implies that each of the components of ζ is a root the univariate polynomial
which has at most d + 1 non zero coefficients. By the Fundamental Theorem of Algebra the number of distinct non zero roots cannot exceed j d − j 1 + 1. Since j 1 , . . . j d are even, we may assume that all the components of ξ are non-negative. Using Descartes' rule of signs we find that the number of distinct positive roots is also bounded by the number of sign changes in the sequence of these d + 1 coefficients. Therefore setting k := min{j d − j 1 + 1, d} we can infer that there exist real numbers ξ 1 , . . . , ξ k such that for each component ζ i of ζ we have ζ i ∈ {0, ξ 1 , . . . , ξ k }. Hence ζ consists of at most k distinct non-zero components.
(2) Now we only assume that at least one of j 1 , . . . , j d is even. In this situation only the argument with Descartes' Rule of signs needs to be adjusted: Since we no longer can assume that ζ consist of only non-negative components, the bound becomes 2d − 1.
(3) In this case the compactness of H(a 1 , . . . , a n ) can not be assumed. To overcome this we just additionally define j ′ := j 1 + 1 which will be even and we can just apply the pervious arguments to this slightly altered situation to arrive at the announced bound in this case.
Half-degree principle
In the case of one polynomial inequality the half-degree principle given [11] could give a stronger result. In this section we give elementary proof for this half degree principle. We remark that this idea of proof can easily be generalized to various situations where an inequality is given that has special representation in terms of power sums. Proof. (1) : We will show that for x ∈ R n there is y ∈ A k such that f (y) ≤ f (x). Let x ∈ R n and assume that s := n(x) > k. Define a 1 := p 1 (x), . . . , a k := p k (x) and similarly to the proof above above consider
We take a look at the optimization problem
which is upper bonded by f (x). Since f is of degree d ≥ n it can be represented in the form
This in turn implies that on H(a 1 , . . . , a k ) the function f is equivalent to the linear combination of power sums,
The first oder condition is equivalent to
from which we again deduce that the components of ξ must be roots of a univariate polynomial of degree at least d − 1. Therefore n(ξ) ≥ d is only possible if all ℓ i = 0. But then φ is constant on H(a 1 , . . . , a k ). From Theorem 2.6 we then deduce that there is η ∈ H(a 1 , . . . , a k ) ∩ A k and we actually have f (ξ) = f (η).
Now we assume that k < s < d and that not all ℓ i = 0. Further, we will assume that ℓ k+1 = 0 Since ∇p k+1 (ξ), . . . , ∇p d (ξ) are linearly independent, we find, that if ∇φ(ξ) is linearly dependent from ∇p 1 (ξ), . . . , ∇p k+1 (ξ), also ∇p k+1 (ξ) has to be linearly dependent from the later ones. However, this is impossible, again be considerations of the univariate polynomial of degree k which all the components of ξ then have to fulfill.
The only case which now remains is the case, where ℓ k+1 = 0. In this case we argue as follows using perturbations: We look at φ ε := φ + ε · p k+1 . Now for every ε > 0 can argue like before and get min 
φ(x)
and since A k is closed, we can conclude.
(2) : Just observe that the polynomial f is copositive iff := f (X 2 1 , . . . , X 2 n ) non-negative. On the argues along the same lines observing thatf has a representation with only even power sums.
(3) : Suppose V = ∅. Then min x∈R n f (x) ≤ 0 and min x∈R n −f (x) ≥ 0. Therefore it follows from (1) that there is y 1 , y 2 ∈ A k such that f (y 1 ) ≤ 0 and f (y 2 ) ≥ 0. Since A k is connected the statement follows.
