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1. Introduction
Recently, there has been much interest in the following copositive program problem (see [1–9]):
min 〈C, X〉,
s.t. 〈Ai, X〉 = bi, i ∈ I = {1,2, . . . ,m},
X ∈ C, (1.1)
where C, Ai ∈Rn×n , bi ∈R, C is the cone of copositive matrices, that is,
C = {A ∈ S: xT Ax 0 for all x ∈Rn+},
S is the set of symmetric n × n matrices and 〈A, B〉 := trace(B A) = ∑ni, j=1 aijbi j . It is easy to see that the copositive cone
is signiﬁcantly larger than both the semideﬁnite and the nonnegative matrix cones. However, at present, little attention is
paid to the following copositive complementarity problem (CCP)
X ∈ C, F (X) ∈ C∗, 〈X, F (X)〉= 0, (1.2)
where F : S→ S, C∗ = conv{xxT : x ∈Rn+} is the dual cone of C . We assume that F (0) = 0 throughout this paper. Obviously, it
is a generalization of the semideﬁnite complementarity problem (see [10,21]). This follows that it is interesting to study the
copositive complementarity problems. In this paper, we focus on the solvability of the copositive complementarity problems.
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tarity problems and variational inequality problems. The concept of exceptional family of elements for a continuous function
was ﬁrst introduced in 1984 by Smith [11]. Later on, using the topological degree, a more general notion of exceptional fam-
ily of elements was introduced by Isac et al. [13]. Using this notation, some existence theorems of a solution to nonlinear
complementarity problems were presented in [12,13]. This concept was extended to study existence conditions of a solution
to variational inequality problems [14–16]. Recently, this notation was extended to study existence conditions of a solution
to semideﬁnite complementarity problems [17,18].
Motivated by the previous researches [11–18], in this paper, we introduce a concept of exceptional family for CCP,
which extends the concept of exceptional family of elements introduced by Smith [11] for a continuous function. Using this
concept, we establish a general existence theorem for CCP, and several suﬃcient existence conditions of a solution to CCP
are obtained.
The remainder of this paper is organized as follows. The preliminary results which will be used in this paper are stated
in Section 2. In Section 3, we introduce the concept of exceptional family for CCP and prove an essential result. In Section 4,
we discuss the conditions under which the problems (1.2) does not possess an exceptional family. Conclusions are drawn in
Section 5.
2. Preliminaries
First, we recall brieﬂy the notation and some key properties of topological degree that will be used below.
Given a continuous mapping F : C0 ⊂ Rn → Rn and a vector y ∈ Rn , one often needs to know the number of solutions to
the equation F (x) = y belonging to a particular set C0 ⊂ Rn . We can counts ﬁrst the number of solutions x ∈ C0 for which
the mapping F keeps its “orientation” at some vicinity of the point x, and then subtracts from it the number of solutions
in C0 at which the “orientation” switches to the opposite. The obtained natural number is called a topological degree of the
mapping F at the point y with respect to the set C0 and is often denoted by the symbol deg(F ,C0, y).
Theorem 2.1 (Poincaré–Bohl theorem). (See [19].) Let C0 ⊂ Rn be an open bounded subset and F ,G : cl C0 → Rn be two continuous
mappings. If y ∈Rn is an arbitrary vector satisfying the condition
y = H(z, t), z ∈ ∂C0, t ∈ [0,1],
where H : cl C0 × [0,1] →Rn is the homotopy
H(z, t) = tG(z) + (1− t)F (z),
then deg(G,C0, y) = deg(F ,C0, y).
Theorem 2.2 (Kronecker theorem). (See [19].) Let C0 ⊂ Rn be an open bounded subset and F : cl C0 →Rn be a continuous mapping.
If y /∈ F (∂C0) and deg(F ,C0, y) = 0, then the equation F (x) = y has a solution in C0 .
Since S is a ﬁnite dimensional Euclidean space (with dim S= n(n+1)2 ), all the above theorems are well applicable to the
considered problem.
Thanks to Moreau’s decomposition theorem [20], any matrix a ∈ S can be decomposed in the form
a = [a]+ − [a]−,
〈[a]+, [a]−〉= 0,
where [a]+ denotes the orthogonal projection onto C: [a]+ = argminy∈C‖a− y‖, ‖x‖ =
√〈x, x〉, [a]− denotes the orthogonal
projection onto C∗ .
Similar to Lemma 2.1 in [21], we get the following result which is important throughout this paper.
Lemma 2.1. For (a,b) ∈ S× S, the following assertions are equivalent:
(i) a ∈ C , b ∈ C∗ , 〈a,b〉 = 0;
(ii) a = [a − b]+ .
Proof. “⇒” Consider any a ∈ C , b ∈ C∗ satisfying 〈a,b〉 = 0. For any c ∈ C ,
∥∥(a − b) − c∥∥2 = ‖a − c‖2 + 2〈c − a,b〉 + ‖b‖2 = ‖a − c‖2 + 2〈c,b〉 + ‖b‖2.
Since b ∈ C∗ , we get 〈c,b〉 0, the right-hand side attains its minimum at c = a, i.e., a = [a − b]+ .
“⇐” Consider any a ∈ C , b ∈ C∗ satisfying a = [a − b]+ . Then a ∈ C and
0
∥∥(a − b) − c∥∥2 − ‖b‖2 = ‖a − c‖2 + 2〈c − a,b〉, ∀c ∈ C.
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sides by t and letting t → 0 yields 0 〈z,b〉 for all z ∈ C , i.e., b ∈ C∗ . Similarly, for any t ∈ (0,1], we have (1 − t)a ∈ C and
the above relationship yields 0 t2‖a‖2 − 2t〈a,b〉. Dividing both sides by t and letting t → 0 yields 0−〈a,b〉. In view of
〈a,b〉 0, we get 〈a,b〉 = 0. 
From Lemma 2.1, we can get the following lemma.
Lemma 2.2. X∗ solves CCP (1.2) if and only if X∗ = [X∗ − F (X∗)]+ .
Lemma 2.3. The CCP (1.2) has a solution if and only if there exists X∗ ∈ S such that X∗− = F (X∗+).
Proof. “⇐” If X∗− = F (X∗+), then X∗+ solves CCP (1.2).
“⇒” If X solves CCP (1.2), in view of Lemma 2.2, then X∗ = X − F (X) satisﬁes F (X∗+) = X∗− . 
3. Exceptional family for CCP
We now introduce the concept of exceptional family for the copositive complementarity problems CCP (1.2).
Deﬁnition 3.1. A sequence {Xr}r>0 ∈ C is said to be an exceptional family for CCP, if and only if, for every r > 0, there exists
μr > 0 such that the matrix Sr = F (Xr) + μr Xr satisﬁes the following condition:
Sr ∈ C∗,
〈
Sr, X
r 〉= 0, ∥∥Xr∥∥→ +∞ (r → +∞).
Remark 3.1. The above deﬁnition generalizes the ones for an exceptional family of elements introduced in [12,13,17,18].
In what follows, we will establish an existence theorem for CCP.
Theorem 3.1. If F : S→ S is a continuous mapping, then CCP (1.2) has either a solution or an exceptional family.
Proof. Using Lemma 2.3, we know that the solvability of the problem CCP is equivalent to the problem of ﬁnding an X ∈ S
such that
X− = F (X+).
Let G(X) = F (X+) − X− , the problem is now to solve the equation
G(X) = 0. (3.1)
We examine problem (3.1) in detail. Obviously, the mapping G(X) : S→ S is continuous. Consider a family of spheres Vr
and open balls Wr :
Vr =
{
X ∈ S: ‖X‖ = r}, Wr = {X ∈ S: ‖X‖ < r}.
We consider the homotopy between the identity mapping and G , i.e.,
H(X, t) = t X + (1− t)G(X); t ∈ [0,1].
Two cases are possible:
(A) There is an r > 0 such that
H(X, t) = 0, ∀X ∈ Vr, ∀t ∈ [0,1].
Then Theorem 2.1 implies deg(G,Wr,0) = deg(I,Wr,0) = 1. Therefore, we know that problem (3.1) is solvable from Theo-
rem 2.2, i.e., problem (1.2) is solvable.
(B) For every r > 0, there exist a matrix Xr ∈ Vr and a scalar t ∈ [0,1) such that H(Xr, tr) = 0.
If tr = 0, then Xr solves (3.1), which again implies solvability of problem (1.2). If tr > 0, then
tr X
r+ + (1− tr)F
(
Xr+
)= Xr−. (3.2)
Dividing both parts by (1− tr), we obtain
F
(
Xr+
)+ μr Xr+ = 1 Xr−,1− tr
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r → +∞. On the contrary, we suppose that there exists a subsequence {r j} → +∞( j → +∞) such that {Xr j+} is bounded.
In this case, it follows that
∥∥Xr j−∥∥=
√
r j2 −
∥∥Xr j+∥∥2 → +∞, j → +∞. (3.3)
Let r = r j in (3.2), we get
tr j X
r j
+ + (1− tr j )F
(
X
r j
+
)= Xr j− . (3.4)
Eq. (3.3) shows that the right-hand side of (3.4) is unbounded. On the other hand, the left-hand side of (3.4) is bounded
since F is a continuous mapping. This contradiction completes the proof. 
4. Existence conditions of a solution to CCP
In this section, we deduce some suﬃcient conditions that guarantee existence of solutions to the copositive complemen-
tarity problems.
Firstly, we extend Isac–Carbone’s condition and Karamardian’s condition [12] to CCP as follows.
Deﬁnition 4.1. We say that F : S→ S satisﬁes Isac–Carbone-type condition if there exists ρ > 0 such that for all X ∈ S with
‖X‖ ρ , there exists Y ∈ C with ‖Y‖ < ‖X‖ such that〈
X − Y , F (X)〉 0.
Theorem 4.1. Let F : S → S be a continuous mapping. If F satisﬁes Isac–Carbone-type condition, then there exists no exceptional
family for CCP and problem (1.2) is solvable.
Proof. Suppose that CCP has an exceptional family {Xr}r>0 ⊂ C . We have
Sr = F
(
Xr
)+ μr Xr ∈ C∗, μr > 0 (r > 0),〈
Sr, X
r 〉= 0 (r > 0), ∥∥Xr∥∥→ +∞, r → +∞.
Take r > 0 such that ‖Xr‖ > ρ . Since F satisﬁes Isac–Carbone-type condition, there exists Yr ∈ C such that ‖Yr‖ < ‖Xr‖ and
〈Xr − Yr, F (Xr)〉 0. We have
0
〈
Xr − Yr, F
(
Xr
)〉= 〈Xr − Yr, Sr − μr Xr 〉
= 〈Xr − Yr, Sr 〉− μr∥∥Xr∥∥2 + μr 〈Yr, Xr 〉
−μr
∥∥Xr∥∥(∥∥Xr∥∥− ‖Yr‖)< 0,
which is impossible. Hence, there exists no exceptional family for CCP and problem (1.2) is solvable. 
Deﬁnition 4.2. We say that F : S→ S satisﬁes Karamardian-type condition on C if there exists a nonempty bounded subset
D ⊂ C such that for every X ∈ C \ D , there exists Y ∈ D such that〈
X − Y , F (X)〉 0.
Theorem 4.2. If F : S→ S satisﬁes Karamardian-type condition on C , then F satisﬁes Isac–Carbone-type condition.
Proof. Let D ⊂ C be the set deﬁned by Karamardian-type condition. Since D is bounded, then there exists ρ > 0 such that
D ⊂ Bρ ∩ C , where Bρ = {X ∈ S: ‖X‖  ρ}. For any X such that ‖X‖ > ρ , there exists Y ∈ D (‖Y‖  ρ < ‖X‖) such that
〈X − Y , F (X)〉 0. Hence Isac–Carbone-type condition is satisﬁed.
We extend the coercivity condition and p-order coercivity condition [15,22] to CCP as follows. 
Deﬁnition 4.3. A function F : S→ S is said to be coercive with respect to C , if there exists X̂ ∈ C such that
lim
X∈C,‖X‖→+∞
〈F (X), X − X̂〉
‖X‖ → +∞.
A function F : S→ S is said to be p-order coercive with respect to C , if there exists p ∈ (−∞,1) and X̂ ∈ C such that
lim
X∈C,‖X‖→+∞
〈F (X), X − X̂〉
‖X‖p → +∞.
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exists no exceptional family for CCP (1.2).
Proof. If 0 p < 1, then from the deﬁnition of p-order coercivity, we have
lim
X∈C,‖X‖→+∞
〈
F (X), X − X̂ 〉= +∞.
If −∞ p < 0, then for any sequence {Xr} ⊂ C with ‖Xr‖ → +∞ (r → +∞), the deﬁnition of p-order coercivity implies
that there exists a point Xr with ‖Xr‖ > ‖ X̂‖ such that
〈
Xr − X̂, F (Xr)〉 0.
The two relations imply the conditions of Theorem 4.1. Thus the conclusion of this theorem is an immediate conse-
quence. 
The following results extend monotone property and (strictly) weakly proper for CP, VIs and SDCP to CCP.
Deﬁnition 4.4. A mapping F : S→ S is said to be
(a) quasimonotone on C if, for every X, Y ∈ C , X = Y , we have
〈
Y − X, F (X)〉> 0 ⇒ 〈Y − X, F (Y )〉 0;
(b) pseudomonotone on C if, for every X, Y ∈ C , X = Y , we have
〈
Y − X, F (X)〉 0 ⇒ 〈Y − X, F (Y )〉 0.
Deﬁnition 4.5. A mapping F : S→ S is said to be
(a) weakly proper on C , if for every sequence {Xr} ⊂ C with limr→+∞ ‖Xr‖ = +∞, there exist an X̂ ∈ C and some r such
that
〈
Xr − X̂, F ( X̂)〉 0, ∥∥Xr∥∥> ‖ X̂‖;
(b) strictly weakly proper on C , if for every sequence {Xr} ⊂ C with limr→+∞ ‖Xr‖ = +∞, there exist an X̂ ∈ C and some
r such that
〈
Xr − X̂, F ( X̂)〉> 0, ∥∥Xr∥∥> ‖ X̂‖.
Theorem 4.4. Let F : S→ S be a continuous mapping. If F is pseudomonotone on C , then the following conditions are equivalent:
(i) CCP (1.2) has no exceptional family;
(ii) F is weakly proper on C;
(iii) CCP (1.2) has at least a solution.
Proof. “(ii) ⇔ (iii)”. Suppose that the problem (1.2) has a solution X∗ . It follows from (1.2) that
〈
X − X∗, F (X∗)〉 0, ∀X ∈ C,
which implies that F is weakly proper on C with X̂ = X∗ . On the other hand, assume that F is weakly proper on C . By
Deﬁnition 4.5(a), there exist X̂ ∈ C such that for every sequence {Xr} ⊂ C with limr→+∞ ‖Xr‖ = +∞, there exists some r
such that
〈
Xr − X̂, F ( X̂)〉 0, ∥∥Xr∥∥> ‖ X̂‖.
Since F is a pseudomonotone mapping, we have
〈
Xr − X̂, F (Xr)〉 0, ∥∥Xr∥∥> ‖ X̂‖,
which implies that CCP (1.2) has at least a solution by Theorem 4.1.
“(i) ⇔ (ii)”. In view of Theorem 3.1, similar to the above proof and the above statement, we can obtain (i) and (ii) are
equivalent. 
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least a solution.
Proof. Suppose that CCP has an exceptional family {Xr} ⊂ C . It follows that, for every r > 0, there exists μr > 0 such that
the matrix Sr = F (Xr) + μr Xr satisﬁes the following condition:
Sr ∈ C∗,
〈
Sr, X
r 〉= 0, ∥∥Xr∥∥→ +∞ (r → +∞).
Since F is strictly weakly proper on C , there is X̂ ∈ C such that for every sequence {Xr} ⊂ C with limr→+∞ ‖Xr‖ = +∞,
there exists some r such that
〈
Xr − X̂, F ( X̂)〉> 0, ∥∥Xr∥∥> ‖ X̂‖.
Taking into account that F is quasimonotone on C , we have
〈
Xr − X̂, F (Xr)〉 0, ∥∥Xr∥∥> ‖ X̂‖.
So, it follows from the above relationship that
0
〈
Xr − X̂, F (Xr)〉= 〈Xr − X̂, Sr − μr Xr 〉−μr∥∥Xr∥∥(∥∥Xr∥∥− ‖ X̂‖)< 0,
which is impossible. The proof is complete. 
5. Conclusions
In this paper, we extend the concept of exceptional family to complementarity problems over the cone of symmetric
copositive real matrices, and propose an existence theorem for the copositive complementarity problem. Extensions of Isac–
Carbone’s condition, Karamardian’s condition, weakly properness and coercivity are also introduced. Several applications of
these results are presented, and we prove that without exceptional family is a suﬃcient and necessary condition for the
solvability of pseudomonotone copositive complementarity problems.
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