A decadal climate prediction was performed by a coupled global climate model FGOALS_gl developed by the State Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid Dynamics (LASG) within the Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences. First, an Incremental Analysis Updates (IAU) scheme was applied to assimilate surface and subsurface ocean temperature and salinity fields derived from oceanic objective analysis data, for the initialization of the ocean component of the model. Starting from the initialized states, hindcast integrations were performed with the specified historical solar cycle variations, concentrations of greenhouse gasses and sulfate aerosol, following the standard 20C3M scenario used in phase three of the Coupled Model Intercomparison Project (CMIP3). Based on the hindcast integrations, we performed forecast integrations under the radiative forcing of the A1B scenario in the CMIP3. Compared with the 20C3M run, the hindcast integrations have a much higher ability to simulate the decadal variability of SST (Sea Surface Temperature) in the tropical central-eastern Pacific and mid-latitude northeastern Pacific. This suggests that the ocean initialization is able to enhance the model skill in the regions with large decadal variability. The forecast integrations suggest that the SST in the tropical central-eastern Pacific has reached its trough phase, and will gradually increase in the following 10-15 years. Meanwhile, the global mean surface temperature predicted by the forecast integrations increases slower than that projected by the A1B scenario run over 2000-2010, but faster than the latter after that. 
Climate change over the next 10-30 years, referred to as decadal climate variability, is an issue of great concern because of the potential substantial impacts on economic and social development [1, 2] . The prediction of decadal variability is specified as one of the core experiments within phase five of the Coupled Model Intercomparison Project (CMIP5), the results of which will be used in the fifth assessment report (AR5) of the Intergovernmental Panel on Climate Change (IPCC) [3] .
There are three main factors influencing the skill with which decadal variability is predicted namely, the external forcing, the inertia of the climate system, and the intrinsic variability of the climate system [1] . The external forcing includes natural external forcing (solar cycle variation and volcanic eruption) and anthropogenic effects (emissions of greenhouse gasses and aerosol) [4] . The inertia of the climate system is caused by slow oceanic variability because of its large heat capacity and stable stratification. Previous studies found that even if the concentration of greenhouse gasses remained in the present state, the global mean surface temperature will increase at a rate of about 0.1°C/10a, to a total temperature increase of 0.6°C by 2100 [5] . The above two factors have been fully addressed in the studies of climate change during the last several decades. A series of numerical experiments reported on in the IPCC AR4 were conducted to project global temperature change over the next 100 years under different emission scenarios. However, the IPCC AR4 also noted that in terms of the results of the ensemble of coupled global climate models (CGCMs), the magnitude of the global temperature warming trend and its spatial pattern over the next several decades is not sensitive to the different emission scenarios [6] .
Since 2007, some climate research centers tried to use CGCMs to make decadal climate predictions [7] [8] [9] [10] . In contrast to climate prediction on interannual or shorter time scales, or climate projections on centurial or longer time scales, the decadal climate prediction is a combination of initial and external forcing factors, that is, both the model initial conditions and the external radiative forcing have impacts on the prediction results [1] . From a technical point of view, how to specify the external forcing is analogous to previous climate projection experiments, however, how to initialize CGCMs is still an open and challenging question. For example, Keenlyside et al. [7] applied a SST nudging approach, restoring the simulated SST to the observational SST. Based on the simple initialization approach, the CGCM ECHAM5/MPI-OM showed some skill in the prediction of decadal variation of the Atlantic meridional oscillation circulation (AMOC) and the climate in the North Atlantic Rim. Mochizuki et al. [8] used an Incremental Analysis Update scheme (IAU) to assimilate the ocean temperature and salinity over the upper 700 m derived from objective analysis data. They found that based on the initialization scheme, the CGCM MIROC showed some skill in the prediction of the Pacific decadal oscillation (PDO).
In this study, we used a state-of-the-art coupled global climate model FGOALS_gl developed in LASG/IAP/CAS to perform decadal climate prediction experiments. Based on the analysis of the experiment results, the experiment strategy was carried out by a new model version in LASG/ IAP to participate the CMIP5.
1 Model, experiment design and data
The model
FGOALS_gl is a low-resolution CGCM developed in the State Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid Dynamics (LASG) at the Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences (hereafter LASG/IAP). It is designed for long-term and fast integrations [11] . Its atmospheric component is the low-resolution version of the Grid Atmospheric Model of IAP/LASG (GAMIL), with a horizontal resolution of 5° (longitude) × 4° (latitude) and 26 vertical levels [12] . The ocean component is the LASG/IAP Climate Ocean Model (LICOM), with a horizontal resolution of 1° × 1° and 30 vertical levels [13] . The land and ocean ice components are the Community Land Model (CLM) [14] and Community Sea Ice Model (CSIM) [15] , developed by the National Center for Atmospheric Research (NCAR). The four components are coupled through a coupler CPL5 developed by NCAR. The FGOALS_gl model has been used in the simulations of atmospheric temperature evolution in the 20th century [16] ; tropical air-sea interaction [17] ; cloudradiation feedback [18] , climate change over the past millennium [19, 20] and North Pacific decadal variability [21] .
Experiment design
The following three simulations were performed with the FGOALS_gl.
(1) The FGOALS_gl was integrated from 1850 to 2000, with the historical radiative forcing following the IPCC AR4 20C3M scenario. The radiative forcing fields include the concentrations of greenhouse gasses and sulfate aerosols, solar cycle variations and major volcanic eruptions. The radiative effects of the volcanic eruptions were considered by changing solar cycle variations. Subsequently the run was extended to 2020 under the A1B scenario. The total integration is referred to as 20C3M+A1B run.
(2) The Incremental Analysis Updates (IAU) scheme was used to assimilate ocean temperature and salinity over the upper 1000 m derived from the objective analysis data EN3_v2a. The assimilation integration was from 1950-2005. The assimilation processes were confined in 70°S-70°N, in which 60°-70°S and 60°-70°N are set as transitional zones. Poleward of 70°S and 70°N, the model components were freely coupled. The IAU scheme is an assimilation technology combining the aspects of the intermittent and continuous approaches, and has been used in the construction of atmospheric reanalysis systems [22] . Compared with the Nudging scheme, it can keep the analysis increment constant in a model's prognostic equation, and thus effectively filter out short-wave noises in the assimilation processes. It is worth noting that the experiments focused on the climate variability on the decadal time scale, but not the climatology. Therefore, we assimilated the anomalous fields relative to the 1960-1989 mean to minimize the impact of the assimilation processes on the model climatology. The initialization integration is referred to as INIT run.
(3) Eleven hindcast or forecast integrations were started every 5 years from 1955-2005, with the initial fields derived from the INIT run. All the hindcast and forecast runs integrated 10 years, except for that started from 2015, which integrated 15 years to 2020. The radiative forcing used in the runs was same as that used in the 20C3M+A1B run. In addition, to minimize the possible impacts of the initial disturbance, all the runs were started from November of previous years, e.g. the 1970 run was started from November 1969. The outputs of the first 2 months were omitted. The runs started from the years before and after 1995 are referred to as Hindcast and Forecast runs, respectively.
Data
The following observation data were used in the study.
(1) Ocean temperature and salinity was derived from ob-jective analysis data EN3_v2a offered by the Met Office Hadley Centre, which is a production based on various observation data, including WOD05, GTSPP and Argo. The data underwent strict quantity control before being released. The data have a horizontal resolution of 1°×1°, and have 42 levels in the vertical direction, with the deepest level reaching 4000 m [23] . (2) The global surface temperature anomaly data was HadCRUT3, offered by the Hadley Centre [24] . HadCRUT3 consists of combined data, whose land part is CRUTEM3 and ocean part is HadISST2. Its horizontal resolution is 5°×5°.
(3) Sea surface temperature was HadISST2, offered by Hadley Center. The data have a horizontal resolution of 1°×1° [25] .
All the data cover 1955-2005.
Results
As noted in the introduction, initial conditions play essential roles in decadal climate prediction. To evaluate the skill of the INIT run in initializing the ocean surface and subsurface states, we show the spatial distributions of the temporal correlation and root mean square error (RMSE) between the vertically averaged temperature over the upper 300 m simulated by the INIT run, and that derived from the objective analysis data. The correlation shows a zonal distribution, with values lower in the tropical (10°S-10°N) and highlatitude (poleward of 60°N and 60°S) oceans, while higher in the extra-tropical and mid-latitude oceans (Figure 1a) . The lower correlation in the high-latitude ocean is associated with the experiment design. The assimilation zone is confined in the 70°N-70°S, thus the simulated ocean upper temperature in the high latitude is primarily modulated by the intrinsic variability of the model and does not correspond to the observations. However, the lower correlation in the tropical ocean is associated with different reasons. Compared with the mid-latitude ocean, the upper ocean heat capacity in the tropical ocean oscillates much more intensively and faster. The tropical ocean waves propagate much faster, and its amplitude is stronger, because of active air-sea interactions. In the assimilation processes, analysis increments can be seen as external forcing in the prognostic equation, which determines the prognostic variable together with the internal variability of the system. A larger internal variability will weaken the fractional contribution of the external forcing and thus make the assimilation skill worse. As a result, the correlation coefficients in the tropical ocean are about 0.7-0.8, lower than that in the mid-latitude oceans (larger than 0.9).
Similar to the correlation, the RMSE also shows zonal distributions, that is, errors are larger in the tropical and highlatitude oceans, while smaller in the mid-latitude oceans. In addition, the errors in the regions of western boundary currents are significantly larger than that in the ocean interior (Figure 1b) . The above analysis suggests that although the initialization has some biases and discrepancies, it does show high skill in the most areas, especially in the midlatitude ocean, which is the basis of our decadal climate prediction.
The spatial distribution of the correlation between the SST simulated by the Hindcast runs and the corresponding observation is shown in Figure 2a . The significant positive correlation is mainly located in the tropical Indian Ocean, western North Pacific, central-eastern Pacific and Atlantic, indicating that the Hindcast runs have high skill in reproducing the tropical SST. In contrast, in the middle and high latitudes, the significant positive correlation is sporadic. It is worth noting that the significance of the correlation skill is influenced by the sample sizes. In the tropical central-eastern Pacific and mid-latitude northeastern Pacific, the auto-correlations are very small and the independent sample sizes are generally equal to the original sample sizes. However, in the tropical Indian Ocean, the situation is opposite. Large auto-correlations and the independent sample sizes that are much smaller than the original sample sizes, are consistent with previous study results that the SST in the zone have a strong warming trend, while there is a weak decadal variability [26] .
The only difference between the Hindcast runs and 20C3M run is that the former are started from the initialized states, with the memory of the climate system. Thus, the 20C3M run is used as a benchmark to test the skill of the Hindcast runs. The Hindcast runs show higher skill in the tropical central-eastern Pacific and mid-latitude northeastern Pacific and lower skill in the tropical Indian Ocean than the 20C3M run (Figure 2a, b) The SST in the Indian Ocean primarily shows a warming trend as a response to anthropogenic forcing. The initialization may have a negative effect on the response and lower the model skill in the zone.
To clearly demonstrate the improvement of the Hindcast runs relative to the 20C3M run, we shows the temporal evolutions of the area-averaged SST in the tropical centraleastern Pacific (10°S-10°N, 90°-150°W) and mid-latitude northeastern Pacific (20°-60°N, 105°-140°W ). In the observation, the SSTs in the two regions oscillate in the same phase, and both evolve from a negative phase to a positive phase in about 1980. The Hindcast runs realistically reproduce the SST evolutions in the two regions, with correlation coefficients reaching 0.82 and 0.75 for the tropical central-eastern Pacific and mid-latitude northeastern Pacific, respectively, much higher than 0.68 and 0.58 achieved in the 20C3M run. In addition, the Hindcast runs capture the phase change of the decadal oscillations in 1980, while the 20C3M run fails to.
The most significant signal of the Pacific on the decadal time scale is the PDO, which is characterized by the seesaw structure of the SST in the Kuroshio-Oyashio Extension (KOE) and in the northeastern Pacific [27] . Although the Hindcast runs have high skill in the northeastern Pacific, it does not reproduce the SST variations in the KOE region (Figure 3c ). Previous studies found that the decadal oscillation of the SST in the KOE region is associated with the oceanic Rossby wave-induced sea surface height anomalies stimulated by the Aleutian low anomalies [28] . Since the Aleutian low simulated by the FGOALS_gl is shifted northward relative to the observation, the simulated oceanic Rossby waves have large biases [11] . Thus, even though the initial condition is close to the observation, the SST decadal variation in the KOE region has large biases. It will be a challenging issue to improve the prediction skill of the PDO in the future decadal climate prediction experiments.
Based on the higher skills of the Hindcast runs in the tropical central-eastern Pacific and mid-latitude northeastern Pacific, we tried to predict the SST evolution in the two regions by the Forecast runs (Figure 3 Besides the regional characteristics, the change of the global mean surface temperature over the coming decades is (20°-60°N, 105°-140°W ). c, Same as in a, but for the KOE region (30°-45°N, 140°-175°W ).
another critical issue attracting much attention [7] . Figure 4 shows the temporal evolution of the global mean surface temperature in the observations and that simulated by the 20C3M+A1B run and Hindcast+Forecast runs. Compared with the observations and 20C3M run, the Hindcast runs fall unrealistically during 1960-1970. The bias may be associated with the model initialization process, which was started from 1950 and had not initialized the model sufficiently at the early stage. However, the global mean surface temperature simulated by the Hindcast runs is closer to the observation after 1970, especially in 1970-1995 than the 20C3m run. The prediction by the Forecast runs is also different from the projection by the A1B run. From 2000-2010, the Forecast runs increase much slower than the A1B run, while after that, the former surpasses the latter. The result is similar with the study of Keenlyside et al. [7] . Since the Forecast runs are started from the initialized ocean state, it should have higher skills in capturing the nature decadal variability of the climate system than the A1B run. The decadal variability may offset or enhance the anthropogenic effects and thus temporary weaken or intensify the warming trend, and finally causes the differences between the prediction by the Hindcast runs and the projection by the A1B run.
Discussion and conclusion
The coupled global climate model FGOALS_gl developed in LASG/IAP was used to perform decadal hindcast and forecast integrations. The IAU scheme was applied to assimilate the ocean temperature and salinity over the upper 1000 m derived from the objective analysis data. The hindcast skill was evaluated by comparing with the 20C3M run. Based on the evaluation, we predicted the climate changes over the coming 20 years. The major conclusions are listed below.
(1) The IAU scheme shows higher skill in initializing the ocean variability, especially in the mid-latitude ocean interior.
(2) The Hindcast runs have high skill in simulating the decadal variation of the SST in the tropical central-eastern Pacific and mid-latitude northeastern Pacific. It can realistically reproduce the phase changes of the SST anomalies in the two regions in the 1980s. In contrast, the skills of the 20C3M run in the two regions are much lower. The decadal climate variability is modulated by both external radiative forcing and internal variability of the climate system. Therefore, after considering the initial conditions through the model initialization and specifying the radiative forcing, we can use the CGCM FGOALS_gl to predict the decadal variability in some special regions.
The Forecast runs indicate that at present, the SST in the tropical central-eastern Pacific has reached its trough phase, and will gradually increase over the next 10-15 years. Meanwhile, the SST in the mid-latitude northeastern Pacific shows similar characteristics.
(4) The global mean surface temperature predicted by the Forecast runs increases significantly slower than that projected by the A1B run over 2000-2010. After that, the former warming rate accelerates and surpasses the latter. The prediction results are similar with the previous study by Keenlyside et al. [7] , suggesting that the CGCM developed in LASG/IAP and the IAU initialization scheme is competent for the decadal prediction experiment in the CMIP5.
The skill of the decadal prediction by a CGCM is influenced by many factors, such as the predictability of decadal variability, the skill of the initialization schemes and the skill of the model in simulating decadal variability. The nature of the decadal variability and its predictability deserve further study. For example, some studies note that the decadal variability of the SST in the central-eastern Pacific is associated with the tropical air-sea interaction, but others argue that it results from tropical-mid-latitude interaction or remote forcing from the middle latitudes (more details seen in the review of Mestas-Nuñez and Miller [29] ). The highest skill of the Hindcast runs of FGOALS_gl is seen in the tropical central-eastern Pacific, suggesting that the tropical air-sea interaction may be the main source of the predictability. In the future, we will conduct a so-called "Perfect model" idealized experiment [30] to further explore the predictability of the decadal variability of the tropical central-eastern Pacific.
Based on the above evaluation of the potential predictability, we will try to improve the initialization scheme. Because of the scarcity of data of the observational ocean circulation, we did not assimilate it in the study. However, we must note that the error of the circulation in the initial conditions may be one of the reasons that lower prediction skill, especially in the mid-latitude oceans where air-sea interaction is weak. We will explore whether the assimilation of the oceanic circulation has impacts on the decadal prediction through the "Perfect model" experiment.
It was stated in the introduction that the ECHAM5/MPI-OM model shows higher skill in the prediction of the AMOC, while the Hindcast runs of the FGOALS_gl show little skill in predicting the AMOC (Figure 2a) . The discrepancy of the FGOALS_gl may be associated with its lower skill in simulating the AMOC. The maximum of the AMOC in the Northern Hemisphere simulated by the FGOALS_gl is about 30 Sv, much stronger than the 17-18 Sv in the best estimate based on observations. In contrast, the maximum of the AMOC in the ECHAM5/MPI-OM is about 20 Sv, much closer to the best estimate than the FGOALS_gl.
