Abstract-As computer systems scale in the number of processors, scalable data structures with good parallel performance become increasingly important. Lock-free data structures promise such improved parallel performance at the expense of higher algorithmic complexity and higher sequential execution time overhead. All lock-free data structures are based on simple atomic operations that, though supported by modern processors, are expensive in execution time.
I. INTRODUCTION
Modern computer systems routinely make use of multiple processors, often in the form of cores. Already now the average computer system features several cores, and the current trend is that this number is increasing. However, software generally scales poorly to multiple cores. This is often due to the way underlying data structures are designed, but also how they are used. The current best practice is to use mutual exclusion to keep shared data structures consistent. Mutual exclusion is a source of many problems, including deadlocks, priority inversion, serialization of critical regions, and starvation.
To remedy these problems, lock-free data structures have been proposed [1] . Lock-free data structures utilize atomic operations and complex synchronization algorithms to maintain consistency without requiring mutual exclusion. While this is the key to very high parallel performance, atomic operations are expensive in terms of execution time even if they are implemented in hardware, as is the case for modern processors. As a result, lock-free data structures tend to have a high execution time overhead.
This execution time overhead has lead to several techniques that try to provide low overhead lock-free data structures. In this paper, we describe and evaluate ELB-trees, which can be used for dictionaries and priority queues under certain assumptions. Specifically ELB-trees cannot store duplicate key-value pairs, and it is not linearizable. Not being linearizable means the operations do not always appear to occur one after another. This leads to ELB-trees offering relaxed semantics for its priority queue and dictionary operations. In return for relaxed semantics, ELB-trees offers improved performance compared to other lock-free data structures by requiring fewer atomic operations in the common case.
We evaluate the performance with two multimap and a priority queue benchmark. Our results show that ELB-trees yield slowdowns compared to library implementations for the priority queue benchmark. However, we show that ELB-trees scale up to 24 processors when used as a multimap. We observe that ELB-trees are up to almost 30 times faster than library implementations.
The main contributions of our work are i) the ELB-trees and ii) their performance evaluation. An early form of ELBtrees, supporting only priority queue operations were originally introduced in [12] .
The rest of this paper is structured as follows. In the next section we provide a short background on lock-free data structures. This is followed by the design of ELB-trees and their operations in Section III and evaluation results in Section IV. Section V presents some related work, and Section VI concludes the paper.
II. THE PROBLEM WITH PROTECTION
When multiple threads access a data structure concurrently, it must be protected in order to maintain a correct state. Because of the locks required to realise this protection, this immediately leads to problems with deadlocks and livelocks.
Lock-free data structures guarantee, when accessed by multiple threads, that at least one of the threads will make progress, regardless of how the threads are scheduled. As a consequence, lock-free data structures are both livelock-free and deadlock-free.
Modern multiprocessors support lock-free and lock-based synchronization with atomic operations. A commonly used operation in lock-free data structures is compare-and-swap (CAS ), which takes 3 arguments: a memory location a and two values b and c. The call CAS (a, b, c) atomically changes the memory location a to the value c, if a previously stored the value b; it returns the value previously stored in a.
CAS is frequently used in lock-free data structures, including ELB-trees, because of its ability to conditionally change a value. It can be shown that CAS is powerful enough to implement any data structure in a lock-free manner [1] , but naive use of CAS can lead to the ABA problem [2] .
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Specifically, if a node is deallocated and reused for a new node, then other threads may mistake the old and new nodes. The ABA problem only occurs if the correct new value depends on more than just the old value. For instance, incrementing a value using CAS avoids the ABA problem because the correct new value only depends on the old value.
Safe memory reclamation such as such as hazard pointers, reference counting, common garbage collection, and limbo lists [2] , [3] , [5] , [6] , [7] , [8] , can solve the ABA problem, by ensuring nodes are only deallocated when no threads access them. ELB-trees use hazard pointers, which enforces a memory-access policy: before accessing nodes that can be deallocated, threads must specify that they will access them and verify that the nodes are reachable, as per Figure 1 . Before deallocating nodes, threads must ensure the nodes unreachable and not accessed by other threads.
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III. THE DESIGN OF ELB-TREES
This section describes the design and implementation of ELB-trees. We first describe the underlying data structure, and then how to perform its operations. We expect to make ELBtrees available soon. For now, it can be made available upon request.
ELB-trees support the following five operations :
1) Search for an entry; 2) Search the predecessor or successor of an entry; 3) Insert an entry; 4) Remove the entry with the smallest key in a given range; and 5) Remove the entry with the overall smallest key.
From a design point of view, ELB-trees are similar to B+trees that store entries only in leaves. While rebalancing of B+trees can result in nodes stealing single entries or children from siblings, ELB-trees rebalance by evening out the number of entries in two nodes. Doing so reduces the number of expensive rebalance operations at the price of allowing sparser nodes. The space overhead versus frequency of rebalancing can be parametrized to adapt the behavior of ELB-trees. Figure 2 shows the declaration of the data structures for ELB-trees. Leaf nodes store up to CL unordered entries in the array e. Internal nodes store CI child pointers in the array c and CI − 1 separating entries in the array s. The separating entries guide the search for entries; specifically the i th child of an internal node must only lead to entries with values v, where
A. Data structures
. The tree contains a fake root that has a single child, the real root which is an internal node. These choices provide each leaf node with a parent and a grandparent simplifying rebalancing.
The entries stored in leaf nodes are unique. When comparing entries, we first compare their keys and then their values. This ensures that entries can only be located in one leaf node. Values are limited to 32 bits while keys are limited to 31 bits. Additionally, the key 0 is reserved for empty entries. We believe this choice to be a reasonable limitation, as the values can be mapped to a larger address space with lookup tables, following Braginsky et al. [9] .
The status and ro (read-only) fields prevent conflicting modifications of nodes. The status field specifies which nodes are being modified and how the node is involved, to enable helping. The nodes being modified are stored as a key to the unbalanced node, its height, and a truncated pointer its parent. The height and key uniquely identify the involved nodes. Threads may occasionally help finish operations that they do not strictly need to help. This reduces performance as helping is expensive. The truncated parent pointer reduces the chance of accidental helping. i n s e r t ( key , v a l u e ) : s e a r c h ( keyMin ) modify : l o o k t h r o u g h node c o n t e n t s i f any e n t r i e s read−o n l y o r no f r e e e n t r i e s , r e b a l a n c e ( ) and goto i n s e r t i f t h e r e i s a f r e e e n t r y i n node t r y t o i n s e r t w ith CAS and r e t u r n goto modify Fig. 4 . High-level description of insertion. It is covered in more detail in Figure 15 .
B. Operations on ELB-trees
The overall control flow of operations is displayed in Figure 3 . Operations are performed in three stages: 1) Search for relevant entries; 2) Perform the operation on the entries; and 3) Rebalance nodes. The goal of the first phase, searching for relevant entries, is to find those entries that fit the criteria of the operation to be performed. All stages except rebalancing only affect a single entry. Remove operations find the entry with the lowest key in the given interval. Insert operations find an empty entry in the leaf node that is allowed to contain a given entry as per Figure 4 .
Searches start from the root node and traverses to the the first child that is allowed to store the relevant entry; this is guided by the separator values stored in array s. When eventually reaching a leaf node, the search picks an entry which fits the constraints of the operation in question. Figure 5 illustrates insertion into a tree of height 3, with 3 internal nodes and 6 leaf nodes.
The remove operation is summarized in Figure 6 . Multiple leaf nodes may contain relevant entries for remove operations. If the initially found leaf node does not contain a relevant entry, the search continues to the leaf node's successor. The search stops if the successor is not allowed to contain a relevant entry. To identify the successor node, the search restarts using the lowest entry allowed in a successor of the previously found leaf node, using the s value.
Search is summarized in Figure 7 . Searching ELB-trees is similar to other trees. Since nodes can be removed concurrently with searches we have to acquire hazard pointers to nodes before searching through them. When acquiring hazard pointers, the threads test for reachability as follows: The fake root is always reachable. The real root is reachable if the fake (2, 9) (1,3) (2,1) (3,4) (7, 5) Insert (2,1)
1) Test (2,1) <= (2,9)
2) Test (2,1) <= (2,1)
3) Insert Fig. 5 . Insertion of the key-value pair (2,9). The search goes through the leftmost child of the root and then the second child of the internal node. Finally the insertion is performed on the leaf node.
remove ( keyMin , keyMax ) : s e a r c h ( keyMin ) modify : l o o k t h r o u g h node c o n t e n t s i f any e n t r i e s read−only , h e l p r e b a l a n c e and goto remove i f t h e r e a r e l e s s t h a n t h a n SL o c c u p i e d e n t r i e s , r e b a l a n c e and goto remove i f t h e r e i s a r e l e v a n t e n t r y t r y t o remove e n t r y w i t h CAS , and r e t u r n e n t r y i f u n s u c c e s s f u l goto modify i f t h e s u c c e s s o r node key <= keyMax keyMin s u c c e s s o r node key , goto remove r e t u r n 0 root points to it. Other nodes are reachable if their parent points to them, and they are not being rebalanced, or the parent of a node being rebalanced. When reaching nodes that are being rebalanced, the searching thread helps finish the rebalancing.
Once a node becomes too dense or sparse, we attempt to rebalance the node as shown in Figure 8 . Rebalancing is achieved by either splitting the node, merging it with its siblings, or evenly distributing the entries, children, and seperators between the node and its siblings. Nodes are merged with the sibling that permit the lowest entries. We divide leaf nodes using Hoare's find algorithm [10] . Rebalancing does the following: 1) If a node further up on the search path is unbalanced, then balance that node first. 2) To prevent conflicting modification, set the status fields of the grandparent and the parent using CAS operations. If either operation fails, perform the operation described by the status field before retrying the original operation. 3) To prevent conflicting modifications of the unbalanced node and its sibling, set their status fields if they are internal noes, and all their ro (read-only) fields if they s e a r c h ( key , h e i g h t ) : / / s e a r c h f o r a node g P a r e n t = &r o o t a c q u i r e hp t o p a r e n t = r o o t . w h i l e p a r e n t −>h e i g h t − 1 ! = h e i g h t g P a r e n t = p a r e n t , p a r e n t = node a c q u i r e hp t o node = p a r e n t −>f i n d are leaf nodes with CAS operations. If setting a status field fails, perform the operation described in the status field before retrying the original operation. 4) Rebalance the node as previously described. 5) Using CAS operations, replace the parent node with a new node that contains the rebalanced children, and clear the status field of the grandparent.
Rebalancing a node can be prevented by another rebalance operation, when trying to prevent conflicting modification. In this case we recursively help finish the preventing operation on the involved nodes as per Figure 8 and 9. The helping scheme tries to set the prevent modification of the grandparent, the parent, the node, and its sibling, before replacing the parent and thereby rebalancing the node. Along the way, there are a number of special cases that has to be dealt with, such as dense nodes and rebalancing being finished by other threads.
STEP1 : g e t h a z a r d p o i n t e r t o u n b a l a n c e d n o d e s s i b l i n g CAS g r a n d p a r e n t ' s s t a t u s f i e l d t o {key , p a r e n t , c H e i g h t , STEP2} i f s t a t u s f i e l d was m o d i f i e d , g o t o FIND HELP i f g r a n d p a r e n t no l o n g e r c o n t a i n s p a r e n t , c l e a r g r a n d p a r e n t ' s s t a t u s f i e l d
STEP2 :
f i n d n o d e s r e l e v a n t t o p r e v e n t i n g o p e r a t i o n . i f t h e g r a n d p a r e n t s Fig. 9 . High-level description of the helping scheme. It is covered in more detail in Figure 16 .
s t a t u s f i e l d d o e s n o t match o r t h e p a r e n t d o e s n o t match s t a t u s f i e l d p a r e n t o r u n a b l e t o g e t h a z a r d p o i n t e r t o s i b l i n g o f node t h e n t h e p r e v e n t i n g o p e r a t i o n h a s f i n i s h e d , r e t u r n g o t o s t e p i n d i c a t e d by p r e v e n t i n g o p e r a t i o n
Handling of the ABA problem is fairly simple for the ELBtrees. The hazard pointers acquired to the node's parent and grandparent ensure that the replacement of the parent node is ABA safe. The modifications of entries and status fields 
C. Semantics
ELB-trees contain an initially empty set of entries E r . ELBtrees offer 3 main operations:
• Search(e 1 , e 2 ) returns e from E r satisfying e 1 ≤ e ≤ e 2 , if such an entry exists. Otherwise it returns 0.
• Remove(e 1 , e 2 ) removes and returns e from E r satisfying e 1 ≤ e ≤ e 2 , if such an entry. Otherwise it returns 0.
• Insert(e) adds e to E r , if e was not in E r before. If e was E r before the behavior is undefined. The restriction on insert operations, means that it is the programmers responsibility to ensure that there are no duplicate entries. This is given if the entry is unique, for instance if the value is a memory address. The operations cannot generally be expressed as atomic operations, rather they occur over a time interval. Specifically the operations may not read entries that are not in E r at all times during the operation. As a consequence, series of concurrent operations cannot generally be expressed as ocurring serially, that is the semantics are not linearizable.
The operations' semantics and that the operations are lockfree is proven in the technical report of the same title [13] . The following is a sketch of the proof: Search operations consists of a tree search through internal nodes and linear search of leaf nodes. Internal node search can be reduced to regular tree search through 3 invariants: 1) rebalancing has deterministic outcome, and does not change the E r 2) the permitted range of entries in nodes is permanent 3) the search tree invariant (
maintained for all reachable nodes Due to memory barriers, the linear search through leaf nodes must read every entry in the node for the duration of the operation, ensuring that semantics hold for leaf nodes as well. The correctness of remove and insert operations follow from the semantics of searches. Remove and insert can be summarized as search operations followed by a value based CAS operation. The operations continue until they successfully write to the entry. CAS operation can only succeed when writing to entries in reachable nodes, as old nodes that are no longer reachable, must be read-only.
Lock-freedom is proven by showing that operations eventually restart or complete, and some operation has made progress whenever a node is rebalanced, or any part of an operation is restarted.
IV. RESULTS
We use two different PCs to evaluate ELB-trees. Some key parameters are summarized in Table I . Both PCs support CAS operations of up to 128 bits, and both run Linux; P C A runs Debian 6.0.6 with kernel 2.6.38.6, while P C B runs Scientific Linux 6.1 with kernel 2.6.32. We compile with GCC (Ubuntu/linaro 4.6.1-9-ubuntu3) using the flags: -m64 -std=gnu++0x -Ofast -flto -fwhole-program -fno-align-functions -fno-align-labels -fno-align-loops -fno-align-jumps -s -DNDEBUG -fopenmp.
We run with up to 16 threads, in some cases 24 threads, and preallocate all memory in all experiments to avoid the overhead of memory allocations from influencing the results. Each data point is the average of 160 runs and we present 95% confidence intervals. Table II shows the mean sequential running time for all the experiments.
A. Wide multimap
To emulate use in data bases, we evaluate the performance of ELB-trees when used as wide dictionaries. B-tree variants are often used in data bases, where they have large nodes, suitable for storage on hard drives. The experiment is laid out as follows: p threads each perform n/p operations on a multimap with n entries. 20% of the operations are insertions, 20% are removals, and 60% are searches. The keys used for the operations and the initial entries are sampled from the discrete key distribution U (1, 2 ⌈1+log2(N )⌉ ). Every node takes up 4096 bytes. For our implementation, this corresponds to internal nodes with 252 child pointers and leaf nodes with 512 entries. Fig. 10 shows the results with n = 10 4 , n = 10 5 , and n = 10 6 , corresponding to tree heights of 1, 2, and 2, respectively. The relative speedup is at most 8.1 for P C A , and 16.1 for P C B .
Contention prevents ELB-trees from achieving linear speedup on P C B . When multiple threads attempt to change the same entry, only one of them can succeed [11] , [12] . To properly synchronize when modifying a value, the cache line of the variable is evicted from other processors. This effect can be seen as observed as a 55% increase in the number of L2 data cache misses when increasing the number of threads from 1 to 16 on P C B . Contention is less of an issue for large n, as threads are less likely to modify the same nodes.
Rebalancing introduces serialization of threads, because even with helping all the threads perform the same operation. This affects performance and is an issue in all the experiments. The impact is more significant for larger values of n. This is because the leaf nodes contain more entries, resulting in more time spent in the rebalance operation.
B. Multimap
Next, we evaluate the performance of ELB-trees, when using node sizes optimized storage in RAM, rather than on hard drives. The only notable difference is that nodes have 32 entries or child pointers, and are considered sparse when containing 4 or fewer entries or child pointers. Leaf nodes are considered dense when they have more than 26 entries. Allowing nodes this sparse may seem space inefficient, but we found that the ELB-trees used significantly less memory than the competing data structure. This is due to B+trees structure reducing the number of nodes and pointers inside the tree.
We compare this with the multimap from GCC's STL implementation libstc++-v3. Fig. 11 displays the results of this experiment with n = 10 4 , n = 10 5 , and n = 10 6 , corresponding to tree heights of 3, 3, and 4, respectively. When compared to the single-threaded case, P C A achieves a peak speedup of 9.9, 10.9, and 12.1 for n = 10 4 , n = 10 5 , and 10 6 , respectively. On P C B the figures for the same values of n are 8.8, 13.7, and 17.6. ELB-trees is up to 29.9 times faster than the STL multimap on P C B .
ELB-trees are approximately 25% slower in the singlethreaded case than the multimap for n = 10
4 , but roughly 60% faster for n = 10 6 . The performance at n = 10 can be explained from the overhead of atomic operations, and ELB-trees executing 5.9 times as many instructions per operation. The STL-dictionaries cause 6.9 times as many L1 cache misses as ELB-trees, which helps explain why ELBtrees are only 25% slower. The improved performance in the n = 10 6 case is due to ELB-trees only executing 3.4 times as many instructions, and the STL-dictionaries causing 5 times as many TLB misses. The difference in the number of executed instructions can partially be explained by operations on ELBtrees having to search through unordered leaf nodes. The cost of such a search is independent of the number of entries in the tree, and is therefore most noticeable for small trees.
C. Priority queue
Finally, we evaluate the performance of ELB-trees when used as a priority queue. We conduct the following experiment: p threads each perform n/p operations on a multimap with n entries. Half of the operations are insertions, and the other half remove the smallest entry. The keys used for the operations and the initial entries are sampled from the discrete key distribution U (1, 2 ⌈1+log2(n)⌉ ). We compare this with the compiler's default STL priority queue.
We found that using nodes with 16 entries or child pointers was the most efficient. ELB-trees are 60-80% slower in the single threaded case than the priority queue, and ELB-trees does not achieve any speedup relative to the STL priority queue, see Fig. 12 .
GCC's priority queue makes use of highly optimized heaps [14] . Heaps make excellent priority queues, whereas ELB-trees are primarily designed for dictionaries although they can be used as priority queues. Hence, the poor performance when compared to STL's priority queue is not necessarily surprising.
In the experiment, contention is high and there is little opportunity for parallelism. Insertions can proceed in parallel, like in the multimap experiments, but all removals attempt to modify the same entry. Few versatile lock-free priority queues exist, and so ELB-trees, even with low performance, constitute an important design point.
V. RELATED WORK
Lock-free dictionaries and priority queues is an active field of research. The most closely related work is in skip lists and search trees. Several lock-free skip lists have been proposed, including the skip list by Sundell et al. in 2005 [15] . More recently Spiegel et al. presented a weakened skip list, which speeds up operations by temporarily corrupting the structure [17] . The skiplist by Sundell et al. has also been used as a priority queue. Prior to that, lock-free priority queues have been implemented as heaps with DCAS ; enhanced CAS operations that modify two memory locations, if neither has changed. DCAS is not supported on modern processors, but it can be emulated using CAS at a significant overhead. To reduce the overhead, Liu et al. [18] proposed Mounds. Mounds use array based nodes and a weakened heap property to reduce the frequency of DCAS . The Mound nodes are structurally similar to our leaf nodes, and the Mound presents similar scalability issues for extraction operations.
Recently, several forms of lock-free search trees have been proposed. Specifically static search trees, binary search tree, kary search trees and B+trees [9] , [19] , [20] , [21] . ELB-trees is mainly inspired by the status fields used by Brown et al. for their k-ary tree, and the freeze (read-only) bit Braginsky et al. for their unrolled linked lists [20] , [22] . ELB-trees is most similar to the Lock-Free B+trees of Braginsky. Both support rebalancing in a manner similar to B-trees, but the synchronization and representation of the data structures are significantly different. Specifically ELB-trees use an array, while Lock-Free B+trees use an unrolled linked list to represent the nodes. As a consequence their representation requires 3 CAS operations for insertions, and removals. Due to the similarities between the data structures, we would have liked to compare with their implementation, but we were unable to obtain it for testing.
The most notable difference between ELB-trees and traditional lock-free search trees is the use of leaf nodes with unordered entries, rather than linked lists. The use of unordered entries permits updating single entries with a CAS operation, but it makes updates of multiple entries more expensive. The trade-off makes sense for ELB-trees, as most operations only modify a single entry in leaf nodes. The use of array based leaf nodes leads ELB-trees being non-linearizable and offering non-traditional semantics ELB-trees. Most notably, the user is responsibile for preventing duplicate insertions, not the data structure. With a different leaf node representation, ELB-trees could have provided traditional semantics, but it would require additional synchronization. In short, the use of unordered arrays for ELB-trees leaf nodes provide fine grained synchronization at the cost of less powerful semantics.
Concurrent data structures with array based nodes has some precedent. Shavit et al. [4] proposed using array of concurrent bags to implement priority queues. The array has an element per priority level. A consequence is that the priority queue is not linearizable. Sundell et al. [16] use array based nodes to implement fast lock-free bags. The bag is linearizable, despite mostly synchronizing over the entries in the arrays, partially due to the permissive semantics of bags. The mound data structure of Liu et al. [18] also use array based nodes.
VI. CONCLUSION
In this paper, we have presented and evaluated ELB-trees, a new lock-free data structure. ELB-trees is non-linearizable and offers non-traditional semantics for dictionaries and priority queues. We use a few different multimap benchmarks and one priority queue benchmark. ELB-trees exhibit slowdowns compared to library implementations for the priority queue benchmark. However, when used as a multimap, our proposed data structure scales up to 24 processors. When compared to standard library implementations our approach are up to almost 30 times faster than library implementations.
