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QUANTUM SUPERGROUPS OF GL(n|m) TYPE: DIFFERENTIAL
FORMS, KOSZUL COMPLEXES AND BEREZINIANS
VOLODYMYR LYUBASHENKO AND ANTHONY SUDBERY
Abstract. We introduce and study the Koszul complex for a HeckeR-matrix. Its
cohomologies, called the Berezinian, are used to define quantum superdeterminant
for a Hecke R-matrix. Their behaviour with respect to Hecke sum of R-matrices
is studied. Given a Hecke R-matrix in n-dimensional vector space, we construct a
HeckeR-matrix in 2n-dimensional vector space commuting with a differential. The
notion of a quantum differential supergroup is derived. Its algebra of functions is a
differential coquasitriangular Hopf algebra, having the usual algebra of differential
forms as a quotient. Examples of superdeterminants related to these algebras are
calculated. Several remarks about Woronowicz’s theory are made.
0.1. Short description of the paper.
0.1.1. In this paper we will be concerned with differential Hopf algebras generated
by sets of matrix elements. We start (Section 1) by giving a construction of such
algebras, generalising the construction [31, 27] of a bialgebra generated by a single
set of matrix elements (without differential) as a universally coacting bialgebra pre-
serving several algebras generated by a set of coordinates. In our generalisation the
data are morphisms in the category of graded differential complexes.
0.1.2. Given a Hecke R-matrix for a vector space V , we construct in this paper
another Hecke R-matrix R for the space W = V ⊕ V equipped with the differential
d =
(
0 1
0 0
)
and the grading σ : W →W , σ =
(
1 0
0 −1
)
. The matrix R is distinguished
by the property
R(d⊗ 1 + σ ⊗ d) = (d⊗ 1 + σ ⊗ d)R.
0.1.3. The algebra H of functions on the quantum supergroup constructed from
R is a Z-graded differential coquasitriangular Hopf algebra (Section 2). In brief,
it defines a differential quantum supergroup. A quotient of H is the Z>0-graded
differential Hopf algebra Ω of differential forms defined via R in [25, 26, 30, 35].
The classical version (q = 1) of this construction is: take a vector space V , add
to it another copy of it with the opposite parity and consider the general linear
supergroup of the Z/2-graded space so obtained.
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0.1.4. We introduce Koszul complexes for Hecke R-matrices in Section 3. They
are Z>0 × Z>0-graded algebras with two differentials, D of degree (1, 1) and D
′ of
degree (−1,−1). We calculate their anticommutator, called the Laplacian. The
cohomology space of D is called the Berezinian. It generalizes the determinant,
coinciding in the even case with the highest exterior power of V . The behaviour of
Koszul complexes and Berezinians with respect to the Hecke sum [16] is described:
we prove that the Berezinian of a Hecke sum is the tensor product of Berezinians.
0.1.5. The Berezinian is used to define the quantum superdeterminant in Section 4.
We calculate the superdeterminant in several examples. In particular, in the algebra
Ω of differential forms on the standard quantum GL(n|m) the superdeterminant
equals 1. This confirms the idea that there are no central group-like elements in Ω,
explaining why it has not been possible to construct a differential calculus on special
linear groups with the same dimension as the classical case.
0.1.6. We make several remarks on Woronowicz’s theory [32] in Section 5. In partic-
ular, each first order differential calculus is extended to a differential Hopf algebra.
0.2. Notations and conventions. k denotes a field of characteristic 0. In this
paper a Hopf algebra means a k-bialgebra with an invertible antipode. Associative
comultiplication is denoted by ∆x = x(1) ⊗ x(2), the counit by ε, the antipode in
a Hopf algebra by γ. If H is a Hopf algebra, Hop denotes the same coalgebra H
with opposite multiplication, Hop denotes the same algebra H with the opposite
comultiplication.
When X is a graded vector space, aˆ denotes the degree of a homogeneous element
xa ∈ X .
The braiding in a braided tensor category C [7] (e.g. in the category of represen-
tations of a quasitriangular Hopf algebra) is denoted by cX,Y : X ⊗ Y → Y ⊗ X ,
where X, Y ∈ Ob C. By definition, the maps 1V ⊗k−1 ⊗ cV,V ⊗ 1V ⊗n−k−1 : V
⊗n → V ⊗n
obey the braid group relations. Given σ ∈ Sn, we denote by (c)σ and (c
−1)σ the
maps V ⊗n → V ⊗n coming from the liftings of σ to the elements of the braid group
representing reduced expressions of σ. The first case is a word in the generators
1⊗ c⊗ 1, the second is a word in 1⊗ c−1 ⊗ 1.
We often use tangles to describe maps constructed from an R-matrix and pairings.
In the conventions of [13] we denote
c : X ⊗ Y → Y ⊗X by
✡
✡
✡
✡✡❏❏
❏
❏
X Y
,
c−1 : X ⊗ Y → Y ⊗X by
X Y
❏
❏
❏
❏❏
✡
✡
✡
✡
,
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ev : X ⊗X∨ → k by ✚✙
X X∨
,
coev : k → X∨ ⊗X by
✛✘
X∨ X
.
0.3. Preliminaries. We recall some definitions from [10] and some results from
[12].
Definition 0.1. Let T : A ⊗ B → B ⊗ A, ai ⊗ bj 7→ T
kl
ij bk ⊗ al, be a linear map,
written in terms of bases (ai), (bj) of the finite-dimensional vector spaces A, B. Let
A∗, B∗ be the spaces of linear functionals on A,B with the dual bases (ai), (bj).
Define linear maps T ♯, T ♭ as
T ♯ : B ⊗A∗ → A∗ ⊗B, bi ⊗ a
j 7→ T ♯klij a
k ⊗ bl
def
= T ljkia
k ⊗ bl,
T ♭ : B∗ ⊗ A→ A⊗ B∗, bi ⊗ aj 7→ T
♭kl
ij ak ⊗ b
l def= T ikjl ak ⊗ b
l.
These maps are characterised by the properties
(ev⊗1)(1⊗ T ♯) = (1⊗ ev)(T ⊗ 1) : A⊗ B ⊗A∗ → B (0.1)
(1⊗ ev)(T ♭ ⊗ 1) = (ev⊗1)(1⊗ T ) : B∗ ⊗ A⊗ B → A, (0.2)
where ev : A ⊗ A∗ → k and ev : B∗ ⊗ B → k are the usual pairings given by
evaluation.
The operations ♯ and ♭ are inverse to each other, and T ♯♯♯♯ = T .
Note that if T ♯ is invertible, 1 ⊗ T can be cancelled from an expression like
(U ⊗1)(1⊗T )(S⊗1) where S : A⊗C → C⊗A and U : C⊗B → D. To be precise,
suppose
(U ⊗ 1)(1⊗ T )(S ⊗ 1) = W : A⊗ C ⊗ B → D ⊗A (0.3)
ai ⊗ cj ⊗ bk 7→ w
lm
ijkdl ⊗ an, (0.4)
where (ci) and (di) are bases of C and D, and define
W ♯ : C ⊗ B ⊗ A∗ → A∗ ⊗D by bj ⊗ ck ⊗ a
m 7→ wlmijka
i ⊗ dl.
Then
(1⊗ U)(S♯ ⊗ 1) = W ♯(1⊗ T ♯−1) : C ⊗A∗ ⊗ B → A∗ ⊗B ⊗ C. (0.5)
Definition 0.2. Let C be an abelian monoidal category with an exact monoidal
functor to k-vect, e.g. C = H-mod for some Hopf algebra H . Let X ∈ Ob C. An
object X∨ ∈ C with a non-degenerate pairing and co-pairing
ev : X ⊗X∨ → k, coev : k → X∨ ⊗X
is called a right dual of X if ev, coev ∈ Mor C are compatible in the standard sense
(see e.g. [7]). Similarly, a left dual is an object ∨X ∈ C with
ev : ∨X ⊗X → k, coev : k → X ⊗ ∨X.
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When X is an H-module, X∨ and ∨X are two different H-module structures on the
space of linear functionals X∗. The category is called rigid if each object has left
and right duals.
The following theorem was proven in the symmetric monoidal case in [10].
Theorem 0.1 ([12]). Let C be a rigid braided abelian monoidal category with an
exact monoidal functor to k-vect, e.g. C = H-mod for some quasitriangular Hopf
algebra H. Denote the braiding for some A,B ∈ C by
R = cA,B : A⊗ B → B ⊗ A.
Then the following braiding isomorphisms are uniquely determined by R:
cA,B∨ = (R
−1)♯:A⊗B∨ → B∨ ⊗ A,
cA∨,B = (R
♯)−1:A∨ ⊗B → B ⊗ A∨,
cA∨,B∨ = R
♯♯ :A∨ ⊗B∨ → B∨ ⊗ A∨,
cA,∨B = (R
♭)−1:A⊗ ∨B → ∨B ⊗ A,
c∨A,B = (R
−1)♭:∨A⊗B → B ⊗ ∨A,
c∨A,∨B = R
♭♭ :∨A⊗ ∨B → ∨B ⊗ ∨A.
Theorem 0.2 ([12]). If R is an Rˇ-matrix, i.e. a map R : V ⊗ V → V ⊗ V for
finite-dimensional V satisfying the Yang-Baxter relation (braid relation)
(R⊗ 1)(1⊗ R)(R⊗ 1) = (1⊗ R)(R⊗ 1)(1⊗ R) : V ⊗ V ⊗ V → V ⊗ V ⊗ V,
(0.6)
with invertible R and R♯, then R−1♯, R♯♯, R♭, R−1♭, R♭♭ are also invertible.
Proof. We regard V ∗ as a right dual of V , with the pairing ev: V ⊗ V ∗ → k given
by the usual evaluation, which we also write as ev(x⊗ ξ) = 〈x, ξ〉 for x ∈ V, ξ ∈ V ∗.
We define a pairing between V ⊗ V and V ∗ ⊗ V ∗ by
〈x⊗ y, ξ ⊗ η〉 = 〈x, η〉〈y, ξ〉.
Then R♯♯ is the transpose of R with respect to this pairing, which is non-degenerate,
so R♯♯ is invertible if R is, and R♭ = (R♯)♯♯ is invertible if R♯ is. Since R♭♭ = R♯♯
while R−1♭ = R−1♯♯♯ = (R♯♯)−1♯ and R♯♯ satisfies the same conditions as R, it remains
only to prove that R−1♯ is invertible.
According to Theorem 0.1, R♯−1 : V ∗ ⊗ V → V ⊗ V ∗ is a braiding isomorphism,
and we can regard V ∗ as a left dual of V with the pairing lev : V ∗ ⊗ V → k given
by lev = ev ◦R♯−1. The braid relation (0.6) in V ⊗ V ⊗ V implies
(R♯−1⊗1)(1⊗R)(R−1♯⊗1) = (1⊗R♯−1)(R⊗1)(1⊗R♯−1) : V ⊗V ∗⊗V → V ⊗V ∗⊗V
Multiplying on the left by ev⊗1 and using (0.1) with T = R−1,
(lev⊗1)(1⊗ R)(R−1 ⊗ 1) = 1⊗ lev : V ⊗ V ∗ ⊗ V → V. (0.7)
Using (0.5) with T = R, S = R−1♯ and U = lev, so that W = 1 ⊗ lev and W ♯ =
lev⊗1,
(1⊗ lev)(R−1♯♯ ⊗ 1) = (lev⊗1)(1⊗ R♯−1 : V ∗ ⊗ V ∗ ⊗ V → V ∗.
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Let N ⊂ V be the null space of lev, so that lev(V ∗⊗N) = 0. Then V ∗⊗ V ∗⊗N is
annihilated by the left-hand side of the above equation, so from the right-hand side
we obtain R♯−1(V ∗ ⊗ N) ⊆ N ⊗ V ∗. Since R♯−1 is non-singular, we have equality.
Hence
ev(N ⊗ V ∗) = ev ◦R♯−1(V ∗ ⊗N) = lev(V ∗ ⊗N) = 0.
But ev is a non-degenerate pairing, so N = 0; hence lev is a non-degenerate pairing.
Now return to (0.7) and, by tensoring on the right with V ∗ and applying ev, write
it in the form
ev(lev⊗1⊗ 1)(1⊗ R⊗ 1)(R−1♯ ⊗ 1⊗ 1) = ev(1⊗ lev⊗1) : V ⊗ V ∗ ⊗ V ⊗ V ∗ → k.
Since ev and lev are non-degenerate, the right-hand side is a non-degenerate bilinear
form on V ⊗ V ∗ and therefore R−1♯ is non-singular. 
Definition 0.3. A Hecke Rˇ-matrix is an Rˇ-matrix R satisfying the quadratic equa-
tion
(R − q)(R + q−1) = 0
for some q ∈ k×, q2 6= −1, and such that R♯ is invertible.
1. A construction for graded Hopf algebras
1.1. Universally coacting bialgebras. Let O be a collection of finite-dimensional
Z/2×Z-graded vector spaces, and letM = {f : Xi1⊗ . . .⊗Xik −→Xj1⊗ . . .⊗Xjm , }
(Xil, Xjn ∈ O) be a family of linear maps, preserving degree or changing it by (1, 0).
Let X0 = k be a chosen one dimensional space of degree (0, 0).
Consider a category H of Z/2×Z-bialgebras H together with grading-preserving
coactions (δX : X → X ⊗H)X∈O such that
(a) the coaction on X0 is given by δ0 : k → k ⊗H , 1 7→ 1⊗ 1;
(b) any f ∈M is a H-comodule homomorphism.
The morphisms (H, δX)X∈O −→ (H
′, δ′X)X∈O are Z/2 × Z-graded bialgebra maps
g : H → H ′ such that
δ′X = (X
δX−→ X ⊗H
1⊗g
−−→ X ⊗H ′). (1.1)
Theorem 1.1 (Bialgebra construction). There exists a universal coacting bialgebra
(H, δX) = initial object of the category H. That is, for any bialgebra (H
′, δ′X) ∈ H
there is exactly one bialgebra map g : H → H ′ with the property (1.1).
Proof. Choose a graded basis (xa) in each space X ∈ O. Introduce a Z/2×Z-graded
coalgebra C = ⊕X∈O(EndkX)
∗ = k{tX
a
b} with coaction
X → X ⊗ C, xb 7→ xa ⊗ tX
a
b
on Xi. Then the tensor algebra T (C) is a Z/2× Z-graded bialgebra [9] coacting on
each Xi. With each map
f : X1 ⊗ . . .⊗Xk −→Y 1 ⊗ . . .⊗ Y m ∈M,
X i ∈ O, Y j ∈ O, is associated a subspace Rel(f) ⊂ T (C) as follows. Choosing
graded bases (xia) ⊂ X
i, (yjb) ⊂ Y
j and writing corresponding matrix elements as
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tXi
c
a, tY j
d
b we define this Z/2× Z-graded subspace as
Rel(f) = k
{
(−1)
P
i<j(aˆi−cˆi)cˆjf d1...dmc1...ck tX1
c1
a1 . . . tXk
ck
ak
−(−1)
P
n<l(bˆn−dˆn)dˆltY 1
d1
b1 . . . tYm
dm
bmf
b1...bm
a1...ak
}
.
where gˆ ∈ Z/2 × Z denotes the degree of a basic vector indexed by g (the product
gˆhˆ is the inner product (Z/2 × Z)× (Z/2 × Z) → Z/2). A more readable form for
Rel(f) will be given later (Theorem 1.4).
The bialgebra T (C) is a universal bialgebra coacting on each Xi. In particular,
for any H ′ ∈ H there is unique bialgebra map h : T (C)→ H ′, preserving coactions
in the sense of (1.1). For any such H ′, we get h(Rel(f)) = 0 and this equation is
equivalent to the condition that f is a H ′-comodule morphism.
Define now an algebra
H = T (C)/(tk
1
1 − 1,Rel(f))f∈M.
As the subspaces k{tk
1
1 − 1} and Rel(f) are coideals of T (C) for any f ∈ M, the
algebra H is a bialgebra. By the above consideration H belongs to H and is an
initial object. 
This theorem is due essentially to Takeuchi [31] (except for the grading) where
the case O = {X}, M = {Pk : X ⊗X → X ⊗X} is considered (Pk are projections
and
∑
Pk = 1).
1.2. Hopf algebra case. Let O and M be as in Section 1.1. Now we discuss the
question when the bialgebra H constructed in Theorem 1.1 is a Hopf algebra.
Theorem 1.2 (Hopf algebra construction). Assume that for each X ∈ O there exist
compositions of tensor monomials in maps from M, i.e.
f = 1⊗ f1 ⊗ 1 · · · · · 1⊗ fn ⊗ 1 : X ⊗ (Y1 ⊗ . . .⊗ Yk) −→k,
g = 1⊗ g1 ⊗ 1 · · · · · 1⊗ gm ⊗ 1 : (W1 ⊗ . . .⊗Wl)⊗X −→k,
with fi ∈ M, which are pairings, non-degenerate in the argument X. Assume also
existence of compositions of tensor monomials in maps from M
h = 1⊗ h1 ⊗ 1 · · · · · 1⊗ ha ⊗ 1 : k −→(U1 ⊗ . . .⊗ Uc)⊗X,
j = 1⊗ j1 ⊗ 1 · · · · · 1⊗ jb ⊗ 1 : k −→X ⊗ (V1 ⊗ . . .⊗ Vd),
which are non-degenerate in X in the sense that the induced linear maps (U1⊗ . . .⊗
Uc)
∨ −→X and (V1 ⊗ . . . ⊗ Vd)
∨ −→X are surjective. Then the universal bialgebra
from Theorem 1.1 has an invertible antipode.
Proof. Extend O and M, adding for each X new spaces A,B to O and new maps
Y1 ⊗ . . .⊗ Yk → Y1 ⊗ . . .⊗ Yk/Ann
right f ≡ A, X ⊗ A→ k,
W1 ⊗ . . .⊗Wl → W1 ⊗ . . .⊗Wl/Ann
left g ≡ B, B ⊗X → k.
It is easy to see that the resulting bialgebra H will not change. Also we add minimal
subspaces together with inclusions
C →֒ U1 ⊗ . . .⊗ Uc, D →֒ V1 ⊗ . . .⊗ Vd
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such that h and j factorize through
k →֒ C ⊗X, k →֒ X ⊗D
(and we add also these maps to M). Again the algebra H will not change.
But now for each X ∈ O there are X1
∨, X2
∨, X3
∨, X4
∨ ∈ O together with non-
degenerate pairings and co-pairings
ev : X ⊗X1
∨ → k, ev : X2
∨ ⊗X → k,
coev : k → X3
∨ ⊗X, coev : k → X ⊗X4
∨.
The theorem follows from a proposition, proven in [12] in the even case and easily
generalized to the Z/2-graded case:
Proposition 1.3. Let data O,M be such that for each X ∈ O there are X1
∨, X2
∨,
X3
∨, X4
∨ ∈ O as above. Then the universal bialgebra H has an invertible antipode
γ. Denote the coaction of H by xi 7→ xj ⊗ tX
j
i, x
k 7→ xl ⊗ tX∨l
k, mx 7→ nx⊗ t∨Xn
m,
where (xi), (xk), (
mx) are bases of X, X∨ = X1
∨ or X3
∨, ∨X = X2
∨ or X4
∨. Then
the antipode and its inverse satisfy
γ(tX
j
i) = (−1)
jˆ(ˆi−jˆ)t∨Xi
j ,
γ−1(tX
j
i) = (−1)
jˆ(ˆi−jˆ)tX∨i
j .

1.3. Bialgebras in rigid monoidal categories. The ideas of Section 1.1 can be
applied not only to vector spaces, or graded vector spaces, or to vector spaces with
additional structures. It can be generalized to symmetric (or even braided) closed
monoidal categories. See e.g. [15, 22, 34]. Having in mind applications to quantum
differential calculus, we describe one such scheme following [13, 14].
Let V be a noetherian abelian symmetric monoidal rigid category. (We can even
assume it braided instead of symmetric, but this generalization will not be used here.
See [14] for applications in the braided case.) Let k = EndV I be a field, where I ∈
ObV is a unit object; then V is k-linear. Consider the category Vˆ = ind-V of k-linear
left exact functors Vop → k -Vect. It is known that Vˆ is a k-linear abelian symmetric
monoidal closed category. The category V can be viewed as a full subcategory of Vˆ
via the representing functor h : V → Vˆ, X 7→ hX , hX(Y ) = HomV(Y,X).
Take a family O of Z/2-graded objects of V and a family M = {f : Xi1 ⊗ . . .⊗
Xik −→Xj1⊗. . .⊗Xjm} of morphisms of V, preserving the grading or changing it by 1.
Denote by C the subcategory of V consisting of all tensor productsXi1⊗. . .⊗Xik with
all tensor polynomials of f ∈ M as morphisms. C is a monoidal subcategory of V.
The bifunctor B : Cop×C → V, X×Y 7→ X∨⊗Y has a coend H =
∫ Y ∈C
Y ∨⊗Y ∈ Vˆ
which can be found from the exact sequence in Vˆ⊕
f :Y→Z∈MorC
Z∨ ⊗ Y
1⊗f−f t⊗1
−−−−−−→
⊕
Y ∈Ob C
Y ∨ ⊗ Y → H → 0.
Here f t : Z∨ → Y ∨ ∈ V is the dual morphism to f : Y → Z ∈ V. As could be
expected from [15, 14], the object H ∈ Vˆ turns out to be a superbialgebra in Vˆ.
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Theorem 1.4. (a) Let Z = ⊕Y ∈Ob CY
∨ ⊗ Y ∈ Vˆ with the operations of comultipli-
cation
∆ : ⊕Y Y
∨ ⊗ Y = ⊕Y Y
∨ ⊗ I ⊗ Y
1⊗coevY ⊗1−−−−−−→ ⊕Y Y
∨ ⊗ Y ⊗ Y ∨ ⊗ Y
⊂ (⊕Y Y
∨ ⊗ Y )⊗ (⊕Y Y
∨ ⊗ Y );
counit
ε : ⊕Y Y
∨ ⊗ Y
ev
−→ ⊕Y I
P
−→ I;
multiplication
m : (⊕XX
∨ ⊗X)⊗ (⊕Y Y
∨ ⊗ Y ) = ⊕X,YX
∨ ⊗X ⊗ Y ∨ ⊗ Y
1⊗S⊗1·S⊗1⊗1
−−−−−−−−→
⊕X,Y Y
∨ ⊗X∨ ⊗X ⊗ Y
σ⊗1⊗1
−−−−→ ⊕X,Y (X ⊗ Y )
∨ ⊗ (X ⊗ Y )→ ⊕ZZ
∨ ⊗ Z,
where σ : Y ∨ ⊗ X∨ ⊗ X → Y ∨ ⊗ X∨ ⊗ X equals (−1)i(k−j) when restricted to a
homogeneous component Yi
∨ ⊗Xj
∨ ⊗Xk with i, j, k ∈ Z/2, and S is the symmetry;
and unit
η : I ≃ I∨ ⊗ I →֒ ⊕Y Y
∨ ⊗ Y.
Then Z is a superalgebra in Vˆ .
(b)
∑
f Im(1⊗f−f
t⊗1) is a bi-ideal in ⊕Y Y
∨⊗Y , therefore H is a superbialgebra
in Vˆ.
(c) The morphisms
δX : X = I ⊗X
coevX ⊗1−−−−−→ X ⊗X∨ ⊗X →֒ X ⊗ (⊕Y Y
∨ ⊗ Y )→ X ⊗H
are coactions of H on X ∈ O.
(d) The bialgebra H together with the coactions δX is universal in a sense similar
to that of Section 1.1.
The proof is straightforward. New in this theorem in comparison with, say, [14]
is the Z/2-grading. It is valid also for braided categories V.
Example 1.1. The case of V = Z-grad-vect, the category of Z-graded finite di-
mensional vector spaces with grading-preserving linear maps, is already considered
in Section 1.1. Here Vˆ = Z-grad-Vect. The symmetry is given by S(x ⊗ y) =
(−1)p(x)p(y)y⊗x on homogeneous vectors x, y, where p is the degree. The projection
map j : ⊕Y Y
∨ ⊗ Y → H onto the universal algebra from Section 1.1 is given by
ya ⊗ yb 7→ tY
a
b. The statement that
∑
f Im(1⊗ f − f
t ⊗ 1) = Ker j is equivalent to
the statement from Theorem 1.1 that Rel(f), f ∈M, generate the ideal of relations
of H .
Theorem 1.2 holds also in this setting with maps replaced by morphisms.
Theorem 1.5 (Hopf algebra construction). Assume that for each X ∈ O there exist
compositions of tensor monomials in morphisms from M
f = 1⊗ f1 ⊗ 1 · · · · · 1⊗ fn ⊗ 1 : X ⊗ (Y1 ⊗ . . .⊗ Yk) −→k,
g = 1⊗ g1 ⊗ 1 · · · · · 1⊗ gm ⊗ 1 : (W1 ⊗ . . .⊗Wl)⊗X −→k,
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which are pairings, non-degenerate in the argument X. Assume also existence of
compositions of tensor monomials in maps from M
h = 1⊗ h1 ⊗ 1 · · · · · 1⊗ ha ⊗ 1 : k −→(U1 ⊗ . . .⊗ Uc)⊗X,
j = 1⊗ j1 ⊗ 1 · · · · · 1⊗ jb ⊗ 1 : k −→X ⊗ (V1 ⊗ . . .⊗ Vd),
which are non-degenerate in X in the sense that the induced morphisms (U1⊗ . . .⊗
Uc)
∨ −→X and (V1⊗ . . .⊗Vd)
∨ −→X are epimorphisms. Then the universal bialgebra
H ∈ Vˆ has an invertible antipode.
Proof. Repeating the proof of Theorem 1.2, we can assume that C is closed under
duality −∨. Then we define an antiendomorphism
γ = (−1)j(i+j)
✔
✔
✔
✔
✔❆
❆❆
❊
❊
❊❊
✎✍ ❆❆
❆
❆
❆
Yi
∨ Yj
Yj
∨∨ Yi
∨
:
⊕
Y,i,j
Yi
∨ ⊗ Yj →
⊕
Y ∨,i,j
Yj
∨∨ ⊗ Yi
∨.
It preserves the ideal of relations of H and the antipode of H comes as its quotient.

1.4. Differential bialgebra case. Some methods of constructing differential bial-
gebras were described by Maltsiniotis [18, 19], Manin [21] and one of us [28]. We
present here a general framework for such constructions. The results of the previous
section are applied to the category V = D of Z-graded differential finite-dimensional
vector spaces, (V, d : V → V ), V = ⊕i∈ZVi, d
2 = 0. The differential d has degree
1. The category Vˆ = Dˆ consists of all Z-graded differential vector spaces and their
grading-preserving linear maps commuting with the differential.
So, our data are a family of differential Z/2×Z-graded spaces O with differentials
of degree (0,1) and a family of linear maps M = {f} of degree (0,0) or (1,0)
commuting with the differential. The output of Theorem 1.4 is a Z/2 × Z-graded
bialgebra H in the category Dˆ, that is, a differential Z/2× Z-graded bialgebra.
We have a forgetful functor Φ : D → Z-grad-vect forgetting the differential.
The constructions of Section 1.1 with V ′ = Z-grad-vect and above with V = D
give bialgebras H ′ and H . They are identified, Φ(H) = H ′. To give explicitly
the differential in the bialgebra H ′ making it into H , consider the coalgebra C =
⊕X∈O ComatX = ⊕X∈OX
∨ ⊗ X . It has a unique map d : C → C of degree (0, 1)
which makes the diagram
X
δX−−−→ X ⊗ C
d
y yd⊗1+σ⊗d
X
δX−−−→ X ⊗ C
commute. In our conventions σ : X → X is the map whose eigenvectors are the
homogeneous elements x of X , the eigenvalue associated with such an element being
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(−)x = (−1)xˆ·(0,1). Indeed, d : C → C is given by
dtXi
f
a = (−)
f (tXi
f
cd
c
a − d
f
btXi
b
a),
where dca denotes the matrix of the map d : Xi → Xi, xa 7→ xcd
c
a, in a chosen basis.
Proposition 1.6. The map d : C → C is a codifferential of degree (0, 1) ∈ Z/2×Z,
that is, d is a graded coderivation
C
∆
−−−→ C ⊗ C
d
y yd⊗1+σ⊗d
C
∆
−−−→ C ⊗ C
and d2 = 0.
Proof. Straightforward. 
1.4.1. Construction for differential bialgebras. The differential bialgebra H con-
structed in Section 1.3 usually does not correspond to a geometric type of object.
However, using previous results we can construct more realistic examples.
Assume given the following data (comp. [28, 30]). Let X•1 , X
•
2 , . . . , X
•
r be Z/2 ×
Z×Z>0-graded algebras (where • denotes the Z>0-degree) with multiplication mu :
X•u ⊗X
•
u → X
•
u, 1 6 u 6 r, generated by finite-dimensional spaces X
1
u and X
0
u = k.
Let du : X
•
u → X
•
u be differentials of degree (0, 1, 0). Assume bijective linear maps
fu : X
1
u → X
1
u+1 of degree deg fu = (pu, 0) ∈ Z/2 × Z are given for 1 6 u 6 r − 1
such that fudu = du+1fu.
These data are transformed to the family O = {X iu}i>0,16u6r of differential k-
spaces and a family of maps M = {mu : X
i
u ⊗X
j
u → X
i+j
u , fv : X
1
v → X
1
v+1 | i, j >
0, 1 6 u 6 r, 1 6 v < r} of degree (∗, 0) ∈ Z/2× Z. We have already proved
Theorem 1.7 (Differential bialgebra construction). The bialgebra H constructed
from these data in Theorem 1.1 is a differential bialgebra.
Remark 1.1. We can always reduce such data to the case of algebras Y •1 , Y
•
2 , . . . , Y
•
r
generated by the same space Y 1u = Y
1 with fu = idY1 . For instance, having X
•
1 , X
•
2
and f1 : X
1
1 → X
1
2 , we define Y
•
1 = X
•
1 , and (Y
•
2 , m˜2) generated by Y
1
2 = X
1
1 is
defined as a graded algebra “isomorphic” to X•2 via a bijective map f ≡ f
• : Y •2 →
X•2 , such that f
1 = f1 and deg f
k = (kp1, 0) ∈ Z/2 × Z (recall that deg f1 = (p1, 0)
). Precisely we require the diagram
Y •2 ⊗ Y
•
2
m˜2−−−→ Y •2
f⊗f
y yf
X•2 ⊗X
•
2
m2−−−→ X•2
to commute, where as usual (f ⊗ f •)(y ⊗ y′) = (−1)fˆ
•·yˆf(y) ⊗ f •(y′). The map f
will be an isomorphism of graded algebras only if p1 = 0.
All such (Y •2 , m˜2) are naturally isomorphic as graded associative algebras. One
can verify that Y •2 = k⊕X
1
1⊕X
2
2⊕X
3
2⊕X
4
2 . . . (with appropriately changed grading
if p1 = 1) satisfies these conditions.
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1.4.2. Differential forms on quantum semigroups. Let X•1 , X
•
2 , . . . , X
•
r be Z/2×Z×
Z>0-graded algebras with additional structures as in Section 1.4.1. Then Theo-
rem 1.7 gives a Z/2× Z-graded differential bialgebra H .
Theorem 1.8. Let H<0 denote ⊕a∈Z/2,b<0H
a,b ⊂ H. Then
Ω = H/(H<0, dH<0)
is a Z/2×Z>0-graded differential bialgebra. The algebra Ω is a universal bialgebra in
the category of differential Z/2×Z>0-graded bialgebras coacting on X
•
1 , X
•
2 , . . . , X
•
r .
Proof. The subspace H<0 ⊕ dH−1 ⊂ H is d-invariant (here H−1
def
= H0,−1 ⊕H1,−1).
Also this subspace is a coideal. Hence, Ω = H/(H<0 ⊕ dH−1) is a differential
bialgebra.
Having some Z/2 × Z>0-graded bialgebra f ∈ H coacting on X
•
1 , X
•
2 , . . . , X
•
r we
find by Theorem 1.1 the morphism of bialgebras φ : H → F . If, in addition, F is
a differential bialgebra, differentially coacting on X•1 , X
•
2 , . . . , X
•
r , we get that φ is
a differential bialgebra morphism. Since H<0 ⊂ Kerφ, this implies dH<0 ⊂ Kerφ,
whence the theorem is proven. 
Definition 1.2. We call Ω from Theorem 1.8 the algebra of differential forms on a
quantum (super)semigroup, corresponding to the function algebra Ω0
def
= Ω0,0⊕Ω1,0.
This terminology is justified by examples.
2. Examples of differential quantum supergroups
2.1. Hecke R-matrices as construction data. Let V be a Z/2-graded vector
space with a graded basis (xi), 1 6 i 6 n and let R : V ⊗ V → V ⊗ V, xi ⊗ xj 7→
Rklijxk ⊗ xl be a solution to the Yang-Baxter equation. We assume that R preserves
the grading and is diagonalizable with two eigenvalues q and −q−1, q 6= ±i. Denote
by dV another copy of V with a basis (dxi). Set X
1 = V ⊕ dV and
X• = T •(X1)/(R(xi⊗xj)−qxi⊗xj , R(dxi⊗xj)−q
−1dxi⊗xj , R(dxi⊗dxj)+q
−1dxi⊗dxj)
It is understood that R is extended to
R : dV ⊗ V → V ⊗ dV, dxi ⊗ xj 7→ R
kl
ijxk ⊗ dxl
R : dV ⊗ dV → dV ⊗ dV, dxi ⊗ dxj 7→ R
kl
ijdxk ⊗ dxl
Make X• into a Z/2× Z>0 × Z>0-graded algebra by setting
deg xi = (p(xi), 0, 1), deg dxi = (p(xi), 1, 1)
where p is the Z/2-degree in V . Introduce a differential in X• by d(xi) = dxi.
Let Ξ be a copy of V with the opposite parity, that is, with a basis graded by
(ξi), p(ξi) = p(xi) + 1. One more copy of Ξ denoted dΞ has a basis (dξi). Consider
the algebra Y generated by Y 1 = Ξ⊕ dΞ
Y • = T •(Y 1)/(R(ξi⊗ξj)+q
−1ξi⊗ξj , R(dξi⊗ξj)+qdξi⊗ξj , R(dξi⊗dξj)−qdξi⊗dξj).
with degree
deg ξi = (p(xi) + 1, 0, 1), deg dξi = (p(xi) + 1, 1, 1),
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and differential d(ξi) = dξi.
The map J : X1 → Y 1, xi 7→ ξi, dxi 7→ dξi, of degree (1, 0) ∈ Z/2× Z commutes
with the differential.
The data (X•, Y •, J) determine a differential bialgebra H as Theorem 1.7 claims.
To find its structure explicitly we analyze the generators and relations proposed in
the theorem. The matrices T and T ′ made of matrix elements of the spaces X1 and
Y 1 can be decomposed in blocks
T =
(
t r
p s
)
, T ′ =
(
t′ r′
p′ s′
)
,
so the coaction on X1 and Y 1 is
δxi = xj ⊗ t
j
i + dxj ⊗ p
j
i,
δdxi = xj ⊗ r
j
i + dxj ⊗ s
j
i,
δξi = ξj ⊗ t
′j
i + dξj ⊗ p
′j
i,
δdξi = ξj ⊗ r
′j
i + dξj ⊗ s
′j
i.
The relations corresponding to J say precisely that T ′ = T in H . Clearly, the entries
of T generate the algebra H .The relations Rel(m : X• ⊗ X• → X•) coincide with
those asserting that Ker(m : X• ⊗ X• → X•) is an H-subcomodule. A particular
requirement is that
Ker(m11 : X
1 ⊗X1 → X2) =
= 〈R(x⊗ y)− qx⊗ y, R(dx⊗ y)− q−1dx⊗ y, R(dx⊗ dy) + q−1dx⊗ dy〉
is an H-subcomodule. Similarly
Ker(m′11 : Y
1⊗Y 1 → Y 2) = 〈R(ξ⊗η)+q−1ξ⊗η, R(dξ⊗η)+qdξ⊗η, R(dξ⊗dη)−qdξ⊗dη〉
is an H-subcomodule. The graded isomorphism of H-comodules J⊗J : X1⊗X1 →
Y 1 ⊗ Y 1 sends the subspace
K ′ = 〈R(x⊗ y) + q−1x⊗ y, R(dx⊗ y) + qdx⊗ y, R(dx⊗ dy)− qdx⊗ dy〉
to Kerm′11, whence K
′ is an H-subcomodule.
Therefore, we have to impose onH relations equivalent to the fact that Kerm11, K
′ ⊂
X1 ⊗X1 are H-subcomodules. Remark that
Kerm11 ⊕K
′ = X1 ⊗X1.
Indeed, introduce a grading-preserving linear map
R =


R 0 0 0
0 0 R−1 0
0 R q − q−1 0
0 0 0 −R−1


R : X1 ⊗X1 → X1 ⊗X1 = V ⊗ V ⊕ V ⊗ dV ⊕ dV ⊗ V ⊕ dV ⊗ dV
(The matrix acts on a vector from the right.) It satisfies the same quadratic equation
as R
(R− q)(R+ q−1) = 0.
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Its eigenspace with eigenvalue q (resp. −q−1) is K ′ (resp. Kerm11).
We conclude that the equations to impose express the fact that R is an automor-
phism of the H-comodule X1 ⊗X1. Define accordingly
H = k〈T ji〉/((−1)
lˆ(ˆi−kˆ)RpsklT
k
iT
l
j − (−1)
sˆ(mˆ−pˆ)T pmT
s
nR
mn
ij ). (2.1)
The standard assertion is that H is a bialgebra with the canonical coaction on
X1, Y 1. It coacts also on
X• = T •(X1)/(Kerm11), Y
• = T •(Y 1)/(Kerm′11)
since the ideal of relations is a H-subcomodule by construction. The bialgebra H
was built so that any other bialgebra from H is an epimorphic image of it, hence it
is universal.
The bialgebra H has generators tji, r
j
i, p
j
i, s
j
i of degree
deg tj i = (p(xi)− p(xj), 0), deg r
j
i = (p(xi)− p(xj), 1),
deg pji = (p(xi)− p(xj),−1), deg s
j
i = (p(xi)− p(xj), 0).
If V is even (all p(xi) = 0), there is a presentation
Rt1t2 = t1t2R
Rs1s2 = s1s2R
r1t2 = Rt1r2R
r1s2 = Rs1r2R
p1t2 = Rt1p2R
p1s2 = Rs1p2R
r1r2 = −Rr1r2R
p1p2 = −Rp1p2R
r1p2 = −Rr1p2R
t1s2R− Rs1t2 = (q − q
−1)r1p2
in the usual notation, with R standing for the matrix (Rklij ) and t1, for example,
standing for the Kronecker product matrix t ⊗ 1 = (tki δ
l
j). In the general case the
same presentation holds with additional minus signs from (2.1).
It follows by Theorem 1.7 that H is a differential bialgebra with the differential
dt = r, dr = 0, (2.2)
dp = t− s, ds = r. (2.3)
In Theorem 1.8 the bialgebra Ω is constructed. Clearly, in our example it is
generated by tj i and r
j
i = dt
j
i and has the relations of H plus the identifications
p = 0, s = t. So the defining relations of Ω are
Rt1t2 = t1t2R (2.4)
dt1 · t2 = Rt1 dt2R (2.5)
dt1 · dt2 = −Rdt1 dt2R (2.6)
We recognize in Ω the algebra of differential forms related to R [25, 26, 30, 35].
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2.2. The supersemigroup. A straightforward check proves
Proposition 2.1. R satisfies the Yang–Baxter equation (in braid form).
Therefore the bialgebra H can be interpreted as the quantized algebra of functions
on a supersemigroup. If we interpret the algebra k〈t〉/(Rt1t2− t1t2R) as the algebra
of functions on quantum Mat(n|m) related to R, then H will be the algebra of
functions on Mat(n +m | n+m) related to R.
We can continue the procedure of constructing new solutions to the Yang–Baxter
equation starting with R instead of R.
2.3. The supergroup. Now we use the category V of Z/2 × Z-graded differential
vector spaces with the differential of degree (0, 1) ∈ Z/2×Z. To make the differential
bialgebra from Section 1.4.1 into a Hopf algebra, we have to add the dual vector
space Z to the given X = V ⊕dV with R : X⊗X → X⊗X . The subspaces V and
dV have degrees 0 and 1 ∈ Z. We define Z = W ⊕ U , where W = V ∨ has degree
0 ∈ Z and the basis (wi) dual to (xi), and U = (dV )
∨ has degree −1 ∈ Z and the
basis (ui) dual to (dxi). The differential d : Z → Z, dw
i = 0, dui = −wi makes
ev : X ⊗ Z → k, coev : k → Z ⊗X
into morphisms of V. AlsoR is a morphism of V since it commutes with d : X⊗X →
X ⊗X , d(x⊗ y) = dx⊗ y + σ(x)⊗ dy.
Assume now that R♯ is invertible, so R is Hecke. By Theorem 0.2 R−1♯ : W ⊗
W∨ →W∨ ⊗W is also invertible. A simple calculation gives
R♯ =


R♯ 0 0 (q − q−1)
∪
∩
0 0 R♯ 0
0 R−1♯ 0 0
0 0 0 −R−1♯

 : X ⊗X∨ → X∨ ⊗X,
where
∪
∩ = 1♯,
∪
∩
ik
jl = δ
ikδjl. Therefore, R
♯ is also invertible and R is Hecke. By Theo-
rem 0.1 R♯ and R♯♯ are morphisms, and in particular commute with the differential
d.
Thus, we can consider the following data in V: the two objects O = {X,Z} and
the family M of morphisms
R : X ⊗X → X ⊗X,
R♯ : X ⊗ Z → Z ⊗X,
R♯♯ : Z ⊗ Z → Z ⊗ Z,
ev : X ⊗ Z → k,
coev : k → Z ⊗X.
These data are closed under duality in the sense of Theorem 1.5. The missing pairing
and co-pairing are constructed as
Z ⊗X
R♯−1
−−−→ X ⊗ Z
ev
−→ k, (2.7)
k
coev
−−→ Z ⊗X
R−1♯−1
−−−−→ X ⊗ Z. (2.8)
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They are non-degenerate as follows from the general theory [12]. Therefore the
bialgebra H constructed from the data O,M is a differential Hopf algebra. It is
generated by matrix elements T ij and T¯i
j of X and Z. The relations corresponding
to M are
(−1)lˆ(ˆi−kˆ)RpsklT
k
iT
l
j = (−1)
sˆ(mˆ−pˆ)T pmT
s
nR
mn
ij , (2.9)
(−1)lˆ(ˆi−kˆ)RslpkT
k
iT¯l
j = (−1)sˆ(mˆ−pˆ)T¯p
mT snR
nj
mi, (2.10)
(−1)lˆ(ˆi−kˆ)RlkspT¯k
iT¯l
j = (−1)sˆ(mˆ−pˆ)T¯p
mT¯s
nRjinm, (2.11)
(−1)kˆ(ˆi−kˆ)T kiT¯k
j = δji , (2.12)
(−1)jˆ(kˆ−jˆ)T¯i
kT jk = δ
j
i . (2.13)
We know that the antipode γ is invertible and the last two equations give, in par-
ticular,
γ(T¯i
j) = (−1)jˆ (ˆi−jˆ)T ji.
From (2.7), (2.8) one can find also γ(T ij).
Divide the matrix T¯ into four submatrices
T¯ =
(
t¯ r¯
p¯ s¯
)
similarly to T . The degrees are
deg t¯ji = (p(xi)− p(xj), 0), deg r¯
j
i = (p(xi)− p(xj),−1),
deg p¯ji = (p(xi)− p(xj), 1), deg s¯
j
i = (p(xi)− p(xj), 0).
The differential is given by (2.2), (2.3) and
dt¯ = p¯, dr¯ = s¯− t¯,
dp¯ = 0, ds¯ = p¯.
Remark 2.1. The use of R♯ and R♯♯ is dictated by Theorem 0.1.
2.3.1. Differential forms on quantum GL(n). The algebra
Ω = H/(H<0, dH<0) = H/(p, t− s, r¯, t¯− s¯)
is the algebra of differential forms on a quantum (super)group GL(n) related to R.
In the even case it is generated by t, r, t¯, because p¯ = −t¯ ·rt · t¯. The defining relations
are (2.4)–(2.6) and
R♯r1t¯2 = t¯1r2R
−1♯ (2.14)
R♯♯t¯1t¯2 = t¯1t¯2R
♯♯ (2.15)
tt t¯ = 1 = t¯ tt (2.16)
In the general case there are similar relations with additional signs.
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3. Koszul complexes
3.1. The Berezinian. In this section we temporarily forget about differentials d
and consider arbitrary Hecke Rˇ-matrices. Recall that with each Hecke Rˇ-matrix
R : V ⊗ V → V ⊗ V two Z>0-graded algebras are associated. The symmetric
algebra S•(V ) is the quotient of T •(V ) by relations
R(x⊗ y) = qx⊗ y, x, y ∈ V
and the external algebra Λ•(V ) has relations
R(x⊗ y) = −q−1x⊗ y, x, y ∈ V.
Our definition of a Koszul complex is a q-deformation of [11], where most results
of this section were obtained for symmetric monoidal categories (q = 1). Also the
following definition is a braided version of one of the Koszul complexes for quadratic
algebras [20]. The Koszul complex for a Hecke symmetry possesses more structure;
namely, it will have two differentials.
Definition 3.1. The Koszul complex of V is the Z>0×Z>0-graded algebra K
••(V ),
quotient of T ••(V ⊕ V ∨) by relations
R(v ⊗ v¯) = −q−1v ⊗ v¯ for v, v¯ ∈ V,
R♯(v ⊗ v′) = qv ⊗ v′ for v ∈ V, v′ ∈ V ∨,
R♯♯(v′ ⊗ v¯′) = qv′ ⊗ v¯′ for v′, v¯′ ∈ V ∨.
The middle commutation relation can be written also as
v′ ⊗ v = qcV ∨,V (v
′ ⊗ v) for v ∈ V, v′ ∈ V ∨. (3.1)
Using the diamond lemma [1] we decompose K••(V ) into the tensor product of a
symmetric and an external algebra. Precisely, the maps
S
m(V ∨)⊗ Λn(V )→K0m(V )⊗Kn0(V )
m
−→ Knm(V ), (3.2)
Λ
n(V )⊗ Sm(V ∨)→Kn0(V )⊗K0m(V )
m
−→ Knm(V )
are isomorphisms of Z>0 × Z>0-graded vector spaces.
Let {vi | i = 1, . . . , n} be a basis for V and {v
i | i = 1, . . . , n} be the dual basis
for V ∨. In the following we use the summation convention on indices which occur
once in an upper and once in a lower position.
Proposition 3.1. The element d = vivi = coev(1) ∈ K
1,1(V ) ≃ V ∨ ⊗ V obeys the
following commutation relations in K(V )
dv = −q2vd for v ∈ V,
dv′ = v′d for v′ ∈ V ∨.
Proof. Using graphical notation ✛✘
vi vid =
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we have
dv = viviv = −qv
i(−q−1viv) = −qv
iR(vi ⊗ v) =
= −q
✓✏✁
✁
✁
✁
✁✁
vi vi v
= −q2
✓✏vi vi
✱
✱
✱
✱
✱✱
v
= −q2
v ✓✏vi vi
= −q2vd,
and
v′d = v′vivi = q
−1(qv′vi)vi = q
−1R♯♯(v′ ⊗ vi)vi =
= q−1
vi vi✓✏
❡❡
❡
❡
v′
=
vi vi✓✏
◗◗
◗◗
◗◗
v′
=
vi vi✓✏v′
= dv′.

Corollary 3.2. d2 = 0
Indeed,
d2 = dvivi = v
idvi = −q
2vivid = −q
2d2.
Definition 3.2. A differential of degree (1,1) D = DV : K(V ) → K(V ) in the
Z>0 × Z>0-graded vector space K
••(V ) is defined by left multiplication by d. Its
Z>0 × Z>0-graded space of cohomologies
Ber(V ) = H∗(K(V ), D)
is called the Berezinian of V .
3.2. The Hecke sum. The Rˇ-matrix R from Section 2.1 is a special element of a
more general family of Rˇ-matrices studied by Majid and Markl [16].
Theorem 3.3. (a) Let R : V ⊗V → V ⊗V , R′ : U⊗U → U⊗U be two diagonalizable
Rˇ-matrices with the eigenvalues q and −q−1, and let Q : U⊗V → V ⊗U be a bijective
linear map satisfying the equations
(1⊗Q)(Q⊗ 1)(1⊗R) = (R ⊗ 1)(1⊗Q)(Q⊗ 1),
(Q⊗ 1)(1⊗Q)(R′ ⊗ 1) = (1⊗ R′)(Q⊗ 1)(1⊗Q).
Then the linear map R : X ⊗X → X ⊗X, X = V ⊕ U , given by
R =


R 0 0 0
0 0 Q−1 0
0 Q q − q−1 0
0 0 0 R′


is a diagonalizable Rˇ-matrix with eigenvalues q and −q−1.
(b) If in addition R♯, R′♯, Q♯, Q−1♯ are all invertible, then also R♯, R−1♯ are.
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Proof. (a) Reduces to a theorem from [16] and can be checked straightforwardly.
(b) The matrix
R♯ =


R♯ 0 0 (q − q−1)
∪
∩
0 0 Q♯ 0
0 Q−1♯ 0 0
0 0 0 R′♯

 , (3.3)
where
∪
∩ = 1♯ = (V ⊗ V ∨
ev
−→ k
coev
−−→ U∨ ⊗ U),
∪
∩
ik
jl = δ
ikδjl, is obviously invertible.
By Theorem 0.2 R−1♯ is also invertible. 
The space X equipped with R is denoted V ⊕Q U and is called the Hecke sum.
3.3. Koszul complex of a Hecke sum. Let us analyze in detail the structure of
the algebra K••(V ⊕Q U). The algebra Λ
•(V ⊕Q U) is a quotient of T
•(V ⊕ U) by
the relations
R(v ⊗ v¯) = −q−1v ⊗ v¯ for v, v¯ ∈ V,
Q(u⊗ v) = −qu⊗ v for v ∈ V, u ∈ U,
R′(u⊗ u¯) = −q−1u⊗ u¯ for u, u¯ ∈ U.
Since
R♯♯ =


R♯♯ 0 0 0
0 q − q−1 Q−1♯♯ 0
0 Q♯♯ 0 0
0 0 0 R′♯♯


the algebra S•((V ⊕Q U)
∨) is a quotient of T •(V ∨ ⊕ U∨) by the relations
R♯♯(v′ ⊗ v¯′) = qv′ ⊗ v¯′ for v′, v¯′ ∈ V ∨,
Q♯♯(u′ ⊗ v′) = qu′ ⊗ v′ for v′ ∈ V ∨, u′ ∈ U∨,
R′♯♯(u′ ⊗ u¯′) = qu′ ⊗ u¯′ for u′, u¯′ ∈ U∨.
The commutation relations between x ∈ V ⊕QU and x
′ ∈ (V ⊕QU)
∨ in K••(V ⊕QU)
are
R♯(x⊗ x′) = qx⊗ x′.
In particular, (3.3) implies that K••(U) is a subalgebra of K••(V ⊕QU), but K
••(V )
is not. In fact, the following commutation relation between v ∈ V and v′ ∈ V ∨ holds
in K••(V ⊕Q U)
R♯(v ⊗ v′) + (q − q−1)〈v, v′〉dU = qv ⊗ v
′,
where dU = u
juj.
The factorization property (3.2) applied to V ⊕Q U together with factorization
properties of S•((V ⊕Q U)
∨) and Λ•(V ⊕Q U) imply that
S(V ∨)⊗ Λ(V )⊗K(U)→ K(V ⊕Q U)
⊗3 m−→ K(V ⊕Q U) (3.4)
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is an isomorphism of graded vector spaces. Proposition 3.1 shows that (3.2) is an
isomorphism of complexes if the differential in S•(V ∨) ⊗ Λ•(V ) is the insertion of
dV = v
i ⊗ vi in the middle:
D(y1 . . . ym ⊗ y1 . . . yn) = y
1 . . . ymvi ⊗ viy1 . . . yn. (3.5)
Composing (3.2) and (3.4) we get an isomorphism of Z>0 × Z>0-graded spaces
φ : K••(V )⊗K••(U)→ S•(V ∨)⊗ Λ•(V )⊗K••(U)→ K••(V ⊕Q U).
Theorem 3.4. (a) The map φ is an isomorphism of complexes, that is,
DV⊕QU◦φ = φ◦(DV⊗1+(−1)
n⊗DU) : K
n,m(V )⊗Kk,l(U)→ Kn+k+1,m+l+1(V⊕QU).
(b) The isomorphism φ−1 induces an isomorphism
Ber(V ⊕Q U) ≃ Ber(V )⊗ Ber(U).
Proof. (a) From the commutation relations in K(V ⊕Q U)
Q(u⊗ v) = −qu⊗ v, Q♯(v ⊗ u′) = qv ⊗ u′
we find for v ∈ V , u ∈ U , u′ ∈ U∨
u⊗ v = −q−1Q(u⊗ v), u′ ⊗ v = qQ♯−1(u′ ⊗ v).
Hence,
dUv = u
iuiv = −q
−1uiQ(ui ⊗ v) = −(Q
♯−1 ⊗ 1)(ui ⊗Q(ui ⊗ v)) = −vu
iui = −vdU .
Using Proposition 3.1 for X = V ⊕Q U , the above formula and (3.5) we compute
for arbitrary v′a ∈ V
∨, yb ∈ V , u
′
c ∈ U
∨, zd ∈ U
DX(v
′
1 . . . v
′
my1 . . . ynu
′
1 . . . u
′
lz1 . . . zk) =
= dXv
′
1 . . . v
′
my1 . . . ynu
′
1 . . . u
′
lz1 . . . zk
= v′1 . . . v
′
mdXy1 . . . ynu
′
1 . . . u
′
lz1 . . . zk
= v′1 . . . v
′
m(dV + dU )y1 . . . ynu
′
1 . . . u
′
lz1 . . . zk
= v′1 . . . v
′
mdV y1 . . . ynu
′
1 . . . u
′
lz1 . . . zk
+ (−1)nv′1 . . . v
′
my1 . . . yndUu
′
1 . . . u
′
lz1 . . . zk
= DV (v
′
1 . . . v
′
my1 . . . yn)u
′
1 . . . u
′
lz1 . . . zk
+ (−1)nv′1 . . . v
′
my1 . . . ynDU(u
′
1 . . . u
′
lz1 . . . zk).
(b) Follows from (a) by Ku¨nneth’s theorem [8]. 
3.4. Dual Koszul complex. Consider now the Koszul complex K••(∨V ) of the
left dual ∨V , which is generated by ∨V ⊕ V and has the relations
R♭♭(′v ⊗ ′v¯) = −q−1′v ⊗ ′v¯ for ′v, ′v¯ ∈ ∨V,
R♭(′v ⊗ v) = q ′v ⊗ v for v ∈ V, ′v ∈ ∨V,
R(v ⊗ v¯) = qv ⊗ v¯ for v, v¯ ∈ V.
The middle commutation relation is
v ⊗ ′v = qcV,∨V (v ⊗
′v).
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It has a special element
d′ = cV,∨V (vi ⊗
iv) = q−1(vi)(
iv) = q−1d∨V ∈ K
1,1(∨V ).
We shall be interested in the differential DR∨V given by the right multiplication by
d′ (it differs from D∨V by a power of q with a sign depending on the grading, as
Proposition 3.1 shows).
We want to extend the pairing 〈, 〉 = ev : ∨V ⊗V → k to a pairing between Koszul
complexes of ∨V and V . The natural pairings T n(∨V ) ⊗ T n(V ) → k, T n(V ) ⊗
T n(V ∨) → k are also denoted 〈, 〉, 〈yn . . . y1, z1 . . . zn〉 = 〈y1, z1〉 . . . 〈yn, zn〉. We use
Jimbo’s symmetrizer and antisymmetrizer [6]
Symm =
∑
σ∈Sm
ql(σ)−m(m−1)/2Rσ
=
∑
σ∈Sm
qm(m−1)/2−l(σ)(R−1)σ : T
m(X)→ Tm(X), (3.6)
Antn =
∑
σ∈Sn
(−1)l(σ)qn(n−1)/2−l(σ)Rσ
=
∑
σ∈Sn
(−1)l(σ)ql(σ)−n(n−1)/2(R−1)σ : T
n(X)→ T n(X), (3.7)
satisfying (Symm)
2 = [m]q! Symm, (Antn)
2 = [n]q! Antn.
The pairing
T n(∨V )⊗ Tm(V )⊗ Tm(V ∨)⊗ T n(V )→ k
a⊗ b⊗ c⊗ f 7−→ 〈a,Antn(f)〉〈Symm(b), c〉 = 〈Antn(a), f〉〈b, Symm(c)〉
vanishes on ideals of relations of symmetric and exterior algebras. Therefore, it
induces the pairing
π : Λn(∨V )⊗ Sm(V )⊗ Sm(V ∨)⊗ Λn(V )→ k
or
π : Kn,m(∨V )⊗Kn,m(V )→ k. (3.8)
When q is not a root of unity this pairing is non-degenerate by the theory of Iwahori–
Hecke algebras. In this case the natural map ImSymm → S
m(V ) is an isomorphism
and Symm is proportional to a projection. When q is a root of unity the pairing is
usually degenerate.
Similarly, the pairing
Tm(V )⊗ T n(∨V )⊗ T n(V )⊗ Tm(V ∨)→ k
b⊗ a⊗ f ⊗ c 7−→ 〈a,Antn(f)〉〈Symm(b), c〉
induces a pairing
S
m(V )⊗ Λn(∨V )⊗ Λn(V )⊗ Sm(V ∨)→ k.
Interpreted as a pairing
Kn,m(∨V )⊗Kn,m(V )→ k
it coincides with π from (3.8). Indeed, using the commutation relations (3.1) and
′v ⊗ v = q−1(cV,∨V )
−1(′v ⊗ v)
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for ′v ∈ ∨V , v ∈ V , we can write both pairings as quotients of equal maps
T n(∨V )⊗ Tm(V )⊗ Tm(V ∨)⊗ T n(V )→ k
SymmAntn
✫✪✫ ✪
❝
❝
❝
❝❝
✚
✚
✱
✱
★
★
★
★★
❧
❧
❩
❩
=
✫✪✫ ✪
Symm Antn
Proposition 3.5. (a) The map
D′R∨V =
m∑
k=1
n∑
l=1
(−1)n−lqk+l−m−1
❧
❧
❧❧
❧
✱
✱
✱
✱
✱
✱✱
1 l n 1 k m
: T n(∨V )⊗ Tm(V )→ T n−1(∨V )⊗ Tm−1(V )
composed with the projection T n−1(∨V )⊗Tm−1(V )→ Λn−1(∨V )⊗Sm−1(V ) factorizes
through a unique map
D′R∨V : Λ
n(∨V )⊗ Sm(V )→ Λn−1(∨V )⊗ Sm−1(V ).
(b) The map D′R∨V : K
n,m(∨V ) → Kn−1,m−1(∨V ) so constructed is a transpose of
DV in the following sense
π(D′R∨V (a), b) = π(a,DV (b)) (3.10)
for a ∈ Kn,m(∨V ), b ∈ Kn−1,m−1(V ).
(c) (D′R∨V )
2 = 0 : Kn,m(∨V )→ Kn−2,m−2(∨V ).
Proof. (a) Using the identity R − R−1 − q + q−1 = 0 one can show that the ideal
of relations [T n(∨V ) ∩ (Im(R♭♭ + q−1))] ⊗ Tm(V ) goes to [T n−1(∨V ) ∩ (Im(R♭♭ +
q−1))] ⊗ Tm−1(V ), that is to itself, and T n(∨V ) ⊗ [(Im(R − q)) ∩ Tm(V )] goes to
T n−1(∨V )⊗ [(Im(R − q)) ∩ Tm−1(V )].
(b) Equation (3.10) follows from the equation(
T n(∨V )⊗ Tm(V )
D′R∨V−−→ T n−1(∨V )⊗ Tm−1(V )→
Antn−1 ⊗ Symm−1
−−−−−−−−−−→ T n−1(∨V )⊗ Tm−1(V )
)
=
=
(
T n(∨V )⊗ Tm(V )
Antn⊗ Symm−−−−−−−→ T n(∨V )⊗ Tm(V ) =
= T n−1(∨V )⊗ ∨V ⊗ V ⊗ Tm−1(V )
1⊗ev⊗1
−−−−→ T n−1(∨V )⊗ Tm−1(V )
)
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Substituting for Symm and Antn in the right hand side their expressions (3.6) and
(3.7), we reorder the sum, picking up such σ ∈ Sm that σ(k) = 1 and such σ ∈ Sn
that σ(l) = 1. The sum in the left hand side with fixed k, l equals the (k, l)th
summand of D′R∨V multiplied by Antn−1⊗ Symm−1.
(c) DV is a differential; this explains why D
′R
∨V is. The proof consists of straight-
forward calculation. 
Proposition 3.6. (a) The map
m∑
k=1
n∑
l=1
(−1)l−1qk+l−n−1
1 k m 1 l n
✓
✒☞✌
✦✦
✏✏✘✘
❛❛❛❛❛❛
: Tm(V ∨)⊗ T n(V )→ Tm−1(V ∨)⊗ T n−1(V )→ Sm−1(V ∨)⊗ Λn−1(V ) (3.11)
factorizes through a unique map
D′V : S
m(V ∨)⊗ Λn(V )→ Sm−1(V ∨)⊗ Λn−1(V ).
(b) The constructed map D′V : K
n,m(V ) → Kn−1,m−1(V ) is a transpose of DRV in
the following sense:
π(DRV (a), b) = π(a,D
′(b))
for a ∈ Kn−1,m−1(∨V ), b ∈ Kn,m(V ).
(c) D′2 = 0.
The proof is similar to that of Proposition 3.5.
Proposition 3.7. The differentials are related as follows:
DV = (−1)
nq2n+1DRV : K
n,m(V )→ Kn+1,m+1(V )
D′RV = (−1)
n+1q2n−1D′V : K
n,m(V )→ Kn−1,m−1(V )
Proof. The first formula follows from Proposition 3.1. To get the second formula we
represent Kn,m(V ) as Sm(V ∨)⊗ Λn(V ). Then D′RV equals
S
m(V ∨)⊗ Λn(V )
qmncτ(m,n)
−−−−−−→ Λn(V )⊗ Sm(V ∨)
D′RV−−→
→ Λn−1(V )⊗ Sm−1(V ∨)
q−(n−1)(m−1)(c−1)τ(n−1,m−1)
−−−−−−−−−−−−−−−−−→ Sm−1(V ∨)⊗ Λn−1(V )
where the middle arrow is given by (3.9). Drawing this map, we reduce it to a factor
map of
m∑
k=1
n∑
l=1
(−1)n−lqk+l+n−2
1 k m 1 l n
✓
✒☞✌
✦✦
✏✏✘✘
❛❛❛❛❛❛
: Tm(V ∨)⊗ T n(V )→ Tm−1(V ∨)⊗ T n−1(V )→ Sm−1(V ∨)⊗ Λn−1(V ).
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This differs from (3.11) by a power of q with a sign. 
3.5. Differentials on a Hecke sum. It is possible to express the differentials D′R,
D′, DR on a Hecke sum in terms of those on summands.
Theorem 3.8. The maps
ψ : Λp(∨U)⊗ Sr(U)⊗Kn,m(∨V )→ K••(∨(V ⊕Q U))
⊗3 m−→ Kp+n,r+m(∨(V ⊕Q U))
combine into an isomorphism of graded vector spaces. The differential D′R satisfies
D′R∨X ◦ ψ = ψ ◦
(
qp+r ⊗D′R∨V +D
′R
∨U ⊗ (−1)
nqn+m
)
: Kp,r(∨U)⊗Kn,m(∨V ) −→Kp+n−1,r+m−1(∨X).
Proof. We have to compute the following expression for D′R∨X :
Λp(∨U)⊗ Sr(U)⊗ Λn(∨V )⊗ Sm(V )
1⊗qrncτ(r,n)⊗1
y
Λp(∨U)⊗ Λn(∨V )⊗ Sr(U)⊗ Sm(V )
D′R∨X
y
Λp−1(∨U)⊗ Λn(∨V )⊗ Sr−1(U)⊗ Sm(V )⊕
⊕Λp(∨U)⊗ Λn−1(∨V )⊗ Sr(U)⊗ Sm−1(V )⊕ . . .
1⊗q−n(r−1)(c−1)τ(n,r−1)⊗1⊕
y1⊗q−(n−1)r(c−1)τ(n−1,r)⊗1⊕...
Λp−1(∨U)⊗ Sr−1(U)⊗ Λn(∨V )⊗ Sm(V )⊕
⊕Λp(∨U)⊗ Sr(U)⊗ Λn−1(∨V )⊗ Sm−1(V )⊕ . . .
where we have singled out two summands from four (or even more) possible. In fact
these two suffice, as calculation shows:
D′R∨X =
p∑
a=1
r∑
b=1
(−1)p+n−aqb+a−r−m−1+rn−n(r−1)
✟✟
✟✟
✟✟
✟
❍❍
❍❍
❍❍
❍
❍❍
❍❍
❍❍
❍
✟✟
✟✟
✟✟
✟❍❍❍
❍❍ ❍❍
❍
❍❍
✟✟ ✟✟✟
✟✟
✟
✟✟
1 p 1 r 1 n 1 m
❍❍❍
❍❍
❍
a b
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+
r∑
b=1
n∑
c=1
(−1)n−cqb+p+c−r−m−1+rn−(n−1)(r−1)
✟✟
✟✟
✟✟
✟
❍❍
❍❍
❍❍
❍
❍❍
❍❍
❍❍
❍
✟✟
✟✟
✟✟
✟❍❍❍
❍❍ ❍❍
❍
❍❍
✟✟ ✟✟✟
✟✟
✟
✟✟
1 p 1 r 1 n 1 m
✟✟✟✟✟✟✟ ❍❍
❍
❍❍❍
b c
+
n∑
c=1
m∑
d=1
(−1)n−cqd+p+c−m−1+rn−(n−1)r
✟✟
✟✟
✟✟
✟
❍❍
❍❍
❍❍
❍
❍❍
❍❍
❍❍
❍
✟✟
✟✟
✟✟
✟❍❍❍
❍❍ ❍❍
❍
❍❍
✟✟ ✟✟✟
✟✟
✟
✟✟
1 p 1 r 1 n 1 m
✟✟✟✟✟✟✟
c d
+
p∑
a=1
m∑
d=1
(−1)n+p−aqd+a−m−1+rn−nr
✟✟
✟✟
✟✟
✟
❍❍
❍❍
❍❍
❍
❍❍
❍❍
❍❍
❍
✟✟
✟✟
✟✟
✟❍❍❍
❍❍ ❍❍
❍
❍❍
✟✟ ✟✟✟
✟✟
✟
✟✟
1 p 1 r 1 n 1 mda
Here all crossings are interpreted via R which reduces to R and R′ in the first and
the third sum, giving D′R∨U ⊗ (−1)
nqn−m and qp+r ⊗ D′R∨V respectively. The second
sum vanishes, but the fourth does not. Indeed, using the equation
R = Q⊕ (q − q−1) : U ⊗ V → V ⊗ U ⊕ U ⊗ V
we find the fourth sum
p∑
a=1
m∑
d=1
(−1)n+p−aqd+a−m−1
1 p 1 r 1 n 1 ma d
✟✟
✟✟
✟✟
✟✟
✟
=
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= (q − q−1)
p∑
a=1
m∑
d=1
r∑
t=1
(−1)n+p−aqd+a−m−1
1 p 1 r 1 n 1 ma dt
✟✟ ✟
✟✟
✟
✟✟
✟
❡❡
where encircled crossings are Q : U ⊗ V → V ⊗ U . Using commutation relations in
K(∨X) we get rid of those and some other crossings, changing them to powers of q
with a sign. So the fourth sum equals
(q − q−1)
p∑
a=1
r∑
t=1
m∑
d=1
(−1)n+p−aqd+a−m−1+t−r+n+d−1
1 p 1 r 1 n 1 ma dt
 
 
= (q − q−1)D′R∨U ⊗ (−1)
nqn−m
m∑
d=1
q2d−1
= D′R∨U ⊗ (−1)
nqn−m(q2m − 1).
Summing up everything we get
D′R∨X = D
′R
∨U ⊗ (−1)
nqn−m + qp+r ⊗D′R∨V +D
′R
∨U ⊗ (−1)
nqn−m(q2m − 1)
= D′R∨U ⊗ (−1)
nqn+m + qp+r ⊗D′R∨V ,
omitting ψ. 
The differential D′R∨X is a transpose of DX , so it seems that Theorems 3.4 and 3.8
contradict each other. The following Proposition shows that there is no contradic-
tion, and, moreover, Theorem 3.8 can be deduced from Theorem 3.4 and vice versa
on the assumption that q is not a root of unity. We preferred to give independent
proofs, which work for any q.
Proposition 3.9. Let x ∈ Kn,m(V ), y ∈ Kp,r(U), z ∈ Kp,r(∨U), w ∈ Kn,m(∨V ).
Then
πX(ψ(z ⊗ w), φ(x⊗ y)) = q
np+mrπV (w, x)πU(z, y).
Proof. Let a ∈ Tm(V ∨), b ∈ T n(V ), x = ab, c ∈ T r(U∨), d ∈ T p(U), y = cd,
e ∈ T p(∨U), f ∈ T r(U), z = ef , g ∈ T n(∨V ), h ∈ Tm(V ), w = gh. Then
πV (w, x)πU(z, y) = πV (gh, ab)πU(ef, cd)
= 〈h, Symm a〉〈g,Antn b〉〈f, Symr c〉〈e,Antp d〉.
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Denote
c˜⊗ b˜ := (c−1)τ(n,r)(b⊗ c) ∈ T
r(U∨)⊗ T n(V ),
g˜ ⊗ f˜ := cτ(n,r)(f ⊗ g) ∈ T
n(∨V )⊗ T r(U)
Then
φ(x⊗ y) = φ(ab⊗ cd) = q−nrac˜b˜d,
ψ(z ⊗ w) = ψ(ef ⊗ gh) = qrneg˜f˜h,
and
πX(ψ(z ⊗ w), φ(x⊗ y)) = 〈e⊗ g˜, 〈Symr+m(f˜ ⊗ h), a⊗ c˜〉Antn+p(b˜⊗ d)〉.
(3.12)
Introduce symmetric and antisymmetric shuffling operators
Symshfr,m =
∑
σ∈Shufflesr,m
qrm−l(σ)(R−1)σ,
Antshfn,p =
∑
σ∈Shufflesn,p
(−1)l(σ)qnp−l(σ)Rσ.
Then we have
Symr+m = Symshfr,m ◦ Symr⊗ Symm,
Antn+p = Antshfn,p ◦Antn⊗Antp .
Plugging this into (3.12), we see that only one term with σ = 1 contributes from
each shuffling operator. Therefore
πX(ψ(z ⊗ w), φ(x⊗ y)) = q
np+mr〈e⊗ g˜, 〈Symr f˜ ⊗ Symm h), a⊗ c˜〉Antn b˜⊗Antp d)〉
= qnp+mr〈Symm h, a〉〈g˜ ⊗ Symr f˜ , c˜⊗ Antn b˜〉〈e,Antp d〉
= qnp+mr〈h, Symm a〉〈Symr f ⊗ g,Antn b⊗ c〉〈e,Antp d〉
= qnp+mr〈h, Symm a〉〈g,Antn b〉〈Symr f, c〉〈e,Antp d〉
= qnp+mrπV (w, x)πU(z, y).
Here we used the equation
AntnAntn
✫✪✫ ✪ ✫✪✫ ✪
Symr Symr
f g b c f g b c
qrn q−nr
=
❝
❝
❝
❝❝
★
★
★
★★
★
★
★
★
❧
❧
❝
❝

DIFFERENTIAL FORMS, KOSZUL COMPLEXES AND BEREZINIANS 27
The result of this proposition can be stated as ψ = qnp+mrtφ−1, and using this
one can prove the equivalence of Theorems 3.4 and 3.8, when the pairings π are not
degenerate, that is when q is not a root of unity.
3.6. 8-dimensions. The number which is called 8-dimension here was studied in
[17] under the name of rank. We believe that our term is less confusing.
Definition 3.3. The 8-dimension of V is the number
dim8 V = (k
coev
−−→ V ∨ ⊗ V
c
−→V ⊗ V ∨
ev
−→ k) ≡
✛✘
✚✙
 
 
  ❅
❅
VV ∨
∈ k
The properties of 8-dimension for Hecke R-matrices are summarized in the fol-
lowing
Proposition 3.10. (a) The addition formula for 8-dimensions
dim8(V ⊕Q U) = dim8 V + dim8 U − (q − q
−1) dim8 V dim8 U.
(b) The 8-dimension is related to the automorphism V → V
ν−2V ≡
✚✙
✗✔
✛✘
✖✕
V
V
= 1− (q − q−1) dim8 V : V → V.
(c) dim8 V
∨ = dim8 V .
Proof. (a) By definition
dim8(V ⊕QU) = (k
coev
−−→ (V ⊕QU)
∨⊗ (V ⊕QU)
R♯−1
−−−→ (V ⊕QU)⊗ (V ⊕QU)
∨ ev−→ k).
By (3.3) we get
R♯−1 =


R♯−1 0 0 A
0 0 Q−1♯−1 0
0 Q♯−1 0 0
0 0 0 R′♯−1

 , (3.13)
where
A = (q−1 − q)
(
V ∨ ⊗ V
R♯−1
−−→ V ⊗ V ∨
ev
−→ k
coev
−−→ U∨ ⊗ U
R′♯−1
−−−→ U ⊗ U∨
)
.
28 V. LYUBASHENKO AND A. SUDBERY
Plugging this into the definition,
dim8(V ⊕Q U) = (k
coev
−−→ V ∨ ⊗ V
R♯−1
−−→ V ⊗ V ∨
ev
−→ k)
+ (q−1 − q)(k
coev
−−→ V ∨ ⊗ V
R♯−1
−−→ V ⊗ V ∨
ev
−→
ev
−→ k
coev
−−→ U∨ ⊗ U
R′♯−1
−−−→ U ⊗ U∨
ev
−→ k)
+ (k
coev
−−→ U∨ ⊗ U
R′♯−1
−−−→ U ⊗ U∨
ev
−→ k)
= dim8 V + (q
−1 − q) dim8 V dim8 U + dim8 U.
(b) Follows from the identity
✓✏
✒✑
V
V
+(q − q−1)✒✑
✓✏
✒✑
✓✏
✒✑
✓✏
✒✑✒✑
✓✏ ✎☞
V
V
=
VV
V
=
(c) We have
dim8
∨V =
✛✘
✚✙
 
 
  ❅
❅
∨VV
= V
✛
✚
✘
✙❅❅❅   
∨VV ∨
V =
✛✘
✚✙
 
 
  ❅
❅
VV ∨
= dim8 V.

Theorem 3.11. The differential DR satisfies
DR∨X ◦ ψ = ψ ◦
(
ν−2U q
−2r ⊗DR∨V +D
R
∨U ⊗ (−1)
nq−2n
)
: Kp,r(∨U)⊗Kn,m(∨V ) −→Kp+n+1,r+m+1(∨X).
Proof. The proof is quite analogous to that of Theorem 3.4. The only new point is
the decomposition of d′X into a U -part and a V -part:
d′X = cV,∨V (vi ⊗
iv + ui ⊗
iu) = R♭−1(vi ⊗
iv + ui ⊗
iu)
= R♭−1(vi ⊗
iv) +R′♭−1(ui ⊗
iu) + (q−1 − q) dim8
∨U R♭−1(vi ⊗
iv)
= R′♭−1(ui ⊗
iu) + (1 + (q−1 − q) dim8
∨U)R♭−1(vi ⊗
iv)
= d′U + ν
−2
U d
′
V
Here we used the explicit form of
R♭−1 =


R♭−1 0 0 0
0 0 Q−1♭−1 0
0 Q♭−1 0 0
F 0 0 R′♭−1

 ,
where
F = (q−1 − q)
(
U ⊗ ∨U
R′♭−1
−−−→ ∨U ⊗ U
ev
−→ k
coev
−−→ V ⊗ ∨V
R♭−1
−−→ ∨V ⊗ V
)
.
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So the factor ν−2U appears in the statement. 
Theorem 3.12. (a) The differential D′ satisfies
D′V⊕QU ◦ φ = φ ◦ (D
′
V ⊗ q
p−rν−2U + (−1)
nqm−n ⊗D′U)
: Kn,m(V )⊗Kp,r(U)→ Kn+p−1,m+r−1(V ⊕Q U).
(b) The map induced by φ
H∗(K(V ), D′V )⊗H
∗(K(U), D′U)→ H
∗(K(V ⊕Q U), D
′
V⊕QU
)
is an isomorphism.
Proof. (a) The proof is similar to that of Theorem 3.8. When calculating D′X one
uses the identity(
V ∨ ⊗ V
cX∨,X
−−−→ X ⊗X∨
ev
−→ k
)
= ν−2U
(
V ∨ ⊗ V
cV ∨,V
−−−→ V ⊗ V ∨
ev
−→ k
)
.
It is proven using (3.13)(
V ∨ ⊗ V
R♯−1
−−−→ X ⊗X∨
ev
−→ k
)
=
=
(
V ∨ ⊗ V
R♯−1
−−→ V ⊗ V ∨
ev
−→ k
)
+ (q−1 − q)
(
V ∨ ⊗ V
R♯−1
−−→ V ⊗ V ∨
ev
−→ k
coev
−−→ U∨ ⊗ U
R′♯−1
−−−→ U ⊗ U∨
ev
−→ k
)
=
(
V ∨ ⊗ V
R♯−1
−−→ V ⊗ V ∨
ev
−→ k
)
(1 + (q−1 − q) dim8 U)
= ν−2U
(
V ∨ ⊗ V
R♯−1
−−→ V ⊗ V ∨
ev
−→ k
)
.
(b) Renormalize the differentials introducing
D¯V = ν
−2
U q
n−mD′V : K
n,m(V )→ Kn−1.m−1(V ),
D¯U = q
r−pD′U : K
p,r(U)→ Kp−1.r−1(U), (3.14)
D¯X = q
r−p+n−mφ−1D′Xφ : K
n,m(V )⊗Kp,r(U)→ K••(V )⊗K••(U).
These are also differentials and H∗(K(V ), D¯V ) = H
∗(K(V ), D′V ), H
∗(K(U), D¯U) =
H∗(K(U), D′U), H
∗(K(V ) ⊗ K(U), D¯X) ≃ H
∗(K(X), D′X). But D¯X = D¯V ⊗ 1 +
(−1)n ⊗ D¯U and the Ku¨nneth theorem says that the tensor product of the two first
spaces is isomorphic to the third one. 
When q is not a root of unity, Theorems 3.11 and 3.12 can be deduced from each
other, using duality and Proposition 3.9.
3.7. The Laplacian.
Definition 3.4. The anticommutator
L = D′D +DD′ : Km,n(V )→ Km,n(V )
is called the Laplacian for the Koszul bidifferential complex.
Theorems 3.4 and 3.12 have a straightforward
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Corollary 3.13. The Laplacian for a Hecke sum can be calculated on Kn,m(V ) ⊗
Kp,r(U) as
LX = LV ⊗ q
p−rν−2U + q
m−n ⊗ LU .
The Laplacian is calculated for an arbitrary Hecke Rˇ-matrix in
Theorem 3.14. The Laplacian in K(V ) is multiplication by the number
L
∣∣
Km,n(V )
= qn−m dim8 V + [m− n]q.
Proof. We compute the lifting of L to the space Tm(V ∨)⊗ T n(V ):
L = D′D +DD′
= q−n−m
1 m 1 n
✟✠
☛✟
❛❛
❛❛
❛❛
❛❛❛❛❛ +
n∑
l=1
(−1)lql−n−m
1 m 1 l n
☛✡✟✠
☛✟
❛❛❛❛❛❛
✑❛
❛❛
❛❛
❛
+
m∑
k=1
qk−n−m
1 k m 1 n
✟✠
☛✟
❍❍
❛❛❛❛❛ +
∑
16k6m
16l6n
(−1)lqk+l−n−m
1 k m 1 l n
☛✡✟✠
☛✟
❛❛❛❛❛❛
✑❍
❍
+
∑
16k6m
16l6n
(−1)l−1qk+l−n−m
1 k m 1 l n
☛✡✟✠☛✟ ✑❍
❍
❛❛❛❛❛
= q−n−m dim8 V +
n∑
l=1
(−1)lql−n−mν−2V
1 m 1 l n
✂
✂
✂
✂
✂
✂
✂
✂
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+
m∑
k=1
qk−n−m
1 k m 1 n
✂
✂
✂
✂
✂
✂
✂
✂
✂
When this map projects to Sm(V ∨) ⊗ Λn(V ) the braiding can be replaced by its
eigenvalue q or −q−1
L
∣∣
Kn,m(V )
= q−n−m dim8 V − ν
−2
V
n∑
l=1
q2l−1−n−m +
m∑
k=1
q2k−1−n−m
= q−n−m
{
dim8 V + (−1 + (q − q
−1) dim8 V )(q
2n − 1)/(q − q−1)
+ (q2m − 1)/(q − q−1)
}
= q−n−m
{
q2n dim8 V + (q
2m − q2n)/(q − q−1)
}
= qn−m dim8 V + [m− n]q.

Assume that the cohomology space Hn,m(K(V ), D) ⊂ Ber V is non-trivial. Since
the restriction of L to Hn,m(K(V ), D) vanishes, this can happen only if L
∣∣
Kn,m(V )
=
qn−m dim8 V + [m− n]q = 0. So we find
dim8 V = q
m−n[n−m]q,
ν2V = q
2(n−m).
If, additionally, the category is a ribbon category with the ribbon twist νV = q
n−m :
V → V (square root of ν2V ) we find a categorical dimension of V as
dimC V ≡
★✥
✧✦
V
V ∨
✧
✧
✧
✧
ν❅
❅
❅
= [n−m]q.
We conclude that 8-dimension is a sort of categorical dimension (a q-integer) multi-
plied by a power of q.
Remark 3.1. The construction of the Berezinian applies to an object V in an abelian
k-linear braided rigid monoidal category C with the braiding B = cV,V : V ⊗ V →
V ⊗ V , satisfying (B − q)(B + q−1) = 0. As an example take a C-linear category C1
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generated over C by tangles with two colours denoted V and V ∨ with the relations
 
 
 
 
 
❅
❅
❅
❅
−
❅
❅
❅
❅
❅ 
 
 
 
= (q − q−1)
VVVVVV
,
✚✙
✗✔
✛✘
✖✕
V
V
= α,
where α ∈ C− 0 is a parameter (see e.g. [13]). Denote by C its Karoubi envelope,
whose objects are idempotents of C1. The category C is a C-linear braided rigid
monoidal category. For generic values of the parameter q (all except a countable
number) this category is semisimple abelian. The above discussion shows that if α
is not a power of q2 the cohomology BerV vanishes. Therefore non-vanishing of the
Berezinian implies a sort of integrality condition on structure constants of C.
Conjecture . Let C be a k-linear abelian braided rigid monoidal category with
EndC I = k, dimk HomC(A,B) < ∞, generated by an object V and its dual V
∨
such that (cV,V − q)(cV,V + q
−1) = 0. If Ber V is not null, it is an invertible object,
and the pair (n,m) ∈ Z2 such that Ber V = Hn,m(K(V ), D) is called the superdi-
mension of V , sdimV = n|m.
The object V is called even if there exists n ∈ Z>0 such that Λ
n(V ) is invertible
and Λn+1(V ) = 0. The object V is called odd if there exists m ∈ Z>0 such that
Sm(V ) is invertible and Sm+1(V ) = 0.
Remark 3.2. If C consists of k-vector spaces (it is equipped with a faithful exact
monoidal functor C → k-vect), the number n such that Λn(V ) 6= 0, Λn+1(V ) = 0, is
not necessarily dimk V . There are examples constructed by Gurevich [4, 5] in which
n < dimk V .
Proposition 3.15. Let q be not a root of unity and let C be as in the above conjec-
ture.
(a) Assume that V ∈ Ob C is even, Λn+1(V ) = 0, Λn(V ) 6= 0. Then Ber V =
Λn(V ) and sdim V = n|0.
(b) Assume that V ∈ Ob C is odd, Sm+1(V ) = 0, Sm(V ) 6= 0. Then also
Sm+1(V ∨) = 0, Sm(V ∨) is invertible and Ber V = Sm(V ∨), sdim V = 0|m.
Proof. (a) We have Kn,0(V ) = Λn(V ) and Kn+1,1(V ) = 0. Thus Kn,0(V ) ⊂ KerD
and ImD ∩ Kn,0(V ) = 0, wherefore Λn(V ) ⊂ Ber V . This implies dim8 V =
q−n[n]q = (1 − q
−2n)/(q − q−1). Since q is not a root of unity, Theorem 3.14 claims
that L
∣∣
Ka,b(V )
6= 0 if a − b 6= n. Therefore the subcomplexes (Ka,b(V ))a−b=p are
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acyclic except p = n. The last subcomplex has only one non-zero term Λn(V ) and
the assertion follows.
(b) Similarly. 
In many examples the vector space V with (R−q)(R+q−1) = 0 can be represented
in the form
V = V1 ⊕Q1 V2 ⊕Q2 · · · ⊕Qk−1 Vk (3.15)
with some order in which the operations ⊕Qi are performed and any space Vi is even
or odd. If q is not a root of unity, from the above Proposition and Theorem 3.4 we
deduce that Ber V is one dimensional.
The case of a root q of unity does not follow from the above, but at least we know
that if V is one-dimensional, so is Ber V ≃ V or V ∨. Hence, V given by (3.15)
with dimk Vi = 1 has one-dimensional Ber V . In particular, it is true for the vector
representation V of Uq(sl(n|m)), sdim V = n|m.
3.7.1. Using the renormalized differentials D¯ from (3.14) we can write Theorem 3.14
as
DV D¯V + D¯VDV = ν
−2
U q
2(n−m) q
2(m−n) − ν−2V
q − q−1
: Kn,m(V )→ Kn,m(V ),
DUD¯U + D¯UDU =
q2(r−p) − ν−2U
q − q−1
: Kp,r(U)→ Kp,r(U).
WriteK••(V ) as a direct sum of subcomplexes ⊕k∈ZC
•
V (k) with C
n
V (k) = K
n,n−k(V ).
Then
K(X) = ⊕k,l∈ZC
•
V (k)⊗ C
•
U(l).
Clearly, H∗(C•V (k), DV ) = 0,H
∗(C•V (k), D¯V ) = 0 unless q
2k = ν2V , andH
∗(C•U(l), DU) =
0, H∗(C•U(l), D¯U) = 0 unless q
2l = ν2U . When q
2k = ν2V (resp. q
2l = ν2U) the differen-
tials DV , D¯V (resp. DU , D¯U) anticommute.
Theorem 3.16. The following conditions are equivalent for any V with a Hecke
Rˇ-matrix:
(i) K••(V ) = Ist ⊕M is a direct sum of bidifferential subcomplexes M and Ist
for some s, t ∈ Z>0, where H
∗(M,DV ) = 0 and I
n,m
st = C if n = s, m = t
and 0 otherwise.
(ii) All the complexes C•V (k) with q
2k = ν2V are DV -acyclic, except one which
decomposes as Is ⊕N for some s ∈ Z>0, where H
∗(N,DV ) = 0 and I
n
s = C
if n = s and 0 otherwise.
(iii) The natural embedding i and projection j in
KerDV ∩KerD
′
V
KerDV ∩KerD′V ∩ (ImDV + ImD
′
V )
j
←−
KerDV ∩KerD
′
V
ImDV ∩KerD′V
i
−→
KerDV
ImDV
are isomorphisms of one dimensional spaces.
Proof. (i)⇔ (ii): Clear from the above reasoning.
(i)⇒ (iii): The restriction of i (resp. j) to the subcomplex M is an embedding
into (resp. surjection from) the zero space.
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The proof of (iii)⇒ (ii) is omitted. It follows by a classification theorem for
indecomposable bidifferential complexes with anticommuting D, D¯, which hopefully
will be published elsewhere. We do not use this implication in this paper. 
Proposition 3.17. If V and U satisfies conditions (i) or (ii) of the above theorem,
then so does V ⊕Q U .
Proof. The category of bidifferential complexes decomposable as in (i) is closed under
tensor multiplication by Ku¨nneth’s theorem. 
Conjecture . Any Hecke Rˇ-matrix satisfies the conditions (i)-(iii) of Theorem 3.16.
3.7.2. Duality for Berezinians. Assume that q is not a root of unity, so that the
pairing π : Kn,m(∨V )⊗Kn,m(V )→ k is non-degenerate. Since D′R∨V is the transpose
of DV , the pairing
(KerD′R∨V / ImD
′R
∨V )⊗ (KerDV / ImDV )→ k
is non-degenerate. Hence, H∗(K(∨V ), D′∨V ) = H
∗(D′R∨V ) is naturally a dual space
to Ber V = H∗(K(V ), DV ). This duality breaks down when q is a root of unity.
We shall denote
Ber′ V =
KerDV ∩KerD
′
V
KerDV ∩KerD′V ∩ (ImDV + ImD
′
V )
.
For any q π induces a pairing
ImD′R∨V + ImD
R
∨V + (KerD
′R
∨V ∩KerD
R
∨V )
ImD′R∨V + ImD
R
∨V
⊗ Ber′ V → k,
which is non-degenerate if q is not a root of unity. By Proposition 3.7 the left
differentials D∨V , D
′
∨V can be used above instead of the right ones D
R
∨V , D
′R
∨V . The
first multiplicand can be written also as
KerD′∨V ∩KerD∨V
(ImD′∨V + ImD∨V ) ∩ (KerD
′
∨V ∩KerD∨V )
= Ber′ ∨V.
Therefore, we obtain a pairing
π : Ber′ ∨V ⊗ Ber′ V → k, (3.16)
non-degenerate if q is not a root of unity.
Conjecture . The above pairing is always non-degenerate.
Theorems 3.4, 3.8, 3.11, 3.12 imply the existence of external products, coherent
with i’s and j’s from Theorem 3.16(iii),
Ber′ V ⊗ Ber′ U →Ber′(V ⊕Q U), [ωV ]⊗ [ωU ] 7→[φ(ωV ⊗ ωU)],
Ber′ ∨U ⊗ Ber′ ∨V→Ber′ ∨(V ⊕Q U), [ω∨U ]⊗ [ω∨V ]7→[ψ(ω∨U ⊗ ω∨V )],
where
ωV ∈ K
n,m(V ) ∩KerDV ∩KerD
′
V , (3.17)
ωU ∈ K
p,r(U) ∩KerDU ∩KerD
′
U , (3.18)
ω∨U ∈ K
p,r(∨U) ∩KerD∨U ∩KerD
′
∨U , (3.19)
ω∨V ∈ K
n,m(∨V ) ∩KerD∨V ∩KerD
′
∨V . (3.20)
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Proposition 3.9 shows that
πX([ψ(ω∨U ⊗ ω∨V )], [φ(ωV ⊗ ωU)]) = q
np+mrπV ([ω∨V ], [ωV ])πU([ω∨U ], [ωU ])
(3.21)
This gives some evidence in favour of the conjecture.
4. Calculation of Berezinians
4.1. The quantum superdeterminant. We calculate Berezinians in several ex-
amples and show that these spaces are one dimensional. Let a non-zero vector
ω ∈ Ber V constitute a basis. The coaction δ : Ber V → Ber V ⊗H , ω 7→ ω ⊗ τ de-
termines a group-like element τ ∈ H , where H is the Hopf superalgebra determined
by (2.9)–(2.13). Thus ε(τ) = 1, ∆(τ) = τ ⊗ τ . The element τ can be called Ber T ,
the Berezinian of (T ij), or the quantum superdeterminant sdetq T .
The commutation properties of τ are determined by the braiding properties of ω.
Introduce linear bijections α : V → V , vi 7→ vjα
j
i, and β : V → V , vi 7→ vjβ
j
i by
c(v ⊗ ω) = ω ⊗ α(v),
c(ω ⊗ v) = β(v)⊗ ω.
Proposition 4.1. (a) The maps α, β are symmetries of R : V ⊗V → V ⊗V in the
following sense
(α⊗ α)R = R(α⊗ α), (β ⊗ β)R = R(β ⊗ β).
(b) The maps αβ, βα are automorphisms of the H-comodule V .
(c) The element ω has a well defined degree p(ω) and
τT ljτ
−1 =
∑
i,k
(−1)p(ω)(p(vi)−p(vk))αlkT
k
iα
−1i
j
=
∑
i,k
(−1)p(ω)(p(vi)−p(vk))β−1lkT
k
iβ
i
j
τ T¯l
jτ−1 =
∑
i,k
(−1)p(ω)(p(vi)−p(vk))α−1klT¯k
iαji
=
∑
i,k
(−1)p(ω)(p(vi)−p(vk))βklT¯k
iβ−1ji
Proof. (a) Follows from the Yang–Baxter equation applied to V ⊗V ⊗Ber V and to
Ber V ⊗ V ⊗ V .
(b) Indeed, c2 = 1⊗βα : Ber V ⊗V → Ber V ⊗V and c2 = αβ⊗1 : V ⊗Ber V →
V ⊗ Ber V are automorphisms.
(c) Ber V is a Z/2- or Z/2× Z-graded space. The formulae express the fact that
c : V ⊗ Ber V → Ber V ⊗ V , c : Ber V ⊗ V → V ⊗ Ber V are morphisms. 
Corollary 4.2. If for some a, b ∈ k×
α(vi) = (−1)
p(vi)p(ω)avi (4.1)
or
β(vi) = (−1)
p(vi)p(ω)bvi, (4.2)
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then τ = Ber T is a central element.
In the case of (4.1) or (4.2), the Hopf algebra H ′ = H/(τ − 1), referred to as a
semispecial quantum linear group, is big enough. In the particular case of a special
quantum linear group, when a = b = 1, p(ω) = 0 (resp. p(ω) = 1), the algebra
H ′ = H/(τ − 1) (resp. H ′ = H/(τ 2 − 1)) is a coquasitriangular Hopf algebra.
Here we can add to the defining system of morphisms an isomorphism to the trivial
comodule Ber V ≃ k (resp. (Ber V )⊗2 ≃ k).
4.2. One dimensional example. Take V = C1|0 with R = q. Let v ∈ V , v 6= 0
and let w ∈ V ∨ be its dual vector. K(V ) = C[w, v]/(v2) contains the element
d = wv. The differentials are given by
D(wk) = wk+1v , D(wkv) = 0,
D′(wk) = 0 , D′(wkv) = q−1[k]qw
k−1.
The Laplacian is
L
∣∣
K0,m
= q−1[m+ 1]q, L
∣∣
K1,m
= q−1[m]q.
The cohomologies H∗(K(V ), D′) are infinite dimensional if q is a root of unity and
one dimensional otherwise. The Berezinian Ber V ≃ Ber′ V is always one dimen-
sional and ωV = v ∈ K
1,0(V ), v ∈ KerD ∩ KerD′, is a cocycle giving its basis.
Remark that K(V ) = K1,0(V ) ⊕M , M = ⊕(n.m)6=(1,0)
n,m>0
Kn,m(V ) is a decomposition
into bidifferential subcomplexes and M is D-acyclic. A basis of Ber ∨V ≃ Ber′ ∨V
is given by the dual vector ω∨V =
′v ∈ ∨V = K1,0(∨V ) and π(ω∨V , ωV ) = 1, so the
conjectures are verified in this example.
4.3. Standard GL(n|m) R-matrices. The standard R-matrices for GL(n|m) are
obtained by iterating the following construction.
Proposition 4.3. Let R : V ⊗ V → V ⊗ V be a Hecke Rˇ-matrix in a Z/2-graded
space V . Let φ : V → V be a symmetry of R, a bijective linear map of degree 0,
satisfying φ⊗φ◦R = R◦φ⊗φ. Consider a one dimensional Z/2-graded vector space
U with an Rˇ-matrix R′ : U ⊗ U → U ⊗ U , such that either U is even and R′ = q,
or U is odd and R′ = −q−1. The map Q : U ⊗ V → V ⊗ U , Q(u ⊗ v) = φ(v)⊗ u,
satisfies the conditions of Theorem 3.3, defining a Hecke Rˇ-matrix in V ⊕Q U .
Proof. Clear. 
We start with one dimensional space V1, add up one dimensional spaces Vi and
obtain V = V1 ⊕Q1 V2 ⊕Q2 · · · ⊕Qk−1 Vk, using diagonal matrices
φi : V1 ⊕ V2 ⊕ · · · ⊕ Vi → V1 ⊕ V2 ⊕ · · · ⊕ Vi, φi(vj) = qi+1,jvj ,
which are symmetries of Rˇ-matrices on V1 ⊕Q1 V2 ⊕Q2 · · · ⊕Qi−1 Vi. Here qab ∈ k
×,
a > b are parameters. We introduce additional parameters qab, a 6 b satisfying
qabqba = 1 if a 6= b,
qii =
{
q if vi is even,
−q−1 if vi is odd.
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The resulting Rˇ-matrix in the Z/2-graded space V is described by
R(vi ⊗ vj) = qijvj ⊗ vi for i 6 j,
R(vi ⊗ vj) = qijvj ⊗ vi + (q − q
−1)vi ⊗ vj for i > j.
The set of indices is divided in two parts: even indices {e1 < e2 < · · · < en} and
odd indices {o1 < o2 < · · · < om}.
Theorem 3.4 and Proposition 3.17 say that Ber V ≃ Ber′ V is one dimensional
and has a basic vector
ωV = v
o1 . . . vomve1 . . . ven ∈ Ber V
(including the case of roots of unity). The ordering of this product can be changed
due to commutation relations based on the expression for R♯
R♯(vi ⊗ v
j) = qjiv
j ⊗ vi for i 6= j,
R♯(vj ⊗ v
j) = qjjv
j ⊗ vj + (q − q
−1)
∑
i>j
vi ⊗ vi .
The element
ω∨V =
env . . . e1vvom . . . vo1 ∈ K(
∨V )
gives a basis of Ber ∨V ≃ Ber′ ∨V . Lifting these elements to
ω˜V = v
o1 ⊗ . . .⊗ vom ⊗ ve1 ⊗ . . .⊗ ven ∈ T
m(V ∨)⊗ T n(V ),
ω˜∨V =
env ⊗ . . .⊗ e1v ⊗ vom ⊗ . . .⊗ vo1 ∈ T
n(∨V )⊗ Tm(V ),
we find by (3.21)
π(ω∨V , ωV ) = q
n(n−1)/2+m(m−1)/2.
Therefore, π(ω˜∨V ,−) is a nontrivial linear functional on KerDV , vanishing on ImDV .
So we conclude that
δ(ωV ) = ωV ⊗
1
π(ω˜∨V , ω˜V )
π(ω˜∨V , ω˜V (0))ω˜V (1)
= ωV ⊗ q
−n(n−1)/2−m(m−1)/2
∑
a,b
(sign)〈Ant(env ⊗ . . .⊗ e1v)⊗ Sym(vom ⊗ . . .⊗ vo1),
va1 ⊗ . . .⊗ vam ⊗ vb1 ⊗ . . .⊗ vbn〉t¯a1
o1 . . . t¯am
omtb1e1 . . . t
bn
en
= ωV ⊗
∑
a,b
(sign)
∑
µ∈Sm
q−l(µ)〈(R−1)µ(vom ⊗ . . .⊗ vo1), v
a1 ⊗ . . .⊗ vam〉t¯a1
o1 . . . t¯am
om
×
∑
λ∈Sn
(−1)l(λ)q−l(λ)〈(R♭♭)λ(
env ⊗ . . .⊗ e1v), vb1 ⊗ . . .⊗ vbn〉t
b1
e1 . . . t
bn
en
= ωV ⊗
∑
µ∈Sm
q−l(µ)
( ∏
16i<j6m
µ(i)>µ(j)
q−1oioj
)
t¯oµ(1)
o1 . . . t¯oµ(m)
om
×
∑
λ∈Sn
(−1)l(λ)q−l(λ)
( ∏
16i<j6n
λ(i)>λ(j)
qeiej
)
teλ(1)e1 . . . t
eλ(n)
en
≡ ωV ⊗ detq t¯odd detq teven
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≡ ωV ⊗ sdetq t. (4.3)
Here (sign) comes from the graded coproduct and it disappears in the final answer
because only even elements t¯oi
oj and teiej contribute to the final formula. When
m = 0 the superdeterminant coincides with the usual quantum determinant detq t
from [24].
In the formulae
c(v ⊗ ωV ) = ωV ⊗
1
π(ω∨V , ωV )
(π ⊗ 1)(1⊗ c)(ω˜∨V ⊗ v ⊗ ω˜V ) (4.4)
c(ωV ⊗ v) = ωV ⊗
1
π(ωV , ωV ∨)
(1⊗ π)(c⊗ 1)(ω˜V ⊗ v ⊗ ω˜V ∨) (4.5)
the contribution of terms proportional to (q − q−1) is nil. Therefore we find
α(vi) = qie1 . . . qienq
−1
io1
. . . q−1iomvi,
β(vi) = qe1i . . . qeniq
−1
o1i
. . . q−1omivi.
Their composition
αβ(vi) =
n∏
j=1
qiej
m∏
k=1
q−1iok
n∏
j=1
qej i
m∏
k=1
q−1oki vi = q
2vi
because
qijqji =


1 if i 6= j,
q2 if i = j is even,
q−2 if i = j is odd.
If for some constant a and all i
qie1 . . . qienq
−1
io1
. . . q−1iom = (−1)
mp(vi)a
we have semispecial linear group and τ is a central element. If n 6= m, we can
rescale R, multiplying it by q1/(m−n). Then α and β multiply by q−1 and their
product becomes 1. So if additionally a = q, we have a special linear group. When
n = m rescaling will not help to construct a special linear group.
4.4. Berezinians for differential supergroups obtained from standard quan-
tum GL(n|m). We note that provided q is not a sixth root of unity, the algebra
H of functions on the differential quantum supergroup has the same growth prop-
erties as the corresponding supercommutative algebra: specifically, it has a linear
basis consisting of all alphabetically ordered monomials in pij, r
i
j , s
i
j , t
i
j with the
powers of p and r not exceeding 1 ([27], Theorem 3). Again Theorem 3.4 tells us
that BerX ≃ Ber′X is one dimensional. The basis (ui) = (dvi) ⊂ U = dV has the
changed degree p(ui) = (p(vi), 1) ∈ Z/2×Z; hence a basic vector of BerU is similar
to that of Ber V with swapped even and odd indices
ωU = u
en . . . ue1uom . . . uo1 ∈ BerU.
This gives a basic vector of BerX
ωX = v
o1 . . . vomve1 . . . venu
en . . . ue1uom . . . uo1 ∈ KerDX ∩KerD
′
X .
(4.6)
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Using the commutation relations in K(X)
qviu
j = qjiu
jvi if i 6= j,
qvju
j = qjju
jvj + (q − q
−1)
∑
i>j
uivi
we represent this cocycle in another form
ω¯X = v
o1 . . . vom
( ∑
ki,li>ei
cl1...lnk1...knu
kn . . . uk1vl1 . . . vln
)
uom . . . uo1 .
An element
ω∨X =
o1u . . . omuue1 . . . uen
env . . . e1vvom . . . vo1 ∈ K(
∨X)
or in another form
ω¯∨X =
o1u . . . omu
( ∑
ri,pi6ei
br1...rmp1...pn (
pnv) . . . (p1v)ur1 . . . urn
)
vom . . . vo1
is a cocycle from KerD∨X ∩ KerD
′
∨X giving a basis of Ber
′ ∨X ≃ Ber ∨X . The
pairing between these cocycles is found from (3.21)
π(ω∨X , ωX) = q
(n+m)(n+m−1).
The superdeterminant τX is
τX = q
−(n+m)(n+m−1)π(ω∨X , ωX(0))ωX(1).
The explicit formula is rather complicated. At least τX is grouplike and dτX = 0.
Lift ωX to an element of the tensor product
ω˜X ∈ T
m(V ∨)⊗ T n(V )⊗ T n(U∨)⊗ Tm(U)
inserting ⊗ between elements of (4.6). We know in principle how to calculate c(x⊗
ω˜X), c(ω˜X ⊗ x) for x ∈ X . To find c(x ⊗ [ωX ]) and c([ωX ] ⊗ x) we use (4.4) and
(4.5) applied to X . All terms proportional to (q − q−1) do not contribute to
αX(x) = q
−(n+m)(n+m−1)(π ⊗ 1)(1⊗ c)(ω∨X ⊗ x⊗ ω˜X)
and
βX(x) = q
−(n+m)(n+m−1)(1⊗ π)(c⊗ 1)(ω˜X ⊗ x⊗ ωX∨).
The principal terms give
αX(vi) = qie1 . . . qienq
−1
io1
. . . q−1iomq
−1
o1i
. . . q−1omiqe1i . . . qenivi
=
n∏
k=1
q2δiek
m∏
l=1
q2δiolvi
= q2vi
and similarly
αX(ui) = (−1)
n+mq2ui,
βX(vi) = vi,
βX(ui) = (−1)
n+mui.
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The Z/2× Z-gradings of the elements involved are
deg(vi) = (p(vi), 0),
deg(ui) = (p(vi), 1),
deg(ωX) = (0, m− n);
hence
(−1)deg(ωX) deg(vi) = 1,
(−1)deg(ωX) deg(ui) = (−1)n+m.
Finally,
α(x) = (−1)deg(ωX) deg(x)q2x,
β(x) = (−1)deg(ωX) deg(x)x,
so τX is a central element and we are in a semispecial situation. The quotient
H/(τX − 1) is a differential Hopf algebra which is no longer coquasitriangular.
4.4.1. The superdeterminant for differential forms. Considering another quotient of
H , the algebra of differential forms Ω, we can ask about the image of τX in Ω. Unlike
τX its image can be calculated by similar reasoning to the proof of Proposition 3.9.
We get in Ω
τX = q
−n(n−1)−m(m−1)(sign)〈Antm(
o1u⊗ . . .⊗ omu)⊗ Sym(ue1 ⊗ . . .⊗ uen)⊗
⊗ Antn(
env ⊗ . . .⊗ e1v)⊗ Symm(vom ⊗ . . .⊗ vo1),∑
a,b,c,d
va1 ⊗ . . .⊗ vam ⊗ vb1 ⊗ . . .⊗ vbn ⊗ u
cn ⊗ . . .⊗ uc1 ⊗ udm ⊗ . . .⊗ ud1〉
t¯a1
o1 . . . t¯am
omtb1e1 . . . t
bn
en t¯cn
en . . . t¯c1
e1tdmom . . . t
d1
o1
=
∑
a
∑
µ∈Sm
q−l(µ)〈(R−1)µ(vom ⊗ . . .⊗ vo1), v
a1 ⊗ . . .⊗ vam〉t¯a1
o1 . . . t¯am
om
×
∑
b
∑
λ∈Sn
(−1)l(λ)q−l(λ)〈(R♭♭)λ(
env ⊗ . . .⊗ e1v), vb1 ⊗ . . .⊗ vbn〉t
b1
e1 . . . t
bn
en
×
∑
c
∑
ν∈Sn
(−1)l(ν)q−l(ν)〈Rν(ue1 ⊗ . . .⊗ uen), u
cn ⊗ . . .⊗ uc1〉t¯cn
en . . . t¯c1
e1
×
∑
d
∑
κ∈Sm
q−l(κ)〈(R−1♭♭)κ(
o1u⊗ . . .⊗ omu), udm ⊗ . . .⊗ ud1〉t
dm
om . . . t
d1
o1
≡ detq t¯odd detq teven detq t¯even detq todd
≡ sdetq t sdetq t¯
= 1
because
δ([ωV ]) = [ωV ]⊗ sdetq t by (4.3)
δ([ωV ∨]) = [ωV ∨ ]⊗ sdetq t¯ similarly
Ber V ⊗ Ber(V ∨) ≃ k ∈ C by (3.16)
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imply
δ([ωV ]⊗ [ωV ∨ ]) = [ωV ]⊗ [ωV ∨]⊗ sdetq t sdetq t¯
= [ωV ]⊗ [ωV ∨]⊗ 1
and, finally,
sdetq t sdetq t¯ = 1.
Therefore, for the standard R-matrix of GL(n|m) type there are epimorphisms of
differential Hopf algebras
H → H/(τX − 1)→ Ω
and the image of the superdeterminant τX is 1 in Ω. So it is unreasonable to look for
an SL-version of the algebra Ω of differential forms on quantum GL(n|m), because
it is, in a sense, already of SL type!
5. Hopf bimodules
5.1. Recollection of basic facts. There is a well known definition of a Hopf mod-
ule over a Hopf algebra. We recall it in a Z/2-graded version.
A left Hopf module (M, aL, δL) over a Z/2-graded Hopf algebra F is a left F -
module (M, aL : F ⊗M →M) with a coaction δL : M → F ⊗M , m 7→ m(−1)⊗m(0)
such that
δL(fm) = (−1)
fˆ(2)mˆ(−1)f(1)m(−1) ⊗ f(2)m(0).
Here xˆ ∈ Z/2 is the parity of a homogeneous element x. Similarly a right Hopf
module (M, aR, δR) is defined with aR : M ⊗ F → M and δR : M → M ⊗ F ,
m 7→ m(0) ⊗ m(1). The mixed notions (M, aL, δR) and (M, aR, δL) are required to
satisfy
δR(fm) = (−1)
fˆ(2)mˆ(0)f(1)m(0) ⊗ f(2)m(1)
and
δL(mf) = (−1)
mˆ(0)fˆ(1)m(−1)f(1) ⊗m(0)f(2)
respectively.
The results of this section were also independently obtained by Schauenburg [23]
in greater generality.
Definition 5.1. A Hopf F -bimodule (M, aL, aR, δL, δR) is a vector space M with
left and right actions of F and left and right coactions of F such that (M, aL, δL),
(M, aL, δR), (M, aR, δL), (M, aR, δR) are Hopf modules, (M, aL, aR) is an F -bimodule
(i.e. (fm)g = f(mg)) and (M, δL, δR) is an F -bicomodule (i.e. (1 ⊗ δR)δL = (δL ⊗
1)δR). Schauenburg calls such M two-sided two-cosided Hopf modules [23].
Examples 5.2. 1) The Hopf algebra F is a Hopf F -bimodule, when equipped with
regular actions and coactions.
2) Differential forms of the first order Ω1 (see Section 2.3.1) make a Hopf module
over the algebra of functions F = Ω0 with coactions determined by the decomposi-
tion ∆ = δL ⊕ δR : Ω
1 → Ω0 ⊗ Ω1 ⊕ Ω1 ⊗ Ω0.
3) The same for an arbitrary Z/2× Z>0-graded differential Hopf algebra.
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Let M be a left Hopf F -module and let
M l = {m ∈M | δL(m) = 1⊗m}.
Then M is isomorphic to a direct sum of dimM l copies of the regular Hopf module,
M ≃ F ⊗M l (see e.g. [29]). This gives an equivalence between the category of left
Hopf F -modules and the category of vector spaces.
Let M be a Hopf F -bimodule. Then δR(M
l) ⊂ M l ⊗ F by the bicomodule
property, so M l is a right F -comodule. It can be viewed also as a left F ∗-module.
The right coadjoint action of F
m ⊳ f = (−1)mˆfˆ(1)γ(f(1))mf(2)
preserves M l, so M l is a right F -module.
Theorem 5.1 (See also Schauenburg [23]). The module M l satisfies
δR(n ⊳ g) = (−1)
gˆ(1)gˆ(2)+nˆ(1)(gˆ(1)+gˆ(2))n(0) ⊳ g(2) ⊗ γ(g(1))n(1)g(3) (5.1)
for any n ∈M l, g ∈ F .
Given a right F -module and F -comodule (N, ⊳, δR) which satisfies (5.1), we make
M = F ⊗N into a Hopf bimodule by setting
g.(f ⊗ n) = (gf)⊗ n, (5.2)
(f ⊗ n).g = (−1)nˆgˆ(1)(fg(1))⊗ (n ⊳ g(2)), (5.3)
δL(f ⊗ n) = f(1) ⊗ (f(2) ⊗ n), (5.4)
δR(f ⊗ n) = (−1)
fˆ(2)nˆ(0)(f(1) ⊗ n(0))⊗ (f(2)n(1)). (5.5)
We have M l = k ⊗N ≃ N , and every Hopf bimodule M can be constructed in this
way.
Corollary 5.2. The abelian category of Hopf F -bimodules is equivalent to the abelian
category DYF of right F -modules and right F -comodules satisfying (5.1).
The last category was introduced by Yetter [33], who called such N right crossed
F -bimodules.
Proof of Theorem 5.1. Clearly, aL, aR, δL, δR are uniquely determined by δR
∣∣
M l
and ⊳
∣∣
M l
via (5.2)–(5.5). On the other hand, for any right crossed F -bimodule N
these formulae define operations such that (M, aL, δL), (M, aL, δR), (M, aR, δL) are
Hopf bimodules, (M, aL, aR) is a bimodule, and (M, δL, δR) is a bicomodule. Only
the Hopf relation between aR and δR is left. It is equivalent to the identity (5.1).
Indeed, to deduce (5.1) we remark that
δR((−1)
nˆgˆ(1)(γ(g(1))⊗ n).g(2)) = δR(1⊗ (n ⊳ g)) = 1⊗ δR(n ⊳ g)
is equal in a Hopf bimodule to
(−1)nˆgˆ(1)δR(γ(g(1))⊗ n).g(2) ⊗ g(3) =
= (−1)nˆ(1)gˆ+nˆ(0)gˆ(1)+gˆ(0)(gˆ(1)+gˆ(2))(γ(g(1))⊗ n(0)).g(2) ⊗ γ(g(0))n(1)g(3)
= (−1)nˆ(1)gˆ(1)+gˆ(2)(gˆ(1)+nˆ(1)) ⊗ n(0) ⊳ g(2) ⊗ γ(g(1))n(1)g(3).
Vice versa, (5.1) implies the Hopf relation between aR and δR. 
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Remark 5.1. When the pairing 〈, 〉 : F ◦⊗F → k of F with its dual Hopf algebra F ◦
is non-degenerate, the category of finite dimensional left modules over the Drinfeld
double D(F ◦) [3] coincides with the subcategory of finite dimensional objects of
DYF . The double D(F
◦) is defined as a Z/2-graded Hopf algebra generated by its
Hopf subalgebras F ◦ and F op with the commutation relations
(−1)xˆ(1)yˆx(1)y(1)〈y(2), x(2)〉 = (−1)
xˆ(1)yˆ(2)〈y(1), x(1)〉y(2)x(2)
for any x ∈ F op and y ∈ F ◦.
Remark 5.2. If F is coquasitriangular, which means the existence of a Hopf pairing
ρ : F ⊗ F op → k with the property
(−1)fˆ gˆ(1)g(1)f(1)ρ(f(2), g(2)) = (−1)
fˆ(2) gˆ(1)ρ(f(1), g(1))f(2)g(2)
for f, g ∈ F , the category comod-F is embedded in DYF . The right action of F on
a right F -comodule N is chosen as
n.f = n(0)ρ(n(1), f)
for n ∈ N , f ∈ F . Dually, we can say that some representations of the double
D(F ◦) come from representations of the quasitriangular algebra F ◦.
5.1.1. Tensor product of Hopf bimodules. Given two Hopf F -bimodules M and N
we make their tensor product M ⊗F N into a Hopf bimodule by setting
f.(m⊗F n) = (f.m)⊗F n,
(m⊗F n).f = m⊗F (n.f),
δL(m⊗F n) = (−1)
mˆ(0)nˆ(−1)m(−1)n(−1) ⊗ (m(0) ⊗F n(0)),
δR(m⊗F n) = (−1)
mˆ(1)nˆ(0)(m(0) ⊗F n(0))⊗m(1)n(1).
All necessary checks are left to the reader. Since N is a free left F -module, we have
an isomorphism of left F -modules M ⊗F N
∼
−→ M ⊗N l. This implies that the map
M l ⊗N l → (M ⊗F N)
l
is an isomorphism. Indeed, for n ∈ N l clearly m⊗ n ∈ (M ⊗F N)
l iff m ∈M l. The
right F -module and comodule structure induced on M l⊗N l by this isomorphism is
δR(m⊗ n) = (−1)
mˆ(1)nˆ(0)(m(0) ⊗ n(0))⊗m(1)n(1), (5.6)
(m⊗ n) ⊳ f = (−1)(mˆ+nˆ)fˆ(1)γ(f(1))(m⊗F n)f(2)
= (−1)(mˆ+nˆ)fˆ(1)γ(f(1))m⊗F nf(2)
= (−1)mˆfˆ(0)+nˆ(fˆ(0)+fˆ(1)+fˆ(2))γ(f(0))mf(1) ⊗F γ(f(2))nf(3)
= (−1)nˆfˆ(1)(m ⊳ f(1))⊗ (n ⊳ f(2)). (5.7)
Therefore we can strengthen Corollary 5.2.
Proposition 5.3 (See also Schauenburg [23]). The category of Hopf F -bimodules is
tensor equivalent to the category DYF with the tensor product determined by (5.6)
and (5.7) (for D(F ◦)-modules this is the usual tensor product).
Corollary 5.4. The category of Hopf F -bimodules is a braided tensor category.
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The braiding was discovered by Woronowicz [32]. The explanation is quite simple:
DYF is braided with the braiding [33]
c : X ⊗ Y → Y ⊗X, x⊗ y 7→ (−1)xˆyˆ(0)y(0) ⊗ x ⊳ y(1)
where x ∈ X , y ∈ Y , X, Y ∈ DYF . On D(F
◦)-modules this braiding is PR,
where R is the universal R-matrix of the double [3]. The induced braiding for Hopf
F -bimodules is
c : M ⊗F N → N ⊗F M, fm⊗F n 7→ (−1)
mˆnˆ(0)fn(0) ⊗F m ⊳ n(1),
(5.8)
where m ∈ M l, n ∈ N l, f ∈ F . Another presentation of the braiding is
c(m⊗ n) = (−1)(mˆ(−1)+mˆ(0))(nˆ(0)+nˆ(1))m(−2)n(0)γ(n(1))⊗ γ(m(−1))m(0)n(2)
for m ∈M , n ∈ N .
5.2. Differential Hopf algebras determined by Hopf bimodules.
Example 5.3. The algebra F considered as a regular right F -module equipped with
the right coadjoint coaction
∇f = (−1)fˆ(1)fˆ(2)f(2) ⊗ γ(f(1))f(3)
becomes itself a right crossed bimodule. The subobject K = Ker(ε : F → k) is also
in DYF .
From the results of Woronowicz [32] one can conclude that a bicovariant first order
differential calculus is precisely a Hopf bimodule M together with an epimorphism
ω : K → M l ∈ DYF . The differential d : F → M is recovered from ω as df =
f(1)ω(f(2) − ε(f(2))). If d : F → M is given, we construct a map ω : F → M
l,
ω(f) = γ(f(1))df(2), whose restriction to K is a morphism from DYF .
Suppose that such d : F → M constitute a part of Z/2 × Z>0-graded differential
Hopf algebra A, so A0 = F , A1 = M . The Cartan–Maurer formula tells us that
dω(f) = (dγ(f(1)))df(2)
= −γ(f(1))(df(2))γ(f(3))df(4)
= −ω(f(1))ω(f(2)) (5.9)
for any f ∈ F .
Theorem 5.5. Let M be a Hopf F -bimodule, and let ω : K → M l be an epimor-
phism in DYF . There exists a universal Z/2 × Z>0-graded algebra E
• ∈ F -Hopf-
bimod, with a differential which is a bicomodule map, generated by E0 = F , E1 =M .
It is
E• = E•F (M) = T
•
F (M)/(ω(a(1))⊗ ω(a(2)))a∈J ,
where J = Ker(ω : K →M l). Moreover, E•F (M) is a Z/2× Z>0-graded differential
Hopf k-algebra.
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Proof. If we drop the differential, the algebra T •F (M) will be the universal Z/2×Z>0-
graded algebra and a Hopf bimodule such that T 0F (M) = F , T
1
F (M) = M . When
the differential is considered, (5.9) shows that ω(a(1))ω(a(2)) = 0 in E for a ∈ J . On
the other hand, the ideal (ω(a(1))⊗ ω(a(2)))a∈J is a Hopf subbimodule, and one can
check that the differential d : E0 → E1 extends to the whole of E• uniquely.
The algebra T •F (M) has a comultiplication ∆ : TF (M) → TF (M) ⊗ TF (M) co-
inciding with ∆ : F → F ⊗ F and ∆ = δL ⊕ δR : M → F ⊗M ⊕M ⊗ F in the
lowest degrees. It extends to all T nF (M) making T
•
F (M) into a Hopf algebra with
the antipode γ, satisfying γ(df) = dγ(f) for f ∈ F . The ideal (ω(a(1))⊗ ω(a(2)))a∈J
is a γ-invariant coideal, therefore E• is a Hopf algebra. 
Corollary 5.6. E•F (M) is a universal Z/2 × Z>0-graded differential Hopf algebra
generated by E0F (M) = F , E
1
F (M) = M .
Remark 5.3. This theorem should be compared with a result of Brzezin´ski [2]. With
the same assumptions he proves the existence of a graded differential Hopf algebra
(M∧, d) generated by F and M , namely
M∧ = T •F (M)/(Ker(σ − 1)),
where σ = c : M l ⊗M l → M l ⊗M l is the braiding (5.8). By Theorem 5.5 M∧ is a
quotient of EF (M) and, indeed, one can check straightforwardly that
{ω(a(1))⊗ ω(a(2)) | a ∈ J} ⊂ Ker(σ − 1).
Indeed,
(ω ⊗ ω)∇ = (1− σ)(ω ⊗ ω)∆
and ∇(J) ⊂ J ⊗ F . In the Hecke case both algebras coincide (see discussion in
Section 5.3).
The universal differential calculus [32] is worth mentioning as a particular case.
This is the Hopf bimodule U = Ker(m : F ⊗ F → F ) with the operations
f.(g ⊗ h) = fg ⊗ h,
(g ⊗ h).f = g ⊗ hf,
δL(g ⊗ h) = (−1)
gˆ(0)hˆ(−1)g(−1)h(−1) ⊗ (g(0) ⊗ h(0)),
δR(g ⊗ h) = (−1)
gˆ(1)hˆ(0)(g(0) ⊗ h(0))⊗ g(1)h(1)
and the differential d : F → U , df = 1 ⊗ f − f ⊗ 1. The map ω′ : K → U ,
b→ γ(b(1))⊗ b(2) is an embedding and ω
′(K) = U l. Therefore, J = 0 and E•F (U) =
T •F (U).
Proposition 5.7. Let E• be a Z/2 × Z>0-graded algebra and a Hopf F -bimodule
with a differential which is a bicomodule map, generated by E0 = F , E1 = M . If a
system of defining relations of E• is obtained by differentiating a system of defining
relations of the bimodule M , the algebra E• is isomorphic to E•F (M).
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Proof. Cover M by the universal Hopf bimodule U as in the commutative diagram
with exact rows
0 −−−→ J −−−→ K
ω
−−−→ M l −−−→ 0y ω′y y
0 −−−→ N −−−→ U
p
−−−→ M −−−→ 0
The upper exact sequence is in DYF and N
l = J .
A system of defining relations of M means a collection {ri} ⊂ N ⊂ U such that
F{ri}F = N . Differentiating it we get a system of relations of E
• {(p⊗ p)(dri)} ⊂
M ⊗F M , where dri ∈ U ⊗F U . We have to prove that
F{(p⊗ p)(dri)}F = F{ω(b(1))⊗ ω(b(2)) | b ∈ J}F.
The ⊂ inclusion. Since ri ∈ N , it can be represented as ri =
∑
k a
k
i ω
′(bk), where
aki ∈ F and (bk) is a k-basis of J . Hence,
dri =
∑
k
daki ω
′(bk) +
∑
k
aki dω
′(bk)
=
∑
k
daki ω
′(bk)−
∑
k
aki ω
′(bk(1))ω
′(bk(2))
∈ U ⊗F N + F{ω
′(b(1))⊗F ω
′(b(2)) | b ∈ J}
which implies
(p⊗ p)(dri) ∈ F{ω(b(1))⊗ ω(b(2)) | b ∈ J}.
The ⊃ inclusion. Represent an arbitrary element of N l in the form ω′(b) =∑
i firigi, where fi, gi ∈ F , b ∈ J . Then
−ω′(b(1))⊗F ω
′(b(2)) = dω
′(b) = d(firigi)
=
∑
i
(dfi)rigi +
∑
i
fi(dri)gi −
∑
i
firidgi
∈ U ⊗F N + F{dri}F +N ⊗F U
which implies
ω(b(1))⊗ ω(b(2)) ∈ F{(p⊗ p)(dri)}F.

Together with Theorem 5.5 this proposition states that given a bimodule with a
differential d : F → M one constructs a graded differential Hopf algebra E•F (M)
simply by differentiating the relations of M . However, this method is too universal
to single out interesting cases.
5.3. The quantum GL(n|m) case. The algebra of differential forms Ω constructed
from an arbitrary Hecke Rˇ-matrix satisfies the hypotheses of Proposition 5.7. There-
fore Ω• ≃ E•F (Ω
1) are isomorphic Z/2× Z>0-graded differential Hopf algebras. It is
possible to find the kernel J explicitly. We will do it in the purely even case; the
general case differs only by signs.
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Let R : V ⊗ V → V ⊗ V be a Hecke Rˇ-matrix, and let tab = tV
a
b, t
′
a
b = t∨V a
b be
matrix elements from Ω•. Multiply equation (2.4), or
(dtab)t
c
f = R
ac
ght
g
idt
h
jR
ij
bf ,
by γ(tkc)γ(t
l
a) = t
′
c
kt′a
l on the left:
γ(tkc)γ(t
l
a)(dt
a
b)t
c
f = R
ac
ght
′
c
kt′a
ltgidt
h
jR
ij
bf .
Applying (2.15) in the form
Racght
′
a
ltgi = t
c
mt
′
n
pRlmip
we get
γ(tlat
k
c)d(t
a
bt
c
f)− γ(t
k
c)γ(t
l
a)t
a
bdt
c
f = γ(t
k
c)t
c
mt
′
n
pdthjR
lm
ip R
ij
bf .
This simplifies to
ω(tlbt
k
f )− δ
l
bω(t
k
f ) = R
lk
ipR
ij
bfω(t
p
j),
so we have
tlbt
k
f − δ
l
bt
k
f −R
lk
ipR
ij
bf t
p
j +R
lk
ijR
ij
bf ∈ J. (5.10)
This equation is equivalent to (2.4) modulo the other relations. Similarly, equa-
tion (2.15) is equivalent to the relation
t¯l
ht¯k
g − δhl t¯k
g − R−1
gh
acR
−1pc
kl t¯p
a +R−1
gh
acR
−1ac
kl ∈ J. (5.11)
Equation (2.16) is equivalent to the relation
t¯g
h + u2−1
i
k
R−1
jh
ig t
k
j − (1 + ν
−2
V )δ
h
g ∈ J, (5.12)
where u2−1
i
k
=
∑
cR
♯−1cc
ik, and also to the relation
tab + u
2
1m
k
Ralbk t¯l
m − δab (1 + ν
2
V ) ∈ J, (5.13)
where u21m
k
=
∑
cR
−1♭−1cc
mk. The relations (5.10)–(5.12) make a complete list of
relations of M = F ⊗ K/J . Therefore, the right ideal in F generated by (5.10)–
(5.12) coincides with J .
In calculating M l we can use the following remarks. There is an isomorphism
T (tab, t¯a
b)a,b
{(5.10), (5.11), (5.12)}T (tab, t¯ab)a,b
j
−→
∼
k{1, tab}a,b.
Indeed, any word in t, t¯ starting with tt . . . can be shortened using (5.10), a word
starting with t¯t¯ . . . shortens by (5.11), and (5.12), (5.13) reduce t¯t . . . and tt¯ . . . to
previous cases. One can show that the ideal of relations of F projects to 0 by j. It is
sufficient to check that j projects (5.10), tab(5.10), (5.11), t¯a
b(5.11), (5.12), tab(5.12)
to 0. This implies that dimM l = (dimV )2 and M l is spanned by ω(tab).
Relations in the differential algebra of left invariant differential forms, which is an
algebra in the category DYF corresponding to Ω, are found by Tsygan [30]. They
can be also obtained in the form ω(b(1))ω(b(2)), where b is given by (5.10):
ω(tkc)R
lc
bzω(t
z
f ) +R
lk
ipω(t
p
j)R
ij
xzω(t
z
y)R
xy
bf = 0. (5.14)
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Equations (5.11), (5.12) also give some relations which follow from the above due
to the identification (5.12)
ω(t¯g
h) = −u2−1
i
k
R−1
jh
ig ω(t
k
j).
The algebra Ω coincides in the Hecke case with the differential graded Hopf al-
gebra M∧ = T •F (M)/(Ker(σ − 1)) constructed by Brzezin´ski [2] after Woronowicz’s
ideas [32]. To prove this we have to show that the set of relations (5.14) coincides
with Ker(σ − 1). By definition (5.8) the braiding σ is
σ(ω(tab)⊗ ω(t
c
f)) = ω(t
g
h)⊗ ω((t
a
b − δ
a
b)γ(t
c
g)t
h
f).
The substitution γ(tcg) = (u
2
1)
−1
g
i
t¯i
j u21j
c
together with relations (5.10)–(5.13) re-
duces this expression to
R♭−1
ij
bcR
−1ia
lgR
lh
kpR
km
jf ω(t
g
h)⊗ ω(t
p
m).
This formula as well as the identity
σ(Ribjcω(t
a
b)⊗ ω(t
c
f)) = R
km
jf R
lh
kpω(t
g
h)⊗ ω(t
p
m)R
−1ia
lg
were obtained by Sudbery [26]. In the basis
X iajf = R
ib
jcω(t
a
b)⊗ ω(t
c
f)
of M l ⊗M l the braiding is expressed as
σ(X iajf) = R
km
jf X
lg
kmR
−1ia
lg .
The relations (5.14) form the subspace
I = span {X lkbf +R
lk
ipX
ip
xyR
xy
bf }
which is contained in
Ker(σ − 1) = {Tr(AX) ≡ AjfiaX
ia
jf | RA = AR}
by Remark 5.3. All matrices A commuting with R have the form P+BP++P−CP−,
where R = qP+ − q
−1P− is the spectral decomposition. Since Tr(A(X + RXR)) =
(1 + q±2) Tr(AX) if A = P±BP±, we conclude that Ker(σ − 1) ⊂ I, proving the
claim.
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