In this paper we study the number of key exchanges required by Hoare's FIND algorithm (also called Quickselect) when operating on a uniformly distributed random permutation and selecting an independent uniformly distributed rank. After normalization we give a limit theorem where the limit law is a perpetuity characterized by a recursive distributional equation. To make the limit theorem usable for statistical methods and statistical experiments we provide an explicit rate of convergence in the Kolmogorov-Smirnov metric, a numerical table of the limit law's distribution function and an algorithm for exact simulation from the limit distribution. We also investigate the limit law's density. This case study provides a program applicable to other cost measures, alternative models for the rank selected and more balanced choices of the pivot element such as median-of-2t+1 versions of Quickselect as well as further variations of the algorithm.
Introduction
For selecting ranks within a finite list of data from an ordered set, Hoare [10] introduced the algorithm FIND, also called Quickselect, which is a one sided version of his sorting algorithm Quicksort. The data set is partitioned into two sub-lists by use of a pivot element, then the algorithm is recursively applied to the sub-list that contains the rank to be selected, unless its size is one. Hoare's partitioning procedure is performed by scanning the list with pointers from left and right until misplaced elements are found. They are flipped, what we count as one key exchange. This scanning step is This research was done during an internship of the first mentioned author at J.W. Goethe University from June 2013 to August 2013. then further performed until the pointers meet within the list. For definiteness, in this paper we consider the version of Hoare's partitioning procedure presented in Cormen, Leiserson and Rivest [3, Section 8.1] . (However, our asymptotic results are robust to small changes in the partitioning procedure, e.g. they also hold for the versions of Hoare's partitioning procedure described in Sedgewick [24, p. 118] or Mahmoud [14, Exercise 7.2] . ) We consider the probabilistic model where n distinct data are given in uniformly random order and where the rank to be selected is uniformly distributed on {1, . . . , n} and independent of the permutation of the data. In this model the number of key comparisons has been studied in detail in Mahmoud, Moddares and Smythe [17] . For the number Y n of key exchanges the mean has been identified exactly by means of analytic combinatorics: In Mahmoud [15] , for the number of data moves M n which is essentially (the partitioning procedure used in [15] being slightly different to ours) twice our number of key exchanges it is shown that
Note that lower order terms here depend on the particular version of Hoare's partitioning procedure used. Moreover, for the variance, Mahmoud [15] obtained, as n → ∞ that 1 15 n 2 + O(n) Var(M n ) 41 15 n 2 + O(n), (1.2) where the Bachmann-Landau O-notation is used. A different partitioning procedure due to Lomuto is analyzed in Mahmoud [16] . Key exchanges in related but different models are studied in [11, 18] . In the present paper we extend the analysis started in [15] of Quickselect with Hoare's partition procedure. Together with more refined results stated below we identify the asymptotic order of the variance and provide a limit law: Theorem 1.1. For the number Y n of key exchanges used by Hoare's Quickselect algorithm when acting on a uniformly random permutation of size n and selecting an independent uniform rank we have, as n → ∞, that
where the distribution of X is the unique solution of the recursive distributional equation
where X and U are independent and U is uniformly distributed on [0, 1]. Moreover, we have Var(Y n ) ∼ 1 60 n 2 as n → ∞. Theorem 1.1 follows quite directly from the contraction method and is a corollary to more refined convergence results in our Theorems 3.1 and 3.2. We also obtain
Recursive distributional equations such as (1.4) appear frequently in the asymptotic analysis of random tree models and of complexities of recursive algorithms; they also appear in insurance mathematics as so-called perpetuities and in probabilistic number theory. It should be noted that solutions of recursive distributional equations are typically difficult to access, e.g., with respect to their density if a density exists.
Recall that the original purpose of a limit law, such as our limit law (1.3), consists of being able to approximate the distributions of Y n by their scaled limit X. However, such an approximation can only be made effective if characteristics of the distribution L(X) of X are accessible and the distance between L(X) and L(Y n /n) can be bounded explicitly.
For this reason we take a statistician's point of view: To make the limit theorem (1.3) usable for statistical methods and statistical experiments we provide an explicit bound on the rate of convergence in the Kolmogorov-Smirnov metric in Section 3 (Theorem 3.2), a numerical table of the distribution function of L(X) in Section 4 ( Figure 1 ) and an algorithm for exact simulation from L(X) in Section 5 (Algorithm 1). The density and further properties of L(X) are studied in Section 4. In Section 2 the recursive approach our analysis is based on is introduced together with some combinatorial preliminaries.
We consider this paper as a case study with a program applicable to other cost measures, alternative models for the rank selected and more balanced choices of the pivot element such as median-of-2t + 1 versions of Quickselect as well as further variations of the algorithm.
Distributional recurrence and preliminaries
The first call to the partitioning procedure (in the version [3, Section 8.1] we consider here) splits the given uniformly distributed list A[1.
.n] of size n into two sublists of sizes I n and n − I n as follows: The first element p := A[1] is chosen as the pivot element, and the list is scanned both forwards and backwards with two indices i and j, looking for elements with A[i] p and elements
found is then flipped, unless i has become greater than or equal to j, where we stop (resulting in I n = j). Note that the pivot element is moved to the right sub-list if there is at least one key exchange, and the event {I n = 1} thus occurs if and only if the leftmost element in the array is the smallest or the second smallest element of the whole array. Together with the uniformity assumption we obtain
The list with elements with value less or equal to the pivot element we call the left sub-list, its size is I n , the other list we call the right sub-list. We denote by T n the number of key exchanges executed during the first call to the partitioning procedure. Note that T n is random and that I n and T n are stochastically dependent (for all n sufficiently large).
Since during the first partitioning step comparisons are only done between the elements and the pivot element we have that conditional on the size I n the left and right sub-list are uniformly distributed and independent of each other. The number Y n of key exchanges (key swaps) required by Quickselect (when operating on a uniformly permuted list of size n of distinct elements and selecting a rank R n uniformly distributed over {1, . . . , n} and independent of the list) allows a recursive decomposition. The recursive structure of the algorithm, the properties of the partitioning procedure and the model for the rank to be selected imply Y 1 = 0 and, for n 2, the distributional recurrence
Here (Y j ) 1 j n−1 is identically distributed as (Y j ) 1 j n−1 and we have that (Y j ) 1 j n−1 , (Y j ) 1 j n−1 and (I n , T n ) are independent.
To make the right hand side of the latter display more explicit we observe that the conditional distribution of T n given I n is hypergeometric: Lemma 2.1. Conditional on I n = 1 the number T n of swaps during the first call to the partitioning procedure has the Bernoulli Ber( 1 2 ) distribution. Conditional on I n = j for j ∈ {2, . . . , n − 1} the random variable T n is hypergeometrically Hyp(n − 1; j, n − j) distributed, i.e.,
Proof. For simplicity of presentation we identify the elements of the array with their ranks, i.e., we assume the elements are 1, . . . , n in uniformly random order. Conditional on I n = 1 the leftmost element of the array is 1 or 2 resulting in respectively 0 or 1 key exchanges. The uniformity of the array implies the Ber( 1 2 ) distribution in the statement of the Lemma. Conditional on I n = j with j ∈ {2, . . . , n − 1} the pivot element p is moved to the right sub-list and we have I n = p − 1. Thus, we have to count the number of permutations σ of length n such that σ(i) I n for exactly k indices i ∈ {I n +1, . . . , n}, among those having p = I n + 1 as first element. This implies the assertion.
The asymptotic joint behavior of (I n , T n ) will be crucial in our subsequent analysis:
where U has the uniform distribution on the unit inter-
The convergence in p (defined below) is equivalent to weak convergence plus convergence of the p-th absolute moments. Lemma 2.2 follows below from Lemma 3.2. The scalings in Lemma 2.2 motivate the normalization
Recurrence (2.5) implies the distributional recurrence (2.7)
(for n 2) where, similarly to (2.5), (X j ) 1 j n−1 is identically distributed as (X j ) 1 j n−1 and we have that (X j ) 1 j n−1 , (X j ) 1 j n−1 and (I n , T n ) are independent.
The asymptotics of Lemma 2.2 suggest that a limit X of X n satisfies the recursive distributional equation
where U, V, X, X are independent, U and V are uniformly distributed on [0, 1] and X has the same distribution as X.
Lemma 2.3. RDE (2.8) has a unique solution among all probability distributions on the real line. This solution is also the unique solution (among all probability distributions on the real line) of RDE (1.4).
Proof. A criterion of Vervaat [26] states that a RDE of the form X = d AX + b with X and (A, b) independent has a unique solution among all probability distributions on the real line if −∞ E[log |A|] < 0 and E[log + |b|] < ∞. These two conditions are satisfied for our RDE (1.4). The full claim of the Lemma hence follows by showing that the solutions of RDE (2.8) are exactly the solutions of RDE (1.4). This can be seen using characteristic functions as follows: Let L(Z) be a solution of RDE (2.8) and denote its characteristic function by ϕ Z (t) := E[e itZ ] for t ∈ R. Conditioning on U and V and using independence we obtain that
Now, for the random variable
where U is uniformly distributed on [0, 1] and independent of Z we find that its characteristic function
This implies that L(Z) is a solution of RDE (1.4). The same argument shows that every solution of RDE (1.4) is a solution of RDE (2.8).
Remark 2.1. Alternatively to recurrence (2.5) we have the recurrence
with conditions as in (2.5) and J n denoting the size of the sub-list where the Quickselect algorithm recurses on. Note that by the uniformity of the rank to be selected J n is a size-biased version of I n . Hence the limit (in distribution) of J n /n is the size-biased version of the limit U of I n /n. Since √ U is a size-biased version of U , it appears in the RDE (1.4). Moreover, the asymptotic joint behavior of (J n , T n ) is again determined by the concentration of the hypergeometric distribution as in Lemma 2.2 (cf. the proof of Lemma 3.2.) Analogously,
explains the occurrences of the additive term
We could as well base our subsequent analysis on (2.9) but prefer to work with recurrence (2.5).
Convergence and rates
In this section we bound the rate of convergence in the limit law of Theorem 1.1. First, bounds in the minimal p -metrics are derived. These imply bounds on the rate of convergence within the Kolmogorov-Smirnov metric. For 1 p < ∞ and probability distibutions L(W ) and
The infimum is over all vectors (W , Z ) on a common probability space with the marginals of W and Z. The infimum is a minimum and such a minimizing pair (W , Z ) is called an optimal coupling of L(W ) and L(Z). For a sequence of random variables (W n ) n 1 and W we have, as n → ∞, that
For these and further properties of p see Bickel and Freedman [1, Section 8].
We start bounding the rate in the convergence in Lemma 2.2. This can be done using a tail estimate for the hypergeometric distribution derived in Serfling [25, Theorem 3.1] , restated here in a slightly weaker form more convenient for our analysis:
be a random variable with hypergeometric distribution Hyp(n − 1; j, n − j). Then for all p > 0 we have
where Γ denotes Euler's gamma function.
Lemma 3.2. For the number T n of key exchanges in the first call to the partitioning procedure of Hoare's Quickselect we have for all n 2 and all 1 p < ∞ that
where
Proof. Let U be uniformly distributed over [0, 1] and the underlying probability space sufficiently large so that we can also embed the vector (I n , T n ) such that
We have (
n since 1 I n n − 1 a.s. Using Lemma 3.1 we obtain
The triangle inequality implies
the assertion.
We obtain the following bounds on the rate of convergence in Theorem 1.1. For the proof of Theorem 3.1 standard estimates from the contraction method, see [22, 21, 23, 20] , are applied.
Theorem 3.1. For Y n and X as in Theorem 1.1 we have for all n 1 and all
Proof. With X n as defined in (2.6) recall the recurrence (2.7):
(3.11)
For X as in Theorem 1.1 we have, by Lemma 2.3, that
with conditions as in (2.8) . Note that we can embed all random variables appearing on the right hand sides of (3.11) and (3.12) on a common probability space such that we additionally have that I n = nU + 1 {U 1/n} , R n = nV and that (X j , X) and (X j , X ) are optimal couplings of L(X j ) and L(X) such that (U, V ), (X j , X), (X j , X ) for j = 1, . . . , n − 1 are independent. Now, for n 2 we define the random variable
The second summand in (3.13) is bounded by
where we plug in the right hand sides of (3.11) and (3.12), use independence, that X p 1 and the bound in (3.10). For the first summand in (3.13) conditioning on R n and I n and using that (X j , X) and (X j , X ) are optimal couplings of L(X j ) and L(X) we have
The summand 1 {i=1} p (X 1 , X) is bounded by 1 since X 1 = 0 and X p 1. Putting the estimates together we obtain p (X n , X)
Now, by induction, we show p (X n , X) κ p n − 1 /2 . Since κ p 1 the assertion is true for n = 1. For n 2 using the induction hypothesis we obtain p (X n , X)
This finishes the proof.
Bounds for the p distance can be used to bound d KS using the following lemma from Fill and Janson [9, Lemma 5.1]: Lemma 3.3. Suppose that W and Z are two random variables such that Z has a bounded Lebesgue density f Z . For all 1 p < ∞, we have 
, where f denotes the density of X.
Proof. To 0 < ε 
Density and distribution function
In this section we derive properties of the limit X in Theorem 1.1 mainly concerning its density and distribution function. In particular, in Theorem 4.2 we obtain a bound for the density f of X as required for (4.14) discovered in Hwang and Tsai [11] , is studied. We start with moments: Lemma 4.1. For the limit X in Theorem 1.1 for all k 1, we have (1.4) to the power of k and take expectations. This implies
where we used that
This implies the assertion. 
Proof. For the first claim set Z 0 := 0 and
where, for all n 0, U n+1 is uniformly distributed on [0, 1] and independent of Z n . This construction implies that P(Z n ∈ [0, 1]) = 1 for all n 0. Since Z n tends to X in law we obtain P(X ∈ [0, 1]) = 1.
For the second claim note that (1.4) implies
Using that 0 X 1 almost surely we obtain X 1 − 2ε, and
By independence this implies
Iterating the latter inequality k 1 times yields
We turn to the density of X:
Theorem 4.1. The limit X in Theorem 1.1 has a Lebesgue density f satisfying f (t) = 0 for t < 0 or t > 1, and, for t ∈ [0, 1], (4.16)
Proof. Let µ := L(X) denote the law of X and B ⊂ R any Borel set. By (1.4) we obtain
where ϕ(x, ·) denotes the Lebesgue density of
It remains to identify ϕ(x, ·): The distribution function
otherwise, which implies the assertion.
Remark 4.1. Note that, w.r.t. x, g defined in (4.17) admits the simple primitive
which is 0 at x = p t . Moreover, g(x, ·) is increasing for fixed x and g(·, t) is decreasing for fixed t. Indeed,
with equality if and only if t = 0. Proof. Since f (x) = 0 for all x ∈ (p 0 , 0) = (−1, 0) and g(x, 0) = 1 for all x ∈ (0, 1), we obtain f (0) = 0 from (4.16). Since p 1 = 1, we also get f (1) = 0. For the monotonicity from (4.16) we obtain, for 0 s < t
using that g(x, ·) is increasing for any fixed x (Remark 4.1).
Theorem 4.2. The density f of X in Theorem 1.1 is bounded with f ∞ 109.
Proof. We bound f (t) for t ∈ (0, 1) since f (t) = 0 elsewhere. For t < Subsequently, we split the first integral in (4.19) into a left part where we will bound f and a right part where we will bound g: For any γ ∈ (p t , 1], we split
From (4.20) we obtain, for all t ∈ [0, 1],
with G(·, ·) as in Remark 4.1. Hence
and (4.23)
We have γ 1
Since f is increasing on I 0 := [0, 1 4 ], see Corollary 4.1, we obtain
We now bound f on ( 1 4 , 1). To do so we decompose this interval into subintervals I n where, for each I n , we will deduce a bound M n . Define b 0 := 0, and, for i 1, k 1,
We have b 1 = I n .
Let I −1 := ∅. In a first step we show for all n 1 that (p t , γ t ) ⊆ I n−2 ∪ I n−1 for all t ∈ I n . (4.24)
In the other case n = 2k, k 1, we have
, and
which holds because of (b k−1 − 1) 4 0. Thus (p t , γ t ) ⊆ I 2k−2 ∪ I 2 k −1 , and (4.24) is proved.
Inductively we now define bounds M n for f on I n for all n 0. We already have M 0 = 8 and set M −1 := 0. For each n 1 we use (4.15) with ε = 2(1 − √ t) and k = 2, and obtain
Hence, by dominated convergence, the first integrand in (4.26) tends to 0 as t ↓ 0. For the second integrand in (4.26), plugging in (4.17), we find
and this fraction is dominated by ϕ uniformly in t ∈ (0, 4 ]. Hence, altogether we obtain f (t)/ √ t → 0 as t ↓ 0. In particular, f (t)/ √ t is bounded by some constant C. Finally,
where the first integrand is dominated by √ 8C and tends to 0 as t ↓ 0 (since f (xt) → 0). The second integrand is dominated by 2 f ∞ ϕ and tends to 2f (x)/(1 + x) 2 as t ↓ 0. With the limit t ↓ 0 and dominated convergence we obtain that f has a right derivative at 0 with
The interchange of summation and expectation in the latter display is justified by the fact that, for 0 < η < 1,
where we used Levi's monotone convergence theorem and this is further bounded using Lemma 4.2 and denoting λ := − log η by
→ 0, as n → ∞ and the series (−1)
The approximation for f r (0) in the statement of Theorem 4.3 is obtained using (4.27) and Lemma 4.1.
Finally, since t → f (t)/t remains bounded we obtain E X −2+ε < ∞ for all ε > 0. 
Proof. Let 0 s < t 1. From the integral equation (4.16), we deduce that
Using the primitive of g(·, t) given in Remark 4.1 and the monotonicity of g(x, ·),
Finally, with u x,s := (1 + x) 2 − 4s u x,t √ ε for all t x 1, and using that g(·, s) is decreasing,
This completes the proof.
For the distribution function of the limit X in Theorem 1.1 we can apply a variant of a numerical approximation developed in [12] for which a rigorous error analysis shows all values in the table of Figure 1 being exact up to 10 −4 .
Perfect simulation
We construct an algorithm for perfect (exact) simulation from the limit X in Theorem 1.1. We assume that a sequence of independent and uniformly on [0, 1] distributed random variables is available and that elementary operations of and between real numbers can be performed exactly; see Devroye [4] for a comprehensive account on non-uniform random number generation. Methods based on coupling from the past have been developed and applied for the exact simulation from perpetuities in [8, 6, 7, 13, 2] ; see also [5] . Our perpetuity [13] which simplify the construction of an exact simulation algorithm considerably compared to the examples of the Vervaat perpetuities and the Dickman distribution in Fill and Huber [8] and Devroye and Fawzi [6] . Most notably the Markov chain underlying 
is similar to the construction in [13] : We construct an update function Φ :
and Φ(x, B, U ) are identically distributed, where U is uniformly distributed on [0, 1] and B is an independent Bernoulli distributed random variable, and second coalescence of the underlying Markov chains is supported.
Recall the densities ϕ(x, ·) of √ U x + √ U (1 − √ U ) given explicitly in (4.18). Fix t ∈ ( We construct our Markov chains from the past using Φ as an update function. In each transition there is a probability of r 1 = α/8 that all chains couple simultaneously. In other words, we can just start at a geometric Geom(α/8) distributed time τ in the past, the first instant of {B = 1} when moving back into the past. At this time −τ we couple all chains via X −τ := for k from −τ + 1 to 0 do
The function G −1 is given by
