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Abstract
In his famous paper [7] Gersho stressed that the codecells of optimal
quantizers asymptotically make an equal contribution to the distortion
of the quantizer. Motivated by this fact, we investigate in this paper
quantizers in the scalar case, where each codecell contributes with exactly
the same portion to the quantization error. We show that such quantizers
of Gersho type - or Gersho quantizers for short - exist for non-atomic
scalar distributions. As a main result we prove that Gersho quantizers
are asymptotically optimal.
Keywords Asymptotically optimal quantization · Quantization error · Scalar
quantization · Gersho quantizer · High rate quantization
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1 Introduction and notation
Let µ be a Borel probability measure on Rd. A Borel-measurable mapping
q : Rd → Rd is called quantizer if card(q(Rd)) ≤ card(N), where card denotes
cardinality. For any quantizer q, norm ‖ · ‖ and norm exponent r > 0 we define
the distortion or quantization error
D(µ, q, r) =
∫
‖x− q(x)‖rdµ(x) =
∑
a∈q(Rd)
∫
q−1(a)
‖x− a‖rdµ(x),
where q−1(a) is called codecell of the codepoint a ∈ q(Rd). The set q(Rd) is
called codebook. The quantization error can be interpreted as a measure for the
distance between µ and the image µ◦q−1 of µ under q. Indeed, if Rd is equipped
with the Euclidean norm and if µ is vanishing on continuously differentiable
(d− 1)-dimensional submanifolds of Rd, then the quantization error equals the
Lr−Wasserstein distance (see e.g. [15, Theorem 2.6]). Let us denote the set of
∗The author was supported through a grant from the German Research Foundation (DFG).
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all quantizers on Rd by Q. For n ∈ N we define the optimal n−th quantization
error for µ of order r as
Dn,r(µ) = inf{D(µ, q, r) : q ∈ Q and card(q(R
d)) ≤ n}.
The problem of optimal quantization is to find an optimal n−level quantizer
for µ, i.e. a q ∈ Q with D(µ, q, r) = Dn,r(µ). Although an optimal quantizer
exists under weak assumptions on µ (cf. [10, Theorem 4.12]), the determination
of the optimal quantizers has been achieved so far only for a few distributions
(see e.g. [10, p.69ff], [6], [13], [14]). As another difficulty, often more than
one optimal quantizer exists. This phenomenon of non-uniqueness can happen
for distributions which are absolutely continuous with respect to the Lebesgue
measure (cf. [1] resp. [10, Example 5.2]) but also for distributions which are
singular [9, 14].
Due to these difficulties and also in view of aspects in applications (see [12, 8]
for an excellent overview), one is more interested in asymptotics of the optimal
quantization error for large quantization levels n. For distributions which have
a non-vanishing part that is absolutely continuous with respect to the Lebesgue
measure and which are satisfying a certain moment condition, these asymptotics
are well-known [23, 3, 10]. Now n-level quantizers are of interest, which induce
the same error asymptotics as the optimal ones if n tends to infinity. Such a
sequence of quantizers is called asymptotically optimal.
Delattre et al. [5] have shown for a large class of scalar distributions, that
for any sequence of asymptotically optimal quantizers, which in addition satisfy
a condition of stationarity, the codecells contribute asymptotically with equal
portion to the distortion of the quantizer. This behavior was first mentioned by
Panter and Dite [19] for optimal scalar quantizers under high rates. To´th [21]
and Gersho [7] conjectured this asymptotical behavior of optimal quantizers also
for higher-dimensional distributions. Now one can question if it is possible to
construct asymptotically optimal quantizers by using this property of asymptot-
ically equal moments on each codecell. Apart from [5], the formulation of this
uniformity is quite vague or only conjectured. To start with a thorough mathe-
matical formulation we consider quantizers where each codecell contributes with
exactly the same portion to the quantization error. In the following section we
will show that such quantizers of Gersho type - or Gersho quantizers for short
- exist for non-atomic scalar distributions and all levels n. Moreover, we will
show that Gersho quantizers are even unique for all levels n if µ has an interval
as support.
Then, one can ask if such Gersho quantizers are asymptotically optimal. As
a main result of this paper we will give in section three a positive answer to this
question for a large class of scalar probability distributions (cf. Theorem 3.10).
In the last section we provide concluding remarks which are mainly consisting
of several remaining open questions.
For the rest of this paper let us assume that µ is one-dimensional and non-
atomic, i.e. µ({x}) = 0 for every x ∈ R. Moreover, we assume throughout the
paper that µ has a finite r−th moment. For any Borel-measurable A ⊂ R with
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µ(A) > 0 we denote by µ(·|A) the conditional probability of µ with respect to
A. We denote by C(n, µ, r) the set of all n−optimal quantizers for µ of order r.
Definition 1.1. We call q ∈ Q an n−level Gersho-quantizer of order r for µ if
(G1) card(q(R)) = n,
(G2) q−1(a) is an interval for every a ∈ q(R),
(G3) every a ∈ q(R) is optimal for its own codecell, i.e. the mapping R ∋ x→ a
is an element of C(1, µ(·|q−1(a)), r) and
(G4) every codecell of q contributes an equal amount to the overall distortion,
i.e.
∫
q−1(a)
|x− a|rdµ(x) = 1nD(µ, q, r) for every a ∈ q(R).
Let us denote by G(n, µ, r) the set of all n−level Gersho-quantizers of order r
for µ.
Remark 1.2. Because µ is non-atomic, we know that D(µ, q, r) > 0 for every
q ∈ G(n, µ, r). Consequently, property (G4) implies that µ(q−1(a)) > 0 for
every a ∈ q(R), i.e. all codecells have non-vanishing µ−mass and, therefore,
µ(·|q−1(a)) in (G3) is well defined.
Remark 1.3. Let q ∈ C(n, µ, r) be an n−optimal quantizer. If we consider the
codebook q(R) and a Voronoi partition {Aa : a ∈ q(R)} of R with respect to
q(R), i.e.
Aa ⊂ {x ∈ R : |x− a| = min
b∈q(R)
|x− b|} µ− a.s. for every a ∈ q(R),
then the quantizer q : R→ R with q(x) = a if x ∈ Aα is also an n−optimal one
(cf. [10, Lemma 3.1]). Due to this fact, the determination of optimal quantizers
is reduced to the determination of an optimal n−codebook, where the codecells
are specified by an arbitrary Voronoi partition related to this set. Let us call
such quantizers Voronoi quantizers. Insofar we can and will assume w.l.o.g.
that every n−optimal quantizer is a Voronoi quantizer and satisfies (G1), (G2)
and (G3), see e.g. [10, Lemma 3.1] and [10, Theorem 4.1]. Gersho quantizers
and optimal quantizers even coincide for some distributions. E.g. if µ is the
uniform distribution on [0, 1], then it follows straightforward from property (G4)
and [10, Example 5.5] that G(n, µ, r) = C(n, µ, r) for every n ∈ N and r > 1. In
general, this is not the case. Even
G(n, µ, r) ∩ C(n, µ, r) = ∅
and
Dn,r(µ) < inf{D(µ, q, r) : q ∈ G(n, µ, r)}
for certain distributions µ, quantization levels n and norm exponent r is possible,
see e.g. µ as from [1] resp. [10, Example 5.2] with n = 2 and r = 2. It remains
open to characterize the Gersho quantizers which are Voronoi quantizers.
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Asymptotically optimal quantizers in the scalar case can be constructed by
companding techniques [17]. Alternatively, quantizers - which are unique and
optimal for strongly unimodal scalar distributions (cf. [22]) - can be numerically
determined by the famous Lloyd algorithm [18]. To get an overview of the
historical development and the numerous modifications of the Lloyd algorithm
the user is referred to [12]. One drawback of all these Lloyd methods so far
is that at any level n the numerical calculation of the quantizer starts from
scratch, i.e. the calculation results from lower quantization levels can not be
used to reduce calculation complexity for level n. Moreover, the limit point of
the Lloyd algorithm is not always necessarily an optimal one.
Clearly, the main goal of this paper is a theoretical one. In the following sec-
tions we investigate existence, uniqueness and asymptotic optimality of Gersho
quantizers. Nevertheless, let us mention here that Gersho quantizers are also of
practical relevance in constructing asymptotically optimal quantizers.
Using the results of this paper, we can determine (for a large class of proba-
bilities) numerically the sequence of asymptotically optimal Gersho quantizers
where the calculations from lower quantization levels are incorporated. In more
detail, let k ∈ N and n = 2k. For k = 1 Proposition 2.5 ensures the existence of
a unique Gersho quantizer. We can determine this quantizer numerically e.g. by
a bisection algorithm (cf. Remark 2.8). If k > 1, then the uniqueness of Gersho
quantizers (cf. Proposition 2.5) enables us to determine the Gersho quantizer
for level n = 2k by dividing all codecells of the quantizer for level 2k−1 into two
cells having the some moment, such that (G4) is satisfied. This dispartment of
the codecells is also done numerically by application of a bisection algorithm.
Theorem 3.10 yields the asymptotic optimality of the quantizer sequence.
As a main advantage in contrast to any Lloyd algorithm we always determine
a unique solution. Moreover, this algorithm is also amenable to a parallel imple-
mentation. Of course, we can determine numerically also the Gersho quantizers
for level n = n02
k with fixed n0 ≥ 2 and k ∈ N or even any arbitrary level n.
But in this last general case we are unable to use the calculation results from
lower quantization levels for the actual one.
2 Existence and uniqueness of Gersho-quantizers
As already mentioned in the introduction, optimal quantizers exist under weak
assumptions on µ, see [2], [20] and [10, Theorem 4.12]. In this section we will
show by Proposition 2.5, that Gersho quantizers also always exist for non-atomic
distributions. Before studying uniqueness we need to make some limitations for
Gersho quantizers. Let F(n, µ, r) be the set of all scalar quantizers where all
codecells of such a quantizer have non-vanishing µ−mass and (G1), (G2) and
(G3) are satisfied. By definition and in view of Remark 1.3 resp. Remark 1.2
we know that
G(n, µ, r) ∪ C(n, µ, r) ⊂ F(n, µ, r).
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Let q ∈ F(n, µ, r) and let I1(q), . . . , In(q) be the codecells of q in increasing
order. Let ai = inf(Ii(q)) and bi = sup(Ii(q)) for every i ∈ {1, .., n}. Clearly,
a1 = −∞, bn =∞ and ai = bi−1 for every i ∈ {2, .., n}. (1)
Because µ is non-atomic let us assume w.l.o.g. throughout this paper that
I1(q) = (a1, b1), Ii(q) = [ai, bi) for every i ∈ {2, .., n}.
Thus, the codecells of any quantizer q ∈ F(n, µ, r) are completely characterized
by their boundary points. With these conventions we will also investigate in
this section the uniqueness of Gersho quantizers. Important for our subsequent
argumentation is the following well-known result.
Proposition 2.1. (Uniqueness of 1−optimal quantizers) If r > 1, then
always exactly one 1−optimal quantizer for µ exists, i.e. card(C(1, µ, r)) = 1.
Proof. The assertion follows from the strict convexity of the mapping
R ∋ a→
∫
|x− a|rdµ(x) ∈ (0,∞).
For a complete proof see e.g. [10, Theorem 2.4].
In the following, Proposition 2.4 shows that every n-level Gersho-quantizer
induces the same quantization error. Moreover, Proposition 2.5 states that
exactly one n-level Gersho quantizer exists, i.e. card(G(n, µ, r)) = 1 if the
support of µ is an (possibly unbounded) interval.
For any −∞ ≤ a < b ≤ ∞ we define Ia,b = (a, b). If µ(Ia,b) > 0 and
r > 1, then Proposition 2.1 implies that always exactly one 1-optimal quantizer
for µ(·|Ia,b) of order r exists, i.e. C(1, µ(·|Ia,b), r) is not empty and consists of
exactly one element. We denote by ca,b ∈ R the point which represents this
unique optimal quantizer of µ(·|Ia,b), i.e.∫
|x− ca,b|
rdµ(·|Ia,b)(x) = D1,r(µ(·|Ia,b)).
In view of [10, Lemma 2.6(a)] we additionally know that ca,b ∈ [a, b]. If we want
to stress the dependency of ca,b on µ we write ca,b(µ). Let us denote by supp(µ)
the support of µ. For any set I ⊂ R we denote by 1I the indicator function of
I. Now let us consider the r−th moment
∫
Ia,b
|x− ca,b|rdµ(x) on Ia,b. It seems
to be obvious that this moment increases with b. Let us prove this important
result.
Lemma 2.2. Let −∞ ≤ a < b <∞ and
J = (a− b,∞) ∩ (inf(supp(µ)), sup(supp(µ))).
If µ(Ia,b) > 0 and r > 1, then the mapping
J ∋ z →Wa,b,µ(z) =
∫
Ia,b+z
|x− ca,b+z|
rdµ(x) (2)
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is continuous and increasing. Moreover, for every x, y ∈ J with x < y
Wa,b,µ(x) < Wa,b,µ(y) if and only if µ([x+ b, y + b]) > 0.
Proof. Note that µ(Ia,b+z) > 0 for every z ∈ J .
1. First we will show that J ∋ z → ca,b+z is continuous.
Let z ∈ J . We proceed indirectly and assume that an M > 0 and a sequence
(εn)n∈N exist with z + εn ∈ J for every n ∈ N, εn → 0 as n→∞ and
|ca,b+z+εn − ca,b+z| ≥M (3)
for every n ∈ N. Since the mapping R ∋ w →
∫
Ia,b+z
|x − w|rdµ(z) is strictly
convex (see proof of Proposition 2.1) we deduce that
C1(M) := max{
∫
Ia,b+z
|x− w|rdµ(x) : w ∈ {ca,b+z −M, ca,b+z +M}}
= inf{
∫
Ia,b+z
|x− w|rdµ(x) : |w − ca,b+z| ≥M}. (4)
Let
C2(M) = C1(M)−
∫
Ia,b+z
|x− ca,b+z |
rdµ(x) > 0.
Now choose n0 ∈ N such that∫
Ia,b+z+εn
|x− ca,b+z|
rdµ(x)−
∫
Ia,b+z
|x− ca,b+z|
rdµ(x) < C2(M) (5)
for every n ≥ n0. Now let n ≥ n0. Combining (3) and (4) we observe that∫
Ia,b+z+εn
|x− ca,b+z+εn |
rdµ(x) ≥
∫
Ia,b+z
|x− ca,b+z+εn |
rdµ(x) ≥ C1(M).
Using (5) we get∫
Ia,b+z+εn
|x− ca,b+z+εn |
rdµ(x)
≥ C2(M) +
∫
Ia,b+z
|x− ca,b+z|
rdµ(x) >
∫
Ia,b+z+εn
|x− ca,b+z|
rdµ(x),
which contradicts the optimality of ca,b+z+εn . Hence, J ∋ z → ca,b+z is contin-
uous.
2. Rest of the proof.
Let ε > 0 and z ∈ J . For any δ > 0 we define
C1(δ) = sup{|ca,b+v| : v ∈ J, |v − z| < δ}.
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By step 1 we can find a δ1 > 0 such that C1(δ1) < ∞. For every v ∈ J with
|z − v| < δ1 we have
|x− ca,b+v|
r ≤ (2max(|x|, |ca,b+v|))
r ≤ 2r(|x|r + C1(δ1)
r),
where the right hand side is µ-integrable, because the r−th moment of µ is
finite. Thus a δ2 ∈ (0, δ1) exists with∫
[b+z−δ2,b+z+δ2]
|x− ca,b+v|
rdµ(x) <
ε
2
(6)
for every v ∈ J with |z − v| < δ2. For every δ3 ∈ (0, δ2) we define
C2(δ3) = sup{|ca,b+z − ca,b+v| : v ∈ J, |v − z| < δ3} <∞.
Applying step 1 we deduce that
C2(δ)→ 0 as δ → 0. (7)
For any v ∈ J with |v − z| < δ3 and x ∈ Ia,b+z+δ3 we define
f(x, z, v) = ||x− ca,b+z|
r − |x− ca,b+v|
r|. (8)
Clearly,
f(x, z, v) ≤ (|x| + |ca,b+z|)
r + (|x| + |ca,b+z|+ C2(δ3))
r . (9)
Due to C2(δ3) <∞ the right hand side of (9) is µ-integrable. From (7) and (8)
we deduce that f(x, z, v) → 0 as v → z. Hence, by dominated convergence a
δ4 ∈ (0, δ3) exists, such that∫
Ia,b+z
f(x, z, v)dµ(x) < ε/2, (10)
if |v − z| < δ4. Now let v ∈ J such that |v − z| < δ4. We obtain
|Wa,b,µ(z)−Wa,b,µ(v)|
≤ |
∫
Ia,b+max(v,z)
|x− ca,b+max(v,z)|
rdµ(x)
−
∫
Ia,b+min(v,z)
|x− ca,b+max(v,z)|
rdµ(x)|
+ |
∫
Ia,b+min(v,z)
|x− ca,b+max(v,z)|
rdµ(x)
−
∫
Ia,b+min(v,z)
|x− ca,b+min(v,z)|
rdµ(x)|
≤
∫
[b+z−δ4,b+z+δ4]
|x− ca,b+max(v,z)|
rdµ(x) +
∫
Ia,b+z
f(x, z, v)dµ(x).
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From (6) and (10) we deduce that
|Wa,b,µ(z)−Wa,b,µ(v)| < ε,
which yields that the mapping is continuous. Finally we observe for any x, y ∈ J
with x < y that
Wa,b,µ(y)−Wa,b,µ(x)
=
∫
Ia,b+y
|z − ca,b+y|
rdµ(z)−
∫
Ia,b+x
|z − ca,b+x|
rdµ(z)
≥
∫
Ib+x,b+y
|z − ca,b+y|
rdµ(z) ≥ 0, (11)
which implies monotony. Recall that µ is non-atomic. Hence, inequality (11) is
strict if and only if µ([x+ b, y + b]) > 0.
Because we want to show now that every n−level Gersho quantizer induces
the same quantization error, the following definition makes sense.
Definition 2.3. Let n ∈ N and assume that G(n, µ, r) 6= ∅. We define
DGn,r(µ) = inf{D(µ, q, r) : q ∈ G(n, µ, r)}
as the optimal n−th Gersho-quantization error for µ of order r.
Let
R ∋ x→ T (x) = −x
be the reflection with respect to the origin.
Clearly, the distortion of every n−optimal quantizer q ∈ C(n, µ, r) equals
Dn,r(µ). Therefore, it is natural to ask if a similar result holds for Gersho
quantizers. The following proposition gives a positive answer.
Proposition 2.4. (Uniqueness of overall distortion)
Let n ∈ N and r > 1. Assume that an n−level Gersho quantizer exists, i.e.
G(n, µ, r) 6= ∅. If q ∈ G(n, µ, r), then the distortion induced by q equals the
n−th Gersho-quantization error, i.e.
D(µ, q, r) = DGn,r(µ).
Proof. If n = 1, then the assertion follows immediately from (G3) and Proposi-
tion 2.1. Let n ≥ 2. Let I1(q), . . . , In(q) be the codecells of q in increasing order
of R. Moreover, let p ∈ G(n, µ, r) and denote by I1(p), . . . , In(p) the codecells
of p in increasing order, too. We proceed indirectly and assume w.l.o.g. that
D(µ, q, r) < D(µ, p, r). (12)
The idea of the proof is as follows. Using (12),(G4) and Lemma 2.2 one can show
that the moment and the right endpoint of the first codecell I1(q) of q is strictly
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smaller than the one of I1(p). By induction this holds up to the penultimate
codecell of q and p. Consequently, the last codecell In(q) of q is strictly larger
(according to size and moment) than the last one of p, which contradicts (12).
Now let us elaborate this idea in detail. We proceed in two steps.
1. We will show that
sup In−1(q) < sup In−1(p) and µ([sup In−1(q), sup In−1(p)]) > 0.
We proceed by induction and assume first that n = 2. According to (1), (12)
and by (G4) we know that
W−∞,0,µ(sup I1(q))
=
∫
I1(q)
|x− c−∞,sup I1(q)|
rdµ(x) <
∫
I1(p)
|x− c−∞,sup I1(p)|
rdµ(x)
= W−∞,0,µ(sup I1(p)).
Applying Lemma 2.2 we obtain
sup I1(q) < sup I1(p) and µ([sup I1(q), sup I1(p)]) > 0.
Now let us assume that n > 2,
sup In−2(q) < sup In−2(p) and that µ([sup In−2(q), sup In−2(p)]) > 0.
Again from (12) and (G4) we deduce that
Winf In−1(q),0,µ(sup In−1(q))
=
∫
In−1(q)
|x− cinf In−1(q),sup In−1(q)|
rdµ(x)
<
∫
In−1(p)
|x− cinf In−1(p),sup In−1(p)|
rdµ(x)
=
∫
T (In−1(p))
|x− c− sup In−1(p),− inf In−1(p)(µ ◦ T
−1)|rdµ ◦ T−1(x)
= W− sup In−1(p),0,µ◦T−1(− inf In−1(p)). (13)
By (1) we know that inf In−1(q) = sup In−2(q) < sup In−2(p) = inf In−1(p).
Thus, Lemma 2.2 implies
W− sup In−1(p),0,µ◦T−1(− inf In−1(p)) ≤ W− sup In−1(p),0,µ◦T−1(− inf In−1(q))
= Winf In−1(q),0,µ(sup In−1(p)). (14)
Combing (13) and (14) we get
Winf In−1(q),0,µ(sup In−1(q)) < Winf In−1(q),0,µ(sup In−1(p)).
Now Lemma 2.2 yields
sup In−1(q) < sup In−1(p) and µ([sup In−1(q), sup In−1(p)]) > 0.
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2. Rest of the proof.
Applying (1) and definition (2) we compute∫
In(p)
|x− cinf In(p),∞|
rdµ(x) =W−∞,0,µ◦T−1 (− sup In−1(p)). (15)
Now, step 1, Lemma 2.2 and definition (2) implies
W−∞,0,µ◦T−1(− sup In−1(p)) < W−∞,0,µ◦T−1 (− sup In−1(q))
=
∫
In(q)
|x− cinf In(q),∞|
rdµ(x). (16)
From (12) and (G4) we deduce∫
In(q)
|x− cinf In(q),∞|
rdµ(x) <
∫
In(p)
|x− cinf In(p),∞|
rdµ(x). (17)
Combining (17), (16) and (15) we get the contradiction∫
In(p)
|x− cinf In(p),∞|
rdµ(x) <
∫
In(p)
|x− cinf In(p),∞|
rdµ(x),
which proves the assertion.
Now we can state and prove the main result of this section.
Proposition 2.5. (Existence and Uniqueness of Gersho quantizers)
Let r > 1. For any n ∈ N the set G(n, µ, r) of Gersho-quantizers is not empty.
Moreover, if the support of µ is an interval, then exactly one Gersho quantizer
exists, i.e. card(G(n, µ, r)) = 1.
Proof. We proceed by induction. Assume first that n = 1. In this case the
assertion follows directly from Proposition 2.1. Now assume that for every
z ∈ V = {w ∈ R : µ(Iw,∞) ∈ (0, 1)} the set G(n − 1, µ(·|Iz,∞), r) is not empty
and that card(G(n−1, µ(·|Iz,∞), r)) = 1 if the support of µ(·|Iz,∞) is an interval.
Let us consider the mapping
Φn−1(z) =
µ(Iz,∞)D
G
n−1,r(µ(·|Iz,∞))
n− 1
. (18)
The idea of the proof is quite straightforward. First, one constructs a quantizer
which consists of n cells, where the leftmost cell ends at z and all other cells
are designed such that every moment of one of these n− 1 cells equals Φn−1(z).
Using the induction hypothesis it suffices to show that only one z0 exists, such
that the moment of the leftmost cell and Φn−1(z0) coincide. Indeed, this can
be achieved by showing that Φn−1(·) is decreasing and continuous. We divide
the remaining part of the proof into several steps.
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1. We construct quantizers qn,z and q˜n,z and show that q˜n,z ∈ G(n−1, µ(·|Iz,∞), r).
We define for every z ∈ V recursively
w0(z) = z, wn−1(z) =∞
and
wi(z) = inf
{
w > wi−1(z) :
∫
[wi−1(z),w]
|x− cwi−1(z),w|
rdµ(x) = Φn−1(z)
}
.
for every i ∈ {1, . . . , n − 2}. Let pz ∈ G(n − 1, µ(·|Iz,∞), r) and denote by
I1(pz), . . . , In−1(pz) the codecells of pz in increasing order. Note that
DGn−1,r(µ(·|Iz,∞)) = D(µ(·|Iz,∞), pz, r)
according to Proposition 2.4. Thus we deduce by (G4) and (18) that
Φn−1(z) =
∫
[z,sup I1(pz)]
|x− cz,sup I1(pz)|
rdµ(x).
Hence, the definition of w1(z) implies w1(z) ≤ sup I1(pz). Moreover,
µ([w1(z), sup I1(pz)]) = 0,
because otherwise we would get together with Lemma 2.2 that
µ(Iz,∞)D(µ(·|Iz,∞), pz, r)
n− 1
= Φn−1(z)
=
∫
[z,w1(z)]
|x− cz,w1(z)|
rdµ(x)
<
∫
[z,sup I1(pz)]
|x− pz(x)|
rdµ(x),
which would contradict pz ∈ G(n− 1, µ(·|Iz,∞), r). Hence we obtain inductively
that
µ([wi(z), sup Ii(pz)]) = 0 for every i ∈ {1, .., n− 2},
which implies together with (G3), (G4) and (1) that∫
[wn−2(z),wn−1(z))
|x− cwn−2(z),wn−1(z)|
rdµ(x)
=
∫
In−1(pz)
|x− pz(x)|
rdµ(x) = Φn−1(z) > 0. (19)
From (19) we know that µ([wn−2(z), wn−1(z)]) > 0. Moreover, the definition of
wi and Lemma 2.2 imply for i ∈ {1, . . . , n− 2} that∫
[wi−1(z),wi(z)]
|x− cwi−1(z),wi(z)|
rdµ(x) = Φn−1(z) > 0, (20)
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which yields µ([wi−1(z), wi(z)]) > 0 for every i ∈ {1, . . . , n − 2}. Thus we can
define for x ∈ R the quantizers
qn,z(x) = c−∞,z1(−∞,z)(x) +
n−2∑
i=0
cwi(z),wi+1(z)1[wi(z),wi+1(z))(x)
and
q˜n,z(x) = c−∞,w1(z)1(−∞,w1(z))(x) +
n−2∑
i=1
cwi(z),wi+1(z)1[wi(z),wi+1(z))(x).
The definition of qn,z and q˜n,z imply together with (19) and (20) that
q˜n,z ∈ G(n− 1, µ(·|Iz,∞), r).
We will show that Φn−1(·) is decreasing and continuous.
2. We will show that Φn−1(·) is decreasing.
Let δ > 0 such that z+ δ < w1(z) and µ([z+ δ, w1(z)]) > 0. If µ([z, z+ δ]) = 0,
then definition (18) implies Φn−1(z) = Φn−1(z + δ). Hence we can assume
w.l.o.g. that µ([z, z + δ]) > 0. Thus we get from Lemma 2.2
Φn−1(z) =
∫
[z,w1(z)]
|x− cz,w1(z)|
rdµ(x)
>
∫
[z+δ,w1(z)]
|x− cz,w1(z)|
rdµ(x)
≥
∫
[z+δ,w1(z)]
|x− cz+δ,w1(z)|
rdµ(x) > 0. (21)
Now let us assume that
Φn−1(z) < Φn−1(z + δ). (22)
In this case we obtain ∫
[z+δ,w1(z+δ)]
|x− cz+δ,w1(z)|
rdµ(x)
≥
∫
[z+δ,w1(z+δ)]
|x− cz+δ,w1(z+δ)|
rdµ(x)
= Φn−1(z + δ) > Φn−1(z). (23)
Combining (21) and (23) we get∫
[z+δ,w1(z+δ)]
|x− cz+δ,w1(z)|
rdµ(x) >
∫
[z+δ,w1(z)]
|x− cz+δ,w1(z)|
rdµ(x),
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which implies that w1(z) < w1(z+ δ) and µ([w1(z), w1(z+ δ)]) > 0. Inductively
one obtains that µ([wn−2(z), wn−2(z + δ)]) > 0, yielding that
Φn−1(z + δ) =
∫
[wn−2(z+δ),∞)
|x− cwn−2(z+δ),∞|
rdµ(x)
<
∫
[wn−2(z),∞)
|x− cwn−2(z),∞|
rdµ(x) = Φn−1(z),
which contradicts assumption (22). Thus we have proved that Φn−1(·) is de-
creasing.
3. We will show that Φn−1(·) is continuous.
Note that w1(·) is increasing. Indeed, Lemma 2.2 and Step 2 yields∫
[z,w1(z+δ)]
|x− cz,w1(z+δ)|
rdµ(x) = Φn−1(z + δ) ≤ Φn−1(z)
=
∫
[z,w1(z)]
|x− cz,w1(z)|
rdµ(x)
≤
∫
[z,w1(z)]
|x− cz,w1(z+δ)|
rdµ(x),
implying w1(z+ δ) ≤ w1(z). Hence, w1(·) is increasing and consequently we get
Φn−1(z + δ) =
∫
[z+δ,w1(z+δ)]
|x− cz+δ,w1(z+δ)|
rdµ(x)
≥
∫
[z+δ,w1(z)]
|x− cz+δ,w1(z)|
rdµ(x),
which implies
0 ≤ Φn−1(z)− Φn−1(z + δ)
≤
∫
[z,w1(z)]
|x− cz,w1(z)|
rdµ(x) −
∫
[z+δ,w1(z)]
|x− cz+δ,w1(z)|
rdµ(x)
≤
∫
[z,w1(z)]
|x− cz+δ,w1(z)|
rdµ(x) −
∫
[z+δ,w1(z)]
|x− cz+δ,w1(z)|
rdµ(x)
≤ µ([z, z + δ])|z − w1(z)|
r.
Because the right hand side tends to 0 as δ → 0 we obtain that Φn−1(·) is
continuous.
4. Rest of the proof.
Now we consider the mapping
Ψ1(z) = W−∞,0,µ(z) =
∫
(−∞,z)
|x− c−∞,z(µ)|
rdµ(x).
From Lemma 2.2 we know that Ψ1(·) is increasing and continuous. Moreover,
limz→−∞Ψ1(z) = 0 and limz→∞Ψ1(z) = D1,r(µ) > 0. On the other hand we
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know from step 2 and 3 that Φn−1(·) is decreasing and continuous. Moreover,
limz→−∞Φn−1(z) > 0 and limz→∞ Φn−1(z) = 0. Hence a z0 ∈ V exists, such
that Φn−1(z0) = Ψ1(z0). It is easy to check that qn,z0 ∈ G(n, µ, r). Finally,
assume that the support of µ is an interval. By Lemma 2.2 the mapping Ψ1(·)
is strictly increasing in this case. Hence, exactly one z0 ∈ R exists, such that
Φn−1(z0) = Ψ1(z0). Moreover, we know by assumption that
card(G(n− 1, µ(·|Iz0,∞), r)) = 1.
From q˜n,z0 ∈ G(n− 1, µ(·|Iz,∞), r) and by the definition of qn,z0 we deduce, that
qn,z0 is the only optimal n−th Gersho quantizer for µ, i.e. card(G(n, µ, r)) = 1,
which finishes the proof.
Remark 2.6. If µ is the uniform distribution on
[−1,−1/2]∪ [1/2, 1],
then G(2, µ, r) is not countable, because
qε(·) = −
3
4
· 1(−∞,−1/2+ε)(·) +
3
4
· 1[−1/2+ε,∞)(·)
is a Gersho quantizer for every ε ∈ (0, 1). Let us identify two Gersho quantizers
as equal if they have the same codebook and for every codepoint the codecells are
µ-a.s. identical. Insofar, we recognize that the quantizers qε(·) are all equal.
Now it remains open, if a non-atomic distribution µ exists, where for some fixed
n and r
(a) at least two Gersho quantizers exist which are not equal but have the same
codebook or
(b) at least two Gersho quantizers exist which have not the same codebook.
Moreover, it remains open to characterize those non-atomic scalar distributions
where for every n and r the corresponding Gersho quantizers are all equal.
Remark 2.7. Looking again at the proof of Proposition 2.5 we observe that
F (z) → DGn−1,r(µ) as z → −∞ and F (z0) = D
G
n,r(µ), where the mapping F is
defined as
(−∞, z0] ∋ z → F (z) = Ψ1(z) + (n− 1)Φn−1(z).
Unfortunately, the author was not able to prove or disprove the monotonicity of
F . If F would be decreasing, then the overall distortion would be decreasing, i.e.
DGn−1,r(µ) ≥ D
G
n,r(µ) (24)
would be true. Clearly, DGn,r(µ) ≥ D
G
2n,r(µ), but it remains open if (24) is true.
Nevertheless, we will prove the weaker result that the distortion per codecell is
decreasing (cf. Lemma 3.7 (b)).
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Remark 2.8. Assume that the support of µ is a (possibly unbounded) interval
and denote by I the interior of the support, which is an open interval. Now we
consider the mapping
I ∋ x→ V (x) =
∫
(−∞,x)
|z − c−∞,x|
rdµ(z)−
∫
(x,∞)
|z − cx,∞|
rdµ(z)
= W−∞,0,µ(x) −W−∞,0,µ◦T−1(−x).
From Lemma 2.2 we know that V (·) is continuous and strictly increasing. Let
x0 ∈ I be the unique point with V (x0) = 0. Clearly, x0 is equal to the right
resp. left boundary point of the codecells of the unique 2-level Gersho quantizer
for µ. As sketched in the introduction, it is of practical relevance to determine
x0 by a bisection algorithm. If r = 2, then it is well-known (cf. [10, Example
2.3(b)]) that c−∞,x(µ) equals the expected value of µ(·|(−∞, x]) for every x ∈
I. Additionally, if µ has a continuous Lebesgue density, then V (·) becomes
differentiable on I and one can use even a Newton type method for the numerical
determination of x0.
3 High-rate quantization of scalar distributions
with Gersho-quantizers
We denote by λ the Lebesgue measure on R. As already mentioned in the
introduction, the asymptotic behavior of optimal quantizers - even in higher
dimensions - is well-known. For scalar distributions the following holds. Let
µ = µa + µs be the Lebesgue decomposition of µ with respect to λ, where
µa = haλ with Lebesgue density ha.
Theorem 3.1 ([23, 3, 10]). Assume that µa does not vanish and that∫
|x|r+δdµ(x) <∞ (25)
for some δ > 0. Then
nrDn,r(µ)→ 2
−r(1 + r)−1
(∫
h1/(1+r)a dλ
)1+r
if n→∞. (26)
Because we assume throughout this section that µ is absolutely continuous
with respect to λ, we make the following definition with h as the Lebesgue
density of µ. Let Q(r) = 2−r(1+ r)−1. If
∫
h1/(1+r)dλ <∞, then we define the
constant
C0 = Q(r)
(∫
h1/(1+r)dλ
)1+r
.
Remark 3.2. Note that C0 <∞ follows from (25) by applying a Ho¨lder argu-
ment, see [10, Remark 6.3(a)].
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In view of (26) one is interested in quantizer sequences where the quantiza-
tion error converges to C0 as the quantization level tends to infinity. To this
end the following definition makes sense.
Definition 3.3. Assume that C0 <∞. We call a sequence (qn)n∈N of quantiz-
ers asymptotically optimal if card(qn(R)) ≤ n and
nrD(µ, qn, r)→ C0
for n→∞.
Remark 3.4. Another definition of asymptotic optimality would be
D(µ, qn, r)
Dn,r(µ)
→ 1
as n → ∞, which is equivalent to Definition 3.3 if (25) is satisfied. Slightly
different from other definitions (cf. [10, p.93]), we require in Definition (3.3)
only the finiteness of C0, which is by [10, Remark 6.3(b)] weaker than condition
(25). Clearly, if (qn)n∈N is asymptotically optimal, then D(µ, qn, r) → 0 as
n→∞.
Now it is natural to ask if Gersho quantizers are asymptotically optimal. As
a main result of this paper (cf. Theorem 3.10) we will prove in this section, that
the answer is positive at least for distributions with a so-called weakly unimodal
density.
Definition 3.5. We call a probability density function h weakly unimodal, if h
is continuous on its support and there exists an l0 > 0 such that {x : h(x) ≥ l}
is a compact interval for every l ∈ (0, l0).
Remark 3.6. Many scalar probability densities are weakly unimodal, e.g. the
ones of Gaussian, Laplace or exponential distributions. Clearly, every distribu-
tion µ with a weakly unimodal density has an (possibly unbounded) interval as
support. Hence, Proposition 2.5 implies card(G(n, µ, r)) = 1 if r > 1.
In the proof of Theorem 3.1 the assertion is proved first for distributions with
piecewise constant density. Then the general case is proved by an approximation
argument. Unfortunately, we cannot use this technique for Gersho quantizers,
because any amendments of the density will destroy property (G4) in general.
Therefore, we use a different approach in this paper. We split the quantization
error into the contribution of the codecells which are lying inside a compact
interval and the contribution of the remaining ones. The asymptotic behavior
inside the interval can be determined by the uniform continuity of h on compact
intervals. The number and the contribution to the error of the codecells which
are outside the interval can be controlled by (G4).
Let −∞ < u < v < ∞ and I = [u, v]. Assume that µ(I) > 0. For every
n ∈ N let nI2(n) be the number of codepoints whose codecell is located outside
(u, v), i.e.
nI2(n) = card({c ∈ qn(R) : q
−1
n (c) ⊂ R\(u, v)}). (27)
Asymptotic optimality of Gersho quantizers 17
It should be noted at this point that nI1(n) will be defined and used later, cf.
(30).
The following result shows that nI2(·) is increasing. By doing this, we first
prove that the distortion per codecell is decreasing (cf. Lemma 3.7 (b)). As
already mentioned in Remark 2.7 this result is weaker than relation (24).
Lemma 3.7. Let µ be weakly unimodal, r > 1 and (qn)n∈N the sequence of
n-level Gersho quantizers for µ. Then,
(a) nI2(n+ 1) ≥ n
I
2(n) and
(b) D(µ,qn,r)n ≥
D(µ,qn+1,r)
n+1 for every n ∈ N.
Proof. First we will prove assertion (b).
If n = 1, then let I1(q2) and I2(q2) in increasing order. Applying (1) and (G3)
we calculate
D(µ, q1, r)
=
∫
|x− q1(x)|
rdµ(x)
=
∫
(−∞,sup I1(q2))
|x− q1(x)|
rdµ(x) +
∫
[sup I1(q2),∞)
|x− q1(x)|
rdµ(x)
≥
∫
I1(q2)
|x− c−∞,sup I1(q2)|
rdµ(x) +
∫
I2(q2)
|x− cinf I2(q2),∞|
rdµ(x)
= D(µ, q2, r) > D(µ, q2, r)/2.
Now let n ≥ 2. In this case we proceed indirectly and assume the contrary, i.e.
we assume that
D(µ, qn, r)
n
<
D(µ, qn+1, r)
n+ 1
. (28)
Now let qn(R) = {c1, . . . , cn} with −∞ < c1 < · · · < cn < ∞. Moreover,
let qn+1(R) = {d1, . . . , dn+1} with −∞ < d1 < · · · < dn+1 < ∞. Let y1 =
sup q−1n (c1) and z1 = sup q
−1
n+1(d1). From (28) we obtain together with (G4)
that ∫
(−∞,y1)
|x− c1|
rdµ(x) <
∫
(−∞,z1)
|x− d1|
rdµ(x).
Consequently, Lemma 2.2 implies together with (G3) that y1 < z1. If n > 2,
then we obtain inductively that
sup q−1n (ci) < sup q
−1
n+1(di) ≤ sup q
−1
n+1(di+1) (29)
for every i ∈ {1, .., n− 1}. On the other hand, applying again (28) and (G4) we
get ∫
(inf q−1
n+1(dn+1),∞)
|x− dn+1|
rdµ(x) >
∫
(inf q−1n (cn),∞)
|x− cn|
rdµ(x).
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Thus, (1) and Lemma 2.2 yields
sup q−1n+1(dn) = inf q
−1
n+1(dn+1) < inf q
−1
n (cn) = sup q
−1
n (cn−1),
which contradicts (29). Thus, assertion (b) is proved.
Now we will prove assertion (a).
For any n ∈ N the number nI2(n) can be divided into two parts. The number of
codecells on the left of interval I and right to I. Thus we define
nI,l2 (n) = card{c ∈ qn(R) : sup q
−1
n (c) ≤ min I}
and
nI,r2 (n) = card{c ∈ qn(R) : inf q
−1
n (c) ≥ max I}.
If nI,l2 (n) = 0, then we immediately obtain n
I,l
2 (n) ≤ n
I,l
2 (n + 1). Now let us
assume that nI,l2 (n) > 0. Let a = min qn(R) and b = min qn+1(R). From (b) we
obtain ∫
q−1n (a)
|x− a|rdµ(x) ≥
∫
q−1
n+1(b)
|x− b|rdµ(x).
Applying (1) and (G3) we obtain from Lemma 2.2 that sup q−1n (a) ≥ sup q
−1
n+1(b).
Now let us define a′ resp. b′ as the largest codepoint of qn(R) resp. qn+1(R)
which is located left to I. More exactly,
a′ = max{c ∈ qn(R) : sup q
−1
n (c) ≤ min I}
and
b′ = max{c ∈ qn+1(R) : sup q
−1
n+1(c) ≤ min I}.
Thus, using Lemma 2.2 again, we obtain by induction that sup q−1n (a
′) ≥
sup q−1n+1(b
′), which implies nI,l2 (n) ≤ n
I,l
2 (n + 1). By the same argumenta-
tion we deduce that nI,r2 (n) ≤ n
I,r
2 (n + 1). Assertion (b) follows now by the
observation nI,l2 (n) + n
I,r
2 (n) = n
I
2(n) and the proof is finished.
For any n−level Gersho quantizer qn we define
Jn,I = {a ∈ qn(R) : q
−1
n (a) ⊂ I} and n
I
1(n) = cardJn,I . (30)
Moreover, we denote by S(µ) the interior of supp(µ) and define Tn,I as the
closure of the union of all the n−level codecells in I, i.e.
Tn,I = [inf q
−1
n (min Jn,I), sup q
−1
n (max Jn,I)]
if Jn,I is nonempty. As already depicted above, we first prove the asymptotic
optimality for the part of the quantization error where codecells are located
inside a compact interval (cf. Lemma 3.9). As a motivation for our approach
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let us consider the following heuristic argumentation. For large n and a ∈ Jn,I
we observe that
Q(r)
(∫
q−1n (a)
h1/(1+r)dλ
)1+r
≈ diam(q−1n (a))
1+rh(a)Q(r)
=
∫
q−1n (a)
h(a)|x− a|rdλ(x) ≈
∫
q−1n (a)
|x− a|rdµ(x) = n−1DGn,r(µ), (31)
where the last equation is due to (G4). The right hand side is independent of
a ∈ Jn,I and, therefore, also approximately the left hand side. But this implies
that
Q(r)
(∫
q−1n (a)
h1/(1+r)dλ
)1+r
≈ Q(r)
(
(nI1(n))
−1
∫
I
h1/(1+r)dλ
)1+r
. (32)
Now (31) and (32) indicate that
nrDGn,r(µ) ≈ Q(r)n
1+r(nI1(n))
−(1+r)
(∫
I
h1/(1+r)dλ
)1+r
. (33)
To show exactly that asymptotic optimality holds, we first have to justify the
approximation in (31) and (32). This is done by Lemma 3.8. Moreover, we must
show that the right hand side of (33) converges against a constant C(I) and that
|C(I) − C0| is arbitrarily small according to a suitable choice of I ⊂ supp(µ).
This is the content of Lemma 3.9 and the proof of Theorem 3.10.
Lemma 3.8. Let r > 1. Let µ be weakly unimodal and (qn)n∈N the sequence
of n−level Gersho quantizers for µ. Assume that I ⊂ S(µ). Then an m ∈ N
exists, such that Jn,I is nonempty for every n ≥ m. Let n ≥ m and
ε1(n) = max
{∣∣∣∣∣
∫
q−1n (a)
h1/(1+r)dλ∫
Tn,I
h1/(1+r)dλ
−
1
nI1(n)
∣∣∣∣∣ : a ∈ Jn,I
}
,
ε2(n) = max{|
∫
q−1n (a)
|x− a|rdµ(x) − diam(q−1n (a))
1+rh(a)Q(r)| : a ∈ Jn,I},
ε3(n) = max{|
∫
q−1n (a)
h1/(1+r)dλ− diam(q−1n (a))h(a)
1/(1+r)| : a ∈ Jn,I}.
Then,
diam(Tn,I) → diam(I), (34)
nI1(n)ε1(n) → 0, (35)
(nI1(n))
1+rε2(n) → 0, (36)
nI1(n)ε3(n) → 0, (37)
as n→∞. Moreover,
lim sup
n→∞
ε3(n)
min{diam(q−1n (a)) : a ∈ Jn,I}
= 0. (38)
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Proof. Because µ is weakly unimodal and due to I ⊂ S(µ) we get
0 < M1,I := min{h(x) : x ∈ I} and (39)
∞ > M2,I := max{h(x) : x ∈ I} ≥M1,I .
We divide the remaining proof into six steps.
1. We will show that Jn,I is nonempty for every n ≥ m.
Note that
D(µ, qn, r) =
∑
a∈qn(R)
∫
q−1n (a)
|x− a|rdµ(x)
≤
∑
a∈qn(R)
∫
q−1n (a)
|x− q1(x)|
rdµ(x) = D(µ, q1, r) <∞, (40)
which implies
D(µ, qn, r)/n→ 0 (41)
as n→∞. If Jn,I = ∅, then a c ∈ qn(R) exists, such that
diam(q−1n (c) ∩ I) ≥ diam(I)/2 and q
−1
n (c)\I 6= ∅.
Recall I = [u, v]. Hence, (G4) yields
D(µ, qn, r)/n ≥ min{e1, e2} > 0 (42)
with
e1 =
∫
[u,(u+v)/2]
|x− (
3
4
u+
1
4
v)|rdµ(x)
and
e2 =
∫
[(u+v)/2,v]
|x− (
1
4
u+
3
4
v)|rdµ(x).
Note, that the right hand side of (42) is independent of n. Thus, we deduce
from (41) and (42) that an m ∈ N exists, such that Jn,I is nonempty for all
n ≥ m. Let us assume w.l.o.g. for the rest of this proof that m = 1.
2. We will prove (34).
We proceed indirectly and assume that a constant M ∈ [0, diam(I)) and a sub-
sequence of (diam(Tn,I))n∈N exists, which we also denote by (diam(Tn,I))n∈N,
such that
diam(Tn,I)→M as n→∞. (43)
Let
sn = max{a ∈ qn(R) : inf q
−1
n (a) < min I},
tn = min{a ∈ qn(R) : sup q
−1
n (a) > max I}.
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Let
s = lim
n→∞
(sup q−1n (sn)−min I) and t = limn→∞
(max I − inf q−1n (tn))).
Due to (43) we know that s and t exist and that s+ t = diam I −M > 0. If we
assume w.l.o.g. that s > 0, then we obtain
lim inf
n→∞
∫
q−1n (sn)
|x− sn|
rdµ(x)
≥ lim inf
n→∞
∫
I∩q−1n (sn)
|x− sn|
rM1,Idλ(x)
≥ lim inf
n→∞
∫
I∩q−1n (sn)
|x− (sup q−1n (sn) + min I)/2|
rM1,Idλ(x)
= lim inf
n→∞
Q(r)M1,I(sup q
−1
n (sn)−min I)
1+r = Q(r)M1,Is
1+r > 0. (44)
On the other hand we get from (G4) that
lim sup
n→∞
∫
q−1n (sn)
|x− sn|
rdµ(x) = lim sup
n→∞
D(µ, qn, r)
n
. (45)
Combining (45) and (40) we obtain
lim sup
n→∞
∫
q−1n (sn)
|x− sn|
rdµ(x) = 0,
which contradicts (44).
3. We will show that n0 ∈ N and constants A0, B0 ∈ (0,∞) exist, such that
max{diam(q−1n (a)) : a ∈ Jn,I} ≤ A0(n
I
1(n))
−1
and
min{diam(q−1n (a)) : a ∈ Jn,I} ≥ B0(n
I
1(n))
−1
for every n ≥ n0.
Let a ∈ Jn,I and notice that
M1,I ≤M
a
1,I = min{h(x) : x ∈ q
−1
n (a)},
M2,I ≥M
a
2,I = max{h(x) : x ∈ q
−1
n (a)}. (46)
Applying property (G3) of qn we obtain that
Q(r)Ma1,I diam(q
−1
n (a))
1+r = inf{
∫
q−1n (a)
|x− b|rMa1,Idλ(x) : b ∈ R}
≤
∫
q−1n (a)
|x− a|rdµ(x)
≤ inf{
∫
q−1n (a)
|x− b|rMa2,Idλ(x) : b ∈ R}
= Q(r)Ma2,I diam(q
−1
n (a))
1+r . (47)
Asymptotic optimality of Gersho quantizers 22
Now (G4) and (46) are implying that
M1,I
(
max{diam(q−1n (b)) : b ∈ Jn,I}
)1+r
≤ Q(r)−1 max{
∫
q−1n (b)
|x− b|rdµ(x) : b ∈ Jn,I}
= Q(r)−1 min{
∫
q−1n (b)
|x− b|rdµ(x) : b ∈ Jn,I}
≤ M2,I
(
min{diam(q−1n (b)) : b ∈ Jn,I}
)1+r
. (48)
According to (47) a ξa ∈ q−1n (a) ⊂ I exists, such that∫
q−1n (a)
|x− a|rdµ(x) = Q(r)h(ξa) diam(q
−1
n (a))
1+r . (49)
From (48) we deduce that
nI1(n) ·min{diam(q
−1
n (b)) : b ∈ Jn,I} ≤ diam(Tn,I)
≤ nI1(n) ·max{diam(q
−1
n (b)) : b ∈ Jn,I}
≤ nI1(n) ·
(
M2,I
M1,I
)1/(1+r)
min{diam(q−1n (b)) : b ∈ Jn,I}
≤
(
M2,I
M1,I
)1/(1+r)
diam(Tn,I), (50)
where the last inequality follows from the first one. According to (34) and
definition (30) choose n0 ∈ N such that
diam(I)/2 ≤ diam(Tn,I) ≤ diam(I)
for every n ≥ n0. Hence, the setting
A0 =
(
M2,I
M1,I
)1/(1+r)
diam(I), B0 =
(
M1,I
M2,I
)1/(1+r)
diam(I)/2
and relation (50) finishes the proof of this step.
4. We will prove (36).
Let us denote by κI the modulus of continuity of h restricted to I, i.e.
κI(w) = sup{|h(x)− h(y)| : x, y ∈ I, |x− y| ≤ w}.
Applying (49) and Step 3 we deduce for every n ≥ n0 that
max{|
∫
q−1n (a)
|x− a|rdµ(x) − diam(q−1n (a))
1+rh(a)Q(r)| : a ∈ Jn,I}
≤ Q(r)max{κI(diam(q
−1
n (a))) diam(q
−1
n (a))
1+r : a ∈ Jn,I}
≤ Q(r)κI(A0(n
I
1(n))
−1)(A0(n
I
1(n))
−1)1+r. (51)
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Clearly, according to (40) we know that
D(µ, qn, r)/n→ 0 as n→∞. (52)
This implies that
nI1(n)→∞ as n→∞. (53)
Indeed, if we assume the contrary, then we can find a sequence (vn)n∈N with
vn ∈ Jn,I such that∫
q−1n (vn)
|x− vn|
rdµ ≥ Q(r)M1,I lim inf
n→∞
diam(q−1n (vn))
1+r > 0,
which implies according to property (G4) of a Gersho quantizer that
lim inf
n→∞
D(µ, qn, r)/n > 0,
a contradiction to (52). Thus, (53) implies together with (51) and the definition
of ε2(n) that (n
I
1(n))
1+rε2(n)→ 0 as n→∞.
5. We will prove (37) and (38).
For every a, b ∈ Jn,I a τa ∈ q−1n (a) and τb ∈ q
−1
n (b) exist, such that
h(τa)
1/(1+r) diam(q−1n (a)) =
∫
q−1n (a)
h1/(1+r)dλ (54)
and
h(τb)
1/(1+r) diam(q−1n (b)) =
∫
q−1n (b)
h1/(1+r)dλ. (55)
Moreover,
|
∫
q−1n (a)
h1/(1+r)dλ− diam(q−1n (a))h(a)
1/(1+r)|
= |h(τa)
1/(1+r) − h(a)1/(1+r)| diam(q−1n (a)).
If we denote by ωI the modulus of continuity of h
1/(1+r) restricted to I, then
step 3 yields for every n ≥ n0 that
ε3(n) = max{|
∫
q−1n (a)
h1/(1+r)dλ− diam(q−1n (a))h(a)
1/(1+r)| : a ∈ Jn,I}
≤ ωI(A0(n
I
1(n))
−1)A0(n
I
1(n))
−1.
Because h1/(1+r) is uniformly continuous on I we have nI1(n)ε3(n)→ 0 as n→
∞. Moreover, (38) follows immediately from step 3.
6. We will prove (35).
Let n ≥ n0 and a, b ∈ Jn,I and let ξa ∈ q−1n (a) and ξb ∈ q
−1
n (b) according to
(49). Let τa ∈ q−1n (a) and τb ∈ q
−1
n (b) according to (54) and (55). We define
f(n) = max
{∣∣∣∣∣
(
h(τc)
h(τd)
)1/(1+r)(
h(ξd)
h(ξc)
)1/(1+r)
− 1
∣∣∣∣∣ : c, d ∈ Jn,I
}
.
Asymptotic optimality of Gersho quantizers 24
From (52) we obtain by the same argumentation as for (53) that
sup{diam(q−1n (c)) : c ∈ Jn,I} → 0 as n→∞.
But this implies together with the continuity of h that f(n) → 0 as n → ∞.
Now we calculate with (54) and (55) that
|
∫
q−1n (a)
h1/(1+r)dλ−
∫
q−1n (b)
h1/(1+r)dλ|
= |h(τa)
1/(1+r) diam(q−1n (a))− h(τb)
1/(1+r) diam(q−1n (b))|.
Let us assume w.l.o.g. that
h(τa)
1/(1+r) diam(q−1n (a)) ≥ h(τb)
1/(1+r) diam(q−1n (b)).
Thus we obtain from property (G4), relation (49) and step 3 that
|
∫
q−1n (a)
h1/(1+r)dλ−
∫
q−1n (b)
h1/(1+r)dλ|
= h(τa)
1/(1+r) diam(q−1n (a))− h(τb)
1/(1+r) diam(q−1n (b))
= h(τa)
1/(1+r) diam(q−1n (b))
(
h(ξb)
h(ξa)
)1/(1+r)
−h(τb)
1/(1+r) diam(q−1n (b))
≤ diam(q−1n (b))h(τb)
1/(1+r)f(n)
≤ A0
1
nI1(n)
M
1/(1+r)
2,I f(n). (56)
Now we define for every c ∈ Jn,I
pc =
∫
q−1n (c)
h1/(1+r)dλ∫
Tn,I
h1/(1+r)dλ
.
Applying (56) we get
|
1
nI1(n)
− pa| = |
1
nI1(n)
∑
c∈Jn,I
(pc − pa)|
≤
1
nI1(n)
∑
c∈Jn,I
|
∫
q−1n (a)
h1/(1+r)dλ−
∫
q−1n (c)
h1/(1+r)dλ|∫
Tn,I
h1/(1+r)dλ
≤
(∫
Tn,I
h1/(1+r)dλ
)−1
A0
nI1(n)
M
1/(1+r)
2,I f(n). (57)
Now, (57) and (34) imply (35) and the proof is finished.
Recall Q(r) = 2−r(1 + r)−1 and S(µ) as the interior of supp(µ).
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Lemma 3.9. Let µ be weakly unimodal and (qn)n∈N the sequence of n−level
Gersho quantizers for µ. Assume that I ⊂ S(µ). Then,
nI1(n)
r
∑
a∈Jn,I
∫
q−1n (a)
|x− a|rdµ(x)→ Q(r)
(∫
I
h1/(1+r)dλ
)1+r
as n→∞.
Proof. We deduce from (36) and the definition of ε3(n) that
lim sup
n→∞
nI1(n)
r
∑
a∈Jn,I
∫
q−1n (a)
|x− a|rdµ(x)
≤ lim sup
n→∞
nI1(n)
r

nI1(n)ε2(n) + ∑
a∈Jn,I
diam(q−1n (a))
1+rh(a)Q(r)


= lim sup
n→∞
Q(r)nI1(n)
r
∑
a∈Jn,I
diam(q−1n (a))
1+rh(a)
≤ lim sup
n→∞
Q(r)nI1(n)
r
∑
a∈Jn,I
(∫
q−1n (a)
h1/(1+r)dλ+ ε3(n)
)1+r
. (58)
By completely similar arguments we obtain
lim inf
n→∞
nI1(n)
r
∑
a∈Jn,I
∫
q−1n (a)
|x− a|rdµ(x)
≥ lim inf
n→∞
Q(r)nI1(n)
r
∑
a∈Jn,I
(∫
q−1n (a)
h1/(1+r)dλ− ε3(n)
)1+r
. (59)
The definitions
va =
∫
q−1n (a)
h1/(1+r)dλ, m0 = min{vc : c ∈ Jn,I}
imply together with (38) that
1 ≤ lim sup
n→∞
nI1(n)
r
∑
a∈Jn,I
(va + ε3(n))
1+r
nI1(n)
r
∑
a∈Jn,I
v1+ra
≤ lim sup
n→∞
(1 + ε3(n)m0 )
1+r
∑
a∈Jn,I
v1+ra∑
a∈Jn,I
v1+ra
≤ lim sup
n→∞
(
1 +
ε3(n)
M
1/(1+r)
1,I min{diam(q
−1
n (a)) : a ∈ Jn,I}
)1+r
= 1, (60)
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with M1,I as defined in (39). Similarly,
1 ≥ lim inf
n→∞
nI1(n)
r
∑
a∈Jn,I
(va − ε3(n))1+r
nI1(n)
r
∑
a∈Jn,I
v1+ra
≥ lim inf
n→∞
(
1−
ε3(n)
M
1/(1+r)
1,I min{diam(q
−1
n (a)) : a ∈ Jn,I}
)1+r
= 1. (61)
Thus, (58) turns together with (60) and (35) into
lim sup
n→∞
nI1(n)
r
∑
a∈Jn,I
∫
q−1n (a)
|x− a|rdµ(x)
≤ lim sup
n→∞
Q(r)nI1(n)
r
∑
a∈Jn,I
(∫
q−1n (a)
h1/(1+r)dλ
)1+r
≤ lim sup
n→∞
Q(r)nI1(n)
r
∑
a∈Jn,I
(
nI1(n)
−1 + ε1(n)
)1+r (∫
Tn,I
h1/(1+r)dλ
)1+r
= Q(r) lim sup
n→∞
(
1 + ε1(n)n
I
1(n)
)1+r (∫
Tn,I
h1/(1+r)dλ
)1+r
= Q(r)
(∫
I
h1/(1+r)dλ
)1+r
. (62)
On the other hand, from (59) we deduce with (61) and (35) that
lim inf
n→∞
nI1(n)
r
∑
a∈Jn,I
∫
q−1n (a)
|x− a|rdµ(x)
≥ lim inf
n→∞
Q(r)nI1(n)
r
∑
a∈Jn,I
(
nI1(n)
−1 − ε1(n)
)1+r (∫
Tn,I
h1/(1+r)dλ
)1+r
= Q(r)
(∫
I
h1/(1+r)dλ
)1+r
. (63)
Now, (62) and (63) yield the assertion.
Finally, we are able to state and prove the main result of the whole paper.
In the proof we rely on Lemma 3.9. To this end we have to control n/nI01 (n)
for a (suitable chosen) fixed interval I0. This is possible by the monotonicity of
nI02 (·) according to Lemma 3.7 (a).
Theorem 3.10. Let µ be weakly unimodal and (qn)n∈N the sequence of n−level
Gersho quantizers for µ. If C0 <∞, then (qn)n∈N is asymptotically optimal.
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Proof. Let n ∈ N and denote by x1(n) the right endpoint of the leftmost codecell
of qn. Similarly, let x2(n) the left endpoint of the rightmost codecell of qn. More
exactly,
x1(n) = sup q
−1
n (min qn(R)), x2(n) = inf q
−1
n (max qn(R)).
Recall (cf.(40)) that D(µ, qn, r) ≤ D(µ, q1, r). Consequently, using (G4) we
obtain that∫
(−∞,x1(n))
|x−min qn(R)|
rdµ(x) =
∫
(x2(n),∞)
|x−max qn(R)|
rdµ(x)
= n−1D(µ, qn, r) ≤ n
−1D(µ, q1, r)→ 0 as n→∞.
Thus, Lemma 2.2 implies that
x1(n)→ inf(supp(µ)) and x2(n)→ sup(supp(µ)) as n→∞.
Now choose n0 > 6 such that µ(I0) > 0 with
I0 = [x1(n0), x2(n0)] ⊂ supp(µ).
Now let n ≥ n0 and define k(n) ∈ {0, 1, . . .} such that
n02
k(n) ≤ n < n02
k(n)+1. (64)
Recall definition (27). By the definition of I0 we obtain n
I0
2 (n0) = 2. Due to
the uniqueness of qn (cf. Proposition 2.5) we get inductively that
nI02 (n02
k(n)) = 2k(n)+1 resp. nI02 (n02
k(n)+1) = 2k(n)+2.
Now, (64) and Lemma 3.7 (a) imply
2k(n)+1 ≤ nI02 (n) ≤ 2
k(n)+2,
yielding
nI02 (n)
n
≤
2k(n)+2
n02k(n)
=
4
n0
Thus we deduce from definition (27) and (30) that
1 ≤
n
nI01 (n)
≤
n
n− nI02 (n)− 2
≤
1
1− 4n0 −
2
n
≤
1
1− 6n0
. (65)
Applying (G4) we get
nrD(µ, qn, r) = n
1+rD(µ, qn, r)
n
=
(
n
nI01
)1+r
(nI01 )
r
∑
a∈Jn,I0
∫
q−1n (a)
|x− a|rdµ(x). (66)
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Now, (65), (66) and Lemma 3.9 are yielding
lim sup
n→∞
nrD(µ, qn, r) ≤
(
1
1− 6n0
)1+r
Q(r)
(∫
I0
h1/(1+r)dλ
)1+r
. (67)
By the same arguments we also deduce
lim inf
n→∞
nrD(µ, qn, r) ≥ Q(r)
(∫
I0
h1/(1+r)dλ
)1+r
. (68)
Because the choice of n0 > 6 was arbitrary, the assertion follows from (67) and
(68).
Remark 3.11. Alternatively, relation (68) follows also directly from Theorem
3.1.
4 Concluding remarks
Remark 4.1. Although condition (25) in Theorem 3.1 cannot be dropped com-
pletely (cf. [10, Example 6.4]), it can be weakened into C0 < ∞ for one-
dimensional weakly unimodal distributions in view of Theorem 3.10. Indeed,
(25) is only needed to prove in Theorem 3.1 that nrDn,r(µ) is upper-bounded by
C0, but this follows from Theorem 3.10 if µ is weakly unimodal and C0 <∞.
Remark 4.2. It seems that Theorem 3.10 is also valid if the density h consists of
a finite linear combination of weakly unimodal densities. Nevertheless it remains
open, if Gersho quantizers are asymptotically optimal for arbitrary densities with
finite r−th moment and C0 < ∞. Moreover, it would be interesting to know if
Theorem 3.10 remains valid for those distributions whose Gersho quantizers are
unique.
Remark 4.3. The methods of this paper are strictly confined to the one-dimensional
case. To find answers regarding the existence, construction and asymptotic opti-
mality of Gersho quantizers in higher dimensions further research is necessary.
Remark 4.4. For dyadic homogeneous one-dimensional Cantor distributions
[9, 13, 14] it is known that
0 < C = lim inf
n→∞
nrDn,r(µ) < lim sup
n→∞
nrDn,r(µ) = C <∞.
It is easy to check for these measures that for n = 2k a unique optimal quantizer
qk exists, these quantizers are also Gersho quantizers, and that 2
krD2k,r(µ)
tends to C. Hence,
C = lim inf
n→∞
nr inf{D(µ, q, r) : q ∈ G(n, µ, r)} (69)
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and by definition
C ≤ lim sup
n→∞
nr inf{D(µ, q, r) : q ∈ G(n, µ, r)}. (70)
It remains open, if (70) is also an equation or not. Moreover, there exist dis-
tributions [11] which are non-atomic and singular to the Lebesgue measure but
C = C. It remains also open, if (69) is also valid for these distributions or if
even (70) turns into an equation for such measures.
Remark 4.5. Let I ⊂ R be a compact interval and let qn be a quantizer with
n codepoints. Recall definitions (30). If (qn)n∈N is asymptotically optimal for
µ = hλ and (25) is satisfied, then Bucklew [4] has shown that
nI1(n)
n
→
∫
I
h
1
1+r dλ∫
R
h
1
1+r dλ
as n→∞. (71)
Hence, Remark (3.2) and Theorem 3.10 implies that (71) holds also for Gersho
quantizers if µ is weakly unimodal and satisfies (25). Beside of this point den-
sity result, one is also interested in densities for the error and the mass of the
codecells. More formally, let
E(n, I, qn) =
∫
I
|x− qn(x)|rdµ(x)
D(µ, qn, r)
and
M(n, I, qn) = sup{|nµ(q
−1
n (a))− h
r/(1+r)(a) ·
(∫
h1/(1+r)dλ
)
| : a ∈ Jn,I}.
By analyzing the approach in [4] and [16], it is reasonable to conjecture that
E(n, I, qn)→
∫
I
h
1
1+r dλ∫
R
h
1
1+r dλ
as n→∞, (72)
i.e. that error and point density are asymptotically equal for asymptotically op-
timal quantizers, which would imply that (72) holds also for Gersho quantizers if
µ is weakly unimodal and satisfies (25). Finally, due to [5, Theorem 4] we know
that M(n, I, qn) → 0 if h is weakly unimodal and qn is an asymptotically opti-
mal stationary Voronoi quantizer. Note that a Voronoi quantizer is stationary if
every codecell has non-vanishing µ−mass and (G3) is satisfied. Although, Ger-
sho quantizers satisfy (G3) by definition they need not to be Voronoi quantizers.
However, we conjecture that M(n, I, qn) → 0 still holds for Gersho quantizers
if h is weakly unimodal and (25) is satisfied.
Remark 4.6. As already mentioned in the introduction, Delattre et al. [5]
have shown that asymptotically optimal stationary quantizers qn satisfy (G4)
asymptotically, i.e.
G(n, I, qn) = sup{|n
1+r
∫
q−1n (a)
|x− a|rdµ(x)− C0| : a ∈ Jn,I} → 0 (73)
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as n→∞. Note, that asymptotic optimality does not imply (73). To see this let
µ be the uniform distribution on [0, 1], let ε ∈ (0, 1) and consider the quantizer
qεn(x)
=
ε
n
· 1[0, ε
n
)(x) +
n−1∑
i=1
(
ε
n
+
1− εn
n− 1
(
3
2
i− 1
))
· 1
[ ε
n
+(i−1)·
1− ε
n
n−1 ,
ε
n
+i·
1− ε
n
n−1 )
(x).
By a straightforward calculation one gets
nrD(µ, qεn, r) = Q(r)
(
ε1+rn−1 +
n− 1
n
(
1 +
1− ε
n− 1
)1+r)
→ Q(r)
as n → ∞. Hence, (qεn(x))n∈N is asymptotically optimal and satisfies (G1),
(G2) and (G3), but satisfies neither (G4) nor (73).
Assume that (25) is satisfied and the distribution is weakly unimodal. By
Theorem 3.1 and Theorem 3.10 we know that optimal quantizers and Gersho
quantizers are asymptotically optimal. Nevertheless, quantizers can exist - as
shown by this example - which are neither optimal nor Gersho quantizers but
asymptotically optimal. Motivated by this and (73) let us define the condition
(G5)n1+rmax{|
∫
q−1n (a)
|x−a|rdµ(x)−
D(µ, qn, r)
n
| : a ∈ qn(R)} → 0 as n→∞.
Now consider the class of quantizers which are satisfying conditions (G1), (G2),
(G3) and (G5). Of course, (G5) is weaker than (G4). Hence, Gersho quantizers
are contained in this class but it is open if optimal quantizers are also a part of
this class. Again, the example from above demonstrates that this class does not
contain all asymptotically optimal quantizers. It remains open if every quantizer
of this class is asymptotically optimal.
Remark 4.7. To the authors knowledge there are no general results available so
far concerning the rate of convergence in (26). Fort and Pages [6, Theorem 5]
have shown for three special families of scalar distributions (exponential, power
and inverse power) that
lim sup
n→∞
|C0 − n
rD(µ, qn, r)|
n
log(n)
<∞, (74)
if qn ∈ C(n, µ, r). It remains open, if (74) is still true for Gersho quantizers.
Moreover, it is unclear if (74) is generally true for weakly unimodal densities
and Gersho quantizers.
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