Abstract. We present explicit optimality conditions for a nonsmooth functional defined over the (properly or weakly) Pareto set associated with a multiobjective linear-quadratic control problem. This problem is very difficult even in a finite dimensional setting , i.e. when, instead of a control problem, we deal with a mathematical programming problem. Amongst various applications, our problem may be considered as a response for a decision maker when he has to choose a solution over the solution set of the grand coalition p-player cooperative differential game.
Introduction
Optimizing a real valued function over an efficient set (or Pareto frontier) associated with a vector (multiobjective) optimization problem could be a very useful tool for a decision maker. Indeed, the efficient set is usually very large (infinite), and choosing an efficient solution may be done having an additional objective in mind. Also, solving this problem may avoid generating all the Pareto frontier.
Beginning with the work of Philip [25] , the problem of optimizing a scalar objective over the efficient set of a multicriteria programming problem has been intensively studied in the last decades (see e.g. [2, 4, 5, 6, 7, 8, 9, 12, 13, 14, 17, 19] and [27] for a survey). In all these papers the efficient set is associated with a multicriteria mathematical programming problem, not with a multiobjective control problem. In the case of a multiobjective mathematical programming problem, optimizing a real valued function over the efficient set is already very difficult due to the fact that the efficient set is not described explicitly and, in general, it is not convex (even for linear multiobjective programming).
Our paper continues the research initiated in [10] , and is probably the second paper dealing with the much more difficult problem of optimizing a scalar objective over the (weakly or properly) efficient set associated with a multiobjective control problem.
To motivate our problem we notice that a p-objective control problem can describe in particular a p-player grand coalition cooperative differential game (see e.g. [16] ) which takes place during a finite period of time [t 0 , t 1 ]. Indeed, consider p-players such that player i interacts with its own control u i ∈ U i and wants to minimize his objective J i (x, u 1 , · · · , u p ) = α i (x(t 1 )) + t1 t0 f i (t, x(t), u 1 (t), . . . , u p (t))dt where the state x(t) ∈ R n , t ∈ [t 0 , t 1 ] satisfies the differential systeṁ x(t) = g(t, x(t), u 1 (t), . . . , u p (t)), t ∈ [t 0 , t 1 ], x(t 0 ) = x 0 .
The initial state x 0 is specified. These objectives are often conflictual.
To simplify notation, denote u = (u 1 , . . . , u p ). A Pareto process is a feasible pair (x,ū) (i.e. it satisfies the above differential system) such that there is no other feasible pair (x, u) satisfying J i (x, u) ≤ J i (x,ū), i = 1, . . . , p with at least one inequality strictly verified.
In other words, for a Pareto process there is no conflict anymore amongst the objectives; that is to say, none of the objective functional values can be improved further, without deteriorating another. Thus all Pareto processes correspond to strategies according to the grand coalition cooperative differential game between the p-players.
The drawback is that the set of all Pareto processes is often very large, therefore a decision maker has to choose such a process using his own criteria. Thus we are led to consider the problem min J 0 (x, u) over the set of Pareto processes associated with the grand coalition cooperative p-player differential game.
The paper [10] deals with a p-objective convex control problem. Using weighted sum scalarization techniques, i.e., considering a convex combination of the p-objective, it is obtained a scalar convex control problem. It is shown that a feasible pair (x(·), u(·)) is a weakly (resp. properly) Pareto process 1 iff there exists at least a nonzero vector of nonnegative weights (resp. positive weights) θ = (θ 1 , . . . , θ p ) such that (x(·), u(·)) is an optimal control process for the scalarized problem. On the other hand, under some suitable conditions it is shown that for each nonnegative nonzero θ, the scalarized problem has a unique optimal solution (x(·, θ), u(·, θ)). Hence the map θ → (x(·, θ), u(·, θ)) is a surjection from the set of nonzero nonnegative weights (resp. positive weights) to the set of weakly (resp. properly) Pareto processes.
Thus, theoretically, the problem min J 0 (x, u) over the set of (weakly or properly) Pareto processes associated to the p-objective convex control problem becomes the finite dimensional problem min θĴ0 (θ) := J 0 (x(·, θ), u(·, θ)). The major difficulty is to find x(·, θ), u(·, θ) and their derivatives with respect to θ. Thus, in the paper [10] are used the necessary conditions for (x(·, θ), u(·, θ)) together with the adjoint state as the solution of a bilocal differential system obtained from Pontryagin maximum principle. Some numerical approaches, based on shooting method for the bilocal problem and a barrier method or an inner loop algorithm are briefly presented. However this presentation is rather theoretical, and finding concrete numerical issues remains a challenging task.
In the present paper we consider the particular but important case of a linearquadratic p-objective control problem, and the additional objective J 0 may be nonsmooth. Then, different from paper [10] , we find an explicit expression of (x(·, θ), u(·, θ)) and their derivatives with respect to θ as a function of θ using a 2n × 2n resolvent matrix of associated with a linear differential system. Moreover, we do not need to approximately solve the bilocal (limit) problem which has been essential in the approach presented in [10] . Thus, different from paper [10] , we find explicit necessary optimality conditions for our problem. More precisely, we consider J 0 nonsmooth for the case of properly Pareto processes, and J 0 smooth for the case of weakly Pareto processes. Also, in some particular cases, these conditions can be expressed using only an n × n resolvent matrix of the original dynamic system. These explicit conditions allow a direct numerical approach of this problem. Of course, from practical point of view, finding a closed form expression, or even just numerically computing the resolvent matrix can be quite challenging.
Finally, to illustrate our approach we present some examples using Wolfram Mathematica 7.
Problem statement and basic facts
We consider the following problem
over the (weakly or properly) efficient set of the p-objectives linear-quadratic control problem 
are continuous, positive semi-definite matrix valued functions. Moreover, when we deal with the properly efficient set we suppose that for at least one i, R i is positive definite matrix valued, and when we deal with the weakly efficient set we assume that for each i ∈ {1, . . . , p} R i is positive definite matrix valued. Note that J i are convex for all i ∈ {1, · · · , p}
As we will see later in Remark 3.1, every (weakly or properly) efficient process (x(·), u(·)) is continuously differentiable. So, we consider objective J 0 defined over
θ i = 1 (resp. positive real numbers) such that u is an optimal control for the (scalar) linear-quadratic control problem
where θ = (θ 1 , · · · , θ p ).
Hypothesis (H c ) σ from Theorem 3.2 given in [10] is satisfied, hence the following holds.
Theorem 2.2. For each θ ∈ Θ we (resp Θ pe ), there exists a unique optimal control u θ for problem (SLQ) θ . So, according to Theorem 2.1, u θ is a weakly efficient(resp properly efficient) control for problem (pOCO).
Conversely, for each weakly efficient(resp properly efficient) control u ∈ L m 2 ([t 0 , t 1 ]) of problem (pOCO), there exists θ ∈ Θ we (resp Θ pe ) such that u is the optimal control of problem (SLQ) θ . In other words the map χ : θ → u θ is a surjection from
for σ = we or σ = pe.
Thus Theorem 2.2, shows that for each θ ∈ Θ we (resp Θ pe ), a unique u is found, solving the problem (SLQ) θ . The solution (x, u) depends on the value θ. So, for each t ∈ [t 0 , t 1 ], we will denote the optimal state value by x(t, θ) and the optimal control value by u(t, θ) to indicate this dependence on θ. Since the range of the mapping χ is the set of all weakly(resp. properly) efficient controls, the σ-efficient set is given by the set of all u(·, θ) when θ is describing Θ σ .
We can conclude that problem (P) is equivalent to the following problem
when we consider the weakly efficient set, and to the problem
when we deal with the properly efficient set. The cost function of problem (P σ ) is given by
The equivalence is understood in the sense that for every optimal solution (x, u) of problem (P) (when dealing with the σ-efficient set) there exists at least one optimal solution θ ∈ Θ σ of problem (P σ ) such that (x(·), u(·)) = (x(·, θ), u(·, θ)) and the optimal values coincide. Conversely, for every optimal solution θ ∈ Θ σ of problem (P σ ), (x(·), u(·)) = (x(·, θ), u(·, θ)) is an optimal solution of problem (P) and the optimal values coincide.
Moreover, (P) has an optimal solution iff (P σ ) has an optimal solution.
In order to solve (P σ ) we need to show the existence and compute the derivatives with respect to θ of the functions (t, θ) → x(t, θ) and (t, θ) → u(t, θ).
3. Existence and computation of the derivatives with respect to θ of the functions x(·, ·) and u(·, ·) in the general case
(SLQ) θ can be written as the following
, and (x, u) satisfies (1), (2) . Note that, following our hypotheses, for each (t, θ) ∈ [t 0 , t 1 ] × Θ σ , when we deal with problem (P σ ) R(t, θ) is positive definite, and G(θ), Q(t, θ) are positive semidefinite matrices.
The following result, which is well-known for L ∞ controls (or piece-wise continuous control) gives necessary and sufficient optimality conditions for problem (SLQ) θ . Since we use L 2 controls, we present the proof in the appendix for the reader's convenience. (1) and (2) . Then (x(·), u(·)) is an optimal control process for problem (SLQ) θ if and only if there exists
Thus, denoting λ(·, θ) the solution of (4 -6), we can conclude that the optimal control process (x(·, θ), u(·, θ)) satisfies together with λ(·, θ) the following relations
satisfies (7, 8, 9 ,10,11) a posteriori it is obvious that x(·, θ), u(·, θ) and λ(·, θ)) are continuously differentiable.
Consider now, for a given θ ∈ Θ σ , the matrix valued function P (·, θ) : [t 0 , t 1 ] → R n×n which is the unique solution of the Riccati matrix differential equation (RMDE):
satisfying the final time condition
It is well-known (see e.g. [1] ) that this Cauchy problem (under our hypotheses about matrices G, Q, R) has a unique solution defined over [t 0 , t 1 ] which is a symmetric positive definite matrix for each t.
The proof of the following is immediate by computing the derivative of λ(·, θ) − P (·, θ)x(·, θ) and using the fact that this function vanishes at t 1 .
Lemma 3.1. We have
The following result can be found in [1] , but for the reader's convenience we will give a sketch of the proof in the Appendix.
Let X(t, θ) and Λ(t, θ) be n × n matrices, unique solution of the differential linear system
with the final time condition
.
is invertible and
Corollary 3.1. For each θ ∈ Θ σ , let Ψ(·, ·, θ) be the resolvent (or state transition) matrix of (13), i.e., for each s ∈ [t 0 , t 1 ], Ψ(·, s, θ) satisfies the Cauchy problem:
Let us divide the matrix Ψ(t, s, θ) into four n × n blocks
Then the matrix [Ψ 11 (t, t 1 , θ) + Ψ 12 (t, t 1 , θ)G(θ)] is invertible and
Theorem 3.1. Let θ ∈ Θ σ be given. The solution (x(·, θ), λ(·, θ)) of the differential linear system (7, 8) verifying the boundary conditions (9,10) is given for all t ∈ [t 0 , t 1 ] by
where P (·, ·) is given by (15) .
The functions x(·, ·), λ(·,
where
Proof. Using the differentiability with respect to parameters of a system of differential equations we obtain immediately that Ψ(·, ·, ·) is continuously differentiable. This implies from (15) that P (·, ·) is continuously differentiable, hence x(·, ·) and λ(·, ·) are continuously differentiable. Indeed,
the last relation following from (12). Thus we obtain immediately (16) and (17) . Then, using differentiation rules we obtain easily (18, 19, 20) .
Using (11) we obtain immediately the following. 
where λ(t, θ) is given by (17) , and ∂λ ∂θi (t, θ) is given by (19) .
Remark 3.2. Theorem 3.1, Corollary 3.2, and relation (15) show that we can express the functions x(·, θ) and u(·, θ) and their partial derivatives with respect to θ using only Ψ(·, ·, θ), x 0 and G(θ). This fact will allow us to give explicit optimality conditions. The matrix Ψ plays a key role in this computation. Note that for a constant matrix with respect to t, L(·, θ) = L(θ), the matrix
Of course, this approach is based essentially on the possibility of computing the resolvent matrix Ψ(·, ·, θ) which could be quite challenging.
Now it should be useful to compare this result with the approach given in [10] . Thus, in [10] , it is shown that under some suitable conditions the functions θ → (x(t, θ), u(t, θ)) are of class C k , k ≥ 2, for each fixed t ∈ [t 0 , t 1 ]. Then, to handle the variations of x and u with respect θ, one should solve by the shooting method the bilocal problem obtained from the Pontryagin maximum principle, and to compute the sensitivity derivatives ∂ ∂θ (x(t, θ), u(t, θ)) from a variational differential linear system using again the shooting method. Note that the shooting method gives approximate solutions and is based on Newton's method for solving a nonlinear equation. Hence, if one wants to apply this approach for the case of a linear-quadratic p-objective problem, it should compute anyway some resolvent matrices combined with the shooting method, thus the use of Newton's method. Therefore the approach presented in [10] is rather theoretical, and a direct implementation of the numerical methods presented is still a difficult task.
Next we will consider different particular cases.
When
In this section we consider the particular case when Q i (·) = 0, ∀i ∈ {1, · · · , p}. In this case we can give the expression of x, u by using the resolvent matrix of A(t) instead of the resolvent matrix of L(t, θ).
Let Φ : [t 0 , t 1 ] × [t 0 , t 1 ] → R n×n be resolvent matrix associated with A(·), i.e., for any s ∈ [t 0 , t 1 ], Φ(·, s) is the unique solution of the Cauchy problem
The following result is easy to prove using the properties of Φ(·, ·).
Lemma 4.1. The matrix valued functionΦ :
T is the resovent matrix associated with −A T (t).
n×n be continuous matrix valued functions. Let Φ 1 (·, ·) and Φ 2 (·, ·) be the resolvent matrices associated with U (·) and
is the resolvent matrix associated with the matrix
,where
Proof. It is obvious that Φ 12 (s, s) = 0. Furthermore, from our hypothesis we have Φ 1 (s, s) = Φ 2 (s, s) = I n , hence Φ(s, s) = I 2n .
According to (22) , we have
Thus we obtain immediately the following result. 
Therefore formulae (11), (16) , (18) and (21) become much simpler, so we can state the following.
Theorem 4.1. With the hypotheses and notations of the previous Corollary we have for all
(t, s, θ) ∈ [t 0 , t 1 ] × [t 0 , t 1 ] × Θ σ x(t, θ) = Φ(t, t 0 ) + Ψ 12 (t, t 0 , θ)Φ T (t 1 , t 0 )G(θ) (25) Φ(t 0 , t 1 ) + Ψ 12 (t 0 , t 1 , θ)G(θ) −1 x 0 , u(t, θ) = −R −1 (t, θ)B T (t)Φ T (t 1 , t)G(θ) · (26) Φ(t 0 , t 1 ) + Ψ 12 (t 0 , t 1 , θ)G(θ) −1 x 0 , ∂x ∂θ i (t, θ) = ∂Ψ 12 ∂θ i (t, t 0 , θ)Φ T (t 1 , t 0 )G(θ) + Ψ 12 (t, t 0 , θ)Φ T (t 1 , t 0 )G i (27) Φ(t 0 , t 1 ) + Ψ 12 (t 0 , t 1 , θ)G(θ) −1 − Ψ 12 (t, t 0 , θ)Φ T (t 1 , t 0 )G(θ) Φ(t 0 , t 1 ) + Ψ 12 (t 0 , t 1 , θ)G(θ) −1 ∂Ψ 12 ∂θ i (t 0 , t 1 , θ)G(θ) + Ψ 12 (t 0 , t 1 , θ)G i Φ(t 0 , t 1 ) + Ψ 12 (t 0 , t 1 , θ)G(θ) −1 x 0 ∂u ∂θ i (t, θ) = R −1 (t, θ)R i (t)R −1 (t, θ)B T (t)Φ T (t 1 , t)G(θ) − (28) R −1 (t, θ)B T (t)Φ T (t 1 , t)G i Φ(t 0 , t 1 ) + Ψ 12 (t 0 , t 1 , θ)G(θ) −1 +R −1 (t, θ)B T (t)Φ T (t 1 , t)G(θ) Φ(t 0 , t 1 )+Ψ 12 (t 0 , t 1 , θ)G(θ) −1 ∂Ψ 12 ∂θ i (t 0 , t 1 , θ)G(θ) + Ψ 12 (t 0 , t 1 , θ)G i Φ(t 0 , t 1 ) + Ψ 12 (t 0 , t 1 , θ)G(θ) −1 x 0 , where (29) ∂Ψ 12 ∂θ i (t, s, θ) = t s Φ(t, τ )B(τ )R −1 (τ, θ)R i (τ )R −1 (τ, θ)B T (τ )Φ T (s, τ )dτ.
When the coefficients are constant
Assume that functions
Thus, the partial derivatives with respect to θ i can be explicitly expressed in term of
This fact simplifies the computations and improve the numerical accuracy. Actually we have the following result which is probably known.
Proposition 5.1. For any t ∈ R, θ ∈ Θ σ and i = 1, . . . , p, we have
Proof. To simplify notations we will put L(θ) = L. We have
6. Optimality conditions for problems (P σ )
In the following we use Clarke's generalized gradient of a locally Lipschitz functional (for more details see [11] ), so we will recall some basic definitions.
Let X be a Banach space, let X * denote its topological dual (whose elements are continuous linear functionals on X), and let a function f : X → R be given. Assume that f is Lipschitz in a neighborhood of a point x ∈ X. The generalized gradient of f at x, denoted ∂f (x), is the subset of X * given by
Here ·, · denotes the duality scalar product (i.e. for any ξ ∈ X * , and for any v ∈ X, ξ, v stands for ξ(v)), and f
• (x; v) denotes the generalized directional derivative of f at x in the direction v,
We will say that f is regular at x if for all v ∈ X, the one-sided directional
We will identify the dual space of the euclidean space R n (respectively R m ) with R n (resp. R m ), hence ·, · will represent the usual scalar product. Now, since Θ pe is an open set in R p , and using Proposition 2.3.2 (Fermat rule), Propositions 2.3.3 and 2.3.15, and Theorems 2.3.10 and 2.7.2 from [11] , we obtain easily the following. 
where | · | n stands for a norm in R n . Moreover, suppose that for each t ∈ [t 0 , t 1 ], the function f 0 (t, ·, ·) is regular at any (x, u) ∈ R n × R m .
Letθ ∈ Θ pe solve (P pe ). Then, there exist ζ ∈ ∂ψ 0 (x(t 1 ,θ)) ⊂ R n and (η(·), ξ(·)) :
and, for all i = 1, . . . , p,
where the functions x(·,θ) and u(·,θ) and their partial derivatives with respect to θ i are given by (16, 11, 17, 18, 21, 19, 20) replacing θ byθ.
In the particular case when ψ 0 and f 0 are smooth we obtain immediately using Proposition 2.3.6 from [11] the following. Letθ ∈ Θ pe solve (P pe ). Then, for all i = 1, . . . , p,
For the problem (P we ), we consider to simplify presentation only the smooth case. Then, using the Karush-Kuhn-Tucker Theorem, we obtain the following. Theorem 6.2. Letθ ∈ Θ we solve (P we ), with ψ 0 and f 0 continuously differentiable. Then, there are multipliers µ i ≥ 0, ∀i ∈ {1, · · · , p} and ν ∈ R such that, for all i ∈ {1, · · · , p}
Proof. It is obvious that linear independence constraint qualification (hence MangasarianFromowitz constraint qualification) is satisfied at any feasible θ. The conclusion follows using the fact that the expression of ∂Ĵ 0 ∂θ i (θ) is given by the left hand side of equation (34).
Some illustrative examples
The illustrative examples presented in this section have been solved using Wolfram's Mathematica 8 software on a MacBook Pro computer.
Consider the problem (P) min J 0 (x, u) over the properly efficient set of the 2-objective linear-quadratic control problem
Here we consider four instances for J 0 :
and J04(x, u) = |x(1)|.
Note that every (weakly or properly) Pareto control is smooth, hence J01 and J03 are well defined, i.e. ,max exists since u is continuous on the compact [0, 1] .
When scalarizing we put θ 1 = θ, θ 2 = 1 − θ, 0 < θ < 1.
So, using relations (15, 16, 17, 5) with Mathematica we have obtained x(t, θ), λ(t, θ), and u(t, θ) in closed form (explicit expressions). Then, for each case considered for J 0 , we have plotted the variations J 0 (x(·, θ), u(·, θ)) as function of θ. Finally we have minimized J 0 (x(·, θ), u(·, θ)) and indicated the optimal value of θ and the optimal solution (x, u).
Notice that for minimizing J01 we have used the routine "NMinimize" (numerical minimization), and for all other cases we have used the routine "Minimize" (symbolic calculus).
So we have obtained the following results presented in Mathematica's format. 
Concluding remarks
Our paper continues the study done in [10] about the optimization over the efficient set given by a convex multiobjective control problem. We obtain explicit necessary optimality conditions for the problem of minimizing a non-smooth functional over the (weakly or properly) Pareto equilibrium control set associated with the grand coalition of p-player cooperative differential game given by a p-objective linear-quadratic control problem (see Section 6, Theorems 6.1 and 6.2). The problem considered is a particular but important case of the problem studied in [10] .
Our approach was done using the scalarization technique for a muliti-objective convex minimization problem and the existence result (Theorems 2.1 and 2.2) given in [10] . Thus, for each scalarizing vector θ = (θ 1 , . . . , θ p ) ∈ Θ σ , the unique optimal control process (x(·, θ), u(·, θ)) of the scalarized problem (having the scalar objective p i=1 θ i J i ) is a σ-Pareto equilibrium for the p-player cooperative differential game (where σ stands for w ="weak" or pe ="proper").
The crucial results are presented in Section 6 where expressions of (x(·, θ), u(·, θ)) as function of θ are obtained using the resolvent matrix of a linear differential system of dimension 2n (see Theorem 3.1 and Corollary 3.2). In this way we do not need to solve the limit (bilocal) differential system which usually arise when using Pontryagin's maximum principle. From numerical point of view the major problem is the computation of the resolvent matrix (exponential matrix when constants coefficients) of the 2n-dimensional linear differential system obtained by coupling the initial state system with the adjoint system.
In Sections 4 and 5 we have obtained simpler formulae for some particular cases. Finally, in Section 7 we have given four numerical examples solved with Wolfram Mathematica 8.
Further research avenues might include the nonconvex case of the p-player cooperative differential game or some stochastic cases, and will be the subject of subsequent papers. Note that the approach used in [10] or in the present paper cannot be applied to the nonconvex case, and other scalarization techniques (see e.g. [15] ) must be considered.
λ(·) ∈ H

