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We adopt the terminology and notation for Markov chains used by Feller [ 1, Chap. 15] • Let E l9 E 2 , ••• be a denumerable set of states. We assume the chain is irreducible; i.e., for every pair £ t , Ej there exists n(i, j) such that transition from £/ to Ej in n(i 9 j) steps has positive probability. Let /?; be the random number of steps for first return to £;, and let R(j be the random number of steps for first passage from E^ to Ej, starting at £j. It is well known [l] that if, for any /, P(Rj < oo) = 1, then this holds true for all /, and we shall assume this to be the case; i.e., our process is assumed to be recurrent. This lemma is related to the well-known result that in a recurrent irreducible time-homogeneous IVIarkov chain, if the expected time for first return to any state is finite, then the same holds for all states. In the language of [1, Chap. 15], if any state is null, then every state is null. The lemma extends this result from first moment to arbitrary moments.
Examples of Markov chains of index k are to be found in a class of Markov chains considered by Feller [ 1 ] . Let X(n) be the Markov chain, and let p. = P{X(n) = £ / + 1 I *( n -l) = £. !, Comparison theorem for random walks. We shall now specialize from Markov chains to random walks. There is no loss of generality in taking the states of the walk to be consecutive integers, and we shall let p. denote the probability of transition from i to i + 1. To ensure irreducibility, we shall require 0 < p t < 1 for all interior states. To apply Lemma 2, we must have the walk recurrent, so we shall assume that the boundaries, if any, are reflecting, and that (if the walk is unbounded in one or both directions) the probability of escape to infinity is 0. Denote the walk by W and its index by I{W). To complete the proof of (a ), represent a walk from ί to /, i > /, as the sum and apply Lemma 1 (a). As for (b), this follows from Lemma 2 (b).
It is clear that in a walk over finitely many states, the index is oo. (See [1, problem 8, p. 345] .) Similarly, passages away from a reflecting boundary have moments of all orders. The interest attaches to passages away from an unbounded side, and by virtue of Theorem 1 (b) we may consider the two sides separately. We may therefore, without loss of generality, consider only passages to the left in semi-infinite walks unbounded on the right, and we may take the states to be nonnegative integers. We now approach the following general question: given the sequence of transition probabilities p , p 2 , of such a walk, to determine the index of first passages from right to left.
This question is somewhat analogous to the question of determining the minimum integer k such that the series ΣA^ is convergent. As in the convergence of series, all that matters is the performance of 1 p i \ in the tail -any finite number of terras may be changed or suppressed without altering the result.
We also have a "comparison" theorem. Proof. We may assume that the walks begin at the same state. Refer both walks to the same infinite process X ίf X 2 , ••• > where X l9 X 2 9 ••• are mutually independent random variables, each uniformly distributed over (0, 1) . If the walk W is at state / for trial i 9 it proceeds to the right if and only if X. < p , and similarly for walk V, which proceeds to the right if and only if X^ < q Consider X l9 X 2 <> ••• fixed at observed values x l9 x 2 , ••• . Observe that W and V always differ by an even number and that this difference changes by either 0 or 2 on each step. We shall show that walk W can never be to the right walk V. If it were, there would have to be a first time on which this occurred, and on the preceding time, say trial i, the walks would coincide, say at state /. But p. < q, so that % i < p and % i > q. are contradictory.
As an application, we remark: if lim sup p^ < 1/2, then the index is oo and if lim inf p i > 1/2, when the walk is nonrecurrent. This fact follows from comparison with the classical walk with constant transition probability p.
The fact just cited indicates that the interest will lie in those sequences { p^ } for which lim sup p i _> 1/2 and lim inf p^ <_ 1/2. We shall in the next section investigate a class of walks in which lim p t = 1/2, and these will serve, together with the comparison theorem, to handle a large class of problems.
A class of random walks.
We now consider a class of random walks which are related to the ordinary unbiased coin tossing. The random walk has as its possible states the integers r, r + 1, r + 2, . Let
l -P k = <I k = P \ X ( n ) = k -l ] Λ ( n -1 ) = A}, q^ n = P\ going from k to r for the first time in n steps j (k > r).
Then
The state r will be an absorbing barrier. This implies that q ΓfQ = 1, while q^n = 0 if n > 0.
We shall set <7 = 0 for all nasa convenient convention. Note that Proof. Consider first the finite walk over 0, 1, 2, , n f and let P^' denote the probability that the walk, starting at λ, reaches n before reaching 0. lim P t (n) = 1/6 > 0, whence the walk is nonrecurrent.
As an illustration, consider a random walk over the nonnegative integers with reflecting barrier 0 and
THEOREM 4. The walk is recurrent if and only if β >_ 2.
Proof. Let
P' = P \ walk never reaches 0, given that it starts at k \ (k ~ 1, 2, ).
We have Rewriting, we have
Recalling the preceding lemma, we see that the recurrence of the walk is equivalent to the divergence of
easily see that
so the walk is recurrent when β = 2. That it is recurrent for β > 2 then follows from the lemma. The series f(β) (1 < β < 2), may be shown to be convergent as follows. For 1 < β < 2, 
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