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DIE TRANSZENDENZ VON pi
UND DIE QUADRATUR DES KREISES
THE TRANSCENDENCE OF pi
AND THE SQUARING OF THE CIRCLE
LORENZ MILLA, 31.03.2020
Abstract. In this paper (wrien in German) we prove the transcen-
dence of pi using Hilbert’s method. We also prove that all points con-
structible with compass and straightedge have algebraic coordinates.
us we give a self-contained proof that squaring the circle is impossi-
ble, requiring only basic linear algebra, analysis and Cauchy’s Integral
eorem.
Zusammenfassung. In diesem Aufsatz beweisen wir mit Hilberts Me-
thode, dass pi transzendent ist. Weiter beweisen wir, dass alle mit Zir-
kel und Lineal konstruierbaren Punkte algebraische Koordinaten ha-
ben. Somit beweisen wir, dass dieadratur des Kreises unmo¨glich ist.
Der vorliegende Beweis ist in sich abgeschlossen und setzt nur grundle-
gende lineare Algebra und Analysis und den Cauchy’schen Integralsatz
voraus.
A1 A2 = A1 ?
∀n ∈ N ∀(a0, . . . , an) ∈ Zn+1 : an 6= 0 ⇒
n∑
k=0
ak · pik 6= 0 !
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Einleitung
Die adratur des Kreises ist ein Problem, das schon die alten Griechen bescha¨igte:
Kann man in endlich vielen Schrien mit Zirkel und Lineal ein adrat konstruieren,
das den gleichen Fla¨cheninhalt hat wie ein gegebener Kreis?
Nach u¨ber 2000 Jahren bewies Ferdinand von Lindemann im Jahr 1882, dass dies
unmo¨glich ist. Sein Beweis [1] beginnt wie folgt:
”
Bei der Vergeblichkeit der so ausserordentlich zahlreichen Versuche, die
adratur des Kreises mit Cirkel und Lineal auszufu¨hren, ha¨lt man allge-
mein die Lo¨sung der bezeichneten Aufgabe fu¨r unmo¨glich; es fehlte aber
bisher ein Beweis dieser Unmo¨glichkeit; nur die Irrationalita¨t von pi und
von pi2 ist festgestellt. Jede mit Cirkel und Lineal ausfu¨hrbare Construc-
tion la¨sst sich mielst algebraischer Einkleidung zuru¨ckfu¨hren auf die
Lo¨sung von linearen und quadratischen Gleichungen, also auch auf die
Lo¨sung einer Reihe von quadratischen Gleichungen, deren erste rationa-
le Zahlen zu Coefficienten hat, wa¨hrend die Coefficienten jeder folgenden
nur solche irrationale Zahlen enthalten, die durch Auflo¨sung der vorher-
gehenden Gleichungen eingefu¨hrt sind. Die Schlussgleichung wird also
durch wiederholtes adriren u¨bergefu¨hrt werden ko¨nnen in eine Glei-
chung geraden Grades, deren Coefficienten rationale Zahlen sind. Man
wird sonach die Unmo¨glichkeit deradratur des Kreises darthun, wenn
man nachweist, dass die Zahl pi u¨berhaupt nicht Wurzel einer algebrai-
schen Gleichung irgend welchen Grades mit rationalen Coefficienten sein
kann.Den dafu¨r no¨thigen Beweis zu erbringen, ist im Folgenden versucht
worden.“ – Ferdinand von Lindemann, 1882
Lindemanns Transzendenzbeweis wurde von David Hilbert 1893 vereinfacht – dieser
Aufsatz folgt Hilberts Beweis [2] und bietet einen in sich geschlossenen Beweis, dass die
adratur des Kreises unmo¨glich ist – wobei nur grundlegende Kenntnisse in linearer
Algebra und Analysis sowie der Cauchy’sche Integralsatz vorausgesetzt werden.
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1. Symmetrische Polynome
In diesem Kapitel formulieren und beweisen wir einige Eigenschaen symmetrischer
ganzzahliger Polynome, die fu¨r den Transzendenzbeweis in Kap. 2 beno¨tigt werden. Der
Beweis folgt [5].
Definition 1.1. Ein Polynom p ∈ Z [X1, . . . , Xn] heißt ”symmetrisch“ genau dann, wenn
fu¨r jede Permutation pi der Zahlen {1, 2, . . . , n} gilt:
p(X1, . . . , Xn) = p(Xpi(1), . . . , Xpi(n))
Definition 1.2. Die
”
elementarsymmetrischen Polynome“ σn;k sind:
σn;k (x1, . . . , xn) :=
∑
1≤i1<···<ik≤n
xi1 · · ·xik mit k = 1, . . . , n
Lemma 1.3. Die Funktion f(x) = (x − z1) · (x − z2) · . . . · (x − zn) hat die folgende
Summendarstellung mit den elementarsymmetrischen σn;k und den Nullstellen zj ∈ C:
f(x) = xn +
n∑
k=1
(−1)k · σn;k(z1, . . . , zn) · xn−k
Beweis. Der Beweis folgt durch Ausmultiplizieren: Man muss aus jeder Klammer ent-
weder x oder −zj multiplizieren. Wenn man dann alle Terme, die xn−k enthalten, zu-
sammenfasst (und xn−k ausklammert), erha¨lt man alle Produkte von k verschiedenen
Faktoren der Form −zj . Abgesehen vom Faktor (−1)k ist das genau die Definition der
elementarsymmetrischen σn;k. 
Lemma 1.4. Seien z1, . . . , zn ∈ C alle Nullstellen eines ganzzahligen Polynoms f ∈ Z[X]
vom Grad n mit Leitkoeffizient αn. Dann gilt:
αn · σn;k(z1, . . . , zn) ∈ Z fu¨r k = 1, . . . , n
Mit anderen Worten: Jeder elementarsymmetrische Ausdruck in den Nullstellen eines ganz-
zahligen Polynoms ist nach Multiplikation mit dessen Leitkoeffizient ganzzahlig.
Beweis. Nach Voraussetzung ko¨nnen wir f(x) in Linearfaktoren zerlegen und dann Lem-
ma 1.3 anwenden:
f(x) =
n∑
k=0
αk · xk = αn · (x− z1) · (x− z2) · . . . · (x− zn)
= αn · xn + αn ·
n∑
k=1
(−1)k · σn;k(z1, . . . , zn) · xn−k
Weil f ∈ Z[X] ein ganzzahliges Polynom ist, mu¨ssen die Koeffizienten αn · (−1)k ·
σn;k(z1, . . . , zn) ganzzahlig sein. Hieraus folgt die Aussage des Lemmas. 
Lemma 1.5. Jedes symmetrische ganzzahlige Polynom p ∈ Z[X1, . . . , Xn] kann als ganz-
zahlige Linearkombination der elementarsymmetrischen σn;k geschrieben werden.
Beweis. Jedes Polynom p in n Variablen besteht aus einer Linearkombination (eines oder
mehrerer) Monome der Form c · xa11 · . . . · xann . Diese Monome sortieren wir lexikogra-
fisch nach Exponenten, wobei wir zuna¨chst nur die Exponenten von x1, dann die von x2
usw. vergleichen.Mit dem
”
fu¨hrendenMonom“ FM(p) bezeichnenwir das lexikografisch
gro¨ßte Monom in der Linearkombinationsdarstellung von p.
• Wenn das Polynom p ∈ Z[X1, . . . , Xn] symmetrisch ist, hat das fu¨hrende Monom
ebenfalls die Form FM(p) = c · xa11 · . . . · xann , aber dann gilt zusa¨tzlich
a1 ≥ a2 ≥ . . . ≥ an.
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• Bei den elementarsymmetrischen σn;k hat das fu¨hrende Monom also die Form
FM(σn;k) = x1 · . . . · xk mit k = 1, . . . , n.
Um das symmetrische Polynom p durch die elementarsymmetrischen σn;k darzustel-
len, beginnen wir mit dem fu¨hrenden Monom von p:
FM(p) = c · xa11 · . . . · xann mit a1 ≥ a2 ≥ . . . ≥ an.
Dann bilden wir das folgende symmetrische Polynom σ:
σ := c · σa1−a2n;1 · σa2−a3n;2 · . . . · σan−1−ann;n−1 · σann;n
Dieses hat als fu¨hrendes Monom:
FM(σ) = c · xa1−a21 · (x1x2)a2−a3 · . . . · (x1 · · ·xn−1)an−1−an · (x1 · · ·xn)an
= c · xa11 · xa22 · . . . · xann
also stimmen die fu¨hrenden Monome von p und σ u¨berein und das Polynom p¯ = p − σ
hat ein lexikografisch kleineres fu¨hrendes Monom. Weil p¯ genau wie p ganzzahlig und
symmetrisch ist, kann man auf diese Art nach und nach (per vollsta¨ndiger Induktion)
jedes gegebene symmetrische Polynom p als ganzzahlige Linearkombination der elemen-
tarsymmetrischen σn;k schreiben. 
eorem 1.6. Seien z1, . . . , zn ∈ C alle Nullstellen eines ganzzahligen Polynoms
f ∈ Z[X] vom Grad n mit Leitkoeffizient αn. Weiter sei p ∈ Z[X1, . . . , Xn] ein
symmetrisches ganzzahliges Polynom in n Variablen. Dann gilt
αn · p(z1, . . . , zn) ∈ Z.
Beweis. Zuna¨chst folgt aus Lemma 1.5, dass man p ∈ Z[X1, . . . , Xn] als ganzzahlige
Linearkombination der σn;k schreiben kann. Dann besagt Lemma 1.4, dass die αn · σn;k
bei (z1, . . . , zn) ganzzahlig sind. Also ist auch αn · p bei (z1, . . . , zn) ganzzahlig. 
2. Die Transzendenz von pi
In diesemKapitel beweisenwir ausfu¨hrlich die Transzendenz der Kreiszahl pi. Der erste
solche Beweis stammt von Lindemann [1]. Wir folgen der vereinfachten Beweisidee von
Hilbert [2] in der Darstellung von Moser [4].
Lemma 2.1. Fu¨r alle k ∈ N− {0} und C ∈ Z undm ∈ N gilt:
Wenn k ein ganzzahliges Vielfaches von C ist, kann Cm nicht durch k + 1 teilbar sein.
Beweis. Sei k also ein ganzzahliges Vielfaches von C , d.h. k = z · C mit z ∈ Z.
Angenommen, Cm wa¨re durch k + 1 teilbar. Dann folgt: Cm = v · (k + 1) mit v ∈ Z
und somit km = zm · Cm = zm · v · (k + 1). Hieraus folgt:
km
k + 1
= zm · v ∈ Z
Allerdings haben k und k + 1 keine gemeinsamen Faktoren, also kann der Bruch nicht
geku¨rzt werden. Es folgt k + 1 = ±1. Aber keine der beiden Lo¨sungen dieser Gleichung
(k = −2 und k = 0) sind aus N− {0}, also kann Cm nicht durch k + 1 teilbar sein. 
eorem 2.2 (Hilbert 1893). Wenn P ∈ Z[X] ein ganzzahliges Polynom vom Grad
n mit Nullstellen s1, . . . , sn ∈ C ist, dann gilt fu¨r alle natu¨rlichen Zahlen a ≥ 1:
a+ es1 + . . .+ esn 6= 0
Beweis. Wir fu¨hren einen ausfu¨hrlichen Widerspruchsbeweis in neun Schrien:
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Erster Schritt:Widerspruchsannahme.
Wir nehmen an, es ga¨be ein ganzzahliges Polynom P̂ ∈ Z[X] vom Grad n̂ mit
Nullstellen ŝ1, . . . , ŝn̂ ∈ C und eine natu¨rliche Zahl â ≥ 1, so dass gilt:
â+ eŝ1 + . . .+ eŝn̂ = 0.
Zweiter Schritt: U¨bergang zu einem Polynom P vom Grad nmit Nullstellen s1, . . . , sn,
fu¨r das a+ es1 + . . .+ esn = 0 und P (0) 6= 0 gilt.
Falls bereits P̂ (0) 6= 0 ist, setze P := P̂ , n := n̂ und sj := ŝj fu¨r j = 1, . . . , n.
Andernfalls, also wenn P̂ (0) = 0 gilt und dort eine v-fache Nullstelle vorliegt,
sortieren wir die Nullstellen von P̂ derart, dass die ersten n̂−v Nullstellen ungleich
Null sind und die letzten v Nullstellen sn̂−v+1 = . . . = sn̂ = 0 sind.
Weiter gilt dann P̂ (x) = xv · P (x), wobei P ein Polynom aus Z[X] vom Grad
n := n̂ − v mit den verbleibenden n := n̂ − v Nullstellen aus C − {0} ist. Diese
nennen wir s1, . . . , sn.
Dann setzen wir in â+ eŝ1 + . . . + eŝn̂ = 0 die letzten v Nullstellen mit e0 = 1
ein und erhalten â+ eŝ1 + . . .+ eŝn̂−v + v · e0 = 0. Mit a := â+ v ≥ 1 ergibt das:
a+ es1 + . . .+ esn = 0(2.1)
Somit ko¨nnen wir P̂ durch P := P̂ /Xv ersetzen und â durch a := â + v und
erhalten so ein Polynom vomGrad n := n̂−v, das die Voraussetzungen vonm. 2.2
erfu¨llt aber keine Nullstelle bei 0 hat.
Dritter Schritt: Definiere eine Schar (Fk)k∈N von Polynomen aus Z[X].
Nach dem zweiten Schri haben wir ein Polynom P ∈ Z[X] vom Grad n mit den
Nullstellen s1, . . . , sn ∈ C − {0}. Der Leitkoeffizient dieses Polynoms P heiße αn.
Dann setzen wir fk ∈ Z[X] und Fk ∈ Z[X] mit
fk(x) := x
k · (P (x))k+1
Fk(x) := αn · fk(x)
}
fu¨r k ∈ N(2.2)
Vierter Schritt:Multiplikation der angenommenen Glg. (2.1) mit einem Integral.
Zuna¨chst multiplizieren wir Gleichung (2.1) mit dem Integral∫ ∞
0
Fk(x) · e−x dx,
wobei Fk ∈ Z[X] eines der Polynome aus den drien Schri ist. Dieses Integral
verla¨u entlang der reellen Achse und es konvergiert, weil die e-Funktion schneller
abklingt als ein Polynom Fk wachsen kann. Wir erhalten:
0 = a ·
∫ ∞
0
Fk(x) · e−x dx+
n∑
j=1
esj ·
∫ ∞
0
Fk(x) · e−x dx
Dann ersetzen wir dieses reelle Integral
∫∞
0
durch ein komplexes Kurvenintegral
von 0 u¨ber s nach∞, also durch ∫ s
0
+
∫∞
s
(siehe Skizze):
0
s ∈ C s+R ∞
R ∈ R ∞
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Diesen Wechsel des Integrationswegs erlaubt uns der Cauchy’sche Integralsatz,
weil
∫ R
s+R
fu¨r reelle R→∞ verschwindet. Es folgt:
0 = a ·
∞∫
0
Fk(x) · e−x dx︸ ︷︷ ︸
=:Qk
+
n∑
j=1
esj
∞∫
sj
Fk(x) · e−x dx
︸ ︷︷ ︸
=:Rk
+
n∑
j=1
esj
sj∫
0
Fk(x) · e−x dx︸ ︷︷ ︸
=:Sk
Wie es auch in der Skizze dargestellt ist, wird bei Qk entlang der reellen Achse
integriert, bei Rk wird von sj aus parallel zur reellen Achse integriert und bei Sk
auf direktem Weg von 0 nach sj . Letztlich spielt der genaue Weg aber wegen des
Cauchy’schen Integralsatzes gar keine Rolle.
Im Folgenden werden wir zeigen, dass es gewisse k ∈ N gibt, fu¨r die gilt:
Qk +Rk
k!
∈ Z und Qk +Rk
k!
6= 0 und
∣∣∣∣Skk!
∣∣∣∣ < 1
Fu¨r diese k kann also (Qk + Rk + Sk)/k! nicht Null sein. Das liefert dann den
gewu¨nschten Widerspruch zu 0 = Qk +Rk + Sk.
Fu¨ner Schritt: Rk ist fu¨r alle k ∈ N eine durch (k + 1)! teilbare ganze Zahl.
Um die einzelnen Summanden in Rk zu berechnen, setzen wir jeweils die Parame-
trisierung zj(t) := sj + t des Integrationswegs ein:
Rk :=
n∑
j=1
esj
∞∫
sj
Fk(x)︷ ︸︸ ︷
αn · fk(x) ·e−x dx =
n∑
j=1
∞∫
0
αn · fk(t+ sj) · e−t dt
Das Polynom fk(t + sj) hat als Polynom in der einen Variable t keine ganzzahli-
gen Koeffizienten mehr, aber wenn wir fk(X + Y ) als Polynom in zwei Variablen
schreiben und nach Potenzen von X sortieren, erhalten wir
fk(t+ sj) =
d∑
l=0
Hl(sj) · tl
mit ganzzahligen Polynomen Hl ∈ Z[Y ].
Nach der Definition im drien Schri hat fk(x) in jedem sj eine k + 1-fache
Nullstelle, also hat fk(t + sj) fu¨r alle sj bei t = 0 eine k + 1-fache Nullstelle.
Hieraus folgt, dass Hl(sj) fu¨r alle l ≤ k verschwindet und die Summation u¨ber l
erst bei l = k + 1 beginnen muss:
fk(t+ sj) =
d∑
l=k+1
Hl(sj) · tl mit Hl ∈ Z[Y ].
und somit
Rk =
n∑
j=1
∞∫
0
αn ·
d∑
l=k+1
Hl(sj) · tl · e−t dt = αn ·
d∑
l=k+1
n∑
j=1
Hl(sj)︸ ︷︷ ︸
=:cl
·
∞∫
0
tl · e−t dt
︸ ︷︷ ︸
=:dl
Umm. 1.6 u¨ber symmetrische Polynome auf cl :=
∑n
j=1Hl(sj) anzuwenden
bemerken wir: cl ist ein symmetrischer polynomieller Ausdruck in den Nullstellen
sj des ganzzahligen Polynoms P . Dieses Polynom P hat den Leitkoeffizient αn.
m. 1.6 besagt also, dass αn · cl ganzzahlig ist.
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Weiter ist auch dl = l! fu¨r alle l ganzzahlig, was wir per vollsta¨ndiger Induktion
und partieller Integration beweisen:
d0 =
∫ ∞
0
e−t dt =
[−e−t]∞
0
= 0− (−1) = 1 = 0!
dl+1 =
∫ ∞
0
tl+1 · e−t dt = [tl+1 · (−e−t)]∞
0
−
∫ ∞
0
(l + 1) · tl · (−e−t) dt
= (l + 1) ·
∫ ∞
0
tl · e−t dt = (l + 1) · dl = (l + 1) · l! = (l + 1)!
Insgesamt haben wir also bewiesen:
Rk =
d∑
l=k+1
αn · cl︸ ︷︷ ︸
∈Z
· dl︸︷︷︸
=l!
=⇒ Rk ∈ Z.
Es fehlt noch zu zeigen, dass Rk durch (k + 1)! teilbar ist. Das gilt aber, weil die
Summe erst bei l = k+1 beginnt und somit alle summierten dl = l! durch (k+1)!
teilbar sind.
Sechster Schritt: Qk ist fu¨r alle k ∈ N eine durch k! teilbare ganze Zahl und es gilt
Qk
k!
≡ a · αn · P (0)k+1 (mod k + 1).
Qk ist wie folgt definiert:
Qk := a ·
∞∫
0
Fk(x) · e−x dx = a ·
∞∫
0
αn · xk · (P (x))k+1︸ ︷︷ ︸
=fk(x)
·e−x dx
Hier ist fk ein ganzzahliges Polynom, das eine k-fache Nullstelle bei x = 0 hat
(beachte, dass wir im drien Schri P (0) 6= 0 erzwungen haben). Also gilt
fk(x) := x
k · (P (x))k+1 =
lmax∑
l=k
βl · xl(2.3)
mit ganzzahligen Koeffizienten βl und somit
Qk = a ·
∞∫
0
αn ·
lmax∑
l=k
βl · xl · e−x dx
= a · αn ·
lmax∑
l=k
βl ·
∫ ∞
0
xl · e−x dx = a · αn ·
lmax∑
l=k
βl · l!
=⇒ Qk
k!
= a · αn ·
lmax∑
l=k
βl · l!
k!
Weil die Summe erst bei l = k beginnt, sind alle summierten l! durch k! teilbar.
Modulo k+ 1 fallen alle Summanden ab dem k+ 1-ten weg (weil ab dann alle l!/k!
auch durch k + 1 teilbar sind) und es gilt:
Qk
k!
≡ a · αn · βk (mod k + 1)
Aus der Definition der βl in Glg. (2.3) folgt βk = P (0)
k+1 und somit:
Qk
k!
≡ a · αn · P (0)k+1 (mod k + 1)
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Siebter Schritt: Falls k 6= 0 ein Vielfaches von a · αn · P (0) ist, ist Qk + Rk durch k!
teilbar, aber die ganze Zahl (Qk +Rk)/k! ist nicht Null.
Die Ganzzahligkeit von (Qk + Rk)/k! haben wir im fu¨nen und sechsten Schri
bereits bewiesen.
Außerdem haben wir im fu¨nen Schri bewiesen, dass auch Rk/(k + 1)! ganz-
zahlig ist. Wenn wir diese ganze Zahl rk nennen, folgt Rk/k! = (k + 1) · rk und
insbesondere
Rk/k! ≡ 0 (mod k + 1).
Zusammen mit der Aussage des sechsten Schries folgt:
Qk +Rk
k!
≡ a · αn · P (0)k+1 (mod k + 1).
Hier bemerken wir zuna¨chst, dass a 6= 0 und αn 6= 0 und nach dem drien Schri
auch P (0) 6= 0 gilt, also gilt
C := a · αn · P (0) 6= 0.
Aus Lemma 2.1 folgt mitm := k + 1: Wenn k 6= 0 ein Vielfaches von C ist, kann
Cm = Ck+1 = ak+1 · αk+1n · P (0)k+1
nicht durch k+1 teilbar sein. Erst recht kann dann auch a ·αn ·P (0)k+1 nicht durch
k + 1 teilbar sein und es folgt:
Qk +Rk
k!
≡ a · αn · P (0)k+1 6≡ 0 (mod k + 1).
Insbesondere kann (Qk +Rk)/k! fu¨r diese k nicht Null sein.
Achter Schritt: Fu¨r hinreichend große k gilt:∣∣∣∣Skk!
∣∣∣∣ < 1.
Die Definition der Sk aus dem vierten Schri lautet:
Sk :=
n∑
j=1
esj
∫ sj
0
Fk(x) · e−x dx.
Hier setzen wir noch die Definition der Fk aus dem drien Schri ein:
Sk =
n∑
j=1
esj
∫ sj
0
αn · xk · (P (x))k+1 · e−x dx
= αn ·
n∑
j=1
esj
∫ sj
0
(x · P (x))k · (P (x) · e−x) dx
Dann gibt es irgendwo auf den n Integrationswegen zwischen 0 und sj ein Betrags-
maximum von x · P (x), das wir mit M bezeichnen. Ebenso bezeichnen wir das
Betragsmaximum von P (x) · e−x mitm. Also gilt die Abscha¨tzung
|Sk| ≤ |αn| ·
n∑
j=1
|esj | · |sj | ·Mk ·m
Also gilt |Sk| ≤ V ·Mk mit den Vorfaktor V = |αn| ·m ·
∑n
j=1 |esj | · |sj |.
Mit demotientenkriterium folgt, dass |Sk/k!| ≤ V ·Mk/k! eine Nullfolge ist,
also ist auch der achte Schri bewiesen.
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Neunter Schritt: Herleitung des Widerspruchs.
Wir haben gezeigt, dass fu¨r alle hinreichend großen k, die Vielfache von a ·αn ·P (0)
sind, gilt:
Qk +Rk
k!
∈ Z und Qk +Rk
k!
6= 0 und
∣∣∣∣Skk!
∣∣∣∣ < 1
Solche k gibt es, weil a · αn · P (0) 6= 0 ist (siehe zweiter Schri). Fu¨r diese k gilt:∣∣∣∣Qk +Rk + Skk!
∣∣∣∣ ≥ ∣∣∣∣Qk +Rkk!
∣∣∣∣︸ ︷︷ ︸
≥1
−
∣∣∣∣Skk!
∣∣∣∣︸︷︷︸
<1
> 0
Fu¨r diese k kann (Qk +Rk + Sk)/k! also nicht Null sein und es folgt
Qk +Rk + Sk 6= 0.
Das ist der gesuchte Widerspruch zur definierenden Gleichung 0 = Qk +Rk + Sk
aus dem vierten Schri, die fu¨r alle natu¨rlichen k gilt. Also muss die Annahme aus
dem ersten Schri falsch gewesen sein und Hilberts eorem 2.2 ist bewiesen. 
eorem 2.3. Die Kreiszahl pi ist transzendent.
Beweis. Dieses eorem ist eine direkte Folge aus Hilberts eorem 2.2: Fu¨r den Wider-
spruchsbeweis nehmen wir an, dass pi algebraisch ist. Dann ist auch x1 := ipi algebraisch,
also gibt es ein Polynom Q 6= 0 in Z[X] vom Gradm mit Q(x1) = 0. Weiter bezeichnen
wir die u¨brigen Nullstellen von Q mit x2, . . . , xm.
Aus ex1 = eipi = −1 folgt ∏mi=1(1 + exi) = 0. Wenn wir dieses Produkt ausmul-
tiplizieren, ko¨nnen wir in jedem entstehenden Summand die Funktionalgleichung der
e-Funktion anwenden und erhalten
m∏
i=1
(1 + exi) = 0 = 1 + es1 + . . .+ esn ,(2.4)
wobei insgesamt 2m = 1+n Summanden entstanden sind und jedes sj die Summe einiger
xi ist. Mit diesen sj und dem Leitkoeffizient αm von Q bilden wir das Polynom
P := αm · (X − s1) · . . . · (X − sn) ∈ C[X]
Aus dem Satz von Vieta (Lemma 1.3) folgt
P = αm ·Xn + αm ·
n∑
k=1
(−1)k · σn;k(s1, . . . , sn) ·Xn−k
mit den elementarsymmetrischen Polynomen σn;k aus Def. 1.2.
Weil aber unter den sj alle denkbaren Summen der xi vorkommen, kann man die
σn;k(s1, . . . , sn) auch als symmetrische Ausdru¨cke vk(x1, . . . , xm) schreiben:
P = αm ·Xn + αm ·
n∑
k=1
(−1)k · vk(x1, . . . , xm) ·Xn−k
Das anfangs angenommene ganzzahlige PolynomQ hat den Gradm, den Leitkoeffizi-
ent αm und die Nullstellen x1, . . . , xm. Aus m. 1.6 folgt daher die Ganzzahligkeit der
Koeffizienten αm · vk(x1, . . . , xm). Also ist P ein ganzzahliges Polynom vom Grad nmit
Nullstellen s1, . . . , sn ∈ C. Deshalb folgt aus Hilberts m. 2.2:
1 + es1 + . . .+ esn 6= 0
Das ist ein Widerspruch zu Gleichung (2.4), also kann pi nicht algebraisch sein. 
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3. Algebraische Zahlen
In diesem Kapitel beweisen wir, dass die Menge der algebraischen Zahlen abgeschlos-
sen unter Addition, Subtraktion, Multiplikation, Division und adratwurzelziehen ist.
Der Beweis folgt Timothy Gowers [3] und verwendet nur grundlegende lineare Algebra.
Definition 3.1. Eine Zahl x heißt algebraisch vom Grad n, wenn es ein Polynom vom Grad
n mit rationalen Koeffizienten gibt, das x als Nullstelle hat, also xn +
∑n−1
k=0 αk · xk = 0
mit αk ∈ Q, und es kein solches Polynom mit niedrigerem Grad gibt.
Satz 3.2. DieMenge der algebraischen Zahlen ist abgeschlossen unter Addition, Subtraktion,
Multiplikation, Division undadratwurzelziehen.
Beweis. Die Abgeschlossenheit bezu¨glich . . .
• . . . Addition folgt aus Lemma 3.3,
• . . . Subtraktion folgt wegen a− b = a+ (−b) aus Lemma 3.3 und 3.5,
• . . . Multiplikation folgt aus Lemma 3.4,
• . . . Division folgt wegen a/b = a · 1/b aus Lemma 3.4 und 3.5,
• . . . adratwurzelziehen folgt aus Lemma 3.5. 
Lemma 3.3. Wenn a und b algebraisch sind, dann ist auch a+ b algebraisch.
Beweis. Sei n der Grad von a undm der Grad von b. Dann gibt es rationale Koeffizienten
αk und βk mit a
n +
∑n−1
k=0 αk · ak = 0 und bm +
∑m−1
k=0 βk · bk = 0.
Betrachte nun die Folge der Potenzen (a+ b)k fu¨r k ∈ N. Mit dem binomischen Lehr-
satz kann man jede dieser Potenzen als Summe ganzzahliger Vielfacher von Ausdru¨cken
der Form ar · bs schreiben.
Immer wenn eine Potenz ar mit r ≥ n auri, kann man an durch −∑n−1k=0 αk · ak
ersetzen, genauso bei bm.
Auf diese Art kann man fu¨r jedes k ∈ N eine Linearkombination
(a+ b)k =
∑
r,s∈N
r+s=k
(
r + s
s
)
· ar · bs =
∑
0≤r≤n−1
0≤s≤m−1
γr;s · ar · bs
mit rationalen Koeffizienten γr;s finden.
Die Potenzen (a+ b)k mit 0 ≤ k ≤ m ·n lassen sich also alle als rationale Linearkom-
binationen der ar · bs mit 0 ≤ r < n und 0 ≤ s < m darstellen.
Folglich liegen diesem · n+ 1 Potenzen alle in einem ho¨chstensm · n-dimensionalen
Vektorraum, sie mu¨ssen also linear abha¨ngig sein und gibt es eine Darstellung
∑m·n
k=0 δk ·
(a+ b)k = 0 mit rationalen Koeffizienten δk ∈ Q.
Hier erkennen wir, dass a+ b die Nullstelle des Polynoms P =
∑m·n
k=0 δk ·Xk ∈ Z[X]
ist, d.h. dass a+ b algebraisch vom Grad ≤ m · n ist. 
Lemma 3.4. Wenn a und b algebraisch sind, dann ist auch a · b algebraisch.
Beweis. Der Beweis la¨u a¨hnlich wie der fu¨r a+ b, nur dass der Schri mit dem binomi-
schen Lehrsatz entfa¨llt:
Sei n der Grad von a und m der Grad von b. Dann gibt es rationale Koeffizienten αk
und βk mit a
n +
∑n−1
k=0 αk · ak = 0 und bm +
∑m−1
k=0 βk · bk = 0.
Betrachte nun die Folge der Potenzen (a · b)k fu¨r k ∈ N. Immer wenn eine Potenz ar
mit r ≥ n auri, kann man an durch −∑n−1k=0 αk · ak ersetzen, genauso bei bm.
Die Potenzen (a · b)k mit 0 ≤ k ≤ m · n lassen sich also alle als rationale Linearkom-
binationen der ar · bs mit 0 ≤ r < n und 0 ≤ s < m darstellen.
Folglich liegen diesem · n+ 1 Potenzen alle in einem ho¨chstensm · n-dimensionalen
Vektorraum, sie mu¨ssen also linear abha¨ngig sein und gibt es eine Darstellung
∑m·n
k=0 ϕk ·
(a · b)k = 0 mit rationalen Koeffizienten ϕk ∈ Q.
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Hier erkennen wir, dass a · b die Nullstelle des Polynoms P =∑m·nk=0 ϕk ·Xk ∈ Z[X]
ist, d.h. dass a · b algebraisch vom Grad ≤ m · n ist. 
Lemma 3.5. Wenn a algebraisch ist, dann sind auch−a,√a und 1/a algebraisch (letzteres
nur falls a 6= 0).
Beweis. Sei n der Grad von a. Dann gibt es ein ganzzahliges Polynom f mit f(x) =
xn +
∑n−1
k=0 αk · xk und f(a) = 0. Die Funktion g mit g(x) := f(−x) ist dann ebenfalls
ein ganzzahliges Polynom und hat die Nullstelle g(−a) = 0, also ist auch−a algebraisch.
Die Funktion k mit k(x) := f(x2) ist dann ebenfalls ein ganzzahliges Polynom und
hat die Nullstelle k(
√
a) = 0, also ist auch
√
a algebraisch.
Weiter ist auch die Funktion h mit h(x) := f(1/x) · xn = 1 + ∑n−1k=0 αk · xn−k
ein ganzzahliges Polynom mit Nullstelle h(1/a) = 0 (falls a 6= 0), also ist auch 1/a
algebraisch. 
4. Konstruierbare Punkte sind algebraisch
In diesem Kapitel beweisen wir, dass alle Punkte, die in endlich vielen Schrien mit
Zirkel und Lineal konstruierbar sind, algebraische Koordinaten haben (m. 4.2).
Definition 4.1. Ein Punkt P (x|y) heißt
”
algebraisch“, wenn seine Koordinaten x und y
algebraische Zahlen sind, also Nullstellen eines Polynoms aus Z[X].
eorem 4.2. SeiM eine Menge algebraischer Punkte, z.B.M = {A(0|0);B(1|0)}.
Dann kann man in endlich vielen Konstruktionsschrien, ausgehend von M , nur al-
gebraische Punkte mit Zirkel und Lineal konstruieren.
Beweisskizze. Mit Zirkel und Lineal kann man Kreise und Geraden zeichnen und ihre
Schnipunkte bilden. Kreise werden durch quadratische Gleichungen beschrieben, Gera-
den durch lineare Gleichungen.
Per vollsta¨ndiger Induktion u¨ber die Anzahl der Konstruktionsschrie gilt: Alle aure-
tenden linearen bzw. quadratischen Gleichungen haben algebraische Koeffizienten, weil
die Kreise und Geraden durch bereits konstruierte algebraische Punkte festgelegt werden.
Also sind die Koordinaten der Schnipunkte Lo¨sungen von linearen oder quadratischen
Gleichungen mit algebraischen Koeffizienten und somit selbst wieder algebraisch. 
Wem diese Beweisskizze genu¨gt, der kann direkt zur adratur des Kreises in Kap. 5
springen – im hier folgenden Beweis werden nur noch die Details der Beweisskizze aus-
gearbeitet.
Beweis. Jede solche Konstruktion mit Zirkel und Lineal beginnt mit den vorgegebenen
Punkten ausM und besteht danach aus einer endlichen Abfolge der folgenden Operatio-
nen, die jeweils nur auf bereits konstruierte Punkte, Geraden und Kreise auauen du¨rfen:
(1) Zeichne eine Gerade durch zwei verschiedene Punkte.
(2) Zeichne einen Kreis um einen Punkt und durch einen weiteren Punkt.
(3) Bilde den Schnipunkt zweier Geraden.
(4) Bilde den Schnipunkt einer Geraden mit einem Kreis.
(5) Bilde den Schnipunkt zweier Kreise.
Da die Schrie (1) bis (5) in jeder Konstruktion nur endlich o vorkommen du¨rfen, ko¨nnen
wir eine vollsta¨ndige Induktion u¨ber die Anzahl n der Konstruktionsschrie durchfu¨hren.
Wir beweisen dabei gleichzeitig die folgenden drei Aussagen:
(a) Alle konstruierten Punkte haben algebraische Koordinaten.
(b) Alle konstruierten Geraden ko¨nnen durch Gleichungen der Form a · x + b · y = c
mit algebraischen Koeffizienten a, b und c dargestellt werden, wobei a2 + b2 6= 0.
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(c) Alle konstruierten Kreise ko¨nnen durch Gleichungen der Form (x − x0)2 + (y −
y0)
2 = r2 mit algebraischen Koeffizienten x0, y0 und r 6= 0 dargestellt werden.
Induktionsanfang (nach n = 0 Konstruktionsschrien): Nach Voraussetzung starten
wir mit den algebraischen Punkten ausM , z.B. mit A(0|0) und B(1|0).
Induktionsvoraussetzung: Die Aussagen (a) bis (c) gelten fu¨r alle Punkte, Kreise und
Geraden, die man in n Konstruktionsschrien konstruieren kann.
Induktionsschri: Zu zeigen ist, dass die Aussagen (a) bis (c) dann auch fu¨r alle Punkte,
Kreise und Geraden gelten, die man in n + 1 Schrien konstruieren kann. Hierzu eine
Fallunterscheidung: Wenn im letzten Schri . . .
(1) . . . eine Gerade durch zwei verschiedene algebraische Punkte gezeichnet wurde, hat
diese wieder algebraische Koeffizienten (siehe Lemma 4.3).
(2) . . . ein Kreis um einen algebraischen Punkt und durch einen weiteren algebraischen
Punkt gezeichnet wurde, hat dieser wieder algebraische Koeffizienten (Lemma 4.4).
(3) . . . der Schnipunkt zweier Geradenmit algebraischen Koeffizienten gebildet wurde,
hat dieser wieder algebraische Koordinaten (Lemma 4.5).
(4) . . . ein Schnipunkt einer Geraden und eines Kreises (beide mit algebraischen Koef-
fizienten) gebildet wurde, hat dieser wieder algebraische Koordinaten (Lemma 4.6).
(5) . . . ein Schnipunkt zweier Kreise mit algebraischen Koeffizienten gebildet wurde,
hat dieser wieder algebraische Koordinaten (Lemma 4.7).
Weitere Fa¨lle ko¨nnen nicht aureten, weil es nur diese fu¨nf Konstruktionsmo¨glichkeiten
gibt (siehe oben). Abgesehen vom Beweis der Lemmas 4.3 bis 4.7 haben wir also die Aus-
sagen (a) bis (c) per vollsta¨ndiger Induktion u¨ber die Anzahl der Konstruktionsschrie
bewiesen und insbesondere auch die Aussage des m. 4.2. 
Die Beweise der Lemmas 4.3 bis 4.7 stu¨tzen sich wesentlich darauf, dass die Menge der
algebraischen Zahlen abgeschlossen unter Addition, Subtraktion, Multiplikation, Divisi-
on undadratwurzelziehen ist (das wurde in Kap. 3, Satz 3.2 bewiesen).
Lemma 4.3. Wenn zwei verschiedene algebraische PunkteP (x1|y1) undQ(x2|y2) gegeben
sind, dann kann die Gerade durch P und Q durch eine Gleichung a · x + b · y = c mit
algebraischen Koeffizienten a, b und c dargestellt werden, wobei a2 + b2 6= 0 ist.
Beweis. Eine Gerade durch die Punkte P (x1|y1) und Q(x2|y2) hat den Normalenvektor(
y1−y2
x2−x1
)
und somit die Gleichung a · x+ b · y = c mit den Koeffizienten
a = y1 − y2, b = x2 − x1 und c = x2y1 − x1y2
Weil nach Voraussetzung x1;2 und y1;2 algebraisch sind, folgt aus Satz 3.2, dass die Koef-
fizienten a, b und c ebenfalls algebraisch sind. Außerdem gilt fu¨r den Abstand:
d(P ;Q) =
√
(x2 − x1)2 + (y2 − y1)2 =
√
a2 + b2.
Nach Voraussetzung gilt P 6= Q, also d(P ;Q) 6= 0 und somit a2 + b2 6= 0. 
Lemma 4.4. Wenn zwei verschiedene algebraische PunkteM(x0|y0) und P (x1|y1) gege-
ben sind, dann kann der Kreis um M , der durch P geht, durch die Gleichung (x − x0)2 +
(y − y0)2 = r2 mit algebraischen Koeffizienten x0, y0 und r 6= 0 dargestellt werden.
Beweis. Ein Kreis mit MielpunktM(x0|y0), der durch P (x1|y1) geht, hat die Gleichung
(x− x0)2 + (y − y0)2 = r2 mit r =
√
(x1 − x0)2 + (y1 − y0)2
Weil nach Voraussetzung x0;1 und y0;1 algebraisch sind, folgt aus Satz 3.2, dass der Radius
r ebenfalls algebraisch ist. Aus P 6= M folgt schließlich noch, dass r 6= 0 ist. 
Lemma 4.5. Wenn sich zwei Geraden mit algebraischen Koeffizientenn echt schneiden,
dann hat der Schnipunkt ebenfalls algebraische Koordinaten.
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Beweis. Gegeben sind zwei Geradengleichungen a1x+ b1y = c1 und a2x+ b2y = c2.
Falls a1b2− a2b1 = 0 ist, sind die beiden Geraden parallel oder sogar identisch und es
gibt keinen echten Schnipunkt.
Andernfalls folgen die Koordinaten des Schnipunkts aus der Cramerschen Regel:
xs =
c1b2 − c2b1
a1b2 − a2b1 und ys =
a1c2 − a2c1
a1b2 − a2b1
Aus Satz 3.2 folgt, dass diese Koordinaten wieder algebraisch sind. 
Lemma 4.6. Wenn die Gerade ax + by = c und der Kreis (x − x0)2 + (y − y0)2 = r2
algebraische Koeffizienten a, b, c, x0, y0 und r haben und sich echt schneiden, dann haben
die Schnipunkte ebenfalls algebraische Koordinaten.
Beweis. Wir verschieben zuna¨chst die Koordinaten auf x¯ = x−x0 und y¯ = y−y0, sodass
die Gleichungen x¯2 + y¯2 = r2 und ax¯ + by¯ = d mit d = c − ax0 − by0 lauten. Dann
setzen wir die Geradengleichung in die Kreisgleichung ein und erhalten:
b2x¯2 + b2y¯2 = b2r2 =⇒ b2x¯2 + (d − ax¯)2 = b2r2
Ausmultiplizieren und Zusammenfassen liefert α · x¯2 + β · x¯+ γ = 0 mit
α = a2 + b2, β = −2ad und γ = d2 − b2r2
und dann die Lo¨sungen x¯ =
−β±
√
β2−4αγ
2α
. Aus Satz 3.2 folgt, dass α, β, γ und somit
auch x¯ algebraisch sind (beachte α = a2 + b2 6= 0). Genauso kann man beweisen, dass y¯
algebraisch ist und somit auch die zuru¨ckverschobenen Koordinaten (xs, ys) der Schni-
punkte, na¨mlich (xs, ys) = (x0 + x¯, y0 + y¯). 
Lemma 4.7. Wenn zwei Kreise (x−a1)2+(y−b1)2 = r21 und (x−a2)2+(y−b2)2 = r22
mit algebraischen Koeffizientenn a1, a2, b1, b2, r1 6= 0 und r2 6= 0 sich echt schneiden, dann
haben die Schnipunkte ebenfalls algebraische Koordinaten.
Beweis. Zuerst bilden wir die Differenz der beiden Kreisgleichungen, um die quadrati-
schen Anteile zu eliminieren:
(x− a1)2 − (x− a2)2 + (y − b1)2 − (y − b2)2 = r21 − r22
Das liefert eine lineare Gleichung ax + by = c mit Koeffizienten a = −2a1 + 2a2,
b = −2b1 + 2b2 und c = r21 − r22 − a21 + a22 − b21 + b22. Diese Koeffizienten sind wegen
Satz 3.2 wieder algebraisch. Die Schnipunkte der beiden Kreise entsprechen also den
Schnipunkten des einen Kreises mit dieser Gerade. Aus Lemma 4.6 folgt dann, dass die
Schnipunkte algebraische Koordinaten haben. 
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5. DieQ_uadratur des Kreises
In diesem Kapitel beweisen wir, dass die adratur des Kreises unmo¨glich ist. Dafu¨r
tragen wir unsere Ergebnisse aus den Kapiteln 2, 3 und 4 zusammen.
eorem 5.1. Die adratur des Kreises ist unmo¨glich. Genauer gesagt: Wenn man
• nur von Punktenmit algebraischen Koordinatenwie z.B.A(0|0) undB(1|0) ausgeht
• und nur endlich viele Konstruktionsschrie zula¨sst
• und nur Zirkel und Lineal verwendet,
dann kann man kein adrat konstruieren, das den gleichen Fla¨cheninhalt wie der
Einheitskreis hat – also keine Strecke der La¨nge
√
pi.
Beweis. Der Einheitskreis hat den Fla¨cheninhalt pi. Das gewu¨nschteadrat mu¨sste also
die Seitenla¨nge
√
pi haben. Wenn man eine solche Konstruktion gefunden ha¨e, mu¨sste√
pi algebraisch sein (Satz 4.2) und wegen Satz 3.2 mu¨sste dann auch pi =
√
pi · √pi alge-
braisch sein. In m. 2.3 haben wir aber bewiesen, dass pi transzendent ist. Also ist die
adratur des Kreises unmo¨glich. 
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