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Résumé
Cette thèse s’inscrit dans le contexte des schémas de compression 
vidéo de nouvelles générations. Elle vise plus particulièrement à coder 
plus efficacement les régions texturées des images et séquences vidéo 
que les schémas actuels. Ces zones sont souvent dégradées lors de 
codage à bas débit, provoquant des aplats visuellement dérangeants. 
Ce travail est fondé sur les propriétés du système visuel humain, qui 
préfèrera une zone texturée synthétisée avec des détails, même un peu 
éloignée de la réalité, plutôt que des aplats. L’idée est ici d’adapter les 
algorithmes de synthèse de texture de la littérature, afin de reconstruire, 
au décodeur, des régions qui n’auront pas été intégralement transmises. 
L’approche est construite de manière à être utilisée conjointement 
avec les standards de compression actuels ou futurs. L’analyse 
de la séquence source, côté encodeur, utilise des outils de 
segmentation et de caractérisation de texture, afin de localiser 
les régions candidates pour la synthèse. Les régions qui ne 
sont pas synthétisables sont encodées classiquement par le 
codeur joint, elles seront décodées et serviront potentiellement 
d’échantillons de départ pour la synthèse des zones manquantes.
L’ensemble des outils ont été développés et adaptés dans l’optique 
principale de proposer une chaîne cohérente. L’analyse des 
textures comportant des outils de segmentation et de caractérisation 
permettant de paramétrer les algorithmes de synthèse. Aussi la 
solution proposée inclut l’utilisation de deux types de synthèse : une 
version orientée « pixel » et l’autre orientée « patch ». Une première 
approche est présentée pour un codage intra image. Le schéma 
est ensuite couplé à une méthode d’estimation et de modélisation 
affine de mouvement par région, afin d’optimiser le traitement 
des textures rigides et de synthétiser les régions déformables.
Fondé sur des outils de synthèse, le schéma est difficilement 
estimable à l’aide de critères objectifs. A qualité visuelle comparable, 
il permet, par exemple, de préserver jusqu’à 33% de débit, comparé 
à l’encodage de H.264/AVC, sur différentes séquences SD et CIF.
Abstract
This thesis comes within the scope of new generation video 
compression schemes. In particular, it aims at improving the 
coding efficiency for textured regions in images and videos. At low 
bit-rate, textures are degraded, resulting in visually annoying flat 
tints. The basic assumption is based on the human visual system 
properties, which prefer synthesized details to flat color, even if the 
output surface is not exactly the source texture. In this work, texture 
synthesis algorithms from the literature are adapted in order to fit 
the coding context: filling textures which are not entirely transmitted.
This approach is designed to be jointly used with current and 
future standard compression schemes. At encoder side, texture 
analysis includes segmentation and characterization tools, in order 
to localize candidate regions for synthesis. The corresponding 
areas are not encoded. The decoder fills them using texture 
synthesis. The remaining regions in images are classically 
encoded. They can potentially serve as input for texture synthesis.
The chosen tools are developed and adapted with an eye to ensuring 
the coherency of the whole scheme. Thus, a texture characterization 
step provides required parameters to the texture synthesizer.  Two 
texture synthesizers, including a pixel-based and a patch-based 
approach, are used on different types of texture, complementing 
each other. A first scheme is proposed for intra frame coding. 
Then, a temporal method is developed. The scheme is coupled 
with a motion estimator in order to segment coherent regions and 
to interpolate rigid motions using an affine model. Inter frame 
adapted synthesis is therefore used for non-rigid texture regions.
Assessing the quality of decoded frames by such schemes, using 
objective methods, is problematic. Results on bit-rate savings 
are presented with the assumption of similar visual quality. 
Thus, now subjective tests provide for now the assessment. 
At comparable visual quality, up to 33% bit-rate is preserved, 
compared to H.264/AVC, on many SD and CIF sequences.
 Mise en Œuvre de Techniques 
d’Analyse/Synthèse de Texture dans un 
Schéma de Compression Vidéo 
 
 
 
 
Fabien Racapé 
 
 
 
 
En partenariat avec 
N° d’ordre :  
 
 
 
 
 
 
 
 
Table des matie`res
Remerciements v
Introduction ge´ne´rale et motivations 1
Pre´sentation ge´ne´rale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Organisation du document . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
I Contexte et e´tat de l’art 5
1 Synthe`se de textures 7
1.1 Pre´ambule : texture et synthe`se. . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.1 Qu’est-ce qu’une texture ? . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.2 Les diffe´rents types de textures. . . . . . . . . . . . . . . . . . . . . . 8
1.2 A propos de synthe`se. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Les champs de Markov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Les approches statistiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.1 Premie`res approches de synthe`se . . . . . . . . . . . . . . . . . . . . 12
1.4.2 Approches multire´solution et ondelettes . . . . . . . . . . . . . . . . 13
1.5 La synthe`se base´e pixel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5.1 Efros et Leung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5.2 L’approche de L.Y. Wei et M. Levoy . . . . . . . . . . . . . . . . . . 16
1.5.3 Sche´ma de M. Ashikhmin. . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.4 La k-cohe´rence propose´e par Tong et al. . . . . . . . . . . . . . . . . 21
1.5.5 D’autres optimisations apporte´es a` ce type d’algorithmes . . . . . . 22
1.5.6 Une approche pyramidale atypique . . . . . . . . . . . . . . . . . . . 23
1.5.7 Conclusion sur les approches pixels . . . . . . . . . . . . . . . . . . . 24
1.6 La synthe`se base´e patch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.6.1 Approches ale´atoires . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.6.2 les me´thodes exploitant le recouvrement de patchs . . . . . . . . . . 26
1.6.3 La synthe`se de textures quasi-re´gulie`res . . . . . . . . . . . . . . . . 29
1.7 La synthe`se EM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.7.1 De la the´orie EM a` la synthe`se de texture . . . . . . . . . . . . . . . 31
1.7.2 Algorithme de re´fe´rence par Kwatra et al. . . . . . . . . . . . . . . . 32
i
ii Table des matie`res
1.7.3 Version utilisant la k-cohe´rence . . . . . . . . . . . . . . . . . . . . . 34
1.8 Synthe`se inverse de texture . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.9 Me´thodes d’Inpainting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.9.1 Propagation de signal anisotrope . . . . . . . . . . . . . . . . . . . . 37
1.9.2 Combinaison de synthe`se de texture et propagation ge´ome´trique . . 39
1.10 Comparaisons et choix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.11 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2 La compression vide´o. 43
2.1 Exploitation de la perception visuelle. . . . . . . . . . . . . . . . . . . . . . 43
2.1.1 Repre´sentation des couleurs et formats d’images. . . . . . . . . . . . 44
2.1.2 Sensibilite´ au contraste. . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.1.3 Syste`me Visuel Humain et fre´quences spatiales. . . . . . . . . . . . . 46
2.1.4 Syste`me Visuel Humain et fre´quences temporelles. . . . . . . . . . . 46
2.2 Les principes ge´ne´raux de compression d’images fixes et anime´es. . . . . . . 47
2.2.1 La pre´diction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.2.2 La transformation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.3 La quantification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.2.4 Codage entropique re´versible. . . . . . . . . . . . . . . . . . . . . . . 50
2.3 Les techniques de´veloppe´es dans les standards de compression. . . . . . . . 51
2.3.1 Historique des normes et standards . . . . . . . . . . . . . . . . . . . 51
2.3.2 Syntaxe hie´rarchique. . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3.3 Les diffe´rents types d’images pour la pre´diction. . . . . . . . . . . . 52
2.4 Le standard H.264 MPEG-4/AVC. . . . . . . . . . . . . . . . . . . . . . . . 53
2.4.1 Pre´diction intra-images. . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.2 Pre´diction inter-images . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.3 Choix des modes de codage. . . . . . . . . . . . . . . . . . . . . . . . 57
2.4.4 Transforme´es discre`tes. . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.4.5 Nouveau codeur entropique. . . . . . . . . . . . . . . . . . . . . . . . 58
2.4.6 Vers le standard HEVC. . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.4.7 Conclusion sur les standards. . . . . . . . . . . . . . . . . . . . . . . 59
2.5 La compression et les mesures de distorsion. . . . . . . . . . . . . . . . . . . 59
2.5.1 Les distorsions dues a` la compression. . . . . . . . . . . . . . . . . . 60
2.5.2 Les me´thodes d’e´valuation subjective. . . . . . . . . . . . . . . . . . 60
2.5.3 Les me´thodes d’e´valuation objective. . . . . . . . . . . . . . . . . . . 61
2.5.4 Conclusion sur les me´triques. . . . . . . . . . . . . . . . . . . . . . . 64
2.6 De nouveaux outils. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.6.1 Choix des modes de pre´diction et distorsions associe´es . . . . . . . . 65
2.6.2 Le Template Matching pour la pre´diction intra . . . . . . . . . . . . 65
2.7 Les sche´mas adapte´s au contenu. . . . . . . . . . . . . . . . . . . . . . . . . 66
2.7.1 Motivations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.7.2 Approche multi-couches. . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.7.3 Approches parame´triques. . . . . . . . . . . . . . . . . . . . . . . . . 68
2.7.4 Sche´ma ge´ne´rique de compression oriente´ synthe`se. . . . . . . . . . . 69
2.7.5 Une me´trique pour attester de la qualite´ de la synthe`se. . . . . . . . 70
2.7.6 Compression d’images fixes utilisant des techniques d’inpainting. . . 70
2.7.7 Vers une approche utilisant de la synthe`se spatio-temporelle. . . . . 71
2.7.8 Utilisation de la synthe`se EM. . . . . . . . . . . . . . . . . . . . . . 75
2.7.9 Approches se´parant textures rigides et de´formables. . . . . . . . . . 76
Table des matie`res iii
2.8 Conclusion sur la compression vide´o. . . . . . . . . . . . . . . . . . . . . . . 78
II Contributions 79
3 Segmentation et caracte´risation de texture. 81
3.1 Caracte´risation de texture. . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1.1 Les me´thodes statistiques. . . . . . . . . . . . . . . . . . . . . . . . . 82
3.1.2 Les me´thodes spectrales. . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.2 Approche choisie : les descripteurs DCT. . . . . . . . . . . . . . . . . . . . . 83
3.2.1 Les descripteurs de Fourier ge´ne´ralise´s. . . . . . . . . . . . . . . . . . 84
3.2.2 Cre´ation des descripteurs DCT. . . . . . . . . . . . . . . . . . . . . . 86
3.2.3 Tests sur les invariances. . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.2.4 De´tection de parame`tres. . . . . . . . . . . . . . . . . . . . . . . . . 90
3.3 Travaux de segmentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.3.1 De´tection de contours. . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.3.2 Croissance de re´gions. . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.4 Outil de segmentation propose´. . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.4.1 La me´thode LAR (Locally Adaptive Resolution). . . . . . . . . . . . 97
3.4.2 LAR : approche re´gion. . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.4.3 Adaptation pour une segmentation au sens de la texture. . . . . . . 102
3.5 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4 Sche´ma de compression intra image. 107
4.1 Sche´ma global retenu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.2 Analyse de la texture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2.1 Segmentation spatiale. . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2.2 Caracte´risation de texture. . . . . . . . . . . . . . . . . . . . . . . . 109
4.3 Choix des algorithmes de synthe`se. . . . . . . . . . . . . . . . . . . . . . . . 112
4.3.1 E´tude des solutions base´es pixel. . . . . . . . . . . . . . . . . . . . . 112
4.3.2 Solution base´e patch. . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.4 Synthe`se de texture adapte´e aux re´gions. . . . . . . . . . . . . . . . . . . . . 113
4.4.1 Ordre de la synthe`se. . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.4.2 Choix de la forme et la taille du patch source. . . . . . . . . . . . . . 116
4.4.3 De´cision au codeur de l’algorithme de synthe`se. . . . . . . . . . . . . 119
4.5 Re´sultats. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.5.1 Mise en place des tests. . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.5.2 Tests subjectifs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.6 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5 Compression et synthe`se d’images anime´es. 129
5.1 L’estimation de mouvement. . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.1.1 Me´thodes fondamentales. . . . . . . . . . . . . . . . . . . . . . . . . 131
5.1.2 Mode`les d’estimation globale de mouvement. . . . . . . . . . . . . . 132
5.2 Sche´ma global. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.3 Segmentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.3.1 Segmentation et setimation de mouvement. . . . . . . . . . . . . . . 134
5.3.2 Segmentation spatiale. . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.3.3 Construction des re´gions a` synthe´tiser. . . . . . . . . . . . . . . . . . 138
5.4 Synthe`se temporelle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
iv Table des matie`res
5.4.1 Synthe`se dans un GOPM. . . . . . . . . . . . . . . . . . . . . . . . . 141
5.4.2 Adaptation des synthe`ses pixel et patch. . . . . . . . . . . . . . . . . 142
5.5 Inte´gration du sche´ma avec le standard H.264. . . . . . . . . . . . . . . . . 143
5.5.1 Segmentation temporelle imple´mente´e. . . . . . . . . . . . . . . . . . 143
5.5.2 Le mode Skip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.5.3 GOP et estimation affine de mouvement. . . . . . . . . . . . . . . . 147
5.6 Re´sultats et e´valuation subjective. . . . . . . . . . . . . . . . . . . . . . . . 151
5.7 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Conclusion et perspectives 155
Rappels des travaux re´alise´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Travaux restants et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A Sche´ma de raffinement de texture. 159
A.1 Synopsis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
A.2 Fonctionnelle a` maximiser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.3 Me´thode de raffinement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.4 Se´lection des re´gions repre´sentatives. . . . . . . . . . . . . . . . . . . . . . . 161
A.4.1 Recherche exhaustive. . . . . . . . . . . . . . . . . . . . . . . . . . . 162
A.4.2 Corre´lation croise´e. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
A.5 Tri des atomes du dictionnaire. . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.6 Encodage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.7 Analyse expe´rimentale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.7.1 Remarques pre´liminaires. . . . . . . . . . . . . . . . . . . . . . . . . 165
A.7.2 Potentiel de l’approche. . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.7.3 Division en cadrans. . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A.7.4 Corre´lation croise´e. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
A.8 Discussion, limitations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
B Image et se´quences utilise´es. 171
Publications personnelles 183
Bibliographie 183
Remerciements
Je tiens d’abord a` remercier l’e´quipe qui m’a encadre´ et conseille´ durant ces trois
anne´es. Elle est partage´e entre le Groupe Image de l’Institut d’Electronique et de Te´le´com-
munications de Rennes et le laboratoire Video Processing and Perception de Technicolor.
Un grand merci d’abord a` Olivier De´forges, mon directeur de the`se, dont les conseils,
les ide´es et le soutien n’ont pas faibli durant 3 ans. Merci aussi a` Marie Babel, qui a co-
encadre´ ces travaux de the`se. Le lecteur lui est par avance redevable de l’alle`gement du
manuscrit, notamment pour le nombre d’occurrences de  permettre  (il en reste).
Je tiens a` remercier les trois chefs qui se sont succe´de´ pour mon encadrement a` Tech-
nicolor :
Dominique Thoreau m’a guide´ de`s le stage de fin d’e´tude et jusqu’a` l’e´criture du
manuscrit de the`se qu’il a lu et relu. Il m’a aussi litte´ralement supporte´ d’interminables
minutes pendant mes innombrables de´faillances dans les de´vers du gymnase Fe´lix Masson.
Je´roˆme Vie´ron a ge´ne´reusement accepte´ l’e´preuve d’encadrer mes travaux de the`se apre`s
le stage. Inconditionnel de Renaud, il a finalement laisse´ be´ton Technicolor, repassant le
flambeau a` Dominique pour la dernie`re anne´e. Edouard Franc¸ois m’a accueilli dans son
 work package  et a garde´ un œil expert sur mes travaux jusqu’a` son de´part pour Canon.
Un petit be´mol pour les joggings dans lesquels je souffrais en faisant le double de foule´es,
la morphologie est injuste.
Cette e´quipe a constitue´ un excellent cadre pour mon entre´e dans la vie active, tant
pour les connaissances apporte´es que pour les aspects humains et les luttes partage´es.
Je tiens a` remercier chaleureusement mes rapporteurs MM. Ndjiki-Nya et Salembier
ainsi que M. Baskurt, pre´sident du jury, qui ont bien voulu porter leur attention sur mes
travaux.
Je remercie Je´re´my Aghaei Mazaheri et Simon Lefort qui ont contribue´ avec la manie`re
a` ces travaux durant leur pe´riode de stage.
Je remercie les membres et anciens membres du laboratoire Video Processing and Per-
ception, dirige´ par P. Guillotel, pour l’ambiance, la qualite´ des de´bats lors des pauses.
Merci aux kiteux, nageux, grimpeux, voileux, skieux et footeux pour le sport ne´cessaire a`
la compensation d’une journe´e (semaine ?) de debug. Plus pre´cise´ment, je remercie le gou-
rou Harouna Kabre pour sa maˆıtrise d’une situation toujours sous controˆle pendant ces
v
vi Remerciements
trois anne´es. Il a ge´re´ mon e´volution du grade de stagiaire de pacotille nouvelle ge´ne´ration
a` celui d’inge´nieur de brousse cosmoplane´taire.
Merci aussi aux membres du groupe image de l’IETR pour leur soutien. Un grand
merci particulie`rement a` Je´roˆme Gorin et Maxime Pelcat pour les bonnes heures passe´es
dans la salle 225, avec des blind tests a` la fin des journe´es difficiles. Ils reconnaˆıtront un
jour la valeur du film Le Havre d’Aki Kaurisma¨ki. Une seconde mention spe´ciale a` Luce
Morin qui me fait confiance pour la suite et qui fut une excellente co-confe´rencie`re.
Merci aux amis disse´mine´s un peu partout apre`s les e´tudes (Paris, Kyoto, Londres,
Lyon, La Haie, Zu¨rich, Le Havre. . . ), qui m’ont fait passer des week-ends re´frige´rants pour
les neurones.
Merci aux parents et la frangine qui sont venus assister a` la pre´sentation. Merci bien
suˆr a` toute la famille et la belle famille pour avoir pris soin du petit the´sard.
Un e´nooOOoorme merci enfin a` Lucile, ma che´rie, qui m’a supporte´ et chouchoute´
durant ces trois anne´es.
Introduction ge´ne´rale
E´voquer dans une meˆme phrase synthe`se et compression peut paraitre insense´. Si on
comprend qu’un sabre laser, dans un film, provient d’une image de synthe`se, on voit mal,
au premier abord, quelle synthe`se peut avoir lieu dans le de´codeur sous la te´le´vision, alors
que la mi-temps de la finale de la coupe du monde approche. C’est pourtant ce dont il
est question dans ce manuscrit. Sur cette te´le´vision dernier cri achete´e pour le mondial,
la qualite´ de l’image haute de´finition est quasi-irre´prochable. Cependant, pour qu’elle
apparaisse sur l’e´cran, il a fallu que l’image soit compresse´e pour eˆtre transmise, puis
rec¸ue et reconstruite dans le salon. Or cette pelouse, foule´e par les 22 acteurs, demande
beaucoup de donne´es a` transmettre avec un sche´ma actuel de compression, e´tant donne´s les
de´tails qui y sont contenus. Pourquoi alors ne pas garder uniquement certains e´chantillons
de cette pelouse, si l’œil humain ne fait pas la diffe´rence lorsque le reste est synthe´tise´ ?
Cette question constitue le point de de´part de ces travaux de the`se.
Pre´sentation ge´ne´rale
Les travaux de the`se pre´sente´s dans ce document s’inscrivent dans le domaine de la
compression des contenus multime´dia, images et vide´os. La croissance de la quantite´ d’in-
formations, demande´e par les applications telles que la te´le´vision haute de´finition ou encore
la diffusion de vide´os sur internet, suppose le de´veloppement conjoint de deux domaines : la
taille physique des canaux de transmission et les outils de compression. Le standard faisant
re´fe´rence actuellement, connu sous le nom de MPEG-4/AVC, permet de´ja` de re´duire le
contenu nume´rique a` transmettre, avec un minimum de de´gradations visuelles. Il convient
notamment au contexte de la te´le´vision nume´rique haute de´finition, c’est-a`-dire a` la trans-
mission et la re´ception d’images de taille 1920× 1080 pixels avec une fre´quence de 25Hz.
Or les te´le´viseurs sont maintenant capables d’afficher ces images a` des fre´quences nette-
ment supe´rieures. Cependant, la bande passante n’est pas extensible a` souhait pour les
ope´rateurs de diffusion. Ainsi ceux-ci e´mettent le plus souvent en mode entrelace´, qui per-
met d’afficher deux trames contenant la moitie´ des lignes, a` une fre´quence de 50Hz sans
augmenter la bande passante. Il est donc ne´cessaire, pour prolonger la progression de la
qualite´ des images, de travailler sur des outils de compression e´volue´s.
En particulier, la technique de codage des textures n’exploite pas pleinement leur
contenu. Elle repose sur un de´coupage en blocs re´guliers de l’image, quelque soit le type
de zone traite´e : contour, texture, mouvement. . . Les travaux pre´sente´s dans ce manuscrit
tentent de proposer une alternative permettant de re´duire significativement la quantite´
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d’informations ne´cessaire a` la transmission d’une re´gion texture´e. Ce type de sche´ma vise
a` se´lectionner de petits e´chantillons de texture, repre´sentatifs de la re´gion plus vaste a`
laquelle ils appartiennent. Aussi, il ne sera plus ne´cessaire de transmettre la re´gion dans
son inte´gralite´. Le de´codeur, a` l’aide de ces e´chantillons, sera capable de reconstruire la zone
manquante, en dissimulant au mieux ce processus a` l’observateur. De telles approches sont
de´ja` apparues dans la litte´rature. La figure 1 permet de donner un aperc¸u du sche´ma global
d’encodage de´codage de´veloppe´. Oriente´es contenu ou synthe`se suivant les appellations,
ces techniques sont en rupture avec les codeurs existants, et sont donc tre`s de´licates a`
mettre au point et a` rendre robustes. A` l’aide des outils succinctement e´voque´s dans le
paragraphe suivant et de´taille´s dans les chapitres a` venir, ces travaux tentent donc de
contribuer a` l’e´laboration d’un tel sche´ma de compression.
Contributions
Plusieurs approches de construction d’un sche´ma global de compression, ainsi que plu-
sieurs outils associe´s de synthe`se et d’analyse de texture, sont pre´sente´s dans ce document.
Dans un premier sche´ma, des e´chantillons de petite taille, repre´sentatifs du reste des
textures, sont de´tecte´s afin d’eˆtre encode´s avec une meilleure qualite´ que le reste de l’in-
formation. Au moment du de´codage de la se´quence, ces  patchs  servent de source a` une
e´tape de raffinement des de´tails des textures encode´es a` une qualite´ moindre. L’inte´reˆt de
ce sche´ma re´side dans une redistribution des de´bits alloue´s aux re´gions en fonction de ce
qu’elles peuvent propager aux autres au niveau de la reconstruction. Pour cela, l’ope´ration
de raffinement potentielle est estime´e coˆte´ codeur afin de mesurer l’impact de ces patchs
et de de´tecter ceux qui sont capables d’ame´liorer la qualite´ globale de l’image reconstruite.
Cette me´thode a e´te´ implante´e et teste´e avec un outil de raffinement directement appli-
cable dans le domaine transforme´ : les hautes fre´quences des patchs appartenant aux zones
qui ont e´te´ de´grade´es sont ajoute´es par un encodage de moindre qualite´.
Malgre´ des premiers re´sultats prometteurs, les limites fortes nous ont contraints a` revoir
la conception du sche´ma global. Ainsi, il apparaˆıt que tenter de de´tecter quelques patchs
repre´sentatifs, tout en encodant le reste des textures, ne permet pas une re´organisation effi-
cace du de´bit. Le proble`me est donc inverse´ dans la suite : ce sont les re´gions synthe´tisables
qui ne seront pas transmises, ou du moins sous-re´solues afin de pre´server du de´bit. Il faut
pour cela localiser et segmenter les re´gions candidates de manie`re cohe´rente avec les outils
de codage et de synthe`se utilise´s. Ce premier sche´ma non retenu sera de´taille´ en annexe
afin de privile´gier la cohe´rence du manuscrit avec l’approche par synthe`se de texture.
Une e´tape d’analyse est propose´e via des outils de segmentation de re´gions et de ca-
racte´risation des textures qui s’y trouvent. La segmentation des images est un vaste do-
maine qui ne permet pas de de´finir un outil ide´al universel. Notre travail a donc consiste´ a`
trouver et utiliser des outils cohe´rents entre eux et adapte´s au contexte de la compression
oriente´e synthe`se de texture.
L’utilisation d’outils de synthe`se de texture nous a conduits a` implanter et tester plu-
sieurs solutions classiques de la litte´rature [WL00, Ash01, TZL+02, KSE+03, KAK05,
HTW07] afin de trouver les plus adapte´es a` l’approche de compression vise´e. Ainsi, l’ap-
proche de L.Y. Wei et M. Levoy [WL00], fonde´e sur une construction pixel a` pixel, et celle
de V. Kwatra [KSE+03], fonde´e sur l’ajout de patchs, ont e´te´ retenues tant pour leurs
performances d’un point de vue qualite´ visuelle que pour la facilite´ d’adaptation a` notre
contexte d’e´tude. La comple´mentarite´ de ces deux approches applique´es en fonction du
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Figure 1 – Illustration de l’approche propose´e
type de texture traite´ a motive´ l’e´laboration d’un sche´ma permettant d’utiliser l’une des
deux me´thodes pour chaque re´gion a` synthe´tiser. Dans l’optique d’adapter ce syste`me aux
contraintes de la compression, les innovations suivantes ont e´te´ propose´es :
• la de´tection automatique des parame`tres ne´cessaires via l’e´tape d’analyse,
• la construction d’un patch atypique, de´die´ a` la reconstruction de re´gions contraintes
par leur voisinage,
• la de´finition d’un ordre de synthe`se souple et robuste compatible avec les deux ap-
proches,
• les de´cisions sur le type d’algorithme (base´ pixel ou patch) en fonction de la texture
en cours.
Apre`s la construction, l’optimisation et l’e´valuation d’une me´thode intra image, un
sche´ma inter image est propose´. L’aspect temporel ne´cessite alors l’utilisation d’une ana-
lyse temporelle a` plusieurs niveaux. Un outil d’estimation de mouvement affine permet
d’accomplir une segmentation des re´gions cohe´rentes en mouvement, mais conduit aussi
a` une synthe`se efficace des re´gions correctement mode´lise´es. Enfin, une e´volution tempo-
relle des outils de synthe`se oriente´s pixel et patch est de´crite, permettant de limiter les
scintillements dus aux inconsistances temporelles d’une synthe`se re´alise´e image par image.
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Organisation du document
Ce document est divise´ en deux parties distinctes, elles-meˆmes subdivise´es en plusieurs
chapitres. La premie`re partie pre´sente l’e´tat de l’art des deux grands domaines aborde´s par
ces travaux de the`se, a` savoir la synthe`se de texture et la compression vide´o. La deuxie`me
partie de´taille les contributions des travaux effectue´s, a` savoir l’e´laboration de me´thodes
d’analyse de texture et la construction de sche´mas de compression oriente´s synthe`se de tex-
ture. Le contenu des diffe´rents chapitres de ce manuscrit est introduit dans les paragraphes
suivants.
Chapitre 1. Une multitude d’algorithmes de synthe`se ont vu le jour avec l’essor
de l’infographie. Ce chapitre vise a` donner un large aperc¸u de la gamme des algorithmes
existants, puis d’en de´tailler les principales approches. L’efficacite´ et les re´sultats en images
seront expose´s afin d’en e´valuer les plus pertinentes pour notre contexte d’e´tude. Enfin,
des techniques d’inpainting sont de´crites : elles permettent de propager un signal tronque´
sur de petites surfaces. Ces me´thodes prenant en compte l’environnement de la surface a`
synthe´tiser sont importantes dans notre contexte d’utilisation.
Chapitre 2. Nous commencerons par pre´senter dans ce chapitre les diffe´rentes tech-
niques visant a` re´duire les quantite´s d’informations a` transmettre en exploitant les pro-
prie´te´s du syste`me visuel humain. Les caracte´ristiques des sche´mas principaux des stan-
dards existants et le futur standard HEVC seront ensuite de´taille´s. Les me´triques permet-
tant de de´terminer la qualite´ de reconstruction des vide´os de´code´es seront aussi de´crypte´es
pour comprendre les proble´matiques lie´es aux futurs sche´mas de compression. Enfin seront
pre´sente´s les sche´mas de compression oriente´s contenu de la litte´rature. Ce dernier sche´ma,
faisant souvent appel au domaine de la synthe`se de texture, constitue l’e´tat de l’art des
sche´mas vise´s dans ces travaux de the`se.
Chapitre 3. Deux outils principaux se comple`tent afin d’analyser les se´quences
source dans l’optique de construire un sche´ma de compression oriente´ synthe`se : la ca-
racte´risation et la segmentation des textures. Les deux premie`res sections visent a` de´tailler
les outils de caracte´risation de texture. Apre`s un e´tat de l’art, la construction de descrip-
teurs permettant de de´terminer certains parame`tres des textures sera propose´e. Les deux
dernie`res sections abordent la proble´matique de la segmentation du contenu. Une me´thode
comple`te est propose´e, fonde´e sur des outils de compression, et en lien avec les descripteurs
propose´s et les algorithmes de synthe`se se´lectionne´s.
Chapitre 4. La construction d’un sche´ma de compression intra image est ici de´taille´e.
Apre`s la proposition d’une approche de compression oriente´e raffinement de texture, ses
limites orientent les travaux vers un sche´ma de synthe`se de re´gions segmente´es et ca-
racte´rise´es. L’accent est mis sur la cohe´rence de la chaine ainsi que l’adaptation des
diffe´rents outils au contexte, notamment des algorithmes de synthe`se utilise´s.
Chapitre 5. Le de´veloppement d’un sche´ma de compression oriente´ synthe`se fonc-
tionnant sur des se´quences vide´o est de´crit. Les e´volutions ne´cessaires du sche´ma retenu
pour le chapitre pre´ce´dent sont de´taille´es. L’utilisation d’outils d’estimation de mouve-
ment est notamment de´crite, afin de segmenter des re´gions cohe´rentes temporellement
et de compenser en mouvement les re´gions rigides, dont les variations sont correctement
mode´lise´es.
Premie`re partie
Contexte et e´tat de l’art
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CHAPITRE 1
Synthe`se de textures
Ce chapitre vise a` donner un e´tat de l’art des algorithmes de synthe`se de texture.
Apre`s avoir de´fini et de´crit ce que l’on entend par texture au sens de l’image nume´rique,
les diffe´rentes approches seront donc introduites, de´taille´es et compare´es. La multitude
des algorithmes de synthe`se dans la litte´rature de´montre leur inte´reˆt pour des applica-
tions diverses allant de la restauration de contenus alte´re´s [YHS03] aux jeux vide´os en 3
dimensions. Du fait de cette abondance, des choix d’imple´mentation ont ne´cessairement
e´te´ faits. Certaines me´thodes seront plus de´taille´es et analyse´es du fait qu’elles ont e´te´
imple´mente´es dans le cadre de ces travaux. La proble´matique de cette the`se restant at-
tache´e a` la compression d’images et de vide´os hors du domaine de la 3D, les extensions
d’algorithmes conc¸ues afin de plaquer des motifs sur des objets en 3 dimensions ne seront
pas mentionne´es.
Apre`s avoir de´fini les textures dans ce contexte d’e´tude, les principaux termes utilise´s
dans le domaine de la synthe`se seront introduits. Les principales approches contenues
dans la litte´rature seront enfin de´taille´es et compare´es dans l’optique d’un sche´ma de
compression. Enfin les techniques d’inpainting, de´die´es au remplissage de blocs d’image
a` partir du contour, seront de´veloppe´es puisqu’elles s’appuient parfois sur la propagation
des textures.
1.1 Pre´ambule : texture et synthe`se.
1.1.1 Qu’est-ce qu’une texture ?
Un papier peint, une pelouse, du sable... Les textures sont omnipre´sentes dans notre
champ de vision, et le sont par conse´quent lorsqu’elles sont capture´es par un appareil
photo ou une came´ra vide´o. Dans ce contexte, on limite d’abord la de´finition de la texture
au sens de la vision. La texture a d’abord e´te´ de´finie par l’e´tat d’un mate´riau qui est
tisse´ (dictionnaire Larousse, 2010). Dans le domaine de l’image nume´rique, une texture est
constitue´e d’un ensemble de pixels de´finissant une re´gion de l’image posse´dant certaines
caracte´ristiques statistiques et visuelles. Une re´gion texture´e est ainsi de´finie comme une
surface non uniforme qui partage des caracte´ristiques statistiques qui ne peuvent pas eˆtre
discerne´es par la perception visuelle [Jul62]. Cette remarque de´finit la proprie´te´ fondamen-
tale d’une texture : la stationnarite´. Une distribution est par essence stationnaire si sa
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Figure 1.1 – Re´gions texture´es : la re´gion contenant les feneˆtres (c) et (d) est dite texture´e, elle
re´pond au crite`re de stationnarite´ puisque (c) et (d) apparaissent visuellement similaires. Ce qui
n’est pas le cas pour (a) et (b).
régulières irrégulières stochastiquesquasi-régulières quasi-stochastiques
Figure 1.2 – Gamme des textures suivant leur structure fournie dans [Lin05].
loi spatiale est invariante par translation. Cependant, dans le cadre de l’image nume´rique
et de la synthe`se, on utilisera une de´finition plus large fonde´e sur des proprie´te´s visuelles
permettant une certaine tole´rance sur le crite`re de stationnarite´. Pour illustrer la station-
narite´, la figure 1.1 repre´sente une image sur laquelle on pose des feneˆtres de meˆme taille
en diffe´rentes positions. Dans ce contexte, une re´gion sera donc dite stationnaire si l’image
parait similaire, observe´e a` travers deux feneˆtres situe´es a` diffe´rentes positions. Le concept
de stationnarite´, de´fini comme tel, introduit une notion de subjectivite´, e´tant fonde´ sur
une proprie´te´ visuelle. Il n’est donc pas vu ici comme un crite`re strictement discriminant.
Ainsi, une large gamme de surfaces peut eˆtre perc¸ue comme texture qu’il va falloir
de´crire et caracte´riser. De´crire une texture consiste a` en identifier les caracte´ristiques
visuelles, i.e. le contraste, la re´gularite´, la fre´quence, la granularite´, l’orientation [Law80]...
Le paragraphe suivant pre´sente certaines proprie´te´s permettant de classer les textures.
1.1.2 Les diffe´rents types de textures.
Certaines surfaces peuvent eˆtre de´finies par l’identification d’un motif, i.e. une primitive
de texture qui, propage´e de manie`re ale´atoire ou re´gulie`re, permet de construire la surface
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Figure 1.3 – Gamme des textures suivant le niveau de de´tails.
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Figure 1.4 – Spectre des textures suivant la taille des motifs approxime´e en pixels
texture´e. Ne´anmoins, il n’est pas possible de de´terminer le motif e´le´mentaire d’une sur-
face re´gie par un mode`le purement stochastique. Une classification, de´crite dans [LLH04],
distingue les textures suivant leur structure, a` savoir : texture purement re´gulie`re ou tex-
ture purement stochastique. La premie`re est de´finie par la re´pe´tition exacte d’un motif
e´le´mentaire alors qu’il apparaˆıt impossible, pour la deuxie`me, de de´tecter une quelconque
primitive. La version illustre´e repre´sente´e dans la figure 1.2 de cette meˆme classification,
apposant les textures de la surface re´gulie`re a` la surface stochastique, est propose´e dans
[Lin05]. Cette fac¸on de classer est tre`s pertinente pour la synthe`se de texture car elle dis-
tingue certains algorithmes plus efficaces pour re´pe´ter des motifs de ceux qui vont donner
une bonne impression de granularite´ stochastique stationnaire. Elle permet donc de cibler
le synthe´tiseur en fonction de la texture source, en te´moignent les travaux pre´sente´s dans
[LTL02, LLH04] qui traite uniquement de la synthe`se de textures quasi re´gulie`res. On peut
penser cependant a` d’autres classifications :
• La figure 1.3 classe les textures en fonction de leur niveau de de´tails. Ce niveau
de de´tails permet par exemple de distinguer les textures avec de forts gradients et
contenant des fre´quences spatiales e´leve´es de celles plus lisses, telles que de l’eau
ou des nuages seront mieux reproduites par d’autres algorithmes. Cette distinction
permet d’adapter le traitement aux caracte´ristiques du signal.
• Une autre manie`re de classer peut aussi se fonder sur la taille des motifs a` reproduire.
Cette taille est bien e´videmment essentielle pour le choix ou le parame´trage des
algorithmes. La figure 1.4 ordonne les textures suivant la taille du motif e´le´mentaire.
Le but est alors de trouver des algorithmes ou des parame´trages permettant de
synthe´tiser la plus large gamme de textures quelle que soit la classification.
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Figure 1.5 – Ordre de parcours de l’image raster scan.
1.2 A propos de synthe`se.
Un algorithme de synthe`se de texture permet de cre´er une grande surface texture´e a`
partir d’un e´chantillon source de taille re´duite. La ge´ne´ralite´ de cette de´finition conduit a`
une diversite´ d’applications possibles. Cependant, la plupart des travaux pre´sente´s dans ce
chapitre se situent principalement dans le domaine de l’infographie. Le domaine des jeux
vide´o, par exemple, ou autres simulateurs, sont avides de ce type d’algorithmes : il s’agit en
effet d’afficher les diffe´rents objets mode´lise´s ou les surfaces texture´es, sans avoir a` stocker
de trop grandes quantite´s d’information. Certaines applications, comme le mapping (ou
cartographie) de textures sur des solides en 3 dimensions, ciblent des domaines e´loigne´s
de la compression de vide´os. Ces techniques ne seront donc pas aborde´es dans ce chapitre,
focalise´ sur la synthe`se de texture sur des surfaces 2D.
La synthe`se de texture s’inspire directement des mode`les probabilistes afin de mode´liser
la surface de sortie a` partir de celle de l’e´chantillon d’entre´e. Plusieurs approches fonda-
mentales de mode´lisation de la synthe`se se confrontent et se divisent en deux grandes
cate´gories.
• L’approche parame´trique : elle repose sur la de´termination des parame`tres du mode`le
probabiliste. Ces parame`tres e´tant estime´s, ils servent directement a` l’algorithme de
synthe`se.
• L’approche non-parame´trique : aucun mode`le de texture n’est pre´e´tabli. La synthe`se
et la mode´lisation de la texture de sortie sont conduites de fac¸on simultane´e.
Chacune de ces approches posse`de ses avantages et inconve´nients. L’approche parame´trique
est efficace : suite a` une analyse des parame`tres, l’e´tape de synthe`se converge rapidement.
Elle est cependant inadapte´e a` la synthe`se de textures qui ne sont pas re´ellement sta-
tionnaires. De le´ge`res variations globales peuvent en effet eˆtre observe´es, occasionnant des
synthe`ses de´faillantes. L’approche non-parame´trique se re´ve`le, quant a` elle, plus laborieuse
puisque l’estimation des parame`tres est indissociable de l’e´tape de synthe`se elle meˆme. La
gamme des textures qu’il est possible de synthe´tiser est ne´anmoins plus large.
A partir de ces deux types d’approches, les sections suivantes montrent la difficulte´ de
trier les algorithmes par famille, tant les parame`tres a` prendre en compte et les strate´gies
divergent. En effet, certains algorithmes construisent la surface motif a` motif, ou pixel
a` pixel, de´terminent directement une loi de probabilite´ sur la surface entie`re, ou encore
utilisent une approche multire´solution...
A propos du vocabulaire de la synthe`se.
• Patch : ce terme de´signe au de´part l’e´chantillon source de texture pour la synthe`se.
Cependant, ce terme peut a` la fois de´crire l’e´chantillon source de texture mais
aussi une sous-partie de celui-ci qui est se´lectionne´e pour eˆtre ajoute´e a` la surface
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Figure 1.6 – Forme en L d’un voisinage causal de 7 pixels de coˆte´ dans l’ordre raster scan.
synthe´tise´e. Une confusion pouvant s’installer lors de la synthe`se dite base´e patch,
on pre´cisera dans les cas de doute : patch source afin d’identifier la texture source.
• Raster scan : ordre de parcours d’une image nume´rique dans l’ordre de la lecture,
i.e. de gauche a` droite avec un retour a` la gauche pour le saut a` la ligne suivante.
Cet ordre, commune´ment utilise´ dans le traitement des images nume´riques, et par-
ticulie`rement dans le domaine de la compression, est illustre´ par la figure 1.5
• Voisinage : ensemble 2D de pixels contenus dans l’environnement direct d’un pixel
ou d’un groupe de pixels conside´re´. Un voisinage causal contient ainsi des pixels
de´ja` reconstruits a` l’instant t de traitement du pixel courant. La figure 1.6 illustre
un voisinage typique a` base carre´, dans lequel on n’a garde´ que les pixels connus
d’apre`s l’ordre de synthe`se raster scan.
La section suivante introduit les champs Markoviens qui constituent une proprie´te´
fondamentale re´gissant une majorite´ des algorithmes de´crits dans les parties suivantes.
1.3 Les champs de Markov
Les champs de Markov 2D, introduits dans [Bes74], repre´sentent une extension des
chaˆınes de Markov au domaine de l’image ou a` un graphe 2D. Dans le contexte d’une
image nume´rique, le champ est constitue´ d’un re´seau S discret et fini de pixels a` valeurs
dans N2, pour une image en niveaux de gris. Pour de´crire les interactions locales, on de´finit
un syste`me de voisinage ν = {νs‖s ∈ S} par les deux conditions :{
s /∈ νs
∀(s, t) ∈ S × S s ∈ νt ⇔ t ∈ νs (1.1)
Si x est la valeur du pixel a` la position s, on de´finit un champ de Markov X par le fait
que la probabilite´ conditionnelle locale en s n’est de´pendante que de son voisinage νs.
Formellement, on de´finit xs = {xt|t ∈ νs}. Les probabilite´s conjointes associe´es au champ
de Markov X s’e´crivent
P (X(s) = xs|X(S\s)) = P (X(s) = xs|X(νs)). (1.2)
Un champ de Markov est donc la re´alisation d’un processus stochastique, stationnaire
et local. La valeur d’un pixel n’est de´pendante que de celles de ses voisins locaux, cette
proprie´te´ e´tant inde´pendante de la localisation du pixel sur la surface synthe´tise´e.
Les champs de Markov se sont re´ve´le´s efficaces pour une multitude d’approches dans le
domaine de l’infographie [KSS80, CJ83, GG86, Li95, DV05], et tout particulie`rement pour
la synthe`se de texture, en te´moigne le nombre d’algorithmes pre´sente´s ci-apre`s qui s’en
inspirent. Par exemple, certains algorithmes utilisent les champs de Markov. Du faitde la
proprie´te´ suivante : l’ajout de pixels ou de groupes de pixels se fait uniquement a` partir
de l’e´tude de leur voisinage pre´ce´demment reconstruit. La volonte´ premie`re de ce type
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de solution reste de construire une texture stationnaire visuellement similaire au patch
source.
Les premiers algorithmes de synthe`se, pre´sente´s dans la partie suivante, s’inspirent
ainsi directement de processus stochastiques tels que les champs Markoviens. Le but est
alors de faire converger certaines proprie´te´s (espe´rance, moments d’ordres supe´rieurs...) de
la surface synthe´tise´e vers celles du patch source conside´re´.
1.4 Les approches statistiques
1.4.1 Premie`res approches de synthe`se
Les tous premiers algorithmes de synthe`se de texture sont re´gis par des approches
proce´durales, c’est a` dire par des processus qui transforment un signal pre´de´fini en tex-
ture. Par exemple, les fonctions non-line´aires de Perlin [Per85] permettent de converger
vers une texture donne´e. R. Chellapa propose lui dans [CK85] l’application d’un mode`le
autore´gressif 2D pour la synthe`se de texture. Dans un mode`le autore´gressif, la valeur
d’un pixel synthe´tise´ de´pend d’une combinaison de celles de ses voisins dans toutes les
directions, additionne´ d’un bruit blanc additionne´, soit
Is =
∑
r∈Ns
θrIr + er (1.3)
avec Is la valeur du pixel a` la position s, Ns le voisinage de la position s, θr les parame`tres
du mode`le, et er le bruit blanc uniforme´ment distribue´. Cette approche parame´trique
ne´cessite donc d’estimer les parame`tres θr afin de mode´liser la texture.
La limitation principale de ces synthe´tiseurs re´side dans le fait qu’il faut construire
un synthe´tiseur par texture. C’est pourquoi de nouvelles fonctions de base ont e´te´ ensuite
propose´es dans [Wor96] afin de cre´er et d’enrichir les fonctions de base de [Per85] encore
appele´es bruit de Perlin. De plus, B. Julesz a fait l’hypothe`se dans [Jul81] que les processus
d’ordre infe´rieur a` trois n’e´taient pas capables de reproduire une texture naturelle visuel-
lement satisfaisante. L’utilisation des champs de Markov de´crits dans la partie pre´ce´dente
est en mesure de re´pondre a` ce crite`re. C’est pourquoi la plupart des algorithmes suivants
s’en sont inspire´s.
Un algorithme de´crit dans [CCB85] propose ainsi d’appliquer d’abord le mode`le des
champs markoviens au codage des textures, en utilisant la me´thode des moindres carre´s
afin d’estimer les parame`tres du mode`le.
Une approche de synthe`se combinant champs de Markov et filtres multicanaux est
de´crite dans [ZWM98]. La synthe`se est produite a` partir d’un filtrage parame´tre´ d’une
surface par un e´chantillon de de´part, appele´ FRAME pour Filters, Random Fields and
Maximum Entropy. L’effort a` produire reste cependant prohibitif en termes de couˆts de
calcul d’abord par les larges filtres a` adopter pour les caracte´ristiques basses re´solutions
des motifs. De plus, la convergence de l’e´chantillonnage n’est pas maitrise´e au niveau du
nombre d’ite´rations a` appliquer.
Certaines applications utilisent directement des mode`les statistiques afin de cre´er des
textures e´voluant dans le temps et ainsi cre´er des se´quences vide´o de texture. On peut
citer par exemple les travaux pre´sente´s dans [LLAY06], qui s’appuient sur une approche
non parame´trique. Cette synthe`se dynamique de textures est focalise´e sur une approche
temporelle de l’e´volution des parame`tres fre´quentiels de la texture. D’autres approches
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Figure 1.7 – Pyramide d’images.
parame´triques [SP95, SDW01, WZ02] permettent aussi de mode´liser des variations tempo-
relles. Elles sont malheureusement quasi inutilisables dans le domaine de la reconstruction
de re´gions pour la compression puisqu’elles ne permettent pas de propager les motifs de´ja`
pre´sents autour des re´gions.
Les algorithmes fonde´s sur les champs de Markov conside`rent donc la probabilite´ de la
valeur d’un pixel uniquement en prenant en compte les pixels voisins. La conception de ce
voisinage peut ne´anmoins poser proble`me. En effet, dans le cas des textures compose´es de
larges primitives ou de structures atypiques, la conside´ration d’un voisinage tre`s restreint
ne suffit pas. D’un autre coˆte´, l’utilisation d’approches non-parame´triques, capables de
synthe´tiser une large gamme de textures puisque le parame´trage est lie´ au processus de
synthe`se, s’ave`re fastidieuse lors de la conside´ration de larges voisinages. C’est pourquoi
les algorithmes de la partie suivante se proposent de pallier ces de´faillances en utilisant
des approches pyramidales.
1.4.2 Approches multire´solution et ondelettes
L’approche multire´solution ou pyramidale repose sur le fait de construire une pyramide,
c’est a` dire un e´difice constitue´ a` la base de l’image source de´finissant le niveau 0, et de
N − 1 versions sous-re´solues, N e´tant le nombre d’e´tages de la pyramide. La structure
classiquement utilise´e est dite dyadique, puisque les dimensions de chaque e´tage d’indice
n suivent {
NbCol(n) =
NbCol(0)
2n
NbLig(n) =
NbLig(0)
2n
, (1.4)
ou` NbCol et NbLig correspondent respectivement au nombre de colonnes et de lignes. Par
construction, chaque niveau n de la pyramide est obtenu en conservant un pixel sur 4 de
l’image au niveau n − 1, comme illustre´ sur la figure 1.7. La diffe´rence entre les types de
pyramides re´side dans le filtre qui permet de passer d’un e´tage donne´ a` l’e´tage supe´rieur,
comme par exemple le filtrage gaussien pour les pyramides du meˆme nom. Cette structure
a l’inte´reˆt de permettre la manipulation se´pare´e des basses fre´quences spatiales et des
de´tails. Ainsi, il sera possible de commencer a` synthe´tiser les larges structures graˆce aux
e´tage supe´rieurs de la pyramide, puis d’affiner les de´tails par le traitement de l’e´tage 0
de´finissant l’image de sortie en pleine re´solution.
La me´thode de R. Paget et I. D. Longstaff de´crite dans [PL95] se propose elle d’utiliser
un mode`le non parame´trique fonde´ sur les champs de Markov. Cette me´thode est inspire´e
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Figure 1.8 – Approche hierarchique de synthe`se de texture [DB97].
des modes conditionne´s ite´ratifs ou ICM de´crits dans [Bes86] qui permettent une relaxa-
tion de´terministe du champ, sense´e trouver en chaque position un maximum local de la
fonction de densite´ de probabilite´s (ou PDF) jointe. Cette me´thode utilise une approche
multire´solution ou` la pyramide est synthe´tise´e de la re´solution la plus basse jusqu’a` la
pleine re´solution. A chaque fois qu’un e´quilibre est trouve´ en utilisant les ICM a` un niveau
donne´, l’image est sur-e´chantillonne´e et prise comme initialisation pour le niveau suivant.
Cette me´thode donne des re´sultats visuels perfectibles mais inte´ressants sur les textures
de la base de Brodatz [Bro99].
Un nouveau sche´ma multire´solution est pre´sente´ dans [HB95], fonde´ sur le raffinement
ite´ratif des histogrammes des sous-bandes d’une pyramide construite a` partir de filtrages
line´aires. La surface a` synthe´tiser est initialise´e par un bruit blanc. Pour chaque ite´ration,
les pyramides de l’e´chantillon source et de sortie sont construites. L’histogramme de chaque
sous-bande de sortie est ensuite apparie´ a` la sous-bande correspondante de la pyramide
calcule´e a` partir de la source. Cette technique produit de bons re´sultats pour la synthe`se de
textures stochastiques. Elle reste cependant perfectible, comme les me´thodes pre´ce´dentes,
pour les motifs plus structure´s.
Utilisation des ondelettes
Les ondelettes qui ont inonde´ le domaine du traitement d’image par leurs performances
dans de nombreux domaines, n’ont pas fait l’impasse sur la synthe`se de texture. Une
approche multire´solution de synthe`se utilisant une structure hie´rarchique est de´veloppe´e
dans [DB97]. Ce sche´ma s’appuie sur le fait que les images texture´es, lorsqu’elles sont
sous-e´chantillonne´es, contiennent des re´gions peu diffe´rentes les unes des autres. Ainsi,
les auteurs soutiennent qu’une re´organisation des basses fre´quences, en manipulant une
version sous-e´chantillonne´e plusieurs fois, et en laissant inchange´es les hautes fre´quences,
ne va pas changer les caracte´ristiques visuelles principales de la texture. La figure 1.8
met en e´vidence des re´gions qui sont potentiellement interchangeables a` certains niveaux
de re´solution tout en gardant les hautes fre´quences, ce qui revient pour cette texture a`
de´placer des galets entiers.
De la meˆme manie`re, J. Portilla et E. Simoncelli dans [PS00b], utilisent une trans-
forme´e en ondelette. Les coefficients sont ensuite mode´lise´s par un histogramme afin d’es-
timer l’image de sortie, bande par bande. Cette me´thode produit des re´sultats visuels les
plus convaincants par rapport aux autres approches parame´triques. On peut encore citer
[Men01] qui propose une me´thode non parame´trique utilisant la cre´ation d’une pyramide
fonde´e sur la transforme´e en ondelettes discre`tes. L’apparition d’un coefficient a` un e´tage
de la pyramide de´pend directement de l’apparition des coefficients correspondants aux
niveaux supe´rieurs.
L’utilisation de pyramides a permis une avance´e conside´rable dans l’ame´lioration no-
tamment des approches non-parame´triques, qui peinaient a` reproduire de larges motifs de
par la localite´ inhe´rente aux mode`les stochastiques. Elle a d’ailleurs e´te´ reprise dans les
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Figure 1.9 – Me´thode de A. Efros pour la recherche du meilleur repre´sentant dans le patch.
algorithmes pre´sente´s dans la suite, qui proposent de construire des surfaces en ajoutant
un a` un des e´le´ments de la texture source.
1.5 La synthe`se base´e pixel
Les me´thodes de´crites dans cette partie sont dites base´es pixel dans la mesure ou` la
surface de sortie est synthe´tise´e par un processus ajoutant un pixel a` la fois, jusqu’au
remplissage total de la surface. Il ne s’agit donc plus de regarder directement la surface
synthe´tise´e dans son ensemble et de filtrer le signal, mais de construire une texture, pixel
a` pixel, la manie`re de choisir les pixels cre´ant la diversite´ des algorithmes suivants.
1.5.1 Efros et Leung
Le premier sche´ma de synthe`se inspire´ des champs de Markov est de´crit dans [EL99].
L’ide´e de base de ce synthe´tiseur est illustre´e par la figure 1.9. La surface synthe´tise´e est
initialise´e avec un e´chantillon de 3× 3 pixels provenant d’une position prise ale´atoirement
dans le patch source. Une liste, trie´e ale´atoirement, des pixels adjacents permet ensuite
de faire grandir la re´gion initiale jusqu’a` atteindre la taille de surface de sortie de´sire´e.
La synthe`se de chaque pixel de sortie ne´cessite la de´finition dynamique de son voisinage,
c’est a` dire un ensemble de pixels de´ja` reconstruits appartenant a` une feneˆtre de taille
re´glable par l’utilisateur. Ce voisinage est ensuite compare´ a` tous ceux contenus dans le
patch suivant la norme Euclidienne ou L2, i.e. la Somme des Carre´s des E´carts (SCE)
(SSE en anglais). Une liste des voisinages du patch retournant une erreur infe´rieure a` un
seuil donne´ est alors constitue´e. Un de ces voisinages est finalement ale´atoirement choisi
et la valeur de son pixel central est alors affecte´e a` la position courante.
Bien qu’e´le´gante par sa simplicite´ et des re´sultats visuels encourageant sur certains
types de textures, pre´sente´s sur la figure 1.10, cette me´thode posse`de quelques limita-
tions. E´tant donne´ l’ordre de la synthe`se et la forme changeante des voisinages suivant
les pixels disponibles, certaines configurations, comme les textures re´gulie`res aux larges
motifs, peuvent produire une synthe`se me´diocre. La technique suivante utilise une forme
et une taille de voisinage fixes, afin de pallier ce proble`me.
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Figure 1.10 – Re´sultats de la synthe`se de [EL99]. w correspond a` la taille en pixels du coˆte´ du
voisinage carre´ utilise´.
image synthétisée
Figure 1.11 – Pe´riodisation de l’image pour la synthe`se des pixels de bords en haut et a` gauche.
1.5.2 L’approche de L.Y. Wei et M. Levoy
Synthe´tiseur basique
Cette technique, de´veloppe´e dans [WL00], reprend l’ide´e de synthe´tiser un a` un les
pixels via une comparaison de leur voisinage causal i.e. les pixels pre´ce´demment recons-
truits appartenant a` un voisinage spatial de taille de´finie par l’utilisateur. Cependant,
plusieurs diffe´rences fondamentales permettent de pallier les de´faillances du sche´ma de´crit
dans [EL99].
• L’image de sortie est synthe´tise´e dans l’ordre raster scan (figure 1.5).
• La taille du voisinage de comparaison est fixe durant la synthe`se, et par conse´quent
la forme graˆce a` l’ordre de synthe`se.
• Les pixels de la surface de sortie sont initialise´s ale´atoirement afin d’amorcer la
synthe`se. Pour ce faire, l’image de sortie est pe´riodise´e afin que les premiers voisinages
de taille fixe se fondent sur les pixels initialise´s ale´atoirement. La figure 1.11 illustre
la cre´ation des premiers voisinages.
• Le pixel choisi pour la position courante est le centre du voisinage minimisant la
distance avec celui du pixel courant, apre`s une recherche exhaustive sur le patch.
Cette e´tape est illustre´e par la figure 1.12. Le crite`re de se´lection choisi est le meˆme
que dans [EL99], a` savoir la SCE.
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Figure 1.12 – Me´thode de L.Y Wei et M. Levoy : recherche du meilleur repre´sentant dans le
patch.
n=5 n=7 n=9 n=11
n=13 n=15 n=17 n=33
Figure 1.13 – Evolution des re´sultats de l’algorithme de L. Y. Wei en fonction de la taille du
voisinage.
La synthe`se est amorce´e sur quelques lignes avec des voisinages fonde´s sur un bruit
d’initialisation, le nombre de lignes e´tant e´gal a` la moitie´ de la taille du voisinage choisie.
La taille fixe de voisinage de comparaison est ici le seul parame`tre a` de´finir par l’uti-
lisateur. Empiriquement, il doit eˆtre assez grand pour eˆtre capable de contenir un motif
e´le´mentaire de la texture, mais aussi assez petit par rapport au patch pour permettre un
nombre e´leve´ de pixels candidats. La figure 1.13 illustre le rapport crucial entre la taille du
voisinage et la qualite´ de la synthe`se appique´e a` la mosa¨ıque verte caracte´ristique : sachant
qu’un motif de la texture mesure environ 12× 12 pixels, on s’aperc¸oit que la synthe`se est
acceptable a` partir d’une taille minimale de voisinage de 13× 13 pixels. Le re´sultat de la
synthe`se avec un voisinage de 33× 33 pixels illustre a contrario qu’une trop grande taille
de voisinage par rapport a` celle du patch (ici 64× 64) conduit a` une synthe`se me´diocre.
18 Synthe`se de textures
(a)
(b)
pyramide source pyramide de sortie
Figure 1.14 – Algorithme de Wei et Levoy, version multire´solution. (a) synthe`se du haut de la
pyramide a` la manie`re de l’algorithme basique. (b) la synthe`se des e´tages supe´rieurs est faite en
comparant un voisinage multire´solution : concate´nation du voisinage causal du pixel courant et du
voisinage carre´ du pixel a` l’e´tage supe´rieur dont il he´rite.
Approche pyramidale
Dans le meˆme article [WL00], les auteurs proposent une e´volution fonde´e sur la synthe`se
d’une pyramide d’images. Le sche´ma utilise une pyramide Gaussienne. Ainsi, l’initialisa-
tion est maintenant constitue´e d’une e´tape supple´mentaire : la construction d’une pyra-
mide gaussienne pour le patch ainsi que pour l’image de sortie ale´atoirement initialise´e,
le nombre d’e´tages de la pyramide e´tant de´fini par l’utilisateur. La synthe`se est ensuite
conduite de la re´solution la plus grossie`re a` la re´solution la plus fine. Le dernier e´tage de
la pyramide est d’abord synthe´tise´ via la me´thode de base, en conside´rant le dernier e´tage
de la pyramide patch comme entre´e. Les e´tages suivants sont synthe´tise´s avec un voisinage
multire´solution illustre´ par la figure 1.14, il est constitue´ de la concate´nation du voisinage
causal a` la re´solution courante et d’un voisinage carre´ proportionnellement colocalise´ a`
l’e´tage supe´rieur, lui entie`rement synthe´tise´.
La figure 1.15 montre la qualite´ accrue de la synthe`se ope´re´e sur la mosa¨ıque verte avec
des tailles de voisinages de 5×5, meˆme en comparant avec la version simple re´solution uti-
lisant des voisinages larges. L’algorithme suivant est une optimisation de celui de [WL00],
fonde´ sur l’observation que pour la plupart des textures, la recopie de motifs ou de parties
de motifs augmente la qualite´ de la synthe`se.
1.5.3 Sche´ma de M. Ashikhmin.
Cet algorithme, inspire´ des travaux pre´sente´s dans [WL00] apporte une acce´le´ration
ainsi qu’une ame´lioration des re´sultats sur certains types de textures. Apre`s avoir de´crit
le fonctionnement et les re´sultats de l’algorithme, des re´sultats en images sont pre´sente´s,
ainsi qu’une extension du sche´ma.
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Figure 1.15 – Re´sultats de l’algorithme de L. Y. Wei multire´solution utilisant une pyramide de
3 niveaux et un voisinage (7 ;5).
Description de l’algorithme
Une extension inte´ressante pour la reconstruction de re´gions texture´es est propose´e
dans [Ash01]. Partant de la comparaison de voisinages de´crite pre´ce´demment, ce nouvel
algorithme propose de re´duire le nombre de comparaisons. En effet, au lieu de comparer
tous les voisinages du patch, seules certaines positions candidates sont teste´es. Ces posi-
tions correspondent au lieu de provenance des voisins du pixel courant comme illustre´ sur
la figure 1.16. Une fois ces positions releve´es, la figure 1.16 montre les voisinages correspon-
dants ainsi que les pixels candidats. Cette me´thode ne´cessite donc de stocker la position
dans le patch des pixels choisis pour les pixels de´ja` synthe´tise´s. Un tableau aux dimensions
de l’image de sortie et contenant des coordonne´es de provenance dans le patch de chaque
pixel synthe´tise´ est alors ne´cessaire. L’algorithme proce`de alors comme suit :
1. Initialisation ale´atoire des coordonne´es du tableau et copie, sur l’image de sortie, des
valeurs correspondantes dans le patch.
2. Pour chaque pixel de l’image de sortie dans l’ordre raster scan, son voisinage est
construit et applique´ au tableau de coordonne´es.
3. Pour chaque syste`me de coordonne´es rencontre´ dans ce voisinage :
• le voisinage causal est construit dans le patch centre´ a` la position donne´e par les
coordonne´es,
• la distance L2 est calcule´e entre ce voisinage et le voisinage du pixel courant dans
l’image de sortie,
• si la distance est minimise´e et si le candidat est e´loigne´ des bords du patch, la
valeur du pixel candidat est copie´e dans l’image de sortie et ses coordonne´es sont
stocke´es,
• si les candidats sont trop proches des bords du patch, les candidats sont alors
re´affecte´s ale´atoirement dans le patch.
Re´sultats et comparaison avec [WL00]
La figure 1.17 montre que sur les fleurs, les re´sultats sont meilleurs que [WL00]. Par
construction, cet algorithme a l’avantage d’acce´le´rer la recherche dans le patch. De plus, il
apporte une ame´lioration visuelle des re´sultats sur certaines textures de´taille´es. Cependant,
pour les textures plus lisses, comme la mosa¨ıque verte, l’algorithme pre´sente´ dans [WL00]
e´vite la cre´ation de frontie`res visibles. Ces derniers artefacts proviennent de la re´affectation
ale´atoire une fois qu’une partie du patch a e´te´ recopie´e et que les candidats possibles sont
en bord de patch.
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Figure 1.16 – Me´thode d’Ashikhmin pour la recherche du meilleur candidat pour synthe´tiser le
pixel courant.
Patch [WL00] n=13 [Ash01] n=13
Patch [WL00] n=5 [Ash01] n=5
Figure 1.17 – Comparaison des re´sultats des algorithmes provenant de [WL00] et [Ash01].
Synthe`se guide´e
Ashikhmin propose de remplacer le voisinage causal utilise´ par un voisinage carre´ lors
de la synthe`se [Ash01]. Ainsi, sur l’image a` synthe´tiser, le voisinage contient toujours
une partie causale, contenant des pixels de´ja` synthe´tise´s, qui permet de prolonger les
motifs. Mais il contient aussi des pixels non synthe´tise´s dans la partie non causale, qui
vont de´pendre de l’initialisation de la surface a` synthe´tiser. Si cette dernie`re contient un
guide de couleur comme illustre´ sur la figure 1.18, cette partie va influencer la recherche,
au moment de calculer la diffe´rence L2 avec les voisinages du patch, eux meˆmes carre´s.
Une re´gion verte, comme pre´sente´ sur la figure va donc guider la recherche vers les zones
comportant de l’herbe dans le patch. L’application pre´sente´e par la figure 1.19 peut sembler
anodine, mais la technique peut s’ave´rer pertinente dans le cadre des travaux pre´sente´s
dans ce manuscrit. En effet, le raffinement de textures qui auraient e´te´ alte´re´es par le
processus de compression, peut eˆtre approche´ par une me´thode de ce type, prenant aussi
en compte les pixels de´ja` pre´sents, mais pre´servant aussi la continuite´ des motifs graˆce a`
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Figure 1.18 – Me´thode d’Ashikhmin pour la recherche du meilleur candidat pour synthe´tiser le
pixel courant.
Figure 1.19 – Application de synthe`se guide´e propose´e par Ashikhmin avec : l’initialisation de
l’image de sortie a` gauche, le patch au centre et l’image synthe´tise´e a` droite.
la partie causale.
L’algorithme suivant permet de combiner les algorithmes de Wei et Ashikhmin, afin
d’obtenir un compromis pour l’utilisateur entre les me´thodes, suivant les parame`tres a`
de´finir.
1.5.4 La k-cohe´rence propose´e par Tong et al.
Description de l’algorithme
Cet algorithme, propose´ dans [TZL+02], est inspire´ des algorithmes pre´ce´dents, no-
tamment celui de [Ash01]. Il introduit en plus une e´tape de pre´traitement permettant de
connaˆıtre les pixels du patch qui se ressemblent. Lors de cette e´tape, pour chaque pixel du
patch, une liste est dresse´e des coordonne´es des k − 1 pixels du patch qui lui ressemblent
le plus au sens de [WL00], c’est a` dire en comparant leurs voisinages. Cette recherche ex-
haustive est ne´anmoins cense´e ajouter un faible temps de calcul e´tant donne´ la petite taille
du patch. Fort de cette e´tape, l’algorithme proce`de ensuite a` la synthe`se dans l’ordre de
celle pre´sente´e dans [Ash01], en ajoutant dans la recherche des pixels candidats, la liste des
pixels cohe´rents pour chaque position retourne´e par le tableau liant les pixels synthe´tise´s
et leurs pixels parents dans le patch. La figure 1.20 montre la nouvelle liste des candidats
teste´s. La figure 1.21 permet ensuite d’observer l’influence du parame`tre k et de faire le
lien avec les re´sultats d’Ashikhmin qui correspond a` k = 1 et Wei qui correspond a` un k
grand.
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Figure 1.20 – Sche´ma de la synthe`se par la me´thode de k-cohe´rence.
k=1 k=2 k=3 k=5
k=1 k=2 k=4 k=10
Figure 1.21 – Re´sultats de la synthe`se par k-cohe´rence suivant le parame`tre k.
La section suivante liste plusieurs optimisations dans la ligne´e de ces algorithme base´s
pixel.
1.5.5 D’autres optimisations apporte´es a` ce type d’algorithmes
L’algorithme de L.Y. Wei et M. Levoy pre´sente des re´sultats qui ne sont pas satisfaisants
pour les textures structure´es. De plus, les re´sultats des algorithmes pre´ce´dents affichent
un ine´luctable compromis entre qualite´ et vitesse de synthe`se.
L. Y. Wei a propose´ un sche´ma dans [WL02] inspire´ de ses pre´ce´dents travaux pre´sente´s
dans [WL00] ainsi que ceux de [TZL+02], i.e. une synthe`se pyramidale et acce´le´re´e par la k-
cohe´rence. La nouveaute´ vient du fait que la synthe`se ne de´pend pas de l’ordre dans lequel
est synthe´tise´e l’image de sortie. La pyramide de sortie est toujours initialise´e au niveau
de son sommet, sous la version de re´solution la plus faible. L’ordre arbitraire permet de
synthe´tiser des pixels aux e´tages infe´rieurs avant meˆme la fin de la synthe`se comple`te d’un
e´tage. Les de´pendances lors des comparaisons de voisinage multire´solutions ne prendront
en compte que les pixels connus. Mis a` part l’ame´lioration des performances de calculs, les
re´sultats en image ne montrent malheureusement pas d’avance´e significative en termes de
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Figure 1.22 – Re´sultats de l’algorithme de [SPD07] en fonction de la tole´rance applique´e.
qualite´ visuelle.
M. Sabha propose dans [SPD07] un algorithme contenant une e´tape supple´mentaire afin
d’ame´liorer la synthe`se des textures a` motifs structure´s, tout en acce´le´rant la recherche des
candidats dans le patch. Cette me´thode apporte une ame´lioration sensible de l’algorithme
de Wei et Levoy comparable a` celle apporte´e par Ashikhmin dans [Ash01]. Cependant, cet
algorithme ajoute une e´tape simple, et non contraignante, contrairement a` celle d’Ashikh-
min qui ne´cessite des conditions aux bords telles que des re´affectations ale´atoires lorsque
les candidats choisis se trouvent sur les bords du patch. La principale contribution re´side
dans l’e´tude pre´liminaire du voisinage direct du pixel courant, soient les pixels directement
adjacents, au nombre de quatre dans l’exemple du voisinage causal pre´sente´ en figure 1.6.
La condition pour que le candidat conside´re´ dans le patch soit retenu est qu’il posse`de
au moins un pixel de ce voisinage restreint de valeur e´gale a` son correspondant. Une liste
des candidats restants est ensuite prise en compte pour une recherche du meilleur au sens
de l’algorithme de Wei. De la meˆme manie`re que le compromis ope´re´ par l’algorithme de
k-cohe´rence entre les algorithme de Wei et Ashikhmin, les auteurs proposent d’introduire
un parame`tre de tole´rance sur la contrainte ajoute´e aux pixels du voisinage direct. La
figure 1.22 pre´sente l’e´volution des re´sultats en fonction de cette tole´rance. Ainsi pour une
tole´rance de 100%, l’algorithme correspond a` la synthe`se de Wei et Levoy, efficace pour
les textures lisse´es ; au contraire, une tole´rance nulle donne des re´sultats proches de ceux
d’Ashikhmin. En effet, l’ide´e est semblable puisqu’elle incite l’algorithme a` prolonger la
texture avec un lien fort dans au moins une des directions.
La partie suivante pre´sente une e´volution des algorithmes pyramidaux fonde´e sur
l’e´tude des approches de´veloppe´es dans [WL02] et [TZL+02].
1.5.6 Une approche pyramidale atypique
Cet algorithme de´veloppe´ par S. Lefebvre et H. Hoppe dans [LH05] est fonde´ sur
l’utilisation d’une pyramide Gaussienne. On parlera plutoˆt de pile Gaussienne puisque
l’algorithme inte`gre un he´ritage des coordonne´es de provenance dans le patch source entre
les e´tages. L’algorithme 1.1 ainsi que la figure 1.24 repre´sentent les diffe´rentes e´tapes du
processus. Comme pour l’approche de [WL00], la pile P de sortie est construite de la
version la plus grossie`re jusqu’a` la pleine re´solution.
La figure 1.23 de´crit la manie`re de sur-e´chantillonner la version au niveau n − 1 en
prenant les coordonne´es du patch correspondant au niveau n. L’e´tape de Jitter correspond
a` une modification ale´atoire des coordonne´es des ante´ce´dents dans un pe´rime`tre donne´ par
l’utilisateur, ici ±1 dans les deux directions de l’image. Une e´tape ite´rative de raffinement
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Algorithme 1.1: Algorithme de synthe`se par H. Hoppe
Entre´es : Patch source S, parame`tres
Sorties : Pile de sortie {Pl|l = −1, . . . , L}
1 Construire Pyramide Gaussienne PyrS ;
2 P−1 = (0..0)T ; // initialisation a` ze´ro des coordonne´es
3 pour l = 0 : L // pour chaque e´tage
4 faire
5 Pl =sur-e´chantillonnage(Pl−1) ;
6 Pl =Jitter(Pl) ; // perturbation des coordonne´es
7 si l > 2 alors
8 pour i = 1 : c // quelques corrections
9 faire
10 Pl =Raffinement(Sl);
11 fin
12 fin
13 fin
14 retourner PL;
antécédent
niveau n-1
niveau n
Pyramide source Pyramide construite
Figure 1.23 – Me´thode de sur-e´chantillonnage a` partir de la pyramide source.
est ensuite applique´e : elle correspond a` une recherche de type k-cohe´rence permettant de
mettre a` jour le tableau des ante´ce´dents.
1.5.7 Conclusion sur les approches pixels
Les approches pixel constituent donc une avance´e essentielle pour les approches non
parame´triques, permettant de synthe´tiser une large gamme de textures avec les meˆmes
caracte´ristiques algorithmiques. Certaines restent cependant lourdes au niveau du temps
de calcul et des compromis sont donc a` faire entre qualite´ et optimisation.
Ashikhmin [Ash01] et Sabha [SPD07] ont dessine´ des algorithmes qui favorisent la
recopie de motifs ou de parties de motifs, pixel a` pixel, afin de pallier les inconsistances de
synthe`se des textures structure´es. Les algorithmes de´crits dans la partie suivante prennent
eux le parti de copier directement des zones entie`res du patch source.
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image n-1 image sur-échantillonnée coordonnées perturbées correction par k-cohérence
Figure 1.24 – Illustration de la synthe`se pyramidale de [LH05].
Patch [Wei and levoy 03] [Lefebvre 05]
Figure 1.25 – Comparaison des re´sultats de [WL00] et [LH05].
1.6 La synthe`se base´e patch
La synthe`se base´e pixel ayant montre´ des limites au niveau du compromis entre rapidite´
et qualite´, les algorithmes suivants prennent le parti de travailler la synthe`se patch par
patch. Un patch de´note ici un groupe de pixels formant une surface continue. Il peut
donc s’agir d’une partie ou d’une sous-partie de l’e´chantillon source dans son inte´gralite´.
Pour e´viter toute confusion, on appellera donc e´chantillon source la texture en entre´e de
l’algorithme de synthe`se, afin de la dissocier du patch, qui peut en eˆtre une sous-partie
ou la totalite´. Le fait de copier des re´gions entie`res ame`ne un nouveau de´fi par rapport a`
la copie pixel a` pixel : la gestion des contraintes entre les re´gions ainsi copie´es. Ce de´fi va
engendrer la diversite´ des approches propose´es ci-apre`s.
1.6.1 Approches ale´atoires
Un des premiers travaux dans ce sens est propose´ dans [PFH00]. Ce sche´ma s’adresse
a` la synthe`se de texture sur des volumes 3D. L’ide´e de base consiste a` de´couper des patchs
ale´atoirement dans la texture source et de les coller sur la surface de sortie. La me´thode
profite de l’aspect stochastique des textures pour dissimuler les frontie`res irre´gulie`res au
syste`me visuel humain.
Une autre approche inte´ressante, nomme´e Chaos mosaic, est de´crite dans [GSX]. Elle
posse`de 3 e´tapes principales :
• Cre´ation d’une mosa¨ıque avec des blocs ou tuiles de taille fixe, pris ale´atoirement
dans le patch source. L’image de gauche de la figure 1.26 montre un exemple de
mosa¨ıque obtenue.
• Transformation en chaos de´terministe dont les bases sont introduites dans [SJ88] : des
blocs pris ale´atoirement dans les tuiles sont assigne´s a` une nouvelle position calcule´e
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Figure 1.26 – Illustration de la synthe`se par chaos mosaic
en utilisant la fonction cat map introduite dans [AA68] et de´finie mathe´matiquement
par
(x, y)→ (2x+ y, x+ y) mod 1. (1.5)
Cette fonction ne´cessite de rendre l’image torique, c’est a` dire qu’elle est rendue
pe´riodique au sens du traitement des bords de´crits par la figure 1.11. L’image de
gauche sur la figure 1.26 montre le bloc en rouge choisi dans la tuile en blanc, qui
est copie´ et colle´ sur une nouvelle position.
• Gestion des bordures : pour certaines textures stochastiques, les auteurs soutiennent
que les frontie`res sont de´ja` visuellement cache´es. Cependant, pour les autres types
de texture, une bande de 3 pixels de large est retire´e sur le bord des blocs, l’approche
de [EL99] est ensuite utilise´e pour remplir cette zone.
La synthe`se fonctionne bien sur les textures de´taille´es et bruite´es comme le montre
l’image de droite de la figure 1.26. Afin de pallier les faibles re´sultats sur des textures
non stochastiques, les approches suivantes e´vitent de recourir au placement ale´atoire des
patchs applique´s.
1.6.2 les me´thodes exploitant le recouvrement de patchs
Les diffe´rentes approches de´taille´es dans cette partie construisent la texture de sortie
en ajoutant des patchs qui recouvrent, dans un premier temps, la bordure de la zone de´ja`
synthe´tise´e. Les principales diffe´rences re´sident donc dans la manie`re de traiter cette zone
de chevauchement.
Liang et al.
Le sche´ma de´crit dans [LLX+01] ajoute des patchs sur l’image de sortie qui se che-
vauchent. Ainsi, il est possible se servir du chevauchement pour trouver les futurs patchs
applique´s. De la meˆme manie`re que dans le cas des algorithmes base´s pixel, cette zone
est compare´e avec celles du patch source afin de se´lectionner des chevauchements qui cor-
respondent. Dans le cas contraire, il faut trouver le patch qui minimise la diffe´rence sur
cette zone, puis traiter les chevauchements afin de dissimuler les frontie`res. Liang et al.
proposent d’appliquer un fondu au niveau des chevauchements entre patchs. Les re´sultats
contiennent typiquement des zones floues dans le cas de textures de´taille´es. Ne´anmoins,
l’ide´e du chevauchement a e´te´ reprise dans les sche´mas suivants.
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Figure 1.27 – Synthe`se par approche patch de A. Efros et W. Freeman
Image Quilting
A.A. Efros et W.T. Freeman ont propose´ une solution e´le´gante en trois e´tapes distinctes
de´veloppe´es dans [EF01], qu’ils ont appele´e Image Quilting du terme matelassage utilise´
dans le domaine textile. Cet article de´finit les bases de l’agencement et de la couture entre
les patchs ajoute´s qui seront repris par l’article de re´fe´rence des me´thodes base´es patch
[KSE+03]. Le mode`le utilise´ est encore inspire´ des champs ale´atoires de Markov. La figure
1.27 illustre les trois e´tapes principales de cet algorithme.
• Des blocs ale´atoirement choisis dans le patch source sont d’abord copie´s, cre´ant ainsi
la mosa¨ıque (a).
• Dans l’ordre raster scan, pour chaque bloc de sortie, l’algorithme recherche dans le
patch source un e´chantillon de blocs qui satisfont une contrainte de chevauchement
avec les blocs de gauche et de dessus quand ils existent. Pour cela, une diffe´rence L2
est applique´e sur les zones de chevauchement, puis un seuil de tole´rance est applique´
pour de´terminer cet e´chantillon. Un bloc de cet e´chantillon est ensuite ale´atoirement
choisi puis copie´ sur l’image de sortie de l’algorithme.
• Enfin, l’erreur sur la zone de chevauchement avec ce nouveau bloc est calcule´e afin
de de´terminer le chemin qui permet de de´couper cette zone de manie`re a` ce que
l’erreur a` la frontie`re soit minimale.
Malgre´ l’e´le´gance de l’approche, l’association de la se´lection ale´atoire de blocs et de
l’algorithme de couture ne permet pas toujours de trouver des assemblages heureux suivant
les types de textures. Les textures lisses par exemples peuvent se voir de´coupe´es avec ap-
parition de frontie`res visibles a` l’œil. D’un autre coˆte´, les approches pixel peuvent s’ave´rer
tre`s efficaces pour les textures lisses, notamment l’approche de Wei et Levoy pre´sente´e
dans la partie 1.5.2, il serait donc judicieux de pouvoir choisir le bon algorithme en fonc-
tion du type de texture a` synthe´tiser. L’algorithme suivant tente lui d’associer les deux
me´thodes dans un meˆme sche´ma de synthe`se.
Me´thode hybride patch/pixel.
La me´thode pre´sente´e dans [NA03] fait le constat du proble`me pose´ au niveau des
re´gions de chevauchement de patch dans le sche´ma de [EF01]. Deux ame´liorations sont
donc apporte´es faisant le lien entre approches pixels et approches patchs :
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Figure 1.28 – Comparaison entre les synthe`ses de [LLX+01] (b) et [NA03] (c) a` partir du meˆme
patch source (a)
Noeud A Noeud B
Lien
Figure 1.29 – Maille e´le´mentaire d’un graphe
• Les patchs ajoute´s se chevauchent, sur cette zone, les e´carts entre les 2 valeurs
possibles sur une position sont calcule´s et seuille´s. Si l’erreur est trop grande, une
recherche du type de celle de´crite dans [WL00] est applique´e. Cette synthe`se base´e
pixel se fait en comparant des voisinages comportant seulement des pixels avec un
e´cart infe´rieur au seuil. Ils ont donc une forme de´finie par un masque directement
corre´le´ au seuillage.
• Les patchs ajoute´s ont une taille variable de manie`re a` ce que la somme des erreurs
pre´ce´demment de´finies soit borne´e. Cette limite jouera le roˆle de compromis entre
pre´servation de la structure globale (ajout de patchs de grande taille), et cre´ation
d’artefacts.
La figure 1.28 pre´sente une texture pour laquelle cette technique apporte indubitable-
ment une ame´lioration par rapport a` l’algorithme de [LLX+01].
La me´thode Graphcut
Cet algorithme de´veloppe´ par V. Kwatra et al. dans [KSE+03] fait re´fe´rence pour la
qualite´ visuelle des textures produites pour une gamme large d’e´chantillons sources. Il est
utilise´ depuis dans de nombreux travaux, notamment dans le domaine aborde´ dans cette
the`se : la compression d’images et de vide´os. La principale contribution re´side ici dans
l’utilisation de la the´orie des graphes pre´sente´e dans [BVZ99]. La zone de chevauchement
entre la surface de´ja` synthe´tise´e et le patch a` ajouter est assimile´e a` un graphe : chaque
pixel est repre´sente´ par un somment (ou nœud) ; les pixels voisins sont relie´s par des are`tes
(liens) qui seront coupe´s lors de la synthe`se.
Afin de produire des coutures les moins visibles possible entre les patchs, l’algorithme
de graphcut vise a` minimiser l’e´nergie M porte´e par un lien premie`rement de´fini pour des
positions adjacentes s et t par
M(s, t, A,B) = ‖A(s)−B(s)‖+ ‖A(t)−B(t)‖ (1.6)
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Figure 1.30 – Processus d’ajout d’un patch
Figure 1.31 – Quelques re´sultats en images de la me´thode pre´sente´e dans [KSE+03]
avec A(s) (resp. B(s)) repre´sentant la valeur du pixel a` la position s appartenant au patch
A (resp B).
La figure 1.31 montre des re´sultats en images pour trois e´chantillons de textures favo-
rables a` la synthe`se par patchs. Il reste ne´anmoins certains types de textures lisse´es, comme
celles illustre´es 1.32, pour lesquelles les re´sultats sont perfectibles. De plus, dans certains
contextes ne´cessitant des petites tailles de patchs ajoute´s, le faible choix de chemins pour
la couture, me`ne a` l’apparition d’artefacts.
Une optimisation de cet algorithme permet la rotation de {-90˚, +90˚, 180˚} ainsi
que le retournement type miroir des patchs a` ajouter a` la texture synthe´tise´e. La figure
1.33 illustre l’avantage d’une telle technique pour les textures dont la distribution de la
direction et le sens des motifs sont primordiaux dans la qualite´ de la synthe`se.
1.6.3 La synthe`se de textures quasi-re´gulie`res
La classification des textures pre´sente´e dans la figure 1.2 provenant de [Lin05] est
utilise´e par l’auteur pour de´limiter le champ spe´cifique des textures quasi-re´gulie`res ou
NRT pour Near-Regular Textures sur lesquelles ses travaux sont focalise´s. Les premiers
travaux soulignant le besoin de conserver la re´gularite´ de ces NRT lors de leur manipulation
ou synthe`se, sont pre´sente´s dans [LTL02]. Ces travaux partent du constat que la synthe`se
re´ussie des NRT dans la litte´rature, notamment des algorithmes base´s pixel et patch, est
uniquement due au choix judicieux des tailles et formes des voisinages ou patchs mis en
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Figure 1.32 – Synthe`se de´faillante pour la synthe`se de fluide
Patch (a) (b)
Figure 1.33 – Comparaison des synthe`ses de [EF01] et [KSE+03] avec l’optimisation permettant
la rotation et le retournement des patchs ajoute´s.
jeu, alors que cette approche s’appuie sur une analyse de la structure permettant d’adapter
la synthe`se a` la texture. Ainsi, l’algorithme pre´sente´ dans [LTL02] contient deux e´tapes
principales :
• Analyse : en se focalisant sur le patch source, cette e´tape de´termine les syme´tries en
translation et ses encheveˆtrements. Elle trouve ainsi les tuiles minimales e´le´mentaires,
c’est a` dire des losanges de taille minimale qui, appose´s sur le patch source ne laissent
aucun espace vide, ni se chevauchent. La figure 1.34 illustre ces losanges en jaune sur
les images (a) et (b). Pour chaque tuile ainsi calcule´e est ensuite construite la tuile
maximum correspondante, qui est un rectangle dans lequel est inscrit le losange et
se chevauche avec quatre de ses tuiles maximum voisines.
• Synthe`se : pour chaque nouveau point cle´ de la surface a` synthe´tiser, cette e´tape
choisit ale´atoirement une tuile maximum dans le patch source et la centre en ce point.
Un de´grade´ inspire´ de [SS00] est ensuite applique´ sur les zones de chevauchement
afin de lisser les transitions entre les patchs.
Un travail inte´ressant de comparaison a par ailleurs e´te´ mene´ dans [LHW+06] en col-
laboration avec d’autres auteurs sur la synthe`se de textures quasi-re´gulie`res.
La partie suivante pre´sente une nouvelle classe de synthe´tiseurs visant a` faire converger
une fonction d’e´nergie calcule´e sur la surface synthe´tise´e.
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Figure 1.34 – (a) and (b) montrent deux positions diffe´rentes de croisillons. (c) pre´sente un
re´sultat de synthe`se et (d) un cas ou` la synthe`se est de´faillante due a` une mauvaise correspondance.
1.7 La synthe`se EM
La synthe`se EM pour Espe´rance - Maximisation est une famille de me´thodes ite´ratives
permettant de faire converger la surface synthe´tise´e vers une images ayant les proprie´te´s
de l’e´chantillon source.
1.7.1 De la the´orie EM a` la synthe`se de texture
L’un des premiers papiers traitant l’estimation du maximum de vraisemblance d’une
population, dans lequel toutes les donne´es ne sont pas disponibles, est pre´sente´ dans
[Har58]. C’est cependant une approche de´die´e a` quatre exemples traite´s qui est de´veloppe´e.
Le but n’est pas ici de synthe´tiser une large gamme de texture mais d’avoir un algorithme
performent pour 4 types de textures connus. Une e´tude ge´ne´rique de la re´solution de ce
proble`me en utilisant la me´thode EM a e´te´ introduite par la suite dans [dLR77]. Un livre
de G. J. McLachlan et T. Krishnan [MK97] pose les bases de la the´orie EM ainsi que
des extensions possibles. Il permet, avec l’article [dLR77], de de´crire le cheminement de
l’algorithme fondamental a` la synthe`se de texture EM vue par V. Kwatra dans [KAK05].
Partons de deux espaces X et Z lie´s par une fonction surjective re´gie par
x→ z(x)
X → Z (1.7)
Dans cette fonction, z repre´sente les donne´es observe´es, i.e. une version vectorise´e de
l’ensemble des voisinages du patch Z dans le cas de la synthe`se. Les vecteurs x dans X
repre´sentent les donne´es comple`tes, i.e. les vecteurs voisinages de l’image a` synthe´tiser qui
seront regarde´es a` travers z. En effet, chaque voisinage conside´re´ xp de l’image de sortie
est observe´ a` travers son correspondant zp via le parame`tre Φp qui les relie. La figure 1.35
illustre le lien entre les diffe´rents voisinages repre´sente´s par les carre´s noirs. L’e´quation
1.7 de´finit une surjection ; aussi, deux voisinages dans l’image de sortie peuvent avoir le
meˆme correspondant dans le patch. L’e´chantillon x suit la loi f(x|Φ) de´pendant du vecteur
Φ des parame`tres inconnus, ainsi que la loi correspondante g(z|Φ) pour les densite´s de
l’e´chantillon observe´. La relation reliant ces deux fonctions est donne´e par
g(z|Φ) =
∫
X (z)
f(x|Φ)dx. (1.8)
32 Synthe`se de textures
patch (z) surface synthétisée (x)
Φa(k)
Φb(k)
Φc(k)
Φd(k)
z(xa)
xa
Figure 1.35 – Illustration des parame`tres de la the´orie EM au contexte de la synthe`se.
Ainsi, on appelle la log-vraisemblance, pour l’e´chantillon x, la fonction
L(x; Φ) = log(f(x,Φ))). (1.9)
L’algorithme EM vise donc a` de´terminer le vecteur de parame`tres Φ qui va maximiser cette
log-vraisemblance. Les deux e´tapes fondamentales ne´cessitent donc de proce´der comme
suit, a` l’ite´ration k :
• e´tape E : calcul de l’espe´rance Q par
Q(Φ,Φ(k)) = EΦ(k){L(Φ)|z}; (1.10)
• l’e´tape M consiste a` de´terminer Φ(k+1) solution du syste`me d’e´quations
M(Φ(k)) = argmax
Φ
Q(Φ,Φ(k)). (1.11)
L’e´tape M consiste donc pour la synthe`se a` maximiser la ressemblance entre x et y.
Dans ce cadre, Φ correspond au parame´trage du transfert de la texture vers x, qui est
ope´re´ en comparant des voisinages de pixels de l’image de sortie avec ceux du patch. C’est
donc un vecteur de parame`tres de´finissant la position du meilleur voisinage trouve´ dans le
patch pour chaque position observe´e dans l’image de sortie.
Les e´tapes E et M sont ainsi alterne´es jusqu’a` ce que
L(Φ(k+1))− L(Φ(k)) < Th (1.12)
avec Th le seuil fixe´ pour de´terminer l’ite´ration a` partir de laquelle on conside`re qu’il y a
convergence.
La partie suivante de´crit un algorithme s’inspirant de cette the´orie, afin de faire conver-
ger une surface synthe´tise´e vers une vraisemblance maximum entre les vecteurs voisinages
pris sur cette surface et ceux du patch.
1.7.2 Algorithme de re´fe´rence par Kwatra et al.
Cet algorithme, de´veloppe´ dans [KAK05], suit les proprie´te´s des champs de Markov,
comme la plupart de ceux de´crits pre´ce´demment. La valeur d’un pixel de´pend donc uni-
quement du voisinage qui l’entoure, cette relation e´tant inde´pendante de la position du
pixel sur la surface synthe´tise´e. Soient X et Z correspondant toujours a` l’image synthe´tise´e
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Figure 1.36 – Synthe`se EM : illustration de l’e´tape E.
et au patch respectivement, x et z leurs versions vectorise´es. On appelle Vp les voisinages
centre´s en xp de l’image synthe´tise´e et zp la position dans le patch du voisinage qui lui
ressemble le plus suivant la norme Euclidienne. Ainsi, la vraisemblance a` maximiser passe
maintenant par la minimisation d’une e´nergie de´finie par
E(x; {zp}) =
∑
p∈X+
‖xp − zp‖2 , (1.13)
ou` X+ repre´sente un sous-e´chantillon de X tel que les voisinages conside´re´s se chevauchent
suffisamment. Les auteurs argumentent que le calcul sur tous les voisinages de l’image de
sortie, en plus d’eˆtre couˆteux, est redondant. L’e´tape M consiste donc a` trouver les meilleurs
repre´sentants dans le patch des voisinages centre´s sur l’ensemble des pixels inclus dans X+
au meˆme sens que dans les algorithmes de [EL99] et [WL00].
Les voisinages V se chevauchant, la figure 1.36 illustre le fait que voir l’e´chantillon
a` travers les meilleurs repre´sentants z conduit a` re´soudre l’e´tape E. Cette e´tape vise a`
calculer l’espe´rance du pixel a` la position p, de fac¸on a` minimiser les contraintes entre les
valeurs possibles suivant zp et zq. Minimiser cette e´nergie sur toute l’image a` synthe´tiser
revient a` re´soudre le syste`me d’e´quations
∂E(x; {zp})
∂x
= 0. (1.14)
Afin de minimiser cette e´nergie, V. Kwatra choisit d’assigner a` la position p la moyenne
des valeurs qu’il aurait eues a` partir de chaque position relative des voisinages qui se
chevauchent sur sa position. Il s’e´carte ainsi de la the´orie EM fonde´e sur la maximisation
de la log-vraisemblance d’une loi de densite´ de probabilite´, qui ne´cessiterait en plus de
calculer la covariance sur x.
L’algorithme de base proce`de ainsi comme suit :
1. initialisation ale´atoire des z0p dans le patch Z pour tous les pixels dans X+,
2. pour chaque ite´ration :
• E-step : a` chaque pixel de l’image de sortie, on affecte la valeur moyenne des
valeurs possibles suivant la provenance des voisinages qui se chevauchent sur lui.
Cette e´tape est illustre´e par la figure 1.36.
• M-step : recherche des meilleurs repre´sentants zp dans le patch pour chaque xp du
sous-e´chantillon X+ dans l’image de sortie.
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3. re´pe´ter 2 jusqu’a` l’une des conditions suivantes :
• les zp a` l’ite´ration n+1 ne changent plus de position.
• E(x; {zp}) < Th fixe´ par l’utilisateur.
Le pseudo-code de l’algorithme 1.2 donne un aperc¸u du processus.
Algorithme 1.2: Algorithme de synthe`se EM par V. Kwatra
Entre´es : Patch source Z, dimensions de l’image de sortie
Sorties : Texture synthe´tise´e X
1 Initialisation : z0p ← voisinage ale´atoire de Z, ∀p ∈ X+;
2 pour n = 0 : N faire
3 xn+1 ← argminxEt(x; {znp }) ; // e´tape E
4 zn+1p ← meilleur correspondant de xn+1p dans Z ∀p ∈ X+ ; // e´tape M
5 si zn+1p = z
n
p ∀p ∈ X+ alors
6 x← xn+1;
7 arreˆt;
8 fin
9 fin
Comme dans [WL00], cette approche est confronte´e a` la lenteur de l’exe´cution de
la recherche des meilleurs repre´sentants dans le patch pour l’e´tape M. Meˆme proble`me,
meˆme solution : pour acce´le´rer le sche´ma, la recherche est exe´cute´e en traversant un arbre
pre´-calcul structurant les vecteurs voisinages du patch en sous-classes.
De meˆme, une approche multire´solution est propose´e, multire´solution ayant deux ac-
ceptions :
• l’utilisation d’une pyramide Gaussienne
• la variation de la taille des voisinages suivant les ite´rations.
Le but de cette double manœuvre est de permettre a` l’algorithme de capter les structures et
les larges motifs, puis de raffiner les de´tails aux re´solutions supe´rieures et en conside´rant
des voisinages plus petits mais aussi plus denses puisque la se´paration entre voisinages
reste de Taillevoisinage/4. L’approche multire´solution n’a pas ici la meˆme signification
qu’en 1.5.2 du fait que le voisinage conside´re´ n’est pas localise´ sur plusieurs e´tages de
la pyramide. En effet, a` chaque niveau, plusieurs ite´rations sont applique´es. L’image est
ensuite sur-e´chantillonne´e pour le passage a` un e´tage infe´rieur de la pyramide de sortie.
V. Kwatra s’est par ailleurs servi des bonnes proprie´te´s de re´arrangement de la texture de
sortie dans des travaux pre´sente´s dans [KAK+07] permettant l’extension de cet algorithme
pour la synthe`se de fluides en 3 trois dimensions.
1.7.3 Version utilisant la k-cohe´rence
Cette version EM de la synthe`se de texture est de´crite dans [HTW07]. Cet algorithme,
qui reprend largement l’approche de [KAK05], propose d’utiliser la k-cohe´rence pour opti-
miser la recherche du meilleur pixel dans le patch, ) chaque ite´ration. L’algorithme inclut
donc aussi l’e´tape de pre´traitement afin de de´terminer les pixels cohe´rents dans le patch
source. Aussi, comme dans [TZL+02], l’approche ne´cessite de stocker d’ou` provient chaque
pixel de l’image synthe´tise´e, alors que l’approche de [KAK05] ne ne´cessitait de stocker que
la provenance des meilleurs voisinages pour le sous-e´chantillon de pixels X∗. L’approche de
k-cohe´rence va, par conse´quent, modifier aussi l’e´tape E puisqu’elle ne´cessite de stocker la
provenance des pixels de sortie. En effet, l’assignation de la moyenne de´crite dans la partie
1.7.2 n’est donc plus possible. L’algoithme comporte maintenant les e´tapes suivantes :
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1. calcul de la moyenne de la meˆme manie`re.
2. recherche de la valeur des pixels de patch pris en compte qui minimise l’e´cart a` la
moyenne.
3. assignation de sa valeur dans l’image de sortie et stockage de sa provenance dans le
patch.
Les auteurs pre´tendent que cette modification, en plus d’acce´le´rer conside´rablement
la recherche lors de l’e´tape M, permet d’e´viter le flou introduit par la moyenne affecte´e
au pixel courant dans l’algorithme de [KAK05]. Le pseudo code donne´ dans l’algorithme
1.3 de´crit les diffe´rents processus, il reprend les notations introduites par l’algorithme 1.2.
Cette approche introduit ne´anmoins quelques contraintes, lie´es a` la k-cohe´rence. Chaque
pixel de sortie est lie´ a` son correspondant dans le patch, et c’est finalement l’ensemble
de ces liens qui est mis a` jour tout au long de la synthe`se. L’approche multire´solution
requiert donc de sur-e´chantillonner ces tableaux, empeˆchant ainsi une interpolation comme
propose´ dans [KSE+03] ou un filtrage ade´quat tel le filtrage Gaussien utilise´ dans d’autres
approches multire´solutions.
La section suivante propose de de´tailler un outil atypique, qui permet en the´orie, de
construire un taille de patch re´duite, a` partir d’une large surface. Ce patch est sense´
contenir le maximum d’informations, en vue de reconstruire ensuite une texture proche de
la surface initiale. Les auteurs ont donc logiquement appele´ cet outils : synthe`se inverse
de texture.
1.8 Synthe`se inverse de texture
On appelle synthe`se inverse la technique qui consiste a` construire le patch optimal afin
de recre´er une surface connue au de´part. Ces travaux pre´sente´s dans [WHZ+08] permettent
donc le contraire des algorithmes pre´sente´s pre´ce´demment, c’est a` dire construire une petite
image de texture a` partir d’une grande. Ce concentre´ doit donc posse´der et regrouper les
motifs et les variations contenues dans la grande texture de de´part, afin de permettre a` la
synthe`se, ensuite, de recre´er une texture visuellement proche de l’originale. La figure 1.37
illustre l’avantage de cette technique pour une texture comportant un motif de premier
plan devant un fond globalement variant du noir a` l’orange. La synthe`se produite a` partir
de l’algorithme EM et d’un patch de´coupe´ dans l’image source ne permet pas de recre´er
la variation de couleur du fond alors que la synthe`se inverse recre´e une image visuellement
proche de la source. Malgre´ le fait que la reconstruction de cet exemple ne´cessite un champ
d’orientation guidant les variations globales, il reste que cette technique est inte´ressante
pour construire un patch de taille re´duite posse´dant un maximum d’informations a` propos
des primitives et de leurs variations. Techniquement, l’e´nergie a` minimiser diffe`re de 1.13
par l’ajout d’un terme inverse, soit maintenant :
E(x; z;w) =
1
|X+|
∑
p∈X+
|xp(wp)− zp|2 + α|Z+|
∑
q∈Z+
|xq(wq)− zq|2 . (1.15)
Dans cette e´quation, le terme w repre´sente un champ d’orientation qui permet de contraindre
les variations globale de la synthe`se. Le terme α a e´te´ empiriquement de´termine´ a` α = 0.01
par les auteurs. L’algorithme 1.3 permet de de´crire l’imbrication de cette technique avec les
algorithmes EM pre´ce´demment e´tudie´s. Les auteurs utilisent particulie`rement l’algorithme
de k-cohe´rence afin de garder constamment un lien entre les pixels sources et les pixels
dans l’image construite, ce lien e´tant ne´cessaire dans les allers et retours entre minimisa-
tion des termes de synthe`se avant et inverse. Cette solution paraˆıt spe´cialement ade´quate
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Algorithme 1.3: Algorithme de synthe`se inverse.
Entre´es : Image de de´part X, Champ de de´part W
Sorties : Patch Z
1 Initialisation :
2 z0p ← voisinage ale´atoire dans Z ∀p ∈ X+;
3 x0q ← voisinage ale´atoire dans X ∀q ∈ Z+;
4 w0 ← initialisation;
5 pour l’ite´ration m = 0 : M faire
6 pour la re´solution l = 0 : L faire
7 si l < L alors w ← sous-e´chantillonnage au niveau L
8 si l > 0 alors z ← sur-e´chantillonnage au niveau l − 1
9 pour l’ite´ration n = 0 : N faire
10 zn+1 ← argminz E(x, y, w) ; // e´tape E
11 pour chaque p ∈ X+ faire
12 zn+1p ← argminzp ‖xp(wp − zp)‖2 ; //e´tape M inverse
13 fin
14 pour chaque q ∈ Z+ faire
15 xn+1q ← argminxq ‖xq(wp − zq)‖2 ; //e´tape M avant
16 fin
17 si zn+1p = z
n
p ∀p ∈ X+ alors
18 z ← zn+1;
19 si l==L alors
20 wn+1 ← argminw E(x, y, w) ; // e´tape E pour w
21 si wn+1 == wn alors
22 w ← zw+1;
23 arreˆt;
24 fin
25 fin
26 fin
27 fin
28 fin
29 fin
pour recre´er une texture que l’on voudrait compresser en un patch de taille re´duite. C’est
cependant dans des contextes restreints de reconstruction d’une texture variant avec les
parame`tres w que cette me´thode donne des re´sultats satisfaisant. Il apparaˆıt complique´
d’utiliser de telles techniques dans un contexte de compression avec des contraintes fortes
aux bords et des variations difficilement mode´lisables par la carte w, qui serait par ailleurs
a` compresser.
La partie suivante vise a` donner un aperc¸u des techniques d’inpainting. Ces me´thodes
permettant de prolonger du signal qui n’est pas force´ment de la texture au sens de´fini
pre´ce´demment, cette partie dressera l’e´tat de l’art des me´thodes les plus susceptibles de
se rapprocher du contexte de ces travaux de the`se.
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Figure 1.37 – Synthe`se inverse de texture, re´sultats avec de´coupage d’un patch en haut et avec
la cre´ation du patch par synthe`se inverse en bas.
1.9 Me´thodes d’Inpainting
On entend par inpainting les me´thodes qui consistent a` reboucher une zone perdue
ou enleve´e d’image a` partir des informations contenues dans son voisinage. Ainsi, comme
le sugge`re le terme, il s’agit de propager les formes et les textures spatialement comme
un peintre qui continuerait un tableau auquel il manquerait une re´gion. Deux principales
diffe´rences sont a` noter par rapport a` la synthe`se de texture telle qu’elle est pre´sente´e dans
ce chapitre :
• Prise en compte de contraintes de bord : il faut que la transition entre les pixels
connus et la re´gion soit visuellement imperceptible.
• Possibilite´ de structures pre´sentes ou de´coupe´es : en plus de la texture pseudo-
stationnaire, il faut donc propager les contours de manie`re a` ce que la reconstruction
apparaisse naturelle a` l’œil. C’est le cas lors de la restauration de contenu ou de
remplissage d’une re´gion sur laquelle il y avait un logo d’incruste´ par exemple.
Les me´thodes d’inpainting sont donc principalement utilise´es pour reboucher des zones de
tailles re´duites lors de restauration de contenu alte´re´ ou perdu pendant la transmission.
Contrairement aux travaux de cette the`se, focalise´s sur la synthe`se de re´gions texture´es
pseudo-stationnaires, ces algorithmes s’attachent donc a` propager des structures. Cepen-
dant les liens e´troits entretenus entre ces approches nous ame`nent a` e´voquer les princi-
pales techniques d’inpainting. En effet, ces deux me´thodes peuvent s’ave´rer bilate´ralement
comple´mentaires :
• Synthe`se de texture le long de structures propage´es par une me´thode d’inpainting.
• Utilisation de techniques d’inpainting entre deux re´gions synthe´tise´es.
1.9.1 Propagation de signal anisotrope
L’un des premiers travaux visant a` re´soudre de manie`re automatique un proble`me
d’inpainting est de´crit dans [BSCB00]. Le syste`me est fonde´ sur la propagation anisotrope
de signal, c’est a` dire que celle-ci se fait uniquement dans certaines directions, permettant
de propager des formes ge´ome´triques. Cette propagation se fait en re´solvant un syste`me
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Figure 1.38 – De´composition des images pour l’inpainting des zones blanches sur l’image source
Barbara par l’algorithme pre´sente´ dans [BVSO03].
d’e´quations aux de´rive´es partielles (EDP). Les travaux de Chan et Shen reprennent l’ide´e
de la diffusion anisotrope en introduisant un mode`le de Variation Totale fonde´ sur la
re´solution d’un proble`me d’Euler-Lagrange [CS00]. Un sche´ma plus abouti a e´te´ ensuite
propose´ dans [CS01] propagent l’information dans des zones plus e´tendues.
Une me´thode plus efficace en termes de couˆts de calculs est pre´sente´e dans [OBMC01].
Elle reste cependant limite´e a` la reconstruction d’une zone tre`s e´troite, puisque fonde´e
sur une diffusion isotrope du signal. De plus, son efficacite´ de´pend d’une information
supple´mentaire, fournie par l’utilisateur, qui de´termine par des segments l’arreˆt de la
diffusion isotrope a` l’origine de l’introduction de flou, lors de la reconstruction de contours.
Un algorithme ite´ratif EM est de´crit dans [FS05]. Contrairement a` l’algorithme uti-
lise´ dans la synthe`se de texture pre´sente´e dans la partie 1.7.2, l’espe´rance repose sur
une approche utilisant les repre´sentations parcimonieuses. Ces dernie`res consistent en la
de´composition du signal sur une base appele´e dictionnaire ayant un nombre d’atomes tre`s
supe´rieur a` la dimension du signal. Cette de´composition introduit un grand nombre de va-
leurs nulles. L’e´tape M correspond ici a` la de´composition la plus parcimonieuse alors que
l’e´tape E correspond a` la mise a` jour de l’estimation en fonction de la nouvelle distribution.
La propagation du signal est efficace pour les formes ou objets coupe´s dans la zone a`
reproduire, mais il faut aussi traiter les textures, plus difficiles a` pre´dire. La partie suivante
propose de de´crire quelques me´thodes qui inte`grent, en plus des techniques pre´ce´demment
aborde´es, la synthe`se de texture pour former un sche´ma complet permettant de reboucher
des re´gions perdues a` l’aide de leur environnement.
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Figure 1.39 – Re´sultats interme´diaires de l’ inpainting de [CPT04], suivant l’ordre de construc-
tion.
1.9.2 Combinaison de synthe`se de texture et propagation ge´ome´trique
Les e´quations a` de´rive´es partielles permettent la propagation de contours mais sont
insuffisantes pour propager des motifs de textures a` mesure que la surface est large. Avec
l’e´volution rapide, en paralle`le, des algorithmes de synthe`se de texture, des approches
mixtes d’inpainting ont vu le jour, alliant synthe`se de texture et propagation ge´ome´trique.
La partie complexe de ce processus est alors de de´corre´ler propagation de structure et ajout
des informations de texture. L’approche pre´sente´e dans [BVSO03], propose d’extraire les
structures via un algorithme de minimisation de la variation totale [VO03]. Ainsi le signal
image contient une version de structure S et une version texture T
I = S + T (1.16)
Ensuite, S est remplie en utilisant la me´thode de´crite dans [BSCB00], alors que T
est traite´e en utilisant l’algorithme de [EL99] pre´sente´ en section 1.5.1. La figure 1.38,
provenant de [BVSO03], montre la reconstruction de zones enleve´es en utilisant cette
de´composition du signal. L’image en haut a` gauche montre la source et les zones retire´es,
la seconde ligne montre la de´composition en une image de contours et une image de tex-
ture, enfin, la dernie`re ligne montre les reconstructions de chaque image. L’image finale,
re´sultant de la somme de la dernie`re ligne est pre´sente´e en haut a` droite. Les deux ap-
proches utilise´es sont :
• la synthe`se de texture de [EL99], pre´sente´e en section 1.5.1 ;
• la me´thode de propagation de contours propose´e dans [BSCB00]
La deuxie`me approche faisant re´fe´rence dans l’utilisation couple´e de synthe`se de texture
et des techniques premie`res d’inpainting est de´crite dans [CPT04]. Contrairement aux
approches utilisant des e´quations de diffusion, la propagation de structure s’inspire d’al-
gorithmes de synthe`se de texture et notamment [EL99]. En effet, la valeur d’un nouveau
pixel de´pend de la recherche d’un pixel candidat dans le signal connu, en comparant leur
voisinage. La propagation de la structure de cette manie`re est assure´e par l’ordre de la
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Figure 1.40 – Comparaison des diffe´rentes synthe`ses sur l’e´chantillon de texture 9 de la base
VisTex [PGM+95]. Les re´sultats des algorithmes de [WL00], [Ash01] et [KAK05] sont issus d’une
imple´mentation personnelle alors que les autres proviennent directement de la litte´rature.
synthe`se qui prend en compte les gradients pre´sents sur les bords de la re´gion manquante.
Une carte de confiance est mise en place afin de ge´rer l’ordre de construction des pixels
manquants. Cette carte favorisant les zones a` fort gradient, les contours sont d’abord pro-
page´s, la mise a` jour de la carte permet ensuite de construire le reste de la zone manquante
dans un ordre logique, ge´ome´triquement. La figure 1.39 pre´sente les re´sultats en cours de
synthe`se afin d’illustrer l’ordre de l’inpainting et la qualite´ du re´sultat final.
Kumar et al. proposent dans [KBBN05] de reprendre l’inpainting de´crit dans [CPT04]
pour en apporter deux extensions : la prise en compte de la dimension temporelle pour
l’inpainting de se´quences vide´o ainsi qu’une recherche non parame´trique des meilleurs
patchs dans le signal existant, exe´cute´e dans le domaine de Fourier [KDM02].
Plusieurs approches ont ensuite e´te´ pre´sente´es dans le meˆme registre. La solution
de´crite dans [YHS] propose par exemple de de´composer les hautes fre´quences assimile´es
a` la texture et les basses fre´quences via le domaine DCT. La synthe`se de texture mul-
tire´solution pre´sente´e dans [WL00] et de´crite a` la section 1.5.2 est utilise´e pour la synthe`se
des hautes fre´quences.
1.10 Comparaisons et choix
Cette section vise a` montrer et a` comparer les re´sultats visuels pour certains algo-
rithmes de´veloppe´s pre´ce´demment. Certains algorithmes ont e´te´ implante´s, principalement
les me´thodes pixel et patch afin de pouvoir choisir les me´thodes adapte´es au sche´ma de
compression souhaite´. Quelques textures provenant de la base de donne´e de [PGM+95]
sont heureusement largement utilise´es par les auteurs pour montrer l’efficacite´ de leur
synthe´tiseur. Le fait de comparer certains re´sultats provenant d’une imple´mentation per-
sonnelle avec ceux de la litte´rature introduit ine´vitablement un biais du fait qu’il faille
parame´trer les algorithmes. Toutefois, une application toute particulie`re a e´te´ porte´e
pour montrer les re´sultats avec les meilleurs parame`tres trouve´s, afin de ne pas le´ser
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Figure 1.41 – Comparaison des diffe´rentes synthe`ses sur l’e´chantillon de texture 7 Vis-
Tex [PGM+95]. Les re´sultats des algorithmes de [WL00], [Ash01] et [KSE+03] re´sultent d’une
imple´mentation personnelle alors que les autres proviennent directement de la litte´rature
les algorithmes imple´mente´s par rapport aux re´sultats de la litte´rature, qui sont eux
aussi, logiquement optimise´s. Il est par ailleurs facile de de´montrer les failles d’algo-
rithmes imple´mente´s en modifiant certains parame`tres. Les figures 1.40 et 1.41 montrent
les re´sultats de diffe´rentes approches e´tudie´es dans ce manuscrit. On s’aperc¸oit des tex-
tures structure´es avec des primitives bien de´finies, les me´thodes patch donnent des re´sultats
satisfaisants.
Bien que les choix des algorithmes retenus soient de´taille´s dans les parties contribu-
tions, citons quelques caracte´ristiques essentielles a` prendre en compte. Avec la qualite´ des
re´sultats visuels, le crite`re fondamental dans le choix d’utilisation d’un algorithme re´side
dans son adaptabilite´ au contexte. Dans celui de la synthe`se ou du raffinement de textures
enleve´es ou alte´re´es dans les vide´os, plusieurs contraintes seront a` prendre en compte :
• les contraintes aux bords des re´gions,
• les contraintes a` la forme et a` la taille du patch,
• les contraintes de parame´trage, et adaptation a` une gamme de textures la plus large
possible,
• les contraintes temporelles...
La liste n’est pas exhaustive mais permet de se rendre compte que les algorithmes rigides
en termes de parame`tres, ite´ratifs ou encore de´die´s a` un type restreint de textures seront
donc a` proscrire.
1.11 Conclusion
La pre´sentation des diffe´rentes approches de synthe`se de texture dans ce chapitre
montre la difficulte´ de les trier d’une part, et de les comparer d’autre part. En effet,
les diffe´rences dans les approches se situent au concept meˆme de la mode´lisation choisie :
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de´finir une distribution probabiliste de la surface a` synthe´tiser, construire la texture de
manie`re particulaire, motif a` motif, ou pixel a` pixel, ite´rer un processus convergeant vers
une distribution maximisant l’espe´rance attendue du signal synthe´tise´... Le comportement
des algorithmes est de plus directement circonstancie´ au type de texture auquel ils s’at-
taquent. Il faut ne´anmoins faire des choix pour le contexte de la compression d’images fixes
et anime´es. Un des points fondamentaux re´side dans la facilite´ de parame´trer l’algorithme.
En effet, l’automatisation du syste`me de compression ne´cessite un nombre minimum de
parame`tres a` de´finir d’une part, mais aussi de pouvoir les adapter en fonction de la re´gion
texture´e a` traiter. Les approches non-parame´triques, construisant la surface synthe´tise´e
pixel a` pixel ou par groupes de pixels, apparaissent donc les me´thodes les plus aise´es a`
mettre en place. C’est ce qu’il ressort notamment des approches pre´sente´es dans le cha-
pitre suivant qui visent a` exploiter ce type d’algorithmes pour la reconstruction de re´gions
texture´es au de´codeur.
CHAPITRE 2
La compression vide´o.
Le format de te´le´vision nume´rique standard, tel qu’on le rec¸oit au format SD (Standard
Definition) en Europe, comporte 720×576 pixels a` la fre´quence de 25 images par seconde.
Afin d’approcher la qualite´ de son pre´de´cesseur analogique, en conside´rant que 12 bits sont
ne´cessaires pour repre´senter la couleur d’un pixel, il faudrait transmettre une quantite´
d’information de 124.4 Mbits par seconde. Or un canal TNT, large de 8 MHz, a un de´bit
nume´rique limite´ a` 40 Mbits/s. La diffusion de formats Haute De´finition (1920 × 1080)
sans compression paraˆıt donc compromise.
Heureusement, une multitude de redondances sont contenues dans les images et encore
plus dans les vide´os. Aussi, Claude Shannon a de´fini le terme d’entropie comme la quantite´
d’information re´ellement contenue dans un signal source. Dans le cas d’un syste`me de
communication d’un signal nume´rique entre un e´metteur et un re´cepteur, l’entropie de la
source d’information correspond a` l’incertitude du re´cepteur par rapport a` ce que la source
va transmettre. Dans le cas du codage re´versible, i.e. sans perte d’informations, le but de la
compression vide´o consiste a` diminuer la quantite´ de donne´es a` transmettre au re´cepteur en
supprimant le maximum de redondances, ceci afin que la quantite´ d’informations transmise
tende vers l’entropie du signal source. Si le taux de compression obtenu ne suffit pas, le
codage avec pertes permet d’accroˆıtre ce taux, au prix d’une de´gradation du signal. C’est
le codeur de l’e´metteur qui se chargera de transformer l’image ou la se´quence vide´o en un
train binaire dans lequel l’information source est condense´e. Le de´codeur du re´cepteur
se chargera d’analyser le signal rec¸u pour reconstruire les images ou les vide´os.
Ce chapitre a pour but de pre´senter les enjeux et les contraintes qui ont conduit les
acteurs de la normalisation vers les sche´mas hybrides. Les sche´mas actuels de compression
vide´o et celui en cours d’e´laboration seront ensuite de´taille´s pour en montrer les hautes
performances, mais aussi les limites qui ont inspire´ les travaux de cette the`se. Enfin les
codeurs adapte´s au contenu source, et oriente´s synthe`se de texture, seront pre´sente´s.
2.1 Exploitation de la perception visuelle.
La compression de vide´os peut eˆtre compose´e uniquement de processus qui permettent
de compresser mathe´matiquement le signal sans perte d’information. Le signal de´code´
est alors identique au signal source. Dans ce cas, toutes les transformations applique´es
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Figure 2.1 – Spectre des couleurs.
doivent eˆtre re´versibles. Cependant, ces syste`mes suffisent rarement et sont couple´s aux
processus de quantification de´crits ci-apre`s, qui tentent de re´duire la quantite´ d’informa-
tion a` transmettre, tout en minimisant les de´gradations des images : on parle alors de
compression avec pertes. Dans ce dernier cas, il faut chercher a` cacher, ou du moins limi-
ter les de´gradations occasionne´es. Le syste`me visuel humain (SVH) posse`de des proprie´te´s
de perception des couleurs, des fre´quences et des contrastes, qui permettent de compresser
les images en minimisant les de´gradations visibles. On appelle notamment phe´nome`ne de
masquage la diminution de la perception due a` certaines interactions dans le domaine spa-
tial et/ou temporel. A` l’inverse, le phe´nome`ne de facilitation correspond aux accentuations
de perception dans certaines configurations de re´gions d’images ou de vide´os. Les sche´mas
de codage vont donc chercher a` localiser les suppressions d’informations de pre´fe´rence
dans les zones de masquage afin de ge´ne´rer le minimum de de´gradations dans les zones de
facilitation.
Cette section vise a` pre´senter quelques caracte´ristiques principales du SVH et leur
exploitation pour la compression. La premie`re partie propose de commencer par les pro-
prie´te´s du SVH face a` la perception des couleurs, et ainsi de´crire l’adaptation des formats
d’images en couleur.
2.1.1 Repre´sentation des couleurs et formats d’images.
Afin de pouvoir repre´senter toutes les couleurs d’une sce`ne, il faut choisir un espace
contenant toutes les couleurs du visible, afin de restituer un contenu fide`le a` l’e´cran. Les
travaux pre´sente´s dans [KGKH93] e´mettent la possibilite´ de synthe´tiser toutes les couleurs
du spectre visible, repre´sente´ en figure 2.1, a` partir de la combinaison de trois longueurs
d’ondes spe´cifiques. Ainsi, le domaine RGB pour Red Green Blue permet de synthe´tiser les
couleurs a` partir des couleurs primaires rouge (700.0nm) vert (546.1nm) et bleu (535.8nm).
Cependant, d’apre`s la the´orie des signaux antagonistes de la perception des couleurs,
le SVH distingue la lumie`re rec¸ue en trois signaux de diffe´rence : {noir-blanc, rouge-vert,
bleu-jaune}, issus de trois types de coˆnes diffe´rents, pre´sents sur la re´tine. Aussi, l’acuite´
visuelle chromatique est sensiblement infe´rieure a` l’acuite´ achromatique. L’espace de cou-
leurs utilise´ dans le domaine de la compression, appele´ YUV, ou YCbCr, est donc adapte´
aux caracte´ristiques du SVH. Y repre´sente ainsi pour la luminance, U(Cb) correspond
a` la diffe´rence entre le bleu et la luminance, et V (Cr) a` la diffe´rence entre le rouge et
la luminance. Le passage du domaine RGB au domaine YUV se fait en appliquant la
transformation suivante :YU
V
 =
 0.299 0.587 0.114−0.14713 −0.28886 0.436
0.615 −0.51499 −0.10001
RG
B
 . (2.1)
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Figure 2.2 – Formats d’e´chantillonnage des couleurs.
L’acuite´ du SVH e´tant moindre pour les chrominances que pour la luminance, la toute
premie`re e´tape de la re´duction d’information consiste ge´ne´ralement a` choisir un format
permettant la re´duction des informations contenues dans les composantes chromatiques.
Pour l’image nume´rique, cette re´duction passe par un sous-e´chantillonnage des compo-
santes chromatiques. La figure 2.2 illustre les formats principaux :
• 4 : 4 : 4 : pas de sous-e´chantillonnage.
• 4 : 2 : 2 : sous-e´chantillonnage horizontal d’un facteur 2.
• 4 : 1 : 1 : sous-e´chantillonnage horizontal d’un facteur 4.
• 4 : 2 : 0 : sous-e´chantillonnage horizontal et vertical d’un facteur 2. C’est le format
qui est utilise´ dans les principaux codecs (codeurs-de´codeurs). On note toutefois sur
la figure 2.2 que plusieurs versions de sous-e´chantillonnage existent.
Si chaque composante peut prendre 256 valeurs, soit un codage sur 8 bits, le mode
4 : 2 : 0 permet par exemple de coder toute l’information de couleur pour un pixel sur 12
bits, au lieu des 24 bits ne´cessaires pour le mode 4 : 4 : 4.
2.1.2 Sensibilite´ au contraste.
Le SVH est plus sensible aux variations locales de luminances qu’aux valeurs absolues
de luminance. Pour mesurer ce phe´nome`ne, on de´finit la notion de contraste comme le
rapport entre la variation locale de luminance et la luminance moyenne sur le voisinage.
Mathe´matiquement, plusieurs de´finitions des contrastes sont propose´es dans la litte´rature.
Le contraste de Weber [Cor70] exprime le rapport entre la variation locale de luminance
∆L sur un fond de luminance uniforme L dans la re´gion conside´re´e, soit
CWeber =
∆L
L
. (2.2)
La loi de Weber-Fechner pose que ce rapport est quasi-constant sur une large gamme
de luminance et de´finit ainsi les bases du masquage par contraste. Une autre de´finition
tre`s re´pandue, le contraste de Michelson d’une image est de´fini dans [Mic95] par
CMichelson =
Lmax − Lmin
Lmax + Lmin
(2.3)
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Figure 2.3 – Sensibilite´ au contraste. A gauche apparaˆıt l’illustration de la sensibilite´ fournie
dans [CR68]. A droite est repre´sente´e l’enveloppe de visibilite´ normalise´e propose´e par J. Mannos
et D. Sakrison dans [MS74].
ou` Lmin et Lmax sont les valeurs de luminance minimum et maximum du signal. Cette
de´finition a permis d’e´tendre l’e´tude du seuil de sensibilite´ au contraste du SVH, en pre-
nant en compte d’autres caracte´ristiques influant sur la perception humaine. On de´taillera
notamment dans les paragraphes suivants les influences des fre´quences spatiales et tempo-
relles.
2.1.3 Syste`me Visuel Humain et fre´quences spatiales.
Dans le domaine de l’image, la notion de fre´quence spatiale est associe´e a` la rapidite´ de
variation du signal dans les deux dimensions de l’image, par analogie a` la fre´quence tem-
porelle. L’illustration de Campbell-Robson [CR68], en figure 2.3, pre´sente une modulation
sinuso¨ıdale de la luminance suivant l’axe horizontal, alors que le contraste varie expo-
nentiellement suivant l’axe vertical. On s’aperc¸oit alors que les bandes apparaissent plus
hautes au milieu que sur les bords. Cette proprie´te´ est inte´ressante pour la compression
d’images puisque l’œil ne distinguera pas ou peu les pertes au niveau des hautes fre´quences
et des faibles contrastes. La fonction de sensibilite´ au contraste ou CSF (Contrast Sen-
sitivity Function) repre´sente l’enveloppe du seuil diffe´rentiel de visibilite´. Cette fonction
permet de traduire mathe´matiquement la proprie´te´ pre´ce´dente et ainsi d’adapter les pro-
cessus de compression pour que les pertes soient localise´es au dela` de ce seuil de visibilite´.
On retrouve la forme de cette enveloppe sur la CSF isotrope propose´e par J. Mannos et
D. Sakrison dans [MS74] et pre´sente´e sur la figure 2.3 a` droite.
2.1.4 Syste`me Visuel Humain et fre´quences temporelles.
Par analogie avec la sensibilite´ aux fre´quences spatiales, la perception du SVH varie en
fonction de la fre´quence temporelle. Dans ses travaux publie´s dans [DL+58], H. De Lange
montre que la sensibilite´ maximale se situe aux environs de 8 Hz, et de´croˆıt rapidement
pour les fre´quences supe´rieures. De fait, si la sensibilite´ est acceptable pour la fre´quence
standard de 25 images par seconde, le rendu est quasi parfait pour les se´quences cadence´es
a` 100 images par seconde.
Apre`s avoir de´taille´ quelques aspects essentiels de la vision humaine, la suite de ce
chapitre pre´sente des techniques de compression des images et des vide´os. Deux approches
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Figure 2.4 – Structure ge´ne´rale d’un sche´ma de compression d’images.
se comple`tent a` cette fin : re´duire les redondances qui s’y cachent, mais aussi exploiter les
caracte´ristiques du SVH expose´es pre´ce´demment pour dissimuler au mieux les distorsions.
2.2 Les principes ge´ne´raux de compression d’images fixes et
anime´es.
Les syste`mes de compression d’image contiennent ge´ne´ralement trois e´tapes principales,
rappele´es dans la figure 2.4. La compression du signal contenu dans une image, passe
d’abord par sa de´corre´lation, c’est a` dire la recherche de la suppression, ou du moins la
minimisation des redondances. Pour cela, deux techniques sont ge´ne´ralement utilise´es.
• La pre´diction : on cherche dans cette e´tape a` pre´dire au mieux le signal a` partir
d’une autre. En effet, si deux re´gions identiques ou quasi identiques sont contenues
dans l’image, il n’est pas ne´cessaire de transmettre les deux re´gions. Il suffira au
de´codeur de reconstruire la deuxie`me a` partir de la premie`re.
• La transformation : cette e´tape consiste a` calculer la repre´sentation du signal dans
un autre domaine permettant de le traiter dans un espace ade´quat.
Comme aucune des deux techniques n’offre a` elle seule une de´corre´lation parfaite, elles sont
ge´ne´ralement utilise´es conjointement afin de minimiser l’entropie du signal a` transmettre.
Une dernie`re e´tape, le codage entropique, consiste ensuite a` re´duire le nombre de bits
ne´cessaires a` la repre´sentation du train binaire envoye´. Cette e´tape du codage, couple´e a`
la mise en forme du train binaire est classiquement re´versible.
Dans le cas ou` ces outils ne suffisent pas a` re´duire suffisamment la quantite´ d’informa-
tions a` transmettre, une e´tape de quantification est applique´e avant le codage entropique,
introduisant des pertes d’informations. Il s’agit alors de trouver un compromis entre com-
pression et qualite´ visuelle du signal de´code´ puis reconstruit.
Ces diffe´rents processus sont de´taille´s dans les sections suivantes, en commenc¸ant par
e´voquer les principales techniques de pre´diction, fondamentales pour la compression de
contenu, mais aussi, indissociable des approches utilise´es pour la synthe`se de texture.
2.2.1 La pre´diction.
Le codage pre´dictif vise a` approximer au mieux la valeur d’un pixel ou d’un bloc de
pixels de l’image a` partir du contexte causal. La notion de causalite´ se re´fe`re d’abord
au temporel : ce qui est passe´ par rapport a` l’action en cours. Lors du codage ou du
de´codage d’une image fixe, cette causalite´ correspond a` la partie spatiale connue, qui a
de´ja` e´te´ reconstruite. Les images sont ge´ne´ralement traite´es dans l’ordre raster scan, ce
contexte correspond aux pixels au dessus et a` gauche du bloc courant. Dans le cas du
codage de se´quences vide´o, le domaine causal correspond non seulement aux parties de
l’image courante de´ja` reconstruites mais aussi aux images pre´ce´demment de´code´es de la
se´quence.
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L’ide´e simple re´side dans le fait que le de´codeur puisse reproduire la pre´diction au
codeur, sans force´ment avoir a` transmettre d’informations annexes. On distingue ici deux
types de pre´diction possibles :
• la pre´diction Intra qui correspond a` la pre´diction d’un pixel ou bloc courant uni-
quement a` partir des informations spatiales de la partie causale de l’image courante.
• la pre´diction Inter qui correspond a` la pre´diction du bloc a` partir de certaines
images pre´ce´demment de´code´es, appele´es images de re´fe´rence. Le codage des vide´os
atteint des taux de compression nettement plus e´leve´s que pour les images, du fait
de la prise en compte des fortes similarite´s entre les images successives des se´quences
sources.
Les techniques relatives a` ces diffe´rents modes seront de´taille´es a` travers la pre´sentation
des standards usuels de compression. L’erreur de pre´diction ou re´sidu est estime´e simple-
ment par la diffe´rence entre la pre´diction et les valeurs re´elles : c’est pre´cise´ment cette
information qui est encode´e puis transmise au de´codeur. Le re´sidu posse`de ainsi une en-
tropie moindre, compare´e a` celle du signal source. La qualite´ de la pre´diction est donc
essentielle dans le sche´ma de compression puisqu’elle conditionne radicalement la quantite´
d’information re´siduelle a` traiter et a` transmettre.
La section suivante propose de de´tailler les transformations principales, utilise´es en
compression d’images et de vide´os
2.2.2 La transformation.
La transformation est une autre technique permettant de de´corre´ler le signal. Elle peut
eˆtre utilise´e seule ou applique´e sur le re´sidu, en sortie de la pre´diction. Parmis les outils
de transformation les plus usite´es, on trouve :
• la transforme´e de Karhunen-loe`ve (KLT). L’efficacite´ de cette transforme´e
re´side dans le fait que ses fonctions de bases s’adaptent au signal source. En effet, le
domaine transforme´ est constitue´ des vecteurs propres de la matrice de covariance,
il est donc orthogonal. Il est de plus optimal puisque tous les e´le´ments de la matrice
sont de´corre´le´s. De par la diagonalisation de sa matrice de covariance, la KLT per-
met de concentrer l’e´nergie sur les composantes principales du signal. Cependant, sa
force fait aussi sa faiblesse puisqu’il faut calculer la nouvelle base et que cette e´tape
est complexe a` mettre en œuvre. En pratique elle n’est donc pas utilise´e, mais elle
constitue une borne supe´rieure d’efficacite´ a` atteindre.
• la transforme´e de Fourier Contrairement a` la KLT, la base d’arrive´e est fixe et
des algorithmes rapides tels que la FFT (Fast Fourier Transform) permettent d’en
faire un outil plus le´ger a` utiliser. La transforme´e discre`te ou DFT est donne´e par
F (k, l) =
N−1∑
m=0
N−1∑
n=0
I(m,n) e−
2iΠkm
N e−
2iΠln
N (2.4)
pour une image I ou un bloc de taille N ×N . Cette transforme´e pre´sente cependant
l’inconve´nient de fournir un signal complexe.
• la transforme´e en cosinus discre`te (DCT). Outil de transformation le plus
souvent utilise´ dans les standards de compression d’images et de vide´os, cette DCT
en 2D se´parable est construite en calculant les DCT 1D sur les lignes puis les colonnes
se´pare´ment. Ainsi, son calcul suit
F (u, v) =
1
4
CuCv
N−1∑
m=0
N−1∑
n=0
Imn cos(upi
2m+ 1
2N
) cos(vpi
2n+ 1
2N
) (2.5)
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Figure 2.5 – Fonctions de base 2D de la transforme´e en cosinus discre`te.
ou`
Cu =
{
1√
2
si u = 0,
1 sinon,
et Cv =
{
1√
2
si v = 0,
1 sinon.
(2.6)
Cette transforme´e est aussi orthogonale et permet une bonne distribution de la
variance, ce qui implique une concentration efficace de l’e´nergie dans le domaine
transforme´. Quand le signal source re´pond aux crite`res d’un champ de Markov du
premier ordre, l’efficacite´ de la DCT s’approche de celle de la KLT dans laquelle les
fonctions de base de´pendent du signal source. La figure 2.5 illustre les fonctions de
base de la DCT pour un bloc de taille 8× 8.
Cependant, la DCT doit eˆtre applique´e a` des blocs de taille restreinte de l’image,
typiquement 8× 8 ou 4× 4 pixels, pour limiter les distorsions. En effet, les fonctions
de base de la DCT n’e´tant pas spatialement localise´es, l’e´tape suivante de quantifi-
cation, lorsqu’elle est tre`s significative, introduit des artefacts visibles sous la forme
de frontie`res rectilignes : les effets de blocs.
Une fois le signal repre´sente´ et concentre´ dans le domaine transforme´, l’e´tape suivante
consiste a` le quantifier pour diminuer encore la quantite´ d’information transmise.
2.2.3 La quantification.
Cette ope´ration consiste a` associer a` une valeur re´elle une autre valeur appartenant
a` un ensemble discret. Deux cas peuvent avoir lieu : soit la source est a` valeurs dans un
ensemble continu soit dans un ensemble discret dont il faut re´duire l’e´chelle. La pre´cision
des valeurs prises par le signal est alors re´duite, afin que le signal quantifie´ puisse eˆtre
de´crit avec moins d’informations que sa version originale. La quantification est l’e´tape
de la compression qui introduit donc ine´vitablement des pertes de donne´es, rendant le
sche´ma irre´versible. Les pertes seront repre´sente´es par une erreur de quantification eq.
L’ensemble d’arrive´e, appele´ dictionnaire est discret et fini. Le cas de la quantification
vers un dictionnaire de dimension 1 est appele´ quantification scalaire : c’est celui qui est
utilise´ dans les codeurs de l’e´tat de l’art et qui sera de´taille´ dans les paragraphes suivants.
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Quantification scalaire uniforme / non uniforme
Soit un signal X = {x1, .., xN} a` valeurs dans l’intervalle [a, b]. Les valeurs de l’espace
de de´part {di ∈ [a, b]|i ∈ [1, N ]} de´finissent un ensemble d’intervalles [di; di+1]. A chaque
intervalle [di; di+1] correspond alors une valeur ri unique appele´e niveau de reconstruction.
Dans le cas d’une quantification scalaire uniforme, ∀i ∈ [1, N−1] di+1−di = L est constant.
L’ide´e de pratiquer une quantification non uniforme parait inte´ressante puisqu’adap-
table au contenu a` coder. Il faut ne´anmoins, dans ce cas, transmettre un dictionnaire
re´pertoriant les intervalles utilise´s. La me´thode suivante permet un compromis largement
utilise´ pour la compression d’images.
Quantification a` zone morte
La seule modification par rapport a` la quantification uniforme re´side dans l’agrandis-
sement d’un intervalle autour de x = 0 alors que les autres intervalles restent inchange´s de
valeur L. Ceci est tre`s utile dans la compression d’image puisqu’apre`s l’e´tape de transfor-
mation de´crite pre´ce´demment, de tre`s nombreuses valeurs sont condense´es sur de faibles
niveaux. De plus, elles correspondent souvent a` des fre´quences tre`s peu perceptibles a` l’œil
humain, qui pe´nalisent le syste`me de codage alors qu’assigne´es a` 0, elles ne sont pas prises
en compte par le codeur entropique, dernie`re e´tape du processus d’encodage.
Apre`s avoir passe´ les e´tapes de de´corre´lation par pre´diction et transformation, puis
la quantification, un algorithme de codage entropique permet finalement, en utilisant la
the´orie de l’information, de re´duire la quantite´ de bits ne´cessaires a` la description du signal
transmis.
2.2.4 Codage entropique re´versible.
Le codage mathe´matique vise a` changer la repre´sentation du signal, afin de minimiser
le nombre de bits ne´cessaires pour le de´crire. Comme il a e´te´ e´voque´ en introduction,
pour mesurer cette quantite´ minimum, on de´finit l’entropie de Schannon H. On note les
e´le´ments xi, ∀i ∈ [1, N ] d’un signal X, repre´sente´s par les symboles si, code´s chacun sur
un nombre de bits variable. The´oriquement, H(X) correspond a` la borne infe´rieure de la
quantite´ de bits moyenne par symbole pour coder X sans perte d’information. L’entropie
correspondant a` l’incertitude du re´cepteur par rapport au signal transmis : cette proprie´te´
est vraie si le de´codeur ne posse`de pas d’informations a priori sur les symboles rec¸us. Il
est donc possible de descendre sous cette barre si le de´codeur posse`de des informations
contextuelles sur le signal transmis.
Formellement, si P (X = xi) est la loi de probabilite´ des e´ve`nements de X, on a :
H(X) = −E(log2 P (X = xi)) = −
N∑
i=1
Pi log2(Pi). (2.7)
Un codeur entropique vise donc a` construire des symboles si d’une longueur moyenne
proche de H(X), a` partir des caracte´ristiques du signal d’entre´e X. Les symboles n’ayant
pas tous la meˆme longueur, les plus courts sont affecte´s aux e´ve`nements qui apparaissent
le plus fre´quemment. C’est le principe des codes a` longueur variable (VLC pour Variable
Length Code). Parmi les codeurs entropique les plus ce´le`bres, on peut citer le codage
de Huffman, le codage arithme´tique ou encore CABAC (Codage Arithme´tique Binaire a`
Contexte Adaptatif) utilise´ dans le standard H.264/AVC.
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Norme de´bits classiques Applications
H.261 64kbit/s Visioconfe´rence (ISDN)
MPEG-1 1.5kbit/s Vide´o a` la demande (VOD)
CD-ROM
Visioconfe´rence
MPEG-2, H.262 1.5kbit/s CD-ROM
1.5 - 9.72 Mbit/s DVD
10- 20 Mbit/s TVHD
H.263 64Kpit/s Visioconfe´rence (ISDN)
1.5 Mbit/s Visioconfe´rence (WAN)
MPEG-4/AVC, H.264 64 Kbit/s Visioconfe´rence (ISDN)
56Kbit/s - 1Mbit/s VOD
1Mbit/s CD-ROM
6Mbit/s TVHD
Table 2.1 – De´bits et applications vise´es des principales normes de compression vide´o.
2.3 Les techniques de´veloppe´es dans les standards de com-
pression.
Cette section pre´sente les diffe´rents algorithmes et techniques mis en œuvre dans les
standards les plus utilise´s du domaine de la compression de vide´os. Ces me´thodes sont dites
hybrides du fait qu’elles combinent codage pre´dictif et codage par transforme´e. Apre`s un
bref historique, les principales caracte´ristiques communes aux standards seront pre´sente´es.
Enfin, seront de´taille´es les spe´cificite´s du standard de re´fe´rence actuel (H.264/AVC) ainsi
que son successeur en cours d’e´laboration (HEVC).
2.3.1 Historique des normes et standards
Les premiers besoins en compression de vide´o nume´rique proviennent du domaine de
la visioconfe´rence. La premie`re norme en ce sens, H.261, a e´te´ e´tablie en 1990 par l’ITU
(International Telecommunication Union). Ce sont cependant les normes MPEG-1 puis
MPEG-2, de´veloppe´es par le groupe Motion Picture Experts Group, qui ont permis, en
augmentant les de´bits possibles, d’acce´der a` des services tels que le stockage, la lecture et
la diffusion de la vide´o a` la demande. Enfin, la norme H.264 MPEG4/AVC, partiellement
de´taille´e en section 2.4, qui s’e´tait initialement spe´cialise´e dans le codage a` bas de´bit,
est actuellement la norme utilise´e pour la diffusion de la te´le´vision en haute de´finition.
Elle s’est impose´e en apportant un gain de 50% par rapport au standard MPEG2. Le
tableau 2.1 re´fe´rence les principales normes avec les de´bits vise´s ainsi que les applications
principales auxquelles elles sont de´die´es.
Toutes ces normes ont en commun d’eˆtre de´finies a` partir de la structure du de´codeur
ainsi que de la syntaxe du train binaire envoye´ par le codeur. La section suivante pre´sente
la structure de cette syntaxe.
2.3.2 Syntaxe hie´rarchique.
Une se´quence vide´o est de´crite par les standards MPEG a` diffe´rents grains. La figure
2.6, pre´sente´e dans [BD96], illustre l’imbrication des niveaux suivants :
52 La compression vide´o.
Séquence Vidéo
Groupe d'images (GOP)
Image
16 pixels 4 ou 8 pixels
Tranche ou slice Macrobloc Bloc
Figure 2.6 – Les diffe´rents niveaux d’une se´quence dans la syntaxe MPEG.
• La se´quence qui comprend les parame`tres globaux tels que le nombre d’images par
seconde, la taille des images, le format de repre´sentation des couleurs.
• Le GOP ou groupe d’images : c’est le sche´ma de codage minimal qui est re´pe´te´
pe´riodiquement dans le temps. Il de´finit ainsi la pe´riode de codage de la se´quence.
• L’Image est l’unite´ de la se´quence sur l’axe temporel.
• Le Slice de´finit un groupe de macroblocs (voir ci-apre`s). C’est la partie e´le´mentaire
permettant la synchronisation du flux. Lorsqu’une partie du flux transmis est er-
rone´e, le de´codeur passe au traitement du slice suivant.
• Le Macrobloc (MB) est un bloc de taille 16×16 pour la composante des luminances.
La taille des blocs associe´s de chrominances de´pend du format de couleur choisi :
pour un format 4 : 2 : 0 par exemple, la taille des blocs de chrominances sera 8× 8.
• Le Bloc de taille 4 × 4 ou 8 × 8 ge´ne´ralement. C’est a` ce niveau que s’ope`rent les
choix des modes de pre´diction et de transformation quand le macrobloc est trop
large. La taille du bloc e´le´mentaire permet ainsi de s’adapter a` l’activite´ locale du
signal source.
Les parties suivantes de´taillent les techniques et structures supple´mentaires permettant
de prendre en compte la se´quence a` tous les niveaux pre´ce´demment de´crits. Les principales
contributions par rapport au codage d’images fixes re´sident principalement au niveau des
e´tapes de pre´diction temporelle. Au niveau du GOP d’abord, le fait de pouvoir pre´dire
des donne´es spatio-temporelles ne´cessite de de´finir une structure particulie`re.
2.3.3 Les diffe´rents types d’images pour la pre´diction.
A l’inte´rieur d’un GOP, on distingue trois types d’image :
• Les images I pour lesquelles tous les macroblocs sont code´s en mode Intra : elles sont
inde´pendantes des images voisines et constituent donc les images de re´fe´rences. Ce
sont celles qui consomment le plus de ressources binaires. Elles permettent cependant
de se resynchroniser sur le signal source.
• Les images P sont des images pre´dites temporellement a` partir d’une image de
re´fe´rence dans le passe´. Les macroblocs sont code´s soit en Inter, soit en Intra. Ces
images sont code´es par diffe´rence avec une image passe´e de type I ou P.
• Les images B sont des images bi-pre´dites temporellement a` partir de deux images
de re´fe´rence situe´es, ge´ne´ralement, respectivement dans le passe´ et dans le futur. Les
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Figure 2.7 – Exemple d’enchaˆınement des types d’images pour la pre´diction Inter.
macroblocs peuvent la` encore eˆtre code´s soit en Inter, soit en Intra. L’inte´reˆt de ce
type d’images re´side dans leur moindre couˆt par rapport aux autres et permettent
d’introduire de la scalabilite´ temporelle, i.e. la possibilite´ de de´coder la vide´o a`
diffe´rentes cadences. Cependant, elles ne´cessitent une gestion particulie`re des images
puisque l’ordre de de´codage des images n’est plus celui de l’affichage.
Un exemple d’enchaˆınement de ces images dans un GOP est illustre´ en figure 2.7. Ainsi,
le codage des images I ne contient qu’une e´tape de pre´diction intra. Pour les autres, les
modes de codage intra et inter seront en compe´tition.
2.4 Le standard H.264 MPEG-4/AVC.
Le standard H.264/MPEG-4 AVC, ne´ en 2003, est issu du projet H.26L [SW02] des
travaux de l’e´quipe JVT (Joint Video Team). Cette dernie`re est constitue´e des groupes
ITU-T / VCEG et de ISO / MPEG. Il apporte une ame´lioration des performances de
compression de l’ordre de 50% par rapport a` H.262 / MPEG-2, le standard pre´ce´dent.
La norme MPEG4-partie 2 a d’abord permis d’introduire la notion d’objets audio et
vide´o. Elle comporte deux grandes parties : un ensemble d’outils de codage pour l’audio
et la vide´o, et un langage syntaxique pour de´crire les objets audio / vide´o et les outils.
La partie objet pre´voit notamment une description des objets par maillage, et un codage
spe´cifique pour chaque type de donne´es a` coder (mouvement, texture, et forme des objets).
Par la suite, MPEG4 partie 10, intitule´ H.264/MPEG-4 AVC sera principalement utilise´
pour ses performances de codage. Dans la suite de ce manuscrit, H.264/MPEG-4 AVC
sera note´ H.264 pour simplification.
Comme pour les standards pre´ce´dents, la norme H.264 de´finit uniquement la syntaxe
du flux binaire et la structure du de´codeur. Alors que le de´codeur ainsi de´fini doit eˆtre
capable d’interpre´ter le train binaire rec¸u et que la syntaxe du flux re´pond a` la norme,
le codeur peut lui eˆtre modifie´ pour son optimisation ou l’adaptation a` un contexte de
transmission de vide´os. Le codeur H.264 est illustre´ sur la figure 2.8. Comme pour les
normes pre´ce´dentes, le codeur hybride exploite les deux de´corre´lations : pre´diction et
transformation. La boucle illustre´e en les pre´dictions intra et inter, ainsi que les spe´cificite´s
de transformation et de codage entropique.
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Figure 2.8 – Spe´cificite´s d’un codeur MPEG4/AVC.
2.4.1 Pre´diction intra-images.
Contrairement aux standards pre´ce´dents, pour lesquels la pre´diction intra s’ope`re dans
le domaine transforme´, les modes H.264 sont calcule´s dans le domaine pixel. Le macrobloc
a` coder est donc pre´dit (c’est a` dire approxime´) a` partir de ses voisins spatiaux (choisis
parmi le voisin gauche et les trois voisins supe´rieurs). Pour cette e´tape, le standard, dans
sa version finale conside`re trois tailles de bloc : 16×16, 8×8 mais aussi 4×4, offrant ainsi
une granularite´ accrue par rapport a` la pre´cision des standards pre´ce´dents.
Prenons l’exemple d’un bloc qui sera de´duit des pixels du dessus qui ont de´ja` e´te´
de´code´s, ce qui correspond au mode vertical (figure 2.9). L’ope´ration consiste simplement
a` re´pe´ter 4 fois la dernie`re ligne du bloc supe´rieur, de manie`re a` cre´er un nouveau bloc
4 × 4. Ce nouveau bloc est appele´ pre´diction spatiale et permet d’approximer le bloc a`
coder. L’erreur commise (diffe´rence des valeurs pixel a` pixel entre le bloc source et sa
pre´diction), devra eˆtre transmise au de´codeur. Ce sche´ma est valide pour les blocs 4×4 et
8× 8 de luminance. Pour les blocs 16× 16 de luminance et 8× 8 de chrominance, 4 modes
sont disponibles : horizontal, vertical, DC et un mode nomme´ plane correspondant a` un
plan line´aire construit a` partir des pixels de bord causaux.
2.4.2 Pre´diction inter-images
Cette section de´crit le principe de pre´diction inter-images qui permet au codeur de
compresser les se´quences d’images avec une efficacite´ bien supe´rieure a` celle d’un codeur
d’images fixes, applique´ image par image. Apre`s la bre`ve pre´sentation des outils utilise´s
dans les codeurs MPEG, cette section vise a` de´tailler les ame´liorations apporte´es dans ce
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Figure 2.9 – Les modes intra pour la pre´diction d’un bloc 4× 4.
domaine par le standard H.264.
Estimation et compensation de mouvement.
Les outils d’estimation [JJ81] et de compensation de mouvement ont conside´rablement
re´duit les de´bits ne´cessaires a` la transmission de se´quences vide´o. Certaines applications
spe´cifiques aux codeurs hybrides de la compensation de mouvement sont notamment
de´taille´es dans [Gir87]. Dans le cadre du codage inter, le codeur est dote´ d’un estima-
teur de mouvement. Celui-ci a pour roˆle de de´terminer le de´placement de la sous-partition
courante (bloc, macrobloc) vis-a`-vis d’une image pre´ce´demment code´e/de´code´e (appele´e
image de re´fe´rence). En re`gle ge´ne´rale, les algorithmes d’estimation de mouvement sont de
type block matching. Cette technique, illustre´e par la figure 2.10, permet de trouver dans
une image de re´fe´rence le bloc maximisant une mesure de corre´lation avec le bloc courant.
Le bloc de l’image de re´fe´rence trouve´ par l’estimateur est appele´ pre´diction temporelle.
Classiquement, a` chaque bloc est associe´ un vecteur de mouvement. Ce vecteur est
ensuite code´ et transmis au de´codeur. Comme pour la pre´diction spatiale, il est ensuite
ne´cessaire de transmettre l’erreur de pre´diction. Les partitions possibles du macrobloc
pour cette ope´ration sont illustre´es sur la figure 2.11. On note qu’une premie`re partition
s’ope`re au niveau du macrobloc 16× 16. Puis, si une partition 8× 8 est choisie, les blocs
8× 8 peuvent encore eˆtre partitionne´s de la meˆme manie`re.
Dans cette queˆte de minimisation des redondances temporelles, on peut citer les contri-
butions suivantes, dans le cadre de la prise en compte du mouvement par rapport au
pre´ce´dent standard MPEG-2.
• Le de´coupage des macroblocs possibles jusqu’a` 4 × 4 est illustre´ par la figure 2.11,
par rapport au MB classique de 16× 16 pixels.
• La compensation de mouvement se fait avec une pre´cision au quart de pixel.
• La bi-pre´diction :
Une des spe´cificite´s du standard H.264 est de permettre la pre´diction d’images B,
pre´sente´es pre´ce´demment, a` partir de plusieurs images ante´rieures et futures dont d’autres
images B pre´ce´demment code´es/de´code´es. Ces images B pouvant servir de re´fe´rences sont
appele´es B-stored. La figure 2.12 pre´sente un tel enchaˆınement avec des images B ayant 3
images de re´fe´rence possibles.
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bloc colocalisé 
au bloc courant
bloc le plus corrélé au bloc courant
Vecteur de mouvement associé
Image de référence Image courante
Figure 2.10 – Block matching : recherche de corre´lation dans une image de re´fe´rence.
4x4 4x4
4x4 4x4
8x8
8x8 4x8 4x8
Vecteur de mouvement
Mouvement nul
Figure 2.11 – Exemple de partition d’un macrobloc pour la pre´diction inter.
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I1 B1 B2 P1 B4 B6 P2B3 B5
Ordre d'affichage: I1B1B2B3P1B4B5B6P2 Ordre de décodage: I1P1B2B1B3P2B5B4B6
Figure 2.12 – Structure de GOP comportant des images B bi-pre´dites, possibilite´ nouvelle du
standard H264.
Images précédemment décodées Image courante
Figure 2.13 – Re´fe´rences multiples pour la pre´diction inter d’un bloc.
Le groupe d’images pre´sente´ en figure 2.12 posse`de une structure appele´e B hie´rarchique
puisque l’image B2 est d’abord de´code´e afin de servir de re´fe´rence pour les images B1 et
B3. Cette structure permet, au dernier e´tage, une pre´diction avec des images directement
voisines, ce qui ame´liore la qualite´ de corre´lation lors des mouvements rapides. Le fait de
mettre en œuvre cette structure permet de gagner jusqu’a` 15% de de´bit a` qualite´ e´gale
sur certaines se´quences, compare´ a` H.264 sans bi-pre´diction hie´rarchique.
Par ailleurs, pour des images P et B, il est possible d’utiliser plusieurs macroblocs
provenant de plusieurs images de re´fe´rences, afin de pre´dire le macrobloc courant. Pour les
images P, le processus reste monodirectionnel puisqu’un seul pre´dicteur est choisi, mais il
peut maintenant eˆtre choisi dans plusieurs images de re´fe´rence. Pour les images B, deux
macroblocs sont utilise´s, et il est possible de changer d’image de re´fe´rence pendant le
processus de pre´diction de l’image en cours. La figure 2.13 montre ainsi que deux macro-
blocs d’une meˆme image peuvent eˆtre pre´dits a` partir d’images de re´fe´rence diffe´rentes :
la flexibilite´ de la pre´diction est ainsi accrue.
Apre`s avoir de´taille´ les deux grandes cate´gories de pre´dictions, la section suivante
pre´sente comment le codeur peut choisir le mode de codage approprie´ au MB en cours.
Les normes e´tant e´crites a` partir du de´codeur, ces me´thodes ne sont pas directement lie´es
a` un standard, et en particulier a` H.264.
2.4.3 Choix des modes de codage.
La syntaxe du flux envoye´ au de´codeur comportant les informations relatives aux modes
choisis, le codeur est libre pour la se´lection des modes. Ce choix est cependant conditionne´
par le type d’image traite´e : seule la pre´diction intra sera par exemple active dans le cas
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d’une image I. L’optimisation de´bit/distorsion, ou RDO (Rate/Distorsion Optimization),
est le processus le plus souvent utilise´ pour de´cider du meilleur mode parmi les modes
et sous-modes intra et inter. Le but de cette e´tape de´taille´e dans [SW98, OR98] est alors
de minimiser la distorsion sous la contrainte d’un certain de´bit. Selon [WSJ+03], cette
ope´ration consiste trouver pour un signal S et un mode de pre´diction I, selon
min
I
D(S.I) soumis a` R(S, I) ≤ Rc (2.8)
avec D(S.I) le crite`re de distorsion, R(S.I) le de´bit et Rc la contrainte de de´bit. En
pratique, cette ope´ration revient a` minimiser une fonction Lagrangienne donne´e par
Jlambda(S, I) = D(S, I) + λ.R(S, I), (2.9)
avec λ ≥ 0 un parame`tre permettant de ponde´rer la fonction entre ces deux crite`res. Le
processus a donc deux options pour faire ce choix en tenant compte des deux parame`tres :
• Me´thode a posteriori : dans ce cas, les e´tapes suivantes de l’encodage d’un ma-
crobloc i.e. la transforme´e spatiale, la quantification et le codage entropique, sont
ne´cessaires pour connaˆıtre le de´bit. De plus, le calcul de la distorsion par rapport au
signal source, ne´cessite d’appliquer les ope´rations inverses de de´codage. De manie`re
optimale, cette e´tape est applique´e pour tous les modes afin de trouver celui qui
minimise la distorsion tout en atteignant la contrainte de de´bit simultane´ment. Ce-
pendant, ces ope´rations e´tant couˆteuses, notamment les transforme´es, les codeurs
utilisant la RDO a posteriori ne testent que les modes les plus probables.
• Me´thode a priori : dans ce cas, un mode`le est utilise´ pour estimer le de´bit ne´cessaire
et la distorsion correspondante. Ce mode`le est empirique et permet d’approcher les
performances des tests a posteriori. Cette me´thode sous-optimale re´duit cependant
nettement la complexite´ du choix de mode de codage.
Le paragraphe suivant de´crit succinctement le type de transforme´e utilise´e dans le
standard H.264.
2.4.4 Transforme´es discre`tes.
Afin de coder les re´sidus, une transforme´e DCT entie`re est applique´e sur les blocs 4×4
et 8× 8 contrairement aux pre´ce´dentes normes ou` seule la DCT 8× 8 e´tait utilise´e. Cette
e´volution permet de maximiser la cohe´rence avec la pre´diction, qui peut aussi s’appliquer
sur des blocs de 4 × 4 ou 8 × 4 et 8 × 4. Les fonctions de base de la DCT n’e´tant pas
spatialement localise´es, la diffe´rence de quantification d’un bloc a` l’autre introduit une
discontinuite´ entre les blocs adjacents. C’est pourquoi un filtre contre les effets de bloc
(deblocking filter) a e´te´ introduit dans le de´codeur de´fini par la norme H.264.
2.4.5 Nouveau codeur entropique.
La norme H.264 comprend deux codeurs entropiques : le CAVLC pour Context Adap-
tive Variable Length Coding et le CABAC pour Context Adaptive Binary Arithmetic
Coding. Le but clairement affiche´ re´side dans l’adaptation maximum au contenu a` enco-
der. Les caracte´ristiques du codeur ne sont pas directement lie´es aux travaux de cette the`se
qui trouvent plus d’e´chos dans les e´tapes de pre´diction.
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2.4.6 Vers le standard HEVC.
Le standard HEVC pour High Efficiency Video Coding [HEV11] est le futur successeur
de H.264, en cours de de´veloppement par l’e´quipe Joint Collabortive Team on Video Coding
(JCT-VC) [HEV10a], commune a` MPEG et VCEG. Comme son nom l’indique, il vise a`
ame´liorer les performances de codage de son pre´de´cesseur, c’est a` dire diviser par deux
la taille du train binaire ne´cessaire au de´codage d’images de qualite´ comparable a` H.264
avec ses parame`tres les plus performants [HEV10b]. Ainsi, HEVC permettra de diffuser la
te´le´vision nume´rique pour les futures ge´ne´rations d’e´crans en ultra haute de´finition, soient
7680× 4320 pixels.
Le sche´ma est toujours en de´veloppement et des modifications sont approuve´es au fur
et a` mesure, on peut ne´anmoins citer quelques outils a` l’origine de cet accroissement de
performance. Telles qu’elles sont pre´sente´es dans le mode`le de test d’octobre 2010, les
principales ame´liorations sont porte´es a` tous les niveaux :
• les tailles de macroblocs conside´re´s pour le codage, allant maintenant de 8 × 8 a`
64× 64 ;
• la transforme´e s’ope`re sur des blocs de tailles 4× 4 a` 32× 32 ;
• le nombre de directions possibles pour les modes intra passe a` 34 ;
• un choix adaptatif des matrices de quantification utilise´es ;
• de nouveaux filtres pour limiter les effets de bloc...
Ces contributions doivent cependant eˆtre mises en œuvre avec le souci de conserver une
complexite´ acceptable. Le calendrier pre´voit une version finale, preˆte a` eˆtre standardise´e
en janvier 2013. Comme pour ses pre´de´cesseurs, il restera ensuite au standard a` s’imposer
comme l’outil incontournable de transmission et stockage de contenus vide´o.
2.4.7 Conclusion sur les standards.
L’e´volution des techniques utilise´es, couplant avance´es technologique et algorithmiques,
apportent une grande efficacite´ de codage pour les applications d’aujourd’hui, avec le
standard H.264. Cependant, les e´crans et les contenus me´dia continuent d’e´voluer, ce
qui ne´cessitera toujours des performances de codage accrues, ou du moins des outils de
codage de´die´s a` ces applications. C’est pourquoi l’e´quipe JCT-VC de´veloppe HEVC, et
devra de´velopper de nouveaux outils. Les travaux pre´sente´s dans cette the`se, ainsi que
les sche´mas du meˆme type de la litte´rature, ne sont pas de´veloppe´s pour faire l’objet
de propositions pour le standard HEVC, puisqu’e´loigne´s de l’optique de choix de mode
sur crite`re de´bit/distorsion objectifs, et vraisemblablement pas assez matures pour un
standard a` court terme. Il contribue donc aux recherches en amont qui pourront permettre
la construction de futurs standards en rupture, dont les applications ne´cessiteront encore
plus de re´ductions de de´bits. Apre`s avoir de´taille´ l’e´volution des codeurs de vide´os, la
section suivante pre´sente comment e´valuer leurs performances et quels sont les enjeux de
ces crite`res pour les futurs sche´mas.
2.5 La compression et les mesures de distorsion.
La mesure de distorsion se divise en deux grandes cate´gories.
• La mesure objective qui se fonde sur une estimation de la distorsion entre les
pixels de l’image de´grade´e et ceux de l’image source. La note peut donc eˆtre donne´e
automatiquement par un calcul allant de la simple diffe´rence aux algorithmes prenant
en compte les proprie´te´s du SVH.
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• La mesure subjective qui donne une note a` l’image de´grade´e sur sa qualite´ perc¸ue
par un individu ou un groupe d’individus.
La premie`re est e´videmment souhaitable afin de construire un sche´ma automatique attes-
tant la qualite´ des images de´code´es. Le but ultime e´tant d’approcher au mieux la note
donne´e par une mesure subjective sur un large e´chantillon de population. Il s’ave`re cepen-
dant que dans la plupart des cas, les crite`res objectifs ne suffisent pas a` e´valuer parfaitement
la qualite´ perc¸ue. Avant de de´tailler les principales me´thodes d’e´valuation de la qualite´, la
section suivante pre´sente les distorsions qui sont occasionne´es par les codecs standards de
compression.
2.5.1 Les distorsions dues a` la compression.
La plupart des codeurs pre´sente´s ci-dessus, malgre´ les multiples optimisations, reposent
sur des outils similaires et produisent donc des artefacts communs. En effet, la chaˆıne
comple`te (compensation de mouvement, transforme´e DCT, quantification des coefficients)
est comparable et applique´e notamment sur des blocs dans la plupart des codeurs. Pour
rappel, a` l’issue de cette chaˆıne, seule l’e´tape de quantification introduit des pertes et donc
des distorsions. Cependant, les artefacts produits de´pendent de la chaˆıne entie`re puisque
la quantification est ope´re´e sur le re´sidu transforme´ du signal pre´dit. On rele`ve plusieurs
types de distorsions sur les vide´os de´code´es.
• Les effets de bloc : ils correspondent a` l’apparition de frontie`res rectilignes visibles
entre les blocs qui ont e´te´ reconstruits apre`s de´codage.
• Le flou correspond logiquement a` la suppression des coefficients hautes fre´quences
lors de la quantification dans le domaine DCT. Cette distorsion est sans doute l’une
des plus sensible et geˆnante.
• Les saccades peuvent apparaˆıtre lors d’une mauvaise compensation de mouvement.
• Le color blending : une frontie`re nette se´pare deux re´gions dont les chrominances
sont fortement diffe´rentes. Les hautes fre´quences supprime´es par l’e´chantillonnage
4 : 2 : 0 par exemple, introduisent une bavure de couleurs sur le macrobloc.
• Le papillotement (ou flickering) apparaˆıt principalement dans les zones texture´es. La
texture des blocs de ces zones est compresse´e avec des pas de quantification variant
au cours du temps, ce qui a pour effet de cre´er des papillotements dans ces zones.
Cette distorsion, pre´sente sur les textures, va eˆtre de´terminante dans la re´ussite des
algorithmes de compression oriente´s synthe`se.
Cette liste n’est pas exhaustive mais permet d’aborder les principaux artefacts qu’il va
falloir appre´hender.
2.5.2 Les me´thodes d’e´valuation subjective.
Le test subjectif permet d’e´valuer la qualite´ d’images ou de vide´os par les notes donne´es
par un panel repre´sentatif d’observateurs. Ainsi, ils permettent souvent de calibrer par
l’expe´rience ce que les crite`res objectifs doivent approcher. Cependant, meˆme si l’e´valuation
subjective permet de s’affranchir de tous les proble`mes de mode´lisation par la vision ar-
tificielle, il existe tout de meˆme des biais dus aux conditions de test. Ces dernie`res ont
donc fait l’objet d’une normalisation par l’ITU [IR93], qui de´termine l’ensemble des re`gles
auxquelles doivent re´pondre les tests. Ces re`gles de´finissent les deux principaux facteurs
suivants.
• L’environnement de visualisation qui comprend la distance entre l’e´cran et l’obser-
vateur, la luminosite´ ambiante, et l’isolement de l’e´cran dans le champ de vision
(l’e´cran se trouve devant un font uniforme).
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Figure 2.14 – Structure typique d’une me´trique de qualite´ d’image
• Le panel d’observateurs qui doit prendre en compte les proportions de certaines
caracte´ristiques comme l’aˆge, le sexe, le port de lunettes ou encore la profession.
Les donne´es re´sultant des tests subjectifs doivent ensuite eˆtre traite´es et interpre´te´es.
On pre´sente d’abord la note MOS (Mean Opinion Score) qui correspond a` la moyenne
des notes fournies par les observateurs. Il est a` noter qu’il est souhaitable de de´tecter les
re´sultats incohe´rent d’un individu isole´ pour exclure ses notes du calcul du MOS.
Les sche´mas de´veloppe´s au cours de ces travaux de the`se ont fait l’objet de tests
subjectifs. Le de´tail des conditions de tests, relatives aux expe´rimentations mene´es, sera
donne´ dans les chapitres 4 et 5
2.5.3 Les me´thodes d’e´valuation objective.
Les diffe´rentes approches de´taille´es ici visent, le plus souvent, a` e´valuer objectivement
la qualite´ de l’image entie`re. Elles rele`vent donc l’ensemble des distorsions pre´sentes sur
la surface de l’image pour calculer une note globale de qualite´. Elles peuvent ne´anmoins
permettre de comparer localement les distorsions produites par les modes de compression
par exemple, afin de choisir le meilleur selon le crite`re utilise´. La figure 2.14 pre´sente´e dans
[Nin09] illustre cette structure passant par la cre´ation d’une carte des distorsions avant de
les cumuler pour obtenir une note globale.
Les me´thodes purement signal.
Le rapport signal a` bruit est le plus couramment utilise´ pour e´valuer la distorsion entre
le signal de´code´ et le signal source. Le crite`re pour mesurer ce rapport est appele´e PSNR
pour Peak Signal to Noise Ratio. Son calcul suit la formule :
PSNR = 10. log10
(
d2
EQM
)
, (2.10)
avec d correspondant a` la dynamique du signal, soit typiquement d = 255 pour la compo-
sante d’un pixel code´e sur 8 bits, et EQM signifie Erreur Quadratique Moyenne, connue
aussi sous l’acronyme MSE pour Mean Squared Error. Elle est de´finie par :
EQM =
1
mn
m−1∑
i=0
n−1∑
j=0
‖Is(i, j)− Id(i, j)‖2 (2.11)
entre une image source Is et une image de´grade´e Id de taille m× n.
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Ce calcul constitue la manie`re la plus simple de juger de la de´gradation, pixel a` pixel
d’un signal par rapport a` sa version d’origine. Il n’est cependant pas force´ment adapte´
au SVH. En effet, toutes les conside´rations e´nonce´es en section 2.1, comme la sensibilite´
au contraste, par exemple, ne sont plus prises en compte. Malgre´ cela, cette me´trique
constitue toujours la mesure de re´fe´rence pour juger de l’efficacite´ d’un codec, ce qui
pe´nalise les nouveaux types de codeurs oriente´s synthe`se, de´crits en section 2.7. C’est
pourquoi de nouvelles me´triques ont vu le jour afin de tenir compte de certains de ces
aspects, notamment la structure de l’image.
Les me´thode structurelles.
L’approche SSIM pour Structural SIMilarity a e´te´ de´veloppe´e par Wang et al. dans
[WBSS04]. Fonde´e sur les pre´ce´dents travaux pre´sente´s dans [LWBK02, WSB02], elle ne
cherche pas comme le PSNR a` e´valuer les diffe´rences pixel a` pixel entre l’image source et
l’image de´grade´e, mais de mesurer la similarite´ de structure. L’objet de cette me´trique est
donc de tenter de construire une me´trique objective qui tient compte des proprie´te´s du
SVH lui meˆme tre`s sensible aux distorsions affectant les structures de l’image. On entend
par structure l’agencement des valeurs des pixels, particulie`rement l’agencement local. Fort
de ce constat, le calcul de cette me´trique s’effectue a` travers la comparaison de blocs ou
de feneˆtres glissantes sur les images. Soient fx et fy les signaux x et y regarde´s a` travers
la feneˆtre f . La SSIM se compose de trois notes : la premie`re, note´ l sur les luminances,
la deuxie`me c sur le contraste et la dernie`re s sur la structure. La SSIM est ainsi de´finie
par :
SSIM(fx, fy) = [l(fx, fy)]
α . [c(fx, fy)]
β . [s(fx, fy)]
γ (2.12)
avec 
l(fx, fy) =
2µfxµfy+C1
µ2fx+µ
2
fy
+C1
c(fx, fy) =
2σfxσfy+C2
σ2fxσ
2
fy
+C2
s(fx, fy) =
2σfxfy+C3
σfxσfy+C3
(2.13)
ou` µ repre´sente la moyenne du signal sur la feneˆtre f et σ la variance. Les constances C1,
C2 et C3 permettent de stabiliser les divisions quand le reste du de´nominateur est tre`s
faible. Dans l’e´quation 2.12, α > 0, β > 0, γ > 0 qui sont des parame`tres permettant
d’ajuster l’importance de chaque terme. Les auteurs simplifient l’expression en assignant
α = β = γ = 1 et C3 =
C2
2 . L’expression simplifie´e de la SSIM est alors donne´e par :
SSIM(fx, fy) =
(2µfxµfy + C1)(2σfxfy + C2)
(µ2fx + µ
2
fy
+ C1)(σ2fx + σ
2
fy
+ C2)
(2.14)
avec :
• σfxfy la covariance entre les deux signaux sur la feneˆtre f ,
• C1 = (k1L)2 et C2 = (k2L)2,
• L la dynamique du signal, typiquement 255 pour une composante code´e sur 8 bits,
• par de´faut, k1 = 0.01 et k2 = 0.03.
En appliquant la SSIM sur une feneˆtre glissante centre´e sur chaque pixel des images a`
comparer, il est possible de cre´er une carte des erreurs structurelles comme illustre´ sur la
figure 2.15 donne´e dans [WBSS04]. Sur cette figure, la luminance croˆıt avec la SSIM sur
la carte correspondante, alors qu’elle de´croˆıt avec les diffe´rences en valeurs absolues, afin
de pouvoir comparer les me´thodes. On s’aperc¸oit que la SSIM re´agit a` la perte des arbres
au premier plan avec de faibles notes (zones sombres).
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Figure 2.15 – Cartes de distorsions. a) image source, b) image compresse´e, c) diffe´rences abso-
lues, pixel a` pixel, d) carte SSIM
Des optimisations ont e´te´ apporte´es par la suite a` cette me´trique. Les meˆmes au-
teurs ont propose´ une version multi-e´chelle (MS-SSIM) dans [WSB03]. Comme pour la
synthe`se multi-re´solution, les niveaux supe´rieurs de la pyramide sont des versions sous-
e´chantillonne´es par un filtrage passe-bas. Apre`s avoir calcule´ inde´pendamment les termes
l, c et s pour chaque e´tage, la SSIM finale est donne´e par :
MS − SSIM(x, y) = [l(x, y)]αM .
M∏
j=1
[c(x, y)]βj . [s(x, y)]γj (2.15)
ou` M est le nombre d’e´tages de la pyramide, le parame`tre αM de´pend du nombre d’e´tages
et les parame`tres βj et γj de´pendent du niveau de re´solution courant. l, c et s corres-
pondent ici au cumul sur un niveau de re´solution des mesures sur chaque feneˆtre glissante
f pre´ce´demment introduite.
Une autre extension est de´crite dans [WLB04] pour prendre en compte l’aspect tempo-
rel de la perception des se´quences vide´o. La principale contribution consiste a` augmenter
l’importance des zones claires de l’image, qui, pour les auteurs, sont cense´es attirer le re-
gard. Pour cela, une ponde´ration est applique´e par feneˆtre suivant la luminance moyenne
µf suivant :
wf =

0 µfx ≤ 40
µfx−40
10 40 < µfx ≤ 50
1 µfx > 50
(2.16)
Une ponde´ration suivant le mouvement global est aussi applique´e pour prendre en compte
le fait que lors d’un mouvement rapide, l’œil perc¸oit moins bien les distorsions de struc-
ture. Ainsi, si le module moyen M des vecteurs mouvements de la sce`ne est e´leve´, une
ponde´ration faible sera applique´e afin de valoriser les moments de la se´quence ou` le mou-
vement est faible ou nul, moments ou l’œil peut fixer et de´tecter le maximum de distorsions.
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Cette ponde´ration suit pour chaque image i :
Wi =

∑R
j=1wfj Mi ≤ 0.8
1.2−Mi
0.4
∑R
j=1wfj 0.8 < Mi ≤ 1.2
0 Mi > 1.2
(2.17)
avec R le nombre de feneˆtres fj sur l’image et Mi le module moyen du mouvement de´fini
par
Mi =
∑R
j=1mi,fj
RKM
, (2.18)
ou` mi,fj correspond a` chaque vecteur de mouvement pour les feneˆtres conside´re´es sur
l’image i et KM une constante de normalisation fixe´e a` KM = 16 par les auteurs. Ces
adaptations au mouvement sont cependant approximatives par rapport aux proprie´te´s du
SVH e´nonce´es en sections 2.1.2, 2.1.3 et 2.1.4. Premie`rement, ce sont les contrastes et non
les luminances moyennes qui influent le plus sur la perception. D’autre part, si l’ide´e de la
prise en compte des mouvements rapides applique´e sur l’image entie`re s’ave`re inte´ressante,
une approche locale pour chaque objet serait peut-eˆtre plus pertinente. Quoi qu’il en soit,
cette me´trique prend en compte l’aspect temporel, alors que le PSNR omnipre´sent dans
le domaine de la compression de vide´o n’en tient nullement compte.
Me´thodes oriente´es SVH.
Les me´triques oriente´es SVH prennent en compte, a` leur manie`re, les notions de mas-
quage et de facilitation e´voque´es en de´but de chapitre. Le crite`re VDP (Visible Difference
Predictor), pre´sente´ dans [Dal93], propose par exemple d’e´valuer la probabilite´ que le SVH
de´tecte une diffe´rence entre une image de´grade´e et celle d’origine. Cette me´thode utilise
une de´composition en ondelettes. Dans chaque sous-bande conside´re´e, des cartes de seuils
de de´tection sont calcule´es, puis cumule´es sur l’image pour obtenir une note finale de
qualite´.
Une autre me´trique, de´crite dans [OLL+03], propose d’abord de de´tecter les artefacts
sur la luminance. L’image originale et l’image de´grade´e sont d’abord filtre´es par un filtre
passe-haut. Pour chaque position (x, y), entre un signal s(x, y) et sa version de´grade´e
s′(x, y), la probabilite´ que la diffe´rence soit de´tecte´e est donne´e par
p(x, y) =

1 si |s(x, y)− s′(x, y)| > e1
0 si |s(x, y)− s′(x, y)| < e0
|s(x,y)−s′(x,y)|−e0
e1−e0 sinon
, (2.19)
ou` e0 et e1 sont des seuils dont e0 le seuil en dessous duquel la diffe´rence est conside´re´e
comme invisible. Un gain est ensuite applique´ en prenant en compte les aspects temporels,
de fre´quences spatiales et de contraste. De plus, une e´volution permettant la prise en
compte des chrominances est pre´sente´e dans [OLLY05].
2.5.4 Conclusion sur les me´triques.
D’autres me´triques ont e´te´ de´veloppe´es, tentant de mode´liser au mieux l’appre´ciation
des diffe´rences par le SVH. Elles permettent cependant d’e´valuer une diffe´rence entre les
pixels de la se´quence de´grade´e par rapport a` la source. Dans le cadre d’un sche´ma qui
utilise la synthe`se de texture, ces me´triques ne permettent pas d’e´valuer la qualite´ de
la reconstruction puisque les diffe´rences entre l’image synthe´tise´e et sa source peuvent
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Figure 2.16 – Re´gions reconstruites par synthe`se, et donc a` fortes diffe´rences.
eˆtre importantes, alors que la re´gion synthe´tise´e parait similaire a` l’œil. Il n’existe, a`
ce jour, pas de me´trique qui permette de juger re´ellement des de´fauts que l’œil humain
pourrait percevoir, sur une re´gion reconstruite de cette manie`re. La figure 2.16 pre´sente
le cas classique de reconstruction vise´ par ces travaux de the`se. L’image des diffe´rences
montre bien qu’il est difficile d’e´valuer si l’image est de bonne qualite´. En effet, vis-a`-vis
de l’image source, de grandes diffe´rences apparaissent, meˆme en prenant en compte les
aspects du SVH cite´s pre´ce´demment. Des tentatives d’e´valuation de qualite´ sans re´fe´rence
a` la source ont e´te´ tente´es. Elles restent cependant lie´es a` un contexte particulier avec une
connaissance a priori sur les artefacts a` chercher.
2.6 De nouveaux outils.
2.6.1 Choix des modes de pre´diction et distorsions associe´es
Les mesures de distorsion dans le standard H.264, telles que le PSNR ou les calculs
d’erreur pour les choix de mode, sont fonde´s sur le calcul moyenne´ de distances pixel a`
pixel. Les proprie´te´s du SVH ne sont donc nullement prises en compte, les choix de modes
de compression sont donc perfectibles.
Les principales contraintes dans la re´alisation des normes de codages de vide´o re´sident
dans la complexite´ du de´codeur. En effet, une intelligence minimale a toujours e´te´ requise
afin d’eˆtre capables de de´coder la vide´o en temps re´el, quels que soient l’application et le
mate´riel : de´codeurs pour te´le´vision, smartphones, tablettes... Avec la progression de la
rapidite´ de traitement des syste`mes embarque´s, il est cependant maintenant possible de
transfe´rer de l’intelligence au de´codeur afin d’accroˆıtre conside´rablement les performances
de codage, chose extreˆmement difficile en bloquant ce degre´ de liberte´, les codeurs H.264,
e´tant tre`s aboutis en termes de performances de codage.
2.6.2 Le Template Matching pour la pre´diction intra
Une nouvelle recherche de pre´dicteurs en mode intra appele´ template matching est
propose´e dans [TBS06]. Illustre´ par la figure 2.17, ce mode de pre´diction cherche a` faire
correspondre une zone template constitue´e des pixels causaux du voisinage direct du bloc
a` pre´dire avec les pixels contenus dans une zone de meˆme forme dans la partie causale de
l’image. Le bloc candidat associe´ a` la zone template la plus corre´le´e a` celle du bloc courant
sert alors de pre´dicteur au meˆme titre qu’une pre´diction intra classique.
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Figure 2.17 – Template matching : Pre´diction d’un bloc en fonction de son voisinage template.
Cette approche est inte´ressante par le fait qu’elle e´tablit les liens e´troits tisse´s entre la
pre´diction dans le domaine de la compression et le domaine de la synthe`se de texture. En
effet, ce travail, qui n’est pas sans rappeler la comparaison de voisinages de´crite dans le
premier chapitre, est en partie fonde´ sur les approche de L.Y. Wei [WL00] et M. Ashikhmin
[Ash01].
Vers le transfert de l’intelligence au de´codeur
La section suivante pre´sente les approches voisines de celle vise´e dans ce manuscrit.
Fonde´es sur l’adaptation au contenu de la sce`ne a` encoder, ces me´thodes passent d’abord
par le transfert de l’intelligence coˆte´ de´codeur. Contrainte majeure des normes de com-
pression actuelles, les de´codeurs capables de reconnaˆıtre et de synthe´tiser des re´gions de
texture seront vraisemblablement beaucoup plus complexes que leurs parents utilise´s ac-
tuellement.
Les codeurs oriente´s contenu, visent a` traiter se´pare´ment des re´gions construites suivant
diverses cohe´rences structurelles.
• Le mouvement : le regroupement des vecteurs de mouvement pour chaque pixel en
classes permet de segmenter des re´gions spatio-temporellement cohe´rentes.
• Les textures : les outils de segmentation et de description de texture sont varie´s et
feront l’objet d’une e´tude approfondie dans le chapitre 3.
2.7 Les sche´mas adapte´s au contenu.
2.7.1 Motivations.
Le standard H.264 [AVC03] est la re´fe´rence de compression dans l’e´tat de l’art actuel.
Le processus de pre´diction ope´re´ dans ce standard est fonde´ sur un compromis entre de´bit
et distorsion pre´sente´ dans [WSJ+03]. D’un point de vu compression objective des donne´es,
cette me´thode produit des calculs de pre´diction de bonne qualite´. Cependant, la distorsion
utilise´e, fonde´e sur le crite`re de la MSE, ne permet pas toujours une corre´lation ade´quate
entre les modes choisis et les caracte´ristiques du syste`me visuel humain.
Deuxie`mement, les textures sont souvent des surfaces tre`s de´taille´es et bruite´es pour les-
quelles les ope´rations de quantification dans un domaine transforme´ en fre´quences spatiales
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ne sont pas adapte´es. La quantification dans le domaine fre´quentiel sacrifie typiquement
les coefficients de hautes fre´quences, qui contiennent les informations de de´tails.
Une autre limitation, de´crite dans [NNBW09a], provient de conside´rations temporelles
puisque seule la compensation de mouvement, avec plusieurs images de re´fe´rence, permet
de tenir compte des statistiques a` long terme dans les se´quences vide´o. Il est alors probable
qu’une meilleure adaptation temporelle, a` l’e´volution du contenu permettrait d’ame´liorer
directement les performances. Les approches de´crites ci-apre`s tentent, par exemple, de
reproduire des re´gions texture´es, temporellement cohe´rentes sur un ou plusieurs GOP.
Les sche´mas pre´sente´s dans cette section partent donc du postulat que certaines tex-
tures n’ont pas besoin d’eˆtre analyse´es par le SVH. Qualifie´es de textures non pertinentes,
elles peuvent eˆtre reconstruites d’une autre manie`re que par des techniques fonde´es sur la
MSE : les outils de synthe`se de texture.
Des outils existent pour les e´tapes de synthe`se et d’analyse. Les algorithmes de synthe`se
pre´sente´s dans le chapitre 1 sont ainsi largement utilise´s. D’autre part, des outils d’ana-
lyse existent de´ja`. Le standard MPEG-7, pre´sente´ dans [MSS02], contient de nombreux
descripteurs permettant de caracte´riser des informations visuelles. Ces informations sont
cependant de´die´es a` la description de contenus multime´dia a` des fins de stockage, de
re´fe´rencement, et de facilitation de communication. A l’inverse, les sche´mas de codage
pre´sente´s dans cette partie visent a` optimiser l’utilisation de la description du contenu
pour re´duire le de´bit de donne´es a` transmettre en pre´servant la qualite´ visuelle. L’ap-
proche pre´sente´e dans [BZD07, BZD08] est par exemple focalise´e sur la qualite´ de l’analyse
spatio-temporelle des textures coˆte´ codeur.
2.7.2 Approche multi-couches.
Un des premiers travaux de compression adapte´e au contenu a e´te´ pre´sente´ dans
[Ade91]. Cette approche traite la se´quence vide´o comme des couches qui se chevauchent
ou se recouvrent, de´finissant des re´gions ayant un mouvement cohe´rent. Ainsi, cette ana-
lyse se focalise ici sur la cohe´rence en mouvement et non sur la texture. Une e´tape de
segmentation permet d’extraire ces re´gions et fournit un panel de cartes permettant de
les de´tourer. Les travaux pre´sente´s ensuite dans [WA94] proposent une approche avec 4
cartes de segmentation suivant :
• l’intensite´ lumineuse,
• le canal alpha qui correspond au degre´ d’opacite´ d’une couche (de comple`tement
transparent a` opaque),
• la ve´locite´ du mouvement pour chaque pixel,
• et la carte delta qui correspond aux variations temporelles de luminance sur chaque
position.
Ce sche´ma est par ailleurs qualifie´ d’open loop ou en boucle ouverte du fait qu’il n’existe pas
de me´canisme de retour capable d’identifier les artefacts sur les re´gions ou` la segmentation
est de´faillante. Il n’y a donc pas de moyen de compenser une segmentation de´faillante a
posteriori. Il en re´sulte que la qualite´ des vide´os de´code´es n’est pas controˆle´e et qu’il est
difficile de de´terminer les performances d’un tel sche´ma.
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2.7.3 Approches parame´triques.
Premie`re approche
Ces travaux, pre´sente´s d’abord dans [DHIC03], puis de manie`re plus exhaustive dans
[DH04], de´crivent un syste`me dans lequel les textures remplac¸ables sont de´tecte´es puis re-
tire´es du coˆte´ du codeur et synthe´tise´es au de´codeur. Une texture potentiellement synthe´tise´e
est de´finie au codeur comme une re´gion texture´e qui apparait dans au moins 40% d’un GOP
de 50 images. Le codeur contient donc une phase d’analyse comprenant une premie`re e´tape
de segmentation et une analyse spectrale des textures segmente´es. Ensuite le de´codeur
synthe´tise les re´gions manquantes graˆce a` l’approche propose´e dans [PS00a]. Les auteurs
pre´tendent que ce sche´ma peut pre´server 55% de de´bit a` qualite´ visuelle semblable, com-
pare´ a` H.264, sur certaines se´quences dont toutes les images conside´re´es sont code´es en
mode intra.
Cette approche pragmatique contraste avec l’approche pre´sente´e pre´ce´demment. En
effet, seules les re´gions conside´re´es comme synthe´tisables sont traite´es, et l’analyse laisse
ainsi les autres re´gions a` un processus d’encodage classique, i.e. utilisant un codeur stan-
dard de l’e´tat de l’art.
Sche´ma parame´trique utilisant un mode`le autore´gressif pour la synthe`se de
texture.
Ce sche´ma, pre´sente´ dans [KGL+08], diffe`re des autres approches oriente´es synthe`se de
l’e´tat de l’art par le fait qu’une approche parame´trique est utilise´e. Ce mode`le autore´gressif
sert non seulement a` la synthe`se mais aussi a` la caracte´risation des textures. Les auteurs
assurent que cette technique permet de retirer au codeur des re´gions plus larges par rapport
a` l’utilisation de me´thodes d’inpainting, tout en gardant une qualite´ visuelle e´quivalente.
Cette proprie´te´ permet ainsi de re´duire d’autant plus le de´bit ne´cessaire a` la transmission.
La de´tection des blocs potentiellement supprime´s, puisque synthe´tisables, repose aussi sur
un seuillage des gradients calcule´s pour un bloc par :∑
bloc
√
G2x +G
2
y < Th (2.20)
avec Gx et Gy repre´sentant l’e´nergie des gradients horizontaux et verticaux en chaque pixel
du bloc, calcule´s via l’ope´rateur de Sobel. Th est un seuil de´termine´ par l’utilisateur : si
l’e´nergie sur le bloc le de´passe, le bloc est conside´re´ comme structurel et ne´cessite d’eˆtre
classiquement encode´ et transmis par le codec H.264 dans les expe´rimentations propose´es.
Le sche´ma est teste´ sur des GOP contenant seulement des images I et P. Alors que les
images I sont encode´es en intra par H.264, les images P sont mode´lise´es par le mode`le
autore´gressive spatio-temporel.
Le mode`le parame´trique permet de meilleures performances que l’algorithme pre´sente´
dans [ZSWL07] pour les hauts de´bits selon les auteurs. Cependant, les images pre´sente´es
en re´sultats visuels, sur la figure 2.18, ne permettent pas d’e´valuer clairement la qualite´
des zones synthe´tise´es.
Les sections suivantes pre´sentent des sche´mas de compression utilisant les standards
actuels ou futurs, en y ajoutant une e´tape au codeur permettant de retirer les textures
afin de diminuer le de´bit.
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Figure 2.18 – Re´sultats fournis dans [KGL+08] pour la se´quence Bridge far. La ligne du haut
montre les images de´code´es par le standard H.264, la ligne du milieu pre´sente la reconstruction
avec l’approche propose´e et la dernie`re ligne montre les images originales avec les blocs retire´s. Les
re´sultats sont pre´sente´s avec QP=12
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Figure 2.19 – Sche´ma de codage oriente´ synthe`se de texture propose´ par P. Ndjiki Nya.
2.7.4 Sche´ma ge´ne´rique de compression oriente´ synthe`se.
Les premiers travaux de codeurs oriente´s perception de la texture de´veloppe´s par P.
Ndjiki-Nya et pre´sente´s dans [NNMS+03, NNMB+03] datent de 2003. Ils de´finissent un
sche´ma global de syste`me de codage, illustre´ en figure 2.19, comportant des outils d’analyse
de texture coˆte´ codeur, et de synthe`se coˆte´ de´codeur. Cette structure a e´te´ largement
reprise dans la litte´rature. L’analyseur de texture pre´sente´ en figure 2.19 contient une
e´tape de segmentation fonde´e sur la fusion de blocs conside´re´s comme homoge`nes. Un
quadtree permet d’abord de diviser l’image suivant un crite`re de similarite´ de´crit plus loin.
L’image est alors se´pare´e en 4 grands blocs distincts. Pour chacun de ces blocs, si les 4 blocs
fils a` l’e´tage suivant ont des proprie´te´s statistiques e´quivalentes, alors le bloc est conside´re´
comme homoge`ne. Dans le cas inverse, l’ope´ration continue sur les 4 blocs fils, et ainsi
de suite. Une fois ces ope´rations termine´es, les blocs voisins sont compare´s avec le meˆme
crite`re, et sont fusionne´s si conside´re´s comme similaires. Ces ope´rations se terminant a` la
stabilite´ du syste`me. La mesure de similarite´ repose sur l’utilisation de descripteurs fournis
par la norme MPEG-7 [MSS02] : le descripteur EH pour Edge Histogram et SCC pour
SCalable Color. Le premier rele`ve les contours suivant les directions horizontale, verticale
et diagonale alors que le second correspond a` un histogramme de couleurs.
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Contrairement aux travaux de C. Zhu [ZSWL07] pre´sente´s dans la section 2.7.7 , l’ap-
proche est teste´e en comple´ment du codeur H.264. Cependant les contributions se situant
en dehors du codec, elles sont ge´ne´riques et peuvent eˆtre compatibles avec d’autres syste`mes
permettant d’encoder et de´coder les blocs transmis.
Les besoins d’e´valuation de la me´thode, utilise´e pour reconstruire les re´gions, ont
conduit l’auteur a` cre´er une me´trique adapte´e, pre´sente´e dans la section suivante.
2.7.5 Une me´trique pour attester de la qualite´ de la synthe`se.
Construction de la me´trique.
Apre`s avoir construit un premier sche´ma incluant analyse/synthe`se de texture dans
[NNMS+03], P. Ndjiki-Nya a propose´ dans [NNKW04] de de´finir une me´trique appele´e
VQA (Video Quality Analysis) qui permet de de´tecter les artefacts de leur synthe`se. Cette
me´trique est fonde´e sur un outil de de´tection de contours. Les filtres horizontaux et verti-
caux des gradients de Kirsh sont utilise´s afin de de´tecter des frontie`res verticales ou hori-
zontales, cre´e´es par l’algorithme permettant d’envelopper la texture choisie sur la re´gion
courante. Il permet ainsi de de´tecter les frontie`res rectilignes, potentiellement cre´es par
l’ajout de blocs de texture, dont le  collage  avec le contour n’a pas fonctionne´.
E´volution du sche´ma par l’utilisation de la VQA.
Pour le premier sche´ma pre´sente´ dans [NNKW04], seules les textures rigides sont
conside´re´es. Le meilleur candidat pour la texture manquante est de´tecte´ dans l’image
de re´fe´rence au codeur par la mise en correspondance avec un crite`re MSE. Les informa-
tions de position et de mouvement minimisant ce crite`re sont transmises par le codeur afin
que le de´codeur puisse retrouver, appliquer et envelopper la re´gion candidate a` l’endroit
de la texture manquante. Comme dans les travaux de C. Zhu, seules les images B des
GOP utilise´s par H.264 sont potentiellement traite´es par les contributions apporte´es. Les
auteurs pre´tendent pre´server jusqu’a` 19.4% de de´bit pour un niveau de qualite´ subjectif
similaire, ce gain diminuant aussi a` mesure que QP augmente.
Les travaux pre´sente´ dans [NNHSW05] font e´tat de l’ajout d’une analyse au codeur, qui
permet de se´parer les textures pertinentes pour le SVH des non-pertinentes. Cette proprie´te´
est de´finie par l’e´tude des mouvements de la re´gion conside´re´e. Un algorithme utilisant
une M-estimation permet de classifier les re´gions anime´es d’un mouvement homoge`nes,
qui pourront eˆtre de´crites avec des parame`tres de translation, rotation et facteur d’e´chelle
en vue de leur synthe`se au de´codeur. Ainsi, seules les textures dites rigides sont ensuite
traite´e, i.e. retire´e par le codeur et synthe´tise´es au de´codeur. Une me´trique VQA temporelle
permet d’attester de la bonne cohe´rence temporelle des textures synthe´tise´es. Une machine
d’e´tat sert ensuite a` tester plusieurs parame`tres de synthe`se, en utilisant la me´trique VQA,
afin de d’identifier ceux qui permettent d’aboutir a` la meilleure synthe`se.
2.7.6 Compression d’images fixes utilisant des techniques d’inpainting.
Un sche´ma de compression alliant analyse de texture et me´thodes d’inpainting a e´te´
pre´sente´ dans [WSWX06]. Ces travaux sont fonde´s sur des approches pre´ce´dentes de´die´es
a` reconstruire des images de´te´riore´es lors de la transmission. Le but e´tait alors de boucher
des blocs perdus a` partir de leur voisinage, ces me´thodes e´tant connues sous le nom d’error
concealment. Le sche´ma pre´sente´ dans [RSB02] par exemple, pre´figurait des futurs travaux
oriente´s compression. Il pre´voyait de´ja` de dissocier structure et texture a` partir des blocs
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voisins de la re´gion manquante. Une fois cette distinction faite, un algorithme d’inpain-
ting inspire´ de [BSCB00] permettait de propager les structures, alors que l’algorithme de
synthe`se oriente´e pixel remplissait les blocs conside´re´s comme texture´s.
Lorsque des structures sont pre´sentes dans les re´gions enleve´es, le codeur envoie une
information supple´mentaire sous forme de masque binaire. Ce dernier marque les contours
et permet, coˆte´ de´codeur, de reconstruire les formes graˆce a` un algorithme d’inpainting
de´die´. L’outil utilise´ pour cette de´tection de contour s’appelle EDISON pour Edge Detec-
tion and Image SegmentatiON [GC03]. Ensuite, apre`s la propagation du signal le long des
contours de´finis par le masque binaire, les auteurs ont choisi une synthe`se oriente´e patch
afin de synthe´tiser les pixels inconnus, alors conside´re´s comme texture. Pour ce faire, les
algorithmes issus de [EF01] et son optimisation dans [KSE+03] ont e´te´ choisis afin d’e´viter
d’introduire des zones de flou, principal reproche fait aux algorithmes oriente´s pixel. L’ou-
til ge´ne´ral de reconstruction de re´gion parait complet pour la compression de certaines
re´gions et donne des re´sultats visuellement prometteurs. Il reste ne´anmoins une e´tape cru-
ciale qui n’est pas de´taille´e coˆte´ codeur : la se´lection des re´gions encode´es et celles qui
seront reconstruites au de´codeur. En effet, une segmentation prenant en compte la cou-
leur, des statistiques de premier ordre et une intervention de l’utilisateur est annonce´e avec
les re´sultats. Ainsi, la de´cision d’encodage ou non des blocs n’est aucunement lie´e avec la
me´thode de reconstruction.
Cette faille est aborde´e dans les travaux pre´sente´s dans [LSW+07]. En effet, l’e´tape
d’extraction des contours sert maintenant aussi a` l’e´tape d’analyse d’image coˆte´ codeur
pour la de´cision a` faire a` propos des re´gions qui seront encode´es classiquement ou non.
Le de´tecteur de contour pre´sente´ dans [RMHN95] sert ainsi a` de´tailler les re´gions poten-
tiellement retirables, puisque reconstructibles par les outils d’inpainting et de synthe`se. Il
sert aussi a` de´finir des blocs dans ces re´gions qui ne seront classiquement encode´es puis
de´code´es quand les zones manquantes seront trop larges, ces zones seront alors recons-
truites par les me´thodes d’inpainting usuelles. Ce sche´ma permet d’apre`s les auteurs de
pre´server 44% de de´bit par rapport a` la compression ope´re´e par JPEG avec une qualite´
visuelle similaire, et 33% par rapport a` H.264 en mode intra.
Malgre´ les re´sultats chiffre´s prometteurs pour ce type d’approche, les re´sultats en
images propose´s montrent qu’une quantite´ importante de blocs a` l’inte´rieur des re´gions
retire´es sont classiquement encode´s, afin de garder la cohe´rence spatiale des couleurs. Une
optimisation en ce sens est propose´e dans [XSW10] : elle introduit des parame`tres vectoriels
permettant de de´finir les re´gions dont la couleur ou l’intensite´ change de manie`re gradue´e,
afin de guider les algorithmes classiques d’inpainting utilise´s. La figure 2.20 illustre les
re´gions enleve´es ainsi que les contours en bleu qui permettent de guider l’inpainting.
2.7.7 Vers une approche utilisant de la synthe`se spatio-temporelle.
Approche de C. Zhu
Ces travaux pre´sente´s dans [ZSWL07], proce`dent aussi en enlevant des re´gions coˆte´ co-
deur pour les synthe´tiser coˆte´ de´codeur, et ainsi pre´server le de´bit qui aurait e´te´ ne´cessaire
a` la transmission de l’inte´gralite´ des re´gions. Cette me´thode est inte´gre´e au cœur d’un
sche´ma compatible avec le standard H.264. Ainsi, dans les GOP pre´vus dans H.264 qui
sont conside´re´s, seules les images B sont potentiellement traite´es par la synthe`se de tex-
ture. Aussi, cette approche conside`re des blocs de taille 8× 8. Premie`rement une e´tape de
segmentation permet de classifier ces blocs en deux cate´gories :
• les blocs de structure qui contiennent les contours et les objets de l’image,
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Figure 2.20 – Re´sultats fournis dans [LSW+07] Les images de gauche pre´sentent les blocs enleve´s
ainsi que l’information de contour envoye´e comme information supple´mentaire pour l’inpating (en
bleu) ; au centre les images reconstruites par les outils pre´sente´s ; a` droite les images reconstruites
par JPEG avec le profil de base.
• les blocs de texture : le reste des blocs qui contiennent de la texture. Ils sont poten-
tiellement enleve´s au codeur pour eˆtre synthe´tise´s au de´codeur.
Cette segmentation est fonde´e sur un simple de´tecteur de discontinuite´s par seuillage. Un
algorithme de synthe`se de texture oriente´ patch est utilise´ pour la synthe`se de texture. Ins-
pire´ des travaux pre´sente´s de V. Kwatra dans [KSE+03], ce sche´ma ne contient cependant
pas toutes les optimisations de l’outil Graphcut, et se trouve aussi limite´ dans la recherche
spatiale des patchs utilise´s. En effet, seuls des blocs 8× 8 peuvent eˆtre conside´re´s. Aussi,
pour e´viter les potentielles inconsistances temporelles au niveau des re´gions synthe´tise´es,
une e´tape d’estimation de mouvement permet une meilleure se´lection des patchs utilise´s
pour la synthe`se dans les images de re´fe´rence.
Afin d’obtenir une forte cohe´rence temporelle, les auteurs exploitent la technique des
motion threads, de´finis ci-dessous, et illustre´s sur la figure 2.21. Du point de vue du block
matching, de´fini en section 2.4.2, un macrobloc d’une image Bi (par exemple B1 sur la
figure 2.21), posse`de toujours un pre´dicteur temporel dans une image de re´fe´rence donne´e.
Les sche´mas adapte´s au contenu. 73
B0 B1 B2 B3 B4 B5
Figure 2.21 – Motion threading
... ...
référence
"forward"
image
courante
référence
"backward"
région à 
synthétiser
patch
source
fenêtre de 
recherche
Figure 2.22 – Sche´ma spatio-temporel de synthe`se de texture
Ce dernier correspond au macrobloc qui lui ressemble le plus parmi tous ceux de l’image de
re´fe´rence : l’image B0. Ce pre´dicteur posse`de lui-meˆme un pre´dicteur dans une autre image
de re´fe´rence (l’image B2). De proche en proche, on de´finit ainsi une se´rie de pre´dicteurs,
cette se´rie de´finissant un Motion Thread (MT).
Il est de´cide´ de coder non pas un bloc texture´ seul, mais tout le MT auquel il appartient.
La solution de [ZSWL07] propose de ne pre´server que ceux qui ont une variation spatio-
temporelle importante, i.e. ceux qui sont compose´s de blocs tre`s diffe´rents de leurs voisins
spatiaux et temporels (au dessus, en dessous, a` droite, a` gauche, colocalise´s avant et
apre`s) ou posse´dant une variance e´leve´e. La variation spatio-temporelle (VST) d’un MT
est calcule´e par
V ST =
1
N
N−1∑
i=0
w1δ(Bi) + w2 ∑
Bj∈µ6(Bi)
|E(Bj − E(Bi)|
 (2.21)
ou` N est la longueur du MT, les Bi sont les blocs qui le composent et les Bj sont les blocs
contenus dans le voisinage spatio-temporels µ6 de Bi. δ() de´signe la fonction de variance
et E() la moyenne d’un bloc, w1 et w2 sont des facteurs de ponde´ration. La figure 2.22
pre´sente les re´fe´rences possibles pour un re´gion a` synthe´tiser.
Enfin, parmi les blocs texture´s restants, afin d’e´viter que de trop grandes zones connexes
ne soient supprime´es, il est ne´cessaire de pre´server certains blocs texture´s re´gulie`rement
espace´s a` l’inte´rieur des zones a` supprimer. Ces blocs sont illustre´s sur la ligne du haut de
la figure 2.24.
Le patch candidat le plus similaire est celui qui posse`de la valeur de similarite´ S la
plus faible, donne´e par
S = SSD(Wt,Wc) + α · SSD(Wt′ ,Wc). (2.22)
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Figure 2.23 – Sche´ma du codeur pre´sente´ dans [ZSWL07]
S est ainsi de´finie comme la somme ponde´re´e de deux sommes des diffe´rences des pixels
connus e´leve´es au carre´ entre deux patchs (SSD pour Sum of Squared Differences). Wt
correspond au patch cible, Wc au patch candidat, Wt′ repre´sente le patch colocalise´ dans
l’image de re´fe´rence et α le facteur de ponde´ration. L’article reste flou dans la technique
exacte permettant la suite de la synthe`se, c’est a` dire la me´thode d’ajout du patch can-
didat choisi, en citant uniquement l’algorithme pre´sente´ dans [KSE+03] ainsi que l’outil
de´veloppe´ dans [PGB03]
Approche de P. Ndjiki-Nya.
Les travaux pre´sente´s dans [NNSW05] prennent aussi le parti d’exploiter la me´thode des
graphcuts, introduite dans [KSE+03], pour la synthe`se de textures. Le sche´ma se limite ici a`
la reconstruction des zones temporellement homoge`nes. La technique des graphcuts permet
de re´duire la visibilite´ des frontie`res avec les blocs avoisinant pre´ce´demment de´code´s. Pour
parfaire la transition, P. Ndjiki-Nya utilise une synthe`se multire´solution, utilisant une
pyramide Laplacienne. Cette dernie`re est applique´e a` la zone de chevauchement entre
zone ajoute´e et zone de´code´e, puis synthe´tise´e de la version la plus grossie`re a` la plus
fine, afin de filtrer les hautes fre´quences potentiellement introduites lors d’une synthe`se
monore´solution.
Dans ce sche´ma, les re´gions de plusieurs images B successives sont potentiellement
retire´es au codeur, du moment que plusieurs GOP, avant et apre`s, sont classiquement
encode´s par H.264. Pour gagner un maximum de de´bit sur ces blocs, aucune information
ne doit eˆtre transmise. Dans le standard H.264, lorsqu’un MB posse`de un mouvement qui
peut eˆtre efficacement pre´dit par ceux des MB voisin, et qu’il ne contient aucun coefficient
re´siduel transforme´ et quantifie´ non nul, alors il lui est applique´ le mode skip. Aucune
information n’est transmise, si ce n’est l’information du mode : le de´codeur reconstruit
le MB a` partir de l’image de re´fe´rence et des vecteurs de mouvement de ses voisins. Les
auteurs proposent d’e´tiqueter les blocs a` synthe´tiser comme skippe´s afin de ne transmettre
ni re´sidu ni informations de mouvement. Seul un bit est ne´cessaire afin de distinguer ce
mode de´die´ aux MB a` synthe´tiser du mode naturel d’H.264.
Un alignement temporel peut aussi eˆtre effectue´, dans le cas d’un de´placement de
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Figure 2.24 – Re´sultats fournis dans [ZSWL07] pour la se´quence Football. 4 images B sont
pre´sente´es : la ligne du haut montre les images originales avec les blocs retire´s, la ligne du milieu
pre´sente la reconstruction avec l’approche propose´e et la dernie`re ligne montre les images de´code´es
par le standard H.264. Les re´sultats sont pre´sente´s avec QP=18
came´ra. Dans ce cas, les parame`tres de de´placement sont estime´s au codeur et envoye´s
comme information supple´mentaire pour une synthe`se temporellement cohe´rente au de´codeur.
Ce sche´ma, malgre´ le fait qu’il se limite aux textures rigide, apporte les bases des solutions
performantes, de´crites dans la section 2.7.9
2.7.8 Utilisation de la synthe`se EM.
Contrairement aux autres approches, le sche´ma pre´sente´ dans [OSS+08] utilise un
synthe´tiseur oriente´ pixels et non patchs. En effet, le processus de de´codage inte`gre l’al-
gorithme propose´ dans [KAK05] (section 1.7.2), suivant une approche EM. Une autre
diffe´rence majeure se situe dans le traitement des re´gions de texture, qui ne sont plus
inte´gralement supprime´es. Une version sous-re´solue est encode´e et transmise au de´codeur,
l’information envoye´e pour ces re´gions est ainsi constitue´e d’une version fortement quan-
tifie´e par le codeur H.264. Un budget de de´bit est alloue´ a` une re´gion de texture afin
de transmettre cette version sous-re´solue comme information supple´mentaire au de´codeur.
Dans les faits, la qualite´ de ce signal est, dans les expe´rimentations, directement pilote´e par
l’ajustement du QP du codeur type H.264. Cette information sert ensuite, coˆte´ codeur, a`
initialiser la surface a` synthe´tiser par l’algorithme EM multi-re´solution. Malheureusement,
cette ide´e prometteuse n’est pas suivie par une partie re´sultat permettant d’en appre´cier
l’efficacite´. Les re´sultats sont pre´sente´s sur de petits patchs, illustre´s en figure 2.25, du fait
qu’aucune segmentation n’est propose´e pour le processus d’encodage.
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Figure 2.25 – Re´sultats obtenus par la synthe`se de Byung Tae Oh. l’image (a) montre le patch
source retenu pour la synthe`se, de´code´ avec QP = 20, (b) l’image source a` reproduire par la
synthe`se, (c) le re´sultat de l’approche de P. Ndjiki-Nya dans [NNHW07], (d) texture synthe´tise´e
sans information supple´mentaire, version quantifie´e a` QP = 50, (f) synthe`se en utilisant (e) comme
initialisation de la synthe`se EM, (g) QP = 40, (h) synthe´tise´ en utilisant (g)
2.7.9 Approches se´parant textures rigides et de´formables.
Approche de C. Zhu
Les auteurs de [ZSWL07] proposent une approche plus robuste se´parant le traitement
des re´gions anime´es de mouvements globaux et locaux. Comme dans la premie`re approche,
dans les GOP conside´re´s, les images I et P servent d’images cle´s alors que les images B
sont divise´es en blocs 8 × 8 de structures qui pourront eˆtre classiquement encode´s, et les
autres qui seront synthe´tise´s au de´codeur.
• Dans le cas des re´gions anime´es de mouvements locaux, la se´lection des blocs sup-
prime´s et de ceux utilise´s comme patch source pour la synthe`se au de´codeur suit la
me´thode de leurs pre´ce´dents travaux de´taille´s dans la section 2.7.7. De meˆme, coˆte´
de´codeur, la synthe`se ne diffe`re pas de l’approche pre´ce´dente.
• Pour les re´gions suivant le mouvement global sur le GOP, un sprite est ge´ne´re´ a`
la manie`re de [LGW03]. Un sprite correspond a` la mise a` plat, bout a` bout, des
images d’un GOP. De la meˆme manie`re que pour la se´lection des blocs de structure
dans [ZSWL07], les blocs du sprite sont ensuite divise´s en blocs de structures et
blocs de structures. Cependant, les blocs de structure et les blocs de texture peuvent
eˆtre conside´re´s comme patchs sources pour la synthe`se dans ce cas. En effet, comme
une estimation globale de mouvement est applique´e, le meˆme mode`le de mouvement
est utilise´ pour les structures et les textures. La se´lection des patchs sources suit
alors celle pre´sente´e dans [LSW+07]. Du coˆte´ de´codeur, la synthe`se propose´e dans
[LSW+07] est utilise´e pour remplir les re´gions manquantes des sprites reconstitue´s
par GOP.
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Afin que le de´codeur puisse trier les re´gions et obtenir les informations sur les patchs
source et le mouvement global, les informations supple´mentaires envoye´es dans le train
binaires contiennent :
• le masque des re´gions,
• le masque des blocs retire´s au codeur,
• les parame`tres du mouvement global sur l’image,
• le masque des contours sur le sprite en cours.
Les auteurs soulignent qu’avec cette approche, une re´duction de plus de 35% de de´bit
est observe´e par rapport au standard H.264 pour le codage de la se´quence ”Stephan” pour
un niveau de qualite´ visuel similaire. Ce gain diminue au fur et a` mesure que le parame`tre
de quantification augmente puisque l’information supple´mentaire est envoye´e de la meˆme
manie`re et sans perte.
Approche de P. Ndjiki-Nya.
Ce sche´ma, pre´sente´ dans [NNHW07], inte`gre un bloc d’analyse et synthe`se de tex-
ture en boucle ferme´e. Comme dans [ZSWL07], des GOP entiers sont conside´re´s pour la
synthe`se spatio-temporelle. Chaque re´gion potentielle, pre´sente dans le GOP, est analyse´e
et synthe´tise´e. Comme dans [ZSWL07] seules les images B sont candidates pour l’encodage
oriente´ synthe`se.
Les textures de´tecte´es sont ensuite classifie´es en deux cate´gories distinctes, qui seront
traite´es par deux synthe´tiseurs diffe´rents, a` savoir :
• Les textures rigides, qui sont anime´es d’un mouvement global. Pour ces re´gions, le
synthe´tiseur est similaire a` l’algorithme de compensation globale de mouvement (ou
GMC pour Global Motion Compensation), a` ceci pre`s qu’il est capable de prendre en
compte plusieurs re´gions en mouvement, alors que la GMC ne permet que de traiter
le mouvement principal dans une image, i.e. la re´gion la plus vaste ayant un mouve-
ment homoge`ne. Le synthe´tiseur requiert alors comme information supple´mentaire
le masque de segmentation de la re´gion en mouvement ainsi que les parame`tres de
mouvement et un pointeur sur l’image de re´fe´rence correspondante.
• Les textures non-rigides, qui sont localement ou globalement de´forme´es suivant les
images du GOP. Pour ces re´gions, le synthe´tiseur est inspire´ de l’approche propose´e
dans [KSE+03]. Plusieurs GOP avant et apre`s le GOP conside´re´ sont ne´cessaires
pour la collecte de patchs 2D+t. L’information supple´mentaire envoye´e correspond
alors au masque de segmentation, les patchs sources pour la synthe`se ainsi que des
parame`tres de mouvement pour assurer l’alignement temporel lors du de´codage.
D’apre`s Byung Tae Oh [Oh09], cette technique de synthe`se est fragilise´e par l’ordre
raster scan de la synthe`se, pouvant introduire des artefacts de propagation de motifs non
de´sire´s. De plus, le fait que la synthe`se proce`de par  cube spatio-temporel  de taille
temporellement constante peut introduire des re´pe´titions de motifs.
Ces arguments sont justifie´s mais ve´rifie´s par l’ensemble des sche´mas pre´sente´s dans
cette section. Aussi, une ame´lioration de la synthe`se est pre´sente´e dans [NNBW09b]. Ces
travaux proposent d’utiliser des outils permettant de lisser et cacher les artefacts poten-
tiellement cre´e´s par la synthe`se graphcut. Ces outils proviennent de l’utilisation de clonage
en respectant les e´quations 2D+t de Poisson et des [PGB03] de´rive´es 2D+t covariantes de
Laplace [Geo06] sur la re´gion synthe´tise´e. L’efficacite´ de l’application de ces outils apre`s
la synthe`se oriente´e graphcuts est illustre´e par la figure 2.26.
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Figure 2.26 – Lissage de la synthe`se pour les se´quences Fire Flight et Rain. A gauche, le graphcut
sans lissage et a` droite avec lissage
Les travaux pre´sente´s dans ce papier sont focalise´s sur la qualite´ de la texture recons-
truite, les performances d’un sche´ma de codage ne sont donc pas spe´cifiquement aborde´es.
Il est cependant acquis qu’avec un accroissement de la qualite´ des zones synthe´tise´es, ces
techniques peuvent permettre une nette ame´lioration d’encodage base´ synthe`se, une fois
couple´es avec les autres  briques  de´crites dans cette section.
2.8 Conclusion sur la compression vide´o.
Les sche´mas hybrides, qui se sont impose´s dans les standards de compression, sont
toujours en phase de perfectionnement avec le de´veloppement du standard HEVC. Les
contraintes de complexite´ et d’e´valuation objective poussent les organisations de standar-
disation a` rester sur cette ligne. Les travaux pre´sente´s a` la fin de ce chapitre prouvent
ne´anmoins que des alternatives oriente´es contenu sont quasi preˆtes a` apporter de fortes
re´ductions de de´bit a` qualite´ visuelle similaire. Fonde´es sur le codage se´pare´ et adapte´ au
type de contenu, elles permettent de traiter se´pare´ment les contours et les diffe´rents types
de textures. Les textures non pertinentes pour le SVH peuvent ainsi eˆtre synthe´tise´es
au de´codeur sans pour autant de´grader l’appre´ciation de l’œil humain. Cette dernie`re
conside´ration permet alors d’e´viter d’encoder de larges re´gions de´taille´es, actuellement
one´reuses lors d’un codage classique. Les travaux pre´sente´s dans ce manuscrit partent du
meˆme constat, dans l’optique de cre´er un sche´ma global codeur/de´codeur.
Deuxie`me partie
Contributions
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CHAPITRE 3
Segmentation et caracte´risation de texture.
Les outils introduits dans la section 2.7 sont dits oriente´s contenu parce qu’ils utilisent
des me´thodes de codage diffe´rentes suivant les types de contenus a` traiter. Les travaux
pre´sente´s dans ce manuscrit ne´cessitent de meˆme une analyse pousse´e du type de signal
a` encoder. Ceux-ci e´tant focalise´s sur l’ame´lioration de l’efficacite´ de codage des parties
texture´es, ces dernie`res feront donc l’objet d’une e´tude approfondie. Aussi, le but de ce
chapitre est de proposer une analyse cohe´rente des textures, contenant les deux outils
fondamentaux suivant.
• Une e´tape de caracte´risation : ce processus permet de de´terminer certaines pro-
prie´te´s des textures. La taille des motifs, leur disposition, le caracte`re ale´atoire...,
sont autant de proprie´te´s qui peuvent aider a` l’algorithme de raffinement ou de
synthe`se de texture.
• Une e´tape de segmentation : elle vise a` regrouper les pixels en re´gions suivant des
crite`res de corre´lation de´finis. L’image est alors de´coupe´e en re´gions cohe´rentes.
Ce chapitre de´veloppe les choix re´alise´s pour la segmentation et la caracte´risation de
texture, ainsi que leur adaptation aux sche´mas de codage de´veloppe´s dans ces travaux de
the`se. Les deux premie`res sections pre´sentent les diffe´rents types d’outils de caracte´risation
de texture existants, puis l’approche propose´e. Les deux dernie`res sections sont de´die´es aux
travaux de segmentation.
3.1 Caracte´risation de texture.
Il existe une multitude d’outils qui permettent d’extraire certaines proprie´te´s des tex-
tures et des images en ge´ne´ral. On trouve d’une part les me´thodes spectrales qui visent
a` de´crire les e´volutions du signal en utilisant le domaine fre´quentiel. Les me´thodes statis-
tiques tentent elles de mode´liser les textures pour extraire les parame`tres de´duits de ces
mode`les. Dans les deux cas, il faut souvent construire une description de l’image ou de la
texture. Les outils utilise´s sont appele´s descripteurs, ils permettent de re´sumer une image
en un nombre re´duit de valeurs.
Une des qualite´s principales demande´es aux descripteurs, dans l’optique de classifier
et reconnaˆıtre des objets, re´side dans leurs capacite´ a` eˆtre invariant suivant plusieurs
transformations telles qui la translation, la rotation et le facteur d’e´chelle par exemple.
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Prenons le cas de la translation : si le but de l’outil est de reconnaˆıtre une voiture et que
deux images sont teste´es avec la meˆme voiture a` deux positions diffe´rentes, il faut que le
descripteur de l’image retourne la meˆme information.
Quelques outils repre´sentatifs de chaque me´thode sont de´taille´s dans les deux para-
graphes suivants.
3.1.1 Les me´thodes statistiques.
Cette premie`re famille de me´thodes de description est fonde´e sur l’e´tude des proprie´te´s
statistiques, structurelles, ou des deux a` la fois. Dans le cas des me´thodes statistiques, on
retrouve bien suˆr les champs de Markov qui ont une place pre´ponde´rante dans les mode`les
choisis pour les algorithmes de synthe`se de texture, de´crits dans le chapitre 1. Les statis-
tiques du premier ordre permettent d’extraire certaines proprie´te´s du signal. Une me´thode
utilisant un mode`le autore´gressif sur plusieurs niveaux d’une pyramide Gaussienne est
pre´sente´e dans [CD99]. Les e´tages de la pyramide contenant les e´tiquettes des re´gions sont
assimile´s a` des champs Markoviens. Un algorithme ite´ratif EM fait ensuite converger la
segmentation et l’e´tiquetage des re´gions. Cependant, la me´thode propose´e permet de seg-
menter un nombre connu de re´gions (me´thode supervise´e), ce qui n’est pas le cas dans
notre contexte d’e´tude.
La fonction d’autocorre´lation AC est un des outils permettant de de´terminer certains
aspects des textures. Elle est de´finie pour une feneˆtre carre´e de taille M×M sur une image
I par :
AC∆u,∆v(I) =
∑M−1
u=0
∑M−1
v=0 I(u, v)I(u+ ∆u, v + ∆v)∑M−1
u=0
∑M−1
v=0 I
2(u, v)
(3.1)
avec ∆u et ∆v les de´placements horizontaux et verticaux. Cette fonction permet notam-
ment de juger de la finesse de la texture, mais surtout de la re´gularite´ des motifs. Plus les
motifs seront re´guliers, plus la fonction d’autocorre´lation pre´sentera des pics re´guliers.
Une des me´thodes les plus populaires pour la discrimination des textures est l’utilisa-
tion des matrices de cooccurrences qui mesurent la probabilite´ d’apparition des paires de
valeurs de pixels suivant leur distance et direction. La dimension d’une matrice de cooc-
currence de´pend donc des valeurs prises par le signal soit 256× 256 dans le cas de l’e´tude
de la composante de luminance uniquement. Aussi, il est difficile de traiter directement
l’information contenue dans cette matrice. C’est pourquoi il est ne´cessaire d’en extraire
des parame`tres dont les principaux ont e´te´ propose´s par Haralick et al. [HSD73]. On peut
citer pour les principaux d’en eux : l’e´nergie, la variance, le contraste, la corre´lation ou
l’entropie. Cette me´thode permet de discriminer et peuvent ainsi permettre la segmenta-
tion. Dans notre optique de de´terminer des parame`tres tels que la taille des motifs, leur
extraction depuis les informations de cooccurrence parait difficile.
Une dernie`re me´thode utilise´e pour la reconnaissance des textures s’appuie sur les
LBP (Local Binary Patterns), introduits par T. Ojala dans [OPH96], qui permettent de
de´crire les voisinages des pixels en un vecteur. Un exemple fourni dans [TMT00], et illustre´
par la figure 3.1 permet de comprendre le processus de construction du descripteur pour
un pixel, a` partir de son voisinage 3 × 3. Une approche multire´solution est aussi pro-
pose´e dans [TMT00]. Des deux me´thodes possibles, a` savoir la prise en compte de voi-
sinages plus grands (5 × 5, 7 × 7...) et l’utilisation des voisinages 3 × 3 sur des niveaux
sous-e´chantillonne´s de la texture d’origine, les auteurs choisissent la premie`re, qui permet
d’e´viter les contraintes de taille d’image et de filtre.
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Figure 3.1 – Construction du LPB pour un pixel a` partir de son voisinage 3× 3.
De plus, la variation de la taille, forme, et orientation de ces voisinages permettent
d’avoir des informations sur les motifs des textures. Il est a` noter que les LBP sont, par
essence, invariants par translation mais pas par rotation.
3.1.2 Les me´thodes spectrales.
La transforme´e de Fourier (TF) est au de´part l’outil fondamental pour les e´tudes
harmoniques. Elle contient deux informations qui sont le module et la phase. Bien souvent,
l’e´tude unique du module ne suffit pas lors de la description de larges blocs ou images. Les
transforme´es discre`tes telles que la DCT ou la transforme´e de Walsh/Hadamard peuvent
alors apporter leur efficacite´ du fait qu’elles fournissent un signal purement re´el alors
que la TF est complexe. La DCT permet notamment une pre´cision en fre´quence deux
fois plus grande que le module de la transforme´e de Fourier. La plupart des approches
spectrales re´centes ont ne´anmoins de´laisse´ les transforme´es de Fourier et DCT, fonde´es
sur des sinuso¨ıdes infinies, avec l’ave`nement des ondelettes.
Une approche inte´ressante, pre´sente´e dans [SC94], couple segmentation et descripteurs
en vue d’indexer les images en fonction des textures. Fonde´e sur une description oriente´e
ondelettes, la me´thode utilise une approche quadtree pour une premie`re segmentation par
blocs. La transforme´e en ondelette permet ensuite de caracte´riser les blocs re´sultants. Bien
qu’elle utilise les ondelettes, les auteurs soulignent qu’une approche DCT peut tre`s bien
donner des re´sultats pertinents, l’approche e´tant ainsi aise´ment couple´es aux syste`mes
standards de codage.
Les ondelettes semblent eˆtre une bonne approche de caracte´risation, au regard de
notre contexte d’e´tude. Un choix a cependant duˆ eˆtre ope´re´, afin de calculer rapidement
des descripteurs nous permettant de continuer le reste du sche´ma propose´. Afin de rester
cohe´rent avec ce dernier, une approche dans le domaine DCT a e´te´ choisie, qui permettra
une re´ponse pertinente en fonction de la quantification ope´re´e dans le meˆme domaine.
L’utilisation d’un codeur joint reposant sur l’utilisation d’ondelette pourra ne´anmoins
conduire a` la modification de cette me´thode. Inspire´e de descripteurs provenant du domaine
de Fourier, cette dernie`re sera de´taille´e dans la section suivante.
3.2 Approche choisie : les descripteurs DCT.
Plusieurs informations paraissent importantes dans le contexte de la caracte´risation
pour la synthe`se, a` savoir :
• La texture est-elle de´taille´e / lisse´e ?
• La texture est-elle re´gulie`re pe´riodique / stochastique ?
• Quelle est la taille des motifs ?
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Figure 3.2 – Calcul de l’inte´grale sur une grille discre`te de pixels.
Il convient donc d’utiliser des outils discriminants pour ces caracte´ristiques en particulier.
Pour rappel, dans le chapitre 1 est pre´sente´e une classification des textures provenant de
[LLH04] qui ordonne les textures des plus re´gulie`res aux plus stochastiques. On peut penser
au meˆme genre de  spectre  de texture suivant le niveau de de´tails comme illustre´ par
la figure 1.3 ou encore suivant la taille des motifs dont un classement est montre´ en figure
1.4.
Cette section de´crit les descripteurs qui seront utilise´s dans le sche´ma de codage
pre´sente´ dans les chapitres 4 et 5. Avant cela, le cheminement vers la construction de
ces descripteurs est de´taille´, en commenc¸ant par les outils fournis par la litte´rature : les
descripteurs de Fourier ge´ne´ralise´s. Nous avons fait le choix d’une caracte´risation spectrale
afin de pouvoir extraire des pe´riodes et ainsi des tailles de motifs qui vont permettre de
fournir certains parame`tres aux algorithmes de synthe`se de texture.
3.2.1 Les descripteurs de Fourier ge´ne´ralise´s.
L’utilisation des Descripteurs de Fourier Ge´ne´ralise´s (DFG), issue des travaux de
F. Smach, a e´te´ notamment pre´sente´e dans [SLG+08]. Ces travaux s’inscrivent dans le
contexte de la classification d’objets. Le but affiche´ est donc de construire des descripteurs
robustes, notamment en termes d’invariances afin de pouvoir reconnaitre des objets dans
diffe´rents environnements et positions.
Mathe´matiquement, pour un signal continu, le calcul des DFG s’ope`re sur une feneˆtre
carre´e, apre`s avoir extrait la transforme´e de Fourier donne´e par
F (ξ) =
∫
R2
f(x).e−j<x|ξ>dx, (3.2)
ou` f est sommable et < .|. > est le produit scalaire sur R2.
Dans sa the`se [Sma09], F. Smach propose alors pour le calcul des DFG de passer en
coordonne´es polaires en modifiant le plan transforme´ afin que le coefficient de composante
continue (DC) soit central. Ainsi si F (λ, θ) est la repre´sentation en coordonne´es polaires
de la transforme´e, les descripteurs sont de´finis par
DF (λ) =
∫ 2pi
θ=0
|F (λ, θ)|2 dθ. (3.3)
La difficulte´ vient de l’application de ces descripteurs sur une grille discre`te de pixels.
Du fait que le sche´ma utilise une transforme´e discre`te, il faut calculer la longueur de l’arc
de cercle traversant chaque coefficient transforme´, mode´lise´ par un carre´. La figure 3.2
illustre alors les parame`tres a` prendre en compte afin de calculer un coefficient particulier
a` la position (i, j). La valeur du coefficient transforme´ est ponde´re´e par la longueur L
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Figure 3.3 – Illustration des chemins choisis pour le calcul des inte´grales. Une premie`re version
simplifie´e est pre´sente´e a` gauche, la version finale a` droite.
de l’arc de cercle qui traverse le carre´ repre´sentant le pixel en (i, j) de la position a a` la
position b. Cette longueur vaut
L = R ∗ θ (3.4)
ou`
θ = arcsin
(√
1− b
2
R2
)
− arcsin
( a
R
)
. (3.5)
La transforme´e e´tant applique´e sur un signal re´el, soit le signal f(n) avec n ∈ [0, N−1],
on a :
F (k) = F ∗(N − k). (3.6)
La transforme´e discre`te de Fourier est donc redondante et son spectre re´el contient N2 + 1
e´le´ments. Ainsi pour une image de 128×128 pixels par exemple, on obtient un vecteur de 64
composantes. Afin de produire des descripteurs invariants par variation globale d’e´clairage,
le vecteur est normalise´ par la premie`re composante. 63 coefficients permettent alors de
de´crire le signal.
Les DFG sont aussi invariants par de´placement. En effet, supposons T (x, y) une fonc-
tion de translation. Soit f(x, y) ayant pour transforme´e de Fourier F (u, v), et g(x, y) =
f(x, y) ◦ T (x, y) = f(x− x0, y − y0) ayant pour transforme´e G(u, v). On a alors
G(u, v) = F (u, v).e−i2pi(x0+y0) ⇒ |G(u, v)| = |F (u, v)| , (3.7)
d’ou` l’invariance.
Meˆme s’ils ne sont pas invariants par changement d’e´chelle, l’auteur de´montre cepen-
dant dans [Sma09] que si g(x, y) = f(kx, ky), avec k > 0, alors
Dg(λ) =
1
k4
Df
(
λ
k
)
. (3.8)
Il est donc possible de de´tecter un facteur d’e´chelle a` la lumie`re de cette proprie´te´.
La faible re´solution en fre´quences spatiales de tels descripteurs nous a guide´s vers
l’utilisation de descripteurs utilisant le domaine DCT, qui sont de´crits dans la section
suivante.
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Figure 3.4 – Inte´grales possibles pour le calcul des descripteurs. Les arcs de cercle bleus en traits
pleins ont e´te´ retenus.
3.2.2 Cre´ation des descripteurs DCT.
Les descripteurs de Fourier ont e´te´ construits dans le but de reconnaitre des textures
ou des objets dans des images typiquement de taille 128 × 128. Dans notre futur sche´ma
de compression, il s’ave`re cependant que cette taille de feneˆtre est prohibitive. En effet,
il parait difficile ou du moins rare de pouvoir inscrire de telles feneˆtres dans les re´gions
segmente´es. L’utilisation de feneˆtres plus petites mais aussi les aspects pratiques nous ont
alors oriente´ vers un outil base´ transforme´e DCT. Contrairement au domaine de Fourier,
la DCT transforme un signal re´el en coefficients re´els et permet surtout de transformer un
signal discret de N composantes sur N coefficients. La re´solution en fre´quences spatiales est
donc double´e, un avantage conside´rable pour cre´er un descripteur a` partir de petits blocs.
La DCT est utilise´e en compression du fait du sa capacite´ a` comprimer l’information sur
les premiers coefficients par rapport a` la transforme´e de Fourier. Ainsi, nos descripteurs
seront plus robustes a` la quantification des hautes fre´quences.
De ce fait, il sera possible de de´couper l’image ou la re´gion en blocs carre´s de taille
4× 4, 8× 8, 16× 16, 32× 32... qui sont les tailles typiquement utilise´es dans les standards
de compression. Rappelons que les coefficients de la DCT 2D sur une feneˆtre carre´e de
taille N ×N sont calcule´s suivant
F (u, v) =
1
4
CuCv
N−1∑
m=0
N−1∑
n=0
Imn cos(upi
2m+ 1
2N
) cos(vpi
2n+ 1
2N
) (3.9)
ou`
Cu =
{
1√
2
si u = 0
1 sinon
et Cv =
{
1√
2
si v = 0
1 sinon
(3.10)
Dans le but de valider certaines proprie´te´s avant de re´soudre le proble`me du calcul
d’inte´grales sur une grille discre`te, une version simple a d’abord e´te´ imple´mente´e. Les
arcs de cercles utilise´s pour les descripteurs de Fourier sont remplace´s par les segments
illustre´s sur la figure 3.3. Les inte´grales correspondent a` la somme des coefficients tra-
verse´s, elles permettent de valider une premie`re version des descripteurs pour extraire une
approximation de la taille des motifs.
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Cependant, afin d’avoir des descripteurs fide`les aux fre´quences spatiales qu’ils repre´sentent,
les inte´grales circulaires sont ne´cessaires. Apre`s le passage en coordonne´es polaires comme
pour les descripteurs de Fourier, les coefficients du vecteur descripteur DCT sont donne´s
par
DDCT (λ) =
∫ pi/2
θ=0
|F (λ, θ)|2 (3.11)
ou` F (λ, θ) correspond au coefficient DCT a` la position (λ cos θ, λ sin θ)
Afin de calculer les inte´grales le long de cercles concentriques cense´s repre´senter des
 composantes  de fre´quence spatiales, plusieurs arcs de cercles peuvent eˆtre pris en
compte. La figure 3.4 re´pertorie trois variantes suivant quels rayons sont pris en compte et
quel centre est choisi. En effet, dans le cadre de la transforme´e de Fourier 2D, centre´e sur
la composante continue comme la calcule F. Smach, le proble`me semble trivial graˆce au
centre. Dans le cas de la DCT, nous avons finalement opte´ pour les arcs de cercles illustre´s
en traits pleins. Une Look Up Table (LUT) re´pertoriant les longueurs permet d’acce´der
rapidement aux ponde´rations correspondantes.
Avant de de´crire leur utilisation, quelques tests de robustesse aux transformations ont
e´te´ re´alise´s.
3.2.3 Tests sur les invariances.
Les invariances des descripteurs sont des proprie´te´s tre`s recherche´es dans l’optique de
la reconnaissance d’objets. Cependant, dans le cadre de la caracte´risation dans le but et de
parame´trer nos algorithmes de synthe`se, certaines invariances ne sont pas fondamentales,
voire inde´sirables. En effet, dans le cas de l’utilisation des descripteurs dans la segmen-
tation, il n’est pas souhaitable de segmenter toute une re´gion dont les motifs varient en
rotation si la synthe`se n’est pas capable de ge´rer cette variation. La suite de cette section
de´taille les diffe´rents tests mene´s sur les invariances et leurs implications.
Invariance par changement de luminance.
Le fait de retirer la composante continue du descripteur permet une invariance par va-
riation d’e´clairage global. Ce type d’invariance est souhaite´ et relativement important car
tre`s souvent, la luminance va changer sur une meˆme texture a` cause d’une zone plus om-
brage´e par exemple, alors qu’il s’agit de la meˆme texture, avec les meˆmes caracte´ristiques.
L’adaptation naturelle des algorithmes permet de plus de ge´rer les variations de luminance.
Invariance par translation.
Les descripteurs DCT ne sont pas invariants par translation. Prenons l’exemple d’une
translation suivant un axe Ox. Een reprenant les notations de la section 3.2.1, on a
g(x) = f(x− x0)⇒ G(u) =
∫ +∞
−∞ f(x− x0) cos(2pixu)dx,
X = x− x0 ⇒ G(u) =
∫ +∞
−∞ f(X) cos(2piu(X + x0))dx 6= F (u).
(3.12)
Cette proprie´te´ est aise´ment ve´rifiable en calculant les descripteurs sur un signal synthe´tique
que l’on de´cale.
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Figure 3.5 – Rotation d’une texture de River en utilisant un filtre d’interpolation biline´aire
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Figure 3.6 – E´volution des descripteurs en fonction de l’angle de rotation.
Invariance par rotation.
L’invariance par rotation a e´galement e´te´ teste´e. Les diffe´rentes textures ont e´te´ tourne´es
avec plusieurs valeurs d’angles. La difficulte´ du test re´side ici dans le choix de l’interpo-
lation choisie pour les valeurs d’angle diffe´rentes de 0° et 90°. En effet, plusieurs choix
s’offraient dont la recherche du pixel voisin le plus proche, l’interpolation simple et l’inter-
polation biline´aire. La premie`re et la dernie`re ont e´te´ teste´es afin de de´tecter leurs effets
sur les descripteurs. La figure 3.5 illustre l’exemple d’une texture repre´sentant la surface
d’une rivie`re avec une interpolation biline´aire pour quelques angles. Les diffe´rences entre
les vecteurs moyens des textures tourne´es par rapport au vecteur moyen de la texture
originale sont pre´sente´es sur la figure 3.6. Il apparaˆıt clairement que les descripteurs ne
sont pas invariants en rotation.
Invariance par quantification.
Dans le domaine de la compression, il est inte´ressant d’avoir les descripteurs les plus
robustes possibles aux effets de la quantification. Nous avons donc calcule´s les descrip-
teurs de la meˆme zone mais quantifie´e a` des taux diffe´rents, en utilisant les matrices de
quantification pre´sentes dans le standard JPEG. La figure 3.7 pre´sente deux niveaux de
quantification d’un patch de texture repre´sentant de l’osier. On constate alors sur la figure
3.8 que les descripteurs sont diffe´rents d’un taux de quantification a` l’autre. Cependant,
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Figure 3.7 – Quantification de la texture d’osier fabric 14 de la base Vistex
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Figure 3.8 – Courbes des descripteurs moyens obtenus sur l’image Osier 256 × 256 suivant le
taux de quantification de type JPEG.
on note que les descripteurs sont sensibles sur les hautes fre´quences qui ont e´te´ sacrifie´es
par la quantification : ils gardent cependant la meˆme tendance du moins pour les basses
fre´quences. Il est donc toujours possible d’extraire certaines caracte´ristiques de ces vec-
teurs.
La section suivante pre´sente la premie`re utilisation des descripteurs DCT a` l’inte´rieur
du sche´ma de codage, a` savoir l’envoi d’informations permettant les de´cisions des pa-
rame`tres de synthe`se.
Conse´quence sur l’utilisation des descripteurs.
Les descripteurs n’e´tant pas invariants par translation, ils n’en sont pas moins le´gitimes
pour de´tecter certaines caracte´ristiques des textures pre´sente´es ci-apre`s. Il a donc e´te´ de´cide´
de proce´der au calcul d’un grand nombre de descripteurs pris a` des positions ale´atoires
sur la re´gion conside´re´e. Un vecteur moyen peut ensuite eˆtre calcule´ afin de repre´senter la
re´gion. Cette utilisation sera reprise dans la suite de ce manuscrit.
La section suivante pre´sente l’utilisation premie`re des descripteurs DCT dans notre
sche´ma, soit la de´termination de parame`tres pour les algorithmes de synthe`se de texture.
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Figure 3.9 – Tailles caracte´ristiques des motifs.
3.2.4 De´tection de parame`tres.
Les algorithmes de synthe`se de texture utilise´s, a` savoir des me´thodes oriente´es pixel
et patch, ont pour parame`tre principal une taille de voisinage (resp. patch) optimale,
suivant le type de motif. Il a e´te´ pre´sente´ dans le chapitre 1 que pour obtenir des re´sultats
acceptables de synthe`se, ce parame`tre de taille devait eˆtre supe´rieur a` la taille d’un motif
e´le´mentaire de la texture. Le terme de motif e´le´mentaire a un sens tre`s large e´tant donne´
l’aspect stochastique de la plupart des textures. Les e´chantillons pre´sente´s en figure 3.9
de´montrent que dans certain cas, il est assez aise´ de de´terminer une taille en dessous de
laquelle une feneˆtre serait trop petite pour contenir un motif (i.e. les trois textures de
gauche). Dans d’autres cas comme pour la texture de droite, cette taille sera maximum.
Un premier crite`re non retenu.
Il existe par construction un rapport 2 entre la composante d’un vecteur calcule´ sur
un bloc de taille N et le coefficient correspondant dans le vecteur calcule´ sur un bloc de
taille double, soit
DN (i)
D2N (2i)
= 2, ∀i ∈ ]0, N ] , (3.13)
avec N la taille du vecteur. Pour trouver la taille d’un patch de´crivant correctement la
texture, ou pour trouver un voisinage suffisant pour caracte´riser la texture en synthe`se
de texture, un processus envisageable serait de calculer les descripteurs sur des tailles
de bloc de plus en plus petites (tant que le rapport de 2 est ve´rifie´) avec une tole´rance
donne´e. Cette tole´rance passe´e, le nouveau bloc DCT sera conside´re´ comme trop petit
pour contenir un motif de texture.
Cette me´thode a e´te´ teste´e sur 6 patchs pre´sente´s en figure 3.10. Le tableau 3.1 pre´sente
les rapports moyens obtenus. Ces re´sultats proviennent en fait d’une moyenne a` deux
niveaux.
• Comme e´nonce´ pre´ce´demment, un grand nombre de descripteurs ont e´te´ calcule´s sur
la surface des patchs a` des positions ale´atoires. Un descripteur de chaque taille est
ainsi issu d’une feneˆtre centre´e sur chaque position. Pour chaque taille, un vecteur
moyen est enfin calcule´ et compare´.
• Le rapport recherche´ est calcule´ entre 2 composantes prises sur 2 descripteurs moyens
de taille diffe´rente.
Ainsi, par exemple pour deux descripteurs D4 et D8, calcule´s sur des blocs de tailles
respectives 4×4 et 8×8, on regarde les rapports D4(1)D8(2) ,
D4(2)
D8(4)
, D4(3)D8(6) ,
D4(4)
D8(8)
. Le tableau
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Gravels VisTex 32 Grass
Fabric 14 Audience VisTex 6
Figure 3.10 – Patchs de texture utilise´s pour les tests des descripteurs DCT. Les patchs nume´rote´s
proviennent de la base VisTex de textures [PGM+95], les autres ont e´te´ extraits dans des images.
Gravels VisTex 32 Grass Fabric 14 Audience VisTex 6
4× 4 / 8× 8 1,84 1,90 2,07 2,27 1,81 2,01
8× 8 / 16× 16 1,87 1,99 2,32 1,94 1,91 1,95
16× 16 / 32× 32 1,93 1,95 2,30 1,84 1,94 1,96
Table 3.1 – Moyennes des rapports entres les coefficients DCT suivant l’e´quation 3.13.
3.1 pre´sente la moyenne de ces N rapports pour la comparaison des descripteurs
provenant de blocs DCT de tailles N ×N et 2N × 2N .
On s’aperc¸oit malheureusement que si pour certaines textures comme Fabric 14, le
rapport 2 est assez nettement perdu en dessous d’un bloc de 16 × 16, il faudrait
pour la plupart des textures de´terminer des seuils complexes. Une me´thode serait de
faire un apprentissage sur une grande base de donne´es de textures, puis de recouper
avec les re´sultats des synthe`ses pour chaque taille de feneˆtre, afin de trouver des
parame`tres de seuillage pertinents. Cette me´thode a donc e´te´ abandonne´e au profit
de celle pre´sente´e dans le paragraphe suivant, qui pre´sente l’avantage de ne pas
introduire de seuil.
Variations des coefficients du descripteur.
La me´thode retenue pour notre sche´ma tient compte des variations de signal repre´sente´es
par les coefficients traverse´s. La figure 3.11 pre´sente les variations de signal correspondants
aux atomes DCT entrant en compte dans le calcul des descripteurs. On s’aperc¸oit alors
que le premier coefficient du vecteur descripteur contient des atomes qui correspondent
a` une variation unique du signal sur la feneˆtre de taille N dans chaque direction. Ainsi,
si ce signal est pre´ponde´rant et que la taille de feneˆtre englobe un motif, il s’agirait de
variations du type de celle pre´sente´e pour D(1) a` droite. Ce type de pe´riodicite´ e´tant quasi
improbable, il semble que la taille de feneˆtre soit trop petite par rapport au motif.
Au contraire, les coefficients suivant font entrer en jeu des coefficients pour lesquels le
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Figure 3.11 – Atomes DCT et descripteurs.
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Figure 3.12 – Trace´ d’un vecteur descripteur pour plusieurs tailles de feneˆtre.
signal observe au moins une pe´riode, comme pre´sente´ en figure 3.11 pour D(2). Si ce type
de variation est pre´ponde´rant, nous faisons l’hypothe`se que le signal texture´ observe assez
de variations a` l’inte´rieur de la feneˆtre sur laquelle est calcule´ le bloc DCT.
L’ope´ration de se´lection de la taille de feneˆtre ade´quate ne´cessite donc de tracer les
vecteurs descripteurs suivant l’ordre des coefficients, comme illustre´ en figure 3.12 et 3.13.
Si la courbe obtenue est globalement de´croissante, i.e. elle a pour maximum le premier
coefficient, alors c’est que la taille de feneˆtre n’est pas assez grande pour englober un
motif complet. Ce crite`re de monotonie permet ainsi de de´terminer automatiquement la
taille des motifs de nos textures. Il a pour avantage d’e´viter de fixer des seuils puisque
seule les valeurs relatives des coefficients est prise en compte, contrairement a` la me´thode
pre´ce´dente, ainsi que pour la plupart des me´thodes spectrales.
Aussi, d’apre`s la Figure 3.12, la texture Matrix aura besoin d’une taille de feneˆtre de 16,
qui permet d’englober le motif (i.e. un caracte`re estime´ a` 10× 10 pixels). Cette me´thode
a e´te´ ensuite valide´e sur 20 patchs de texture dont 6 caracte´ristiques sont pre´sente´s en
figure 3.13. On note que pour les nuages de la texture VisTex 6, aucune taille ne convient
puisqu’il est impossible de de´tacher un motif si ce n’est le patch entier. Empiriquement, la
synthe`se de tels patchs avec la me´thode de Wei donne de bons re´sultats avec des voisinages
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Figure 3.13 – Trace´ des vecteurs descripteurs pour plusieurs patchs de texture.
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161 7× 7 15× 15
Figure 3.14 – Re´sultats de la synthe`se de L.Y. Wei [WL00] suivant la taille de voisinage utilise´e.
de taille supe´rieure a` 8×8. On verra dans le chapitre suivant comment traiter ce cas suivant
les algorithmes de synthe`se choisis. La figure 3.14 montre que la qualite´ de la synthe`se en
utilisant un voisinage 7×7 ne permet par un re´sultat satisfaisant (des tailles impaires sont
choisies pour des raisons de commodite´ avec l’algorithme de L.Y Wei). Avec un voisinage
15×15, proche de la taille de descripteur choisie, la synthe`se est visuellement satisfaisante.
Le parame`tre de taille e´tant de´termine´ via l’utilisation des descripteurs DCT, les sec-
tions suivantes pre´sentent maintenant les outils de segmentation, essentiels aux sche´mas
de codage oriente´s synthe`se de texture. Nous verrons ensuite que ces descripteurs ont aussi
une utilite´ pour discriminer les re´gions texture´es, en cohe´rence avec la caracte´risation.
3.3 Travaux de segmentation.
La segmentation vise a` partitionner le domaine spatial d’une image en sous-ensembles
non chevauche´s : les re´gions. Ces dernie`res sont homoge`nes par rapport a` une certaine
proprie´te´ telle que la teinte ou la texture. Cette proprie´te´ diffe`re sensiblement entre deux
re´gions adjacentes afin de pouvoir les distinguer. Enfin, l’union de ces re´gions donne l’image
comple`te [HS85]. Il est difficile voire impossible, dans le domaine de la vision artificielle,
de reproduire une segmentation parfaite, c’est a` dire e´quivalente a` celle qu’un humain
dessinerait sur l’image. En effet, la perception humaine se fait sur deux niveaux :
• la segmentation bas niveau qui de´coupe des re´gions suivant leur homoge´ne´ite´ sans
prendre en compte la reconnaissance des objets dans la sce`ne. C’est celle que l’on va
tenter d’approcher.
• la segmentation haut niveau qui prend en compte la se´mantique, i.e. l’humain extrait
les objets qui ont un sens pour lui [EK98]. Ces objets peuvent eˆtre constitue´s d’une
ou plusieurs re´gions.
La segmentation des images est une discipline essentielle et tre`s re´pandue dans le
traitement des images. Malheureusement, il n’existe pas de solution ide´ale permettant de
segmenter automatiquement des sce`nes aussi bien qu’un individu. Il faut donc trouver
une solution adapte´e aux circonstances, i.e la de´tection d’objets, de re´gions cohe´rentes, de
premiers plans... Pour la segmentation de re´gions texture´es, au sens de´fini dans le premier
chapitre, plusieurs approches peuvent eˆtre envisage´es, que l’on regrouper en trois grandes
cate´gories.
• La segmentation fonde´e sur la de´tection de contours. Cette approche consiste a`
localiser les frontie`res pre´sentes autours des objets ou des re´gions en ge´ne´ral de
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a) Image originale basket 416x240 b) Image des gradients seuillés
c) Image des régions étiquetées
Figure 3.15 – Segmentation d’une image de la se´quence Basket via l’extraction des gradients et
l’e´tiquetage des re´gions sur une grille 16× 16.
l’image. Il convient ensuite d’e´tiqueter chaque re´gion ainsi de´toure´e pour obtenir
une segmentation de l’image.
• La segmentation fonde´e sur la croissance de re´gions (region growing). Il s’agit
pour cette approche de partir de graines donne´es ou ale´atoires pour les faire grandir
par fusion suivant un crite`re, jusqu’au remplissage total de l’image.
• La segmentation fonde´e sur la fusion de re´gions (region merging) qui consiste
d’abord a` diviser (split) l’image a` l’aide d’un crite`re d’homoge´ne´ite´, puis de fusionner
(merge) les zones adjacentes pour cre´er des re´gions cohe´rentes.
Certaines techniques dites coope´ratives utilisent plusieurs approches pour tenter d’exploi-
ter les avantages des deux me´thodes. Enfin, pour le traitement des vide´os, une segmen-
tation utilisant les donne´es lie´es au mouvement peut eˆtre envisage´e seule ou couple´e aux
segmentations spatiales.
Au de´part, l’ide´e e´tait d’utiliser des outils simples afin de poursuivre l’optimisation
des e´tapes de raffinement et de synthe`se. Une approche simple, par de´tection de contour
a donc, d’abord, e´te´ imple´mente´e.
3.3.1 De´tection de contours.
Cette me´thode ne´cessite de trouver les pixels de contours, c’est a` dire les fortes varia-
tions locales de couleur ou d’intensite´ lumineuse.
Plusieurs me´thodes peuvent eˆtre envisage´es pour cette de´tection.
• Une me´thode par seuillage sur les niveaux de gris ou sur des informations locales
comme les matrices de cooccurrence.
• L’analyse de l’histogramme des luminances afin de de´tecter les diffe´rentes classes de
pixels.
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• L’extension de la me´thode pre´ce´dente a` l’e´tude conjointe des histogrammes d’inten-
site´ lumineuse et des couleurs.
• L’analyse d’un vecteur gradient calcule´ sur la composante des luminances.
• L’analyse d’un vecteur gradient re´sultant de gradients calcule´s pour chaque compo-
sante pour les images en couleurs.
Les trois premie`res me´thodes ont l’inconve´nient de ne prendre en compte que les his-
togrammes et non les informations de localisation spatiales, ce qui les rend vulne´rables
aux bruits. Cependant, dans le cas d’images avec des re´gions bien distinctes au niveau
de l’intensite´ lumineuse, l’e´tude des histogrammes correspondants peut permettre une
de´limitation efficace. En effet, ils font clairement apparaˆıtre des pics avec des valle´es qui
les se´parent nettement. Il est alors possible de de´limiter les re´gions en cherchant les mi-
nima locaux de l’histogramme e´tudie´. Dans [SSW88] sont de´crites des techniques plus
robustes aux bruits et proble`mes spatiaux, et ont donc e´te´ mises en places, mais restent
cependant perfectibles. Malheureusement, dans le cas notamment des vide´os naturelles, les
re´gions texture´es a` de´limiter peuvent contenir des motifs anime´s d’une grande dynamique.
Il est ainsi impossible de de´finir des seuils permettant de se´parer efficacement des re´gions
cohe´rentes visuellement.
Les gradients e´tant obtenus par des calculs de de´rive´es, ces me´thodes sont aussi appele´es
de´rivatives. Plusieurs filtres peuvent ainsi eˆtre utilise´s dont les plus re´pandus : filtres de
Sobel, Kirsh, Prewitt... Meˆme si les me´thodes utilisant les gradients ne´cessitent aussi de
forts contrastes dans les re´gions a` de´limiter, ils paraissent fournir un premier outil simple
d’utilisation afin de continuer d’optimiser les e´tapes fondamentales de synthe`se de texture.
Cependant, il n’est pas e´vident de construire des contours ferme´es a` partir de ces
me´thodes, permettant de de´limiter les re´gions. En effet, la de´tection de discontinuite´s
n’aboutit pas force´ment a` une segmentation puisque les contours ne cre´ent pas force´ment
des domaines connexes.
La figure 3.15 illustre l’exemple d’un premier outil oriente´ contours, imple´mente´ afin de
pouvoir se focaliser sur les autres e´tapes des sche´mas propose´s dans ces travaux de the`se.
Des filtres de Sobel sont utilise´s afin de de´tecter les contours de l’image, dont les noyaux
horizontaux et verticaux sont respectivement donne´s sur une image I par
Gh =
+1 0 −1+2 0 −2
+1 0 −1
 ∗ I et Gv =
+1 +2 +10 0 0
−1 −2 −1
 ∗ I (3.14)
et les noyaux quadratiques par
Gq1 =
√
2
+4 +1 0+1 0 −1
0 −1 −4
 ∗ I et Gq2 = √2
 0 −1 −4+1 0 −1
+4 +1 0
 ∗ I. (3.15)
La valeur retenue du gradient total GT pour chaque pixel s’e´crit alors
GT =
√
G2h +G
2
v +G
2
q1 +G
2
q2 (3.16)
Une me´thode de seuillage permet ensuite d’obtenir l’image 3.15 b) qui vise a` dresser la
carte des contours pre´sents. Une adaptation sur une grille 16 × 16 ainsi qu’un e´tiquetage
des re´gions permettent enfin d’obtenir la re´partition illustre´e par l’image 3.15 c). La grille
16× 16 a e´te´ adopte´e pour des raisons de commodite´ d’utilisation de re´gions compatibles
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avec le fonctionnement de l’encodage des MB du standard H.264. Les diffe´rentes couleurs
correspondent aux re´gions segmente´es.
Cette manipulation confirme la difficulte´ d’obtenir des contours ferme´s et ainsi des
re´gions cohe´rentes via une me´thode uniquement fonde´e sur la de´tection de forts gradients.
La section suivante pre´sente alors la me´thode par croissance des re´gions permettant de
construire une segmentation cohe´rente avec les textures e´tudie´es.
3.3.2 Croissance de re´gions.
Afin de segmenter les re´gions en fonction de leur contenu, il faut pouvoir de´finir les
proprie´te´s que les pixels d’une meˆme re´gion ont en commun. L. Macaire dans [Mac04]
de´finit une distribution en re´gions {Ri} a` partir des 4 crite`res qui doivent ne´cessairement
eˆtre valides :
• I = ∪iRi,
• ∀i les Ri sont constitue´es de pixels connexes,
• Crit(Ri) = vrai,∀i,
• Crit(Ri ∪Rj) = faux, pour i 6= j et Ri, Rj sont adjacentes.
Crit(Ri) correspond ici a` un crite`re d’uniformite´ qui doit eˆtre valide sur chaque re´gion
construite. Une image correctement segmente´e doit ainsi respecter les 4 conditions.
Ainsi tous les pixels qui appartiennent a` une re´gion constituant un ensemble de pixels
spatialement connexes et ve´rifient une contrainte d’homoge´ne´ite´ fixe´e. Il est a` noter aussi
qu’avec le meˆme crite`re d’homoge´ne´ite´ pilotant le pre´dicat, il existe plusieurs solutions.
Les paragraphes suivants de´veloppent l’approche utilise´e et son adaptation au contexte
du codage. Comme pour la premie`re version de´veloppe´e, le choix de l’outil tient compte
les performances lie´es au contexte mais aussi l’aspect pratique d’utilisation d’une me´thode
preˆte et disponible. Cet outil provient en effet du codec LAR (Locally Adaptive Resolu-
tion), de´veloppe´ par le groupe image de l’IETR, qui propose parmi ses fonctionnalite´s la
repre´sentation des images en re´gions.
3.4 Outil de segmentation propose´.
3.4.1 La me´thode LAR (Locally Adaptive Resolution).
Cette me´thode conjointe de codage et de repre´sentation est ne´e de l’ide´e que la taille
des blocs conside´re´s pour le codage d’images devrait s’adapter a` l’activite´ locale du si-
gnal. Si la luminance s’ave`re localement uniforme, une grande taille de bloc peut eˆtre
efficace. A l’inverse, si l’activite´ reste localement e´leve´e, une re´solution importante parait
ne´cessaire pour restituer l’activite´ locale. De`s lors, O. De´forges dans [De´f04] de´crit un co-
dec complet de´composant le codage basse re´solution de celui des textures comme illustre´
sur la figure 4.1. La fonctionnalite´ du LAR qui nous inte´resse dans cette the`se s’appuie
sur la repre´sentation spatiale des image, fonde´e sur une de´composition en quadtree. La
suite s’attache donc a` de´crire succinctement son fonctionnement afin de pouvoir pre´senter
l’approche re´gion utilise´e.
Ainsi, une grille de blocs s’apparentant a` une collection de quadtrees est ainsi de´finie
par la partition de l’image, comme illustre´ sur l’image (b) de la figure 3.17. L’image (c)
pre´sente le quadtree rempli des valeurs moyennes par bloc et l’image (d) l’image finale
obtenue par la me´thode LAR. Cette partition re´pond a` un crite`re d’homoge´ne´ite´ qui traduit
les proprie´te´s d’activite´ locale du signal. Ce crite`re repose sur un gradient morphologique,
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Figure 3.16 – Sche´ma global LAR a` deux couches : codeurs spatial et spectral
i.e. la diffe´rence entre la valeur maximal et la valeur minimale du bloc conside´re´. Ainsi, le
gradient doit eˆtre infe´rieur a` un seuil sur le bloc conside´re´, mais supe´rieur au meˆme seuil
en conside´rant les blocs voisins. La me´thode est re´cursive, initialise´e par l’image des blocs
de taille 2× 2, ayant pour valeur les moyennes des blocs. Les fusions sont ensuite ope´re´es
jusqu’a` une taille de bloc limite, de´finie par l’utilisateur. L’image obtenue a` l’issue de cette
e´tape est donc constitue´e de blocs de tailles variables repre´sente´s par leur valeur moyenne.
Dans le cas des images couleur, la solution adopte´e consiste a` de´finir une seule partition
re´gulie`re pour l’ensemble des trois composantes Y : Cr : Cb.
Le paragraphe suivant de´taille l’application de repre´sentation en re´gions du LAR.
3.4.2 LAR : approche re´gion.
Cette fonctionnalite´ vise au de´part a` segmenter au codeur et au de´codeur les images
a` partir d’une image bas de´bit, ceci afin d’e´viter la transmission de la carte des re´gions.
Elle constitue pour notre e´tude un outil de segmentation en re´gions construit a` des fins de
codage et compression, donc en accord avec l’utilisation souhaite´e.
Afin de partitionner l’image en re´gions a` partir de la structure du LAR spatial, il reste a`
fusionner et regrouper les blocs qui se ressemblent. Cette ope´ration est cependant de´licate,
particulie`rement pour la de´finition des crite`res de fusion, mais aussi pour la de´finition de
l’ordre dans lequel ces ope´rations sont faites.
Soient S = {(x, y)|1 ≤ x ≤ Nx, 1 ≤ y ≤ Ny}, les coordonne´es spatiales des pixels dans
une image de Nx lignes et Ny colonnes. Notons R
K l’ensemble des re´gions dans la partition
∆K . La segmentation d’une image en K re´gions RKk ∈ ∆K consiste a` trouver la partition
∆K de S telle que :
S = ∆K =
K⋃
k=1
RKk , (3.17)
avec RKi ∩RKj = ∅, ∀(i, j) ∈ {1 . . .K}2 pour i 6= j.
Initialise´ par une partition ∆K0 (K0 ≤ Nx ×Ny), le but du proce´de´ de segmentation
est de transformer ∆K0 en une nouvelle partition ∆K (K < K0) selon un crite`re d’ho-
moge´ne´ite´, et cela a` travers des se´quences de fusions de re´gions. Dans le cas pre´sent, ∆K0
correspond aux blocs de luminance issus du codeur spatial.
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Figure 3.17 – Re´sultas du LAR sur l’image Lena de taille 512× 512 avec l’approche spatiale.
Graphe d’adjacence
De manie`re naturelle, les re´gions reconstruites doivent former des ensembles spatiale-
ment connexes. Aussi, la relation d’adjacence est-elle au cœur des principes de segmen-
tation. Nous appellerons par la suite AKi l’ensemble des re´gions connexes a` R
K
i ∈ ∆K .
Il faut donc, pour de´cider de la fusion ou non, mesurer la distance entre deux classes
Cost
(
RKi , R
K
j
)
La structure de donne´es classique pour repre´senter des partitions est le  Region
Adjacency Graph  (RAG) [SHB93]. Le RAGK d’une K-partition est de´fini comme un
graphe non oriente´, GK = (V K , EK), ou` V K = {1, . . .K} est l’ensemble des sommets et
EK ⊂ V K × V K est l’ensemble des areˆtes. Chaque re´gion est repre´sente´e par un sommet
du graphe, et entre deux sommets (re´gions)
{
RKi , R
K
j
}
∈ V K × V K il existe une areˆte
(i, j) si les re´gions sont adjacentes.
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Algorithme 3.1: Algorithme de fusion des re´gions
Entre´es : K0 : nombre de blocs de la partition initiale ∆
K0 .
Sorties : K : partition finale
1 K = K0;
2 Nbfusions = 0
3 tant que Nbfusionsprec < Nbfusions faire
4 Nbfusionsprec = Nbfusions;
5 i=1;
6 tant que i ≤ K0 faire
7 si RKi ∈ RAGK alors
8 Trouver RKi ∈ AKi
9 tel que Cost
(
RKi , R
K
j
)
≤ Cost (RKi , RKl ) ,∀RKl ∈ AKi ;
10 fin
11 Incre´menter i;
12 fin
13 i=1;
14 tant que i ≤ K0 faire
15 si RKi ∈ RAGK alors
16 si Cost′
(
RKi , R
K
j
)
< ThCost alors
17 Fusionner RKi et R
K
j ;
18 De´cre´menter K;
19 Incre´menter Nbfusions;
20 fin
21 fin
22 Incre´menter i;
23 fin
24 fin
Classification hie´rarchique et me´trique.
Fusionner les re´gions selon un crite`re d’homoge´ne´ite´ se rame`ne en ge´ne´ral a` un proble`me
de classification hie´rarchique, consistant a` chercher les e´le´ments les plus proches au sens
d’une distance D, puis a` mesurer les agre´gations entre les classes suivant un crite`re Crit
donne´. La hie´rarchie est dite indice´e si pour toute partie H de la hie´rarchie, la relation
d’inclusion H ⊂ H ′ ⇒ D(H) ≤ D(H ′). Un niveau hie´rarchique donne´ correspond alors a`
la fusion entre un sommet et un ensemble de sommets connexes.
L’inte´reˆt d’une approche par fusion selon la distance minimale re´side dans le fait que
l’on puisse exactement controˆler le nombre final de re´gions. Par construction, les re´gions
fusionne´es sont e´galement les plus proches du point de vue de la distance choisie. Cet
avantage n’est toutefois que relatif, car le nombre ne´cessaire de re´gions pour de´crire  cor-
rectement  une image reste bien suˆr de´pendant de la complexite´ de celle-ci.
La me´thode adopte´e est fonde´e sur une classification hie´rarchique qui conside`re trois
seuils conse´cutivement. Pour cette application, seul le plus haut niveau de hie´rarchie est
utilise´. Cependant, la segmentation du premier niveau qui aboutit a` des re´gions tre`s ho-
moge`nes, suivie des relaˆches successives sur les seuils de fusion, aboutit globalement sur
des re´sultats meilleurs qu’avec un seul seuil.
Outil de segmentation propose´. 101
161 régions 231 régions 444 régions
40 régions39 régions24 régions
Figure 3.18 – Re´partitions des re´gions suivant les seuils utilise´s, ThCost = 100 pour la ligne du
haut et ThCost = 200 pour la ligne du bas.
Me´thode de segmentation propose´e.
La me´thode pre´ce´dente est fonde´e sur un crite`re de distance minimale permettant
de fusionner seulement deux re´gions a` chaque niveau de la hie´rarchie. Pour re´soudre ce
proble`me de complexite´, il est possible de relaˆcher la contrainte sur le nombre de fusions
par niveau. Il est ainsi possible d’ope´rer plusieurs fusions simultane´ment si la distance
entre re´gions est infe´rieure a` un seuil donne´. De meˆme il est possible de s’affranchir de la
sur-segmentation sur les contours car, pour une valeur de seuil donne´, les re´gions de petites
tailles tentent couramment de fusionner avec les plus larges. Pour cette raison, le concept
de distance ponde´re´e a e´te´ introduit. Ainsi, contrairement aux approches classiques qui
utilisent une distance syme´trique, l’approche LAR prend en compte des distances non
syme´triques entre re´gions. Une autre ame´lioration dans le processus de fusion repose sur
la de´finition d’une nouvelle distance base´e sur un crite`re joint moyenne/gradient.
Afin de favoriser l’agglome´ration des petites re´gions, la surface des re´gions est prise en
compte via un coefficient de ponde´ration. La distance ponde´re´e est alors donne´e par :
Cost′
(
RKi , R
K
j
)
= Cost
(
RKi , R
K
j
)
log10
(
Surf
(
RKj
))
(3.18)
avec Surf
(
RKi
)
la surface de Ri. Cette dernie`re proprie´te´ implique que le graphe est
oriente´ puisqu’il n’y a pas syme´trie dans le cas ou` les classes conside´re´es n’ont pas la
meˆme surface.
Deux me´triques sont utilise´es pour calculer le crite`re de choix de fusion ou non de deux
re´gions connexes conside´re´es. La premie`re repose sur une distance simple entre les valeurs
moyennes des luminances des re´gions. La deuxie`me est fonde´e sur le calcul de gradient
entre les re´gions. La somme des diffe´rences des pixels voisins appartenant a` une re´gion
diffe´rente 2 a` 2 permet ici de savoir si une frontie`re existait entre les re´gions et s’il est
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Figure 3.19 – Re´partition des re´gions sur l’image Snooker.
le´gitime de les fusionner. Les deux crite`res joints ont la meˆme ponde´ration, on a donc le
couˆt de fusion pour le crite`re luminance :
Cost = CostM + CostGr. (3.19)
L’algorithme 3.1 pre´sente´ dans [DBBR07] permet de de´crire pas a` pas la me´thode de
regroupement des re´gions a` partir de la partition initiale de K0 re´gions qui sont encore
uniquement des blocs. De manie`re ite´rative, l’algorithme proce`de a` la recherche de la
re´gion du voisinage la plus ressemblante pour de´cider ensuite de la fusion ou non suivant
un seuil pre´de´fini ThCost. Le processus prend fin lorsqu’aucune fusion n’est accepte´e par
la condition sur ce seuil.
Bien que les outils contenus dans cette fonctionnalite´ propose´e par le codec LAR
semblent complets, et que les re´sultats fournis par la figure 3.18 sont visuellement ac-
ceptables, une adaptation a` la de´tection de plages de textures paraissait ne´cessaire. Ainsi,
l’image Snooker, illustre´e sur la figure 3.19, montre que l’approche initiale ne permet pas
de segmenter efficacement la plage texture´e occupant le quart de l’image situe´ en haut a`
droite. La section suivante de´crit les e´volutions apporte´es au sche´ma afin d’ame´liorer son
adaptation au contexte de notre e´tude.
3.4.3 Adaptation pour une segmentation au sens de la texture.
Toujours dans l’ide´e qu’il n’existe pas de segmentation ide´ale, mais qu’il faut rechercher
la meilleure ade´quation entre les outils de segmentation et l’application vise´e, cette section
pre´sente les adaptations re´alise´es.
Prise en compte des statistiques.
La plupart des algorithmes pre´sente´s dans le chapitre 1, dont ceux utilise´s dans ces
travaux de the`se, sont fonde´s sur une mode´lisation stochastique Markovienne des textures.
La fusion des re´gions dans la me´thode LAR prend de´ja` en compte le moment d’ordre
1 puisque la valeur moyenne intervient non seulement dans le crite`re de fusion lie´ a` la
luminance mais aussi dans le controˆle par la chrominance. La construction de l’approche en
re´gion du LAR n’a donc, au de´part, pas la meˆme vocation a` de´tecter des plages de texture
partageant des proprie´te´s statistiques commune. L’approche est initialement construite
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Figure 3.20 – Re´gions obtenues sur l’image Snooker avec l’ajout de la Variance aux crite`res
joints. La meˆme ponde´ration est applique´e aux crite`res sur l’image de gauche, une ponde´ration
trois fois plus importante pour la variance sur l’image de droite.
pour rassembler les blocs qui pre´sentent une cohe´rence en termes de variation de luminosite´
via le quadtree puis de rassembler les zones avec une luminance moyenne proche. L’ide´e
est donc ici d’ajouter la prise en compte d’un moment d’ordre 2 dans les crite`res de fusion :
la variance. Cette dernie`re, donne´e par
σ2X = E
[
(X − E [X])2
]
= E
[
X2
]− E [X]2 , (3.20)
traduit la dispersion des variables X du signal par rapport a` sa valeur moyenne E [X].
Il paraˆıt donc le´gitime de fusionner les re´gions qui posse`dent aussi des proprie´te´s du second
ordre en commun.
Deux ope´rations ont e´te´ tente´es afin de placer ce nouveau crite`re dans le sche´ma de
fusion des re´gions.
• Ajout d’une e´tape de fusion uniquement fonde´e sur la variance apre`s les e´tapes
successives du sche´ma actuel.
• Ajout de la variance en tant que crite`re joint avec CostM et CostGr. On a donc
Cost = PMoy.CostM + PGr.CostGr + PV ar.CostV ar (3.21)
avec PMoy,PGr, et PV ar les ponde´rations associe´es a` chaque crite`re.
Avoir la variance comme crite`re de fusion ne´cessite une mise a` jour efficace des nouvelles
re´gions forme´es, au cours des processus de fusion. Ce calcul est facilite´ par la formule
σ2AB =
NA(σ
2
A + µ
2
A) +NB(σ
2
B + µ
2
B)
NA +NB
− µ2AB, (3.22)
ou` µ est la valeur moyenne des re´gions et N le nombre de pixels qu’elles contiennent. Cette
ope´ration permet d’e´viter de calculer a` nouveau la variance sur la nouvelle surface.
Expe´rimentalement, la deuxie`me me´thode a permis d’obtenir les meilleurs re´sultats sur
la plupart des images. Cependant, le but recherche´ n’est pas atteint avec cette me´thode
comme le montre l’image de test Snooker, qui nous servait d’e´talon pour la texture pre´sente
en haut a` gauche de l’image. La figure 3.20 montre l’e´volution des re´gions en fonction du
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Figure 3.21 – Re´partition des re´gions sur l’image Snooker.
poids donne´ a` la variance. On s’aperc¸oit que cette approche ne permet pas de segmenter
correctement la re´gion texture´e souhaite´e.
Le paragraphe suivant propose alors une deuxie`me adaptation possible de la segmen-
tation, utilisant les descripteurs DCT, pre´ce´demment introduits.
LAR re´gions et descripteurs DCT.
Dans l’optique d’avoir une segmentation cohe´rente avec la caracte´risation, les descrip-
teurs DCT de´crits en section 3.2.2 ont e´te´ ajoute´s dans le processus de segmentation en
re´gions de la me´thode LAR.
Deux mises en place des descripteurs DCT dans le sche´ma de fusion des re´gions ont
e´te´ imple´mente´es. Dans les deux cas, il a fallu de´terminer un crite`re (Crit) et un couˆt
(Cost) tels qu’ils sont de´finis dans le LAR base´ re´gions. Pour e´valuer ce couˆt, une distance
coefficient a` coefficient des descripteurs moyens sur les re´gions mises en jeu sera calcule´,
soit mathe´matiquement :
CostDesc(R
K
i , R
K
j ) =
N−1∑
n=1
∣∣∣DRKi (n)−DRKj (n)∣∣∣ . (3.23)
Ce couˆt fait ensuite l’objet de la meˆme ponde´ration surfacique que pour les couˆts oriente´s
moyenne et gradient.
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La premie`re imple´mentation consiste a` ajouter cette distance comme troisie`me crite`re
joint pour les luminances. Le crite`re devient ainsi :
Cost = CostM + CostGr + CostDesc. (3.24)
La figure 3.21 (image (c)) pre´sente le re´sultat encourageant obtenu pour la segmentation
de la texture souhaite´e, en conservant les objets pre´sents. On s’aperc¸oit que le re´sultat
est nettement meilleur que l’approche re´gion de de´part et celle couple´e avec le crite`re de
variance. Cependant, le fait d’associer dans une meˆme somme des quantite´s de nature
diffe´rente parait compliquer a` ge´rer en termes de ponde´rations. L’approche du crite`re
joint avec le terme de moyenne et celui de gradient ne fait intervenir que des distances
de valeurs de pixels, normalise´s par le nombre de pixels mis en jeu. Si le re´sultat pre´sente´
sans ponde´ration sur la figure 3.21 montre que l’approche est prometteuse, il n’en reste
pas moins de´licat de ponde´rer ce nouveau crite`re avec les autres.
C’est pourquoi l’imple´mentation retenue de´corre`le les crite`res. Une e´tape de fusion
supple´mentaire apre`s celles de´ja` effectue´es mais avant la fusion des petites re´gions est
propose´e. Ainsi, seul le crite`re de distances des descripteurs moyens entre en compte pour
cette de´cision de fusion. L’image (d) donne´e sur la figure 3.21 montre que pour l’image
Snooker, cette technique permet d’obtenir les meilleurs re´sultats. Cette proprie´te´ a ensuite
e´te´ valide´e visuellement sur un e´chantillon d’images provenant de se´quences notamment
utilise´es pour les tests des sche´mas de codage de´veloppe´s dans la suite de ce manuscrit.
Travaux restants.
Meˆme si la segmentation en re´gions de textures cohe´rentes, comple`tement automatique,
parait inaccessible, il serait ne´cessaire de diminuer le nombre de parame`tres et seuils a`
de´terminer pour une segmentation acceptable. La recherche empirique des seuils sur les
images et se´quences de test, pre´sente´es dans ce manuscrit, a ne´anmoins permis de de´duire
un triplet de seuils de fusion, fonctionnant le mieux en moyenne. Ainsi, le triplet 50, 70, 90
semble donner des re´sultats visuellement cohe´rent sur une large gamme d’images.
3.5 Conclusion.
Les deux the`mes pre´sente´s dans ce chapitre, qui traitent de la caracte´risation et de
la segmentation des textures, ont d’abord constitue´ une e´tape ne´cessaire de ces travaux
de recherche. Meˆme si elle n’a pas constitue´ le cœur des travaux plus axe´s sur la synthse
en elle meˆme, cette e´tape de segmentation/caracte´risation est cruciale pour continuer le
de´veloppement du reste du sche´ma de codage, des me´thodes pratiques ont e´te´ privile´gie´es
au de´part. Elles ont cependant fait ensuite l’objet de recherches plus approfondies e´tant
donne´ l’aspect crucial de la bonne de´tection des limites et des proprie´te´s des textures. Ne
posse´dant pas d’outils directement adapte´s aux fins de de´tecter et caracte´riser les re´gions
souhaite´es, il a donc fallu partir d’outils existant pour leur apporter la cohe´rence avec le
reste du sche´ma.
• Pour la caracte´risation, les descripteurs de Fourier de la litte´rature ont ainsi e´te´
de´cline´s en descripteurs DCT qui permettent d’avoir une ide´e de certains parame`tres
pour la synthe`se de texture.
• Pour la segmentation, l’approche est fonde´e sur un algorithme split and merge a`
partir d’une de´composition en quatree. La me´thode LAR et sa fonctionnalite´ des
re´gions a constitue´ un socle solide. L’utilisation des meˆmes descripteurs DCT pour
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la segmentation permet notamment de consolider la cohe´rence en fonction des tex-
tures. Les re´gions segmente´es le sont en partie parce qu’elles posse`dent des proprie´te´s
fre´quentielles communes.
Il reste ne´anmoins que ces outils demandent a` eˆtre optimise´s ou partiellement remis
en cause. Meˆme si, pour rappel, il n’existe pas d’outil parfait et que ces domaines font et
feront encore l’objet de nombreuses recherches, une e´tude plus approfondie de l’e´tat de
l’art corre´le´ a` ce contexte paraˆıt ne´cessaire. La confrontation expe´rimentale des me´thodes
existantes avec celles de´veloppe´es semble donc eˆtre un des travaux futurs a` mener en
priorite´.
CHAPITRE 4
Sche´ma de compression intra image.
A` la lumie`re des techniques pre´sente´es dans les chapitres pre´ce´dents, celui-ci pre´sente la
premie`re e´tape de notre sche´ma de compression oriente´ synthe`se ou raffinement de texture.
La performance de codage recherche´e re´side dans le fait d’allouer un de´bit diffe´rent pour
les zones texture´es de celui au reste des images.
Dans un premier temps, un sche´ma oriente´ raffinement de texture a e´te´ e´tudie´ au
cours de ces travax de the`se. Ce sche´ma n’a malheureusement pas e´te´ retenu au vu des
performances. Dans ce sche´ma, les patchs utilise´s comme e´chantillons source sont encode´s
avec une qualite´ accrue par rapport au reste de l’image. Les de´tails ainsi pre´serve´s dans ces
patchs sont ensuite propage´s graˆce a` une e´tape de raffinement de texture. Cette me´thode
se trouve e´loine´e d’un sche´ma base´ synthe`se de texture, puisque le raffinement consiste en
l’ajout de hautes fre´quences. Afin de pre´server la line´arite´ du manuscrit en lien avec la
me´thode oriente´e synthe`se propose´e, ce sche´ma base´ raffinement est de´crit en annexe A.
C’est l’inverse qui a e´te´ choisi, c’est a` dire de sacrifier uniquement les re´gions que l’on
est capable de synthe´tiser et non encoder des patchs avec une qualite´ supe´rieure. Cette car-
tographie se rapproche plus de celles propose´es dans les travaux de compressions oriente´s
texture de la litte´rature [NNBW09a]. Ce chapitre pre´sente la premie`re e´tape de construc-
tion d’un tel sche´ma, a` savoir une me´thode dite intra qui utilise des outils fonctionnant
image par image. Ils ne conviennent donc qu’aux images fixes ou se´quences encode´es en
mode intra. Apre`s avoir pre´sente´ la chaˆıne globale du sche´ma, les diffe´rents outils adopte´s
et construits seront de´taille´s.
4.1 Sche´ma global retenu.
Pour rappel, le but premier de ces travaux de the`se consiste a` produire une solution
de compression des textures compatible avec les sche´mas standards de compression. Ainsi
le sche´ma bloc pre´sente´ en figure 4.1 contient un codeur et un de´codeur qui peuvent
eˆtre interchangeables, tant qu’ils permettent d’encoder diffe´remment certaines re´gions des
images ou des se´quences d’images.
Dans l’ordre, les images ou se´quences d’images sont analyse´es afin de de´tecter les
zones qui pourront eˆtre synthe´tise´es ou raffine´es au de´codeur. Cette e´tape contient des
outils de segmentation et de caracte´risation de texture pre´sente´s dans le chapitre 3. Elle
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Figure 4.1 – Sche´ma bloc du syste`me d’encodage-de´codage oriente´ synthe`se de texture.
fournit une carte des zones texture´es synthe´tisables au codeur. Les zones qui ne sont pas
conside´re´es comme synthe´tisables, qu’elles soient des contours ou les e´chantillons sources
permettant la synthe`se au de´codeur, sont alors classiquement encode´es. De l’information
de bord est aussi requise dans certains cas. Il est possible avec le standard H.264 d’encoder
diffe´remment les MB d’une meˆme image sans avoir a` envoyer d’information supple´mentaire
pour les de´tecter au de´codeur. Le sche´ma se voulant compatible avec le plus de syste`mes
d’encodage/de´codage, il peut cependant eˆtre ne´cessaire d’envoyer une version code´e de
cette cartographie des re´gions texture´es. A l’e´chelle des MB, cette information code´e est
de faible couˆt compare´ au reste du de´bit alloue´. Cependant, dans le cas d’une cartographie
plus pre´cise au bloc 8× 8 ou 4× 4 par exemple, il s’agira d’eˆtre attentif au couˆt de cette
carte. Il est aussi possible d’envoyer des informations relatives a` la synthe`se. On peut
penser par exemple a` la taille des motifs de´termine´e par la caracte´risation de texture
pre´sente´e en section 3.2.4.
Coˆte´ de´codeur, les parties encode´es classiquement sont d’abord de´code´es de la meˆme
manie`re. Il reste ensuite a` synthe´tiser les parties manquantes a` l’aide de diffe´rents outils
pre´sente´s ci-apre`s.
La section suivante propose de de´tailler l’analyseur de texture au codeur.
4.2 Analyse de la texture.
Le but de cette e´tape, pre´ce´dant l’encodage, est de fournir une e´tude la plus cohe´rente
possible des textures, cette cohe´rence e´tant fonde´e sur l’ultime e´tape de ce sche´ma : la
synthe`se de texture. Les deux e´tapes de´crites dans le chapitre 3 se succe`dent alors comme
illustre´ sur la figure 4.2. Les paragraphes suivants se proposent de de´tailler ces deux e´tapes
d’analyse.
4.2.1 Segmentation spatiale.
La premie`re e´tape consiste, comme il est mentionne´ sur la figure 4.2 de re´pondre a` la
question :  ou` se trouve les re´gions candidates pour la synthe`se de texture ? . Pour cela,
il est ne´cessaire d’avoir un outils adapte´ de segmentation au sens de la texture locale. Dans
notre e´tude, la segmentation spatiale utilise principalement l’outil LAR pre´sente´ dans le
chapitre pre´ce´dent. Il faut toutefois adapter cette segmentation afin d’avoir une solution
compatible avec le codeur utilise´. Les codeurs standards actuels et futurs (HEVC) sont
des solutions base´es blocs, il convient donc de limiter l’approche a` la segmentation sur une
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Figure 4.2 – Sche´ma bloc du syste`me d’encodage-de´codage oriente´ synthe`se de texture.
grille uniforme de re´solution 16 × 16 pour les MB d’H.264 ou 8 × 8 pour les blocs JPEG
par exemple. Pour ce faire, les e´tapes suivantes sont re´alise´es.
1. L’outil de segmentation base´ texture, propose´ dans le chapitre 3, fournit une carte
des e´tiquettes a` la pre´cision pixellique. Il utilise l’approche  split and merge  avec
des crite`res d’homoge´ne´ite´ base´s couleur et descripeurs de texture.
2. La grille uniforme est applique´e sur l’image des e´tiquettes fournies par la premie`re
e´tape. Si un bloc ne contient que des pixels ayant la meˆme e´tiquette, il garde tem-
porairement cette e´tiquette, sinon, il est conside´re´ comme bloc de structure et est
assigne´ a` l’e´tiquette 0. Cette e´tape est illustre´e par la figure 4.3 dans laquelle une
grille 16 × 16 a e´te´ choisie. Mate´rialise´e en blanc sur l’image (c), elle permet de
de´terminer les blocs de structures repre´sente´s e´claircis sur l’image (d).
3. L’e´tape suivante consiste en la recherche des re´gions forme´es de blocs les plus vastes,
a` partir de l’image des e´tiquettes par bloc.
4. Une fois ces re´gions forme´es, la mise a` jour des e´tiquettes permet d’obtenir la carte
finale, a` la re´solution de´pendant de la taille de bloc choisie.
Apre`s les phases de segmentation et d’e´tiquetage, l’e´tape 3 est la plus de´licate a` adap-
ter. Il faut en effet de´couper les re´gions de´die´es a` eˆtre reconstruites au de´codeur. Afin
d’obtenir des re´gions aise´ment synthe´tisable, il a e´te´ de´cide´ de de´couper des formes rec-
tangulaires comme illustre´ sur la figure 4.4. Le fait d’encoder diffe´remment certains blocs
alte`re l’efficacite´ du standard utilise´. Il convient donc de trouver un compromis entre la
surface des re´gions de´coupe´es et les hausses de de´bit occasionne´es dans le reste des images.
La figure 4.4 pre´sente deux cas de figure.
• Dans le premier, seule la capacite´ a` de´tecter un rectangle a` partir d’une position a
e´te´ imple´mente´e. Il est possible, comme c’est le cas sur la figure, que les formes des
re´gions fournies par la repre´sentation en re´gions induisent des rectangles allonge´s.
Cette configuration n’est pas acceptable puisqu’elle ne minimise pas le nombre de MB
a` encoder alors que les blocs voisins de leur passe´ causal sera retire´. Leur pre´diction
s’en trouvant alte´re´e, ces MB seront encode´s de manie`re moins efficace.
• La carte 2 illustre l’option choisie, i.e. la de´tection dans chaque zone du rectangle le
plus large afin de maximiser la surface enleve´e par rapport a` ses MB voisins.
C’est a` l’inte´rieur de ces re´gions que seront calcule´s les descripteurs.
4.2.2 Caracte´risation de texture.
La description de la caracte´risation de texture fournie dans ce paragraphe ne conside`re
que la caracte´risation coˆte´ codeur, i.e. avec la re´fe´rence a` la source. Cette e´tape qui consiste
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(a) Image source Coastguard 352x288 (b) Carte du LAR région
(c) Grille 16x16 (d) Blocs de structure
Figure 4.3 – Adaptation de la segmentation d’une image de la se´quence CIF Coastguard sur une
grille 16× 16.
a` de´terminer la taille des motifs caracte´ristiques de texture contenus dans la zone segmente´e
pre´sente les deux objectifs principaux suivants.
• Fournir le parame`tre de taille de motif comme information pour la synthe`se. Cette
dernie`re peut eˆtre re´alise´e au codeur pour tester si elle ne produit pas d’artefacts
geˆnants. Il est aussi possible de l’envoyer comme information supple´mentaire, en-
code´e dans le train binaire transmis par le codeur.
• Re´pondre a` la question pose´e sur la figure 4.2, i.e. de´tecter s’il est possible de
synthe´tiser la texture suivant la taille des motifs trouve´e. Les e´chantillons de tex-
ture utilise´s comme patch pour la synthe`se seront de´crits plus tard. Cependant, ils
sont souvent de taille re´duite, il faudra donc que la taille des motifs n’exce`de pas ces
dimensions afin que le patch contienne suffisamment d’informations pour la synthe`se.
Les descripteurs DCT pre´sente´s dans la section 3.2 sont utilise´s a` ces fins. La de´tection
des parame`tres suit ainsi le cheminement de´crit dans la section 3.2.4. Les descripteurs sont
calcule´s a` partir de plusieurs tailles de feneˆtre sur un large e´chantillon de positions dans la
re´gion candidate a` eˆtre synthe´tise´e. L’e´tude de la variation des coefficients des descripteurs
base´s DCT permet ensuite de de´finir une taille de feneˆtre minimum. Plusieurs cas peuvent
apparaˆıtre ensuite.
• si cette taille est cohe´rente avec le reste du sche´ma, c’est a` dire infe´rieure a` la taille
du patch choisi pour reconstruire la re´gion, typiquement 16× 16, alors la re´gion est
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Figure 4.4 – Segmentation des re´gions synthe´tisables.
synthe´tisable.
• Si toutes les tailles de bloc me`nent a` un descripteur de´croissant (cf. section 3.2), alors
nous sommes en pre´sence de textures soit de taille de motif supe´rieure a` 32 × 32,
soit de re´gions quasi homoge`nes. Pour le premier cas, la segmentation propose´e ne
fusionne pas de telles re´gions. Le second cas est conside´re´, la synthe`se de texture
oriente´e pixel permet d’obtenir pour ces re´gions de bons re´sultat avec une grande
taille de feneˆtre.
• si la taille de bloc minimum est de´finie mais de taille supe´rieure au patch, soit 32×32,
alors la re´gion n’est plus conside´re´e comme synthe´tisable, elle est classiquement
encode´e.
Dans les deux premiers cas, l’algorithme de synthe`se doit connaˆıtre le parame`tre de
taille a` utiliser au de´codeur. Deux solutions s’offrent a` nous :
• re´aliser l’ope´ration au de´codeur sur les zones de la re´gion de´code´e pour servir de
patch,
• transmettre cette information dans le train binaire.
La premie`re solution a d’abord e´te´ teste´e du fait de son avantage de ne ne´cessiter aucun
de´bit supple´mentaire. Cependant, dans la plupart des cas, les tailles de feneˆtre de´termine´es
ne correspondent pas au crite`re choisi pour pre`s de 50% des re´gions en moyenne sur les
se´quences Coastguard et Container. Il a donc e´te´ de´cider de transmettre l’information.
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Pour cela, elle est encode´e avec les autres tailles de voisinage pour minimiser l’impact sur
le de´bit. L’e´chantillon des tailles teste´ e´tant constitue´ de {4×4, 8×8, 16×16, 32×32}, cette
information, avant codage entropique, ne ne´cessite que 2 bits d’information par re´gion.
La section suivante pre´sente les deux familles d’algorithmes de synthe`se choisies.
4.3 Choix des algorithmes de synthe`se.
La multitude d’algorithmes de synthe`se pre´sente´s dans le chapitre 1 ouvre un grand
nombre de pistes possibles en vue de construire un sche´ma de compression. On note tou-
tefois qu’un nombre restreint d’entre eux permettent de synthe´tiser une large gamme de
textures. Les approches de compression de la litte´rature, pre´sente´es en section 2.7, prennent
le parti d’utiliser un seul type d’algorithme, cense´ capable de synthe´tiser toutes les textures
naturelles segmente´es dans les vide´os sources. On peut citer l’approche de P. Ndjiki-Nya
[NNHW07] dans laquelle la synthe`se des textures de´formables est assure´e par une approche
inspire´e des travaux de V. Kwatra [KSE+03].
Cette section vise ainsi a` de´velopper le cheminement des choix re´alise´s pour la synthe`se
contrainte par le contexte spatial et temporel lie´ a` la segmentation de re´gions dans les
se´quences naturelles.
4.3.1 E´tude des solutions base´es pixel.
Les re´sultats visuels ainsi que la souplesse d’adaptation des algorithmes de synthe`se
pre´sente´s dans la litte´rature nous ont d’abord incite´ a` s’orienter vers les algorithmes
fonctionnant par construction non-parame´trique, i.e. les me´thodes base´es pixel et patch
pre´sente´es dans les sections respectives 1.5 et 1.6. A` cette fin, les approches oriente´es pixel
ont d’abord e´te´ imple´mente´es telles que les synthe`ses de Wei [WL00], Ashikhmin [Ash01],
la k-cohe´rence Tong [TZL+02] ou encore l’utilisation de convergence EM de Kwatra et al.
[KAK05] et de Huang et al. [HTW07].
Les re´sultats visuels ne suffisent malheureusement pas a` de´terminer l’approche ide´ale
pour la compression. La capacite´ des algorithmes a` s’adapter au contexte spatio tempo-
rel des re´gions a` synthe´tiser est primordiale. L’initialisation ale´atoire des donne´es, par
exemple, limite la convergence vers une synthe`se cohe´rente avec les pixels de´ja` de´code´s.
Ainsi, l’approche de M. Ashikhmin ne´cessite l’initialisation des pixels a` synthe´tiser a` par-
tir de valeurs prises dans le patch. La synthe`se e´tant re´alise´e sur un e´chantillon ale´atoire
restreint de pixels candidats, la se´lection du meilleur pixel correspondant ne permet sou-
vent pas de compenser la limitation due au nombre re´duit de candidats. Cependant, cette
limitation peut eˆtre atte´nue´e en utilisant conjointement l’algorithme de k-cohe´rence qui
pre´sente ne´anmoins l’inconve´nient de ne´cessiter une e´tape supple´mentaire de pre´traitement
pour chaque re´gion segmente´e.
Les me´thodes les plus e´volue´es telles que la synthe`se EM donnent quant a` elles des
re´sultats visuels prometteurs. Les deux algorithmes de synthe`se EM [KAK05] et [HTW07]
ont alors e´te´ imple´mente´es. Cependant les tentatives d’adaptation aux contraintes spatio-
temporelles nous ont contraints a` commencer par tester des approches plus basiques pour
notre sche´ma. Plusieurs contraintes n’ont en effet pas e´te´ leve´es.
• Tous les pixels des voisinages carre´s entrent en jeu dans les calculs de l’e´tape E,
expose´s en section 1.7.2. Notre imple´mentation fournit des re´sultats visuels satis-
faisant, meˆme pour les petits motifs, a` partir d’une taille de voisinage de 16 × 16.
Aussi, aucun re´sultat en image de la litte´rature ne provient d’une synthe`se utilisant
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uniquement des voisinages plus petits. Cette proprie´te´ contraint donc la taille du
patch a` contenir un grand nombre de feneˆtres 16×16, contrairement aux techniques
du type Wei, qui elles se basent sur des voisinages causaux du type 15×8. De plus les
voisinages de comparaison peuvent eˆtre coupe´s tant que la forme des voisinages com-
pare´s est identique. Dans l’optique de la compression vide´o, la ne´cessite´ de pre´server
des patchs de taille plus grande, transmis au de´codeur pre´sente donc une premie`re
limite.
• La transition entre les pixels de´code´s et les pixels synthe´tise´s ne converge pas rapi-
dement, ce qui produit des artefacts geˆnants aux frontie`res des re´gions.
• Enfin, la complexite´ du syste`me de coordonne´e et la de´termination d’arreˆt de conver-
gence d’un algorithme ite´ratif constituent aussi des proble`mes a` palier pour la mise
en place de tels outils.
4.3.2 Solution base´e patch.
Afin de comple´ter le sche´ma et de pouvoir mesurer notre approche par rapport aux
solutions existantes, l’approche de V. Kwatra [KSE+03] a aussi e´te´ e´tudie´e. En effet,
les approches les plus abouties pre´sente´es dans [ZSWL08] et [NNHW07] utilisent cette
me´thode de synthe`se. Cette technique permet une synthe`se plus rapide et plus efficace
dans d’autres cas que les approches pixels. Dans certains cas cependant, comme il sera
montre´ dans la section 4.5, la synthe`se oriente´e pixel cre´e moins d’artefacts et ge´ne`re un
re´sultat visuellement meilleur. L’algorithme de V. Kwatra a donc e´te´ imple´mente´ et adapte´
au contexte par les me´thodes de´crites dans les paragraphes suivants, ces me´thodes e´tant
compatibles avec les approches patch et pixel utilise´es. On verra notamment que l’ordre
de ge´ne´ration de la surface diffe`re. Aussi, par rapports aux re´sultats pre´sente´s dans la
litte´rature, le contexte impose des tailles de patchs a` ajouter nettement moindres, e´tant
donne´ la taille des patchs sources restreinte par la volonte´ de pre´server un maximum de
de´bit. Contrairement a` l’approche de [ZSWL07], des patchs de taille supe´rieure a` 8×8 sont
conside´re´es, permettant des chevauchements laissant une large place a` l’e´tape de couture.
La section suivante vise a` montrer que ces deux types d’algorithmes peuvent eˆtre
adapte´s quasiment de la meˆme manie`re au contexte de la compression. Ils peuvent alors
eˆtre utilise´s en comple´mentarite´ pour synthe´tiser diffe´rentes textures a` l’inte´rieur d’une
meˆme se´quence ou d’une meˆme image.
4.4 Synthe`se de texture adapte´e aux re´gions.
Cette section pre´sente les e´volutions apporte´es aux outils de synthe`se afin de les adapter
a` la compression de re´gions. Plusieurs outils sont mis au point a` cette fin : une carte
de confiance permet un ordre de synthe`se ade´quat, plusieurs tailles de voisinages ainsi
que la de´termination des patchs sources pour la synthe`se. La figure 4.5 permet d’illustrer
l’agencement du synthe´tiseur suivant qu’une e´tape de caracte´risation coˆte´ de´codeur permet
d’obtenir les parame`tres ne´cessaires, ou si ces derniers ont e´te´ directement transmis par le
codeur.
4.4.1 Ordre de la synthe`se.
Les deux types d’algorithmes de synthe`se de texture utilise´s dans ces travaux de
the`se proviennent des approches oriente´es patch et pixel, de´crites dans le chapitre 1. Ces
me´thodes fonctionnant par construction pixel a` pixel, ou patch a` patch de la surface a`
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Figure 4.5 – Sche´ma bloc de la synthe`se re´alise´e au de´codeur. Dans le premier cas, une e´tape de
caracte´risation permet de de´terminer les parame`tres graˆce aux zones de´ja` de´code´es. Dans le second,
ces informations sont rec¸ues comme information supple´mentaire.
synthe´tiser, il est ne´cessaire de de´terminer dans quel ordre les pixels seront ajoute´s. Dans
le cas de la synthe`se de texture d’une surface rectangulaire a` partir d’un patch plus petit,
aucune contrainte de bords n’apparait. La question de l’ordre importe peu, meˆme si les tra-
vaux de Wei et Levoy [WL00] se de´marquent de ceux d’Efros et Leung [EL99] entre autre
par l’ordre de la synthe`se. Cependant, les pixels voisins des pixels de´ja` de´code´s doivent ici
eˆtre cohe´rents avec leur entourage. La synthe`se dans l’ordre raster scan propose´e par Wei
ne convient donc pas. En effet, comme il est illustre´ sur la figure 4.6, on remarque que les
pixels des bordures, mis a` par ceux du haut, ne sont pas ou peu pris en compte dans le
processus de synthe`se. Un ordre en spirale partant des bordures, comme illustre´ en figure
4.7, a donc e´te´ envisage´ afin que les voisinages contiennent au de´part les pixels connus.
On remarque sur la figure que l’ame´lioration au niveau des bordures est nette. Cependant
de nouveaux artefacts sont cre´e´s, notamment des frontie`res diagonales correspondant aux
positions auxquelles la synthe`se change de direction.
Il a e´te´ finalement de´cide´ d’imple´menter une carte de confiance a` l’instar de l’ordre
propose´ dans [CPT04]. Le but ici est d’exploiter a` chaque moment de la synthe`se les
donne´es dans lesquelles on peut accorder le plus de confiance. Au de´but de la synthe`se,
les pixels de´code´s autour de la re´gion a` construire rele`vent d’une confiance maximum.
Ensuite, pendant la synthe`se, la confiance accorde´e a` la valeur d’un pixel va de´pendre de
celle de son voisinage, c’est a` dire les pixels qui ont permis de lui affecter cette valeur.
La construction de la carte est illustre´e par la figure 4.8, ou` sont de´taille´es les e´tapes
d’initialisation et de mise a` jour a` chaque e´tape de la synthe`se. Le but e´tant de classer
les pixels par ordre de confiance, une liste mise a` jour a` chaque e´le´ment ajoute´, pixel ou
patch, contient les pixels susceptibles d’eˆtre les prochains a` eˆtre synthe´tise´s. Cette liste
contient ainsi les pixels ayant au moins un voisin direct connu, pre´ce´demment de´code´ ou
synthe´tise´.
Comme pour la caracte´risation et la segmentation, la manie`re de calculer la confiance
en un pixel se veut cohe´rente avec l’algorithme de synthe`se utilise´. Pour la me´thode pixel,
le calcul de la confiance est ainsi calcule´ graˆce au voisinage utilise´ pour la synthe`se alors
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Figure 4.6 – Synthe`se a` partir des bords dans l’ordre raster scan.
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Figure 4.7 – Artefacts produits lors de la synthe`se en spirale.
que celui-ci sera calcule´ sur la zone de chevauchement pour la me´thode patch. Quelle que
soit la me´thode, le calcul suit le meˆme raisonnement.
Pour l’initialisation et la mise a` jour apre`s synthe`se d’un pixel ou patch, illustre´es sur
la figure 4.8, la confiance C de chaque pixel est issue de la moyenne des confiances sur le
voisinage de taille N donne´e par
C(i, j) =
1
N2
N/2∑
k=−N/2
N/2∑
l=−N/2
C(i+ k, j + l). (4.1)
ou` N repre´sente la taille du coˆte´ du voisinage. On remarque dans le cadre de la synthe`se
d’une re´gion rectangulaire que les pixels synthe´tise´s en premier sont ceux des coins qui
posse`dent le plus de pixels connus. Ensuite, la carte est ensuite mise a` jour en assignant
la valeur de la confiance calcule´e du pixel synthe´tise´ C(i, j). On s’aperc¸oit sur l’exemple
donne´e par la figure 4.8 que ses pixels voisins ont une confiance accrue.
La carte de confiance pourrait aussi eˆtre utilise´e a` bon escient une version sous re´solue
sur la surface a` synthe´tiser, meˆme si cette approche ne figure pas dans le sche´ma final re-
tenu. La version sous re´solue peut eˆtre ici entendue comme une version sous e´chantillonne´e
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Figure 4.8 – Ordre de synthe`se suivant une carte de confiance.
spatialement par exemple. Comme il a e´te´ pre´sente´ dans le chapitre 1, l’utilisation d’un
voisinage non causal permet de guider la synthe`se dans le cas d’une synthe`se pixel. C’est
le cas aussi pour la synthe`se patch pour laquelle non seulement la zone de chevauchement,
mais aussi la zone reposant sur la version sous re´solue, seront utilise´es pour trouver le
meilleur candidat. On parle donc de synthe`se guide´e ou de raffinement de texture. La
carte de confiance permet donc, a` l’initialisation, de ponde´rer la confiance dans les pixels
sous re´solus diffe´remment des autres pixels de´code´s. Cette proprie´te´ permet notamment
d’introduire, lors de la comparaison des voisinages, des ponde´rations suivant la confiance
en chaque pixel du voisinage courant. Cette dernie`re technique n’apporte cependant pas
d’ame´lioration sensible sur les re´gions synthe´tise´es, au regard du couˆt supple´mentaire
engendre´. Elle e´loigne aussi de fait l’ide´e premie`re de l’algorithme de Wei d’utiliser un
voisinage de forme et taille fixe´es au cours de la synthe`se.
Enfin, telle qu’elle est imple´mente´e actuellement, cette carte de confiance ne prend
en compte qu’une confiance relative aux pixels de´code´s. On peut cependant penser a`
ponde´rer diffe´remment les pixels synthe´tise´s, en fonction de l’e´nergie calcule´e lors de la
comparaison du voisinage courant avec celui du candidat choisi, ou encore l’e´nergie de la
couture produite dans le cas de la synthe`se patch. En effet, plus ces e´nergies seront faibles
plus le pixel ou le patch ajoute´ seront faibles, plus il sera le´gitime de leur accorder du
cre´dit pour la suite de la synthe`se.
Les figures 4.9 et 4.10 montrent en images les ordres de synthe`se fonde´s sur le maxi-
mum de confiance pour la me´thode pixel et la me´thode patch respectivement. L’aspect
pseudo ale´atoire du balayage offre peu de zones possibles aux frontie`res rectilignes, arte-
facts geˆnants et rapidement de´tecte´s par le SVH. On observe que les blocs pre´sents au
de´but de la synthe`se sont utilise´s aux moments strate´giques alors qu’ils seraient mal pris
en compte suivant un ordre raster ou en spirale. Ces blocs, appele´s blocs d’ancrage, seront
traite´s plus en de´tail dans la section suivante. Cet ordre, outre l’avantage de´ja` cite´, offre
la possibilite´ de traiter simplement diffe´rentes formes de re´gions. Les limitations qui nous
ont conduit a` conside´rer des re´gions rectangulaires de´pendent cependant de la question
des patchs sources pour la synthe`se, aussi discute´e dans la section suivante.
4.4.2 Choix de la forme et la taille du patch source.
Dans le cadre de la synthe`se de texture, telle qu’elle est pre´sente´e dans le chapitre 1,
un patch source rectangulaire est utilise´. Ainsi, il est possible de de´couper un ou plusieurs
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Figure 4.9 – Illustration de l’ordre de la synthe`se de l’algorithme oriente´ pixel suivant la carte
de confiance.
Figure 4.10 – Illustration de l’ordre de la synthe`se de l’algorithme oriente´ patch suivant la carte
de confiance.
patchs de taille re´duite rectangulaire a` l’inte´rieur de la re´gion segmente´e, qui sera classi-
quement encode´ comme le reste de l’image, afin d’eˆtre utilise´ comme e´chantillon source.
Cette ope´ration a e´te´ teste´e et le re´sultat est pre´sente´ sur l’image (a) de la figure 4.11.
Les outils utilise´s copient les valeurs des pixels ou groupes de pixels choisis du patch sur
la surface a` synthe´tiser. Cependant, comme c’est le cas sur l’image (a), les textures natu-
relles observent souvent de le´ge`res variations de luminance et chrominance globale. Meˆme
si dans la recherche du meilleur candidat, l’algorithme va tenter de minimiser les erreurs,
il ne pourra parfaire la transition avec les bordures en ayant que les valeurs de couleur du
patch de´coupe´ en haut a` gauche de la re´gion.
Plusieurs solutions s’offrent alors a` nous pour palier ce proble`me.
• Utiliser plusieurs patchs afin que les e´chantillons sources posse`dent le maximum
d’informations sur la re´gion texture´e.
• Utiliser des algorithmes permettant de mode´liser les faibles variations d’e´clairage, et
de recre´er une re´gion cohe´rente. Les techniques pre´sente´es dans [XSW10] paraissent
prometteuses a` cette fin.
• Utiliser comme patch une couronne de pixels tout autour de la re´gion a` synthe´tiser,
afin d’eˆtre certain d’avoir des pixels candidats proches de toutes les positions de la
re´gion. Le terme proche vaut pour l’aspect ge´ome´trique mais surtout des valeurs des
pixels a` synthe´tiser.
La dernie`re solution a e´te´ retenue pour son efficacite´. Le plus souvent, afin de se confor-
mer au standard H.264, la couronne retenue est large de 16 pixels et est ainsi constitue´e
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PatchPatch
a) Patch rectangulaire b) Couronne autour de la région
Figure 4.11 – Forme des patchs a) patch rectangulaire de´coupe´ dans le voisinage. b) forme choisie
permettant de contenir des pixels cohe´rents aux 4 coins de la re´gion.
de macroblocs. L’e´volution principale, dans le domaine spatial, sera d’imple´menter une
solution permettant de retirer des re´gions ayant une forme quelconque. Une tentative
d’imple´mentation par bloc n’a pas permis a` ce jour d’en e´valuer le potentiel e´tant donne´e
la complexite´ du patch retenu. Il est en effet ne´cessaire de de´finir un ordre de parcours du
patch pour rechercher les meilleurs candidats. Nous avons vu en effet dans le chapitre 1
que dans le cas de la synthe`se oriente´e pixel, les bords de patch limitaient les candidats
possibles pour la synthe`se en fonction de la taille de voisinage choisie. La solution pro-
pose´e dans [ZSWL07] applique une me´thode base´e patch sans se soucier de garder un patch
spe´cifique. Cette me´thode utilisant des petits blocs de taille 8×8 recherche le bloc 8×8 le
plus proche en termes de distance spatiale et de signal, mais aucune localisation pre´cise du
meilleur bloc n’est applique´e. Il est donc ne´cessaire de pre´server un  damier  de blocs
8×8 dans les re´gions texture´es pour avoir de bons candidats a` chaque position. Dans le cas
de la synthe`se base´e pixel, cette me´thode n’est pas efficace puisque les pixels candidats,
pour eˆtre recopie´s, doivent avoir un voisinage autour d’eux contenant des pixels connus.
Or conserver comme patch uniquement des blocs 8× 8 limiterait fortement le nombre de
pixels candidats pour eˆtre copie´s : 4 candidats par exemple, avec une taille de voisinage
de 7× 7.
L’ordre de la synthe`se, malgre´ son optimisation, peut produire des artefacts. La figure
4.12 montre que lorsque la re´gion rectangulaire est e´tire´e, une frontie`re peut apparaˆıtre au
milieu, zone de jointure en fin de synthe`se. C’est principalement le cas lors de la synthe`se
base´e pixel pour laquelle cette frontie`re correspond a` la dernie`re ligne de pixels synthe´tise´s.
Plus le voisinage utilise´ est large, plus l’algorithme va tenter de trouver un compromis
puisque le voisinage carre´ autour du pixel courant contiendra des pixels des deux bords. Les
tailles de voisinages e´tant ine´vitablement restreintes du fait des tailles de patchs engage´es,
il a e´te´ de´cide´ d’encoder certains blocs a` l’inte´rieur de la re´gion, localise´es a` des positions
strate´giques. Dans la suite, ces blocs seront appele´s  blocs d’ancrage .
Une premie`re solution consiste a` positionner ces blocs d’ancrage en fonction des des-
cripteurs calcule´s. Les localisations des descripteurs les plus e´loigne´s du descripteur moyen,
en termes de valeurs des coefficients, sont alors candidats pour servir de blocs d’ancrage.
Il s’ave`re cependant que les artefacts sont dus a` la ge´ome´trie de la synthe`se et non aux
positions pour lesquelles le signal diffe`re du reste. Cette sikution ineficace a donc e´te´ aban-
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Figure 4.12 – Pre´servation de quelques blocs d’ancrage. (a) et (b) : synthe`se sans bloc d’ancrage.
(c) et (d) : synthe`se avec blocs.
donne´e.
Un syste`me de coordonne´es ge´ome´triques, en fonction de la taille de la re´gion a donc
e´te´ implante´. Ces positions strate´giques permettent de re´duire au maximum les jointures
rectilignes, sources de frontie`res visibles. La figure 4.12 pre´sente l’ame´lioration constate´e
pour la synthe`se oriente´e patch, la frontie`re centrale a disparu sur l’image (d). Ainsi,
lorsque la taille de la feneˆtre en horizontal ou vertical exce`de un nombre choisi n MB, le
bloc central est encode´. La re´gion est ensuite de´coupe´e en 2 rectangles si une seule des
composante exce`de cette taille, en 4 rectangles si la re´gion est assez grande dans les deux
dimensions. Les blocs centraux de ces nouvelles re´gions sont aussi conserve´s dans le cas
ou` leur dimension est encore suffisante.
La section suivante propose, coˆte´ codeur de choisir pour chaque re´gion a` synthe´tiser,
quel algorithme choisir.
4.4.3 De´cision au codeur de l’algorithme de synthe`se.
Une me´thode a posteriori est propose´e coˆte´ codeur. Elle permettra de de´tecter les
artefacts et de valider si la synthe`se est acceptable. La synthe`se base´e patch, moins
complexe, est d’abord re´alise´e avant d’eˆtre e´value´e par la me´thode des gradients de´crite
pre´ce´demment.
Nous avons vu que l’approche patch, telle qu’elle est imple´mente´e, produit des artefacts
particuliers quand elle est de´faillante. Cependant, ces artefacts ne sont pas localise´s qu’aux
bordures de la re´gion a` synthe´tiser. En effet, ces de´faillances e´tant dues aux coutures
visibles entre les patchs ajoute´s, elles se transcrivent a` l’œil par des frontie`res nettes en
ces endroits dans toute la re´gion, comme pour les synthe`ses illustre´es sur les images (c) et
(d) de la figure 4.1. On note notamment que lorsque la correspondance entre le patch a`
ajouter et la surface existante est mauvaise, les coutures rectilignes sont privile´gie´es.
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Figure 4.13 – Sche´ma re´sumant les ope´rations re´alise´e par l’analyseur de texture coˆte´ codeur.
Afin d’e´valuer un maximum d’artefacts potentiels de la synthe`se base´e patch, nous
proposons une triple note oriente´e patch. Une premie`re note Gl correspond aux diffe´rences
entre les pixels directement voisins et appartenant avant couture a` des patchs diffe´rents.
Cela permet de de´tecter si des frontie`res geˆnantes ont e´te´ cre´e´es entre la re´gion d’origine
et la re´gion synthe´tise´e.
Les deux autres notes permettent de mettre l’accent sur les artefacts les plus geˆnants
pour le Syste`me Visuel Humain, a` savoir les frontie`res rectilignes horizontales et verticales
qui s’apparentent aux effets de bloc. Un gradient de type Sobel est calcule´ pour chaque
pixel de la re´gion synthe´tise´e et la re´gion originale. Les noyaux horizontaux et verticaux
sont respectivement donne´s par :
Gh =
+1 0 −1+2 0 −2
+1 0 −1
 ∗ I, (4.2)
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(a) (b) (c) (d)
Texture ∆Gh ∆Gv ∆Gl
a -0.3 -0.8 0.93
b -3.5 -4.1 17.6
c -12.3 11.1 28.7
d -4.0 15.3 60.7
Table 4.1 – Gradients obtenus pour la synthe`se oriente´e patch sur des e´chantillons caracte´ristiques
de texture a, b, c et d illustre´s.
Gv =
+1 +2 +10 0 0
−1 −2 −1
 ∗ I, (4.3)
ou` I correspond aux valeurs des pixels de l’image conside´re´e.
Apre`s des expe´rimentations sur un e´chantillon d’une trentaine de patchs repre´sentatifs
des textures naturelles, les seuils {5; 5; 20} ont e´te´ de´termine´s pour ∆Gh, ∆Gv et ∆Gl
respectivement. Ainsi, de`s que l’un de ces seuil est franchi, la synthe`se oriente´e patch est
conside´re´e comme de´faillante et la synthe`se oriente´e pixel est applique´e.
La de´cision de l’algorithme choisi e´tant re´alise´e coˆte´ codeur, puisque l’image source
est requise, il faut envoyer l’information binaire au de´codeur lui permettant d’appliquer
le bon algorithme. Cette information repre´sente 1 bit d’information pour chaque re´gion
constitue´e la plupart du temps de plusieurs MB, cette information encode´e dans le train
binaire est donc tre`s petite devant le reste du contenu transmis.
4.5 Re´sultats.
4.5.1 Mise en place des tests.
Le sche´ma a e´te´ teste´ en combinaison avec le codeur JM [jvt07]. Plusieurs se´quences
ont servi pour les tests. Les figures et tableaux pre´sente´s ne listent qu’un e´chantillon
repre´sentatif, les sources utilise´es sont repre´sente´es en images dans l’annexe B.
Afin d’e´valuer correctement les gains en de´bits atteints avec un sche´ma conjoint au
standard H.264, une manipulation au codeur est ne´cessaire. Le mode skip correspond dans
H.264 au  non codage  du re´sidu apre`s la pre´diction inter d’un MB. Ainsi, le de´codeur
construit le MB uniquement a` partir des pre´dictions des MB voisins. Ce mode correspond
parfaitement au traitement de´sire´ pour les MB qui seront reconstruits par le synthe´tiseur
de texture. Cependant, ce mode n’est disponible que dans le domaine inter image, soit pour
les images de type B et P, alors que l’encodage d’une image unique est ne´cessairement intra.
Pour pallier ce proble`me, nous avons de´cide´ de cre´er une se´quence de deux images.
• La premie`re image est noire, ou du moins unie de la valeur choisie pour les blocs a`
synthe´tiser.
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QP 10 15 20 25 30 35 40
Sequences Bit-rate saving (%)
Coastguard CIF 21,8 22,4 20,7 20,3 19,7 19,5 18,9
Container CIF 21,7 19,3 14,4 10,6 7,1 4,5 2,7
Wool SD 14,4 13,9 11,7 10,3 8,8 7,5 7,1
Table 4.2 – Gains en de´bits suivant le QP utilise´.
• La deuxie`me image correspond a` l’image a` encoder.
La se´quence est ensuite encode´e avec une structure IP. Ainsi, la premie`re image code´e en
intra ne´cessite un minimum de de´bit e´tant donne´ qu’elle est unie (les informations relatives
au mode de codage DC pour tous les MB). Le codeur va ensuite naturellement choisir les
modes intra pour touts les blocs non synthe´tise´s et au mode skip pour les blocs noirs,
puisqu’ils correspondent exactement au MB colocalise´ dans l’image I.
La figure 4.14 ainsi que le tableau 4.2 contiennent des re´sultats correspondant a` la
synthe`se de re´gions non encode´es, c’est a` dire qu’aucune version sous-e´chantillonne´e n’est
transmise afin de guider la synthe`se. Le tableau 4.2 re´fe´rence les gains de de´bit re´alise´s pour
les se´quences Container, Coastguard et Wool. La gamme de QP {10,15,20,25,30,35,40}
permet de mesurer l’impact des re´gions retire´es a` diffe´rents de´bits. On remarque sur ce
tableau que les gains sont logiquement moindres pour les bas de´bits e´tant donne´ que
l’approche s’appuie sur le forc¸age du non codage de re´sidu, ce dernier e´tant moindre a` bas
de´bit. Il chute notamment dramatiquement aux tre`s bas de´bits puisque les skips force´s
se substituent aux skips naturels, aucune modification du codage de ces MB n’est alors
ope´re´e. Les gains en de´bit des images utilise´es pour les tests subjectifs seront de´veloppe´s
dans le paragraphe de´die´ a` ces tests.
Le paragraphe suivant pre´sente une campagne de tests subjectifs mene´e afin de de´terminer
l’impact de la synthe`se sur la qualite´ perc¸ue par un panel d’observateurs.
4.5.2 Tests subjectifs.
Il a e´te´ discute´ en section 2.5 de la non-adaptation des me´thodes de mesure objectives
au proble`me de l’e´valuation de la qualite´ des synthe`ses de texture. En effet, toutes les
me´thodes du type PSNR, qui comparent les pixels aux meˆmes positions entre une image
de´grade´e et une image source, donneront force´ment des re´sultats me´diocres pour les images
synthe´tise´es. Les pixels reconstruits le sont en fonction de leur voisinage, mais aucunement
pour approcher le signal source a` une position donne´e. Ainsi, meˆme les me´triques struc-
turelles, et autres adaptations au SVH ne permettent pas d’e´valuer une synthe`se.
Mises a` part les techniques de de´tection d’artefacts telles que celle propose´e en sec-
tion 4.4.3 et celle propose´e dans [NNKW04, NNHW07], aucune me´thode automatique ne
permet donc d’e´valuer la qualite´ de la meˆme manie`re que le PSNR permet d’e´valuer une
image de´code´e. C’est pourquoi la plupart des documents de la litte´rature tentent de fournir
les gains en de´bit re´alise´  a` qualite´ visuelle similaire . Une campagne de tests subjectifs
a donc e´te´ mise en place afin de mesurer s’il e´tait possible de faire cette hypothe`se d’une
part, dans le cas de notre approche intra image.
Protocole expe´rimental.
Bien que les expe´rimentations pre´sente´es dans ce paragraphe ne suivent pas exacte-
ment les recommandations ITU-R-BT. 500-11 [ITU02], toutes les conditions permettent
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Image originale Textures retire´es
Synthe`se pixel Synthe`se patch
Image originale Textures retire´es
Synthe`se pixel Synthe`se patch
Figure 4.14 – Re´sultats en images des techniques base´es pixel et patch pour les se´quences Coast-
guard CIF et Raid Maroc SD.
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Raid Maroc 720x576 Soccer 704x576
Solidor 720x576 Zèbres 720x576
Figure 4.15 – Images pre´sente´es pour l’e´valuation subjective du sche´ma oriente´ synthe`se par
rapport aux images de´code´es par H.264 en mode Intra.
d’approcher les conditions ide´ales d’e´valuation. Les tests ont e´te´ re´alise´s dans une salle
de´die´e du laboratoire IETR sur un moniteur CRT. Les observateurs sont place´s a` une
distance environ e´gale a` 4 fois la hauteur de l’image. La luminance du fond de la pie`ce est
re´gle´e de manie`re a` approcher les conditions spe´cifie´es par l’ITU. Les images pre´sente´es
sur la figure 4.15 ont e´te´ e´value´es par un e´chantillon de 16 personnes. Pour chacune des
images sont pre´sente´es les versions reconstruites par un de´codeur H.264 sans synthe`se de
texture pour QP = {10, 25, 40}. Pour chaque niveau de quantification, 4 images sont ainsi
a` e´valuer :
• l’image entie`rement de´code´e,
• l’image dont les re´gions texture´es sont synthe´tise´es par la me´thode patch,
• l’image dont les re´gions texture´es sont synthe´tise´es par la me´thode pixel,
• l’image dont les re´gions texture´es sont synthe´tise´es avec la me´thode patch ou avec
la me´thode pixel.
Pour les trois dernie`res images, les re´gions enleve´es par l’e´tape de segmentation sont
pre´sente´es sur la figure 4.16. Chaque observateur a donc 4× 12 images issues de la meˆme
image originale a` e´valuer, soit 48 images en tout. Pour chaque groupe de 12 images, le
sujet choisit d’observer, noter, revenir sur les images, et de´cide du temps d’observation
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Figure 4.16 – Re´gions synthe´tise´es des images e´value´es lors de tests subjectifs.
ne´cessaire pour l’e´valuation. La dure´e de l’expe´rience de´pend donc directement du temps
mis par les observateurs a` e´valuer les 4 groupes d’images, typiquement 10 a` 15 minutes au
total.
Les images sont e´value´es sur une e´chelle de 1 a` 10, 10 correspondant a` la qualite´
maximale. L’image source n’est pas pre´sente´e : l’image de meilleure qualite´ pouvant servir
de re´fe´rence a` l’observateur correspond ainsi a` celles de´code´es avec QP = 10. Parmi le
panel d’observateur, un seul a e´te´ rejete´ par l’algorithme fonde´ sur la me´thode du χ2 le
coefficient de corre´lation de Spearman. Le paragraphe suivant de´taille et analyse donc les
re´sultats obtenus sur l’e´chantillon des 15 sujets retenus.
Re´sultats
La figure 4.17 pre´sente les re´sultats obtenus par QP. On observe premie`rement qu’il
n’est pas rigoureusement le´gitime de pre´senter les gains obtenus comme gratuits en termes
de qualite´ puisque les observateurs ont note´ une de´gradation sensible entre les images
de´code´es classiquement par AVC et les images issues de notre sche´ma. Il est a` noter aussi
que la solution base´e pixel est pre´fe´re´e dans une large majorite´ des cas. En fonction des
de´bits observe´s, la synthe`se base´e patch fonctionne mieux pour les bas de´bits, alors que
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QP 10 15 20 25 30 35 40
Se´quences gain en de´bit (%)
Ze`bres 24.2 23.9 23.1 20.1 20.8 16.7 16.7
Solidor 22.0 22.6 23.2 24.1 25.0 26.1 22.9
Raid Maroc 16.1 15.7 15.2 14.2 12.7 2.0 1.7
Soccer 19.8 20.1 20.2 20.4 20.3 18.2 10.5
Table 4.3 – Gains en de´bit sur les se´quences utilise´es pour les tests subjectifs.
l’approche oriente´e pixel est plus appre´cie´e pour les hauts de´bits.
Comme il est de´crit dans le protocole, l’observateur a acce`s a` tout moment a` une version
de´code´e de tre`s bonne qualite´ (QP=10). Ce protocole permet une e´valuation honneˆte du
sche´ma puisqu’en comparant une version de´code´e avec QP = 25 et sa version synthe´tise´e,
l’observateur peut appre´cier les diffe´rences et arte´facts introduits par les diffe´rents outils
utilise´s. C’est cependant une me´thode d’e´valuation qui de´favorise la synthe`se puisque les
diffe´rences avec la source apparaissent et focalisent l’attention. Il nous fallait suivre ce
protocole afin d’e´valuer le´gitimement l’approche. Il paraˆıt ne´anmoins important de pra-
tiquer la me´thode d’e´valuation subjective suivante : au lieu de permettre a` l’observateur
de naviguer parmi les images de´code´es pour plusieurs niveaux de qualite´, il ne pourra
qu’observer la version de´code´e a` un QP donne´ et sa version synthe´tise´e. L’e´valuation d’un
nouveau niveau de qualite´ se fera apre`s l’e´valuation d’autres images. L’observateur n’aura
ainsi plus acce`s a` une version proche de la source sur laquelle s’appuyer.
4.6 Conclusion.
Ce chapitre a permis de de´tailler les approches intra images de´veloppe´es au cours de
ces travaux de the`se. Les limites souligne´es du premier type de sche´ma nous ont conduits
a` orienter les travaux vers une solution plus proche de celles de la litte´rature pre´sente´es en
section 2.7. La multitude d’algorithmes e´tudie´s et imple´mente´s - les approches de Wei et
Levoy [WL00], Ashikhmin [Ash01], Tong et al. [TZL+02], Kwatra et al. [KSE+03, KAK05]
et Huang et al. [HTW07]- a permis d’extraire les algorithmes les plus aise´ment adaptables
a` notre contexte. Cependant, les approches EM, qui n’ont pas e´te´ retenues pour ce sche´ma,
restent disponibles pour un sche´ma futur du fait des performances visuelles de synthe`se,
et ce malgre´ leur difficulte´ d’adaptation.
Le sche´ma de´veloppe´ utilise deux approches : une oriente´e pixel de´rive´e des travaux de
L.Y. Wei et une oriente´e patch inspire´e de l’approche de V. Kwatra. Ces deux approches ont
vocation a` eˆtre utilise´es en comple´mentarite´, suivant les types de texture de pre´dilection de
chacune. Pour la de´cision du synthe´tiseur oriente´ pixel ou patch, une me´thode a posteriori
est propose´e. La me´thode patch e´tant plus rapide a` exe´cuter, elle est applique´e avec les
parame`tres directement fournis par les descripteurs issus de l’analyse de la texture. Si
l’e´valuation par une me´thode base´e gradient de´tecte trop d’artefacts visibles, la me´thode
pixel est alors pre´fe´re´e. Dans la meˆme logique, avec un couˆt supe´rieur, il est possible de
remettre en cause la segmentation en e´valuant la synthe`se base´e pixel. Si celle-ci s’ave`re
de´faillante, la re´gion en cours sera encode´e classiquement.
L’e´valuation de la qualite´ de la synthe`se constitue le principal obstacle a` la valorisation
d’une telle approche. En effet, les crite`res objectifs usuels tels que le PSNR largement
utilise´ dans le domaine de la compression ou meˆme les me´triques de similarite´ comme la
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SSIM ne permettent pas d’e´valuer l’impact de la synthe`se dans l’image. Ces me´thodes
s’attachent a` de´terminer les e´carts par rapport a` une source d’une manie`re ou d’une autre.
C’est aussi le cas dans la campagne de tests subjectifs mene´e, ou`, dans le but de le´gitimer
l’e´valuation, une image de re´fe´rence est propose´e a` l’observateur. De futurs tests subjectifs,
sans re´fe´rence a` une image source, permettront de de´terminer si la synthe`se n’est pas
geˆnante pour l’observateur et donc si les gains avance´s dans ce chapitre sont re´ellement
fonde´s.
Cette approche limite´e au domaine spatial est e´tendue au domaine temporel suivant
le sche´ma de´crit dans le chapitre suivant.
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Figure 4.17 – Re´sultats obtenus lors de tests subjectifs.
CHAPITRE 5
Compression et synthe`se d’images anime´es.
Ce chapitre vise a` e´tendre le sche´ma pre´sente´ dans le chapitre pre´ce´dent au domaine
temporel. La principale proble´matique a` ajouter aux contraintes de´ja` e´nonce´es pour la
synthe`se dans un sche´ma de compression intra image, se situe au niveau de la cohe´rence
entre les re´gions synthe´tise´es d’une image a` l’autre. L’estimation de mouvement, dont une
forme a e´te´ pre´sente´e dans le chapitre 2, constitue alors le point de de´part pour re´soudre
les taˆches suivantes :
• assurer la cohe´rence temporelle de la synthe`se de texture sur les images successives
d’une se´quence,
• permettre d’interpoler les pixels d’images interme´diaires a` partir d’images de re´fe´rence
et du mode`le de mouvement estime´,
• segmenter la se´quence ou une sous-partie de la se´quence en re´gions cohe´rentes au
sens du mouvement.
La figure 5.1 permet d’illustrer le nouveau proble`me souleve´ par le traitement de
se´quences vide´o. Le but du sche´ma sera ainsi de construire une synthe`se vis-a`-vis du
contexte spatial de l’image courante, mais aussi des images de son environnement tem-
porel. Les images de re´fe´rence permettront, comme dans les standards de´crits dans le
chapitre 2, que les modes de codage et de synthe`se ne divergent pas temporellement par
rapport aux mouvements de la sce`ne observe´e. On s’aperc¸oit alors que le proble`me peut
eˆtre assimile´ a` la reconstruction d’un paralle´le´pipe`de qui aurait e´te´ retire´ de la se´quence.
Afin de conserver une cohe´rence entre les images synthe´tise´es et le reste de la se´quence,
des images non synthe´tise´es permettront d’e´viter a` la synthe`se de diverger. Ces images
seront appele´es images de re´fe´rence dans la suite du chapitre. Ces images n’e´tant pas
force´ment corre´le´es aux images cle´s du codeur H.264 joint, les se´quences seront divise´es
en GOP pour le standard et GOPM (groupes d’images au sens du mouvement) pour le
sche´ma de compensation/segmentation de mouvement de´veloppe´ dans ce chapitre. Aussi,
les images dites de re´fe´rence de´limitent les GOPM. Ces derniers seront compose´s, d’un
point de vue synthe`se des textures, des images de re´fe´rence non synthe´tise´es de part et
d’autre, alors que les images interme´diaires, intercale´es, pourront faire l’objet de synthe`se.
Par exemple, si une structure IBPBPBPBI. . . est choisie pour le codeur, un GOPM pourra
eˆtre IBPBP. Dans ce cas, l’image I et la deuxie`me image P ne seront pas synthe´tise´es et
serviront de re´fe´rence pour l’estimation de mouvement par re´gion.
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Figure 5.1 – Contexte spatio-temporel d’une re´gion texture´e a` synthe´tiser
Dans ce chapitre, apre`s avoir de´crit la me´thode d’estimation de mouvement par re´gions
adopte´e, les me´thodes de segmentation temporelle et l’adaptation des outils de synthe`se
seront de´taille´es. Un dernier type de reconstruction des re´gions texture´es sera pre´sente´
pour celles dont le mouvement est correctement mode´lise´. La synthe`se temporelle, fonde´e
sur les algorithmes mis en place pour le sche´ma intra, permettra de reconstruire les re´gions
texture´es dont les mouvements locaux ne permettent pas de de´finir un mode`le global accep-
table. Des re´sultats fonde´s sur des tests subjectifs permettront enfin d’e´valuer l’apporche
propose´e.
5.1 L’estimation de mouvement.
Cette section vise a` pre´senter les outils d’estimation locale de mouvement et des
mode`les plus e´volue´s permettant de de´crire le mouvement de re´gions entie`res graˆce a`
un nombre restreint de parame`tres.
L’estimation de mouvement consiste pour cela a` mode´liser sur un plan 2D le mouvement
d’objets 3D ainsi que les mouvements de la came´ra. Cette projection du mouvement sur
le plan correspond au flot optique. Ce dernier est aborde´ dans les traitements en faisant
l’hypothe`se de la conservation de la luminance qui ve´rifie pour deux images conse´cutives
d’une se´quence I(x, y, t) et I(x− vx, y − vy, t− 1). Ainsi, on e´met l’hypothe`se
I(x, y, t) = I(x− vx, y − vy, t− 1), (5.1)
ou` ~v = (vx, vy)
T repre´sente le vecteur vitesse a` t du pixel aux coordonne´es (x, y). Plusieurs
phe´nome`nes peuvent mettre cette hypothe`se en de´faut, comme les occultations ou les
changements d’illumination de la sce`ne dus a` de nouvelles sources de lumie`re comme les
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flashs d’appareil photo. Des mode`les plus fins permettent de tenir compte de ces variations,
leur complexite´ laisse cependant une large place a` l’utilisation de la conservation de la
luminance en ue de limiter le nombre de parame`tres.
5.1.1 Me´thodes fondamentales.
Il existe trois grandes me´thodes afin d’estimer localement le flot optique.
• Les techniques diffe´rentielles. Il s’agit de de´velopper et de de´river l’e´quation 5.1, puis
souvent d’approximer un syste`me du premier ordre afin d’avoir un proble`me solvable.
Cette me´thode a l’avantage d’eˆtre peu complexe et de permettre une estimation sous-
pixellique. L’approximation au premier ordre ne´cessite ne´anmoins de respecter les
conditions d’un de´veloppement limite´.
• Les techniques fre´quentielles. Il est typiquement possible d’utiliser la transforme´e
de Fourier. Soit F (ux, uv, t) = F [I(x, y, t)] la transforme´e de Fourier 2D de l’image
I(x,y,t), en reprenant les notations de l’e´quation 5.1, on a
F [I(x− vx, y − vy, t)] = F (ux, uy, t)e−j2pi(vxux+vyuy). (5.2)
Ainsi, le module est invariant par translation comme il a de´ja` e´te´ e´voque´ au chapitre
3, et la phase arg (F (ux, uy)) observe
arg (F [I(x, y, t)])− arg (F [I(x, y, t− 1)]) = −2pi (vxux + vyuy) . (5.3)
Cette de´pendance line´aire permet en the´orie de re´soudre un syste`me line´aire ve´rifiant
cette proprie´te´ pour plusieurs fre´quences. Cependant cette technique fonctionne bien
en pratique pour un objet anime´ d’un mouvement uniforme sur un fond fixe, mais
devient difficile a` mettre en place pour des contenus de mouvements plus complexes.
• L’appariement de feneˆtres entre les images. Cette technique aussi connue sous le
terme bloc matching a e´te´ pre´sente´e dans le chapitre 2, puisque c’est la me´thode
simple et robuste imple´mente´e dans les standards de compression MPEG-2, H.263,
MEPG-4/AVC... Afin d’utiliser un maximum d’outils cohe´rents avec les standards
de compression joints, ce type d’algorithmes sera utilise´ et de´veloppe´ dans la suite
de ce chapitre.
La somme des e´carts au carre´ donne´e par
E(∆x,∆y) =
1
N2
∑
(x,y)∈β2
(I(x, y, t)− Iref (x−∆x, y −∆y, t−∆t))2 (5.4)
est typiquement utilise´e entre un bloc courant et un bloc candidat de taille β × β. Il est a`
noter que la corre´lation e´value´e sur ces blocs utilise les hypothe`ses de conservation et de
cohe´rence (smoothness) du signal entre les deux images.
Il est par ailleurs possible d’augmenter la re´solution de l’image le temps de cette e´tape.
Dans le standard H.264, ainsi qu’avec la me´thode utilise´e pour notre sche´ma, et de´crite
dans les sections suivante, une re´solution au quart de pixel est atteinte. La figure 5.2
pre´sente les positions au demi pixel, obtenues via un filtrage a` 6 coefficients, puis les
positions au quart de pixel, issues d’une interpolation biline´aire.
Une zone de l’image de re´fe´rence, dans laquelle se fait la recherche d’appariements de
blocs, est de´limite´e pour limiter le couˆt d’une telle ope´ration. Pour les mouvements rapides,
cependant, celle-ci doit eˆtre assez grande, ce qui augmente conside´rablement la complexite´
de l’algorithme, a` l’image de la synthe`se de texture a` laquelle on aurait augmente´ les
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Figure 5.2 – Pre´cisions atteignables avec l’estimation de mouvement
Figure 5.3 – Champ de vecteurs correspondant a` un facteur de zoom
dimensions du patch source. Pour pallier ce proble`me, un estimateur hie´rarchique est
commune´ment usite´ pour permettre, a` l’instar de la synthe`se multi-re´solution de L.Y.
Wei et M. Levoy [WL00], de limiter la corre´lation entre l’extension de cette feneˆtre et la
complexite´ induite. Dans l’approche propose´e, un estimateur hie´rarchique de mouvement
est ainsi utilise´ pour de´terminer le mouvement en chaque position. Le processus commence
par chercher dans l’image du haut de la pyramide (celle de re´solution la plus faible), pour
raffiner ensuite sa recherche avec les niveaux de re´solution supe´rieure. Le champ de vecteur
obtenu au niveau 0 de la pyramide constitue les donne´es de sortie de l’algorithme.
5.1.2 Mode`les d’estimation globale de mouvement.
Les me´thodes d’appariement dont il est question dans les standards correspondent
a` une estimation locale du flot optique. Chaque pixel ou bloc posse`de alors un vecteur
de mouvement de translation. Afin de segmenter et mode´liser le de´placement des objets
d’une sce`ne de la came´ra, il est ne´cessaire d’appre´hender une mode´lisation prenant en
compte d’autres types de mouvements, notamment les rotations et le zoom. La figure 5.3,
propose´e dans [Bru01], illustre le cas d’un champ de vecteurs induit par un zoom. Dans le
cas d’une estimation locale, la mode´lisation ne´cessite la transmission de N ×M vecteurs,
suivant la taille de l’image et de la densite´ de vecteurs choisie. Or, si l’on arrive a` de´crire
le zoom de manie`re parame´trique, seules les informations du centre et de l’intensite´ sont
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ne´cessaires pour de´crire le champ en tout point. Malgre´ le fait que l’on trouve rarement un
cas ide´al comme celui-ci dans les se´quences naturelles, les mode`les assurant d’autres types
de mouvements que la simple translation permettent d’approximer plus efficacement les
mouvements des objets.
Parmi ces mode`les on peut citer :
• Le zoom dont chaque vecteur de mouvement a` la position (x, y) est donne´ par :
~v(x, y) =
(
a0 + αx
b0 + αy
)
(5.5)
L’ensemble des parame`tres θ a` de´terminer est alors : θzoom = (a0, b0, α).
• La perspective :
~v(x, y) =
(
a0+a1x+a2y
c0+c1x+c2y
b0+b1y+b2y
c0+c1x+c2y
)
+
(
x
y
)
(5.6)
de´finie par les parame`tres : θpersp = (a0, a1, a2, b0, b1, b2, c0, c1, c2).
• Le mode`le affine :
~v(x, y) =
(
a0 + a1x+ a2y
b0 + b1y + b2y
)
(5.7)
de´fini par les parame`tres : θaff = (a0, a1, a2, b0, b1, b2)
Ce mode`le permet de de´crire les mouvements du plan associe´s a` des champs affines.
Ainsi, les parame`tres de θaff de´crivent les translations, rotations et facteurs de zoom du
support utilise´ : un bloc, une re´gion ou l’image entie`re. En proposant un bon compromis
entre la fide´lite´ de la mode´lisation et la complexite´ des mode`les polynoˆmiaux d’ordres
supe´rieurs, la me´thode affine a e´te´ choisie. Le paragraphe suivant pre´sente la manie`re
utilise´e pour re´soudre le syste`me induit afin de de´terminer les valeurs des 6 parame`tres de
θ.
Re´solution du proble`me.
Afin de de´terminer les parame`tres du mode`le affine, la re´gression par la me´thode des
moindres carre´s est utilise´e. Soit ri le re´sidu associe´ a` la i
eme donne´e di. Il correspond a` la
diffe´rence entre la ieme observation et sa valeur obtenue par le mode`le M(i; θaff ), tel que
ri = di −M(i, θaff ). (5.8)
La me´thode des moindres carre´s vise alors a` trouver les parame`tres de θaff qui minimisent
l’e´nergie E correspondant au carre´ des re´sidus, soit
E = min
θ
∑
r2i . (5.9)
Dans le cas de notre mode`le affine, l’ope´ration consiste alors a` minimiser
E = min
θ
N∑
i=1
(
(di − a0 − a1xi − a2yi)2 + (dj − b0 − b1xi − b2yi)2
)
(5.10)
Bien e´videmment, un tel mode`le ne permet pas de de´crire a` lui seul les mouvements
contenus dans les images, puisqu’il de´crit le mouvement d’un support cohe´rent : il faut donc
segmenter les images en re´gions cohe´rentes en termes de mouvement. La figure 5.4 pre´sente
donc, dans ce cas, la chaˆıne adopte´e afin de segmenter les re´gions sur lesquelles seront
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Figure 5.4 – Processus de segmentation des re´gions au sens du mouvement
applique´es les mode`les de mouvement de´termine´s. Ne´anmoins, le standard MPEG-4 partie
2 contient un outil d’estimation globale, permettant de´ja` de compenser le mouvement de
la came´ra, lorsque l’estimation est juge´e satisfaisante.
La section suivante de´crit le sche´ma global contenant les e´tapes cite´es ci-dessus, et les
modifications applique´es pour le codeur et le de´codeur.
5.2 Sche´ma global.
Le sche´ma du codeur pre´sente´ dans le chapitre pre´ce´dent conduit a` la de´finition de
deux types de blocs une fois l’analyse des textures ope´re´es : les blocs de textures de´die´s
a` eˆtre synthe´tise´s ainsi que les contours et les patchs qui sont encode´s de fac¸on classique.
Le sche´ma temporel offre un troisie`me mode pour les re´gions entie`rement reconstruites
graˆces aux informations de mouvement. La figure 5.5 illustre le sche´ma global. On note
premie`rement que les images de re´fe´rence sont entie`rement code´es classiquement. Elles
servent de re´fe´rence pour la synthe`se mais aussi pour l’estimation de mouvement. Pour
rappel, ces images de re´fe´rence ne sont pas a` confondre syste´matiquement avec des images
de type I pour H.264. En effet, des images P peuvent servir de re´fe´rence. Dans ce cas, elles
seront classiquement encode´es. L’efficacite´ des mode`les affines de´croˆıt avec l’e´loignement
temporel des images de re´fe´rence. Il n’est donc pas pertinent de faire co¨ıncider re´fe´rences
temporelles et images I, ces dernie`res pouvant eˆtre tre`s e´loigne´es suivant les profils utilise´s.
Apre`s la segmentation en mouvement permettant de de´limiter les re´gions rigides cor-
rectement compense´es, le reste des images interme´diaires est soumis a` l’e´tape de segmenta-
tion/caracte´risation des textures de´crite dans le chapitre pre´ce´dent. Les re´gions sont alors
de meˆme se´pare´es en textures synthe´tisables et en contours a` encoder classiquement. Le
train binaire est finalement compose´ :
• des donne´es relatives aux MB classiquement encode´es,
• des parame`tres des algorithmes de synthe`se pour les re´gions concerne´es,
• des parame`tres de mouvement des re´gions a` compenser,
• et des informations de localisation des diffe´rents MB a` interpoler ou synthe´tiser.
5.3 Segmentation.
Cette section propose de de´tailler l’utilisation faite des outils d’estimation/compensa-
tion de mouvement e´voque´s en de´but de chapitre.
5.3.1 Segmentation et setimation de mouvement.
L’estimateur utilise´ permet de de´terminer les parame`tres de mouvement de n re´gions
cohe´rentes, n e´tant de´termine´ a priori. Ce nombre serait de 2 ar exemple pour une sce`ne
ou` un objet se de´place sur un fond fixe. La de´termination du nombre de re´gion n’a pas
Segmentation. 135
Segmentation
en mouvement
Segmentation et
Caractérisation
des textures
Encodage 
classique
Codage des 
paramètres de 
mouvement
Codage des 
paramètres de 
synthèse
Groupe d'images 
sources
images de 
référence
images 
intermédiaires
Train binaire
Encodeur
régions rigides
blocs mal 
compensés
contours Texturessynthétisables
Figure 5.5 – Sche´ma bloc du codeur propose´.
pu eˆtre traite´, faute de temps, et constitue un des principaux travaux restants a` court
terme. Apre`s une estimation locale hie´rarchique de´crite en section 5.1.1, le mouvement
pre´dominant est recherche´, i.e. le mouvement estimable par les 6 parame`tres du mode`le
affine qui satisfasse le maximum de pixels. Une fois cette e´tape accomplie, les vecteurs
rejete´s non cohe´rents avec les parame`tres de´termine´s, servent a` l’ite´ration suivante, afin de
de´terminer le deuxie`me mouvement pre´ponde´rant. Ce processus ite´ratif se termine quand
le nombre de re´gions pre´de´termine´ est atteint. A la fin de cette e´tape, tous les pixels de
l’image ont un mode`le de mouvement associe´, meˆme si ce mode`le ne leur correspond pas. La
figure 5.6 illustre le cas simple du de´but de la se´quence Coastguard sur laquelle la came´ra
suit le bateau au centre de l’image. Dans le cas ou` le nombre de mouvements cherche´s
est fixe´ a` 2, les deux re´gions principales sont se´pare´es par un segment blanc horizontal.
En effet, le rivage en arrie`re plan est anime´ d’une translation rectiligne uniforme ~v1 et le
mouvement global affine de´termine´ pour le cours d’eau correspond a` une translation ~v2.
Cet exemple permet de montrer deux failles a` cette premie`re segmentation.
• La premie`re re´side dans la de´termination a priori du nombre de re´gions a` chercher.
On s’aperc¸oit par exemple que le bateau est interpole´ avec les parame`tres de ~v2
alors que cette se´quence aurait ne´cessite´ la de´termination d’un troisie`me jeu de
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Figure 5.6 – Interpolation de´faillante d’une image de la se´quence Coastguard CIF. Deux mouve-
ments sont estime´s, ~v1 pour la re´gion supe´rieure au segment blanc, et ~v2 pour la zone infe´rieure.
parame`tres pour mode´liser son mouvement. Cependant, il est pe´rilleux pour ce genre
de processus ite´ratif de de´terminer un grand nombre de re´gions. Ce proble`me sera
donc traite´ par la suite en de´terminant si les interpolations sont cohe´rentes ou non
pour chacun des blocs 8× 8 ou 16× 16 de l’image.
• Les mouvements locaux de la surface de l’eau ne sont pas pris en compte dans le
mode`le global ~v2, l’interpolation de cette re´gion est donc elle aussi de´faillante. Ici
aussi, il faut de´terminer si l’interpolation produit un re´sultat satisfaisant, ce qui sera
le cas pour les textures et objets rigides, dont les mouvements, capture´s en 2D par
la came´ra, sont descriptibles par un mode`le affine.
Pour cela, l’estimateur de mouvement va occasionner une compensation de mouvement
dite  forward  entre l’image du milieu du GOP et l’image de re´fe´rence qui la pre´ce`de,
et une  backward  entre l’image du milieu et l’image de re´fe´rence suivante. La figure
5.7 illustre le cas d’un GOP comportant 7 images interme´diaires. Ainsi, n re´goins sont
calcule´es pour chacune des directions. Il s’agit ensuite de calculer se´pare´ment l’interpola-
tion de chaque pixel de l’image centrale a` partir de la re´fe´rence  forward  et du meilleur
mode`le associe´. On fait de meˆme en interpolation  backward . L’e´tape suivante consiste
a` comparer les valeurs interpole´es en chaque position afin de de´terminer si les mode`les cor-
respondent ou si l’estimation est de mauvaise qualite´. Une approche par bloc est utilise´e :
pour chaque bloc est calcule´e l’erreur
 =
1
N2
N2∑
i=0
(Ifwd(i)− Ibwd(i))2 (5.11)
ou` N repre´sente la taille du bloc conside´re´, Ifwd et Ibwd correspondent aux images inter-
pole´es suivant les re´fe´rences forward et backward respectivement. Si cet e´cart est infe´rieur
a` un seuil de´termine´ a priori, le bloc conside´re´ se voit assigner les parame`tres de mouve-
ments. Sinon, le bloc est conside´re´ comme mal estime´ par le meilleur des n re´gions, il ne
sera pas uniquement compense´ en mouvement.
La figure 5.8 illustre la de´termination des blocs correctement estime´s et ceux dont
l’interpolation est conside´re´e comme de´faillante. Sur la se´quence coastguard, la came´ra
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Figure 5.7 – Estimation des mouvements  forward  et  backward  de l’image centrale du
groupe d’images
suit le bateau des garde-coˆtes, c’est donc la coˆte en arrie`re plan qui semble se de´placer de
droite a` gauche avec un mouvement rectiligne uniforme. Tous les pixels re´fe´rant a` la coˆte en
arrie`re plan sont anime´s du meˆme mouvement par rapport a` la came´ra. On de´finit le terme
de textures rigides ces re´gions dont le mouvement peut-eˆtre estime´ avec succe`s par les
parame`tres du mode`le affine. Cette configuration conduit ainsi a` l’e´tiquetage de la re´gion
comme cohe´rente en mouvement, elle peut ainsi eˆtre retire´e sur les images interme´diaires.
Les images de re´fe´rences de´code´es ainsi que les parame`tres transmis permettront ensuite
au de´codeur de reconstruire ces re´gions.
5.3.2 Segmentation spatiale.
La segmentation spatiale reprend celle de´veloppe´e dans le chapitre pre´ce´dent. Une
fois la segmentation de´termine´e, deux types de blocs se distinguent dans les images in-
terme´diaires des GOP : les blocs compense´s en mouvement avec succe`s et les autres. Dans
le deuxie`me cas, il peut s’agir de blocs de textures qui peuvent eˆtre reconstruits pas la
synthe`se, mais aussi de contours ou de textures non synthe´tisables par les outils mis en
œuvre : ils seront alors classiquement code´s en mode intra ou inter image graˆce aux images
de re´fe´rences.
Il faut ainsi de´terminer tout au long du GOP si les blocs conside´re´s contiennent des
textures qu’il est possible de reproduire avec les me´thodes pixel et patch de´crites dans le
chapitre pre´ce´dent et dont l’extension au domaine temporel est pre´sente´e dans la suite du
chapitre. Cette approche est applique´e image par image : la cohe´rence des segmentations
entre deux images successives n’est donc pas intrinse`quement assure´e. Il a ainsi e´te´ de´cide´
d’appliquer la me´thode de segmentation spatiale sur les images de re´fe´rence et l’image
centrale du GOP. De fait, si le bloc conside´re´ appartient a` une re´gion texture´e pre´sente
sur ces trois images, alors, il est synthe´tisable.
Le paragraphe suivant de´crit l’agencement et la fusion des segmentations temporelle
et spatiale.
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Figure 5.8 – Segmentation temporelle illustre´e pour quelques images de la se´quence Coastguard
CIF. Les images de re´fe´rence sont se´pare´es d’un intervalle de 4 images. Les blocs blancs corres-
pondent aux zones mal compense´es.
5.3.3 Construction des re´gions a` synthe´tiser.
La prise en compte d’une se´quence d’images et la compensation de mouvement vont
permettre de re´duire le nombre de blocs a` encoder graˆce notamment aux re´gions qui
pourront eˆtre directement interpole´es via les images cle´s en de´but et fin de GOP associe´es
aux mode`les de mouvement calcule´s. La figure 5.8 montre qu’il reste souvent un grand
nombre de blocs qui ne sont pas correctement interpole´s. Parmi ceux-ci, on trouve des
blocs contenant uniquement de la texture, au sens de la segmentation spatiale adopte´e,
et d’autres, contenant des contours. Pour ce dernier type, on conside`re trivialement que
la seule issue consiste a` encoder classiquement ces blocs afin qu’ils soient correctement
reconstruits par le de´codeur. Pour les premiers, par contre, il va falloir de´terminer comment
construire les re´gions candidates pour appliquer la synthe`se de texture.
Dans le chapitre 4 a e´te´ pre´sente´e une manie`re de de´limiter des re´gions texture´es avec
le patch constitue´ des MB entourant une zone rectangulaire, potentiellement enrichie de
blocs d’ancrages. Une premie`re imple´mentation de test a donc e´te´ logiquement issue de
la fusion de ce de´coupage avec la segmentation temporelle. Ainsi, la figure 5.9 pre´sente
la segmentation temporelle et le de´coupage spatial d’une des images interme´diaires d’un
GOP de la se´quence CIF Container. L’image (d) pre´sente les re´gions finalement retenues
pour la synthe`se. Le reste de l’image est alors de´die´ a` eˆtre encode´ classiquement pour les
blocs blancs sur l’image (b) ou interpole´ graˆce aux mode`les de mouvements de´termine´s.
A l’inte´rieur de ces re´gions maintenant, l’interpolation des blocs dont le mouvement a e´te´
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Figure 5.9 – Premie`re fusion des segmentations spatiale et temporelle.
correctement estime´, est conserve´e afin de servir de blocs d’ancrage. Aussi, aucun bloc
d’ancrage n’a e´te´ de´termine´ au moment de la segmentation spatiale, ceci afin d’e´liminer le
codage de ces blocs couˆteux, difficilement pre´dictibles spatialement puisque de´pourvus de
contexte spatial sur lequel fonder une pre´diction spatiale. De la meˆme manie`re que pour
le de´coupage des re´gions pre´sente´ au chapitre pre´ce´dent, des blocs d’ancrage seront donc
code´s uniquement dans le cas ou` la re´gion exce`de un nombre de´termine´ de MB en longueur
et largeur, mais aussi a` la condition qu’aucun bloc correctement interpole´ ne soit capable
d’assurer ce roˆle.
On s’aperc¸oit cependant que cette me´thode de de´coupage laisse peu de place a` l’im-
pact de la synthe`se de texture. En effet, de nombreux blocs texture´s, en dehors des
re´gions segmente´es, devront eˆtre classiquement encode´s. Ce de´coupage strict re´pondait
aux contraintes d’un patch construit dans la meˆme image, autour des re´gions retire´es. Or,
dans le cas du traitement d’un groupe d’images, il est possible de construire un patch
dans les images de re´fe´rences. Ainsi, les contraintes de contour sur les re´gions a` synthe´tiser
pourraient eˆtre en partie leve´es.
Pour re´sumer, la figure 5.10 illustre les diffe´rentes e´tapes, menant a` la construction de
la segmentation finale, fonde´e sur l’e´tude des mouvements et des textures contenus dans
un GOP source.
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Figure 5.10 – Sche´ma d’estimation, de segmentation et de compensation de mouvement pour un
GOP de N images
5.4 Synthe`se temporelle.
Cette section pre´sente les diffe´rentes synthe`ses adopte´es suivant les types de textures
rencontre´es. Comme pour la synthe`se du mode`le intra, les synthe´tiseurs base´s pixel et patch
seront utilise´s et adapte´s au domaine temporel. Pour les textures segmente´es par le module
d’analyse du mouvement comme re´gions rigides, dont le mouvement a e´te´ parame´tre´ avec
succe`s, la synthe`se est inutile e´tant donne´ que la transmission d’un minimum de parame`tres
permet de les reconstruire au de´codeur.
Il est ici ne´cessaire de de´finir les patchs de texture adopte´s exploitant les images
pre´ce´demment reconstruites. De meˆme, il est utile d’adapter les synthe`ses aussi a` l’es-
timation/compensation de mouvement a` disposition ainsi qu’a` l’ordre de traitement des
images des GOP par le syste`me d’encodage joint.
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ordre de synthèse: I1 I7 I2 I6 I3 I5 I4
Figure 5.11 – Ordre de synthe`se des images d’un GOP fonde´ sur la confiance.
5.4.1 Synthe`se dans un GOPM.
La premie`re e´volution majeure re´side dans le fait que les images de re´fe´rence peuvent
fournir les patchs d’entre´e pour la synthe`se. Ainsi, les difficulte´s de recherche de compromis
entre taille de patch et taille des re´gions enleve´es, apportant les gains en de´bit, sont en
partie leve´es. Les re´gions enleve´es posse`dent maintenant des patchs colocalise´s dans les
images de re´fe´rence.
Aussi, il paraˆıt ne´cessaire de de´finir un ordre temporel de synthe`se des images a` la
manie`re de l’ordre spatial de reconstruction des re´gions. Dans ce cadre, plusieurs solutions
ont e´te´ teste´es, avec pour chacune ses avantages et ses inconve´nients.
Une premie`re me´thode envisage´e est inspire´e de l’ordre fonde´ sur une carte de confiance,
de´veloppe´ dans le chapitre 4. La figure 5.11 illustre l’ordre dans lequel sont traite´es les
images. Ainsi, le voisinage temporel des images est conside´re´ en termes de confiance. Les
images de re´fe´rence sont dote´es d’une confiance maximale, les premie`res images synthe´tise´es
sont donc en premier lieu les images 1 et 7. La synthe`se est ensuite applique´e sur les images
de proche en proche. Cette me´thode pre´sente l’avantage de commencer la synthe`se d’images
posse´dant des re´fe´rences et donc des patchs tre`s proches en termes de textures. Cepen-
dant, comme c’est le cas pour l’ordre spatial (cf. les artefacts de frontie`res conduisant a`
la cre´ation des blocs d’ancrage), l’image centrale va concentrer les artefacts visuels issus
des divergences progressives de proche en proche. Un de´calage geˆnant pour l’observateur
intervient donc au milieu de chaque GOP. Pour tenter de palier ce proble`me en conser-
vant un ordre fonde´ sur la confiance, une remise en cause des images synthe´tise´es parait
ine´vitable. Toutefois, le couˆt calculatoire engendre´ s’ave`re tout a` fait prohibitif.
La me´thode retenue consiste donc a` synthe´tiser les images suivant un mode`le hie´rarchique
tel qu’on le trouve dans le standard scalable SVC (Scalable Video Coding)[SMW07]. La
structure du groupe d’images est alors hie´rarchise´e comme illustre´ sur la figure 5.12. Cette
dernie`re de´crit deux cas de figures en fonction de la structure utilise´e par le codeur joint.
En effet, toujours dans l’optique de pre´server la cohe´rence entre les outils de compres-
sion classique et la synthe`se, l’ordre du processus doit permettre de s’adapter et ainsi de
synthe´tiser en premier les images les plus pertinentes. Dans un GOP de type H.264, les
deux options suivantes peuvent eˆtre envisage´es.
• Synthe´tiser uniquement les images de type B. Les images I et P servent alors d’images
de re´fe´rence. La me´thode est alors compatible avec un sche´ma comportant des images
B hie´rarchiques, introduites dans la section 2.4.2.
• Synthe´tiser les images B et certaines P. Seules les images I et les P entie`rement
encode´es sont alors disponibles comme re´fe´rences. Cette approche, plus ambitieuse,
pre´serve alors le de´bit de re´gions pre´sentes dans les images P qui ne´cessitent l’allo-
cation d’un de´bit supe´rieur aux images bi-pre´dites. Il faudra ne´anmoins surveiller la
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Figure 5.12 – Ordre hie´rarchique de synthe`se des images d’un GOP.
qualite´ des synthe`ses des images dont les patchs de re´fe´rence se trouvent temporel-
lement e´loigne´s.
Les deux paragraphes suivants exposent l’adaptation des deux algorithmes de synthe`se
afin de pre´server un maximum de cohe´rence entre les images.
5.4.2 Adaptation des synthe`ses pixel et patch.
La synthe`se de texture, dans ce contexte, est utilise´e pour les re´gions dont les mouve-
ments locaux n’ont pas permis une mode´lisation affine globale sur la zone. C’est le cas par
exemple sur les surfaces aquatiques des se´quences Coastguard et Container. Ces re´gions
ont une place importante en termes de surface de l’image. Cependant, les mouvements lo-
caux de l’eau sont de´tecte´s via l’e´tape de segmentation temporelle. Le plan d’eau posse`de
ne´anmoins un mouvement global dont s’e´cartent plus ou moins les mouvements locaux
(les vagues). Un guide a alors e´te´ ajoute´ afin d’aider a` la cre´ation d’une cohe´rence tem-
porelle acceptable entre les images successives de la se´quence. Celui-ci est constitue´ de
l’image compense´e en mouvement a` partir des parame`tres de mouvement. Elle contient,
contrairement aux images pre´sente´es sur la figure 5.8, les pixels interpole´s e´value´s comme
de´faillants (en blanc) par l’e´tape de segmentation. Ces re´gions apparaissent alors floues
sur la figure 5.6, mais elles peuvent ne´anmoins servir de guide a` la synthe`se, comme il a e´te´
e´voque´ dans le chapitre 1. La me´thode de guidage, de´crite dans la suite, diffe`re cependant
de l’approche propose´e par M. Ashikhmin dans [Ash01].
L’adaptation des me´thodes patch et pixel a ainsi pour but d’e´viter les incohe´rences
temporelles graˆce au guide issu de la compensation en mouvement. Le traitement de groupe
d’images permet d’utiliser comme patchs sources des versions colocalise´es de la re´gion a`
synthe´tiser. Afin de de´finir ces images, le terme image de re´fe´rence prend pour cette
partie un nouveau sens. Localiser les patchs sources uniquement dans les images I peut
provoquer des artefacts de scintillement entre les images successives puisque les pixels
recopie´s proviennent d’images temporellement e´loigne´es. Aussi, pour une image courante,
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si les re´gions colocalise´es des images voisines sont disponibles, elles sont alors conside´re´es
comme patch. Les images de re´fe´rence sont donc les images disponibles les plus proches.
L’utilisation de ce guide est illustre´e sur la figure 5.13. Pour la synthe`se sont ainsi pris
en compte :
• vc correspondant au voisinage courant du pixel ou patch a` synthe´tiser,
• vref (1) et vref (2) sont deux des voisinages candidats appartenant aux images de
re´fe´rence Iref (1) et Iref (2) respectivement,
• cint correspond au voisinage colocalise´ a` vc appartenant a` l’image interpole´e a` partir
de Iref (1) et Iref (2) et des informations de mouvement.
L’e´cart  calcule´ pour rechercher, parmi les re´gions de Iref (1) et Iref (2), le meilleur voisi-
nage s’e´crit alors
 = ‖vc − vref (i)‖2 + ‖vint − vref (i)‖2 . (5.12)
La norme ‖.‖2 correspondant a` la somme des e´carts des pixels compare´s est de nouveau
adopte´e pour la version temporelle.
Pour le moment, cette construction conduit a` la synthe`se de re´gion a` partir de patchs
de grande taille, ce qui induit une synthe`se couˆteuse en temps de calcul. Une version
ulte´rieure devra permettre de localiser des patchs plus restreints mais pertinents dans les
images de re´fe´rence.
La section suivante pre´sente des re´sultats pre´liminaires du sche´ma de synthe`se tempo-
relle. De futurs tests subjectifs permettront d’e´valuer plus pre´cise´ment l’approche propose´e.
5.5 Inte´gration du sche´ma avec le standard H.264.
5.5.1 Segmentation temporelle imple´mente´e.
Les figures 5.14 et 5.15 illustrent les synthe`ses base´es patch et pixel respectivement sur
les images successives d’un GOP de 5 images de la se´quence Coastguard, encode´e avec
H.264 parame´tre´ avec QP = 10 et une structure IPPP. Une re´gion a e´te´ de´coupe´e a` la
main afin de focaliser l’attention sur la synthe`se.
On note sur les figures 5.14 et 5.15 que les blocs correctement estime´s a`  l’inte´rieur  de
la re´gion a` synthe´tiser sont pre´sents et servent de blocs d’ancrage pour la synthe`se. Le
de´codeur, afin d’e´tablir les images interme´diaires en entre´e du synthe´tiseur doit disposer
des images de re´fe´rences, de parame`tres de mouvement des re´gions, mais aussi des positions
de ces blocs strate´giques. On s’aperc¸oit sur les se´quences illustre´es que ces blocs ne sont
pas toujours aligne´s sur une grille (8× 8 ou 16× 16 typiquement, selon la taille des blocs).
Cependant, la segmentation est applique´e sur l’image centrale du GOP (l’image pre´ce´dente
dans le cas ou` le GOP contient un nombre pair d’images), sur cette image uniquement. Tous
ces blocs sont alors positionne´s sur la grille des blocs (8×8 ou 16×16), par la construction de
la segmentation de´veloppe´e en section 5.3.1. Avant encodage, une carte est transmise afin
de localiser les blocs de´termine´s sur cette image. Les parame`tres de mouvement permettent
ensuite de propager ces blocs pour le reste des images interme´diaires.
5.5.2 Le mode Skip.
Toute l’approche est fonde´e sur la re´duction du de´bit des zones synthe´tise´es. Le co-
deur et l’outil de compensation de mouvement par re´gion sont utilise´s conjointement en
e´tablissant que les images de re´fe´rence pour l’estimation correspondent aux images cle´s du
codeur : les images I typiquement, voire les images P, pour l’encodage de longs GOP. Aussi
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Figure 5.13 – Adaptation des algorithmes de recherche du meilleur voisinage ou de la meilleure
zone de chevauchement au domaine temporel.
les images synthe´tise´es correspondent a` des images de types P et B supportant le mode
skip. Contrairement au sche´ma intra pre´sente´ dans le chapitre pre´ce´dent, il faut cepen-
dant forcer directement le codeur a` utiliser ce mode. De plus, il est ne´cessaire de s’assurer
que le de´codeur puisse dissocier les MB a` synthe´tiser des MB naturellement skippe´s i.e.
ceux qui n’ont pas e´te´ de´termine´s par l’analyse des textures mais par la de´cision du mode
au codeur. A` cette fin, une carte de ces MB force´s au mode skip doit eˆtre transmise au
de´codeur. Heureusement, la quantite´ d’informations a` transmettre re´ellement pour cette
carte est tre`s faible. Premie`rement, elle ne concerne que les MB skippe´s, tous les autres MB
seront de´code´s naturellement. De plus, une seule carte par GOP est ne´cessaire puisque leur
mouvement est connu : seule la carte les localisant dans l’image centrale du GOP est donc
ne´cessaire. Enfin l’entropie est elle aussi faible puisque le mode skip force´ concerne souvent
de larges re´gions par construction. Cette information s’ajoute alors aux 6 parame`tres des
n mouvements.
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Séquence source Région synthétisée Séquence finale
Figure 5.14 – GOP de 5 images synthe´tise´es par la me´thode patch des Graphcuts.
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Séquence source Région synthétisée Séquence finale
Figure 5.15 – GOP de 5 images synthe´tise´es par la me´thode pixel.
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Figure 5.16 – Gains observe´s, vis a` vis d’H.264, pour la se´quence CIF Container suivant plusieurs
structures de GOP.
5.5.3 GOP et estimation affine de mouvement.
Plusieurs structures de GOP ont e´te´ conside´re´es pour e´valuer les re´sultats visuels et de
de´bit obtenus. La figure 5.16 pre´sente l’e´volution des gains en de´bit observe´s en fonction
des structures de GOP et GOPM utilise´es. Empiriquement, on rele`ve sur la segmentation
d’une multitude de se´quences CIF et SD que l’efficacite´ de l’estimation affine de´croit
sensiblement au dela` d’un GOPM de 5 images. La figure pre´sente les re´sultats des gains
en de´bit pour l’encodage de la se´quence CIF Container, avec les trois structures suivantes,
dans lesquelles les images de re´fe´rence pour le mouvement sont note´es en gras :
• IPPPPPPPI...,
• IBPBPBPBI...,
• IBBBPBBBI....
NB : La pre´diction des MB des images P est faite a` partir de deux images cle´s. Ainsi,
l’image de re´fe´rence P, dans le deuxie`me type de GOP peut eˆtre pre´dite a` partir de l’image
I pre´ce´dente dans le cas ou` la pre´diction conduit aux MB skippe´s de l’image P pre´ce´dente.
Aussi, le GOP IBBBP admet une structure hie´rarchique : les images I0B1B2B3P4 sont
de´code´es dans l’ordre I0P4B2B1B3.
On note sur cette figure que la structure IPPP permet des gains supe´rieurs. En effet, ces
derniers sont directement lie´s au nombre de MB skippe´s, et au type d’images synthe´tise´es.
Les gains sont logiquement moindres dans le cas d’images B, ge´ne´ralement plus effica-
cement pre´dites que les images de type P. Cependant, cette figure pre´sente les gains en
de´bit par rapport a` H.264 qui est usuellement parame´tre´ pour des structure contenant
des images B. Il est donc le´gitime de se comparer aux autres types de GOP. La figure
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Figure 5.17 – Cartographie des modes de pre´diction choisis pour la se´quence CIF Container. La
structure de GOP suit IB1B2B3P , seules les images I, B1 et B2 sont repre´sente´es.
5.17 cartographie, pour la se´quence Container, les modes de pre´diction des MB. La struc-
ture IBBBP est pre´sente´e, avec les images I et P comme images de re´fe´rence. La ligne du
bas pre´sente les modes choisis au codeur avec les skip force´s en fonction de l’analyse des
mouvements et textures alors que la ligne du haut correspond a` l’encodage classique. Les
images de re´fe´rence sont logiquement identiques puisqu’elles sont encode´es en premier et
sans skip force´.
Les gains pre´sente´s dans cette section tiennent compte d’une majoration du de´bit
ne´cessaire pour transmettre les diffe´rents parame`tres en information supple´mentaire. Pour
rappel, les informations suivantes doivent eˆtre connues du de´codeur.
• Les parame`tres des n mouvements affines estime´s. On ne rele`ve lors de la segmen-
tation que les 3 ou 4 principales re´gions cohe´rentes, ce qui donne ainsi 18 a` 24
coefficients flottants. dans cette imple´mentation, les parame`tres sont code´s sur 32
bits, cette information correspond donc dans le pire des cas a` 768 bits par GOPM,
ce qui est ne´gligeable devant le de´bit total d’un GOPM.
• L’information relative au skip naturel ou force´. Cette information ne´cessite donc au
plus 1 bit par bloc  skippe´ .
• enfin, 2 bits par MB skippe´, si le nombre de re´gions a e´te´ fixe´ a` 3 ou 4, sont ne´cessaires
pour indiquer son appartenance a` une re´gion estime´e en mouvement.
Par exemple, pour la se´quence CIF Coastguard avec 3 re´gions segmente´es en mouvement,
1 kbit par image a e´te´ de´duit. Cette approximation majore grossie`rement cette quantite´
d’information, une e´tude approfondie de l’entropie de tels parame`tres permettra de la
quantifier plus pre´cise´ment. En effet, les re´gions e´tant spatialement cohe´rentes, un simple
codage pre´dictif permettra de re´duire fortement l’information transmise.
Les figures 5.18 et 5.17 permettent d’avoir un aperc¸u de l’impact des MB skippe´s sur les
modes de codages des autres MB aussi pour une structure IBPBP respectivement IBBBP.
Les modes inter, intra, direct et skip sont donne´s par la teinte et les tailles des blocs pre´dits
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Sans MB forcés au Skip Avec MB forcés au Skip
Image B1
Image P2
Image B3
Image P4
Figure 5.18 – Cartographie des modes de pre´diction choisis pour la se´quence CIF Patinage avec
un QP = 15. La structure de GOP suit IB1P2B3P , les images B1, P2, B3 et P4 sont repre´sente´es.
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Figure 5.19 – Comparaison des gains obtenus sur trois se´quences CIF : Coastguard, Container
et Patinage avec une structure IBPBP.
sont indique´es par la grille blanche. Le mode direct correspond au mode inter, disponible
pour les images B, dans lequel le vecteur de mouvement de´termine´ correspond au vecteur
pre´dit a` partir du voisinage spatio-temporel. Ainsi, il n’est pas ne´cessaire de transmettre
le vecteur de mouvement, seuls les coefficients si non-nuls. Le mode skip pour les images
B correspond alors a` un MB direct 16× 16 avec les coefficients re´siduels nuls. On observe
sur la figure 5.18 que la deuxie`me image P n’est pas la meˆme dans les deux cas. Ceci
provient du fait qu’elle est pre´dite a` partir de l’image P pre´ce´dente et de l’image I, l’ordre
de codage e´tant IP2B1P4B3. L’image P e´tant  perfore´e  de MB force´s au mode skip, la
dernie`re image ne peut eˆtre pre´dite aussi efficacement. Le cas de la structure IBBBP ne
pre´sente pas ce proble`me e´tant donne´ l’ordre de traitement I0P4B2B1B3.
La figure 5.19 permet de rendre compte de la variation des gains obtenus sur 3 se´quences
CIF. On observe, au vu des se´quences, que les gains de´pendent fortement du taux de MB
skippe´s dans les images interme´diaires, mais aussi du contenu corre´le´ a` l’efficacite´ originale
de H.264.
Comme pour le sche´ma intra pre´sente´ au chapitre pre´ce´dent, ces gains sont issus de
l’hypothe`se que les images reconstruites sont d’une qualite´ visuellement comparable a` celle
encode´e sans MB force´s au mode skip. La me´thode n’e´tant pas directement e´valuable par
une me´tohde objective, la section suivante pre´sente une validation des re´sultats par une
e´valuation subjective.
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ressenti note
Imperceptibles 5
Perceptibles, non geˆnantes 4
Le´ge`rement geˆnantes 3
Geˆnantes 2
Tre`s geˆnantes 1
Table 5.1 – Ressenti des observateurs sur les de´gradations occasionne´es.
5.6 Re´sultats et e´valuation subjective.
Afin de valider l’hypothe`se forte que les vide´os reconstruites avec synthe`se sont visuel-
lement similaires aux vide´os entie`rement de´code´es de manie`re classique, des tests subjectifs
ont e´te´ mene´s comme pour l’approche intra pre´sente´e au chapitre pre´ce´dent. Comme pour
l’e´valuation des images, une me´thode a` simple stimulus a e´te´ choisie, c’est a` dire que les
se´quences vide´os sont joue´es une par une et non coˆte a` coˆte pour la comparaison. La
me´thode est ne´anmoins sensiblement diffe´rente puisqu’il s’agit de montrer des se´quences
vide´o. Ainsi, les observateurs n’ont plus les commandes pour choisir de naviguer entre
les se´quences, un ordre est impose´. Pour valider rapidement les diffe´rentes techniques, un
e´chantillon de 3 se´quences CIF est propose´. Il est constitue´ des se´quences Coastguard,
Container et Patinage, illustre´es en annexe. Pour chacune de ces se´quences, 3 niveaux
globaux de qualite´ au sens de la quantification du standard H.264 sont montre´s. Ils corres-
pondent a` l’encodage avec les parame`tres :QP = 15, 25, 35 permettant d’e´valuer l’approche
sur une large gamme de de´bits. Ensuite, pour chacun de ces niveaux, plusieurs types de
traitements sont teste´s afin de les comparer. Prenons l’exemple du niveau QP = 25.
1. La vide´o entie`rement de´code´e, transmise avec un de´bit D1.
2. La vide´o synthe´tise´e, transmise avec un de´bit D2. On a D2 < D1 puisque des blocs
ont e´te´ skippe´s dans le second cas.
3. La vide´o entie`rement de´code´e, transmise avec un de´bit D3 ≈ D2. Cette vide´o permet
de de´terminer si la version synthe´tise´e produit au moins un re´sultat visuel meilleur
ou e´gal a` celui produit par H.264 a` de´bit e´quivalent.
4. La vide´o synthe´tise´e avec l’algorithme intra image, transmise avec un de´bit D2. Cette
se´quence a pour but de valider l’apport de l’introduction de la cohe´rence temporelle.
L’expe´rience, a` laquelle 17 observateurs ont participe´, est calibre´e pour durer 10 a` 15
minutes par observateur. Les se´quences durent 8 a` 10 secondes, elles sont pre´sente´es deux
fois pour chacun des traitements. Tous les traitements n’ont pas e´te´ teste´s pour toutes les
se´quences et tous les niveaux de qualite´, Cette lacune est motive´e par la volonte´ de re´aliser
un test compact sur la dure´e pour chacun des observateurs, facteur juge´ important pour
l’attention porte´e a` chaque se´quence, par les observateurs.
La question pose´e aux observateur porte sur le ressenti des observateurs vis-a`-vis des
de´gradations engendre´es par le codage et la synthe`se. Le tableau 5.1 de´crit l’e´chelle utilise´e
pour guider les observateurs dans leurs notations.
Le tableau 5.2 pre´sente les notes moyennes obtenues lors des tests pour la comparaison
entre la version classiquement de´code´e (H.264) et celle avec de´codage partiel et synthe`se
(H.264+synthe`se). On s’aperc¸oit clairement que les e´carts sont faibles au niveau du ressenti
entre les deux versions. La moyenne de ces e´carts est de 0.18, ce qui est nettement infe´rieur
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Container
H.264 H.264+synthe`se
QP=15 5 4.93
QP=25 4.8 4.53
QP=35 3.27 2.93
Patinage
H.264 H.264+synthe`se
QP=15 4.87 4.6
QP=25 4.87 4.6
QP=35 4.2 4.2
Coastguard
H.264 H.264+synthe`se
QP=25 4.67 4.67
QP=35 3.33 3.47
Table 5.2 – Notes moyennes (sur 5) obtenues pour la comparaison entre les se´quences synthe´tise´es
et celles entie`rement de´code´es classiquement.
H.264 H.264+synthe`se
DQP≈15 4.87 4.93
DQP≈25 4.46 4.53
DQP≈35 2.73 2.93
Table 5.3 – Comparaison a` de´bit e´quivalent des versions classiquement de´code´es et synthe´tise´es.
Notes moyennes pour la se´quence Container
a` une unite´ de l’e´chelle des de´gradations. Ces tests permettent donc de valider l’hypothe`se
d’une qualite´ visuellement similaire, avec une tole´rance de 3.7% en moyenne et un e´cart
maximum de 6.66%, obtenu a` bas de´bits sur la se´quence Container.
Le tableau 5.3 permet de comparer les versions synthe´tise´es et entie`rement de´code´es
par H.264 en utilisant des QP qui permettent d’approximer des de´bits e´quivalents. Aux
trois de´bits propose´s les notes donne´es permettent de montrer que sur cette se´quence,
l’approche permet de gagner en qualite´, a` de´bit e´quivalent, mais surtout que le risque de
perdre en qualite´ a` de´bit e´gal est e´carte´.
Le tableau 5.4 permet de quantifier l’apport e´vident de la synthe`se spatio-temporelle
pre´sente´e dans ce chapitre, par rapport a` une synthe`se dite intra, effectue´e inde´pendamment
image par image. On constate effectivement que les e´carts sont e´normes, principalement
dus a` l’effet de scintillement, pre´dominant sur les zones synthe´tise´es.
La tole´rance moyenne de 3.7%, ve´rifie´e par ces tests subjectifs, valide donc l’hyspothe`se
d’une compression ope´re´e a` qualite´ visuelle similaire. L’approche est alors capable de
pre´server plus de 30% de de´bit, par rapport au codage H.264 seul, sur certaines se´quences
et sous cette hypothe`se. Il faut ne´anmoins eˆtre vigilant sur les parame`tres de segmenta-
tion, directement responsables de la qualite´ des vide´os finales. En effet, si la de´finition des
re´gions est trop tole´rante, les algorithmes de synthe`se ne seront pas a` meˆme de reconstruire
synthe`se intra synthe`se inter
QP=25 2.0 4.67
QP=35 1.73 3.47
Table 5.4 – Comparaison entre la synthe`se spatio-temporelle (inter) et la synthe`se (intra). Notes
moyennes pour la se´quence Coastguard.
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des zones  pas assez stationnaire .
5.7 Conclusion.
Ce chapitre de´taille une solution temporelle de compression d’un groupe d’images en
utilisant la synthe`se de texture temporelle, e´troitement lie´e a` un outil de compensation
de mouvement. Deux segmentations sont maintenant applique´es. La segmentation tempo-
relle sur le GOP permet d’abord de de´finir les re´gions cohe´rentes au sens du mouvement.
L’approche de compensation en mouvement utilise une me´thode affine, permettant de
mode´liser les mouvements globaux des re´gions segmente´es. Dans l’imple´mentation actuelle,
le nombre de re´gions est de´termine´ par l’utilisateur. La segmentation spatiale, pre´sente´e
dans le chapitre 3, et dont l’utilisation est de´crite dans le chapitre 4, permet toujours
de de´terminer les re´gions texture´es qu’il est possible de synthe´tiser. L’imple´mentation ac-
tuelle de la me´thode de segmentation se faisant image par image, elle est applique´e sur
l’image centrale de chaque GOPM. Ainsi, si des re´gions texture´es sont pre´sentes au long
du GOP, et rejete´es par la segmentation temporelle pour eˆtre interpole´es, elles deviennent
candidates a` la synthe`se de texture.
Ainsi, les re´gions obtenues peuvent soit :
• eˆtre interpole´es puisque cohe´rentes et rigides au long du GOP,
• eˆtre synthe´tise´es, puisque classifie´es comme textures qu’il est possible de synthe´tiser
mais pas d’interpoler,
• eˆtre classiquement encode´es dans les cas restants.
La synthe`se de texture inspire´e des me´thodes pixel et patch pre´sente´es dans le chapitre
pre´ce´dent permet alors de traiter le second type de re´gions. Des adaptations temporelles
limitent, via l’utilisation de la compensation en mouvement et de l’utilisation des images
de re´fe´rence, les artefacts de scintillement entre les images.
La campagne de tests subjectifs montre que la synthe`se spatio-temporelle ne de´grade
pas les vide´os de manie`re sensible avec une tole´rance acceptable sur un panel de 17 obser-
vateurs. Cette me´thode d’e´valuation constitue la seule me´trique viable a` l’heure actuelle,
des travaux restent a` produire dans l’e´tude objective et automatique de la qualite´ des
textures construites.
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Conclusion et perspectives
Rappel des travaux re´alise´s
Le sujet de de´part de ces travaux de the`se pre´voyait l’application de techniques de
synthe`se d’images a` la compression vide´o. L’objectif principal e´tant d’avoir un sche´ma
complet fonctionnel, une premie`re e´tape a consiste´ a` de´finir un sche´ma global permettant
un tel couplage. Ce dernier fait la part entre les textures qui pourront eˆtre reconstruites par
synthe`se au de´codeur et le reste des images, qui est code´ et transmis de manie`re classique.
Cette reconstruction prend deux formes ge´ne´rales : la synthe`se de texture et l’interpolation
en mouvement. Dans les deux cas, les outils utilise´s fonctionnent par re´gion et non plus par
macrobloc, les parame`tres ne´cessairement transmis concernent ainsi des zones plus larges
que des blocs 16× 16. Ils sont ainsi tre`s peu couˆteux par rapport au de´bit total.
De tels sche´mas existent dans la litte´rature, dont les plus aboutis [NNHW07, ZSWL08],
montrent clairement les promesses de ce type d’approche. Ces travaux de the`se tentent
alors de proposer un sche´ma diffe´rent en ce qui concerne les outils utilise´s, et notamment
par l’observation de la comple´mentarite´ des algorithmes oriente´s pixel et patch suivant le
type de texture traite´.
Plusieurs outils ont e´te´ e´tudie´s dans ce sens et implante´s afin de remplir les diffe´rentes
e´tapes du sche´ma, a` savoir :
• des outils d’analyse : segmentation et caracte´risation des textures,
• des outils de synthe`se adapte´s aux contraintes des re´gions segmente´es,
• la possibilite´ de passer d’une me´thode de synthe`se a` l’autre suivant le type de texture,
• des outils d’adaptation du sche´ma au domaine temporel a` base d’estimation affine
du mouvement des re´gions.
La construction du sche´ma temporel est ainsi issue d’un cheminement triennal incluant
d’abord la tentative d’un sche´ma de raffinement puis l’e´laboration d’une me´thode de´die´e
aux images fixes. Couple´e actuellement au standard H.264, son efficacite´ en termes de
gains en de´bit provient de la capacite´ du sche´ma a` forcer le mode skip pour un maximum
de macroblocs, tout en minimisant les artefacts produits.
Les re´sultats visuels nous permettent actuellement de parame´trer une segmentation
aboutissant a` des gains voisins de 30% sur des se´quences CIF et SD, pour les hauts
de´bits. Les tests subjectifs permettent de valider l’hypothe`se faite pour de´terminer les
gains pre´sente´s, a` savoir une qualite´ des se´quences reconstruites, visuellement similaire a`
celle des vide´os classiquement code´es et reconstruite par un codec H.264.
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Tous ces outils ont e´te´ retenus ou construits avec le souci principal de proposer un
sche´ma cohe´rent au niveau de l’analyse et de la synthe`se des textures. Malgre´ cela, la robus-
tesse de ce type d’approche constitue toujours le principal obstacle a` leur de´veloppement
et utilisation, couple´ aux difficulte´s d’e´valuer les vide´os reconstruites. La section suivante
permet de lister non exhaustivement les pistes en cours ou futures a` creuser afin de valoriser
et le´gitimer ce type de sche´ma dans le domaine de la compression de vide´o.
Travaux restants et perspectives
Une multitude de pistes permettrait d’ame´liorer l’efficacite´ et la robustesse des sche´mas
intra et inter propose´s dans ce document. De fait, chaque brique contenue dans le sche´ma
global peut eˆtre optimise´e voire totalement remise en cause. Parmi ces pistes, on pense
notamment aux ide´es suivantes.
• La premie`re continuite´ e´vidente serait d’imple´menter de tels outils en lien avec un
codeur HEVC, afin de profiter de l’efficacite´ de ce nouveau standard en construction,
mais aussi de pouvoir comparer ce type d’approche avec l’e´tat de l’art actuel en
compression vide´o.
• De nombreux travaux sur l’attention visuelle sont de´ja` utilise´s pour de´tecter les
re´gions d’inte´reˆt dans les vide´os. Il est ainsi possible d’allouer plus de de´bit pour ces
objets ou zones de l’image puisque l’attention de l’observateur se concentre princi-
palement sur ces re´gions saillantes. L’utilisation de telles cartes de saillance pourrait
ainsi permettre de privile´gier la synthe`se des re´gions les moins regarde´es.
• Eˆtre capable de traiter des re´gions de taille et forme quelconques, en intra comme en
inter serait aussi un atout. L’ordre de synthe`se adopte´ permet de´ja` de synthe´tiser des
re´gions aux contours atypiques. Cependant, cette proprie´te´ requiert la localisation
de patchs pertinents, toujours efficaces pour contenir les informations ade´quates.
• Une e´nergie non ne´gligeable de ces travaux de the`se a e´te´ de´die´e a` l’imple´mentation
et surtout l’adaptation en vain des algorithmes de synthe`se de type EM au contexte
du sche´ma de compression. La qualite´ des synthe`ses produites par ce type d’approche
reste cependant prometteuse, malgre´ les contraintes e´videntes lie´es a` l’aspect ite´ratif
de ces algorithmes. If faudrait alors un sche´ma base´ contenu complet et affranchi du
standard.
• La prise en compte du mouvement dans le domaine temporel semble aussi perfec-
tible. Si le mode`le affine nous apparaˆıt comme un bon compromis pour de´crire le
mouvement de re´gions rigides, le mode de segmentation et de de´tection ite´rative des
mouvements principaux peut eˆtre ame´liore´. L’automatisation de la segmentation
d’un nombre pertinent de re´gions paraˆıt notamment importante a` de´velopper.
• Les techniques de filtrage temporel peuvent pre´venir les artefacts de scintillement ou
 flickering .
• Sur les aspects synthe`se de texture, des optimisations couple´es aux compromis entre
efficacite´ et complexite´ doivent eˆtre mene´es. Les travaux de cette the`se a` vocation
prospective sont focalise´s sur les algorithmes mis en œuvre, en amont des contraintes
de complexite´.
• Il est possible d’ame´liorer la re`gle d’e´valuation la confiance des pixels a` synthe´tiser.
Lors de la synthe`se, chaque pixel ou patch est retenu graˆce a` la minimisation d’un
e´cart. Ce dernier pourraˆıt alors eˆtre pris en compte afin de propager les zones d’e´cart
minimum, sense´es contenir des motifs pertinents pour la suite de la synthe`se. Aussi,
les cartes utilise´es dans le traitement de se´quences pourraient par exemple tenir
compte de la confiance des pixels colocalise´s dans les images voisines. Cette ide´e
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constitue une piste qui n’apparaissait pas comme prioritaire e´tant donne´ l’efficacite´
actuelle de la carte adopte´e, mais pourrait permettre de minimiser les artefacts dus
a` l’ordre de synthe`se.
Les sche´mas de compression oriente´s contenu tels que ceux pre´sente´s dans ce document
sont tre`s prometteurs, malgre´ leur manque de maturite´. En effet, les sche´mas hybrides ac-
tuellement utilise´s et qui continuent d’eˆtre de´veloppe´s avec HEVC commencent a` atteindre
leurs limites. Ces me´thodes a` base de synthe`se sont ne´anmoins confronte´es au domaine de
l’e´valuation de la qualite´ des images et des vide´os, qui est toujours fonde´e sur des me´triques
objectives, comparant les pixels de´code´s aux pixels originaux. Ces me´thodes ne laissent
aucune chance aux algorithmes de synthe`se qui produisent des surfaces visuellement si-
milaires, mais totalement diffe´rentes au niveau de la comparaison pixel a` pixels. Ainsi,
tant qu’une me´thode automatique de de´tection de tels arte´facts n’aura pas e´te´ valide´e
par un groupe d’experts, ce type de sche´ma ne pourra pas s’imposer, ni meˆme concourir.
La premie`re e´tape passera par la remise en cause du PSNR dont l’immense majorite´ des
acteurs de la compression s’accorde a` de´crier l’efficacite´. Une fois cette barrie`re leve´e, ce
type d’approche mais aussi tous les outils non fonde´s sur des crite`res de´bit/distorsion au
sens du PSNR pourront comple´ter les me´thodes existantes dans les standards H.264 et
HEVC.
Enfin, l’ide´e principale d’utiliser plusieurs algorithmes de synthe`se et de les mettre en
compe´tition rappelle la se´lection des modes de pre´diction ope´re´e dans les principaux stan-
dards de compression. Cette se´lection a fait ses preuves avec l’optimisation de´bit/distorsion,
et il apparaˆıt le´gitime de penser aussi en termes de modes en compe´tition, suivant le type
de re´gion, pour ce type d’approche. D’autres travaux, par exemple, portent sur l’utilisation
d’algorithmes parame´triques, tre`s efficaces pour certains types de texture. Plus la gamme
des textures correctement synthe´tise´es sera large, plus nombreux seront les macroblocs
force´s au skip par l’analyse/segmentation ope´re´e au codeur.
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ANNEXE A
Sche´ma de raffinement de texture.
Cette section vise a` de´crire un sche´ma global de compression axe´ sur l’utilisation d’une
me´thode de raffinement de texture. Il s’agit donc de re´partir au mieux la qualite´ transmise
des re´gions de l’image : les re´gions les plus pertinentes seront encode´es avec une qualite´
supe´rieure parce qu’elles pourront ensuite servir a` raffiner les autres. Dans la suite, on
appellera Haute Qualite´ (HQ) la qualite´ de ces re´gions et Basse Qualite´ (BQ) celle des
autres. Ide´alement, le nombre (et la taille) des re´gions HQ sera faible, et d’un autre coˆte´,
on peut imaginer ne rien transmettre pour certaines re´gions BQ qui seraient entie`rement
reconstruites a` l’aide des HQ. Pour ce faire, les re´gions HQ devront eˆtre repre´sentatives
des textures de l’image.
A.1 Synopsis.
Cette approche est constitue´e de trois e´tapes distinctes, de´veloppe´es ci-apre`s :
• La constitution d’un dictionnaire de patchs repre´sentatifs.
• L’encodage de la se´quence avec un codeur classique.
• Le de´codage et le raffinement des textures.
Cette structure, illustre´e en figure A.1, repre´sente une chaˆıne entie`re de codage-de´codage.
Elle peut cependant repre´senter uniquement la chaˆıne d’encodage. En effet, le fait de tester
la sortie et d’en mesurer la qualite´ peut eˆtre re´alise´ au codeu afin d’ame´liorer les choix
Encodeur
Construction du 
dictionnaire de SRR
Décodeur
Raffinement 
de texture
Train binaire
Séquence 
source
Séquence 
décodée
Carte des 
qualités
Côté Encodeur Côté Décodeur
Figure A.1 – Synopsis d’un sche´ma d’encodage avec raffinement de texture
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effectue´s, c’est pourquoi le sche´ma est boucle´ sur la figure A.1.
Les re´gions pertinentes permettant de raffiner le maximum du reste des re´gions tex-
ture´es sont dore´navant appele´es SRR pour Sous-Re´gions Repre´sentatives. Le paragraphe
suivant permet de poser la proble´matique au codeur, c’est a` dire les e´quations permettant
de de´terminer les SRR.
A.2 Fonctionnelle a` maximiser.
L’e´valuation de la pertinence d’une re´gion texture´e est re´alise´e en mesurant l’informa-
tion qu’elle est capable de transmettre aux autres qui lui ressemblent, et qui ont e´te´ en-
code´es avec une qualite´ plus faible afin de pre´server du de´bit. Pour formaliser le proble`me,
de´finissons la fonctionnelle a` maximiser qui correspond a` la somme des e´nergies qu’un
ensemble de blocs est capable de fournir au reste de l’image. Ces e´nergies correspondent
aux gains en qualite´ ∆Q des re´gions raffine´es en texture selon une me´thode de raffinement
et la re´gion HQ de´termine´e. Soient Π l’ensemble des re´gions de l’image a` traiter et Ω un
ensemble de SRR potentielles. Cette fonctionnelle s’e´crit
max
Π
(∑
i∈Ω
∆Q(r(i)) +
∑
j /∈Ω
∆Q(r(j)/Ω)
)
(A.1)
ou` Q est un crite`re de qualite´ et r(i) la re´gion texture´e a` la position i. Elle contient donc
deux termes :
• le premier correspond a` l’augmentation de la qualite´ des SRR elles-meˆmes puis-
qu’elles seront encode´es en HQ si elles sont choisies,
• le deuxie`me correspond a` l’e´volution de la qualite´ des autres re´gions apre`s raffine-
ment.
De cette e´tape est produite une carte de qualite´ localisant les re´gions repre´sentative, qui
servira au codeur comme parame`tre d’entre´e.
Soit D[r1, r2] une me´trique de distorsion entre deux re´gions r1 et r2. On introduit
aussi m(.) l’ope´rateur de raffinement. Les deux termes de´veloppe´s dans l’e´quation A.1
deviennent alors
max
Π
(
f(i) + g(j)
)
(A.2)
avec 
f(i)=
∑
i∈Ω
(
D
[
rQ0(i), rref (i)
]−D[rQ1(i), rref (i)])
g(j)=
∑
j /∈Ω
(
D
[
m(rQ1(j), rQ0(ibest(j))), rref (j)
]−D[rQ1(j), rref (j)]) (A.3)
ou` f(i) repre´sente la diffe´rence de qualite´ suivant D[, ] aux positions des SRR, et g(j) le
gain en qualite´ re´sultant au niveau des textures raffine´es. ibest(j) repre´sente la position du
meilleur correspondant pour la re´gion a` la position j, Q1 et Q0 sont les crite`res de qualite´s
pour les SRR et les autres re´gions respectivement.
La section suivante de´crit la manie`re de raffiner les parties de´grade´es.
A.3 Me´thode de raffinement.
Re´soudre l’e´quation ne´cessite de connaˆıtre la manie`re d’utiliser les SRR afin de re-
hausser la qualite´ des re´gions de´grade´es. Plusieurs techniques sont capables de re´soudre
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Bloc
SRR
Figure A.2 – Blocs a` l’inte´rieur d’une re´gion repre´sentative
ce proble`me. Une me´thode fonde´e sur l’ajout de hautes fre´quences est propose´e dans ce
chapitre : les algorithmes de synthe`se de´crits dans ce document peuvent aussi eˆtre mis en
place apre`s adaptation au contexte. La me´thode propose´e est fonde´e sur le fait que la quan-
tification la plus se´ve`re s’attaque particulie`rement aux hautes fre´quences dans les sche´mas
d’encodage classiques tels que H.264 ou JPEG. En effet, lors de l’encodage des re´gions
de´grade´es, la quantification est ope´re´e dans le domaine DCT, privile´giant la pre´cision des
basses fre´quences, fondamentales pour la perception humaine.
Ce raffinement ne va donc pas directement utiliser les SRR pour l’application sur
l’image de sortie : un sous-bloc inclus dans la SRR choisie est d’abord se´lectionne´. Ainsi,
pour chaque bloc a` raffiner, chaque sous-bloc inclu dans la SRR va eˆtre conside´re´ pour
trouver la position maximisant la correspondance avec le bloc en cours. Le raffinement
s’ope`re donc comme suit :
1. Calcul des coefficients de la DCT-2D du bloc en cours de raffinement, de taille a× a
avec a < rsize.
2. Pour chaque bloc a× a contenu dans la SRR :
• calcul des coefficients DCT,
• application du raffinement donne´ par{ ∀n ∈ [0, β[, Λfus(n) = ΛQP0(n)
∀n ∈ [β, a2 − 1], Λfus(n) = ΛQP0(n) + α
(
ΛQP1(n)− ΛQP0(n)
) (A.4)
avec Λ(n) correspondant au coefficient DCT a` la position n dans l’ordre zigzag.
Deux degre´s de liberte´ sont introduits ici :
• α ∈]0; 1] est le poids applique´ a` l’information ajoute´e.
• β ∈ [0; a2 − 1] repre´sente la position du premier coefficient DCT a` fusionner dans
l’ordre zigzag.
La recherche des SRR propose´e, de´crite dans la partie suivante, est une me´thode a pos-
teriori qui teste l’e´nergie apporte´e par une re´gion a` une autre, maximisant la fonctionnelle
choisie.
A.4 Se´lection des re´gions repre´sentatives.
Le raffinement des texture de´grade´e ne´cessite donc de localiser pre´cise´ment les blocs
pertinents a` l’inte´rieur des SRR. La figure A.2 montre un exemple de SRR carre´e de
taille l × l, avec 3 blocs possibles de raffinement de taille a × a. Une SRR contient donc
N = (l − a)2 blocs a` la re´solution des pixels entiers.
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Figure A.3 – Calcul de l’e´nergie pour la recherche des blocs repre´sentatifs
Deux approches ont e´te´ teste´es afin de se´lectionner ces blocs de raffinement. Une
premie`re me´thode exhaustive, destine´e a` e´valuer le potentiel de l’application, et une
me´thode fonde´e sur la corre´lation croise´e.
A.4.1 Recherche exhaustive.
Cette section vise a` rechercher le gain potentiel de cet algorithme en pratiquant une
recherche exhaustive des blocs du dictionnaire, c’est a` dire sur une grille de pixels et
non une grille de blocs 4 × 4, 8 × 8 ou 16 × 16. Le gain est qualifie´ de potentiel puisque
les de´cisions sont faites a` l’aide de calculs de distorsions par rapport a` l’image source. La
recherche exhaustive permet donc d’assurer la localisation qui maximise l’ade´quation entre
le bloc a` raffiner et son meilleur correspondant dans le dictionnaire. La figure A.3 montre
le processus de calcul de l’e´nergie qui va permettre de choisir les blocs et donc les SRR a`
encoder avec la qualite´ HQ.
Trois blocs sont pris en compte dans ce calcul : bSRR ⊂ SRR de qualite´ HQ, le bloc
courant bcou a` la qualite´ BQ, ainsi que le bloc bori colocalise´ a` bcou dans l’image originale.
L’ope´ration de fusion s’applique donc potentiellement entre bSRR et bcou. Le sche´ma calcule
alors la SSE comme me´trique de distorsion D. Deux distorsions D1 et D2 sont calcule´es
avec le bloc d’origine comme re´fe´rence : D1 pour le bloc courant encode´ a` BQ bcou, et D2
pour le nouveau bloc braf issu de la fusion entre bSRR et bcou. La diffe´rence E = D2 −D1
permet alors d’e´valuer l’e´nergie apporte´e par bSRR a` bcou. Une fois que tous les blocs
bSRR ⊂ SRR ont e´te´ teste´s, on garde
bbest tel que E(bbest) = max
bSRR⊂SRR
(E(bSRR)) (A.5)
puis l’e´nergie potentiellement apporte´e par une SRR au reste de l’image I est donne´e par
ESRR =
∑
b∈I{}SRR
E (bbest(b)). (A.6)
A.4.2 Corre´lation croise´e.
Une premie`re solution alternative a` la recherche exhaustive, qui n’est pas cre´dible en
termes de couˆts de calculs, est propose´e ici. Cette solution permet de plus une recherche
de corre´lation sans l’utilisation de l’image source, et peut par conse´quent eˆtre utilise´e
au codeur comme au de´codeur. Afin de rechercher la position exacte de bSRR ⊂ SRR,
maximisant la corre´lation avec bcou la corre´lation croise´e suivante est calcule´e :
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C(i, j) =
+∞∑
k=−∞
+∞∑
l=−∞
bI(k, l)bSRR(i+ k, j + l) (A.7)
ou` C est un tableau a` deux dimensions, bI et bSRR sont des blocs appartenant a` l’image
courante et au dictionnaire respectivement. Les coordonne´es ip et jp telles que C(ip, jp)
est maximum correspondent au pic de corre´lation recherche´. Le calcul de la corre´lation
croise´e se fait dans le domaine de Fourier via :
C = TFD−1(TFD(bI).TFD(bD)∗), (A.8)
ou` TFD∗ correspond au conjugue´ de la transforme´e de Fourier discre`te. On a alors
TFD(bD)
∗ = TFD(bD) (A.9)
puisque bD est un signal a` valeurs re´elles. La valeur correspondante de C(ip, jp) ainsi que
le vecteur permettant de localiser (ip, jp) sont ensuite utilise´s pour de´terminer l’ope´ration
de fusion.
Afin d’e´viter les repliements de spectre, une feneˆtre de Blackman est applique´e aux
deux blocs compare´s par
bf (i, j) = Bl(i, j).b(i, j) (A.10)
ou` bf est le bloc feneˆtre´ re´sultant et la feneˆtre de Blackman Bl est donne´e par{
Bl(i, j) = B(i).B(j)
B(n) = 0.42− 0, 5.cos(2pin) + 0, 08.cos(4pin)), (A.11)
Du coˆte´ du de´codeur, les pics de corre´lation peuvent eˆtre compare´s au maximum de la
fonction d’autocorre´lation du bloc courant Abcou(0, 0). Un seuillage par rapport a` cette
valeur peut ensuite permettre d’e´valuer le niveau de corre´lation entre le bloc du dictionnaire
et le bloc courant. Il faut alors de´finir un coefficient α permettant de de´finir le seuil
λ = αAbcou(0, 0). (A.12)
Ainsi α repre´sente un pourcentage de confiance au dessus duquel on de´cide d’appliquer la
fusion permettant le raffinement du bloc.
A.5 Tri des atomes du dictionnaire.
Apre`s avoir calcule´ l’e´nergie fournie par chaque SRR potentielle, il est ne´cessaire de les
trier afin de construire le dictionnaire des re´gions qui seront encode´es avec la qualite´ HQ.
Le dictionnaire est construit ite´rativement, SRR par SRR. Apre`s avoir ajoute´ la re´gion la
plus pertinente trouve´e, toutes les parties de l’image pour lesquelles cette SRR est la plus
corre´le´e sont retire´es du calcul d’e´nergie. Apre`s la de´tection du premier atome constituant
le dictionnaire Ω1, le prochain  meilleur  atome est se´lectionne´ a` partir de
∀j /∈ Ω1/ibest(j) ∈ Ω1, D
[
m(rHQ(j), rBQ(ibest(j))), rref (j)
]
= 0, (A.13)
avec Card(Ω1) = 1. Ce processus ite´ratif peut alors eˆtre interrompu par un seuil de
distorsion ou un nombre d’atomes pour le dictionnaire fixe´ en fonction des dimensions de
l’image.
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Séquence originale Dictionnaire de MB
Image décodée Image raffinée
Figure A.4 – Images correspondant aux diffe´rentes e´tapes du sche´ma.
A.6 Encodage.
L’encodage suit la carte des qualite´s envoye´e par l’e´tape de construction du diction-
naire de SRR. Les SRR sont encode´es avec la qualite´ HQ et le reste de l’image a` la qualite´
BQ. Dans le cadre d’un codeur H.264, il est possible de de´terminer le parame`tre de quan-
tification (QP) pour chaque MB. Si les SRR sont des MB, il est alors possible d’e´viter
d’envoyer des informations supple´mentaires dans le train binaire, permettant de de´tecter
la qualite´ de chacun des MB rec¸u. Dans d’autres cas de figure, une information de bord
est code´e et envoye´e a` cette fin.
A.7 Analyse expe´rimentale.
Le sche´ma de´crit pre´ce´demment a e´te´ imple´mente´ en combinaison d’un codeur type
H.264. Les SRR correspondent dans la suite a` des MB. Une option permettant de cartogra-
phier le parame`tre QP, suivant les MB des images, a e´te´ inte´gre´e dans le codeur JM [jvt07].
Bien que le sche´ma convienne au codage inter-images, les expe´rimentations expose´es ont
e´te´ mene´es sur un sche´ma intra. Ainsi les se´quences encode´es par le codeur H.264 se-
ront compose´es d’images I uniquement. La construction du dictionnaire est applique´e en
ge´ne´rant deux versions des images : une HQ et une BQ, en utilisant deux parame`tres QP1
et QP0. Les SRR sont alors extraites selon les techniques propose´es. Dans la suite, deux
se´quences de test CIF Coastguard et Macleans sont utilise´es pour valider les sche´mas. La
figure A.4 illustre les diffe´rentes e´tapes du sche´ma avec les MB se´lectionne´s en blanc, avec
ensuite les images de´code´es avant et apre`s raffinement.
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Image décodée avec QP=35 Image des différences QP=35, quelques MB à QP=25
Figure A.5 – Diffe´rences entre une image entie`rement encode´e avec QP = 35 et une image a`
QP = 35 avec quelques MB encode´s avec QP = 25.
Gains blocs 4× 4 blocs 8× 8
∆PSNR 2.46dB 0.85dB
∆de´bit -17.62% -6.62%
Table A.1 – Gains potentiels moyens en de´bit et distorsion en utilisant des blocs 4× 4 et 8× 8.
A.7.1 Remarques pre´liminaires.
Le standard H.264 permet de faire varier le parame`tre QP a` l’inte´rieur d’une meˆme
image. Cependant, le fait d’encoder certains MB avec une qualite´ diffe´rente affecte les MB
anti-causaux, c’est a` dire ceux qui seront potentiellement pre´dits a` l’aide des premiers. Cet
effet est illustre´ par la figure A.5 ou` les diffe´rences ont e´te´ accentue´es pour eˆtre facilement
discernables. Dans le cas ou` il n’y aurait aucun raffinement de texture apre`s cette e´tape,
ce sche´ma donne des re´sultats en dec¸a` de l’encodage avec un unique QP. Ceci est duˆ a`
l’ordre du de´codage de l’image qui induit le passe´ causal de la pre´diction. Le de´bit alloue´ a`
ces MB ne permet donc d’ame´liorer qu’une partie de l’image. Ainsi, pour la se´quence CIF
Coastguard encode´e avec QP0 ∈ [20, 45] et QP1 = QP0− 10, on observe une augmentation
moyenne du de´bit de 6.54% en moyenne, en utilisant la me´thode de calcul de [Bjo01]. Un
risque est donc pris ici de diminuer temporairement l’efficacite´ de codage de H.264 pour
gagner ensuite en qualite´ graˆce a` l’e´tape de raffinement.
A.7.2 Potentiel de l’approche.
La figure A.6 et les tableaux A.2 et A.3 pre´sentent les re´sultats obtenus avec un nombre
d’atomes fixe´ a` Card(Ω) = 15. Des tailles de blocs de 4×4 et 16×16 ont e´te´ teste´es car elles
permettent une inte´gration pratique avec le standard H.264. Le tableau A.1 montre lui que
les meilleurs re´sultats proviennent des expe´rimentations utilisant des blocs de taille 4× 4
pour le sche´ma de raffinement. L’utilisation de blocs 4× 4, alors que les atomes pre´serve´s
sont des macroblocs de taille 16 × 16, permet une meilleure localisation du meilleur bloc
correspondant. On remarque que cette taille de bloc permet de re´duire le de´bit de 17.62%
a` PSNR e´gal, alors que l’utilisation de blocs 8× 8 re´duit de 6.62%.
Le tableau A.2 pre´sente les gains potentiels de l’approche avec ∆QP = QP0−QP1 = 10.
La troisie`me colonne pre´sente notamment le gain moyen sur les 4 QP0 les plus faibles avec
par exemple un gain en de´bit de 42.17% sur la se´quence Coastguard par rapport a` la
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Data Gains Bas de´bits Hauts de´bits Moyenne
Coastguard ∆PSNR 2.71dB 2.83dB 2.77dB
∆bit-rate -42.17% -30.45% -36.31%
Macleans ∆PSNR 2.25dB 1.80dB 2.02dB
∆bit-rate -34.45% -20.92% -27.68%
Table A.2 – Gains potentiels moyens sur les 4 QP correspondant aux hauts de´bits et les 4 QP
bas de´bits pour les se´quences CIF Coastguard et Macleans.
Gains ∆QP = 5 ∆QP = 10 ∆QP = 15
∆PSNR 1.95dB 1.59dB 0.97dB
∆de´bit -27.43% -23.18% 14.34%
Table A.3 – Gains potentiels pour la se´quence Coastguard suivant l’e´cart ∆QP .
version encode´e en intra par le standard H264/AVC.
Le tableau A.3 permet de montrer l’impact du choix du ∆QP sur les gains observe´s
pour la se´quence Coastguard, toujours compare´s a` une re´fe´rence H.264 en mode intra. Les
limites de cette approche sont mises en e´vidence par le fait que le minimum d’e´cart donne
les meilleurs re´sultats. C’est en effet avec un ∆QP = 5 que le gain monte a` 27.43% de
de´bit pre´serve´.
A.7.3 Division en cadrans.
Afin de pre´senter une approche plus re´aliste en termes de couˆts de calculs, il a e´te´
de´cide´ d’appliquer une segmentation grossie`re sur les images. Afin de tester rapidement
une solution simple, cette dernie`re revient a` de´couper les images en cadrans re´guliers, afin
de localiser spatialement la recherche des atomes du dictionnaire. La figure A.6 montre
ainsi un exemple de de´coupage avec la se´lection d’un atome par cadran. Les dictionnaires et
images re´sultantes sont pre´sente´s pour la se´quence Macleans avec QP0 = 40 et ∆QP = 10.
Dans le cas d’une recherche exhaustive, malgre´ le coˆte´ ide´al de l’e´nergie que les atomes
sont capables de transmettre, on remarque qu’il est possible qu’ils soient condense´s spa-
tialement. Il sera ainsi difficile, coˆte´ de´codeur, d’appliquer la meˆme recherche de l’atome
correspondant le mieux. L’expe´rience des cadrans permet donc d’acce´der directement a`
l’e´chantillon d’atomes contenu dans le cadran en cours, acce´le´rant le processus et assurant
le choix d’un atome spatialement cohe´rent. La figure A.7 pre´sente le potentiel des gains
pour la me´thode des cadrans, compare´e a` la me´thode exhaustive ainsi qu’a` la re´fe´rence
H.264 en mode intra. On note que malgre´ les contraintes impose´es, la localisation par
re´gion permet une simplification du processus tout en conservant des gains prometteurs.
La figure A.8 pre´sente elle les re´sultats obtenus selon la diffe´rence entre le QP des SRR
et du reste de l’image. Les courbes de de´bit-distorsions pour les 3 ∆QP = {5, 10, 15} sont
propose´es.
Afin de comparer les me´thodes exhaustives et par cadrans, la figure A.7 pre´sente
les courbes de´bit/PSNR des deux approches a` celle de la re´fe´rence H.264 utilisant une
pre´diction avec les modes Intra. L’approche par cadrans donne, comme attendu, des
re´sultats en dec¸a` de l’approche exhaustive. L’approche reste cependant une simplification
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Séquence originale Dictionnaire de MB
Image décodée avec QP=40 Image raffinée
Image raffinée
Dictionnaire de MB
Approche par cadrans
Approche exhaustive
Figure A.6 – Dictionnaires et images re´sultantes. La premie`re ligne pre´sente l’approche exhaus-
tive. La seconde pre´sente une approche utilisant des cadrans, se´pare´s par les lignes blanches, dans
lesquels le macrobloc le plus repre´sentatif est pre´serve´.
prometteuse, en vue d’une re´elle e´tape de segmentation. En effet, la baisse des perfor-
mances n’est pas tre`s importante, compare´e a` la re´duction de couˆt engendre´e, d’un facteur
moyen de 35.8 sur les se´quences CIF Coastguard et Macleans.
A.7.4 Corre´lation croise´e.
Cette section de´crit l’utilisation de l’outil de corre´lation croise´e, pre´ce´demment intro-
duit dans la section A.4. Cette e´tape permet de remplacer la recherche exhaustive au
codeur et rend l’approche syme´trique entre les processus coˆte´ codeur et de´codeur
Le tableau A.4 permet d’e´valuer les distorsions introduites par l’approche utilisant la
corre´lation croise´e. Comme pour l’utilisation des cadrans, il est e´vident que cette approche
sous-optimale induit des performances moindres en termes de de´bit/PNSR. Cependant,
cet algorithme se base uniquement sur le signal encode´ pour la comparaison et la mise en
correspondance du bloc courant avec ceux du dictionnaire, alors que l’approche exhaustive
requiert la version original pour le calcul de distorsion.
A.8 Discussion, limitations.
Ce sche´ma vise a` exploiter des me´thodes de raffinement de texture en vue de carto-
graphier diffe´remment le de´bit alloue´ a` chaque re´gion des images. L’ide´e premie`re e´tait
de construire un sche´ma ge´ne´rique capable pour le codeur de cre´er cette cartographie
inde´pendamment de l’outil de raffinement utilise´. Une premie`re imple´mentation en combi-
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Figure A.7 – Courbes de´bit distorsion pour la me´thode exhaustive, la me´thode par cadrans, et
H.264/AVC en mode intra sur la se´quence Coasguard.
Figure A.8 – Courbes de´bit/distorsion pour l’approche en cadrans compare´e a` H.264 suivant
l’e´cart ∆QP.
Gains faibles de´bits hauts de´bits moyenne
∆PSNR 0.37dB 0.31dB 0.34dB
∆de´bit -4.61% -4.13% -4.37%
Table A.4 – Gains observe´s avec l’utilisation de la corre´lation croise´e sur la se´quence Coatsguard
avec QP0 = 40 et ∆QP = 10.
Discussion, limitations. 169
naison avec un codeur H.264 a e´te´ de´veloppe´e. Fonde´e sur un ajout des coefficients DCT
hautes fre´quences, celle-ci n’a pas convaincu sur l’ide´e de coder quelques MB avec une
meilleure qualite´. En effet, afin de passer a` la suite du cheminement souhaite´, c’est a` dire
utiliser des outils de synthe`se de texture, l’ide´e de rehausser la qualite´ de toute l’image,
meˆme des zones non-texture´es parˆıt de´licate.
C’est donc l’inverse qui a e´te´ choisi pour la suite des travaux de the`se, pre´sente´s dans
les chapitres 4 et 5, i.e. sacrifier uniquement les re´gions que l’on est capable de synthe´tiser
et non encoder des patchs avec une qualite´ supe´rieure.
170 Sche´ma de raffinement de texture.
ANNEXE B
Image et se´quences utilise´es.
Cette annexe re´fe´rence les images et se´quences vide´o utilise´es pour valider les diffe´rentes
e´tapes des sche´mas de´crits. Certaines sont des se´quence couramment utilise´e en traitement
de vide´o, mais aussi d’images ou de se´quences libres de droit ou personnelles. Lorsqu’il
s’agit d’une se´quence, une ou deux images repre´sentatives sont pre´sente´es.
Raid Maroc 720× 576 Soccer 704× 576
Solidor 720× 576 zebres 720× 576
Images utilise´es pour les tests subjectifs
172 Image et se´quences utilise´es.
Image 0 Image 133
Se´quence Coastguard 352× 288
Se´quence Container 352× 288
Basket 416× 240 Dromadaire 1280× 720
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Snooker 720× 576 Wool 720× 576
Se´quence Crowd 1280× 720
macleans 352× 288 titleist 352× 288
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vautours 720× 576 ICE 704× 576
patinage 352× 288
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Résumé
Cette thèse s’inscrit dans le contexte des schémas de compression 
vidéo de nouvelles générations. Elle vise plus particulièrement à coder 
plus efficacement les régions texturées des images et séquences vidéo 
que les schémas actuels. Ces zones sont souvent dégradées lors de 
codage à bas débit, provoquant des aplats visuellement dérangeants. 
Ce travail est fondé sur les propriétés du système visuel humain, qui 
préfèrera une zone texturée synthétisée avec des détails, même un peu 
éloignée de la réalité, plutôt que des aplats. L’idée est ici d’adapter les 
algorithmes de synthèse de texture de la littérature, afin de reconstruire, 
au décodeur, des régions qui n’auront pas été intégralement transmises. 
L’approche est construite de manière à être utilisée conjointement 
avec les standards de compression actuels ou futurs. L’analyse 
de la séquence source, côté encodeur, utilise des outils de 
segmentation et de caractérisation de texture, afin de localiser 
les régions candidates pour la synthèse. Les régions qui ne 
sont pas synthétisables sont encodées classiquement par le 
codeur joint, elles seront décodées et serviront potentiellement 
d’échantillons de départ pour la synthèse des zones manquantes.
L’ensemble des outils ont été développés et adaptés dans l’optique 
principale de proposer une chaîne cohérente. L’analyse des 
textures comportant des outils de segmentation et de caractérisation 
permettant de paramétrer les algorithmes de synthèse. Aussi la 
solution proposée inclut l’utilisation de deux types de synthèse : une 
version orientée « pixel » et l’autre orientée « patch ». Une première 
approche est présentée pour un codage intra image. Le schéma 
est ensuite couplé à une méthode d’estimation et de modélisation 
affine de mouvement par région, afin d’optimiser le traitement 
des textures rigides et de synthétiser les régions déformables.
Fondé sur des outils de synthèse, le schéma est difficilement 
estimable à l’aide de critères objectifs. A qualité visuelle comparable, 
il permet, par exemple, de préserver jusqu’à 33% de débit, comparé 
à l’encodage de H.264/AVC, sur différentes séquences SD et CIF.
Abstract
This thesis comes within the scope of new generation video 
compression schemes. In particular, it aims at improving the 
coding efficiency for textured regions in images and videos. At low 
bit-rate, textures are degraded, resulting in visually annoying flat 
tints. The basic assumption is based on the human visual system 
properties, which prefer synthesized details to flat color, even if the 
output surface is not exactly the source texture. In this work, texture 
synthesis algorithms from the literature are adapted in order to fit 
the coding context: filling textures which are not entirely transmitted.
This approach is designed to be jointly used with current and 
future standard compression schemes. At encoder side, texture 
analysis includes segmentation and characterization tools, in order 
to localize candidate regions for synthesis. The corresponding 
areas are not encoded. The decoder fills them using texture 
synthesis. The remaining regions in images are classically 
encoded. They can potentially serve as input for texture synthesis.
The chosen tools are developed and adapted with an eye to ensuring 
the coherency of the whole scheme. Thus, a texture characterization 
step provides required parameters to the texture synthesizer.  Two 
texture synthesizers, including a pixel-based and a patch-based 
approach, are used on different types of texture, complementing 
each other. A first scheme is proposed for intra frame coding. 
Then, a temporal method is developed. The scheme is coupled 
with a motion estimator in order to segment coherent regions and 
to interpolate rigid motions using an affine model. Inter frame 
adapted synthesis is therefore used for non-rigid texture regions.
Assessing the quality of decoded frames by such schemes, using 
objective methods, is problematic. Results on bit-rate savings 
are presented with the assumption of similar visual quality. 
Thus, now subjective tests provide for now the assessment. 
At comparable visual quality, up to 33% bit-rate is preserved, 
compared to H.264/AVC, on many SD and CIF sequences.
