Bayesian estimation in nonlinear stochastic dynamical systems has been addressed for a long time. Among other solutions, Particle Filtering (PF) algorithms propagate in time a Monte Carlo (MC) approximation of the a posteriori filtering measure. However, a drawback of the classical PF algorithms is that the optimal conditional importance distribution (CID) is often difficult (or even impossible) to compute and to sample from. As a consequence, suboptimal sampling strategies have been proposed in the literature. In this paper we bypass this difficulty by rather considering the prediction sequential importance sampling (SIS) problem; the filtering MC approximation is obtained as a byproduct. The advantage of this prediction-PF method is that it combines optimality and simplicity, since for the prediction problem, the optimal CID happens to be the prior transition of the underlying Markov Chain (MC), from which it is often simple to sample from.
INTRODUCTION
Let us consider the following classical stochastic dynamical system :
in which g n (., .) is some (possibly nonlinear) function from IR m × IR p to IR m , h n (., .) is some (possibly nonlinear) function from IR m × IR q to IR q , and u = {u n } n∈IN and v = {v n } n∈IN are zero-mean sequences which are independent, jointly independent and independent of x 0 .
Let p(x n |y 0:n ), say, denote the probability density function (pdf) of x n given y 0:n = {y i } n i=0 (other pdf or conditional pdfs of interest are defined similarly). One can check that the following properties hold :
p(x n+1 |x 0:n ) = p(x n+1 |x n ) ;
p(y 0:n |x 0:n ) = n i=0 p(y i |x 0:n ) ;
p(y i |x 0:n ) = p(y i |x i ) for all i, 0 ≤ i ≤ n , (4) so (1) is often refered to as a Hidden Markov Chain (HMC).
In this paper we deal with the Bayesian filtering problem, which consists in recursively computing p(x n |y 0:n ) as new observations become available. From (2)-(4) we get
Consequently, the recursive propagation of p(x n |y 0:n ) is given by
It remains to compute (6) in practice. In the linear Gaussian case the solution can be computed exactly by the Kalman filter. However, the exact recursive solution is difficult to compute in general, and consequently many approximate techniques have been developed. Among them, particle filters (see e.g. [ However, a drawback of the classical PF algorithms is that the optimal conditional importance distribution (CID), from which one should sample particles from, is often difficult (or even impossible) to compute. In this paper we propose to compute the filtering measure indirectly, via the prediction SIS problem. As we shall see, the advantage of this prediction-PF method is that it combines both optimality and simplicity, since for the prediction problem, the optimal CID happens to be the prior transition of the MC x = {x n }, from which it is often simple to sample from. Moreover computing the incremental importance weight also becomes straightforward.
This paper is organized as follows. In section 2 we first briefly recall the classical PF algorithms. Next in section 3 we introduce the prediction-PF algorithm. Simulations are performed in section 4, and we end the paper with some concluding remarks.
THE CLASSICAL PF ALGORITHMS

The generic PF algorithm
Let us recall the principle of particle filtering [4] [5] [6] . Assume that at time n − 1 we have a discrete random measure which approximates p(dx 0:n−1 |y 0:n−1 ) :
where δ x is the Dirac measure at point x, the samples x i 0:n−1 are generated from an importance distribution q(x 0:n−1 |y 0:n−1 ), and the importance weight κ 
Let us see how to compute (7) recursively. We first consider the updating of the trajectories. If we assume that the importance distribution factorizes as
n ], in which each particle x i n is sampled from the CID q(x n |x i 0:n−1 , y 0:n ). As for the weights κ i n , we see from (5) that they can be computed recursively as
and thus
Practical considerations
Now, SIS algorithms are well known to suffer from weights degeneracy. It has thus proved important in the above generic algorithm to resample from
(dx n ) (either systematically or according to some strategy), and also to choose the CID q(x n |x i 0:n−1 , y 0:n ) carefully. To that respect, sampling from the a priori transition kernel of the Markov chain x (i.e., choosing q(x n |x i 0:n−1 , y 0:n ) = p(x n |x i 0:n−1 ) = p(x n |x i n−1 ), which was the original choice in the so-called bootstrap filter [1] ) is popular because sampling from p(x n |x i n−1 ) is often straightforward. Moreover, computing the incremental weight λ i n in (9) reduces to evaluating the conditional likelihood of the new observation given the updated particle position.
However, this choice of the prior density can often lead to poor performances, and indeed the best choice is to sample the particles from the optimal CID q opt (x n |x i 0:n−1 , y 0:n ) [7] , i.e. the distribution which minimizes the variance of the importance weights κ i n , conditionally on the observations y 0:n and past samples x i 0:n−1 . One can see easily that q opt is the a posteriori transition kernel of x (which, conditionally on the observations y, remains a Markov Chain) :
For this choice of the CID, the incremental weight λ i n in (9) becomes
Now, sampling from (10) (or even computing this CID) is impossible in most cases, and computing (11) is not easy either. As a consequence many efforts have been expended in order to approximate this distribution (see e.g. [7] [8] [9] [5] [6] ). As we shall see in the next section, it is indeed possible to bypass this difficulty and to re-design the PF algorithm in such a way that the optimal becomes the prior.
THE PREDICTION-PF ALGORITHM
Equation (6) describes the transition p(x n−1 |y 0:n−1 ) → p(x n |y 0:n ) as the succession of two steps. We first predict the future value x n , based on the same amount of data (Markovian step p(x n−1 |y 0:n−1 ) → p(x n |y 0:n−1 ) = p(x n |x n−1 )p(x n−1 |y 0:n−1 )dx n−1 ); and we next incorporate the new data y n (Bayesian step p(x n |y 0:n−1 ) → p(x n |y 0:n ) ∝ p(y n |x n ) p(x n |y 0:n−1 )). However, it is well known in Kalman filtering that these steps are interchangeable. Let us thus see what happens in PF if we begin with the prediction problem, i.e. if we interchange the prediction and filtering steps.
The generic Prediction-PF algorithm
Similarly to section 2.1, particle prediction can be set as follows. From model (1) we get
which should be compared to (5) . Let us thus start from p(dx 0:n |y 0:n−1 )
in which samples x i 0:n are generated from q(x 0:n |y 0:n−1 ), and the prediction importance weights w The importance function should be chosen such that q(x 0:n+1 |y 0:n ) = q(x n+1 |x 0:n , y 0:n )q(x 0:n |y 0:n−1 ).
As for the updating of the importance weights, (9) becomes 
Optimal importance function
Similarly to section 2.2, one should also choose the CID q(x n+1 |x 0:n , y 0:n ) properly. It is easy to show the following result.
Proposition 1 For the one-step ahead prediction problem, the posterior importance function :
is the CID which minimizes the variance of weight w 
The main interest of the above algorithm is that in the prediction problem, the optimal importance function coincides with the prior transition pdf of the Markov chain x, from which it is often easy to sample from. Computing the incremental weight via (17) is also much easier than via (11), since p(y n |x n ) is indeed nothing but the HMC elementary observational transition in (4) . Stated otherwise, we cumulate the advantages of choosing both the prior (for practical issues) and the posterior (for optimality results) CIDs, since in the prediction problem both transitions coincide. Let us now summarize the above discussion in the following algorithm.
The Prediction-Particle Filter.
Prediction.
Filtering.
SIMULATIONS
In this section we perform computer simulations in order to validate our Prediction-PF algorithm. We consider the scalar model
We set x 0 ∼ N (0, 1), u n ∼ N (0, 10) and v n ∼ N (0, 1).
In this experiment we take N = 500 particles, and we re- We finally compute the empirical standard deviation J N defined as
in which j denotes the realization and n is the running time index with 0 ≤ n ≤ M and M = 50. The estimatex n|n (j) is computed as Table 1 . Empirical standard deviation as a function of the number of particles.
CONCLUSION
In this paper we proposed the prediction-PF algorithm as a new SIS solution to the non linear Bayesian filtering problem. Instead of directly propagating in time a discrete random approximation of the filtering measure p(dx n |y 0:n ), we propagate MC approximations of the prediction measure p(dx n |y 0:n−1 ); an MC approximation of p(dx n |y 0:n ) is obtained as a byproduct of this recursion. The main advantage of this (apparently indirect) solution is that for the prediction SIS problem, the optimal CID coincides with the elementary a priori transition kernel of the Markov chain x from which it is often simple to sample from. Also, computing the associated incremental importance weight becomes straightforward. The Prediction-PF algorithm is thus a very simple alternative to PF algorithms with suboptimal CID. Finally simulations confirmed the good tracking results expected by the method.
