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Resumo: Vários algoritmos de agrupamentos foram propostos na literatura. O
uso de diferentes algoritmos de agrupamento, ou até mesmo de um único algoritmo,
pode obter diferentes resultados quando aplicados em um mesmo conjunto de dados.
A combinação de resultados, obtidos de uma técnica de classificação ou de técnicas
distintas, é utilizada com sucesso para melhorar a estabilidade ou desempenho dessas
técnicas. Por isto, nos últimos anos houve um aumento crescente no interesse do uso
de combinação de agrupamentos de dados. Neste trabalho, é feita uma revisão so-
bre os principais métodos de combinação de agrupamentos encontrados na literatura.
Para isso, a revisão começa com uma descrição do problema de combinação e uma
análise dos objetivos comumente adotados por métodos de combinação. Em seguida,
discorre-se sobre a necessidade da diversidade nos agrupamentos a serem combinados
e métodos para medi-la. Também é definido um critério para medir a informação mú-
tua entre agrupamentos e são apresentados exemplos de seu uso. O desempenho dos
métodos foi comparado por vários autores na literatura e uma análise dessas compa-
rações é realizada neste trabalho.
Abstract: Several clustering algorithms have been proposed in the literature. Dif-
ferent algorithms, or even the same algorithm, may obtain different partitions when
applied to the same dataset. Ensemble or combination of output, provided by distinct
or the same classification technique have been successfully used in the literature to
improve the stability and quality of these techniques. For this reason, there has been
an increasing interest on the usage of cluster ensembles over the past few years. This
work is a review of cluster ensemble methods of importance in literature, beginning
with a description of the ensemble problem and the analyses of the most used objec-
tives. Following, arguments about the need of diversity in the clusters to ensemble
and methods to measure it are presented. Also, a criterion to measure the mutual in-
formation between clusters is defined and examples of its usage are presented. The
performance of ensemble methods was compared by various authors and their results
are discussed here.
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1 Introdução
Agrupamento de dados consiste na classificação não-supervisionada de objetos seme-
lhantes em grupos. Sua utilização é bastante comum em casos onde não há conhecimento
prévio sobre classes ou valores associados aos dados, como em vários problemas nas áreas
de: segmentação de mercados [1, 2]; bioinformática [3, 4]; mineração de textos [5, 6]; detec-
ção de intrusão [7]; processamento de imagens [8]; taxonomia [9].
Para lidar com esses problemas, diversos algoritmos de agrupamento foram propostos
na literatura [10, 11]. Esses algoritmos podem ser classificados em duas categorias princi-
pais: particionais e hierárquicos. Algoritmo particionais geram partições de dados, enquanto
algoritmos hierárquicos diferem dos particionais por gerar uma seqüência de partições ani-
nhadas hierarquicamente. Considerando uma base de dados X = {x1,x2, ...,xN} cujos
elementos podem ser representados por vetores com n características ou atributos, uma par-
tição exclusiva é a coleção pi = {Cpi1 ,Cpi2 , ...,Cpik} de k grupos ou subconjuntos Cpii tais que
Cpi1 ∪ Cpi2 ∪ ... ∪ Cpik = X, Cpii 6= ∅ e Cpii ∩ Cpil = ∅ para i 6= l. Partições não exclusivas
permitem a participação ou pertinência dos objetos a grupos distintos. Este trabalho dá ênfase
no uso de algoritmos de agrupamento particionais exclusivos.
Cada algoritmo de agrupamento possui suas próprias características, o que gera uma
grande variedade de soluções possíveis para um determinado conjunto de dados. Alguns
algoritmos possuem parâmetros livres que influenciam na partição obtida, o que gera uma
diversidade ainda maior de soluções. Dependendo da aplicação, existe algum conhecimento
prévio sobre o conjunto de dados que pode ser utilizado na análise. Também pode não ser
possível agrupar toda a base de dados de uma única vez. Nesses casos, é importante que um
agrupamento final seja gerado a partir de agrupamentos obtidos separadamente. A combi-
nação de agrupamentos, também conhecida como “cluster ensemble”, consiste em combinar
agrupamentos em comitês para obter um único agrupamento que possa aproveitar as caracte-
rísticas de cada um [12, 13].
Uma definição simplificada de combinação de algoritmos de agrupamento é apresen-
tada em [14]: dado um conjunto de npi partições base, Π = {pi1, pi2, ..., pinpi}, resultantes de
várias aplicações de um ou mais algoritmos de agrupamento em um determinado conjunto
de dados X, encontrar uma única partição consenso pif . A combinação pode ter diferentes
objetivos, dentre os quais podem ser citados [15]:
• Robustez: obter uma partição consenso cuja qualidade seja melhor do que a maio-
ria das partições que a originaram, segundo algum critério, para diversos domínios
e conjuntos de dados, se possível sem a necessidade de ajustes feitos pelo usuário
[16, 17, 18, 19, 20]. Também é possível obter uma partição consenso com menor sen-
sibilidade a ruídos, outliers ou variações de amostragem [21, 17, 19, 22].
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• Novidade: gerar uma partição consenso inédita, inspirada nos grupos das partições
base, que não poderia ser obtida por nenhum dos algoritmos utilizados individualmente
[14, 23].
• Reaproveitamento de conhecimento: utilizar conhecimento prévio juntamente com
novas partições para construir uma partição final. Em alguns domínios de aplicação,
partições do conjuntos de dados já são conhecidas, oriundas da análise prévia dos da-
dos ou resultados obtidos de regras de agrupamento pré-definidas. Esse conhecimento
prévio sobre a estrutura do conjunto analisado pode ser utilizado para a construção da
partição consenso [24, 16, 25, 17].
• Computação distribuída: gerar partições por meio de métodos distribuídos e combi-
nar o resultado em uma única partição consenso. Esse tipo de combinação geralmente
é aplicado quando, por algum motivo, não é possível executar o agrupamento de todo
o conjunto de dados em uma única máquina ou é desejável a geração paralela dos
agrupamentos. Segundo [13], dois subdomínios importantes da área de agrupamento
distribuído são o agrupamento de atributos distribuídos e o agrupamento de objetos
distribuídos. Em cada subdomínio, diferentes subconjuntos do conjunto de dados são
gerados, contendo parte dos atributos ou dos objetos do conjunto de dados. A apli-
cação de um algoritmo de agrupamento a esses subconjuntos resultam nas partições
base. A mesma estratégia pode ser utilizada para gerar paralelização e escalabilidade
nos algoritmos [16, 17, 26].
• Consistência: obter uma partição consenso tal que, de alguma forma, esteja em concor-
dância com as partições base. Uma forma de medir a consistência da partição consenso
é por meio da análise da informação mútua entre as partições base [27, 28, 29, 30, 19].
• Desempenho e custo computacional: com o objetivo de se obter um melhor desempe-
nho computacional, algoritmos menos robustos e de baixo custo computacional podem
ser executados e seus resultados combinados, de forma a obter uma partição consenso
mais robusta que as partições base [14].
A combinação de estimadores é comumente empregada sob o paradigma de apren-
dizado supervisionado, isto é, em problemas de classificação e regressão [31, 32]. Porém,
devido à falta de conhecimento a priori sobre como os dados são rotulados, muitas vezes a
aplicação direta das técnicas de combinação de estimadores supervisionados não é possível
no paradigma não-supervisionado [32]. Além disso, técnicas de agrupamento diferentes po-
dem produzir grupos incompatíveis, o que resulta em problemas de correspondência entre os
rótulos de elevada complexidade computacional ou, algumas vezes, intratáveis [14].
Por esses motivos, a combinação de partições requer novas técnicas ou a adaptação
de técnicas já utilizadas no paradigma supervisionado. Para isso, é preciso considerar dois
aspectos importantes [17, 33, 34]:
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• Diversidade entre os agrupamentos: para justificar o custo computacional do uso
de múltiplos algoritmos de agrupamento em uma combinação, é preciso se certificar
que os mesmos apresentem um certo grau de diversidade. Desta forma, caso haja
um consenso entre as partições formadas, são maiores as chances que o agrupamento
resultante se aproxime da estrutura natural dos dados e resulte em uma combinação
mais robusta.
• Função de consenso: é preciso estabelecer um método para combinar as diferentes
partições, de forma a garantir consenso simétrico e balanceado em relação a todos os
componentes da partição e resolver problemas como formas geométricas distintas para
representar diferentes grupos.
Devido à diversidade de objetivos, existem métodos distintos de combinação de par-
tições. Nas seções 2 e 3 são apresentadas as abordagens mais freqüentes na literatura para
gerar a diversidade necessária nas partições iniciais e encontrar a partição final. Na Seção
3.5, é feita uma análise dos resultados obtidos por trabalhos que comparam as abordagens
descritas. As considerações finais desse estudo são feitas na Seção 4.
2 Diversidade dos agrupamentos base
Ao buscar uma partição consenso, é preciso ter muito claro o(s) objetivo(s) da combi-
nação e conhecer bem os algoritmos a serem combinados, a fim de garantir que os algoritmos
escolhidos possam contribuir para esse(s) objetivo(s). Assim, de acordo com o objetivo da
combinação, deve-se escolher algoritmos de agrupamento, ou formas de aplicação de um
algoritmo, que forneçam a diversidade necessária.
É preciso enfatizar que a diversidade necessária se refere à forma ou método utilizado
para gerar as partições base, não as partições resultantes destas. A geração de partições
semelhantes por métodos distintos pode refletir a presença de uma forte estrutura nos dados
agrupados, identificada nestas partições.
Os métodos mais utilizadas para se obter essa diversidade são [13, 33, 34, 15]:
• Utilizar diferentes algoritmos convencionais de agrupamento para gerar as partições
base [35, 36, 16, 37, 38, 39]. Neste caso, a combinação é dita heterogênea.
• Executar várias vezes um mesmo algoritmo convencional, com diferentes inicializa-
ções ou ordem de apresentação dos dados, de forma a se obter partições distintas
[28, 29, 30, 40, 38, 17, 41, 34]. Neste caso a combinação é dita homogênea.
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• Empregar algoritmos de agrupamento mais simples do que os convencionais, chamados
de algoritmos de agrupamento fracos [14], com o objetivo de reduzir o custo computa-
cional do processo.
• Utilizar diferentes conjuntos de dados, que podem ser formados por:
– seleções de alguns atributos dos objetos do conjunto de dados [16].
– projeções do conjunto original em um espaço de menor dimensão [18].
– amostragem, referente a subconjuntos de objetos de um mesmo conjunto de dados
[16, 21, 18, 34].
– inserção de ruído ou perturbação para aumentar a diversidade no conjunto de
dados [42, 34, 27, 43].
Foram propostas na literatura algumas funções para medir a diversidade das partições
base. Dentre elas, podemos citar a medida não-pareada de entropia [44]. A diversidade
quantificada por esta medida é dada pela Equação (1), em que ppij representa a proporção de
vezes em que o par composto pelo i-ésimo e o j-ésimo objetos do conjunto de dados estão
inseridos no mesmo grupo, para todas as partições base geradas a partir de um conjunto de








−(ppij log2 ppij + (1− ppij) log2(1− ppij)) (1)
O índice de validação Rand ajustado (AR) [45] foi utilizado para medir a diversidade
pareada entre partições [34] . Dado o par de objetos xi e xj pertencentes ao conjunto de
dados X, tal que i 6= j, e os grupos Cl ∈ pil e Cm ∈ pim, existem quatro possíveis situações,
apresentadas a seguir:
• 11: (xi ∈ Cl) e (xj ∈ Cl), (xi ∈ Cm) e (xj ∈ Cm)
• 01: (xi ∈ Cl) e (xj /∈ Cl), (xi ∈ Cm) e (xj ∈ Cm)
• 10: (xi ∈ Cl) e (xj ∈ Cl), (xi ∈ Cm) e (xj /∈ Cm)
• 00: (xi ∈ Cl) e (xj /∈ Cl), (xi ∈ Cm) e (xj /∈ Cm)
Seja npt o número de todas as possíveis combinações de pares de objetos do conjunto
de dados (npt = no(no − 1)/2), np11 o número de pares de objetos na situação 11, np01 o
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número de pares de objetos na situação 01, np10 e np00 os números de pares de objetos nas
situações 10 e 00, respectivamente. O valor do índice Rand ajustado entre as partições pii e






A partir do estudo desse índice, foram propostas quatro funções de diversidade não-
pareadas que quantificam a diversidade individual de cada partição [34]. Seja 1−AR(pii, pij)
a diversidade entre pii e pij , a primeira função, D1, proposta em [34] calcula a média das
diversidades entre todas as npi partições base Π = {pi1, pi2, ..., pinpi} e o agrupamento con-
senso pif . De forma semelhante, a segunda função, D2, mede o desvio padrão dessas di-
versidades. A terceira e quarta funções são derivadas das duas primeiras, sendo dadas por
D3 = 12 (1−D1 +D2) e D4 = D2D1 , respectivamente. Essas medidas foram comparadas com
a medida não-pareada de entropia (Equação (1)) e os resultados destacam a função D3, cujos
valores médios estão associados à boa qualidade das combinações de partições obtidas.
Em relação ao número de partições base a serem combinadas, grande parte dos pes-
quisadores concordam que, quanto maior o número, maior a quantidade de evidência gerada
e, portanto, mais precisa será a combinação [46, 47, 48]. Segundo esses autores, é esperado
que a maioria dos métodos de combinação dêem bons resultados para conjuntos com mais
de 1000 partições [46]. Porém, alguns autores afirmam que a precisão da partição consenso
aumenta pouco com o uso de milhares de partições, se essa for comparada a combinações
obtidas com algumas centenas de partições base, o que não justificaria seu alto custo compu-
tacional [48].
Experimentos realizados em [34] concluem que quantidades excessivas de diversidade
levam a combinações pobres e que combinações com níveis moderados de diversidade são
mais precisas.
3 Determinação do agrupamento consenso
A função consenso constitui a essência da combinação, pois é nela que se concentra a
metodologia pela qual as partições serão combinadas. Em [44], foi observado que, apesar de
necessária, a diversidade entre os membros de uma combinação não é suficiente para gerar
uma solução melhorada sem a escolha de um método de integração efetivo.
A escolha de uma função consenso apropriada pode ser uma tarefa árdua, em especial
pela ausência de uma classificação intrínseca dos objetos a serem agrupados, o que faz com
que não haja uma correspondência explícita entre os grupos das diversas partições base [14].
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Partições com números de grupos distintos e o problema da correspondência entre os rótulos
dos grupos agravam ainda mais a complexidade desse problema.
Outra característica que deve ser considerada na escolha da função consenso é sua
capacidade de estimar ou não o número de grupos da partição a ser gerada. Caso esse número
não seja conhecido, alguma função pode ser utilizada para estimá-lo. Por exemplo, o exame
dos valores de alguns tipos de função objetivo para partições com diferentes números de
grupo pode ser utilizado nessa estimação [46, 47].
Adicionalmente, pode-se utilizar algum critério para estimar a informação comparti-
lhada entre as partições base e a partição consenso formada. Um dos critérios mais utilizados
é a informação mútua normalizada (NMI , do inglês Normalized Mutual Information) que
consiste em uma medida estatística simétrica capaz de quantificar a informação comum entre







∣∣Cah ∩ Cbl ∣∣ log(no|Cah∩Cbl ||Cah||Cbl | )√√√√( ka∑
h=1








∣∣Cbl ∣∣ log( |Cbl |no )
) (3)
em que ka e kb são os números de grupos das partições pia e pib, respectivamente, Cah é o
h-ésimo grupo de pia, Cbl é o l-ésimo grupo de pib e no é o número de objetos do conjunto de
dados.
Em um trabalho anterior [49], os autores definiram a NMI com uma normalização que
assume o balanceamento entre grupos. Esta normalização, que também é usada por [19],
utiliza média aritmética e assume entropia máxima causada pelo balanceamento perfeito.
Porém, em [16], os autores alteram a NMI de forma que não seja mais necessário assumir
grupos balanceados, resultando na Equação (3).
Com base na medida de informação mútua entre duas partições, é definida uma me-
dida de informação mútua entre uma partição pii e um conjunto Π de npi partições, como a







Muitos autores adotam maximizar a ANMI como função consenso da combinação
[16, 14, 19, 26]. A partição consenso pif é aquela cuja φ(ANMI) é máxima em relação às
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partições base em Π. O número de grupos da partição consenso é fixo e deve ser escolhido
previamente. A partição consenso é obtida pela Equação (5), em que pii corresponde a todas
as possíveis partições com k grupos.





Em [30], os autores contestam a afirmação feita em [16] de que maximizar a função
dada pela Equação (4) pode ser uma forma adequada para estimar o valor do número de
grupos mais próximo da estrutura real dos dados. Contudo, eles verificam que combinações
com número de grupos próximos a esse valor tendem a ser mais robustas [19], ou seja, tendem
a gerar partições mais semelhantes e, portanto, com menor variância de NMI. Baseados nessa
afirmação, os autores propõem o estudo da variância de φ(ANMI)(pii,Π), calculado por meio
de pequenas perturbações em Π em [30]. Estas perturbações são obtidas por amostragens
de objetos com reposição feitas a partir do conjunto de dados original (bootstrap), para cada
valor de número de grupos estudado. Segundo os autores, o valor ótimo consiste no número
de grupos da partição consenso de menor variância obtida dentre as combinações analisadas.
A variância também tem sido utilizada para identificar partições mais robustas.
Em um estudo mais recente, é mostrado uma possível melhora no desempenho da
combinação por meio da seleção de um subconjunto das partições base, ao invés de utilizar
todo o conjunto [50]. O método utilizado consiste em selecionar as partições base de maior
“qualidade” e “diversidade” possíveis. A “qualidade” de uma partição é medida pela soma de
NMI em relação as outras partições base e a “diversidade” é medida pelo inverso da soma da
NMI em relação as outras partições selecionadas para esse subconjunto. Os autores propõe
três métodos da seleção para medir essas características e os resultados obtidos para dois deles
são significativamente melhores do que o obtido com uso de todo o conjunto de partições
base.
Seja qual for o método escolhido para avaliar as partições consenso, ainda é preciso
utilizar algum tipo de função consenso para gerar estas partições. Nas próximas subseções
são apresentadas algumas funções consenso, dividas pelo tipo de técnica utilizada [17]. Parte
dos trabalhos envolve o uso de mais de uma função consenso.
3.1 Funções baseadas em co-associação
Este tipo de função calcula a similaridade entre dois objetos por meio do número de
grupos compartilhados entre eles em todas as partições base. Esta similaridade é utilizada
para representar a força de co-associação entre os objetos e é organizada em uma matriz
conhecida como matriz de co-associação [19].
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Para ilustrar o processo, considere um conjunto de dados X = {x1,x2, ...,xno}. São
geradas npi partições base Π = {pi1, pi2, ..., pinpi} utilizando algumas das técnicas descritas
na Seção 2. Para cada partição piz , uma matriz de co-associação M(z), de tamanho no × no,
é formada de maneira que o conteúdo da posição M(z)(i, j) seja 1 caso xi e xj pertençam
ao mesmo grupo na partição piz ou 0 caso contrário. Para ilustrar este processo, considere os
agrupamentos apresentados na Tabela 1 [16, 15]. As matrizes de co-associação resultantes
destas partições são apresentadas na Tabela 2.




1 = {x1,x2,x3}, C12 = {x4,x5}, C13 = {x6,x7}
pi2 C
2
1 = {x6,x7}, C22 = {x1,x2,x3}, C23 = {x4,x5}
pi3 C
3
1 = {x1,x2}, C32 = {x3,x4}, C33 = {x5,x6,x7}
pi4 C
4
1 = {x1,x4}, C42 = {x2,x5}, objetos x3, x6 e x7 não agrupados
Tabela 2. Exemplo de matrizes de co-associação para as partições apresentadas na Tabela 1.
pi1 x1 x2 x3 x4 x5 x6 x7 pi2 x1 x2 x3 x4 x5 x6 x7
x1 1 1 1 0 0 0 0 x1 1 1 1 0 0 0 0
x2 1 1 1 0 0 0 0 x2 1 1 1 0 0 0 0
x3 1 1 1 0 0 0 0 x3 1 1 1 0 0 0 0
x4 0 0 0 1 1 0 0 x4 0 0 0 1 1 0 0
x5 0 0 0 1 1 0 0 x5 0 0 0 1 1 0 0
x6 0 0 0 0 0 1 1 x6 0 0 0 0 0 1 1
x7 0 0 0 0 0 1 1 x7 0 0 0 0 0 1 1
pi3 x1 x2 x3 x4 x5 x6 x7 pi4 x1 x2 x3 x4 x5 x6 x7
x1 1 1 0 0 0 0 0 x1 1 0 0 1 0 0 0
x2 1 1 0 0 0 0 0 x2 0 1 0 0 1 0 0
x3 0 0 1 1 0 0 0 x3 0 0 0 0 0 0 0
x4 0 0 1 1 0 0 0 x4 1 0 0 1 0 0 0
x5 0 0 0 0 1 1 1 x5 0 1 0 0 1 0 0
x6 0 0 0 0 1 1 1 x6 0 0 0 0 0 0 0
x7 0 0 0 0 1 1 1 x7 0 0 0 0 0 0 0
A matriz de co-associação consenso M é gerada a partir das matrizes M(z), z =
1, ..., npi , de forma que M = (M(1) + ... + M(npi))/npi [21], ilustrada na Tabela 3 . A
partição consenso é obtida por meio da aplicação de alguma técnica a M. Um exemplo
de técnica utilizada para gerar a partição consenso consiste em estabelecer um limiar θ tal
que 0 < θ < 1 em que, caso M(i, j) ≥ θ, os objetos xi e xj são associados e inseridos
no mesmo grupo [13]. Após a associação entre objetos, se algum objeto xi não estiver em
nenhum grupo, ele formará sozinho um grupo (singleton). Escolher um valor para o limiar
θ e aplicá-lo a matriz M é equivalente ao uso do algoritmo hierárquico de ligação simples
(single link) usando M como matriz de similaridade [13].
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Tabela 3. Exemplo de matriz de co-associação consenso.
M x1 x2 x3 x4 x5 x6 x7
x1 1.00 0.75 0.50 0.25 0.00 0.00 0.00
x2 0.75 1.00 0.50 0.00 0.25 0.00 0.00
x3 0.50 0.50 1.00 0.25 0.00 0.00 0.00
x4 0.25 0.00 0.25 1.00 0.05 0.00 0.00
x5 0.00 0.25 0.00 0.05 1.00 0.25 0.25
x6 0.00 0.00 0.00 0.00 0.25 1.00 0.75
x7 0.00 0.00 0.00 0.00 0.25 0.75 1.00
O uso de co-associação pode se dar em partições geradas por amostras de objetos deX
[21]. Neste caso alguns objetos da base de dados podem não estar presentes na partição, como
acontece com a partição pi4 que possui valores “vazios” para estes objetos nas matrizes de co-
associação. A matriz de co-associação consenso M será calculada pela média dos valores
presentes nas matrizes geradas pelas partições base, desconsiderando as entradas vazias.
Outra forma de gerar a partição consenso consiste em aplicar algum algoritmo de
agrupamento baseado em (dis)similaridade na matriz consenso [36, 16, 29, 30, 21, 33]. Nesse
caso, M pode ser interpretada de duas formas: como matriz de similaridade entre os objetos
do conjunto X ou como os objetos propriamente ditos. No primeiro caso, a informação con-
tida na matriz M deve ser tratada de acordo com o algoritmo de agrupamento utilizado (por
exemplo, uma estratégia consiste em utilizar 1 −M para algoritmos baseados em dissimi-
laridade [33]). No segundo caso, o algoritmo de agrupamento é aplicado a M como matriz
de dados, utilizando as similaridades presentes como atributos dos objetos. Essa abordagem
vem obtendo bons resultados [51].
O número de grupos da partição consenso pode ser pré-especificado ou encontrado
por meio da análise deM. No segundo caso é possível derivá-lo. Uma das formas de se fazer
isso é por meio do uso do algoritmo hierárquico de ligação simples (como exemplificado an-
teriormente), a partir das similaridades contidas emM [30, 13, 44, 34]. Definindo d(Cj , Cy)i
como a dissimilaridade entre o j-ésimo e o y-ésimo grupo, a serem aglomerados durante a
i-ésima iteração do algoritmo, a diferença necessária para que esta aglomeração ocorra pode
ser calculada por ∆i = d(Cj , Cy)i − d(Cj , Cy)i−1. Se ∆i for alto, então o sistema pode
estar forçando uma estrutura que não ocorre nos dados. Portanto, o processo deve ser parado
quando o maior valor de ∆i é alcançado e uma partição com npi − i + 1 grupos é obtida na
iteração i. Um procedimento semelhante também é aplicado em [19], em que é feito um corte
do dendrograma resultante na posição com maior diferença entre as iterações (lifetime).
Outra forma de se derivar o número de grupos k consiste em executar a combinação
para determinado intervalo de k e analisar as matrizes de co-associação consenso obtidas.
Se existir uma estrutura bem definida no conjunto de dados, os algoritmos de agrupamento
utilizados serão capazes de identificá-la separadamente e o consenso entre eles será alto [21]
. O valor de k é escolhido pela matriz de co-associação M de maior consenso (confidência)
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[21] em relação as partições base e a partição consenso é obtida por meio da aplicação de um
algoritmo de agrupamento nessa matriz.
Em [22], os autores fazem uma avaliação da estabilidade da combinação de partições
geradas pelo algoritmo k-médias em relação a inicializações aleatórias de grupos. Esta com-
binação é feita por meio do uso de matriz de co-associação e a estabilidade entre partições
é calculada de duas formas: pareada, por meio do cálculo do índice AR (Equação 2) entre
as partições avaliadas, e não pareada, por meio do cálculo da entropia destas partições. Os
resultados indicam que, de forma geral, esse tipo de combinação é mais estável do que as par-
tições base individualmente, em especial para casos onde o número de grupos do conjunto de
dados é grande. Também é sugerido o uso da estabilidade das partições na análise do melhor
número de grupos para a partição consenso e o conjunto de dados.
Alguns dos problemas da abordagem baseada em co-associação são a falta de uma
metodologia para a definição do algoritmo de agrupamento a ser utilizado para a combina-
ção e a baixa confiabilidade da estimativa dos valores de co-associação quando um pequeno
número de partições é utilizado.
3.2 Funções baseadas em votação
Também conhecido como agrupamento pela maioria de votos [13], as funções base-
adas em votação utilizam um mecanismo de votação para atribuir os objetos aos grupos da
partição consenso. Entretanto, antes que seja possível votar em qual grupo um determinado
objeto pertencerá na partição consenso, é necessário obter a correspondência entre os gru-
pos da partição consenso e os grupos de cada partição base. Ou seja, é necessário encontrar
a correspondência entre os rótulos dos objetos de partições distintas. Em [42], os autores
apresentam argumentos formais sobre a efetividade do uso da combinação de agrupamentos
utilizando função consenso baseada em voto por pluralidade e sobre a perspectiva do uso de
uma partição gerada estocasticamente a partir da mudança dos valores dos rótulos. Os au-
tores mostram que, se a probabilidade dos agrupamentos utilizados rotularem corretamente
um objeto for maior do que a probabilidade de isso acontecer aleatoriamente, a acurácia da
partição consenso em relação a estrutura dos dados aumenta com o aumento do número de
partições base, tendendo a 1 quando o número de partições cresce infinitamente.
Um esquema de votação para partições fuzzy ou crisp com um número de grupos k
fixo foi proposto em [52] e utilizado em outros trabalhos [53, 38]. Para esse esquema, foi
proposta uma forma de medir a dissimilaridade entre partições, utilizada para procurar por
uma partição pif para um dado conjunto de dados X = {x1,x2, ...,xno} que represente de
maneira ótima as npi partições iniciais Π = {pi1, pi2, ..., pinpi}. Cada partição é representada
por uma matriz U(p), com p = 1, ..., npi , em que cada elemento u
(p)
ij contém o valor de
pertinência do objeto xi para o j-ésimo grupo da partição pip. Da mesma forma, a partição
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consenso pif é representada por uma matriz F e fij corresponde a um elemento da matriz
F. A função de dissimilaridade entre U(p) e F é dada pela média da distância quadrática,






||u(p)i − fi||2 (6)
Deve ser observado que as considerações feitas são válidas apenas para casos em que
haja correspondência entre os rótulos dos grupos. Entretanto, encontrar essa correspondência
é difícil pois é equivalente a comparar todos os grupos de uma partição com todos os grupos
da outra partição e encontrar os grupos correspondentes. Para grandes quantidades de grupos
ou partições, esse problema torna-se computacionalmente intratável. Neste caso, resume-
se a testar todas as k! permutações de linhas de F e U. Para se obter uma aproximação
heurística de uma rotulação consistente, todas as partições devem ser re-rotuladas com base
em sua melhor concordância com uma partição referência [53, 38]. Essa tarefa pode ser
computacionalmente dispendiosa para valores altos de k. Uma forma de solucionar este
problema consiste em aplicar os passos as seguir [53]:
1. Construir a matriz de confusão entre os grupos de F e U, de forma que o elemento da
posição ij indique a quantidade de objetos em comum entre o grupo representado pela
i-ésima coluna de F e o grupo representado pela j-ésima coluna de U.
2. Encontrar o maior elemento dessa matriz.
3. Associar os dois grupos correspondentes a esse elemento.
4. Remover os dois grupos da matriz.
5. Se ainda houver grupos na matriz, voltar ao passo 2.
A partir da correspondência gerada a partir das associações obtidas entre os grupos,
gera-se uma função de permutação εˆ, que é utilizada para reodernar as colunas de U, de
modo a maximizar a diagonal da matriz de confusão entre εˆ(U) e F. Esse processo tem por
objetivo obter a função consenso entre as npi partições base, de forma que a partição consenso
seja calculada na primeira iteração por:
F(1) = U, (7)
e na i-ésima iteração consecutiva por:
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até que i = npi . A matriz F(npi) resultante representa o agrupamento consenso final. De
forma análoga, outros métodos de renumeração [40], ou até mesmo matrizes de co-associação
[28], podem ser utilizadas para estabelecer a correspondência entre grupos. Outra forma de
solucionar o problema de correspondência dos rótulos se dá por meio da aplicação do método
Húngaro [54, 55], que possui complexidade computacional O(k3).
Apesar do algoritmo proposto em [53] inicialmente não estimar o número de grupos
do conjunto de dados, uma variante com esse objetivo é proposta em [56]. Essa variante
aplica o algoritmo de votação para gerar combinações para um número crescente de grupos,
dentro de um intervalo de interesse, e calcular uma medida de certeza das partições consenso
encontradas. Essa medida de certeza consiste na média dos percentuais em que os objetos
do conjunto de dados se encontram no grupo da partição consenso correspondente a seus
grupos de origem nas partições base. Devido a um espalhamento cada vez maior dos objetos
entre mais e mais grupos, existe uma tendência desta medida decrescer com o aumento do
número de grupos das partições geradas. Por este motivo, os autores propõem o uso de uma




{[certeza(pi(k)f )− certeza(pi(k−1)f )]− [certeza(pi(k+1)f )− certeza(pi(k)f )]} (9)
em que certeza(pi(k)f ) é medida de certeza da partição consenso gerada com k grupos e kˆ é
o número estimado de grupos para o conjunto de dados.
Uma variante desse algoritmo utiliza perturbação para gerar grupos mais distintos nas
partições base, aumentando sua diversidade [27]. Outra variante executa o algoritmo várias
vezes para gerar diversas partições consenso e combiná-las em uma única partição final [57],
por meio da relação de verossimilhança entre cada par de grupos pertencentes a partições
consenso distintas. Nesse caso, pares e seqüências dos grupos com maiores verossimilhança
são combinados em um único grupo, de forma que a matriz de pertinência do novo grupo
seja a soma das matrizes dos grupos originais. O processo é repetido até que um critério
de parada seja satisfeito (ex.: um determinado valor de certeza é alcançado). Também foi
publicada uma variante para uso específico em aprendizado semi-supervisionado [24].
Tumer & Agogino [26] propuseram um algoritmo de combinação de agrupamentos
que nomearam de grupos de votação ativa (VAC - do inglês Voting Active Clusters). Nesse
algoritmo, cada grupo das partições base é utilizado em um mecanismo de votação para
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decidir a qual grupo da partição consenso os objetos devem pertencer. Esse mecanismo utiliza
aprendizado por reforço, que permite avaliar a partição consenso por meio de sua medida de
informação mútua em relação as partições base e, em seguida, recompensar as ações de voto
de acordo com o resultado dessa avaliação.
Recentemente, Ayad & Mohamed [58] utilizam a idéia de voto cumulativo baseada
no trabalho feito em [53]. Eles propuseram um esquema de votação cumulativo baseado no
uso de uma matriz de probabilidades, no lugar do tradicional voto um-para-um utilizado por
outros algoritmos. Cinco algoritmos baseados neste esquema de votação são descritos e os
resultados experimentais mostram melhorias na qualidade (medida por NMI) das partições
encontradas, comparadas com funções baseadas em grafo propostas por [16] (Descritas na
Seção 3.3).
3.3 Funções baseadas em grafo/hipergrafo
As funções baseadas em grafos representam as partições base por um grafo ou por
um hipergrafo. Nesses casos, a partição consenso é encontrada pelo uso de uma técnica de
particionamento de grafos ou hipergrafos [18].
Três algoritmos baseados nesta heurística foram propostos em [16]: CSPA (Cluster-
based Similarity Partitioning Algorithm), HGPA (HiperGraph-Partitioning Algorithm) e MCLA
(metaCLustering Algorithm). Os autores utilizam os três algoritmos, cada um gerando uma
partição consenso, e usam uma função supra-consenso baseada em informação mútua com-
partilhada (Equação (4)) para escolher qual delas é a melhor.
Inicialmente, o conjunto de partições é representado em forma de hipergrafo, repre-
sentado por uma matriz de adjacências na qual cada grupo das partições Π = (pi1, pi2, ..., pinpi )
é representado por uma hiperaresta. Essa matriz é construída pela concatenação das matrizes
binárias de pertinência de cada partição H = (H1,H2, ...,Hnpi ). As linhas da matriz de
pertinência de uma partição correspondem aos objetos e as colunas correspondem aos seus
grupos. Cada célula da matriz contém o valor 1 se o objeto pertence ao grupo e 0 caso con-
trário. A Tabela 4 ilustra o hipergrafo formado a partir dos agrupamentos presentes na Tabela
1.
O algoritmo CSPA possui três etapas. A primeira etapa gera a matriz de co-associação
consenso entre as partições base. Essa matriz será utilizada na segunda etapa como matriz de
similaridade, na construção do grafo de similaridade induzido, em que os pesos das arestas
são dados pelos valores dessa matriz. Na terceira etapa, o grafo de similaridade induzido é
particionado pelo algoritmo METIS [59]. O objetivo deste particionamento é dividir o grafo
em grupos balanceados, cujo quantidade é definida pelo usuário, a partir da eliminação do
menor número de arestas ou das arestas com os menores pesos.
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Tabela 4. Problema ilustrativo de combinação das partições pi1, pi2, pi3 e pi4: vetores
representando as partições originais à esquerda e o hipergrafo equivalente com 11
hiperarestas à direita (exemplo retirado de [16]).
H1 H2 H3 H4
pi1 pi2 pi3 pi4 h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11
x1 1 2 1 1 v1 1 0 0 0 1 0 1 0 0 1 0
x2 1 2 1 2 v2 1 0 0 0 1 0 1 0 0 0 1
x3 1 2 2 ? ⇔ v3 1 0 0 0 1 0 0 1 0 0 0
x4 2 3 2 1 v4 0 1 0 0 0 1 0 1 0 1 0
x5 2 3 3 2 v5 0 1 0 0 0 1 0 0 1 0 1
x6 3 1 3 ? v6 0 0 1 1 0 0 0 0 1 0 0
x7 3 1 3 ? v7 0 0 1 1 0 0 0 0 1 0 0
No algoritmo HGPA, a combinação é tratada como um problema de particionamento
de um hipergrafo, no qual as hiperarestas representam grupos. Diferentemente do algoritmo
CSPA, os pesos das hiperarestas e vértices são iguais. Esse particionamento é feito cortando
um número mínimo de hiperarestas, ou seja, de grupos representados pelas mesmas, de forma
a gerar um número de grupos pré-definido. Para isso, é utilizado o pacote de particionamento
de hipergrafos HMETIS [60].
Dentre os três algoritmos propostos em [16], o MCLA resultou em partições com
bons valores para a medida NMI e robustez em relação a ruído. Por esse motivo, ele será
apresentado em maiores detalhes nos passos a seguir:
• Construir um metagrafo: cada grupo das partições iniciais (as hiperarestas do hiper-
grafo descrito) é considerado um vértice de um outro grafo regular não direcionado,
o metagrafo. Seja Cij o j-ésimo grupo da i-ésima partição, o peso da aresta entre os
vértices correspondentes aos grupos Cij e C
s
t é dado pela medida de Jaccard estendida,
também conhecida como coeficiente de Tanimoto [61]. Para vetores binários, ela é
equivalente a razão da cardinalidade da intersecção pela cardinalidade da união dos




∣∣Cij ∩ Cst ∣∣∣∣Cij ∪ Cst ∣∣ (10)
• Agrupar as hiperarestas (grupos): a combinação dos grupos é feita pelo particiona-
mento do metagrafo em k metagrupos balanceados, sendo k definido pelo usuário.
Para isso, o pacote de particionamento de grafos utilizado no CSPA, METIS [59], é
utilizado para particionar o metagrafo. O objetivo desta fase é encontrar os grupos das
partições iniciais que são correspondentes. Novos grupos são formados a partir de um
conjunto de grupos correspondentes. Esses grupos são chamados metagrupos.
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• Unir os conjuntos de cada metagrupo: transforma as hiperarestas em uma única metahi-
peraresta para cada metagrupo. Cada objeto pode pertencer a mais de um metagrupo.
Assim, para cada metahiperaresta, é calculado um vetor de associação descrevendo o
nível de associação de cada objeto com o metagrupo. O vetor de associação é obtido
calculando-se a média dos vetores que representam as hiperarestas de um metagrupo.
Em outras palavras, o nível de associação de um objeto a um metagrupo é dado pela
média do número de grupos desse metagrupo, que contêm o objeto.
• Determinar o metagrupo consenso de cada objeto: cada objeto é associado ao meta-
grupo para o qual ele possui o maior valor de associação. Desempates são decididos
aleatoriamente. A partição dos objetos indicada pelos metagrupos é a partição consenso
pif resultante do ensemble. Deve-se notar que não é garantido que todo metagrupo te-
nha pelo menos um objeto. Assim, a partição pif tem no máximo (e não exatamente) k
grupos.
Para exemplificar o uso do MCLA, a Figura 1 ilustra o metagrafo gerado para as par-
tições da Tabela 4 e seus respectivos hipergrafos. Nessa tabela, cada objeto xi corresponde
a um vértice e cada hiperaresta hj representa um dos grupos de uma das partições. No
metagrafo, cada hiperaresta dos hipergrafos se torna um vértice. Os pesos das arestas en-
tre os vértices são representados por diferentes tipos de linhas. O particionamento desse
grafo em 3 partes resulta nos metagrupos CM1 = {h3, h4, h9}, CM2 = {h2, h6, h8, h10} e
CM3 = {h1, h5, h7, h11}, de forma que as hiperarestas pertencentes ao mesmo metagrupo
representem grupos correspondentes.
Figura 1. Exemplo de metagrafo para as partições pi1, pi2, pi3 e pi4.
Em seguida, os grupos correspondentes são unidos, formando as metahiperarestas hMi
representadas na Tabela 5. Nessa tabela também estão representados os respectivos vetores
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de associação a(hMi ). Com base nessas informações, o metagrupo final de cada objeto é
determinado. Assim, x1, por exemplo, vai pertencer ao metagrupo CM3 , pois é o metagrupo
com o qual x1 tem o maior valor de associação (0,75). O mesmo é feito para cada um dos
objetos e a partição consenso pif é composta pelos grupos Cf1 = {x6,x7}, Cf2 = {x4,x5} e
Cf3 = {x1,x2,x3}.
Tabela 5. Exemplo do MCLA - metahiperarestas e vetores de associação












x1 0 0 1 0,25 1 0,75
x2 0 0 0 0 1 1
x3 0 0 1 0,25 1 0,5
x4 0 0 1 1 0 0
x5 1 0,33 1 0,5 1 0,25
x6 1 1 0 0 0 0
x7 1 1 0 0 0 0
Várias outras abordagens com funções consenso baseadas em particionamento de gra-
fos foram publicadas na literatura. Uma delas é o algoritmo proposto em [18], chamado
HBGF (Hybrid Bipartite Graph Formulation), que consiste em construir um grafo bipartido
a partir do conjunto de partições a serem combinadas. Tanto objetos quanto grupos são mode-
lados simultaneamente como vértices do grafo que, posteriormente, é particionado com uma
técnica tradicional. Os autores utilizam duas técnicas de particionamento de grafo distintas:
Spectral Graph Partitioning [62] e METIS [59]. O número de grupos da partição consenso é
definido pelo usuário.
Outro estudo que utiliza função consenso baseado em grafos foi feito em [63], em que
foi proposto o algoritmo GCC (do inglês Graph-based Consensus Clustering). Inicialmente,
os autores utilizam o algoritmo k-médias e um outro algoritmo de agrupamento correlacional
[64] para particionar sub-espaços do conjunto de dados formados por amostragens aleatórias
dos atributos. Em seguida são geradas as matrizes de freqüências de cada uma das diferentes
partições obtidas. Uma matriz de co-associação (Seção 3.1) é gerada a partir do conjunto de
matrizes de freqüências e seus valores serão utilizados para compor as arestas de um grafo,
cujos nós representam os objetos. Ao final, o algoritmo de corte normalizado proposto em
[65] é utilizado para particionar o grafo gerado, de forma que a dissimilaridade entre grupos
distintos e a similaridade intra-grupos sejam as máximas possíveis. Os autores também pro-
põem um índice de validação, chamado Modified Rand Index, baseado na matriz consensual
resultante do algoritmo [63]. Esse índice é utilizado para determinar o número de grupos k
da partição consenso.
Uma abordagem semelhante consiste em, dado um número de grupos k para a partição
consenso, calcular a intersecção entre k grupos de k componentes [66]. O algoritmo pode
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ser divido em três partes: na primeira os grupos de junção são formados, compostos pela
intersecção dos grupos de cada componente (partição base). Cada objeto deve pertencer à
apenas um dos grupos de junção e objetos que não fizerem parte de nenhum grupo de junção
formam grupos individuais (singletons). Na segunda parte, um grafo é gerado com cada nó
representando um grupo de junção ou um grupo original das partições base, e cada aresta
liga um grupo de junção ao respectivo grupo original a que ele pertence. Na terceira parte, o
grafo é particionado em k grupos por meio do algoritmo METIS [59], rotulando os objetos
segundo seus rótulos originais.
3.4 Outras combinações
Além dos tipos já apresentados de função consenso, em [17] é definida uma função
consenso cujo objetivo é maximizar a probabilidade de um modelo misto finito em relação
a um conjunto de partições base. Esse conjunto de partições é modelado como uma mistura
de distribuições multinomiais no espaço formado pelos rótulos dos grupos. Esse modelo é
aprimorado com o uso do algoritmo EM.
Outra forma de combinar partições consiste em utilizar agentes para agrupar dados
distribuídos e votar em qual grupo da partição consenso os objetos devem pertencer [67]. O
objetivo da combinação é maximizar a NMI entre a partição consenso e os grupos gerenciados
pelos agentes, cujo cálculo é feito por meio de troca de informações. Os resultados obtidos
mostram tolerância a falhas e desempenho próximo das funções baseadas em grafos propostas
em [16], que necessitam de processamento centralizado. O esquema de votação utilizado é
detalhado em [26].
3.5 Comparações entre funções consenso
Conforme visto nas seções anteriores, existem diversas abordagens para gerar a par-
tição consenso a partir de diferentes tipos de partições base. Na literatura, alguns autores
publicaram estudos que comparam algumas dessas abordagens e suas aplicações em diferen-
tes conjuntos de dados. A maioria desses estudos se dá por meio de uma medida que calcula a
semelhança entre as partições finais e as partições base ou uma partição conhecida (“ideal”).
Strehl & Ghosh [16] comparam seus próprios algoritmos, CSPA, MCLA e HGPA,
em termos de complexidade, robustez e estabilidade. Assumindo particionadores de gra-
fos/hipergrafos lineares em relação ao número de grupos no, o algoritmo CSPA é o que apre-
senta maior complexidade, O(n2o ·k ·npi), seguido pelo algoritmo HGPA , com complexidade
O(no · k2 · n2pi), e MCLA, com complexidade O(no · k · n2pi). Os experimentos feitos pe-
los autores para obter a NMI (Equação (3)) e ANMI (Equação (4)) de partições consenso
oriundas de dados com ruído mostram que o algoritmo HGPA tem o pior desempenho. Em
relação ao ANMI , os algoritmos CSPA e MCLA apresentaram desempenho semelhante na
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presença de pequenas quantidades de ruído, apesar do algoritmo CSPA se destacar para gran-
des quantidades de ruído. O MCLA apresenta melhor NMI em boa parte dos conjuntos de
dados.
Em [19] , os algoritmos propostos em [16] são comparados com algoritmos basea-
dos em matrizes de co-associação. Com esse objetivo, os autores executam experimentos
com conjuntos de dados artificiais e das áreas de bioinformática e segmentação de imagens.
Houve grande variação na taxa de erros obtida para cada algoritmo nos diferentes conjunto de
dados, em relação à estrutura conhecida. Em alguns casos, as abordagens baseadas em grafos
obtiveram menores erros, porém as abordagens baseadas em acúmulo de evidência obtiveram
melhores resultados para a maioria dos conjuntos.
Nos experimentos apresentados em [18], os autores observaram que sua abordagem,
o HGBF, apresentou um desempenho equivalente ou superior ao obtido pelas abordagens
propostas em [16]. Em [68], o desempenho dos mesmos algoritmos são comparados por
meio de componentes gerados a partir de agrupamentos hipoteticamente verdadeiros criados
por rotulação aleatória. Vários testes foram realizados com esses algoritmos e, em relação ao
valor do índice AR [45], o MCLA obteve resultados ligeiramente melhores. No entanto, os
resultados obtidos pelos três algoritmos foram próximos, com casos particulares em que um
se destaca mais.
Outro trabalho que merece destaque foi publicado em [46], no qual partições base
geradas por k-médias e algoritmos hierárquicos são utilizadas para gerar matrizes de co-
associação. As partições consenso são geradas a partir de seis metodologias distintas: parti-
cionamento por k-médias sobre matriz de co-associação; particionamento por ligação simples
usando a matriz de co-associação como matriz de similaridade; particionamento por ligação
simples sobre matriz de co-associação; particionamento por ligação média sobre a matriz de
co-associação; os algoritmos CSPA e HGPA.
Cem combinações de dez partições base foram executadas para cada caso, utilizando
24 conjuntos de dados artificiais e obtidos de dados médicos. Os resultados foram avaliados
por meio da acurácia de classificação e AR e posicionados em um rank segundo comparações
estatísticas feitas com o teste ANOVA. Os melhores resultados foram obtidos por combina-
ções feitas pela aplicação de k-médias ou ligação média sobre matriz de co-associação, essa
última gerada a partir de partições obtidas pelo k-médias. Para esses resultados, o algoritmo
de agrupamento é aplicado sobre a matriz de co-associação como se essa fosse composta por
objetos. É importante frisar que, dentre os algoritmos propostos por [16], o único algoritmo
não comparado por [46] foi o MCLA, que é justamente o algoritmo que obteve o melhor
desempenho dentre os três propostos em [16].
O trabalho publicado em [69] compara funções consenso baseadas em ligação sim-
ples sobre matriz de co-associação, renumeração seguido de votação e particionamento de
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grafos (CSPA, HGPA e MCLA). Os experimentos utilizam dados de expressão gênica e a ava-
liação dos resultados foi feita por meio do índice AR, tanto para medir precisão, em relação
às partições conhecidas, quanto diversidade, em relação às partições obtidas. Porém, a ava-
liação difere de outros autores por utilizarem validação cruzada com 10 folds, um processo
de validação bastante conhecido em classificação supervisionada porém pouco utilizado em
classificação não supervisionada. Esse processo consiste em dividir dos dados em 10 folds,
de forma que agrupamentos base fossem gerados a partir do conteúdo de 9 desses folds, con-
siderados como conjunto de treinamento. Partições consenso são obtidas a partir dos agru-
pamentos base e o fold restante, considerado como conjunto de teste, é utilizado para medir
a precisão dos agrupamentos encontrados. Os dados do fold de teste são classificados a par-
tir do centróide mais próximo e a partição resultante é comparada com a partição conhecida
por meio do índice AR. O processo é repetido 10 vezes, permutando os papéis de cada fold.
As partições iniciais foram geradas com os algoritmos k-médias, EM e agrupamento hierár-
quico com ligação média. De forma geral, não foi encontrada diferença significativa entre
as funções consenso estudadas, com exceção da aplicação de ligação simples sobre a matriz
de co-associação que freqüentemente resultou em um pior desempenho, diferentemente do
relatado por outros autores anteriormente citados.
O algoritmo VAC é comparado com os algoritmos de particionamento de grafos CSPA,
HGPA e MCLA em [26]. A comparação levou em consideração a NMI das partições consenso
resultantes e destacou o desempenho do VAC e do MCLA em relação aos outros algoritmos.
É importante lembrar que, diferentemente dos outros algoritmos comparados, o VAC utiliza a
NMI para guiar o processo de construção da partição consenso, o que pode beneficiá-lo nesse
tipo de avaliação.
De forma geral, diferentes autores obtiveram resultados distintos com as mesmas fun-
ções consenso. Dentre as causas podem ser citadas o uso de diferentes métodos para gerar
as partições iniciais, métodos de experimentação distintos e as características desiguais das
estruturas dos diferentes conjuntos de dados utilizados pelos autores. Um ponto comum entre
boa parte das análises foi o desempenho relativamente bom do algoritmo MCLA e do parti-
cionamento de matrizes de co-associação. Nesses experimentos, algoritmos de votação mais
recentes, como o VAC e os algoritmos de votação acumulativos propostos em [58], apresen-
taram resultados comparáveis aos algoritmos baseados em grafos propostos em [16].
4 Considerações finais
Neste artigo foram apresentados os principais métodos utilizados para combinar agru-
pamentos propostos na literatura, incluindo formas de gerar a diversidade inicial necessária
para as partições base e diversas maneiras de encontrar uma partição consenso. Em seguida,
foi feita uma breve análise sobre comparações entre as metodologias apresentadas nos artigos
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encontrados. Diversos novos algoritmos de combinação de agrupamento são propostos com
diferentes objetivos e, pelas comparações apresentadas, cada um se sobressai em um tipo de
aplicação diferente. Portanto, ao escolher um algoritmo de combinação, faz se necessário
avaliar se este é apropriado para a aplicação em questão.
Combinações de agrupamentos também podem ser utilizadas em conjunto com me-
taheurísticas de otimização. É o caso de algoritmos evolutivos (AEs), que são técnicas de
busca e otimização utilizadas para gerar novas soluções por meio da combinação ou alte-
ração de características daquelas que obtiverem melhor desempenho [70]. Dentre esse tipo
de algoritmo, podem ser citados o MOCLE (do inglês Multi-Objective Clustering Ensemble)
[15] e o RGFGA (do inglês Restricted Growth Function Genetic Algorithm) [71]. Também é
possível utilizar um AEs para selecionar o método de combinação mais apropriado para uma
determinada aplicação [48]. A análise do uso de AEs em conjunto com combinações é um
tema provável para pesquisas futuras.
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