Abstract: Thermal comfort is a very vague and a very individual term, which depends on physiological and psychological variables. Thermal comfort in transient environments, like an automotive cabin, is far from understood and general accepted theories do not yet exist. This paper investigates the concept of using a black-box approach for directly associating thermal comfort to field measurements. Artificial intelligence is used to predict blower level, air blend position and incabin temperature for a given environment. The results are promising and it is concluded that methods of artificial intelligence can be used as a powerful tool during the development process of vehicle HVAC control units and have great potential to reduce development time and costs.
INTRODUCTION
Mobility has become a substantial part in our society. Since we spend a lot of our life-time on the road, we expect the automotive environment to provide similar comfort levels than residential buildings. In terms of thermal comfort this means that the automotive Heating Ventilation and Air Conditioning (HVAC) unit has to maintain in-cabin thermal comfort levels, irrespective of the ambient environment and the driving situation. Thermal comfort is however a very individual term since its perception to people has enormous variation. This makes it difficult to describe it in terms of clear defined parameters and variables. In 1970, the American Society of Heating, Refrigeration and Air-Conditioning Engineers (ASHRAE) defined thermal comfort as "That condition of mind which expresses satisfaction with the thermal environment". This vague definition is still part of current thermal comfort standards. To develop and reliably validate thermal comfort models a comprehensive database is needed which contains information about the thermal environment and its correlation to thermal comfort. Most available thermal comfort models have been developed using data acquired from paper-based questionnaires in climate chambers. Due to the transient and inhomogeneous environment in automotive passenger compartments, climate chamber tests are less expressive and real field testing is required. This study investigates the potential of directly learning a technical system with field data without prior thermal comfort modeling. Data is collected from measurement drives and is combined to a database. Methods of data mining are applied, aiming to discover correlations, to remove inconsistencies and for dimensionality reduction. Elements of artificial intelligence are used to determine the correlation of environmental information to thermal comfort. The overall structure is shown in Figure 1 . 
THERMAL COMFORT PRINCIPLES
In the past decades there has been much effort to model and measure thermal comfort. Research in the 1970s has shown that thermal comfort is a function of several physical and physiological variables. These variables are air temperature, mean radiant temperature, air velocity, humidity, metabolic rate and clothing insulation [1] . Additionally, thermal comfort is an individual state of mind to some extent and cannot solely be explained with physical variables. It has shown to be linked to contextual parameters such as local climate, occupants' expectations, available control over the environment and the processes by which the indoor environment is controlled, perceived, experienced, and interacted with [2] . Thermal comfort theories in uniform and steady state environments are nowadays widely accepted and have been defined in standards like ISO 7730 or ASHRAE Standard 55P. In non-uniform and transient environments, overall body thermal sensation seems to be a complaint-driven process [3] . The strongest local sensations tend to dominate overall thermal sensation and whole body thermal sensation tends to follow the cooler local body sensations [4] . Assessment of thermal nonuniform environments is difficult due to a lack of general knowledge about the superposition and the influence of multiple thermal sources [5] . The automobile cabin can be best classified as such an environment [6] and it is characterized by inhomogeneous temperature and air distribution, highly localized air velocities and many radiation sources. Environmental conditions have a strong influence on the vehicle cabin due to limited insulation material as well as due to a large glazing ratio [7] , [8] . Unlike buildings, the position of a vehicle is not fixed in space and parameters suffer from strong temporal and local variability. Some researchers argue that due to the enormous differences to buildings, existent standards and methods can hardly be applied to the automotive environment [9] .
OBJECTIVE
The authors assume that thermal comfort is dependent on physiological and psychological variables and is linked to thermal comfort through an unknown function in some statistical sense. It can therefore be addressed as an approximation problem in a multidimensional feature space. Artificial intelligence is commonly used in such fields of research, where it is difficult to obtain exact mathematical knowledge about a process or when knowledge is even unavailable. Many approaches, using methods of artificial intelligence, have been proposed in literature with respect to thermal comfort. On the one hand this may be justified with the fuzzy definition of thermal comfort and on the other hand it is due to the enormous difficulties in measuring and assessing thermal comfort. A lot of effort has been done in approximating Fanger's Predicted Mean Vote (PMV) model using fuzzy logic and neural networks, e.g. in [10] - [14] . However, only little research is so far available about teaching an intelligent structure with direct mappings of environmental field data and HVAC parameter outputs.
SYSTEM DEVELOPMENT
Automotive measurement instrumentation is required to monitor data during extensive field data acquisition trips. The aim is to set up a data base which provides all necessary information for later data processing and finally to train Artificial Neural Networks (ANN). The measurement equipment must operate under a variety of environmental conditions. Additionally, it must be insensitive against shocks, vibrations and it is required to continuously monitor the periphery, in order to prevent corrupt sensor recordings. In terms of thermal comfort evaluation, literature points out that questionnaires are time consuming and may put stress on the test subjects [15] . It is therefore advantageous to use computers for thermal comfort evaluation. This is especially important for automotive thermal comfort evaluation, where test persons are required to evaluate their comfort levels several times per minute, due to the overall transient conditions in the vehicle cabin. All sensor elements must therefore incorporate small response times. Data sources must be synchronized to each other in order to produce consistent data input-output mappings. The measurement equipment must be capable of communicating with the vehicle's bus systems in order to gather thermal comfort relevant vehicle parameters. Additionally, it must be capable of modifying the HVAC control algorithms in order to provide a reliable framework for thermal comfort assessment.
Measurement variables
The authors emphasize the importance of being consistent with the environmental information measured at the design process of the HVAC unit and within the final product. To prevent discomfort through measurements, the authors have decided not to attach any sensors directly to the human body, nor to acquire internal body physiological variables. Following variables were identified to be relevant for this study:
Air temperature
When measuring air temperature, special care must be taken to minimize the influence of radiation from surrounding surfaces. This can be achieved with reducing the emission coefficient of the sensor's surface, reducing the temperature gradient between air and surrounding surfaces, shielding the sensor element against radiation or using air aspirated sensors in order to increase the heat convection between surrounding air and the sensor element. The authors have decided to use a fan-aspirated sensor element to measure mean in-cabin air temperature. Additionally unshielded temperature sensors have been installed at feet and head level.
Mean radiant temperature
Mean radiant temperature ϑ r can be estimated with measurements of surface temperature. Reference [16] proposes equation (1) for approximation. (1) Where:
Temperature of surface i, F p-i :
Angle factor between a person p and surface i, N:
Number of surrounding surfaces
The angle factors F p-i depend on the position and orientation of the person relative to the source of radiation [16] . In practice it is considered to be difficult to determine them exactly and therefore often only surface temperatures are measured instead. In the automotive cabin, the dashboard is the largest continuous part of plastic. Its position close to the windscreen and its black colour make it especially absorbent to radiation. The authors assume that it is the largest radiation source within the vehicle compartment. It is therefore suggested to approximate mean radiant temperature by measuring only dashboard temperature.
Air velocity
Due to the enormous non-uniformity of air distribution and the variety of possible air-flow patterns inside the vehicle cabin, the authors consider it impossible to measure air velocity with single discrete sensors, at all positions relevant for thermal comfort. It is assumed that air velocity v a and air distribution inside the vehicle cabin are a function of mainly: Vehicle speed v v , Air distribution flap position f, Blower load b. This dependence can be mathematically expressed as: (2) It is further assumed that the unknown function f(·) in equation (2) can be approximated by methods of artificial intelligence.
Humidity
For human heat exchange with the environment, only absolute humidity is of relevance and vapour pressure can be considered as constant within the vehicle cabin [15] . Humidity h is considered to have only a minor influence on thermal comfort and a 10% increase in humidity is equivalent to only Δϑ=0.3ºC rise in air temperature [17] . At low air temperatures, thermal sensation can be even considered as independent of humidity [18] . However, humidity is a contributing factor towards indirect comfort influences like skin moisture, tactile sensation of fabrics, health and air quality. The authors therefore suggest including measurements of relative humidity for thermal comfort determination.
Metabolic rate
ISO 8996 provides methodologies to determine human metabolic rate. However, these methods are extensive and are hardly applicable to the automotive environment. In case of vehicular application, it is assumed that human internal activity M is predominantly linked to the driving or traffic situation and can be expressed as: (3) Where T r :
An empirical function quantifying the traffic load v:
Vehicle speed σ v :
Standard deviation of vehicle speed It is assumed that stop-and-go situations put more stress on the driver than driving on a highway with constant speed. According to the authors' research, a good indicator for the traffic situation is the number of alternating changes in gas and brake pedal activity for a given observation interval. The empirical function T r can therefore be expressed as: (4) Where:
Number of brake-gas pedal changes for period n N:
Total observation interval Equation (4) determines the number of subsequent alternations of gas and brake pedal and therefore indicates the traffic situation for a given period of time.
Clothing insulation
Measurement of clothing insulation is extremely difficult and is commonly done with heated manikins [19] . In this research, it is assumed that individuals have consistent clothing habits while driving a car. It is considered to be implausible, that a person chooses different clothing insulations for identical thermal environments. However, it must be considered that basic clothing insulation may vary during the year.
Solar load
Solar load has significant influence on thermal comfort in a vehicle compartment. It is estimated, that 50% of the HVAC unit's cooling load in recirculation mode is due to solar heat gain [20] . Sun radiation may project complex patterns on the human body which require local cooling [21] . It is therefore suggested to use a three-dimensional solar sensor which is capable of determining the azimuth angle φ, the elevation angle ψ as well as the solar intensity I.
Automotive testing procedures
Operating conditions for automotive HVAC units can be divided into three categories [6] : Transient conditions, Short-transient conditions, Stationary conditions. Transient conditions refer to heating up and cooling down of the passenger compartment at extreme environmental conditions. An example may be a cooling down process of a passenger vehicle which has been previously soaking in the sun. Short-transient testing conditions aim to simulate small variations of interior and exterior climate. An example may be a change in cabin set-up temperature, ambient temperature, vehicle speed or sun load. Shorttransient conditions consolidate the overwhelming majority of conditions in every-day driving situations. Stationary conditions rarely occur in automobiles. Steady-state conditions may be present in a truck cabin during the sleeping period of the driver [6] . The measurement equipment must be capable to clearly distinguish between all three situations.
Experimental setup
Measurement equipment has been installed at characteristic locations within the vehicle cabin. The sensor positions are shown in Figure 2 . Temperature measurement locations are indicated by ϑ i , humidity by h and the solar properties by I, ψ and φ. Data from test drives have been collected over a distance of 20.000 km in Southern Africa during spring, summer and autumn at moderate to hot environmental conditions. An illustration of the experimental setup is given in Figure 3 . Data mining has emerged during the 1980s and is considered as an ensemble of tools and methods for knowledge extraction from large amounts of data. Data mining is a multidisciplinary field including database technology, artificial intelligence, machine learning, statistics, pattern recognition, knowledge-based systems, knowledge acquisition, information retrieval, highperformance computing and data visualization [22] .
Data pre-processing
Real world data tend to be incomplete, noisy and inconsistent. In this paper, data cleaning refers to smoothing out of noise, removal of disturbances and inconsistencies. The authors' research is limited to steady state and short transient conditions. Transient measurement vectors have been deleted upfront. Human beings are fuzzy in their decision space. When measuring human response for a given thermal environment, inconsistencies may occur. However, from a technical point of view, a unique mapping of input and output vector is essential for a successful learning strategy. Given two sets X and Y, this requirement can be written with equation (5).
. (5) Determination of solar parameters implies sensor exposure to direct sun light. The authors discovered that in terms of measurement of solar angles, diffuse radiation 
cannot be handled by the available solar sensor. Research has however shown that the sun intensity I can be used as a first approximation to distinguish between reliable and erroneous solar angular information. However, this correlation might not be complete, because there may also be diffuse radiation with high radiation levels. According to the authors' investigations, sun radiation level I < 300 W/m 2 seems to be appropriate as lower boundary and has only little influence on human's thermal comfort sensation. In these cases, knowledge of the exact sun position is not necessary, which however results in missing values for the solar angles. Similar situations might occur when re-transformation from Spherical to Cartesian coordinates is undefined. This is especially true when the sun is in zenith relative to the vehicle. There are various methods available to handle missing data [22] . In terms of this research, it seems to be straightforward to output a constant when solar angles can't be measured or transformed. Rounding and summarizing equivalent samples can be considered as a technique for data reduction. The variable's accuracy was intentionally reduced to:
Temperatures: Δϑ = ±0.5°C, Vehicle speed: Δv = ± 10km/h, Sun Intensity: ΔI = ± 100W/m2, Solar Angles: ΔΨ, Δφ = ±10°, Humidity: Δh = ±5% RH, Variances: Δσ i = ± 10%.
Feature selection
Pareto's principles states that only 20% of the data account for 80% of the information. An appropriate method for feature selection and for discovering functional relationships is Correlation Analysis. With large data sets, the number of available data pairs increases dramatically, which makes an overview extremely in-transparent. Especially for large data sets, it is therefore often desirable to have a method that transforms variables into a new feature space, in order to facilitate visualization of their properties. Such a methodology is Principle Component Analysis (PCA). PCA is a statistical technique of multivariate data analysis, which is often used for data visualization and reduction of dimensionality. It is also known as Karhunen-Loève transform or Hotelling transform [23] , [24] . PCA is based on the assumption that salient information in a given feature space lies in those features which have the largest variance. PCA aims at linearly transforming the original data matrix X into a new data matrix Y. Given a matrix X with , this rotational operation can be defined as:
,
where P is an orthonormal matrix, which maximizes the variance of Y and minimizes its co-variance. PCA has been applied to the data set using the software packages Mathworks Matlab® and CAMO Unscrambler®. Table 1 shows the explained percentage of variance for each principle component (PC). It is apparent, that the data set contains high redundancy. The first ten PCs already account for 93.4% of the data set's total variance. PC11 to PC17 only explain 6.6% of the remaining variance and can be therefore considered as noise. Figure  4 shows the corresponding Scree plot. There is one distinctive "elbow" between PC3 and PC4. A second "elbow", with a less gradient occurs between PC6 and PC7. The Scree criterion would therefore suggest keeping three or four factors [25] . The eigenvalues for PC4 and PC5 are 1.063 and 0.988 respectively. According to the Kaiser-Guttman criterion, only PC1 to PC4 would be relevant. Table 1 shows that the first three components account for about 59.3% of the dataset's variance. If PC4 is added, 65.6% variance can be explained. Considering the second "elbow" in Figure  4 , six components should be retained, accounting for a total explained variance of 77.2%. This interpretation is fairly confirmed by Cattel's straight line approximation. The authors therefore recommend considering six PCs for further processing. Table 2 shows the PCA variable loadings of the first six PCs. The meaning of the variables is given in Table 3 . The correlation loadings for ϑ F and ϑ A on PC1 to PC6 suggest that these variables are very In-cabin air temperature
Driver head temperature
Cabin roof temperature in opposite direction with exception of PC4. However, the influence of PC4 is not significant, since it only contributes 0.3% towards I, 0.01% towards σ E and 0.77% towards σ A . A score plot shows that samples with higher than average values for σ E and σ A and lower than average values for I are linearly separable from the rest of the data cloud. The researchers assume that these samples contain diffuse solar radiation levels. These variables contain redundant information and variables σ A and σ E can be removed from the data set. Table 4 shows the correlation loadings for a PCA recalculated without the influence of variables ϑ F , , σ A and σ E. It is apparent that the variables ϑ A , ϑ 4 and ϑ 5 share similar variance with PC1 (72.2%, 62.1%, 86.7%) but only moderately differ on PC2 (0.0%, 14%, 2.6%). It is assumed that they are similar in effect. However, the correlation loadings only indicate some rough similarity but no clear redundancy. In Figure 5 , the variables ϑ A , ϑ 4 and ϑ 5 are plotted in dependence of all samples. It is obvious, that ϑ 4 and ϑ 5 fairly share the same tendency and follow the course of ϑ A . ϑ 4 and ϑ 5 specify Figure 5 suggests that there seems to be a saturation effect in ϑ 4 and ϑ 5 towards lower and higher values of ϑ A . This is indicated by the dashed lines. These non-linear saturation effects may limit the expressiveness of the bivariate correlation coefficient and the PCA results and might also be the reason why ϑ A , ϑ 4 and ϑ 5 share most of their common variance on PC1, but distinguish on PC2. For this research, linear correlation is not a necessary requirement. Methods of artificial intelligence are capable of theoretically realizing any non-linear mapping. Therefore, ϑ 4 and ϑ 5 can be considered to be redundant to ϑ A and can be removed from the dataset. Most of the data acquisition was done on sunny days with low values for σ I . The available database does not contain the necessary number of samples allowing for statistical expressiveness of σ I . The variable σ I is therefore not covered by the further course of the investigations and further data acquisition, especially on cloudy days, is considered as advantageous. Table 4 reveals that 76.7% of ϑ 1 's variance is explained by PC1 and PC2. The authors assume that ϑ 1 might be highly negatively correlated to ϑ A . However, ϑ A is not correlated to PC2, while PC2 adds additional 16% variance towards ϑ 1 . Figure 6 shows a scatter plot of ϑ A and ϑ 1 . For ϑ A <+36ºC, ϑ A and ϑ 1 are fairly negatively linearly correlated. This is indicated by the red line on the left-hand side of the plot. For ϑ A >+36ºC, ϑ 1 seems to be fairly positively linearly correlated to ambient temperatures Figure 6 : Outlet temperature An explanation of this effect might be that for increasing ambient temperatures the required cooling load must increase, in order to maintain in-cabin comfort levels. This means, that the air outlet temperature must decrease. At a certain point, when the available cooling power is exhausted, or the maximum setup point of the HVAC unit has been reached, a further increase in ambient temperature forces the outlet temperature to rise as well.
With a reasonable degree of accuracy, ϑ 1 can therefore be removed from the dataset, because its information can be described with variable ϑ A . Table 5 shows the correlation loadings of the data set removed by the influence of variables σ I , ϑ 1 , ϑ 4 and ϑ 5 . Vehicle speed is largely explained by PC1 (39.1%) and PC3 (24.4%). The remaining loadings are insignificant. The first three components explain 41.59% of σ v 's and 51.9% of T's total variance. It is apparent, that on the first three factors, v is in opposite direction of σ v and T. For a first approximation, the authors therefore suggest to omit the variables T and σ v from the dataset, since a large proportion of their common variance is negatively correlated. There is a logical explanation for these findings. When the vehicle speed is high, the vehicle is most probably driving on a highway. Changes in vehicle speed and variations of gas and brake pedal activity probably occur less frequent. At low vehicle speed, the vehicle is most likely driving under urban traffic conditions. Therefore changes in speed, due to acceleration and deceleration, may occur more frequently. Differences on higher factors can be explained with the memory effect of variable T.
MODELLING
The environmental climate inside the vehicle cabin is mainly controlled by the blower level, flap positions and the temperature setup. The available data base for this research has been collected from test drives. Assumptions of linear parametric dependency and any predefined underlying probability distribution, can therefore not be guaranteed. The authors have identified non-linear and non-parametric models as suitable implementation. Due to a lack of knowledge about the process itself, a blackbox approach has been chosen and an exemplary implementation using Artificial Neural Networks is shown.
Artificial Neural Networks
Artificial neural networks consist of many single processing units which are typically arranged in layers. These processing units are called neurons. The schematic of a neuron is shown in Figure 7 . Each neuron is capable of processing an input vector and outputs a scalar y. The weight vector shall thereby imitate biological synapses in NNs, which determine the influence of each x i on the neuron's output y. The weighted summation of the input vector x is called 'net' and can be mathematically expressed as:
The input signal Ɵ is a constant, which is often referred to as bias term. Sometimes it is not mentioned explicitly and is incorporated into the input vector x. The scalar output signal y can then be expressed as: (8) The function f(·) is called activation or transfer function. The activation function can theoretically be any linear or non-linear function. However, in practice often non-linear sigmoid or logistic functions are used due to their mathematical properties like monotonicity, continuity and differentiability. Latter property is required for effective learning algorithms. A sigmoid transfer function, which is also used in this research, is given in equation (9) . (9) 
Network design
When designing a neural network, the engineer has to identify a suitable network structure. Today the amount of possible ANNs is enormous, including highly specific network structures. Today, there are about 50 types of networks available [26] . However, modelling will be limited to Feed-forward ANNs, since they are common for pattern analysis problems. The three most important design parameters are sample size, number of hidden layers and number of hidden layer neurons. The generalization capability of a neural network predominantly depends on three properties [27] :
Size of the training set and its expressiveness, the architecture of the neural network, the complexity of the approximation problem. The last factor is hardly controllable, since when considering an implementation using ANN, the researcher has generally only little knowledge about the process' underlying complexity. The first and the second factor are dependent of each other. However, assuming that the researcher has chosen a suitable neural network structure and an expressive training data set for the problem at hand, [27] suggests equation (10) for determination of the required number of training samples N s . (10) Where:
Total number of free parameters within the network ε:
Fraction of classification errors permitted on test data :
Order of quantity enclosed in
The free parameters in a FNN are the number of weights and bias terms. A FNN with an arbitrary large number of non-linear hidden layer neurons can approximate any continuous function [26] , [27] . In literature, there is however disagreement if one or two hidden layers should be used in terms of optimal generalization performance. Generalization therefore refers to the network's performance with respect to previously unseen data. However, there seems to be consensus that more than two hidden layers are not required. There is currently no sound theory on which approach performs better. In terms of this research the authors follow the concept of [26] , who first recommends trying a network with one hidden layer, before implementing an ANN with two hidden layers. Blower level prediction can be described as mapping. The number of input nodes is therefore determined to be eight and the number of output neurons is defined as four. Flap position prediction can be described as mapping, meaning eight input layer nodes but only three output layer neurons. Since only little a-priori knowledge about blower level and flap position prediction is available, the number of hidden layer neurons must be chosen according to the complexity of the underlying functionality. For training the ANNs, about 3000 consistent data samples have been available. According to equation (10) , this allows for training of networks with a total sum of Nv=300 free parameters with an error probability ε=0. Figure 8 for blower level prediction and in Figure 9 for flap position prediction. This procedure prevents that poor weights initialization affect the performance plots and additionally provides statistical confidence concerning the results. It is apparent that the networks' performances initially increase and level off towards higher numbers of hidden layer neurons. There are no apparent local minima. However, it is also apparent that mean square error only slowly decreases towards high numbers of hidden layer neurons. Literature suggests selecting as few as possible hidden layer neurons, in order to minimize the number of free parameters within the network, meaning a trade-off between precision and cost [28] . In Figure 8 it is apparent that hidden layer neurons 12 to 25 form a more or less straight line, indicating only little further improvements in prediction performance. In Figure 9 , this straight line can be found for hidden layer neurons 10 to 25. The researcher therefore suggests implementing 12 hidden layer neurons for blower level prediction and 10 hidden layer neurons for flap position prediction. With these findings, the neural network structures have been determined as shown in Figure 10 and Figure According to equation (10) , this means that the networks can be efficiently trained with about N s =1700 for blower level and with about N s =1300 (good) samples for flap position prediction.
Training of the networks
The neural networks have been trained using the Conjugate gradient descent algorithm for training. The data set has been divided into 65% training data, 15% validation data and 20% testing data. Training data was used for system learning and validation data was used as cross validation for preventing the network from overfitting. The networks have been finally tested with the randomized and previously unseen test data. The testing results for blower level prediction are shown in Table 6 . It is apparent that a total of 86.2% of the test cases were correctly classified. The results for validation and training data are given in [21] and show similar performance. It is apparent that blower level "1" and blower level "4" have been best classified, suggesting that extreme conditions are well separable. Blower level "1" could be correctly predicted in 85.5%, blower level "2" in 82.6%, blower level "3" in 78.3% and blower level "4" in 97.2% of all cases. The classification performance between blower level "2" and blower level "3" seems not to be that clear. It is apparent that most cases of misclassification occur in neighboring classes. Table 6 therefore suggests that the operator had more difficulties to uniquely distinguish between blower level "2" and blower level "3" than between extreme situations. There seems to be an estimated 20% overlap between blower level "2" and blower level "3". This tendency is present in the training, validation and testing plots. There are various possible explanations for these phenomena. One could conclude that humans are fuzzy in evaluation of their thermal environment. This evaluation might also be time and location-variant to some extent. Another possible explanation might be the use of a manual HVAC system, which only allows for setting up a discrete output space. Problems may especially occur when the environmental situations demand an output value in between two discrete output classes. This could result in an increased range of decision fuzziness. The verification results with previously unseen data for flap position prediction are shown in Table 7 . It is apparent that in 87% the network is able to produce the correct output. Similar to blower level prediction, the extreme values "breast" (P1) and "head" (P3) have been predicted best with 86 % and 92.2% correct classifications. Flap position "breast-head" (P2) has been correctly classified for 82.8% of all cases. This suggests an overlap between flap positions "breast" and "breast head" as well as for flap positions "breasthead" and head. Possible explanations for these phenomena follow exactly the argumentation of blower prediction network.
Temperature reference modelling
The data mining process revealed that temperature knob setting is fairly segmental linear dependent on ambient temperature ϑ A . This is shown in Figure 12 . The authors suggest to model temperature reference value T k with two straight lines, which have been added in Figure 12 . A best fit straight line was therefore determined, so that for each (x i ,y i ) (11) is fulfilled. The coefficients have been calculated as a=-1.061, b=113. The result is summarized in equation (12) . (12) Figure 12: Temperature set-up 7. CONCLUSIONS Thermal comfort in transient environments, like an automotive cabin, is still far from being understood completely and generally accepted theories do not exist. This paper introduces a novel methodology to directly correlate environmental information to HVAC output control parameters. Data acquisition has been conducted in moderate to hot environments during spring, autumn and summer conditions in Southern Africa. Methods of data mining have been used for data integration, data cleaning, reduction of data dimensions, data transformation and have been implemented in Mathworks Matlab®. Principles of multivariate statistics have been applied to reveal variable interrelationships and correlations, in order to reduce the dimensionality of the feature space. Special importance has been attached to PCA, a dimensionality reduction and visualization technique, which successively explains maximal variance. The dimension of the input space was reduced from to . The necessary variables have been identified as vehicle speed, relative humidity, ambient temperature, in-cabin temperature, dashboard temperature, sun intensity, sun elevation angle and sun azimuth angle. ANNs have been applied to thermal comfort research in order to predict blower level as well as the heater box's air distribution flap position. Research has been conducted to determine the optimal structure of the ANNs. An 8-12-4 FNN was found for blower level prediction and an 8-10-3 FNN for flap position prediction. The networks have both been trained with about 3000 samples, however it was shown that 1700 and 1300 expressive samples should be sufficient to train the blower and the flap network respectively. The term expressive cannot be specified with formal means. In practice, this means that samples have to be collected which include representative information about the environment. In terms of thermal comfort this means that samples must cover a representative variety of environmental conditions, including moderate as well as extreme conditions. The resulting overall testing classification performance is about 87% for blower and flap prediction. Extreme values for blower level and flap position were predicted best. It was shown that data classes overlap to some extent which might be a result of human fuzziness in thermal comfort evaluation. However it might be also a consequence of the manual HVAC unit, which has been used for this research project. The ANNs performance has been verified against independent data, which have been randomly chosen from the data set and which have not been used for system training. It has been shown that it is possible to extract thermal comfort knowledge directly from measurement data. Prior modeling of human's thermo-regularity system and human's response is not necessary. It has therefore also been shown that it is possible to adapt a technical system to the thermal comfort preferences of an individual. Temperature knob prediction was found to be primarily dependent on ambient temperature and can be fairly approximated by a stepwise linear function.
