Optimal stopping in a search for a vertex with full degree in a random graph  by Przykucki, Michał
Discrete Applied Mathematics 160 (2012) 339–343
Contents lists available at SciVerse ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Note
Optimal stopping in a search for a vertex with full degree in a
random graph✩
Michał Przykucki ∗
Department of Pure Mathematics and Mathematical Statistics, Centre for Mathematical Sciences, University of Cambridge, Wilberforce Road,
Cambridge CB3 0WB, England, UK
a r t i c l e i n f o
Article history:
Received 30 June 2010
Received in revised form 5 August 2011
Accepted 12 October 2011
Available online 5 November 2011
Keywords:
Random graph
Vertex with full degree
Optimal stopping
a b s t r a c t
We consider the following on-line decision problem. The vertices of a realization of the
random graph G (n, p) are being observed one by one by a selector. At timem, the selector
examines themth vertex and knows the graph induced by them vertices that have already
been examined. The selector’s aim is to choose the currently examined vertex maximizing
the probability that this vertex has full degree, i.e. it is connected to all other vertices in the
graph. An optimal algorithm for such a choice (in other words, optimal stopping time) is
given. We show that it is of a threshold type and we find the threshold and its asymptotic
estimation.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The well known secretary problem can be stated as follows: n linearly ordered candidates for a job as a secretary arrive
at an interview in some random permutation. The selector’s task is to pick the very best of them, but his choice has some
serious limitations. He must make his decision at somemoment τ picking the presently examined candidate. What is more,
his choice is based only on his knowledge of the relative ranks of the candidates examined so far and the number n of all
candidates. This problem was solved in [11]. The optimal algorithm is of a threshold type, i.e. the selector must wait till a
certainmoment, asymptotically n/e, and then choose the first candidate that is the best up to now. The probability of success
is asymptotically 1/e.
This nice problem developed in various directions; see, for instance, the interesting surveys [2,15]. One of them consisted
of considering a partial order instead of the linear one, for instance, [16,7] (a survey of a research of several authors),
[8,12,13,5,4]. In [9,3] and [6], the aim of the selector is to choose in an optimal way a candidate from a given group.
The next generalization [10] came with realizing that orders are very rich directed graphs. Authors considered the
problem of choosing the maximal element of a directed path (the analogue of the best candidate in the linear order case).
Actually, there is no obstacle to formulate a still more general problem, where for a given graph we want to choose in the
on-line decision process a vertex from some predefined set of vertices. In particular, the graph-theoretic variant of [9,3,6]
was considered in [14].
In this paper, we go one step further and consider the problemof optimal choice of a vertex from a given subset of vertices
of a random graph. Namely, we find an optimal algorithm for choosing a vertex of a realization of the random graph G (n, p)
that has full degree. More information about random graphs can be found in [1].
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2. Definitions and notation
A graph is a pair (V , E), where V is a set of vertices and E is a family of nonempty subsets of V of cardinality at most two.
Each such subset is called an edge (connecting its elements). A vertex v has full degree if {v, u} ∈ E for every u ∈ V , u ≠ v.
The set of vertices of G with full degree will be denoted by F(G). For a graph G = (V , E), its subgraph induced by W ⊂ V is
the graph
G  W = (W , E ∩ {{w1, w2} : w1, w2 ∈ W }).
The random graph G (n, p) is a probability space, whose elements are all 2n labeled graphs G = (V , E) with vertex set
V = (v1, . . . , vn), without edges of cardinality one (loops), where each pair of vertices vi, vj, 1 ≤ i < j ≤ n is chosen to be
an edge of G independently and with probability p.
Let (Ω,F , P) be a probability space. Let F1 ⊆ F2 ⊆ · · ·Fn ⊆ F be a sequence of σ -algebras. We call such a sequence
a filtration. We say that a random variable τ : ω → {1, 2, . . . , n} is a stopping time with respect to a filtration (Ft)nt=1 if
τ−1({t}) ∈ Ft for each t ≤ n. We shall denote the set of all stopping times by T .
If we think of τ(ω), ω ∈ Ω , as a moment when to stop observing a certain process depending on ω and t = 1, 2, . . . , n,
then the condition τ−1({t}) ∈ Ft means that our decision to stop at t is based only on the events that took place until this
moment and does not depend on any information about the future events.
For x > 0, we shall useW (x) to denote the unique real value of the LambertW -function at x, which is the inverse function
of f (z) = zez .
Remark. In many optimal stopping problems, e.g. the one concerning linear or partial orders, the elements are assumed to
arrive in some random permutation. In our problem we do not make this assumption. Because of the random character of
the graph we are considering, we can simply assume that the vertices come in a given fixed order.
3. Choosing a vertex with full degree
For fixed n ∈ N, p ∈ (0, 1), suppose G = (V , E) is a realization of G (n, p). Our goal is to choose a vertex with full degree
of G (notice that such vertex may not exist in G). In the mth step of our search, we observe a vertex vm and then construct
the graph G  {v1, . . . , vm}. It is easy to see that this graph is a realization of G (m, p). Let us define random variables
Xi (G) =

1, when vi has full degree in G  {v1, . . . , vi},
0, otherwise.
Yi (G) =

1, when vi has full degree in G,
0, otherwise.
For k = 1, 2, . . . , n let us define the following stopping times
τk = inf{t ≥ k : Xt = 1 or t = n}.
Let us denote the set of these stopping times by Tn and the set of all stopping times by T .
Lemma 3.1. For some k ∈ {1, 2, . . . , n} the time τk is optimal, i.e.
P[vτk ∈ F (G)] = max
τ∈T P[vτ ∈ F (G)].
Proof. We should choose the ith vertex if the probability of winning with it exceeds the probability of winning with the
best strategy available if we continue. If Xi(G) = 0, then also Yi(G) = 0 and so we need only consider choosing the ith vertex
if Xi(G) = 1. We now observe that the probability of winning with such a vertex at draw i equals pn−i; thus it is a strictly
increasing function of i. The probability of winning with the best strategy available if we continue is a decreasing function
of i, since we can always get to a later point in the sequence and then use whatever strategy is available. Consequently, the
optimum strategy is of a threshold type. It means that for some k we should draw the first k − 1 vertices and then choose
the first vertex vi, i ≥ k, such that Xi(G) = 1. 
We shall now focus on finding the optimal time in the set Tn. Let
ck = P[Yτk = 1] = P[vτk ∈ F ]
be the probability of choosing a vertex with full degree using strategy τk.
Lemma 3.2.
cn = pn−1,
ck = pn−1 +

1− pk−1 ck+1, 1 ≤ k ≤ n− 1.
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Proof. Using the strategy τn, we are successful if and only if the vertex vn has full degree in G, so cn = pn−1 is clear. We also
have
ck = P[Xk = 1] · P[Yk = 1|Xk = 1] + (1− P[Xk = 1]) ck+1
= pk−1pn−k + 1− pk−1 ck+1 = pn−1 + 1− pk−1 ck+1. 
The following lemma is crucial in establishing an optimal stopping time.
Lemma 3.3. The sequence c1, c2, . . . , cn is unimodal.
Proof. For n ≤ 2 the lemma is trivial. Let n > 2. Of course, c1 ≤ c2. Let us assume that ck ≤ ck+1. By Lemma 3.2, ck is a convex
combination of pn−k and ck+1 thus ck ≥ pn−k. Assume that ck−1 ≥ ck. Once again by Lemma 3.2 we have ck−1 ≤ pn−k+1. Thus
pn−k ≤ ck ≤ ck−1 ≤ pn−k+1.
This is a contradiction. 
Theorem 3.1. For n ≤ 2 the time τ1 is optimal. For n > 2 the time τk, 2 ≤ k ≤ n−1, is optimal if and only if ck−1 ≤ ck ≥ ck+1.
Proof. The theorem is an immediate conclusion from Lemmas 3.1–3.3. 
In the following theorem we give the value of ck.
Theorem 3.2. For each k ≤ n
ck = pn−1 + pn−1
n−
i=k+1
i−1∏
j=k

1− pj−1 . (1)
Proof. Formula (1) is obtained by iterating the recursion in Lemma 3.2. 
Let τk(n,p) be an optimal stopping time in our problem. Let us prove the following lemma that gives an upper bound on
k(n,p).
Lemma 3.4. For any n and p ∈ (0, 1),
k(n,p) ≤
n−
W

p1−n log 1p

log 1p
 .
Proof. Of course, if pn−k = P[vk ∈ F |Xk = 1] ≥ P[F ∩ {vk+1, . . . , vn} ≠ ∅] then according to any optimal time we should
stop. We have
P[F ∩ {vk+1, . . . , vn} ≠ ∅] ≤ E[|F ∩ {vk+1, . . . , vn}|] = E

n−
i=k+1
Yi

=
n−
i=k+1
E [Yi] = (n− k) pn−1.
As the function f (k) = pn−k − (n − k)pn−1 is increasing, we can find an upper bound on k(n,p) by solving the equation
pn−k˜ =

n− k˜

pn−1 with respect to k˜. After a simple transformation we have

1
p
n−1
=

n− k˜
1
p
n−k˜
=

n− k˜

elog

1
p

(n−k˜) =
log

1
p
 
n− k˜

elog

1
p

(n−k˜)
log 1p
.
From the definition ofW we have
k˜ = n−
W

p1−n log 1p

log 1p
and for any integer k ≥ k˜we have P[vk ∈ F |Xk = 1] ≥ P[F ∩ {vk+1, . . . , vn} ≠ ∅]. 
In the following theorem, we give the asymptotics of k(n,p) when p ∈ (0, 1) is fixed and n tends to infinity.
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Theorem 3.3. For fixed p ∈ (0, 1)
k(n,p) = log (n)
log 1p
+ O (1) .
Proof. First we prove that for fixed p ∈ (0, 1)
k(n,p) ≤ log (n)
log 1p
+ O (1) .
Let k ≥

log n
log 1p

+ 3. If τk was optimal then, by Lemma 3.2, ck ≥ ck−1 ≥ pn−k+1. But then
ck ≥ pn−k+1 ≥ p
n−

log n
log 1p

+2

≥ p
n−

log n
log 1p
+2

+1
= npn−1 = E[|F |] > P[F ≠ ∅]
and that is a contradiction as no stopping time can be so efficient.
Remark. The above result can be also obtained using Lemma 3.4 and the fact that for x > e we have W (x) < log (x) −
log log (x).
To complete the proof of Theorem 3.3, we need to prove that for fixed p ∈ (0, 1)
k(n,p) ≥ log (n)
log 1p
+ O (1) .
Let k =

log n
log 1p

. By Theorem 3.2
ck = pn−1 + pn−1
n−
i=k+1
i−1∏
j=k

1− pj−1 ≥ pn−1 + pn−1 n−
i=k+1

1− pk−1i−k
≥ pn−1 + pn−1
n−
i=k+1

1− p
log n
log 1p
−1
i−k
= pn−1
n−k
i=0

1− 1
np
i
= pn−1
1−

1− 1np
n−k+1
1−

1− 1np
 > npn 1− 1
e
 1
p
− ϵ

,
for any ϵ and n > Nϵ . Let us now assume that τk−t is optimal. Therefore ck−t ≥ ck−t+1 and by Lemma 3.2 we have
ck−t ≤ pn−k+t ≤ npnpt−1. Now for t >
log

1−

1
e
 1
p

log p + 1 we have 1 −
 1
e
 1
p > pt−1 and thus, for ϵ = 1 −  1e  1p − pt−1 and
n > Nϵ , ck > ck−t and τk−t is not optimal. Therefore we must have t ≤
log

1−

1
e
 1
p

log p + 1. That completes the proof of the
lemma and Theorem 3.3. 
Remark. Simulations show that the asymptotic estimation of the threshold from Theorem 3.3 is unfortunately very slow
and it can be used as an accurate estimation of the optimal stopping time only for very large values of n.
Corollary 3.1. For fixed p ∈ (0, 1), under an optimal rule τk(n,p) , the probability of choosing a vertex with full degree conditioned
on the set F being nonempty is bounded away from 0.
Proof. Let k =

log n
log 1p

. As the event [vτk ∈ F ] is contained in the event [F ≠ ∅], by the second part of the proof of
Theorem 3.3, we get
P[vτk(n,p) ∈ F |F ≠ ∅] ≥ P[vτk ∈ F |F ≠ ∅] =
P[vτk ∈ F ]
P[F ≠ ∅] >
P[vτk ∈ F ]
E[|F |]
= npn

1−

1
e
 1
p
− ϵ

(npn−1)−1 = p

1−

1
e
 1
p
− ϵ

for any ϵ and n > Nϵ . 
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Question 3.1. What is the asymptotic behavior of k(n,p) if p → 1 as n →∞?
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