The increasing popularity of Internet of Things (IoT) technology has greatly influenced the production mode and life quality of humans. Simultaneously, the security issues of such technology have become a focus of attention. There are many aspects of IoT security issues. In this paper, we propose a framework to solve the problem of network intrusion detection in IoT. First, an intrusion detection dataset named UNSW-NB15 is selected as the research object. Then, the dataset is preprocessed and the feature selection job is accomplished to obtain a suitable subset. After the above steps are completed, a Bayesian model is built according to the K2 structure learning algorithm. The parameters are obtained through the Maximum Likelihood Estimation algorithm. Finally, the testing dataset is inputted for classification. The simulation results show that the system can detect the anomaly intrusion effectively.
Introduction
Modern technologies, especially Internet of Things, have revolutionized human society. As the Internet of Things technology develops rapidly, more and more security problems are emerging. The Internet of Things is vulnerable to attacks from different levels, including the application level, network level, and physical level. There is no doubt that the variety of attacks is getting richer and quantity of attacks is becoming larger [1] . Moreover, in the era of net interconnection, the security problem is magnified. Usually, once a device or a net is polluted, the others are often spared, which will cause significant losses [2] . Therefore, in this case, establishing an effective security system, which aims to detect various intrusions and malicious attacks and ensure the reliability of the Internet of Things, is especially important.
Generally speaking, the steps to build an Intrusion Detection System (IDS) include the collection of datasets, data cleaning, feature selection of original data, model establishment, and classification [3] . The collection and cleaning job can be regarded as the preprocessing task, which is crucial to the latter steps. Feature selection is often a way that improves realtime performance while meeting accuracy requirements. Modeling is a process of data fitting that describes the system. All of the above work paves the way for the final decision.
From another perspective, the issue of intrusion detection is also considered an uncertainty event reasoning problem under the condition of known information. A Bayesian Network (BN) is a good tool for uncertainty expression and probabilistic reasoning [4] . It is an interpretable model due to the foundation of the theory of probability and graph. There are many application fields including fault detection, industrial control, data mining, medical diagnosis, and military.
In our study, a framework of IDS based on the Bayesian Network and UNSW-NB15 dataset is proposed. The remainder is as follows. In Section Ⅱ, a summary of related work in IDS is listed. Section Ⅲ gives some basic theory of the intrusion detection in IoT and some knowledge about the Bayesian network. In Section Ⅳ, the details of the whole IDS are explained in the order of data preprocessing, feature selection, Bayesian structure, parameter learning, and classification decision. Section Ⅴ presents a simulation, and we conclude in Section Ⅵ.
Related Work
Much research has been conducted on the IDS. Since the new data set UNSE-NB15 is chosen in this paper, the following work is related to it.
In [5] , the value of the center point for each feature is first calculated, and then a data mining method named Association Rule Mining is used to pick out the most suitable subset. Some machine learning methods are used to finish the classification job. The result is that Logistic Regression can achieve the highest accuracy 83.0%. In [6] , based on the idea of binary tree, a hybrid detection framework is constructed. For the known attack, use the best model for each type, while for the unknown, classify it into normal or anomaly. However, the complexity of this method is too high while the practicality is not high. In [7] , the author analyzed the KDDCup99 and UNSW-NB15 from the distribution of data and the similarity of training and testing data. Five different classifiers are used to prove that the UNSW-NB15 is more complex and has more modern network features. In [8] , Artificial Neural Networks are used for detection of Dos. To get better accuracy and improve the performance, the multi-layer perceptron is used, and the Dos detection accuracy can reach 97%. In [9] , data is first divided into three categories according to different network protocols (TCP, UDP, and others), and based on the Information Gain, at least 12 features are selected and the Decision Tree makes a decision. In [10] , a Random Forest with 800 trees is proposed for IDS, where the parameters are obtained by the grid search method. In [11] , a method combining GA and SVM is applied to build an IDS. To get an optimal subset, the fitness function in GA is fixed, where the input parameters are TPR, FPR, and the number of subsets. In [12] , a three-layer IDS framework is proposed where a best subset is selected with the help of ARM. Based on that, the authors adopt Naive Bayes and EM algorithms to detect whether it is intrusion or not. In [13] , a variety of machine learning and data mining algorithms are adopted for the purpose of selecting the best feature subset. After that, a Random Forest classifier finishes the classification task with five attributes, and the result is better than that in [12] . In [14] , a framework containing five different feature selection strategies is proposed, and the J48 classifier with GR filter can achieve the highest accuracy of 88% with 18 features.
Basic Theory

Network Intrusion Detection System of IoT
A common framework for IoT security is shown in Figure 1 [15] . This framework contains three parts: perception layer, transportation layer, and application layer. A large amount of data passes through the transport layer, which makes it extremely easy to be attacked. Therefore, an effective NIDS is critical to the entire IoT security system. In fact, the IDS system can be partitioned from a number of different perspectives. The first is network-based IDS or host-based IDS [16] . The network-based IDS refers to detecting an activity through analysis of the network packets. The host-based IDS means deploying the intrusion detection software or program on the corresponding host, which aims to analyze the system log. From another view, intrusion detection systems can be divided into misuse detection and anomaly detection [17] . The former can tell you the exact type of intrusion attack, but it fails in detecting unknown attacks. The result of the other detection system is relatively simple, that is, normal or abnormal. It is constantly receiving attention due to its ability to identify some new attacks. In this paper, a network-based anomalies system will be introduced to solve the intrusion detection problem.
Bayesian Network
In the process of simulating the uncertainty representation, reasoning, and learning, the Bayesian network provides a method to visualize the knowledge diagram. BN is a directed acyclic graph consisting of two parts. Part of the qualitative information, that is, the network structure, uses nodes and edges to represent the reality of things and their associations. The other part, that is, network parameters, represents the quantity of correlation degree between variables through the conditional probability table [18] .
In the Bayesian network, nodes without direct connection are conditionally independent. In this case, the joint probability can be decomposed into the following formula:
Conditional independence greatly reduces the complexity of the probabilistic model in the computation process. Assuming all the variables in the model 'Rain' have two different states, then the joint probability will be as follows:
Joint probability can be obtained by only nine independent probabilities. Compared with the original, conditional independence can greatly reduce the computational complexity of Bayesian networks.
Bayesian network inference is a process to calculate the posterior probabilities of interested variables with the states of evidence variables given according to Bayes formula:
Proposed Intrusion Detection System
In this section, an IDS based on the Bayesian network is proposed and shown in Figure 2 .
The first step is to select a proper training dataset, which can represent the real network traffic situation. Then, preprocess the dataset. In this stage, the job focuses on reducing the amount of redundant attributes, which requires attribute selection methods.
Next, discrete the data, which not only provides a concise summary of continuous attributes to help understand the data, but also makes learning more accurate and faster. Replace them with symbols that can be received by a BN.
After the above, use Bayesian structure learning methods to get a dag and adopt the relevant parameter learning method to obtain the conditional probability table. Finally, test the model and obtain the results.
Dataset
When evaluating the performance of the NIDS system, it is important to have a complex dataset that can reflect the normal or attack situations of the real network [19] . There are many scholars and research institutions that have conducted work on the datasets of network intrusion detection. Among them, KDD'99 and its updated version NSLKDD are classics [20] . However, redundancy and data imbalance exist within them. Besides, many new species of attacks have emerged as network techniques rapidly develop. A complex and balanced dataset is especially important for intrusion detection. The UNSW-NB15, created by Moustafa et al [21] , is a modern network-based dataset that has many complex characteristics. It contains 49 different features, which can be divided into five parts: Basic, Flow, Time, Content, and Additional generated features. The official website provides a pair of training and testing datasets. There are 82,332 records in the training set, where 45% of them are normal cases while the rest are anomalies. The amount of testing set is 175,341, of which the normal samples occupy around 32% and the abnormal percentage is 68%.
Compared to others, UNSW-NB15 has more advantages in the following aspects: 1) Rich data types, more in line with the characteristics of modern network traffic data.
2) The distribution in the training and testing datasets is similar.
In this paper, we adopt the UNSW-NB15 dataset for research on intrusion detection.
Feature Selection
In general, if a dataset contains too many features, it is redundant [22] . The more features in a dataset, the more difficult the problem is to solve in modeling and testing. There are 44 features in the UNSW-NB15 data set. Obviously, it is necessary to streamline it to simplify the construction of the model and increase the speed of the operation. However, the feature selection step not only relies on technology but also requires much experience.
In this paper, the feature selection method is the same as the one used in [13] , where a few different kinds of machine learning techniques are adopted to select the subset. Thus, we adopt these features as the research object , , , _ _ _ . service sbytes sttl smean and ct dst sport ltm 4.3 
. Bayesian Network Structure Learning
Bayesian network structure learning is a process to analyze a network structure that matches the training sample set and preferably reflects the dependencies between nodes. However, the process to find an optimal structure is an NP-hard problem [23] . Therefore, learning Bayesian network structure from data has always been a research hotspot. Generally speaking, structure learning methods include two different categories, one based on the scoring function and the other based on the constraint learning method [24] .
In this paper, the K2 algorithm presented by Cooper [25] is used to learn the BN. The specific process is as follows: 
Bayesian Network Parameter Learning
Parameter learning refers to learning the quantitative relationship of Bayesian networks based on data, that is, conditional probability.
In the case of relatively complete data, the Maximum Likelihood Estimation (MLE) algorithm can be used for parameter learning [26] . The method judges the degree of fitting of the sample and the model according to the likelihood of the sample and the parameter, so that the parameter with the largest likelihood function value is regarded as the result learned by the Bayesian network. 
.
Therefore, the required logarithmic parameter is:
, , ,
Bayesian Network Inference
The Variable Elimination (VE) algorithm is an easy-to-understand computational simple reasoning algorithm proposed by Zhang et al [27] . Variable Elimination algorithm adopts a straightforward way to decompose the joint probability according to the chain product rules and conditional independence. It is easier to implement by calculating the posterior probability on the BN, but the reasoning result is disposable for one node.
Assuming there is a BN, where are the observed nodes and is the target node, the posterior probability can be written as:
Applying the chain rule with condition independence, Equation (6) can be presented as below: 
In Equation (7), i A is the node in BN, while () i Pa A is the parent node of i A . In this way, irrelevant variables others can be eliminated one by one until ( , ) P X Obs is known. Finally, compute the posterior probability of X given Obs :
Simulation
In this section, UNSW-NB15 is selected for our experiment. In the feature selection part, the result is based on the work of [13] . Then, discrete the original selected data. After the above steps, we work in the MATLAB environment to code, which aims to build a Bayesian Model with the Bayes Net Toolbox written by Kevin Murphy [28] . Finally, a Bayesian network classifier is constructed for intrusion detection.
First, based on the former work, the selected features are , , , , _ _ _ , . attack smean sbytes service ct dst sport ltm sttl When it comes to discrete original data, we first analyzed the distribution of the data. Discretization is based on the distribution of data and the association with corresponding categories. Table 3 is a discretization example of . smean Then, we use K2 learning method to obtain a BN structure, as shown in Figure 3 . Here, to make the structure clear and simple as well as to ensure good performance, the maximum number of parent nodes per node is set to be 2 after many experiments. The prior order as an input is   For the anomaly detection problem, we first get the confusion matrix of the test dataset.
The value of TN means the number of normal examples that are classified correctly, while FN represents the quantity of normal cases that are regarded as abnormal. TP stands for the amount of attacks that are classified as intrusion. FP is the count of attack records that are wrongly divided into normal parts.
With the definition above, some evaluation metrics are adopted. They are the False Alarm Rate (FAR) and the Accuracy. 
TP TN
The comparison results of classification accuracy and FAR between the proposed framework and those in [13] are separately shown in Tables 5 and 6 . It can be seen from Table 5 that the FAR in both the training dataset and testing dataset are higher than those in [13] , while the accuracy in this paper is a little higher than the one in [13] . 
Conclusion
The increasing development of IoT technology has huge impacts on human life. However, many security issues have also emerged. In our study, the issue of anomaly intrusion detection in the security defense of the Internet of Things transport layer is analyzed. An interpretable model based on Bayesian network is proposed through the structure and parameter learning process, where UNSW-NB15 is used as a research object. The experimental results show that the intrusion system based on the Bayesian network has a good effect on anomaly detection and an accuracy of more than 84%. However, there are also many shortcomings, and future work will focus on the feature selection method for a more appropriate subset, the promotion of accuracy, and the reduction of false alarm rate.
