The CALorimetric Electron Telescope primary detector (CALET-CAL) is a 30 radiation-length-deep hybrid calorimeter designed for the accurate measurement of high-energy cosmic rays. It is capable of triggering on and giving near complete containment of electromagnetic showers from primary electrons and gamma rays from 1 GeV to over 10 TeV. The first 24 months of on-orbit scientific data (2015 November 01-2017 October 31) provide valuable characterization of the performance of the calorimeter based on analyses of the gamma-ray data set in general and bright point sources in particular. We describe the gamma-ray analysis, the expected performance of the calorimeter based on Monte Carlo simulations, the agreement of the flight data with the simulated results, and the outlook for long-term gamma-ray observations with the CAL.
Introduction
The CALorimetric Electron Telescope (CALET) is an observatory for direct, calorimetric measurement of the cosmicray electron spectrum from energies ∼10 GeV well into the TeV region that was deployed to the International Space Station (ISS) in 2015 August (Torii et al. 2015) . The primary CALET instrument is the calorimeter (CAL), which is also sensitive to photons from ∼1 GeV to several TeV, and protons and nuclei to ∼1 PeV. Also present on the CALET payload are the CALET Gamma-ray Burst Monitor (CGBM; Adriani et al. 2016; Yamaoka et al. 2017) , which is sensitive to photons over the broad energy range 7 keV-28 MeV, and the Advanced Stellar Compass (ASC; Jørgensen & Liebe 1996) , which allows for the precise determination of the CALET pointing direction (Figure 1) . CALET is now docked on the Exposed Facility of the Japanese Experiment Module (JEM-EF) on the ISS. The total size is 1850 mm×800 mm×1000 mm, with mass 612.8 kg.
Initial results on the high-energy electron spectrum have been reported in Adriani et al. (2017) . We describe here the capabilities of the CALET-CAL for GeV-energy gamma-ray observations, expanding upon previous work based on preliminary simulated data and algorithms presented in Mori et al. (2013) .
Instrument Description

The CALET Calorimeter (CAL)
As a dedicated electron telescope, the CAL boasts a normal incidence depth of 30 radiation lengths (X 0 ) and comprises three primary subdetectors (Figure 2 ): the CHarge Detector (CHD), the IMaging Calorimeter (IMC), and the Total AbSorption Calorimeter (TASC).
The CHD is a hodoscope made up of two orthogonal layers of plastic scintillating paddles (32 mm×450 mm×10 mm each) read out by photomultiplier tubes (PMTs). It provides measurement of the absolute charge of primary particles passing through the top of the instrument.
The IMC is a sampling calorimeter (sampling fraction ∼12%) with pairs of crossed x-y layers (8 pairs×2 layers× 448 fibers) of finely segmented plastic scintillating fiber (SciFi; 1 mm×1 mm×448 mm each) read out by multi-anode PMTs (MAPMTs), with seven tungsten sheets interspersed between the layer pairs. The total thickness of the IMC is ∼3 X 0 , with the overwhelming majority of the material provided by the tungsten sheets (upper five: 0.7 mm each, lower two: 3.5 mm each). This stimulates the start and development of the particle shower, while the layers of SciFi provide high spatial resolution imaging of the cascade useful for particle identification and tracking.
The TASC is 12 crossed layers (6 pairs×2 layers×16 logs, each 19 mm×326 mm×20 mm) of lead tungstate (PbWO 4 or PWO) logs for a total thickness of 27 X 0 . The top PWO layer is read out by PMTs, while the lower layers are attached to photodiode and avalanche photodiode (PD/APDs) readouts.
The depth of the calorimeter allows for nearly total containment of electromagnetic showers from primary electrons and photons with energies up to tens of TeV. Because of this efficient collection, the reconstruction of kinetic energies requires only a small adjustment to the energy deposit sum in the TASC for electrons with energy above ∼10 GeV. In contrast, the calorimeter depth only corresponds to 1.3 proton interaction lengths, and a considerable fraction of the energy in showers from hadronic primaries is lost due to the escape of secondary hadrons (mainly pions). While the resultant energy resolution for hadronic primaries is worse than that for electrons and photons, the difference in shower topologies in the CAL gives a powerful rejection of the dominant proton flux.
In the discussions that follow, the CHD layers will be referred to as CHDx and CHDy, and the IMC/TASC layers will be labeled with a number from 1 to 8 and an orientation axis (e.g., IMC 1x or TASC 5y).
Calibration
High-quality calibration of the instrument is necessary for the accurate conversion from discrete analog-to-digital converter (ADC) units to real energy deposits. The initial calibration of the CAL was performed prelaunch with a series of laboratory tests, accelerator beam exposures, and measurement of the minimum ionizing particle (MIP) signal from penetrating cosmic-ray muons together with comparison to Monte Carlo simulations . The pedestal and MIP distributions for each channel were characterized before the launch and are updated frequently on orbit.
The detector temperature is measured by thermal sensors located at various points in the calorimeter, and a thermal model was developed preflight for the extrapolation of these measurements to every detector component. On orbit, the temperature for a given component is found to vary by a few degrees with a period of ∼2 months corresponding to the change in the solar beta angle. This introduces variations of ∼3% rms in the MIP peak position for the TASC logs. The signal from each detector is corrected based on the observed temperature dependence, reducing the variations to the order of ∼1% rms. The final validation of the energy response and corrections for any misalignment of the IMC fibers were performed using penetrating muon signals after the final assembly of the calorimeter. In the on-orbit checkout phase, these calibrations were refined using penetrating protons and He nuclei. A detailed description is given in Asaoka et al. (2017) , where an energy resolution of the summed energy deposits on the order of a few percent is achieved. The resulting error on the primary energy reconstruction for electrons (and gamma rays, given the similarity in shower shape) is estimated to be 3% at 10 GeV and above, and increasing with decreasing energy to ∼12% at 1 GeV.
Currently, during normal scientific operations, a dedicated trigger mode for penetrating He is frequently enabled to update the calibrations to account for time-dependent effects. Corrections applied for temporal variations in the instrument response are briefly described in Adriani et al. (2017) .
Trigger
Several hardware triggers are active for the calorimeter, configurable by thresholds in both CHD layers, consecutive IMC layers, and in the TASC 1x (PMT) layer (Asaoka et al. 2018) . For the IMC trigger logic, the thresholds apply to the MAPMT sums, each of which represents two x-layers or two y-layers (e.g., IMC 1x + IMC 2x or IMC 3y + IMC 4y) due to the arrangement of the readouts. For gamma-ray observations up to tens of GeV, the low-energy gamma (LE-γ) trigger is used when available. Active at low geomagnetic latitudes (except for the passage through South Atlantic Anomaly), the LE-γ trigger only requires low thresholds on the bottom layers of the IMC (i.e., IMC 7x + IMC 8x, IMC 7y + IMC 8y) and the top layer of the TASC (i.e., TASC 1x), giving an effective minimum energy of ∼1 GeV. While there is some overlap in energy with the highenergy (HE) trigger, which has a low-energy threshold of ∼10 GeV, the LE-γ trigger is assumed for the purposes of the analysis in this paper.
Track Reconstruction
Event tracks in the CAL are reconstructed for the LE-γ trigger mode using the EM Track (Akaike et al. 2013) , Kalman Filter Track (KF Track; Maestro et al. 2017) , and CC Track (described below) algorithms. The EM Track algorithm is also used for electron analysis and is a powerful method for reconstructing electromagnetic showers. However, it has reduced efficiency for energies below ∼10 GeV due to the lack of a strong signal in the bottom IMC layer for events that convert earlier in the calorimeter. Additionally, since the shower core is not as well developed for these low-energy events, the cluster of fibers in a layer with the highest energy deposit may not lie directly along the primary axis.
KF Track is designed to discriminate between a potentially large number of confusing secondary tracks. As such, it is very effective for reconstructing trajectories for protons and other nuclei. However, track quality requirements that a majority of layers be used make it inappropriate for low-energy gamma-ray events. While the trajectories fitted by this algorithm are not directly used for event reconstruction, several parameters from the procedure are useful for rejecting background proton events and are discussed further in Section 3.
CC Track is designed specifically for LE-γ event analysis. The procedure begins with finding the five fibers with the largest energy deposits in the three bottom layers of the IMC separately for the x-and y-projections. Clusters are formed by including the nearest neighbors to these fibers, using the center of energy for the cluster as the position in the layer to fit. Track candidates are formed by fitting the 125 (5 in IMC 6×5 in IMC 7×5 in IMC 8) possible combinations of these fibers. The candidate tracks are extended to the upper layers of the IMC, and additional points near the extrapolation are included in the refitting. If the reduced χ 2 for a given track candidate increases above 2, its extension process is terminated. The energy deposits along each track candidate are summed, and the trajectory with the highest total energy deposit is selected. Using this algorithm, the number of reconstructed particle tracks in the simulated data set is increased by a factor of 2 or more compared to EM Track for photons with energies below 5 GeV.
Event Geometries
Event candidates are categorized in the analysis based on six acceptance conditions (with other events considered out of geometry and not used). For LE-γ events, these geometries are referred to as E, ED3, EB3, ED, EB, and A, ordered from least to most restrictive ( Table 1 ). The minimum requirement for all reconstructed events is incidence on the top of the CHD and the top of the TASC, excluding a border region of 1.9 cm (1 PWO log width). Events satisfying this condition are in acceptance condition E and are thus considered for analysis here. The remaining categories successively restrict the geometry and guarantee that event trajectories have incident charges sampled by the CHD, with showers that develop within the calorimeter and without significant leakage out of the sides of the TASC. The total combined geometrical factor calculated by Monte Carlo simulation for LE-γ analysis (Sullivan 1971 ) is 1184 cm 2 sr. Table 1 gives the geometrical factor for each acceptance condition individually.
Primary Energy Reconstruction
The reconstruction of the kinetic energies of photon candidates is based on simulated photon events and is tuned separately for each acceptance condition. Because of absorption in the tungsten layers, energy deposits in the IMC are important, especially for lower energy events, where the loss in inactive detector elements is ∼20% at 1 GeV and ∼10% at 10 GeV. In order to address this and leakage from the instrument, EPICS 48 simulations (Kasahara 1995) are used to determine appropriate scaling factors for combining the summed TASC energy deposits with the energy deposited in the scintillating plastic layers of the IMC (Akaike et al. 2015) .
Event Classification and Effective Area
Given the procedures for the reconstruction of the primary trajectory and kinetic energy along with the definitions for the acceptance conditions described previously, the selection of photon events will now be described in detail. In this section, the specifics of the various cuts used in the gamma-ray selection are discussed, and the resulting effective area is evaluated using EPICS simulated data. We generated photons isotropically in EPICS on a partial sphere covering the CAL and extending down to incidence angles of 90°. The thrown energies span the range from 100 MeV up to 1 TeV following an E −1 distribution to equally populate bins equally spaced in logarithm. A total of 3.2×10 8 events were generated per decade of energy.
Gamma-Ray Selection
Initial preselection conditions are necessary to isolate a sample of events that can be reconstructed with sufficient accuracy for this analysis and to guarantee the validity of the efficiencies derived from simulated data. Note that the analyses for the EM Track and CC Track algorithms are performed separately but that the conditions on the events are the same at the selection level regardless of the tracking algorithm. These cuts have been optimized for the LE-γ event analysis. The charge cut has been modified from previous CALET presentations (e.g., Cannady et al. 2017; Mori et al. 2017) , and the albedo, KF Track, and field-of-view (FOV) cuts are new additions.
Offline trigger.In the hardware trigger for flight data, the logical discriminators are configured in terms of the ADC units for the thresholds. When translated into deposited energies, temporal variations are present due to the absorption of light in the scintillators and the temperature and position dependence of the response characteristic of each channel among other effects. To mitigate this variability inherent in the flight data sample, an offline trigger is applied to both flight and simulated events with a threshold on the summed energy deposits in the LE-γ trigger layers (Section 2.3). Specifically, the requirements for the LE-γ offline trigger are 7 MIPs in IMC 7x+IMC 8x, 7 MIPs in IMC 7y + IMC 8y, and 10 MIPs in TASC 1x. As shown in Figure 3 , the sensitivity drops to ∼50% at 1 GeV, reaching zero at ∼500 MeV. For the analysis presented in this paper, only those events reconstructed with kinetic energy 1 GeV or higher are considered.
Tracking.First, basic requirements are imposed on the trajectories of the events. For the purpose of evaluating the effective area, the simulated event sample is trimmed to only include those with Monte Carlo true trajectories satisfying the geometry E conditions ( Table 1 ). The more general subsequent filter applied to both simulated and flight data requires a reconstructed track which satisfies the geometry E conditions.
The number of IMC layers used in the track reconstruction is taken to be a proxy for the height in the instrument where the initial pair conversion interaction occurs. The numbers corresponding to the x-and y-projections of the track are referred to as N p x and N p y , respectively. To guarantee reliable tracking, N p x and N p y are both required to be 3, and the condition
is imposed to reject inconsistent estimates of the pair conversion layer, as this suggests poor reconstruction for one or both axes. Furthermore, events that are reconstructed with
are found to be generally misreconstructed for gamma-ray analysis and are much more common for hadronic primaries. As a result, events using all eight IMC layers in the tracking are also removed.
The final requirements on the quality of the reconstructed track are in the consistency between the direction and the energy deposits in the bottom of the IMC and the top of the TASC. Energy-dependent constant-efficiency cuts were tuned using EPICS gamma-ray data separately for each of these conditions. The total energy in IMC 8 is required to surpass a threshold based on 98% acceptance of otherwise well-tracked simulated events in the same geometrical acceptance condition. The distance between the projected intersection of the track with TASC 1x and the center of energy in that layer is calculated and must not exceed a threshold set at 98% of events passing the previous cut that have an N p x or N p y of 3, since these represent the least accurate events that are acceptable for analysis.
Shower shape/hadronic rejection.Low-energy gamma-ray events with a small shower and zero charge measurement can Note.Asterisks on layers denote that a veto is used for the outer 1.9 cm (1 log width) of the layer. The rightmost column gives the geometrical factor calculated for each condition, which is exclusively defined such that each row does not include events satisfying a condition below it.
48 http://cosmos.n.kanagawa-u.ac.jp/EPICSHome/ be mimicked by albedo (i.e., upward moving) secondary charged pions from hadronic interactions in the calorimeter or the support structure for the instrument. A signature for upward moving, stopping particles would be an increase in the energy deposit per unit length in the detector upward along the reconstructed track. To veto these events, gamma-ray candidates are required to deposit more energy in the bottom layer of the IMC than in the layer of pair conversion.
Further rejection of events with showers not consistent with a well-tracked pure electromagnetic cascade is provided by a cut on the IMC concentration. This quantity uses the lateral spread of the energy deposit distribution in the lower layers of the IMC. For IMC 8x and IMC 8y separately, it is required that the fraction of energy deposited within±1 Molière radius for the tungsten sheets of the reconstructed track (corresponding to ±9 SciFi fibers) be at least 40% of the energy deposited in each layer in total.
Several parameters from KF Track have physical meaning for events in the CAL and are used in the rejection of the hadronic background for the gamma-ray analysis. For every event in the EM Track and CC Track samples, the KF Track is attempted. A limit is placed on the number of clusters found for tracking in the IMC at 400, and a veto is placed on any event with a well-fitted KF Track result, which differs from the EM Track or CC Track (depending on which is being considered) reconstruction by more than 6°. The final requirement on the shower shape of the events utilizes the K parameter. K is defined as
where R E is the second moment of the lateral energy deposit distribution in the top layer of the TASC, and F E is the fractional energy deposit in the bottom TASC layer with respect to the total energy deposit sum in the TASC. This estimator is one of two methods used for the e/p separation in the derivation of the electron flux (Adriani et al. 2017) and is designed to exploit the larger spread and slower development of proton showers due to the penetrating nature of secondary hadrons.
Charge zero.In order to select events consistent with a primary charge of zero, cuts are made on the energy deposits in the CHD and upper IMC layers. These requirements are designed to veto events with consistent charge >1 MIPs in at least one of three filters. The three filters include (1) CHD max, the sum of the maximum energy deposit in a paddle and the larger of its neighbors in each axis, (2) CHD hit, the sum of energy deposits in the three paddles nearest the reconstructed track for each axis, and (3) IMC hit, the sum of energy deposits in the nine fibers nearest the track for each axis. The cuts were initially studied with EPICS simulated electron, proton, and photon data sets. The thresholds were validated by comparing the analogous distributions in the flight data sample. The specific requirements, their efficiencies, and a representative distribution for one of the filters are shown in Figure 4 .
Field-of-view limit.Several fixed structures on the ISS are visible in the FOV of the CAL when considering geometry E events. Cosmic-ray interactions in these structures create secondary photons that are detected by the CAL and create a constant photon background for the gamma-ray analysis. A map of photon candidates in the CAL-frame coordinates and the locations of ISS structures were used to create a mask for the reconstructed trajectories, effectively removing these structures. This mask is included in the calculation of the effective area and is thus accounted for in the exposures.
Effective Area
The resulting effective area of the CAL to gamma rays is derived using simulated data sets. To model the response, the FOV of the CAL is divided into equal solid angle pixels using the HEALPix scheme (Gorski et al. 2005) . The simulated events are thrown with an isotropic distribution over a hemisphere covering the top half of the calorimeter. For energy bin i and sky pixel j, the effective area is calculated as The effect of successive cuts on the effective area is shown for events near normal incidence for both EM Track and CC Track in Figure 3 . Figure 5 shows the variation of the final selection with zenith angle. Note that the large fluctuations in the bins with a high incidence angle are due to the FOV restrictions, which introduce non-uniformity in the response. The maximum of the effective area is achieved at approximately 10 GeV, with the sensitivity at higher energies decreasing due to contamination from backscattered particles in the CHD signal. Variations of the types of cuts described above are in development for gamma-ray analysis using the HE trigger and the EM Track reconstruction for events above ∼30 GeV to mitigate this loss of sensitivity by including charge measurement with high spatial resolution in the upper layers of the IMC.
Point-spread Function and Angular Resolution
The procedure for determining the angular resolution and point-spread function (PSF) of the CAL for gamma-ray observations follows the treatment in Ackermann et al. (2012) for Fermi-LAT.
Derivation from Simulated Data
Starting from the simulated data set described previously in Section 3, the selection conditions are applied to obtain a representative sample of photon candidates. For each event, the angular error α in the track reconstruction is calculated using the Monte Carlo true direction and that obtained from the fit.
In general, the response of the calorimeter is a function of many parameters, due to the intrinsic resolution of the detector and systematic effects of the analysis. The most significant considerations are the kinetic energy of the particle and N p , taken for each event to be the smaller of N p x and N p y (as defined in Section 3.1, tracking). The angular resolution, C 68 , is determined in each energy and N p bin as the radius of the angular error for which 68% of events are reconstructed with α<C 68 . This quantity is well represented for the CAL by the functional form
where the functional parameters
) are themselves dependent on N p , and E is in units of GeV. This form is similar to that used for the scaling function described in Ackermann et al. (2012) . It differs by the inclusion of the N p dependence and the factor (1+E δ ), which was added to account for the increasingly detrimental effect of backscattered particles on the effective reconstruction of tracks in the CAL with increasing primary photon energy. Optimal parameters are found by a chisquared fitting of the C 68 calculated from the simulated distributions. Figure 6 shows these values for the angular resolution and the agreement with the fitted S p .
The PSF, P, is constructed to represent the probability density of reconstructing an event at a given α. It is therefore expected to be normalized in solid angle over the possible 
If the PSF decreases sufficiently rapidly that the contribution to the integral from angles where the small-angle approximation, sin α∼α, fails is 1%, the normalization condition can be simplified, i.e.,
We find that the function used to describe the PSF of Fermi-LAT (a King function; King 1962) is also appropriate for the distribution of angular errors in the CAL. The functional form used in Ackermann et al. (2012) ,
by choice of its parameters. If the PSF decays sufficiently quickly, the error introduced by integrating beyond the upper limit of π is negligible. A pair of King functions to describe a core and a tail contribution to the PSF are necessary to best match the CAL response. We scale the angular errors α to units of the angular resolution according to the functions fitted to the angular resolution above,
where x represents this scaled angular error. Constructing the PSF as a function of x rather than α, we find that the application of the scaling functions yields a response independent of photon energy and N p . For the global PSF, we obtain the distributions shown in Figure 7 . The core and tail contributions and the composite fit are shown for both EM Track and CC Track by the red, green, and blue curves, respectively. These correspond to 68%, 95%, and 99% containment of events at x-values of 1 (1), 1.9 (2.0), and 2.6 (3.5), respectively, for EM Track (CC Track) events. We note that the normalization (Equation (2)) of the King functions remains valid for the scaled quantity x if the assumptions hold separately for all bins considered. That is, the normalization conditions are identical in α and x for a given bin under appropriate scaling of the width,
For the energy range above 1 GeV, it is found that the error implicit in the small-angle approximation is no more than ∼1% out to x of 10 or more. Furthermore, the error introduced by extending the limits of integration is validated numerically and is found to be negligible (∼10 −4 ).
Isolation of Photon Candidates from Bright Point Sources
To evaluate the consistency of these results with the observed performance of the instrument on orbit, we isolate signals from point sources that are in exposed regions of the sky and are bright enough to be significant over the background in the CAL analysis. The most prominent sources are the Crab, Vela, and Geminga pulsars and the active galactic nucleus (AGN) CTA 102 seen during a bright flare in late 2016 to early 2017.
In order to determine the arrival directions for photon candidates, a transformation from the CAL reference frame to a celestial system must be defined. Orientation information for the CAL is primarily determined using the ASC, which determines its orientation by correlating images of the sky and star maps. Since this information is not always available or reliable due to the position of the Sun or high residuals in the correlation, the ASC quaternions 49 must be interpolated over regions with missing information (Asaoka et al. 2018 ). For short time gaps, spherical linear interpolation can be used. For longer gap periods, the orientation quaternion of the ISS must be used. Since the orientation of the ISS is not exactly aligned with that of the ASC, an additional correction quaternion is tuned when both ASC and ISS data are available and applied for the gap periods. Using flight data with ASC data artificially removed, this correction provides stable consistency between corrected ISS quaternions and the ASC quaternions with error <0°.2.
Absolute Pointing Accuracy
To determine the absolute accuracy in our determination of pointing direction, we take the Fermi-LAT 3FGL (Acero et al. 2015) to be a self-consistent catalog and calculate the error between the catalog position and the most likely position based on CAL flight data. The difference between the CAL positions and the Fermi-LAT positions for the Crab, Vela, Geminga, and CTA 102 are listed in the middle column of Table 2 . In order to mitigate any systematic shifts in the calculated arrival direction imposed by an overall rotation between the coordinate systems used by the ASC and Fermi-LAT, a correction quaternion is introduced. Both the most likely positions (Figure 8 ) and the components for the correction quaternion are determined by a log-likelihood minimization of the PSF with the MINUIT software. MIGRAD and MINOS errors for the source localization are mutually consistent and range from ∼0°. 014 for Geminga to ∼0°.038 for Vela.
After application of this fine adjustment to the arrival directions of the candidates, we find a decrease in the difference between the 3FGL position and the observed position in the CAL (right-hand column, Table 2 ). The remaining discrepancies are random in direction and cannot be further improved by the application of a successive rotation. They represent the current limit of CALET to determine these positions based on the available photon statistics and any systematic errors present in the transformation. These errors are well below the expected CALET position resolution of 0°.1 for the gamma-ray analysis and demonstrate the long-term stability of the ISS quaternion correction and the capability for direction determination in the CAL.
Validation of Simulated Results with Flight Data
Using the known positions of the sources, we generate distributions from the flight data analogous to the simulated PSF. The angular distance for each event from its associated source is determined and scaled using the scaling functions S p (Equation (1)). As shown in Figure 9 for the case of Geminga, there exists a plateau due to the background of photons and charged particles. This plateau becomes significant at x2, which corresponds to the 95% photon containment radius. To account for this effect, we add a constant background tuned using the level of the plateau to each of the PSF fits. Consistency between the distributions after this correction demonstrates that the flight data are well represented by the simulated results. The source of the background is discussed in detail in the following section.
Gamma-Ray Observations
Gamma-Ray Background from ISS Structure
As discussed briefly in Section 3, cosmic-ray interactions with ISS structures create a secondary photon background for gamma-ray analyses using the CAL. While a mask is used to remove permanent obstructions from the FOV and is applied in the event selection, the observed signal from moving structures such as the radiator, solar panels, supply ships, and robotic arms is the primary source of background in long-term observations (Figure 10) .
The obstructions can be categorized as quasi-fixed or transient based on their predictable (i.e., regular appearance of the solar panels in the FOV due to rotation) or unpredictable (i.e., passage of a robotic arm into the FOV for an extended period of time) behavior. Time-dependent positioning of some structures such as the JEM Remote Manipulator System is currently determined. While times of activity can be determined for unpredictable obstructions such as by the Space Station Remote Manipulator System (SSRMS), evaluation of the amount of blocking occurring for some time frames is still underway. A robust solution for removing the background events in the direction of these structures is under development. At this stage of analysis, however, sections of the FOV are vetoed at the event selection stage based on monthly maps of regions significantly affected.
Comparison with Expectation from Fermi Observations
To evaluate the current understanding of the background in the LE-γ analysis, we compare the CAL distribution of candidate events on the sky with the expectation from Fermi-LAT observations. Fermi-LAT Pass 8 data were retrieved from the public archive 50 for the dates 2008 August 04 through 2017 March 12 and used to calculate an observed flux map for the energy range 1-100 GeV. As discussed in Asaoka et al. (2017) , an absolute energy scale correction of 3.5% is introduced in the electron analysis by comparing the expected and measured decrease due to the geomagnetic cutoff attenuation of charged particles. This correction is also included in this analysis by a shift of the energies in the CAL data.
To mitigate the inclusion of spurious events and overestimation of the exposure for the purposes of validation, we studied the distribution of photon candidates in the CAL coordinate frame in conjunction with the mapping of ISS structures and identified a region that is not significantly affected (Figure 10) . The bottom half of the full FOV periodically views the solar panels, and the SSRMS remained for some time in the upper-left quadrant. However, in the shaded region (within the 45°FOV) of Figure 10 , the contamination is found to be negligible. To compare the distribution of expected events based on Fermi-LAT data with observations, the FOV of the CAL was limited to this region in the selection of event candidates and generation of the exposure. We note that the integrated effective area of the CAL is decreased by a factor of ∼4 with this restriction and that the statistics for the following results are limited compared to an anticipated future analysis fully accounting for the obstructions.
The number of expected photons as a function of energy and sky position is calculated by applying the CAL exposure to the Fermi-LAT flux map. The observed gamma-ray candidates are tabulated and both data sets are restricted ( <  | | ℓ 80 ) to remove the contributions from the Crab, Geminga, and Vela pulsars. Projecting these results to galactic latitude, we obtain the distributions in Figure 11 . Comparing our observations to the expectation based on the LAT data, we find a chi-squared value of 88.34 (150.0) with 86 (89) degrees of freedom (d.o.f.) for the EM Track (CC Track). While there is no significant deviation from the expectation for the EM Track, the CC Track demonstrates a residual background at higher latitudes. We confirm this by recalculating the chi-squared for the CC Track restricted to <  | | b 20 , obtaining a chi-squared of 19.15 with 20 d.o.f. Compared to previous presentations of CALET observations (Cannady et al. 2017; Mori et al. 2017 ) where a background component proportional to the exposure was subtracted, the masking of ISS structures is sufficient to achieve consistency for the EM Track distribution.
One significant contributor to the discrepancy in the CC Track result is the bright flare of CTA 102 (Figure 12 ) in 2016 November into early 2017. If we remove a window of 5°a round the CTA 102 position, the chi-squared values decrease to 77.96 and 133.6 for the EM Track and CC Track, respectively. The remaining background scales roughly with the exposure and is expected to comprise FOV obstructions that are not yet masked and residual charged particle contamination.
Simulated Electron and Proton Contamination
In order to assess the contamination from charged particles in the gamma-ray sample, electron and proton events simulated with EPICS/Cosmos are used to isolate a contaminating subset for the gamma-ray selection. The electron events are weighted to the CALET flux (Adriani et al. 2017) , whereas the proton sample is weighted to PAMELA fluxes (Adriani et al. 2015) at energies below 30 GeV and the larger of the AMS-02 (Aguilar et al. 2015) and CREAM-III (Yoon et al. 2017) parameterizations at higher energies. At low energies, the assumed electron flux is averaged based on the fraction of observation time spent in different L-shell regions. The PAMELA proton flux is similarly weighted, using bins in AACGM (altitude adjusted corrected geomagnetic) latitude rather than L-shell values. The kinetic energies of the protons and electrons are reconstructed as if they were gamma-ray primaries to match the energy scales for comparison.
To compare the simulated contaminating flux with the flux of the galactic and isotropic diffuse components, we segment the sky into regions considered on plane
. Using HEALPix to segment the sky, the flux measured with the CAL is calculated in each pixel. Weighting by the exposure, the averages for the off-and onplane regions are determined as a function of energy. The simulated contamination is found to be on the order of 10% of the off-plane diffuse flux for energies up to ∼12 GeV and negligible at higher energies.
For comparison, we average the Fermi-LAT fluxes using the same HEALPix scheme and exposure weighting as for the CAL data. We find the flux on plane to be consistent between the two data sets, although there is a noticeable excess in CAL data off plane at lower energies ( Figure 13) . The discrepancy and the simulated contaminating flux are similar in scale and shape, although an offset exists between fine features. In addition, at energies <3 GeV, there remains an additional background component in the averaged fluxes in the CAL relative to Fermi-LAT. While we suspect that an unmodeled charged particle contribution is responsible for this difference, it is possible that unaccounted-for passages of ISS structures through the FOV occurred, and we are continuing to investigate the source. 
Measurement of Bright Point Sources
To further investigate the consistency of our observations with those by Fermi-LAT, we isolate events near the positions of the Crab, Vela, and Geminga pulsars. Figure 8 shows the events near the source position with the catalog and quaternioncorrected positions. Figure 12 shows maps of photon candidates seen by the CAL for EM Track and CC Track with the positions of the bright observed sources labeled. The spectra of the pulsars are calculated using events with scaled angular distance < x 2.6 for EM Track and x<3.4 for CC Track (corresponding to 99% photon containment in the PSF) from the source positions. An energy-dependent background is removed from each source by scaling the number of events in an annulus with 4.5<x<6.5 appropriately to match the size of the source window.
The resulting spectra (Figure 14) are tested for consistency with parameterized LAT spectra (Abdo et al. 2009a (Abdo et al. , 2009b (Abdo et al. , 2010 . The difference between the parameterizations and the CALET fluxes are shown on the lower axes in units of the CAL Figure 9 . Flight data PSF distribution constructed using events near the Geminga source position. The effect of a constant background can be seen in the plateau for x2 (dotted line shows the PSF with no background). In the lower plot, closed circles show the error in standard deviations after compensating for the background. measurement error and data. Error bars shown are statistical only. Although Crab suffers from a relatively high background fraction, after subtraction, the derived flux is found to be consistent with the LAT spectrum, with chi-squared statistics 4.64 and 4.16, both with 7 d.o.f., for the EM Track and CC Track, respectively. Vela is observed consistently at the edge of the CAL FOV and may be subject to systematic effects in the exposure and in the determination of the background.
Geminga is observed with a very high signal over the background and is shown to be consistent with the Fermi-LAT spectrum with EM Track and CC Track chi-squared statistics of 6.73 and 5.74, respectively, with 8 d.o.f. We performed a chisquared fitting for the Geminga observations with a power-law, broken power-law, and cutoff power-law templates. We find that the observations are inconsistent with a pure power law and that the cutoff power law is slightly favored over a broken power law. The best fit obtained with the CALET-CAL data is a cutoff power law with spectral index a = 
Search for Unknown Gamma-Ray Transients
The highly successful multiwavelength campaign of observations of the neutron star-neutron star merger event GW 170817 and the associated electromagnetic detections clearly demonstrate the value of having multiple instruments capable of viewing different regions of the sky and different energy regimes simultaneously (Abbott et al. 2017a) . The observation of the short gamma-ray burst (sGRB) event initially by Fermi GBM (von Kienlen et al. 2017 ) and subsequently by INTEGRAL (Abbott et al. 2017b ) confirmed the association of at least some sGRBs with binary neutron star merger events and provided initial localization of the event, together with the LIGO-Virgo analysis, that guided the subsequent optical searches, especially the initial Swope telescope detection (Coulter et al. 2017) . Given the redshift and compared to typical events, GRB 170817A was underluminous (and not detected at GeV energies), leading to questions about the universality of binary neutron star mergers as progenitors of sGRB events and the dependence of the high-energy emission on the existence of a jet and its viewing angle. Further observations at GeV energies of the prompt component of both sGRBs and long GRBs (whose emission mechanisms at high energies are thought to be similar despite different progenitor systems) will be critical in understanding these phenomena and can provide the localization required for multiwavelength follow-up studies.
In addition to the CGBM sensitivity to GRBs at 7 keV-20 MeV, the CAL provides sensitivity at GeV energies to transient events. To search for GeV-energy counterpart emission from such sources detected by other instruments, we check the CAL data at the reported trigger times for gamma-ray candidates. For events checked using CGBM, Swift, and Fermi/GBM triggers, and for the LIGO-Virgo gravitational wave (GW) events, no significant counterparts have been detected at this stage for timescales ranging from 1 s to 1 hr. Additionally, we have developed an algorithm for the discovery of unlocalized transients using only the CAL data, which is described below.
Methodology
In order to search for and locate unknown gamma-ray transients with CALET, it is necessary to detect GeV-energy photons with the CAL since CGBM observations do not provide position information. In order to do this, we require two or more gamma-ray candidate events spatially coincident with the assumption of a common origin. Restricted time windows are imposed on the order of minutes to seconds, minimizing the background in the observations and increasing the likelihood that the events are associated. Search algorithm.To quantitatively estimate the probability of association for two events, we assume a common source and use the PSF derived in Section 4.1. The value of the scaling function S p is determined for each event based on its observed kinetic energy and the number of IMC layers used in its track reconstruction (N p ). We generate a large sample set of simulated arrival directions by repeatedly (1) sampling a scaled error x for each event using the PSF as the probability density, (2) scaling this back to a polar angle in degrees with the appropriate S p , (3) randomly choosing an azimuthal angle from a uniform distribution on [0, 2π) for each event, and (4) calculating the angular separation of the events based on the random positions.
By simulating many such sample pairs, we generate the probability distribution as a function of angular separation. If the opening angle between the two observed photons is less than the 68% containment radius according to the simulated probability distribution, the events are recognized as a pair.
False alarm rate.To determine the false alarm rate (FAR) for the method, we divide the flight data with the LE-γ trigger Figure 13 . Fluxes obtained from exposure-weighted averages of the observations of the CAL on plane and off plane (left: EM Track, right: CC Track-valid up to 10 GeV ). For comparison, the expectation based on Fermi-LAT data is shown by the green and orange curves. The estimated background using simulated charged particle (electron + proton) contamination is shown in black. Figure 14 . Source spectra for Crab, Geminga, and Vela. Background subtraction has been performed based on an energy-dependent estimation using events in an annulus around the source. Events were chosen using the scaling functions S p and the angular deviations such that the events associated within the 99% containment radius and background events have 4.5<x<6.5. The lower panels in each plot show the difference between the CAL observations and the parameterization in units of CAL error (top) and fractional difference (bottom).
active into consecutive time windows and search for event pairs. With 100,884 trials of 100 s time windows, we find 25 pairs. This corresponds to an FAR of 0.025% for events with E>1 GeV. In the case of 10,351 trials of 10 minute time windows, it increases to 0.48%. Since LE-γ flight data are used in this calculation, we note that real event pairs could be contained and identified in this evaluation and that the results should be taken as conservative estimates. In addition, the strict FOV mask described in Section 5.2 is not used in this calculation. With the implementation of robust ISS structure filtering in development, this FAR is expected to be further reduced.
Automated Search
In order to search for transients in a semi-real-time manner, an automatic transient search system is currently in development. Upon receipt of Level 0 scientific base data, the processing to Level 1 analysis data described in Asaoka et al. (2018) is automatically triggered. A search for gamma rays is performed, and the resulting candidates are then fed through the search as described above. If event pairs are identified, then further analysis can be performed.
Since production of Level 2 data is very CPU intensive (requiring 10 hr to process 1 hr of flight data on a single CPU), it is necessary to parallelize this task for the purpose of the automated search. A prototype system is running at the Waseda CALET Operations Center. It is currently in the validation stage for simulated GRB injections and for long-term stability. Once the system is successfully established, our ultimate goal is to provide transient alerts to the gamma-ray community. Figure 15 shows the expected sensitivity for the discovery of unknown GeV gamma-ray transients with the CAL. The assumed spectrum for emission in the figure is E −2 starting at T−T 0 =0.1 s, and the light curve is assumed to decrease inversely with time. The sensitivity is shown for time windows of 1, 10, and 100 s with source zenith angles of 0°, 30°, and 40°i n the CAL FOV. The light curves for the Fermi-LAT detections of GRB 090510 (Ajello et al. 2018 ) and GRB 130427A (Ackermann et al. 2013 ) for the energy range 0.1-100 GeV are shown for comparison. Despite the lack of sensitivity to sub-GeV photons in the CAL, the 0.1-1 GeV band is included in this calculation of the limit to compare to the Fermi-LAT light curve since the energy flux is sensitive to the range over which it is integrated. The limit for the 1-10 GeV-energy band only in the CAL is lower than that shown in the figure by roughly a factor of 3.
Expected Sensitivity
When CGBM triggers on a GRB event, the signal is sent to the CAL, and the CAL trigger threshold is reduced to the ∼1 GeV level. This enables the CAL to search for counterpart GeV emission from CGBM-triggering GRBs even if the LE-γ would typically not be active.
To detect the prompt emission from a short GRB event similar to GRB 090510, the source would need to be observed near the zenith in the CAL FOV. Given that the spectrum for this GRB is harder than the assumed -E 2 power law, it is possible that the prompt emission could be detected if the source were near the center of the CAL FOV at the trigger time. Given the longer timescale of high-energy emission for long GRBs, the potential for discovery for the CAL is thus higher. For an event with energy flux similar to GRB 130427A, we could expect to localize the source with up to ∼3 photons for 138 s of observation assuming the time-resolved spectra in Tam et al. (2013) , depending on the location of the event in the FOV and its path over the observation time.
With regard to searching for electromagnetic counterparts to LIGO/Virgo gravitational wave events, we note that GRB 090510 is reported to have redshift z=0.9, whereas the current GW triggers are mostly within z=0.1. For an event with luminosity similar to that of GRB 090510 occurring at a distance z∼0.1 in the CAL FOV, we anticipate that a significant signal would be detected.
Conclusion
The instrument response of the CALET calorimeter to gamma rays has been studied using both simulated and on-orbit data for the first two years of scientific operations (for LE-γ, 2015 November through 2017 October; LE-γ mode was not active for the month 2015/10, although CALET was observing). We calculate the effective area and angular resolution of the CAL and derive the PSF from simulated data. The Figure 15 . The expected sensitivity of the transient event search with the CAL for time windows of 1, 10, and 100 s at zenith angles of 0°, 30°, and 40°. For comparison, the light curves for Fermi-LAT observations of the short GRB 090510 and the long GRB 130427A are shown. The sensitivity calculation assumes an E −2 spectrum and a t −1 decay using the energy range 1-10 GeV. EM Track sensitivity is shown in the left frame and CC Track sensitivity in the right.
simulated result is found to be consistent with the measured signal from bright point sources in the flight data. Consistency of the distribution of events from a limited FOV window as a function of galactic latitude with the expectation from Fermi-LAT data using the EM Track algorithm is demonstrated, while a residual unresolved background is present in the off-plane regions for the CC Track. In addition, we find the fluxes averaged in the galactic plane region with this same restricted data set to be consistent with Fermi-LAT data. The residual background with the strict FOV mask is demonstrated to be on the same order as the simulated contamination from charged particles, but the inherent variation in the energy deposited in the calorimeter by hadronic showers and the sensitivity to the input particle spectrum preclude a clear association. Extension of these measurements to the full FOV of the CAL is in progress, pending complete characterization of moving ISS structures, which regularly introduce a significant photon background into the instrument.
Measurement of the energy spectra for the Crab, Geminga, and Vela pulsars using the full FOV with an energy-dependent background component subtracted demonstrates the sensitivity of the calorimeter to observe bright, persistent sources. Furthermore, the signal from these sources was used to validate the PSF as derived from simulated data with on-orbit observations. With increased exposure over the planned fiveyear lifetime of CALET and the lower background due to upcoming improvements in the ISS structure veto, the spectra of these bright pulsars will be extended beyond 10 GeV and an independent search for dimmer gamma-ray sources is possible.
These results establish the capability of the CALET calorimeter to observe gamma rays in the energy range ∼1 GeV to over 100 GeV. Further refinement of the galactic and source measurements is anticipated with the veto of the FOV obstructions. Characterization of the HE trigger is underway and will extend the CAL observation period to times when the LE-γ trigger is not active. With the instrument response functions characterized, we also anticipate the detailed study of individual sources and, upon deployment of the near-real-time transient search, hope to provide alerts to the gamma-ray community in the near future.
