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Abstract
In this work we consider a periodically forced generic integrate-and-fire
model with a unique attracting equilibrium in the subthreshold dynam-
ics and study the dependence of the firing-rate on the frequency of the
drive. In an earlier study we have obtained rigorous results on the bifurca-
tion structure in such systems, with emphasis on the relation between the
firing-rate and the rotation number of the existing periodic orbits. In this
work we study how these bifurcation structures behave upon variation of
the frequency of the input. This allows us to show that the dependence
of the firing-rate on frequency of the drive follows a devil’s staircase with
non-monotonic steps and that there is an optimal response in the whole
frequency domain. We also characterize certain bounded frequency win-
dows in which the firing-rate exhibits a bell-shaped envelope with a global
maximum.
1 Introduction
In this work we study periodically driven excitable systems of integrate and fire
type, widely used to model the dynamics of the membrane potential of a neu-
ron. We assume that the periodic forcing term, or the external input, satisfies a
constraint which we refer to as dose conservation. The constraint is defined as
fixing the total amount (cumulated dose) in a given time (observation time). As
argued in §2, this is equivalent to fixing the average rate of the cell stimulus, for
example the applied current, the amount of neurotransmitter, or the amount of
hormone per time unit, respectively. One of the goals of this work is to prove
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that the system exhibits an optimal response, in terms of the firing-rate, which
can be achieved by tuning the system parameters, like period or amplitude, to
obtain the maximal firing-rate of the system (the average number of spikes per
unit time). In particular, we consider square wave input and focus on the varia-
tion of the period while either the amplitude or the duration of the pulse is fixed.
The mathematical content of our study is to investigate the bifurcation struc-
ture of periodic orbits, as they completely determine the dynamics for the class
of systems we study. In contrast to other studies [KHR81, CB99, CO00, Coo01,
COS01, CTW12, TB08, TB09, LC05, JMB+13], which use Poincare´ maps, our
approach is by means of a stroboscopic map. This map is discontinuous, but, for
most parameter values, it has the advantage of being contracting on the contin-
uous components. Hence, as shown in [GKC13], results in non-smooth systems
can be applied to get a complete description of periodic orbits and their rotation
numbers. In this work we use this information to understand the behaviour of
the firing-rate under frequency variation of the drive. In particular, we prove
the existence of an optimal response corresponding to the maximal firing-rate.
The setting we have chosen for this paper is very simple from the biologi-
cal point of view, but it has the advantage of being mathematically tractable.
This is mainly given by assuming that the unforced system possesses a unique
attracting point in the subthreshold dynamics. Even simple generalizations, for
example allowing the system to undergo a subthreshold saddle-node bifurca-
tion, lead to complications, as the stroboscopic map can be expansive , so that
the existence of a globally stable attractor cannot be expected. In particular
it is not clear if the firing-rate can be uniquely defined in the context of such
generalizations, as well as how to obtain rigorous results about it.
The main result of this paper is a complete description of the response of
the system, in terms of the firing-rate, to frequency variation. In particular, we
prove that the firing-rate is maximal for a certain frequency which depends on
the features of the stimulus (amplitude and duty cycle) as well as on the dy-
namical properties of the system. In addition, we provide detailed information
on how to compute such frequency and the corresponding maximal value of the
firing-rate.
This work is organized as follows.
In §2 we describe the integrate-and-fire system, provide some definitions and
state our results. In §3.1 we describe a bifurcation scenario established in our
earlier work [GKC13], which we use to prove our results. In §3.2 we describe
how the bifurcations in this parameter space change under frequency variation
of the input. We also provide a precise statement of our results and their proofs.
In §3.3 we present a result regarding the optimization of the firing-rate in terms
of frequency of the input. Finally, in §4 we apply these results to an example,
a linear integrate-and-fire neuron (LIF), to completely describe the firing-rate
response under frequency variation.
2
2 The model, definitions and statement of re-
sults
In the context of neuronal modeling or hormone segregation one relies on ex-
citable systems, which are able to exhibit certain responses given by large am-
plitude oscillations (spikes) as a response to certain stimulation. One of the
most extended type of systems exhibiting this behavior are hybrid systems (a
generalization of the so-called integrate-and-fire systems) which can be seen as
approximation of slow/fast systems. That is, systems of the form
x˙ = f(x) + I(t), x ∈ R, (2.1)
where x represents an action potential or the output of the cell and I(t) an exter-
nal stimulation, which could be the output of another cell. Then, system (2.1)
is submitted to the reset condition
x = θ −→ x = 0, (2.2)
that is, the trajectories of system (2.1) are instantaneously reset to 0 whenever
they reach the threshold given by x = θ. Due to this instantaneous reset the
solutions of the system exhibit discontinuities which emulate the spikes. In this
work, we will consider θ a constant, although it is a common approach to add
certain dynamics to this threshold in order to model more complex behaviours,
as type III excitability [MHR12].
As mentioned in the introduction, we will assume in this paper that the cell’s
input, I(t), consists of a T -periodic square-wave function,
I(t) =
{
A if t ∈ (nT, nT + dT ]
0 if t ∈ (nT + dT, (n+ 1)T ], (2.3)
This is a well accepted, both in neuroscience and neuroendocrinology, to assume
that inputs to excitable cells are given by functions of this form, as they occur in
a pulsatile way. Other works consider rectified sinusoidals as inputs to neurons
in the auditory brainstem [MHR12].
The square wave function I(t) will be characterized by three parameters: its
amplitude A, its period T and the duty cycle d, which is the duration of the
pulse with respect to T .
As mentioned in §1, the main goal of this work is to study the response of
the system in terms of the firing-rate (number of spikes per unite time). In
particular, we are interested on its optimization under the variation of parame-
ters A, d and T . However, we impose a constraint that the total amount of the
released quantity be constant per stimulation period. We will refer to this as
dose conservation, with the following biological question in mind: given a cer-
tain available quantity, how does it have to be released to the excitable cell in
order to obtain from it the highest firing-rate? Assuming that the experimental
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observation time, τ , is large enough relative to the different periods of the signal
I(t), T , the total amount of released quantity can be approximated by∫ τ
0
I(t)dt ∼ Qτ,
where Q is the average value of I over one period,
Q :=
1
T
∫ T
0
I(t)dt, (2.4)
which we will call dose. Therefore, the cumulative dose released to the cell will
be maintained as long as the dose Q is conserved.
In order to add the dose conservation to our system, one has only to keep
constant the product Ad, which can be performed in different ways. In this
work we will focus on two of them, the trivial one by keeping constant both A
and d (width correction) and also the other one varying both A and d so that
the total duration of the pulse, ∆ = dT , is constant (amplitude correction).
In section 3 we will obtain theoretical results for the first case, which will be
used also to study the behavior of the firing-rate under frequency variation for
the second case in an example in §4.3.
As mentioned above, the reset condition (2.2) introduces discontinuities to
the solutions of the system. However, despite these discontinuities, the solutions
of the non-autonomous system (2.1)-(2.2) are well defined. Let φ(t; t0, x0) be the
solution of system (2.1)-(2.2) fulfilling φ(t0; t0, x0) = x0. As usual in piecewise-
smooth systems, the flow φ is obtained by properly matching the solutions
for 0 < t mod T ≤ dT and dT < t mod T ≤ T combined with the reset
condition (2.2). This makes the flow φ non-differentiable at t mod T = dT
and t mod T = T and discontinuous at the spikes times, those at which the
threshold is reached.
Remark 2.1. As we are interested in periodic orbits, although system (2.1)-
(2.2) is non-autonomous, we will assume from now on that t0 = 0, and we will
write φ(t;x0). Note that if t0 6= 0, the initial condition for a periodic orbit (fixed
point of the stroboscopic map) may be different, although it still exists.
Let us assume that the system
x˙ = f(x) (2.5)
satisfies the following conditions.
H.1 (2.5) possesses an attracting equilibrium point
0 < x¯ < θ, (2.6)
H.2 f(x) is monotonic decreasing function in [0, θ]:
f ′(x) < 0, 0 ≤ x ≤ θ.
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As shown in [GKC13], system (2.1)-(2.2) possesses attracting periodic orbits
for almost all (except in a cantor set with zero measure) values of A, θ and d as
long as conditions H.1-H.2 are satisfied and T is large or small enough. These
periodic orbits may be continuous (subthreshold dynamics) or discontinuous
(spiking dynamics). Let φ(t;x0), with φ(0;x0) = x0, be an orbit of the non-
autonomous system (2.1)-(2.2). Then we consider
r(x0) = lim
τ→∞
#(spikes performed by φ(t;x0) for t ∈ [0, τ ])
τ
, (2.7)
where # means number of, if this limit exists. We then define the firing-rate.
Definition 2.1. If r(x0) does not depend on x0 then we call it r, the firing-rate.
The firing-rate can be seen as the average number of spikes per unit time
performed by the system along a periodic orbit.
Note that the firing-rate is well defined whenever there exists a unique attracting
periodic orbit. However, it will in general depend on the system parameters T ,
A and d.
Unlike in other approaches ([KHR81, CB99, CO00, COS01, CTW12, TB08]),
in order to study integrate-and-fire model (2.1)-(2.2) our essential tool will be
the stroboscopic map. Given an initial condition x0, this map consists in flowing
the system (2.1)-(2.2) for a time T , the period of the drive, and is the usual tool
used when dealing with (smooth) periodic non-autonomous systems. In other
words, it becomes
s(x0) = φ(T ;x0), (2.8)
where φ(t;x0) is the flow associated with (2.1)-(2.2). In the mentioned works,
authors considered a Poincare´ map from the threshold to itself (when spikes
occur), added time as a variable and studied the times given by the spikes.
As it will be detailed below in §3.1, the stroboscopic map will be piecewise-
defined and discontinuous, and hence it is typically avoided in periodically forced
hybrid systems, as one cannot apply classical results for regular smooth systems.
These discontinuities of the map will not be given by the spikes performed by
the trajectories of the system. On the contrary, the stroboscopic will undergo
a discontinuity at those initial conditions for which the number of spikes per-
formed by the trajectories for t ∈ [0, T ] changes (see Fig. 3.1). Despite these
discontinuities, using results for non-smooth systems, the dynamics of the map
is completely understood (see [GKC13] for a discussion and references). This
includes the rotation number, also called winding number, ρ, of all possible peri-
odic orbits of the stroboscopic map, which will be of special interest in our work.
The rotation number is usually associated with circle maps and, intuitively,
measures the average rotation along trajectories when it does not depend on
its initial condition. Under certain conditions, discontinuous piecewise-defined
maps can be reduced to circle maps, and, when a periodic orbit exists, the rota-
tion number becomes the ratio between the number of steps at the right of the
discontinuity of the map along the periodic orbits to its period (see [AGGK] for
more details).
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As shown in [KHR81] (see also [GKC13] and section §3.1 below), the rotation
number of the periodic orbits is well related with the number of spikes performed
at each period of a periodic orbit of the stroboscopic map. A crucial quantity
will be the average number of spikes by period of the stroboscopic map, which
was named in [KHR81] firing-number, η. This is given more precisely by the
following definition.
Definition 2.2. Let n be the total number of spikes performed by a p-periodic
orbit of the stroboscopic map s(x), n, p ∈ N; then we define the firing-number as
η =
n
p
, (2.9)
which is the average number of spikes per iteration of the stroboscopic map along
a periodic orbit.
Remark 2.2. Then, assuming that the mentioned periodic orbit is attracting,
the firing-rate can be obtained from the firing-number as
r =
η
T
. (2.10)
As will be shown in §3.2 (Corollary 3.1), depending on the value of the dose
Q defined in (2.4) the firing-rate will exhibit qualitatively different behaviors.
This will bring us to consider a critical dose, which we define as follows.
Definition 2.3. The critical dose, Qc, is the value of A > 0 that places the
equilibrium point, x¯, of the system x˙ = f(x) +A at the threshold; it is given by
f(θ) +Qc = 0. (2.11)
Note that Qc is the minimal dose that permits the system (2.1)-(2.2) to
exhibit spikes when it is driven constantly, I(t) = Qc (d = 1 and A = Qc).
Our goal is to study the qualitative behavior of the firing-rate under variation
of the period of the input, T , for a chosen Q. We then prove the following
results when A > 0 and d ∈ (0, 1) are kept constant (width correction for dose
conservation).
1. The firing-rate, obtained as the ratio of the firing-number η to T , follows
a devil’s staircase with monotonically decreasing steps (see Figure 2.1)
(except possibly in a compact set of values of T ). This is a consequence
of Propositions 3.1 and 3.2 (Corollary 3.2).
2. The firing-rate for low frequency inputs fulfills
lim
T→∞
r(T ) =
d
δ
,
where δ is the time needed by system x˙ = f(x) +A to reach the threshold
from x = 0. This is Proposition 3.3.
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Figure 2.1: Typical response of the firing-rate upon frequency variation. It
is given by a fractal structure of monotonically decreasing pieces, following a
devil’s staircase. The width of the “main pieces” stabilizes at O(δ/d), and each
exhibits a local maximum and minimum. The firing-rate has limiting value d/δ
when T → ∞, and 1/δˆ when T → 0, and it exhibits a global maximum and
minimum. See text (Section 2) for the definition of these parameters.
3. If I(t) is such that Q = Ad < Qc, then the firing-rate becomes zero for
large enough frequencies. This is also a consequence of Propositions 3.1
and 3.2 (Corollary 3.1).
4. If Q > Qc, then
lim
T→0
r(T ) =
1
δˆ
,
where δˆ > 0 is the time needed for the averaged system x˙ = f(x) +Ad to
reach the threshold from x = 0. This is Proposition 3.4.
5. The firing-rate exhibits a global maximum and minimum in T ∈ (0,∞).
Let 0 < T1 < T2 such that η(T ) = 1 for T ∈ [T1, T2]. Then, if T1 is large
enough, the maximal firing rate occurs for T = T1. The minimal one cor-
responds to the minimum between 0, 1/δˆ and 1/T2. This is Proposition 3.5
and Remark 3.11.
3 Bifurcation analysis
3.1 The two-dimensional parameter space
In this section we provide a summary of the results shown in [GKC13], see there
for the details and proofs of what follows in this section.
As mentioned in §2, due to the periodicity of I(t), we will use the strobo-
scopic map (2.8), which is a discontinuous piecewise-smooth map, in order to
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Figure 3.1: In (a) the trajectories of systems (2.1)-(2.2). Dashed line: trajectory
with Σ3 as initial condition. Solid thick line: trajectory with x3 > Σ3 as initial
condition, which spikes 3 times. Solid thin line: trajectory with x2 < Σ3 as
initial condition, which spikes 2 times. In (b) the stroboscopic map, with a
discontinuity at x = Σ3.
understand the dynamics of system (2.1)-(2.2). This map is a smooth map (as
regular as f(x) (2.1)) in certain regions in the state space [0, θ] characterized
by the number of spikes performed by φ, the discontinuous flow associated with
system (2.1)-(2.2), when flowed for a time T . This is because, in these regions,
the stroboscopic map becomes a composition of maps obtained by integrating
system (2.1) and reseting from x = θ to x = 0. Both types of intermediate maps
are smooth. These regions in the state space are separated by boundaries of the
form x = Σn, Σn = Σn(A, T, d), where the stroboscopic map is discontinuous.
At the right of x = Σn the trajectories of (2.1)-(2.2) exhibit n spikes when
flowed for a time T , whereas at its left they exhibit n− 1 spikes (see Figure 3.1
for n = 3).
As the number of spikes can be arbitrarily large (for A > 0 large enough), the
state space [0, θ] is potentially divided in an infinite number of such regions.
However, for fixed parameter values, the state space is split in at most two re-
gions, [0,Σn) and [Σn, θ), where the trajectories perform n − 1 and n spikes,
respectively, when flowed during a time T . This comes from the fact that the
initial condition that separates different sets of initial conditions leading to dif-
ferent number of spikes for t ∈ [0, T ] is unique, as it is the one spiking exactly
at t = dT . We refer to [GKC13] for further details.
The possible dynamics of the stroboscopic map, and hence of system (2.1)-
(2.2), is completely captured in the two-dimensional parameter space d× 1/A.
Thus, by understanding the bifurcation structures in this parameter space one
obtains a complete description of the fixed points, periodic orbits, their rotation
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Figure 3.2: (a) Bifurcation scenario for system (2.1)-(2.2). In gray regions there
exist T -periodic orbits. In the white regions, one finds higher periodic orbits
following and adding structure (see text). In B, C, D and E one finds T -periodic
orbits spiking 0, 1, 2 and 3 times per period, respectively. (b) Periods of the
periodic orbits found along the segment shown in (a).
numbers and their firing-rate.
Under the assumptions H.1-H.2, and if T is small or large enough, the bifurcation
scenario in the parameter space given by d × 1/A for T > 0 is equivalent to
the one shown in Figure 3.2, which is described below and rigorously proven
in [GKC13]. As suggested in Figure 3.2(a), there exists an infinite number of
regions (in gray) accumulating to the horizontal axis for which only T -periodic
orbits spiking n times exist. These are fixed points, x¯n, of the stroboscopic
map s(x) (2.8). These regions in parameter space are ordered, in the clockwise
direction, in such a way that these T -periodic orbits spike 0, 1, 2, 3, . . . times per
period. The bifurcation curves that bound the gray regions are given by border
collision bifurcation of the map. That is, the fixed points of the stroboscopic
map x¯n collide with one of the boundaries, x¯n = Σn (Figures 3.3(a) and 3.4(a)
for n = 3) and x¯n = Σn+1 (Figures 3.3(d) and 3.4(d) for n = 3), and no
longer exist. This defines the upper and lower bifurcation curves, respectively,
bounding each gray region as follows.
Definition 3.1. For d ∈ (0, 1), we define ARn (d) and ALn(d), n ≥ 1, the values
of A for which the fixed point x¯n collides with the boundaries Σn and Σn+1,
respectively:
lim
A→(ARn )+
x¯n = Σn
lim
A→(ALn)−
x¯n = Σn+1.
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The fixed point x¯0 ∈ S0 undergoes only one border collision bifurcation, when it
collides with Σ1 from the left. This one occurs for A = A0(d),
lim
A→(A0)−
x¯0 = Σ1.
Hence, a fixed point x¯n ∈ [0, θ] will exist if A ∈ [ARn , ALn).
Remark 3.1. The values AR,Ln (d) depend also on T ; we will explicitly specify
this when convinient.
At the upper bifurcation curves (A = ARn (d)), the fixed points collide with a
boundary from its right (Figures 3.3(a) and 3.4(a)), and hence will be associated
to the R symbol. On the lower ones (A = ALn(d)) fixed points collide with
another boundary from its left (see Figures 3.3(d) and 3.4(d)), and will have
associated the symbol L. Note that the stroboscopic map fulfills s(Σn) = s(Σ+n ),
and hence the fixed points no longer exist at their left bifurcations whereas
they still do for the right bifurcations (note the gray shown in Figures 3.3(d)
and 3.4(d)). The first bifurcation defining the uppermost bifurcation curve,
given by x¯0 = Σ1 (A = A0(d)), is a bit different than the others, as it separates
the parameter space d× 1/A in two regions. In the lower side of the bifurcation
curve, only spiking asymptotic dynamics are possible whereas on the upper side
only a continuous T -periodic orbit exhibiting no spike can exist.
When entering the white regions, the map does no longer possess any fixed
point. Instead, periodic orbits with arbitrarily high periods exist. These are
shown in Figure 3.2(b) along the segment shown in Figure 3.2(a). As can be
observed, they are organized by the period adding structure; that is, between
two periodic orbits with periods p and q, there exists another periodic orbit
with period p+ q.
As usual in piecewise-smooth dynamics, one can encode periodic orbits by
introducing symbolic dynamics as follows. We assign the letters L and R de-
pending on whether the corresponding periodic orbit steps on the left or on the
right of the discontinuity. Then, the adding phenomenon is given by the concate-
nation of symbolic sequences; that is, between two regions in parameter space
where the periodic orbits with symbolic sequences σ and ω exist, there exists a
region locating a periodic orbit with symbolic sequence σω, whose period is the
addition of the two previous ones. In Figure 3.5 we show the symbolic sequences
of the periodic orbits found along the line shown in Figure 3.2(a) when crossing
the white region between points B and C, as well as their associated rotation
numbers. These numbers are obtained by dividing the number of R’s contained
in the symbolic sequence by its total length (the period of the periodic orbit).
Note that the rotation numbers are organized by the so-called Farey tree as-
sociated with the period-adding phenomenon. Other authors [FG11] suggest
that this should be given by a Stern-Brocot tree. However, in the context of
the period adding, it is the Farey tree that needs to be considered, as it con-
tains more precise information in the form of rotation numbers (see for exam-
ple [GGT84, GIT84] and [AGGK] for a recent survey.). As a consequence, the
10
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Figure 3.3: T -periodic orbit spiking twice per period (fixed point x¯2 of the
stroboscopic map). It undergoes border collision bifurcations when it collides
with the boundaries Σ2 and Σ3 (a) and (d), respectively. The periodic orbit
shown in (d) is its limit when x¯2 → Σ−3 ; note that for x¯2 = Σ3 it should be reset
to 0 at t = dT , this is why it is shown in gray. In (b) and (c), the trajectories
of these boundaries are shown in dashed lines; note that they collide with the
threshold at t = dT . Parameter values for panel (c) are the same as for point
D of Figure 3.2(a). The four figures are in one to one correspondence with the
four figures of Figure 3.4, where the stroboscopic map is shown for the same
parameter values.
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Figure 3.4: Stroboscopic map for the T -periodic orbits shown in Figure 3.3.
In (a) and (d) the fixed point x¯2 undergoes border collision bifurcation when it
collides with the boundaries Σ2 from the right and Σ3 from the left, respectively.
Note that, in (d) the fixed point is shown in gray to emphasize that the map
takes indeed the value on the right for x = Σ3. In (b)-(c) the boundary Σ2
disappears and a new boundary Σ3 appears while the fixed point x¯2 remains.
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Figure 3.5: Symbolic sequences and rotation numbers forming the so-called
Farey tree structure for the period adding. The symbol L corresponds to a step
on the left of the discontinuity, R to a step on its right.
rotation number follows a devil’s staircase from 0 to 1. This is a monotonically
increasing function which is constant almost everywhere, except in a Cantor set
of zero measure.
Immediately after crossing a white region and entering a gray one where an-
other T -periodic orbit exists (fixed point of the stroboscopic map), the rotation
number equals 1 for a while until it suddenly jumps to 0 again. This is due to
the following reason.
When varying parameters along the line shown in 3.2(a) inside the gray regions,
a new discontinuity Σn+1 enters [0, θ] (θ = Σn+1) and Σn no longer exists (be-
cause of the uniqueness of the discontinuity mentioned above), while the periodic
orbit spiking n times still exists and hence is not subject to any bifurcation (see
Figures 3.4(b)-3.4(c) for n = 2). At this moment, however, the rotation number
associated with this periodic orbit jumps from 1 to 0, and the state space is now
split in two pieces, [0,Σn+1) and [Σn+1, θ) where the system spikes n and n+ 1
times, respectively. This comes from the fact that, when a new discontinuity
appears, what was on the right of the previous discontinuity Σn becomes on the
left of the new one Σn+1; hence, the stroboscopic map can be reduced to a new
circle map which rotates on the opposite direction.
Remark 3.2. The symbols L and R in the symbolic sequences of the periodic
orbits located in the white regions correspond to n and n+ 1 spikes in a T -time
interval, respectively.
Remark 3.3. Following [GIT84], one can relate the rotation numbers to the
symbolic dynamics associated with the periodic orbits that appear along the line
shown in Figure 3.2(a), by dividing the number of R’s that appear in the sym-
bolic sequence by the period of the periodic orbit. Hence, taking into account
Remark 3.2, between B and C in Figure 3.2(a) the rotation number equals the
firing-number η.
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Remark 3.4. Beyond point C in the line shown in fig. 3.2(a), η varies along
the line as the rotation number but without the jumping from 1 to 0. Hence,
this quantity follows a devil’s staircase from 0 to ∞ when parameters are varied
along such a line.
Remark 3.5. In the conditions mentioned at the beginning of this section, in
addition to H.1-H.2 it was also required that T be large or small enough. This
is needed in order to ensure that the stroboscopic map s is contractive in all its
domain, which is a necessary condition for the occurrence of the period adding.
It is possible, for certain values of T , that, when A is not sufficiently large,
the stroboscopic map s be expanding in the domain [Σn, θ]. When this occurs,
the rotation number may no longer follow a devil’s staircase but a continuous
increasing function, the existence of a periodic orbit may not be unique and it
can unstable. See [GKC13] for more details.
3.2 Bifurcation scenario upon frequency variation
We now focus on how the bifurcation scenario described in §3.1 and schemati-
cally shown in Figure 3.2 varies with T .
As proven in [GKC13] this bifurcation scenario does not qualitatively depend
on T and, hence, no other bifurcations are introduced nor subtracted under
variation of T as long as contractivness of the stroboscopic map s is kept (see
Remark 3.5). However, the shape of the bifurcation curves varies, as the next
two propositions show (see Figures 4.1 and 4.2 for graphical support through
an example). Proposition 3.1 tells us that the bifurcation curves accumulate
to the horizontal line 1/A = 1/Qc when T → ∞ (labeled in all paths of Fig-
ures 4.1 and 4.2). Proposition 3.2 tells us that all bifurcation curves accumulate
to horizontal axis, except for the one given by A0(d), which accumulates to the
straight line 1/A = d/Qc when T → 0 (see Figure 4.1(a)).
Proposition 3.1. Let d ∈ (0, 1) and consider the values given in definition 3.1,
AR,Ln = A
R,L
n (d, T ) and A0 = A0(d, T ), for which the fixed points x¯n undergo
border collision bifurcations. Then,
lim
T→∞
A0(d, T ) = lim
T→∞
ARn (d, T ) = lim
T→∞
ALn(d, T ) = Qc,
where Qc is the critical dose defined in (2.11).
Proof. Let ϕ(t;x;A) be the flow associated with system x˙ = f(x) + A, and let
x¯n = x¯n(d, T,A) be the initial condition (t0 = 0) for a T -periodic orbit spiking
n times (fixed point of the stroboscopic map s(x)). As shown in Figure 3.6,
(see [GKC13] for more details), the border collision bifurcations that the T -
periodic orbit spiking n times undergo at A = ARn (d, T ) (fig. 3.6(a)) and A = A
L
n
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(fig. 3.6(b)) are characterized by the equations
ϕ(tn; x¯n;A
R
n ) = θ
ϕ(δ; 0;ARn ) = θ (3.1)
ϕ(T − dT ; 0; 0) = x¯n
tn + (n− 1)δ = dT
and
ϕ(t′n; x¯n;A
L
n) = θ
ϕ(δ′; 0;ALn) = θ (3.2)
ϕ(T − dT ; θ; 0) = x¯n
t′n + (n− 1)δ′ = dT,
respectively. As n is fixed, when T → ∞ also δ → ∞. Hence, from equa-
tions (3.1) and (3.2) we get that the values A = ARn and A = A
L
n(d, T ) are such
that system x˙ = f(x) +A possesses an attracting critical point at x = θ. From
equation (2.11) we get that the limiting values are ARn = A
L
n = Qc.
Arguing similarly and using that the bifurcation condition for A0(d, T ) is equiv-
alent to (3.2), one gets that A0 → Qc.
Proposition 3.2. Let d ∈ (0, 1) and consider the bifurcation values of the fixed
points x¯n ∈ Sn, A0(d, T ) and AR,Ln (d, T ) (n > 1) as in definition 3.1. Then
they fulfill
i)
lim
T→0
A0(d, T ) =
Qc
d
, (3.3)
where Qc is the critical dose defined in (2.11).
ii)
lim
T→0
AR,Ln (d, T ) =∞, n > 1.
Proof. Let ϕ(t;x;A) be the flow associated with the system x˙ = f(x) + A.
The fact that f(x) is a monotonously decreasing function with a simple zero
(the equilibrium point x¯ in H.1) ensures that the bifurcation suffered by the
non-spiking T -periodic orbit will be given when{
ϕ(dT ; x¯0;A0) = θ
ϕ(T − dT ; θ; 0) = x¯0,
(3.4)
where x¯0 is the initial condition for such periodic orbit for t = 0. We want to
solve these equations for A0 and x¯0 for a fixed d ∈ (0, 1) and T > 0, and see
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tn δδ dT T
x¯n(A
R
n )
θ
0
(a)
t′n δ′δ′ dT T
x¯n(A
L
n)
θ
0
(b)
Figure 3.6: Bifurcations of the T -periodic spiking n times for large values of T .
(a) and (b) smallest and largest values of A (ARn and A
L
n , respectively) for which
the T -periodic orbit exists. This corresponds to the border collision bifurcations
given by x¯n(A
R
n ) = Σn and x¯n((A
L
n)
−) = Σn+1, respectively. The gray color
in (b) reflects the fact that such orbit does no longer exist for A = ALn , as it
must be reset to 0 at t = dT . The orbit shown is the limiting periodic orbit for
A→ ALn .
how this solution behaves when T → 0.
For T → 0 we can approximate the flow by a linear one and obtain
ϕ(dT ;x;A0) = x+ (f(x) +A0) dT +O(T
2)
ϕ(T − dT ; θ; 0) = θ + f(θ)(1− d)T +O(T 2).
Hence, for T → 0, the bifurcation condition (3.4) becomes equivalent to the
system {
x¯0 + (f(x¯0) +A0) dT = θ
θ + f(θ) (1− d)T = x¯0,
which we can use to obtain the explicit expression
A0(d, T ) = −f(θ)
d
+ f(θ)− f(θ + f (θ) (1− d)T )+O(T 2).
Recalling the definition of the critical dose given in Eq. (2.11), Qc = −f(θ), we
obtain
lim
T→0
A0(d, T ) =
Qc
d
,
which proves i).
To see that all other bifurcation curves accumulate at the horizontal line 1/A =
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0, as stated in ii), we just use the fact that the periodic orbits involved in these
bifurcations perform at least one spike for t ∈ [0, dT ]. Hence, when T → 0, we
necessary have that A→∞ in order to keep these spikes.
Remark 3.6. Note that the fact that the border collision bifurcation curves
defined by AR,Ln collapse to the horizontal axis for T → 0 implies that all other
border collision bifurcation curves separating regions of existence of periodic
orbits with higher periods also collapse to the horizontal axis, as they are located
in between.
The next result tells us that all bifurcation curves vary monotonically with
T .
Lemma 3.1. For a fixed d ∈ (0, 1) let AR(d, T ) and AL(d, T ) be the values for
which a periodic orbit undergoes a border collision bifurcation. Then they are
monotonic functions of T .
Proof. We prove the result for the bifurcations undergone by fixed points of the
stroboscopic map (ALn(d, T ) and A
R
n (d, T )). Proceeding similarly one obtains
the analogous result for periodic orbits.
Assume that x¯n is a fixed point of the stroboscopic map s(x) leading to a
T -periodic orbit exhibiting n spikes per period. Such a fixed point undergoes
a left bifurcation for A = ALn when the following equations are satisfied (see
fig. 3.3(d)) ∫ θ
x¯n
dx
f(x) +ALn
+ n
∫ θ
0
dx
f(x) +ALn
= aT∫ x¯n
θ
dx
f(x)
= (1− a)T,
where we have renamed the duty cycle d by a to avoid the confusion with
the notation used for derivatives and differentials. Differentiating the previous
equations with respect to T we get
a = −dA
L
n
dT
(∫ θ
x¯n
dx
(f(x) +ALn)
2 + n
∫ θ
0
dx
(f(x) +ALn)
2
)
− 1
f(x¯n) +ALn
dx¯n
dT
dx¯n
dT
= (1− a)f(x¯n).
We want to see that dALn/dT < 0. Combining these last equations we get
−
(∫ θ
x¯n
dx
(f(x) +ALn)
2 + n
∫ θ
0
dx
(f(x) +ALn)
2
)
dALn
dT
= a+ (1− a) f(x¯n)
f(x¯n) +ALn
.
We note that
• the coefficient of dALn/dT in the left hand side is negative
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• f(x¯n)
(
f(x¯n) +A
L
n
)
< 0.
Hence, to prove the result we need to show that
a+ (1− a) f(x¯n)
f(x¯n) +ALn
> 0. (3.5)
We know that if T →∞ then f(x¯n)→ 0 and ALn → Qc (Proposition 3.1). Hence
(3.5) holds for large T . We will prove that a + (1 − a)f(x¯n)/(f(x¯n) + A) = 0
is not possible. First note that this equation is equivalent to x¯n = f
−1(−aA).
Hence we consider the following system of three equations:∫ θ
x¯n
dx
f(x) +ALn
+ n
∫ θ
0
dx
f(x) +ALn
= aT∫ x¯n
θ
dx
f(x)
= (1− a)T
x¯n = f
−1(−aALn).
(3.6)
and we show that the three equations in (3.6) cannot be simultaneously satisfied.
Eliminating the variables we get∫ θ
f−1(−aALn)
(
a
f(x)
+
1− a
f(x) +ALn
)
dx+ n
∫ θ
0
(1− a)
f(x) +ALn
dx = 0.
On one hand, ALn is large enough to make the system spike, and hence f(θ) +
ALn > 0. On the other hand, as x¯n < θ, from the last equation of Eq. (3.6) we
get that −aALn < f(θ). Therefore, we know that 0 < −f(θ) ≤ ALn < −f(θ)/a.
We define the function
ψ(A) =
∫ θ
f−1(−aA)
(
a
f(x)
+
1− a
f(x) +A
)
dx+ n
∫ θ
0
(1− a)
f(x) +A
dx.
Clearly ψ(−f(θ)/a) > 0. We compute
ψ′(A) =
a
f ′(f−1(−aA))
(
− 1
A
+
1
A
)
−
∫ θ
f−1(−aA)
1− a
(f(x) +A)2
dx
− n
∫ θ
0
1− a
(f(x) +A)
2 dx
= −
∫ θ
f−1(−aA)
1− a
(f(x) +A)2
dx− n
∫ θ
0
1− a
(f(x) +A)
2 dx < 0.
Hence ψ is strictly monotonic so it cannot have a 0 in [−f(θ),−f(θ)/a).
We now show that the same holds for the right bifurcations of the fixed
points (see fig. 3.3(a)); that is, dARn /dT < 0.
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In this case, the equations that determine such bifurcation become∫ θ
x¯n
dx
f(x) +ARn
+ n
∫ θ
0
dx
f(x) +ARn
= aT∫ x¯n
0
dx
f(x)
= (1− a)T,
Unlike in the previous case, x¯n increases to x¯ (the equilibrium point assumed in
H.1) when T is increased. This leads to a decrease of the time of the first spike
(value of the first integral). Hence, one necessary needs to decrease ARn in order
to keep these equations satisfied.
We will now use Propositions 3.1 and 3.2 to derive information about the
behavior of the firing-rate for large and small periods, Propositions 3.3 and 3.4,
respectively. First we present the next corollary of Propositions 3.1, 3.2 and
Lemma 3.1. It provides a partition of the parameter space in three different
regions regarding spiking properties for different values of T .
Corollary 3.1. The parameter space d × 1/A is divided in three main regions
with the following properties
• Non-spiking region,{
(d, 1/A) ∈ R2 | d ∈ (0, 1), A < Qc
}
, (3.7)
for which the corresponding periodic orbit does not contain any spike for
any d ∈ (0, 1) and T > 0.
• Permanent-spiking region,{
(d, 1/A) ∈ R2 | d ∈ (0, 1), A > Qc/d
}
, (3.8)
for which, the existing periodic orbit contains spikes for all T > 0.
• Conditional-spiking region,{
(d, 1/A) ∈ R2 | d ∈ (0, 1), Qc < A < Qc/d
}
, (3.9)
for which there exists T0 > 0 such that the corresponding periodic orbit
contains spikes if T > T0 and does not if T < T0.
Remark 3.7. The spiking-region is formed by the union of the conditional and
permanent-spiking regions.
Corollary 3.2. If (d, 1/A) belongs to the spiking-region, then, for those values
of T for which s is contracting in [0, θ], the firing-rate r(T ) follows a devil’s
staircase with monotonically decreasing steps. For the values of T for which s
loses contractiveness r(T ) is a monotonically increasing function.
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Proof. It follows from Propositions 3.1, 3.2 and Lemma 3.1 that, as long as T
is such that s is contracting (see Remark 3.5), then the bifurcation lines defin-
ing the steps of the devil’s staircase move up monotonically as T is increased.
Hence, if we fix (d, 1/A) in the spiking region, then as T increases all the bifur-
cation curves pass through the point (d, 1/A) and the bifurcation diagram is the
same as when d and T are fixed and A is varied (i.e. when varying parameters
along the line shown in fig. 3.2(a) for a fixed T ).
Recall that the the rotation number follows a devil’s staircase which is con-
stant along the steps. Then, using Remarks 3.3 and 3.4 and formula (2.10) we
conclude that r(T ) follows a devil’s staircase which is monotonically decreasing
along the steps.
If eventually s becomes expanding in [Σn, θ], then the rotation number does
not follow a devil’s staircase but a monotonically increasing continuous function
(see [GKC13, AGGK] for more details).
From the previous results we get the next corollary providing the behaviour
of the firing number η for large and small values of T .
Corollary 3.3. In the spiking region the firing number defined in 2.2 (average
number of spikes per iteration of the stroboscopic map) satisfies
lim
T→0
η(T ) = 0
lim
T→∞
η(T ) =∞.
Morover, in the conditional spiking region η(T ) = 0 for 0 < T < T0 = T0(A, d).
Note that the relation between the firing number and firing-rate given by
equation (2.10) implies that their asymptotic behavior is not necessarily the
same when T → ∞ or T → 0. We will now use the results obtained so far in
this section to characterize the limits of the firing-rate as T →∞ and as T → 0.
The following result describes the limit of r(T ) as T → ∞ for points in the
spiking region.
Proposition 3.3. Let (d, 1/A) belong to the spiking-region (d ∈ (0, 1) and A >
Qc) and let ϕ(t;x;A) be the flow associated with x˙ = f(x) +A. Let δ > 0 be the
smallest value such that
ϕ(δ; 0;A) = θ.
Then, the firing-rate satisfies
lim
T→∞
r(T ) =
d
δ
.
Proof. We will show that the devil’s staircase followed by the firing number
η(T ) converges to a common discontinuous staircase whose each step has length
δ/d. These steps have integer values, n, and correspond to T -periodic orbits
spiking n times. More precisely, we prove that
lim
T→∞
η(T )− E
(
δT
d
)
→ 0, (3.10)
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where E(x) is the integer value of x. The result follows from (3.10) and from
the definition of firing-rate.
To prove (3.10) we focus on a T -periodic orbit with n spikes per period. Let
x¯n(T ) be the initial condition (t0 = 0) for such an orbit (fixed point of the
stroboscopic map). This fulfills
ϕ(tn; x¯n(T );A) = θ
ϕ(dT − (n− 1)δ − t1; 0;A) = x′
ϕ(T − dT ;x′; 0) = x¯n(T ),
for some 0 < tn < δ. The last equation tells us that
lim
T→∞
x¯n(T ) = x¯, (3.11)
where x¯ is the equilibrium point (2.6) associated with system x˙ = f(x) given
by assumptions H.1-H.2.
At the same time, this tells us that the stroboscopic map converges to a constant
function equal to x¯. Recalling that the discontinuities of the stroboscopic map
occur at x = Σi, the gaps at these discontinuities tend to zero,
lim
T→∞
s(Σ−n ) = lim
T→∞
s(Σ+n ) = x¯.
Hence, when T → ∞ there is no space for periodic orbits with higher periods.
In other words, let TRn and T
L
n be the values of T for which a T -periodic orbit
spiking n times appears and disappears through border collisions bifurcations,
respectively (Figures 3.7(a) and 3.7(c), respectively). Then we have that
lim
T→∞
TRn+1 − TLn = 0,
and the devil’s staircase converges to be a common staircase. Its steps are given
by integer values n, as they correspond to the firing-number associated with
T -periodic orbits spiking n times.
We now estimate the length of these steps when T →∞. From equation (3.11)
we get that, as T →∞, t1 converges to the solution of the equation
ϕ(t1; x¯;A) = θ. (3.12)
As, for a fixed value of A and d in the spiking region, the number of spikes per-
formed by a T -periodic orbit tends to infinity as T →∞ (Proposition 3.1), the
interval of time where the spikes occur is of order nδ. Hence, taking into account
the characteristics of the T -periodic orbit at its bifurcation (see Figures 3.7(c),
3.7(a) and [GKC13]), we get
dTRn ∼ nδ
dTLn ∼ (n+ 1)δ,
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tn δ dTRn T
R
n
x¯n ∼ x¯
∼ nδ
θ
(a)
δ dT T
x¯n ∼ x¯
∼ nδ
θ
(b)
t′n δδ dTLn T
L
n
x¯n ∼ x¯
∼ nδ
θ
(c)
Figure 3.7: T -periodic orbit spiking n times at its bifurcations for large values
of T . The periodic orbit appears (a) and disappears (c) through border collision
bifurcations at T = TRn and T = T
L
n , respectively. In (b) a T -periodic orbit
for T ∈ (TRn , TLn ). The gray color emphasizes the fact that the periodic orbit
does not exist for T = TLn as it should be reset to 0 when the threshold is
reached. The orbit shown is the limiting periodic orbit when T → (TLn )−. In
all three cases the fixed point x¯n approaches x¯, the critical point of system (2.5)
as T →∞.
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and thus
TLn − TRn ∼
δ
d
,
which is the length of the step with integer value.
We end this section with a result which describes the behavior of r(T ) as
T → 0.
Proposition 3.4. Let (d, 1/A) belong to the spiking-region, and let
x˙ = f(x) +Ad (3.13)
be the averaged version of system (2.1). Let ϕˆ(t;x) be its associated flow and
let δˆ > 0 be the smallest number such that
ϕˆ(δˆ; 0) = θ. (3.14)
Then,
• if (d, 1/A) belongs to the conditional-spiking region (Ad < Qc) then r(T ) =
0 if T < T0, where T0 is given in Corollary 3.1,
• if (d, 1/A) belongs to the permanent-spiking region (Ad > Qc), then
lim
T→0
r(T ) =
1
δˆ
.
Proof. For the first case we use Corollary 3.1, from which we get that, if T < T0
then η(T ) = 0, and hence r(T ) = 0.
For the second case we study how the devil’s staircase r(T ) behaves when
T → 0. Note that, when r(T ) < 1, this one coincides with the rotation number
of the periodic orbits found when varying T (see Remark 3.3).
Using that limT→0 η(T ) = 0, we get that, for any T small enough, we can find
n large enough such that
1
n+ 1
≤ η(T ) ≤ 1
n
.
Hence, as 1/n − 1/(n + 1) → 0, it is enough to study how the steps given
by the rotation numbers of the form 1/n behave. Taking into account that the
symbolic dynamics is organized by a Farey tree structure (a one to one mapping
with the rotation numbers), this rotation numbers are associated with periodic
orbits with symbolic sequences of the form LnR. These periodic orbits are
characterized by exhibiting one spike after n iterations of the stroboscopic map,
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and are determined by the equations
ϕ(dT ; x¯LnR;A) = x1
ϕ(T − dT ;x1; 0) = x′1
ϕ(dT ;x′1;A) = x2
ϕ(T − dT ;x2; 0) = x′2
...
ϕ(t′;x′n;A) = θ
ϕ(dT − t′; 0;A) = xn+1
ϕ(T − dT ;xn+1; 0) = x¯LnR,
where ϕ(t;x;A) is the flow associated with system x˙ = f(x) + A and x¯LnR is
the initial condition for the LnR periodic orbit for t0 = 0. From the two last
equations, we get that limT→0 x¯LnR = 0.
After applying a time rescaling, the original system (2.1) and its averaged version
become
x˙ = T
(
f(x) + I˜(t)
)
(3.15)
x˙ = T (f(x) +Ad) , (3.16)
where I˜(t) is now 1-periodic. We now consider solutions of systems (3.15)
and (3.16) with O(T ) close initial conditions. The averaging theorem of Bo-
goliubov and Mitropolski [BM61] tells us that, if T is small enough, then such
solutions remain O(T )-close for a t ∼ 1/T time scale provided that they have
not reached the threshold. Note that the result given in [BM61] applies because
it does not require continuity in t but boundedness and Lipschitz in x.
Hence, letting ϕˆ(t;x) be the flow of the averaged system (3.13), if T is small
enough we have that
ϕ(T − dT ;ϕ(dT ;x;A); 0) = ϕˆ(T ;x) +O(T ).
Hence, as long as the threshold is not reached, we can approximate the real flow
by the averaged one. Using that x¯LnR → 0 when T → 0, the time taken by the
real flow to reach the threshold x = θ from x = x¯LnR approaches δˆ:
nT + t′ → δˆ.
Hence, as t′ < dT , n grows like δˆ/T when T → 0 and thus
lim
T→0
r(T ) = lim
T→0
1
nT
=
1
δˆ
.
Remark 3.8. Note that equation (3.14) makes sense only if the averaged sys-
tem (3.13) has a stable critical point above the threshold, which occurs if Ad >
Qc. This occurs only in the permanent-spiking region.
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Remark 3.9. From Proposition 3.2 we get that the value of the firing-rate for
small frequencies depends on the released dose Ad, the average of I(t). However,
for large values of T (Proposition 3.1), it depends explicitly on A and d.
3.3 Optimization of the firing-rate
As shown in Corollary 3.2, the firing-rate as a function of T , the period of the
forcing I(t), follows a devil’s staircase with monotonically decreasing pieces (see
Figure 2.1). This occurs for most values of T except, possibly, in a bounded set,
for which the firing-rate is an increasing function. Each of the pieces forming
the devil’s staircase occurs in a T -interval, [TRσ , T
L
σ ], for which a unique periodic
orbit σ exists. Hence, the firing-rate exhibits local maxima at T = TRσ , and local
minima at T = TLσ . As a consequence of this there exists an infinite number of
local minima and maxima at any interval of the form [TLσ , T
R
γ ], with σ and γ
meaning different periodic orbits.
Of particular interest is when σ and γ are consecutive fixed points (spiking n
and n + 1 times), because they occupy the largest regions in parameter space
and their rotation numbers bound the ones of the periodic orbits, given by
alternation of n and n+1 spikes. Restricting to this case, we consider the firing-
rate in the frequency range corresponding to [TLn , T
L
n+1]. We will prove that the
firing-rate follows a devil’s staircase with monotonically decreasing steps but
whose envelope is bell shaped; that is, it increases from TLn to T
R
n+1, where it
exhibits an absolute maximum, and then decreases to TLn+1 (see fig. 3.8). Note
that the bifurcation values TLn , T
R
n+1 and T
L
n+1 can be easily found numerically
(by solving equations (3.1) and (3.2) for T ) and that the values of the firing-
rate at these values become n/TLn , (n+ 1)/T
R
n+1 and (n+ 1)/T
L
n+1, respectively.
In real applications one is usually restricted to a bounded range of realistic
frequencies for which one observes an absolute maximum of the firing rate (see
for example [KJSC97, DHO+89]). Hence, this approach could be applied to
properly tune system parameters in order to make the model exhibit such a
behavior for the desired values of T .
We now investigate the optimization of the firing-rate in the whole range of
periods, (0,∞).
Due to the fact that the firing-rate is bounded and continuous for T > 0, it
must exhibit a global maximum provided that it is increasing for T = 0+. From
the argument above, it must occur at some value of the form TRσ , respectively,
for some periodic orbit σ. The next result tells us that, in general, this periodic
orbit will be the T -periodic orbit spiking once per period.
Proposition 3.5. Let (d,A) be in the spiking region (see Remark 3.7), and
let TR1 and T
L
1 be the values of T for which the periodic orbit spiking once per
period undergoes right and left border collision. Then, there exists some γ > 0
such that, if TR1 > γ then the firing-rate r(T ) has global maximum at T = T
R
1 .
Proof. Let TR,Ln be the values of T for which a T -periodic orbit spiking n times
undergoes border collision bifurcation on the right and left, respectively. As
we know, the firing-number is a monotonically increasing function from TLn to
25
Figure 3.8: Typical response of the firing-rate between two consecutive fixed
points. Its envelope is bell shaped, exhibiting a maximum at T = TRn+1.
TRn+1, for any n. Hence, the maximum must occur for some T
R
n , right border
collision bifurcation of the T -periodic orbit spiking n times (see Figure 3.3(a)
for n = 2).
Taking into account relation (2.10) and recalling that the firing number for such
orbits is n, the number of spikes, it will be enough to show that
1
TR1
>
2
TR2
>
3
TR3
. . . ,
if TR1 is large enough in order to see that this periodic orbit spikes once per
period.
Let ϕ(t;x0;A) and δ > 0 be as in Proposition 3.3, and let x¯n be the fixed
point of the stroboscopic map leading to the T -periodic orbit spiking n times.
Then TRn is determined by the following equations (see Figure 3.3(a) for n = 2)
ϕ(tn; x¯n;A) = θ
ϕ(TRn − dTRn ; 0; 0) = x¯n
tn + (n− 1)δ = dTRn .
As TRn+1 > T
R
n , recalling that the flow ϕ(t;x0; 0) is exponentially attracted by
the equilibrium point x¯n, from the second equation it comes that, at the moment
of the bifurcation
x¯n < x¯n+1 → x¯
tn > tn+1 → t¯,
where t¯ is the smallest such that ϕ(t¯; x¯;A) = θ.
As these series converge exponentially (due to the hyperbolicity of x¯), we have
that there exists some N > 0, 0 < λ < 1 and K > 0 such that
n (tn − tn+1)︸ ︷︷ ︸
<Kλn
+tn → t¯, n > N. (3.17)
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Assuming n > N large enough and using that δ > t¯ we get
δ > n (tn − tn+1) + tn ⇐⇒ ntn+1 + δ > (n+ 1)tn (3.18)
⇐⇒ n
TRn+1︷ ︸︸ ︷
(tn+1 + nδ) > (n+ 1)
TRn︷ ︸︸ ︷
(tn + (n− 1)δ) (3.19)
⇐⇒ n
TRn
>
n+ 1
TRn+1
. (3.20)
In particular, if TR1 is large enough, x¯1 is close enough to x¯ to fulfill (3.17)
and (3.18) for n = 1.
Remark 3.10. Note that, TR1 will be large enough if x¯ is attracting enough.
Remark 3.11. Arguing similarly, the global minimum will be the minimum of
0 (if (d,A) belongs to the conditional spiking region), 1/δˆ (Proposition 3.4) and
1/TL1 . Note that if the minimum corresponds to 1/δˆ, then it technically does
not exist, as T = 0 is excluded from the domain.
Corollary 3.4. For a given system (2.1)-(2.2), the globally maximal firing-rate
is achieved with the combination of period T , dose Q, amplitude A and duty
cycle d such that the straight line 1/A = 1/Qd is tangent to the bifurcation
curve A = ARn (d) for the smallest possible value of T .
4 Example
In this section we use the results presented so far to study the behavior of the
firing-rate under frequency variation for different configurations. For the sake
of simplicity, we choose to study such configurations for a linear system, as it
will permit us to compute explicitly the quantities involved in the results of
section 3.2. However, we emphasize that these quantities are straight forward
to compute numerically for other type of systems for which conditions H.1-H.2
hold.
4.1 Linear integrate and fire model
Let
f(x) = ax+ b. (4.1)
In order to satisfy conditions H.1-H.2, we require that a < 0 and x¯ = −b/a ∈
(0, θ), where x = θ is the threshold of the integrate and fire system (2.1)-(2.2).
For system (2.1)-(2.2)-(4.1), the critical dose (2.11) becomes
Qc = −(aθ + b),
which is the minimal amplitude of the pulse (2.3) for which the system (2.1)-
(2.2)-(4.1) can exhibit spikes.
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The linearity of the system permits us to also explicitly compute the quantity
δ involved in Proposition 3.3,
δ =
1
a
ln
(
θa
b+A
+ 1
)
. (4.2)
The averaged version of system (2.1)-(2.2)-(4.1) becomes x˙ = f(x) + Ad, for
which we can also explicitly compute the quantity δˆ involved in Proposition 3.4,
δˆ =
1
a
ln
(
θa
b+Ad
+ 1
)
.
In Figures 4.1 and 4.2 we show the bifurcation scenario in the d × 1/A
parameter space for different values of T . As mentioned in Remark 3.5, for
some values of T the stroboscopic map s may lose contractiveness in the domain
[Σn, θ]. When this occurs, the rotation number (and hence the firing number
and firing-rate) do not follow a devil’s staircase but a monotonically increasing
continuous function.
As shown in [GKC13], for the linear case the contracting condition becomes
F (A, T, d) = |[Σn, θ]| − |s ([Σn, θ])| = θ − Σn − (s(θ)− s(Σn))
= θ − b+A
a
(
ea(nδ−dT ) − ea(T−(n−1)δ) + eaT (1−d) − 1
)
.
On one hand, one sees that F is a monotonically decreasing function of A.
On the other hand, when the fixed point x¯1 undergoes a right border collision
(A = AR1 ) s is contractive in the whole domain [0, θ]. Therefore, if it exists, the
region where the rotation number is not a devil’s staircase is bounded in the
parameter space d×1/A between the curves given by A = A0(d) and A = AR1 (d).
Hence, below the curve given by A = AR1 only devil’s staircases given by the
period adding bifurcation structures can exist. See [GKC13] for more details.
As predicted by Proposition 3.2, when T → 0 the first bifurcation curve,
A0(d), tends to be the straight line 1/A = 1/Qcd, and the rest of bifurcation
curves accumulate at 1/A = 0 (see Figure 4.1).
By contrast, when T →∞, all bifurcation curves accumulate at the horizontal
curve 1/A = 1/Qc, as predicted by Proposition 3.1 (see Figure 4.2).
We are now interested in studying the firing-rate r (2.10) under frequency
variation. However, when varying the period of the pulse (2.3), we will restrict
ourselves to pulses with constant average (constant released dose or energy) Q
given in equation (2.4).
Obviously, the output of the system will be sensitive to variations of the injected
energy (dose). Hence, in order to perform an analysis based exclusively on
frequency variation we will be interested in the variation of the frequency of the
stimulus while keeping the dose constant (dose conservation).
Note that points in the parameter space d×1/A with a fixed dose are located
in the straight lines
1
A
=
1
Q
d.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.1: Bifurcation scenarios for T = 0.1 (a), T = 0.2 (b), T = 0.3 (c),
T = 0.5 (d), T = 0.7 (e) and T = 1 (f), for θ = 1, b = 0.2, a = −0.5. For clarity
reasons only periods lower than 20 are shown; regions with higher periods are
filled in white. The horizontal line (1/A = 1/Qc) separates the non-spiking and
the spiking regions. The straight line with slope 1/Qc labeled in (a) separates
the permanent and conditional spiking regions. The white lines are given by
parameters leading to the same dose: Ad = const.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.2: Bifurcation scenarios for T = 2 (a), T = 3 (b), T = 5 (c), T = 8 (d),
T = 10 (e) and T = 15 (f). See caption in Fig. 4.1 for more details. In (f) only
periods up to 2 are shown in order to improve comparison between (e) and (f).
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In Figures 4.1 and 4.2 we have highlighted parameter values associated to two
different doses. These are given by two different white straight lines; the one
with the larger slope (Q < Qc) is fully contained in the non-spiking region when
T small enough, while the other one is contained in the spiking region for all
values of T , and they will lead to different qualitative responses.
Note that the dose conservation can be performed in three different ways
in order to keep the quantity Q = Ad constant. In the first one one varies the
duration of the impulse ∆ = dT as the period T of the periodic input I(t) varies,
while its amplitude A is kept constant. This is done by keeping the duty cycle
d constant.
In the second one, the duration of the pulse is fixed, and one varies its amplitude
when T is varied in order to keep constant the average of I(t).
Of course, one can also simultaneously vary both magnitudes, giving rise to
any different types of parametrizations with respect to T of the straight lines
corresponding to fixed dose.
In the next sections we separately study the first two cases.
4.2 Fixed dose for constant impulse amplitude (width cor-
rection)
Taking into account that 1/A = d/Q, for a fixed value of the amplitude of the
pulse it is enough to keep the duty cycle d constant in order to obtain an input
with constant dose Q. Hence, in this first approach, we just fix one point in the
parameter space (d, 1/A) and vary T . This will allow us to directly apply the
results shown in § 3.2.
In Figure 4.3 we focus on two points in the parameter space located at the
white straight line with lower slope in Figs. 4.1 and 4.2 (higher dose, Q > Qc),
and we show the firing-number, η, (left figures) and the firing-rate, r, (right
figures) of the periodic orbits found when varying T .
As announced in Corollary 3.1, as Q > Qc these two points in the parameter
space are located in the permanent-spiking region and, hence, as mentioned
in Corollary 3.3, the firing-number tends to zero when T → 0. However, as
predicted by Proposition 3.4, the firing-rate fulfills
lim
T→0
r(T ) =
1
δˆ
,
with 1/δˆ = 0.58 for the used parameter values. As noted in Remark 3.8, this
value only depends on Q and hence it is the same for all points with equal dose.
In Figure 4.4 we show a magnification of the firing rate for small values of
T , where one can clearly see the structure given by the devil’s staircase.
On the other hand, Proposition 3.3 provides the limiting value for the firing-
rate,
lim
T→∞
r(T ) =
d
δ
,
where δ is given in (4.2). Note that this quantity depends on A and, hence, it
is different for the two considered case although they correspond to inputs with
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(a) (b)
(c) (d)
Figure 4.3: Firing-number η(T ) (left) and firing-rate r = η(T )/T (right), under
variation of T for Q = 0.666. (a) and (b) d = 0.2 and 1/A = 0.3. (c) and (d) d =
0.8 and 1/A = 1.2. The firing-rate follows a devil’s staircase with monotonically
decreasing pieces exhibiting a maximum at T = TR1 and a minimum at T = T
L
1 .
Parameters a, b and θ are set as in Figure 4.1.
the same average. For (d, 1/A) = (0.2, 0.3) (Figure 4.3 (b)) we get d/δ = 0.655,
and for (d, 1/A) = (0.8, 1.2) we obtain d/δ = 0.604.
Finally, observe that the firing-rate possesses a global maximum and mini-
mum at T = TR1 and T = T
L
1 , respectively, as x¯ is attracting enough.
We now focus on two different inputs with average lower than the critical
dose. In Figure 4.5 we show the same results for the two points labeled in
Figures 4.1 and 4.2 located on the white straight line with higher slope (lower
dose). For large values of T the firing-rate shows the same behavior as before
with limiting values d/δ = 0.244 (Figure 4.5 (b)) and d/δ = 0.125 (Figure 4.5
(d)). However, as predicted in Corollary 3.3, unlike in the previous case, as
these two points are now located in the conditional-spiking region, there exists
some values of T below which the firing-rates vanish.
Note that, as in the previous case, the firing-rate exhibits a global maximum
at T = TR1 . However, the global minimum becomes now 0 for all 0 < T < T0,
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(a) (b)
Figure 4.4: Magnification of Figures 4.3 (b) and (d).
as (d,A) belongs to the conditional spiking region (see Remark 3.11).
4.3 Fixed dose for fixed pulse duration (amplitude correc-
tion)
We now fix the duration of the pulse ∆ and perform the dose conservation by
properly modifying its amplitude. This is done by varying the parameters d and
A along straight lines in the parameter space d× 1/A parametrized by T ,(
d,
1
A
)
=
(
∆
T
,
∆
QT
)
. (4.3)
Note that, with this approach, it is not possible to analyze the properties of the
output when T → 0, since its minimal value is T = ∆. Varying T from ∆ to∞,
one has to vary (d, 1/A) from (1, 1/Q) to (0, 0) along a straight line with slope
1/Q in order to keep the released dose constant.
Regarding the behavior of r(T ) when T → ∞, we can use Proposition 3.3.
From (4.3) we get d = ∆/T and A = QT/∆, which, when combined with (4.2)
and Proposition 3.3 gives us
lim
T→∞
r(T ) =
Q
θ
,
independently of ∆.
In Figure 4.6 we show the evolution of the firing-rate for an input with
average greater than the critical dose, Qc. Note that this leads to a broken
devil’s staircase, as it starts at T = ∆. The behavior at T →∞ is the expected
one.
In Figure 4.7 we show the same computation for a Q < Qc. In this case, if T
is close enough to ∆, equation (4.3) provides points located in the non-spiking
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(a) (b)
(c) (d)
Figure 4.5: Same as Fig. 4.3 for Q = 0.257. (a) and (b): d = 0.2 and 1/A =
0.777. (c) and (d): d = 0.8 1/A = 3.111. As in the previous case, a global
maximum occurs at T = TR1 ; however, the global minimum is 0 for a whole
range of small periods.
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(a) (b)
Figure 4.6: Firing-number (a) and firing-rate (b) for Q = 0.666 using amplitude
correction while keeping constant the duration of the pulse, ∆ = 3.
(a) (b)
Figure 4.7: Firing-number (a) and firing-rate (b) for Q = 0.257 using amplitude
correction while keeping constant the duration of the pulse, ∆ = 3.
region for which r(T ) = η(T ) = 0. Although the points provided by (4.3)
are never located in the permanent-spiking region, they are in the conditional-
spiking region if T is large enough. Hence, one starts observing spikes at some
point.
Note that, unlike when fixing the dose by width correction, one always gets
non zero spikes per period and non-zero firing-rates, at least for small enough
frequencies. This is because, when following the straight lines (4.3) towards the
origin one always enters the spiking regions.
5 Conclusions
In this paper we have considered a generic spiking model (integrate-and-fire-like
system) with an attracting equilibrium point in the subthreshold regime forced
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by means of a pulsatile (square wave) periodic input. By contrast to the usual
approach [KHR81, COS01, TB08], we consider the stroboscopic map instead of
the Poincare´ map onto the threshold. This Poincare´ map becomes a regular map
there where it is defined while the stroboscopic map is discontinuous. However,
as shown in [GKC13], this becomes indeed an advantage, as this type of maps
are well understood map by the piecewise-smooth community (see [AGGK] for
a recent survey).
As shown in [GKC13] the system exhibits spiking dynamics organized in rich
bifurcation structures in the parameter space formed by the amplitude and duty
cycle of the forcing pulse. These bifurcations and the associated symbolic dy-
namics completely explain relevant features of this type of excitable systems,
like the firing-rate. In this work, we have studied how these bifurcation struc-
tures, and dynamical properties associated with them, vary when the period of
the forcing is varied while keeping the injected dose (input average) constant.
We have given special interest to the asymptotic firing-rate (average number
of spikes per unit time), which turns out to follow a devil’s staircase (a fractal
structure) with monotonically decreasing steps. In particular, we have precisely
characterized its global maximum in the whole frequency domain as well each
local maxima. If we consider specific ranges of frequency whose bounds cor-
respond to the frequencies eliciting the subsequent local minima, the response
can be decomposed in a repetitive structure with a non-monotonic, bell-shaped
pattern and global maximum.
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