Abstract. In this paper, motivated by recent important works due to FrankLewin-Lieb-Seiringer [16] and Frank-Sabin [17], we study the Strichartz inequality on torus with the orthonormal system input and obtain sharp estimates in certain sense. An application of the inequality shows the wellposedness to the periodic Hartree equation describing the infinitely many quantum particles with the power type interaction.
Introduction and Main results
The classical Strichartz inequality for the free Schrödinger propagator e it∆ may be stated that for any space dimension d ≥ 1 and any admissible pair p, q ∈ [1, ∞], namely B means an inequality A ≤ CB holds for some constant C > 0. Such inequality is first observed by Strichartz in [32] and later extended to mixed norm setting and applied for nonlinear Schrödinger equations, for example [20, 22, 23, 35, 37] . To explain the problem we address in, let us overview two topics concerning the classical Strichartz inequality, the first one is the generalization of the Strichartz inequality involving the orthonormal system and the second one is the theory for the nonlinear periodic Schrödinger equation, especially the Strichartz inequality on torus.
Orthonormal Strichartz inequality on R
d . Recently, the classical Strichartz inequality has been generalized to the orthonormal setting by Frank-Lewin-LiebSeiringer [16] and Frank-Sabin [17] . Let us recall what the orthonormal Strichartz inequality is and their results. For the admissible pair p, q and suitable α ∈ [1, ∞], we consider the inequality
λ ℓ α for all λ = (λ j ) j ∈ ℓ α and all orthonormal system (f j ) j in L 2 (R d ). Clearly, the case α = 1 follows from the triangle inequality and the classical Strichartz inequality without any making use of the orthonormal hypothesis. So, in view of the inclusion relation of ℓ α space, the problem we are interested in is to find the largest α = α(p, q) for which the inequality (1.1) holds given the admissible pair p, q. It is convenient to introduce some notations to overview the known results, see Figure 1 : is the best possible, this theorem does not cover all admissible exponents and the problem on [A, C] is still open regardless of recent contributions [1, 16, 18] . As far as we are aware, the following are the best known results on [A, C]. p ) ∈ (A, C), the estimate (1.1) holds as long as α < p and this is sharp up to ε-loss in the sense that (1.1) fails if α > p. Moreover, the weak type estimate
λ ℓ p also holds true for any λ = (λ j ) j ∈ ℓ p and any orthonormal system
is the weak L p -space. From this theorem, one may notice that the point A plays a critical role in the sense that the sharp exponent is α = 2q q+1 on the lower region and the expected sharp exponent is α = p on the upper region.
Such generalization involving the orthonormal system is strongly motivated by the theory for the many body quantum mechanics and it is important to find the sharp sequence exponent α as in Theorem 1.1 in this context. The first initiative work of such generalization goes back to the famous work due to Lieb-Thirring [28] where the Gagliardo-Nirenberg-Sobolev inequality was generalized to the orthonormal inequality, so-called Lieb-Thirring's inequality. Importantly, the sharp orthonormal inequality played a crucial role to prove the stability of matter [27, 28] , see also [31] . It is also notable that the sharp orthonormal Strichartz inequality as in Theorem 1.1 was employed crucially to establish well-posedness and scattering theory for the certain Hartree equation in [13, 14, 25, 26, 30 
holds.
Remark that the N ε -loss in (1.2) is not removable. Historically, in [2] , Bourgain proved (1.2) when d = 1, 2 via number theoretical argument so-called HardyLittlewood circle method and conjectured that (1.2) holds for any d ≥ 3. After some improvements were obtained in [3, 4] , this conjecture was finally solved positively by the celebrated work due to Bourgain-Demeter [5] where they employed deep theory from Harmonic analysis so-called decoupling theorem. Moreover, it was also observed that the inequality (1.2) still holds replacing the torus by more general irrational torus. For further discussion and the theory on the irrational torus including survey, see [11, 15, 21, 24, 29, 33, 36] . It is notable that in [6] , Burq-Gérard-Tzvetkov studied the nonlinear Schrödinger equation on the compact manifold. In this paper, we employ their idea used to establish the Strichartz inequality on the compact manifold. Further improvement were obtained in their continued works [7, 8] where they employed bilinear and multilinear approach. For the study of the Hartree equation on compact manifold, see the work of Gérard-Pierfelice [19] .
1.3. Main results. With these two topics concerning the classical Strichartz inequality in mind, it is natural to investigate the nonlinear periodic equation in the framework of orthonormal systems. So, our main aim in this paper is to establish the sharp orthonormal Strichartz inequality on torus and apply it to the periodic Hartree equation for the density matrices of infinite trace. More precisely, our first main goal is to determine the largest α for which the inequality
, given a parameter ρ > 0 and admissible pair p, q. Here, the operator P ≤N denotes the frequency cut-off operator which is defined by
where (φ(n)) n is the Fourier coefficient of φ and ∨ is its inverse. When p = q = p * , again applying the triangle inequality and (1.2), we can prove for any small ε,
Our first observation is that if we define α(ρ) for each ρ > 0 by
is necessary for the inequality (1.3), we will see this in Lemma 3.1 by testing the inequality (1.3) with a simple example. So, in the orthonormal framework, the sharp exponent α for the inequality (1.3) should be related to the power ρ and more interestingly, we can easily see that α(ρ) → 1 as ρ → 0. This reveals that the trivial estimate (1.4) is almost sharp when ε → 0. In other words, to make α strictly bigger than one, we need to lose the factor N with certain power. Our first result is the following.
Moreover, this is sharp up to ε-loss in the sense that (1.6) fails if α > α(ρ).
Remark that the possibility of (1.6) with the expected exponent α = α(ρ) remains open except the case ρ = 
fails. In spite of such similarity and the failure, we interestingly have a positive result at the point A for T d case at least when d = 1. Recall that when d = 1, exponents are A = C = (0, 
holds true whenever α ≤ 2. Moreover, this is sharp in the sense that (1.8) fails if α > 2.
We emphasize that to prove the endpoint estimate Theorem 1.6 we follow the spirit of the Hardy-Littlewood circle method via Frank-Sabin's T T * argument in Schatten space. This is possible since the right-hand side of (1.8) becomes ℓ 2 when d = 1 and (
). We will make use of the speciality of ℓ 2 . The problem on the region [A, C] for d ≥ 2 remains open although we will give one observation in Theorem 5.1. There are some possibility to extend Theorem 1.5 to more general compact manifold as Burq-Gérard-Tzvetkov did from view the point of our proof of Theorem 1.5. However, we will not go to such direction here.
As an application of the above orthonormal Strichartz inequalities, we consider M couple of nonlinear periodic Hartree equations which describes the dynamics of M fermions interacting via a power type potential w a (x) = |x| −a for certain 0 < a < d
continues to be an orthonormal system in L 2 (T d ) for each t > 0. Our main interest is the case M → ∞ and hence, we naturally arrive at the operator valued equivalent formulation of (1.9) as follows:
Here γ 0 , γ = γ(t) are bounded and self-adjoint operators on
is a commutator of two operators A and B and ρ γ :
where γ(·, ·) denotes the integral kernel of the operator γ. There are several context for this equation on R d when γ 0 is in the trace class [9, 10, 12] and more importantly Lewin-Sabin [25, 26] and Chen-Hong-Pavlović [13, 14] study the equation (1.10) when γ is not in the trace class. We will obtain the T d counterpart of the (local) well-posedness result due to Frank-Sabin [17, Theorem 14] . To state our result concerning to the equation (1.10), let us introduce more notions. For α ∈ [1, ∞), [13, 14] whose norm is defined by
where
(1) (Local well-posedness) For any
≤ R T , then there exists a so-
Note that if d = 3 and (
is sufficiently close to A, we may choose a = 1 which is the most meaningful case from view point of physical motivation in Theorem 1.7. In fact, the condition 
This paper is organized as follows. In Section 2, we give a few definitions and recall the duality principle. In Section 3, we prove orthonormal Strichartz inequality Theorems 1.4, 1.5 and 1.6. In Section 4, we prove the well-posedness result, Theorem 1.7. In Section 5, we give one observation concerning to the orthonormal Strichartz inequality on the beyond region [A, C] where we will show the almost sharp inequality at A even when d ≥ 2.
Preliminaries
In this section, we provide further definitions and recall the duality principle due to Frank-Sabin [17] . For s ∈ R and p ∈ [1, ∞], we use B 
Here, P k is the frequency cutoff operator,
is the partition of unity, namely ϕ k is a smooth function whose support is contained in {|ξ| ∼ 2 k } when k ≥ 1 and ϕ 0 is a smooth function whose support is contained in {|ξ| ≤ 2} such that ∞ k=0 ϕ k = 1. See [34] for the details of this function space. It is notable that for a 
for a = (a n ) n ∈ ℓ 2 . Then its dual operator E * N (Fourier restriction operator) is given by
Here, the dual operator of E N means that for any a ∈ ℓ 2 and any
holds. Also, it is notable that from few calculations the operator E N E * N is given by
and hence if we write
then we have
Using these notations, the inequality (1.3) can be reformulated as follows. The inequality (1.3) holds for any N > 1, any λ ∈ ℓ α and any orthonormal system
holds for any N > 1, λ ∈ ℓ α and any orthonormal system (a j ) j in ℓ 2 . This is because if we let a j =f j , then the orthonormality of (f j ) j in L 2 (T d ) is equivalent to the one of (a j ) j in ℓ 2 and e it∆ f j = E N a j . From now on, we will mainly consider the inequality of the form (2.2).
All our results concerning to the orthonormal inequality would be shown in terms of the Schatten spaces. In fact, thanks to the duality principle due to Frank-Sabin [17] , the orthonormal inequality we will prove can be rephrased as follows.
Lemma 2.1 (Lemma 3 in [17] ). The inequality (2.2) is equivalent to
3. Proof of Theorems 1.4, 1.5 and 1.6
3.1. The necessity of α ≤ α(ρ). First, we prove the necessity α ≤ α(ρ) for the inequality (1.3) by testing a simple example. 2) with some ρ > 0 holds for any N > 1, any λ ∈ ℓ α and any orthonormal system (a j ) j in ℓ 2 . Then it must be α ≤ α(ρ).
On the other hand, the right-hand side of (2.2) is
As we mentioned in Section 1, α(ρ) = 
From Lemma 3.2, we clearly have
Using this with Stein's analytic interpolation, we prove the following proposition. See Vega [36] for the one functional counterpart. 
Proof. Thanks to the duality principle, Lemma 2.1, to prove the desired estimate (3.2) for all (
, it suffices to to show (3.3)
for all α, β ≥ 1 such that Define for ε > 0, T N,ε = K N,ε * where K N,ε (x, t) = 1 ε<|t|<N −1 K N (x, t). Once we have
for some C independent of ε, then (3.3) follows by taking ε → 0. To do Stein's analytic complex interpolation, we further define for z ∈ C with Rez ∈ [−1,
2 . This involving the Hardy-Littlewood-Sobolev inequality reveals that
, where 2Rez −d ∈ (−1, 0] and 
On the other hand, we claim that
holds with some constant depending only on d and Imz exponentially. In fact, from Plancherel's theorem, we have for each t ∈ T,
Therefore, once we have the bound H z N,ε : L 2 → L 2 with some constant depending only on Imz exponentially, then we obtain the desired bound
2 holds true since the operator H z N,ε is just Hilbert transform up to iImz. For further detail, see Vega [36] . Hence, using
, we obtain for Rez = −1,
. Applying Stein's analytic interpolation, (3.4) holds as long as
Once we have (3.2), then the same inequality replacing I N by an arbitrary interval I whose length is N −1 holds true:
where the constant C is independent of I. In fact, if we denote the center of the interval I by c(I), then changing variables give
where b j (n) = a j (n)e −2πic(I)|n|
2) reveals the desired inequality. From this observation, we may prove Theorem 1.5.
Proof of Theorem 1.5. We have a covering T =
is the collection of disjoint intervals whose length is N −1 and decompose
.
Applying (3.5), we obtain (1.7). 2 ) and this is a key point for the proof of Theorem 1.6. So, the desired inequality (1.8) is equivalent to
Proof of Theorem 1.6. From Lemma 2.1, (3.6) is equivalent to (3.7)
. Recalling (2.1), we see that the left-hand side of (3.7) turns into
2 )] .
If we write |W i | 2 = ψ i , then
where I is the case when n 1 = n 2 :
and II is the case when n 1 = n 2 :
We first handle II. Rewrite
since the number of (n 1 , n 2 ) satisfying the condition n 1 = n 2 , n 1 − n 2 = m 1 and |n 1 | 2 − |n 2 | 2 = m 2 for fixed m 1 = 0, m 2 is at most one. For the sake of simplicity, we write
If we use the notation F x ψ 1 (m 1 , t) = T e −2πixm1 ψ 1 (x, t) dx, then we clearly have
. Applying the Plancherel and the HausdorffYoung which states that
Putting together with ψ i = |W i | 2 , we see
On the other hand, for I, we easily have from Hölder,
. In total,
, which implies (3.7).
4. The well-posedness of the Hartree equation (1.10) In this section, we prove Theorem 1.7 applying our orthonormal Strichartz inequalities. We obtained the orthonormal inequality in the form of (1.3) in the previous sections. By the same proof, it is also possible to replace P ≤N by P k for any k ∈ N ∪ {0}. For example, Theorem 1.4 can be rephrased by for any k ∈ N ∪ {0},
Keeping this in mind, we give a more general result which can be derived by assuming (
Once we have Proposition 4.1, then it suffices to combine this with Theorem 1.5 to have Theorem 1.7. In fact, using Proposition 4.1 with ( As a direct corollary of (4.1), we have for any ε > 0, any λ ∈ ℓ α and any orthonormal
In fact, using the vector-valued version of the Littlewood-Paley theorem (for example, Lemma 1 in [31] ) and (4.1), we obtain
as we desired.
In the sequel, we denote s = ρ 2 + ε. Before going to the next step, let us recall about the density function, although we do not give the complete treatment of the density function of γ here. We refer to [16] 
for any nice function V :
Proposition 4.2.
(1) The orthonormal Strichartz inequality (4.2) or (4.4) is equivalent to for any
Suppose one of (4.2), (4.4) and (4.5) holds true. Then
Proof. Since the proof of this proposition is almost the same as in [16, 17] , we omit details and give key steps. To show (4.5), in view of the duality, we have only to show
for any γ 0 : γ 0 C α (L 2 ) = 1 which follows from the combination of (4.3) and (4.4).
To show (4.6), we notice from the duality and the property of the density function that for some non-negative function
, where we used the fact that |Tr L 2 (AB)| ≤ Tr L 2 (|A||B|) for self-adjoint opeartors A, B. So, applying (4.5), we obtain (4.6).
Note that from Duhamel's principle the solution of the inhomogeneous equation
can be written by
So, the inequality (4.6) is an estimate of the inhomogeneous term.
Remark that (4.4) and (4.6) can be generalize: for any T > 0,
. Now, we prove Proposition 4.1 using Proposition 4.2.
Proof of Proposition 4.1. First we prove the local well-posedness Proposition 4.1-(1). Let us write γ 0 C α,s (L 2 ) = R < ∞ and take T = T (R, w B s q ′ ,∞ ) ≤ 1 to be chosen later. To capture the solution by employing the fixed point theorem, define the space X by
and C * is chosen so that C * > max (10, 10C ρ,ε ). Next, define the contraction map Φ. First, define
Here, we used the notation ρ[γ] = ρ γ . In this formulation, (1.10) is equivalent to (γ, ρ γ ) = Φ(γ, ρ γ ). We now claim that for any T > 0 and any small δ > 0,
and recalling C ρ,ε is the constant of the orthonormal Strichartz inequality (4.2),
Once these claims are proved, then choosing T ≤ 1 small enough so that
we see that Φ(γ, ρ) ∈ X T for (γ, ρ) ∈ X T (precisely speaking, T depends on
, but this is harmless since s = ρ + ε and ε, δ are arbitrary small). Similarly, we can show that Φ is a contraction mapping. So, we find a solution to the Hartree equation (1.10) on [0, T ].
Let us prove (4.11). To evaluate
, fix any t ∈ [0, T ] and calculate
The first term is easy to handle since if (f j ) j is orthonormal in L 2 , then (e it∆ f j ) j is as well for each t:
For the second term, we use the Hölder inequality for Schatten spaces to have
The estimate we employ to evaluate the above nonlinear term is the following (see Corollary on p. 205 in [34] where the inequality was proved for R d case, but the same proof is applicable for T d case)
where r ∈ R and δ > 0 are arbitrary. From this estimate and Young's inequality,
Similarly,
In total, from (γ, ρ) ∈ X T , we estimate the second term by
where C ′ s,δ = C s,δ + C −s,δ which shows (4.11).
To show (4.12), we employ homogeneous and inhomogeneous orthonormal Strichartz estimates (4.9) and (4.10) to have
For the first term,
For the second term, we may employ the same argument as (4.11) and we see (4.12).
Let us show proposition 4.1-(2). In this case, we first fix an arbitrary T > 0. The key estimates are (4.11) and (4.12) which have been already proved. These two estimates yield that
With this in mind, we choose
) small enough (precisely speaking,
, but again this is harmless) so that we can find M > 0 such that for any y ∈ [0, M ], it holds
then we see that Φ : X T,M → X T,M . By choosing R T smaller further, we can also show that Φ is a contraction map on X T,M by the similar way and hence from the fixed point theorem we find a solution
On the beyond region [A, C]
In this final Section, we give one observation on the beyond region [A, C] when d ≥ 2 and this at least gives almost sharp inequality with ε-loss at the point A.
Theorem 5.1. Let d ≥ 2, N > 1 and (a j ) j be any orthonormal system in ℓ 2 .
(1) On (
holds true for any λ ∈ ℓ α(1/p) and arbitrary small ε > 0. Moreover, this is sharp up to ε.
holds true for any λ ∈ ℓ α(1/p) and arbitrary small ε > 0.
Remark. We will show Theorem 5.1 in a more general form: for any ( Proof. If we recall the argument which we used to prove Theorem 1.5, then it suffices to show
Moreover, in view of Lemma 2.1, this inequality follows from 
where T N,j = K N,j * and K N,j = K N 1 2 j−1 ≤|t|<2 j . Hereafter we evaluate each term W
. We claim that for any σ ∈ [2, ∞] and any parameters µ ∈ [0, 1], ρ ≥ 4,
To see this, we consider two cases α = 2 and α = ∞.
When α = 2, we employ the kernel estimate: for (x, t) ∈ T d × I N , |K N,j (x, t)| min (|t|
From this estimate, Young's inequality and Hölder's inequality,
holds for any ρ ≥ 4.
On the other hand, when α = ∞, we see from Plancherel's theorem that for any
, since we have for any (n, n d+1 ) ∈ Z d+1 , |F x,t K N,j (n, n d+1 )| 2 j .
Interpolating these two estimates, we obtain (5.5). To sum up each estimate (5.5), we need to
which gives the restriction of µ. Under this restriction, we can sum up (5.5) and obtain
The parameter ρ ≥ 4 is determined to establish the scaling condition 2 · 
