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Chapter 1
Introduction, state of the art, and aim
Using the superposition and entanglement of quantum states, quantum information science [1] has
offered a new paradigm for the creation of devices that in principle can surpass the performance and
limits of conventional devices in computing [2, 3], communication [4, 5], and metrology [6, 7]. Many
different platforms have been used for the implementation of quantum protocols, e.g. atoms [8, 9]
and ions [10], superconducting circuits [11], photons [12, 13], spins of electrons [14] and nuclei
[15], solid-state emitters [16, 17], and phonons in an optomechanical system [18]. Each platform
has its own strengths that makes it suitable for specific applications, but it is becoming clearer that a
fully functioning quantum system will be a hybrid one that combines different systems [19]. Among
these different physical objects, photons are highly suitable carriers of quantum information, as they
are resistant to dephasing caused by the noise of the environment. This allows photons to carry
quantum information over long distances and enables photonic based technologies to operate at room
temperature. Moreover, photons have a high information capacity due to the many degrees of freedom
of a photon’s quantum state, such as spectrum, polarization, and spatial profile, which can be used
for superposition and entanglement [20]. These properties make photons a key enabler of quantum
technologies [21, 12, 13], especially for the implementation of secure quantum optical networks that
are close to commercialization [22]. In the realm of quantum simulators, heavy research is being done
on the implementation of optical quantum simulators [12], and table-top setups are already capable
of implementing quantum imaging schemes [23].
An important property of the optical quantum technology is its potential for integration, providing
a path to miniaturization, practical large-scale implementation, and more cost efficiency that eventu-
ally leads to commercialization. The existing fabrication technology based on lithography, which has
been perfected over the past decades for the fabrication of integrated electronic circuits with nanome-
ter sized details, has been adapted over the past two decades for the fabrication of integrated optical
circuits on different material platforms that can run quantum operations [21, 16, 12, 24, 25, 26, 27].
Components of a quantum optical circuit can in general be divided in four categories: sources of quan-
tum light, elements to manipulate the state of light, memories to store the quantum state of photons,
and single photon detectors, all of which need to be made efficient, miniaturized, and compatible to
an integrated platform. Recent reviews exist on the development of all these components [27, 25, 26].
My interest in this thesis is in the integrated sources of quantum light.
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1.1 Sources of quantum light
Controlled generation of single photons and entangled photon-pairs is of vital importance for imple-
mentation of most quantum protocols. Single photons are needed for optical quantum computers and
simulators [28] and some quantum cryptography protocols [29]. Entangled photon-pairs lay at the
heart of secure quantum communication protocols and are also needed for implementing quantum re-
peaters [30], which make long distance communication possible. Multiple entangled photon-pairs can
also be used to construct multiphoton entangled states, with three or more photons entangled, through
the process of entanglement swapping [31], and these states have applications in fundamental tests of
quantum mechnics and quantum information processing [32].
An ideal source of quantum light should output pure quantum states of single or entangled photons
on demand [21, 33, 24, 13, 26, 34]. Pure means the produced quantum state should be the same every
time, as opposed to a mixed state where the source outputs different states probabilistically. Moreover,
such a source should produce a defined number of photons. From a practical point of view, aside from
being efficient and miniaturized, a source should also be reproducible, such that the structure with
defined properties can be fabricated in a controlled way. An integrated platform, aside from allowing
for scalability, also increases the chance for reproducibility, as the chances for random misalignments
and environmental effects are minimized when all components are fixed together on a chip. The
properties stated above will ensure the indistinguishability of photons produced from one or different
sources, such that two photons can interfere at a beamsplitter and bunch into its output channels. This
interference is the foundation of most quantum operations, e.g. for quantum gates in computers and
simulators [28] or for quantum repeaters in communication [30]. Finally, since a photon can store
information in different degrees of freedom, we want to have control over these degrees and their
entanglements. This includes controlling properties like the central frequency, spectral bandwidth,
polarization, and propagation direction of the photons, creating entanglement in one or more of these
degrees simultaneously, or controlling the extent of entanglement from maximally entangled to fully
unentangled in these degrees. Henceforth, a source should offer us versatility in its design, so that we
can "tune" the source geometry before implementation to produce photons with our desired properties.
There are different physical implementation of sources of quantum light that can generate single
and entangled photons in a controlled way [35, 33], but in general they can be divided in two main
categories: Single-emitters and nonlinear sources. For both cases, having the source on an integrated
platform capable of nanostructuring is of enormous advantage, as certain nanostructures allow us to
manipulate the optical modes of the system, in turn enabling us to control the underlying light-matter
interactions. This eventually allows us to engineer the output and bring it closer to our ideal. The
focus of my work will be the nonlinear sources, for which I will explain this point in detail in this
chapter, along with their state of the art of integrated implementation. For comparison, a very short
overview of the single-emitter sources is given first.
Single-emitter sources: Single-emitter sources encompass objects such as atoms [36] or solid-
state emitters [37], with the latter being suitable for integration. Single-emitters are mainly used as
a source of single photons, but can also generate entangled photon-pairs [38]. In general, in these
systems, an external source puts the emitter into an excited state and afterwards, through relaxation
into a lower energy state, a single photon is emitted. The main advantage of these sources is their
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capability in generation of highly pure states, which can also be done on demand [39]. Integration
of solid-state emitters into nanostructured optical systems has seen enormous advancements in the
last decade. Of specially high interest are vacancy centers in a diamond platform [17] and InGaAs
quantum dots (QDs) in a GaAs platform [40]. Integrated structures such as photonic crystal slab
waveguides (PCSWs) and photonic crystal (PC) cavities [41, 42, 16, 40], micro pillars [43], and
nanobeam cavities [44] have been used to engineer the radiation dynamics of such sources, through
the control they provide over the density of states (DOS) of the optical modes and their field profiles.
Given the sensitivity of the electronic band structure of an emitter to local environmental fluctuations,
solid-state emitters are commonly susceptible to inhomogeneous broadening [40, 37], which then
requires the emitters to be individually tuned to make them identical [45]. Moreover, interaction with
the phonons of the solid can affect the coherence of the emitter’s state. Although, there are some
solid-state emitters that can have a stable quantum operation at room temperature [37], cryogenic
temperatures are often used to improve the indistinguishability of single-photons [46, 39], which in
turn creates complexity in implementation.
1.1.1 Nonlinear sources of photon-pairs
The second category of quantum light sources are the nonlinear sources of photon-pairs, which are the
main focus of this thesis. A nonlinear material can be pumped with a strong pump beam and through
nonlinear interaction, mediated usually through the χ(2) or χ(3) nonlinearity, a pair of entangled
photons can be generated, called signal and idler. In the process of spontaneous parametric down-
conversion (SPDC) in a χ(2) material, a pump photon "spontaneously" splits into a pair of lower
frequency photons such that conservation of energy is satisfied through ωP = ωI+ωS, where ωP, ωI,
and ωS are the frequencies of the pump, idler, and signal fields, respectively [47]. In the process of
spontaneous four-wave mixing (SFWM) in a χ(3) material, two pump photons mix and split into a
pair of signal and idler photons, where the frequencies of all photons are usually close to each other
satisfying 2ωP = ωI+ωS [48]. Sources of photon-pairs have first been developed in non-integrated
platforms and are still in use when integration is not needed, where bulk crystals are used for SPDC
[49, 50, 51, 52] and often optical fibres are used for SFWM [48, 53, 54, 55]. In general, irrespective
of the underlying process, a waveguide (WG) structure is a more efficient system than the bulk, as
it can maintain a high electric field intensity of the pump in a single mode over a long interaction
length due to the guiding mechanism [56], and the process gets even more efficient for WGs that can
confine modes to a very small cross-section [57]. Integration, especially on a platform capable of
nanostructuring, allows for the creation of such WGs with varying degrees of confinement, which not
only results in highly efficient sources, but ones that are stable and well controlled [24, 26, 27, 25, 34].
Henceforth, the focus of this work is on integrated WG sources of photon-pairs, and from this point
on the properties of sources are described assuming an underlying nonlinear WG platform.
For SPDC and SFWM to be efficient in a WG structure, the electric field profiles of the guided
modes have to be matched. More importantly, the wave-vectors k of the modes involved should satisfy
the phase-matching condition [58], which is kP = kI+ kS for SPDC and 2kP = kI+ kS for SFWM,
where for a WG structure k is a scalar. A fundamental characteristic of these processes is, that the
properties of the generated photons and their entanglements in different degrees of freedom are in
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principle widely tunable, through controlling a combination of the conservation of energy condition,
the phase-matching condition, and the properties of the optical modes of the medium. In an integrated
nonlinear WG source, the degrees of freedom can in general be categorized in the three categories of
polarization/modal, spatial/path, and spectral [24, 26, 27, 34], which can be controlled as follows:
Polarization/modal: The modal and polarization degree of freedom (DOF) are often not separa-
ble in an integrated platform, and can be controlled through the phase-matching condition. If phase-
matching is satisfied between an almost transverse electric (TE) mode at ωS and an almost transverse
magnetic (TM) mode at ωI, a horizontally polarized signal and a vertically polarized idler photon
are generated in a biphoton state of |ψ〉 = |HS,VI〉. A maximally polarization-entangled state has
the form |ψ〉 = |HS,VI〉± |VS,HI〉 and is usually created through post-processing outside the source
with birefringent wave-plates and beamsplitters [59, 60]. Integration allows us to avoid this outside
post-processing. One way is integrating the post/middle-processing elements with the source on the
same chip [61, 62]. Another way is to have a source that satisfies two phase-matching conditions
at the same time [63, 64] or have two sources in series [65]. It is important to note, that "S" and
"I", standing for signal and idler, are labels given to 2 output ports, into which the photons can be
deterministically separated. For example, with a non-degenerate pair, where signal and idler have
non-overlapping spectra, we can separate them using a dichroic beamsplitter, then call one output
signal and the other idler. Then having |ψ〉= |HS,VI〉+ |VS,HI〉 means, a measurement of the photon
in the "S" channel has a 50/50 chance of resulting in either an "H" or a "V" polarization, while doing
so fixes the polarization of the photon in the "I" channel to the opposite.
Spatial/path: In an unstructured bulk source, the spatial DOF refers to where the photons can
be detected in the contineous propagation plane [49]. In an integrated WG platform, the spatial/path
DOF usually refers to which WG and/or which propagation direction a photon is detected in, which
is a discrete variable. Path-entanglement [66] is uniquely suited for qubit encoding in integrated
optical platforms. It can be easily created and manipulated [67, 68] using coupled waveguides, which
are the beamsplitters of an integrated platform, allowing the implementation of complex quantum
algorithms [69]. Path-entanglement can also be directly created [70] and manipulated [71] during the
pair generation process when coupled waveguide arrays are used as the source, where the WG sources
in the array can couple to each other during the pair generation and create complex path-entanglement
patterns through the process of a quantum walk [72].
Spectral: As opposed to a classical process like sum-frequency generation (SFG), where the
frequency of the input beams add up to fix the frequency of the generated beam, in a spontaneous
quantum process, e.g SPDC, one pump photon can split into any combination of the signal and
idler frequencies, as long as it satisfies the conservation of energy and the phase-matching condi-
tion. There is always a continuous range of ωS and ωI that can satisfy these conditions, and the
resulting probability amplitude per frequency units of a pair being generated at ωS and ωI is ex-
pressed by the joint spectral amplitude (JSA) function JSA(ωS,ωI). The photon-pair state then has
the form |ψ〉 = ∫∫ dωSdωI JSA(ωS,ωI) |S,ωS〉 |I,ωI〉. The JSA represents the entanglement in the
spectral DOF and can be controlled through the group velocities of the modes involved [73, 74, 50].
The above discussion outlines a fundamental advantage of nonlinear sources over the single-
emitter sources. Tuning the output of a single-emitter not only requires engineering the optical prop-
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erties of the emitter’s surrounding, but also needs a control over the electronic band structure of the
emitter. With a nonlinear source, it is only the optical modes of the system that determine the prop-
erties of the generated photons. Hence, tuning the output of nonlinear sources is less complicated
and more versatile compared to the single-emitter sources. Aside from tunability, a main practical
advantage of nonlinear sources is their room temperature operation, making their implementation less
complicated than many single-emitter sources. Moreover, the mature existing fabrication technology
for integrated circuits makes nonlinear sources highly reproducible.
A main disadvantage of nonlinear sources of photon-pairs is, that they do not produce photons
on demand, but do it probabilistically, due to the nature of the process. In general, the output of
a nonlinear source includes multiple pairs that are created simultaneously [75, 76, 77]. Multiple
entangled pairs, although highly desirable when we can have them isolated and in a controlled manner
[32], are not desired for cases where only a single pair is expected. To lower the ratio of multiple-
to single-pair generation probability, the total generation probability per pump pulse must be lowered
to values much smaller than one [75, 76, 77], making the generation process probabilistic. This is
the condition at which photon-pair sources are commonly operated at. With a continuous wave (CW)
pump beam, it is the generation time of the photon-pair that becomes completely uncertain. Such a
source is not on demand, as we do not have any knowledge about when a pair is generated or control
over if a pair is to be generated or not. However, since photons are produced in a pair, detection of
one photon "heralds" the existence of the other one. This allows us to have heralded single-photon
sources [78, 79], in which we know about the existence of a single-photon output whenever we detect
its paired photon. It has been shown that even entangled pairs can be heralded at the output of a
source, by post-selecting the multiple-pairs that can be generated in the parametric process [80, 81].
However, a heralded single-photon source does not always produce pure single-photon outputs.
As explained, the signal and idler photons are in general entangled in the spectral DOF, which means
the detection of one photon affects the spectrum of the other one. This makes the output a spectrally
mixed state, instead of the desired pure state. This can be avoided by placing narrowband filters at the
output of the source, to force the same spectrum for the output photons [68, 82], however, this method
severely reduces the brightness of the source and puts fundamental limits on the heralding efficiency
[83]. A better solution is to engineer the source to produce spectrally unentangled or factorizable
pairs with JSA(ωS,ωI) = u(ωS)v(ωI), where upon detection of one photon the other photon always
ends up in the same spectral state. This could be done through a proper choice of the group velocities
of the modes [73, 74, 50], which requires the source of interest to offer a substantial control over the
group velocities of the modes at the point of phase-matching.
Although heralding gives us knowledge of when a pair is produced, it does not give us control over
having the pair when wanted. To have photons on demand, multiplexing schemes can be used [84, 85].
We can either use spatial multiplexing [84] with multiple sources, detectors, and switches [86, 87], or
time multiplexing [85] with only one source and many delay lines and switches [88], or a combination
of the two schemes [51]. This solution however, requires many extra components to supply a truly
on-demand output. To reduce the final footprint, photon-pair sources must be miniaturized, while at
the same time fast and efficient switches along with low loss and controllable delay lines should be
developed for an integrated platform. Finally, although the probability of multiple-pair generation
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can be lowered, it is still a finite number that affects the quality of the output state [89]. This could
in theory be overcome using a combination of multiplexed sources and photon-number-resolving
detectors [90, 91], to result in a near-ideal deterministic source of single photons [89], which again is
a solution that needs more components and a larger footprint.
In the last two decades, there has been intense research towards implementing integrated sources
of photon-pairs, which resulted in highly efficient probabilistic sources, with a wide range of wave-
lengths and degrees of entanglement [24, 26, 27, 25, 34]. Today even commercialized probabilis-
tic sources are available [92]. Although the progress is considerable, there is not yet a fully inte-
grated ideal source of quantum light that can generate photons with a high probability, while offering
full control over their properties, which as explained should in principle be possible using nonlin-
ear sources. There are recent works on creating integrated on-demand sources using multiplexing
[86, 87, 88], but these sources are not yet well-developed due to the complexity of integration of
many sources and components on the same chip. At the moment, most of the components for multi-
plexing are used off-chip. The problem could be mainly categorized as a technical one. Fabrication
technologies have yet to advance to be able to create large scale optical circuits with low fabrication
disorder to minimize photon losses, and to have the capability to integrate high speed and efficient
electronic switches, low loss and controllable delay lines, and photon-number-resolving detectors,
along with photon-pair sources of defined properties all on the same chip.
This problem however, can be tackled through a fundamental approach, by choosing more so-
phisticated optical structures to implement the source with. The improved state of knowledge about
the dynamics of light-matter interaction and optical modes in nanostructured elements, along with
the improved fabrication technologies, has allowed the design and implementation of complicated
nanostructures. Sources made from nanostructured elements can be more efficient and miniaturized,
and provide more control over the photon-pair state with fewer pre- or post-processing components
needed. With the fabrication technologies advancing and the design of nanostructures getting more
sophisticated in a way to reduce the fabrication burden, the two trends will eventually meet in the
middle to allow for the implementation of an ideal source of quantum light.
The objective of this thesis is to help the trend in finding sophisticated optical structures as sources.
From the previous discussions it is clear that such a structure should be able to strongly control
the guided modes, including their wave-vector and group velocity, allowing us to fully shape the
properties of the photon-pair state, with as few pre- or post-processing elements as possible. At the
same time, it must also be efficient, miniaturized, and compatible with a fully integrated platform. In
the next section, I go over the state of the art of implementation of photon-pair sources using different
types of integrated structures, with a focus on nonlinear WGs. After comparing them, I identify which
type of nonlinear WG can offer the most in controlling the pair generation, which happens to be the
least investigated type for this application. This thesis aims to change that.
1.2 State of the art of integrated photon-pair sources
Aside from large-scale and affordable implementation, integration also provides versatility on the de-
sign and fabrication of structures. For integrated nonlinear WGs, this provides control over the guided
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modes and the phase-matching condition, making WGs especially useful in creating and engineering
entanglement in the previously described degrees of freedom [93]. They even allow for creating two
or more degrees of entanglement [94] to reach hyper-entanglement [95], which is a valuable resource
for quantum communication protocols. In this section, I go over the state of the art of integrated
nonlinear WG sources of photon-pairs, categorizing and comparing them based on the WG types.
A short overview is also given on integrated nonlinear resonators, which could be thought of as a
special category of WGs, for completeness. Given that the operation principle of photon-pair sources
are highly dependent on whether they are based on SPDC or SFWM, I first start with a more detailed
explanation of the differences between the two spontaneous processes.
SPDC vs. SFWM: SPDC sources can be implemented in non-centrosymmetric crystals, as they
posses χ(2) nonlinearity. Examples of materials with a strong χ(2) nonlinearity, with which SPDC
sources are implemented, are beta-barium borate (BBO) [49], lithium niobate (LN) [96, 65, 82, 59,
67, 87, 70, 71, 51], potassium dihydrogen phosphate (KDP) [50], potassium titanyl phosphate (KTP)
[97, 98, 52], and aluminium gallium arsenide/gallium arsenide (AlGaAs/GaAs) [99]. SFWM sources
can be implemented in theory in all materials, as χ(3) nonlinearity is universally available. Examples
of materials with a strong χ(3) nonlinearity, with which SFWM sources are implemented, are silicon
[25], silica [54], chalcogenide [100], and silicon nitride [101].
The phase-matching condition is usually easier to satisfy in SFWM, as the frequencies of the
modes are close to each other, and hence their wave-vectors are close. In SPDC, the pump has a
frequency much different than the signal and idler, and since the material usually has a different re-
fractive index at each frequency, the phase-matching condition is not naturally satisfied. One way
of overcoming this is through birefringent phase-matching [58] in anisotropic crystals, such as LN,
where modes of different polarization see different refractive indices, which sometimes can counteract
the effect of material dispersion and satisfy the phase-matching condition between modes of differ-
ent polarization. This method however, is limited to crystals with birefringence, certain wavelength
ranges, and certain polarization combinations. A more versatile method of phase-matching is called
quasi-phase-matching (QPM) [102], where the χ(2) of the material is periodically modulated along
the propagation direction. In LN for example, this can be done by inverting the crystal’s domain
through applying strong electric fields, called periodic poling, resulting in a χ(2) that periodically
varies between positive and negative values. This in turn creates an extra momentum to compensate
the momentum mismatch such that kP = kI+ kS+ 2pimΛ , where Λ is the poling period and m could be
any integer number, although the efficiency of the nonlinear process becomes much lower for higher
values of m. Although QPM is more versatile than the birefringent method, it is still limited to materi-
als that allow for modulating the χ(2) coefficient. The most versatile method with respect to the choice
of material, wavelength, and polarization is modal phase-matching. This method relies on using WG
structures with strongly dispersive modes, such that the dispersion of the modes can dominate the
dispersion of the material and the modal wave-vectors can satisfy the phase-matching condition.
A technical inconvenience with both SPDC and SFWM is the need for filtering the strong pump
beam at the output, so it does not interfere with the single-photon detection. This can be done using
spectral filters off the chip for both SPDC [70] and SFWM [68], and it is considerably more chal-
lenging to do it all on the chip [103, 67]. Pump filtering is fundamentally harder for SFWM, as the
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frequencies are close to each other, and hence rejecting the pump beam while transmitting the signal
and idler photons with spectral filters will be more challenging compared to SPDC.
When the choice is available between the two processes, SPDC is usually the preferred process
due to efficiency, since χ(2) interactions are overall much stronger than χ(3) ones. Moreover, SFWM
sources often suffer from noise caused by spontaneous Raman scattering [100, 55, 101, 25]. There
are also some material dependent sources of noise, for example silicon suffers from two-photon-
absorption which would result in the absorption of the generated single photons [25]. Henceforth,
SPDC is the more efficient and reliable process for pair generation, and will be the process of choice
for the investigations in this thesis. In the review of the state of the art, I go through both SPDC
and SFWM sources, especially because the state of the art in integrated sources has been mostly
implemented with SFWM in silicon due to its more mature fabrication technology.
1.2.1 Different types of integrated waveguide photon-pair sources
There are many different implementations of integrated WG sources [24, 25, 26, 27, 34]. Based on
the type of WGs, they can in general be divided in three main categories.
Low-contrast WGs: The first category is low-contrast WGs, that have a small refractive index
contrast of ∆n≈ 10−4−10−2 between the core of theWG and its surrounding, shown schematically in
Fig. 1.1(a). The small change of refractive index is created either through diffusion of different mate-
rial elements into the substrate [24] or through interaction with strong laser pulses [104]. These WGs
have the lowest propagation losses among the presented categories. They also have mode profiles of
several microns in size, which is the largest in the presented categories. This allows for efficient in and
out coupling to modes of a fiber, which is an advantage for connecting such sources to fiber optical
communication lines. However, due to the low core/surrounding permittivity contrast, these WGs do
not offer much control over the properties of the guided modes, such as their wave-vector or group
velocity, and the dispersion properties of guided modes are often dominated by that of the material.
Hence, QPM is often used to phase-match SPDC processes, although birefringent phase-matching is
also an option [105]. The most implemented and most reliable of waveguided photon-pair sources are
implemented using indiffusion or proton/ion exchanged WGs in periodically poled LN [96, 59] and
periodically poled KTP [97, 98] based on SPDC [24]. Given that KTP and LN are ferroelectric mate-
rials, periodic poling can be implemented in them, so the phase-matching condition over a wide range
of frequencies can be satisfied in these WGs [102]. There are also laser-written WG sources in silica
based on SFWM [106], which are easy to fabricate on large scale [104]. All these low-contrast WG
sources are usually several centimeters long. Low-contrast WGs have been highly successful in cre-
ating path-entangled states through the use of coupled WG arrays and WG couplers [69, 67, 70, 71].
Multiplexing has also been done using them [87], although different integrated elements on sepa-
rate chips are used to implement the whole multiplexing scheme. They have also been widely used
to create polarization-entangled states, but mostly through post-processing using beamsplitters and
wave-plates outside the source [59, 60]. Simultaneous phase-matching of two processes to directly
generate polarization-entangled pairs has also been reached, using two sources on one chip in series,
each having a different poling period [65]. It has also been proposed [63] and implemented [107] that
by using a bi-periodic poling pattern, two phase-matching conditions at the same time can be satisfied
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Figure 1.1: (a-e) Schematics of different types of integrated waveguides (WGs). (a) A low-contrast WG, where
a small increase of refractive index (the darker region) is created in the substrate for waveguiding; (b) A high-
contrast or ridge WG on a lower refractive index substrate; (c) A standard W1 photonic crystal slab waveguide
(PCSW); (d) A periodic nanobeam; (e) A double-slot PCSW; (f-h) Schematics of three phase-matching config-
urations based on the directions of propagation of the signal and idler photons: (f) In the forward-propagating
(FP) case, both generated photons propagate in the same direction as the pump; (g) In the backward-propagating
(BP) case, both generated photons propagate opposite to the pump; (h) In the counterpropagating (CP) case,
signal and idler photons propagate in the opposite direction with respect to each other.
in one WG. Spectrally factorizable pairs have also been generated in low-contrast WGs [97, 98, 106].
However, as the group velocities cannot be controlled strongly, generation of factorizable pairs is lim-
ited to certain wavelength ranges that are dictated by the material of choice. A way to overcome this
limitation is using the counterpropagating (CP) phase-matching, in which signal and idler photons
exit from different ends of the WG, as shown schematically in Fig. 1.1(h). The fact that the group
velocity of one of the modes has a negative value in the CP configuration, allows for the factoriz-
ability condition to be satisfied easily in a wide range of nonlinear materials and wavelengths, even
for low-contrast WGs [108]. However, due to the large phase-mismatch ∆k = kP− kS− kI, satisfying
a CP condition is not an easy task, needing either submicron poling periods, which are technologi-
cally challenging to implement [102], or to use higher-order poling terms, which result in much lower
efficiencies [109]. The commonly used poling periods in LN and KTP WG sources range from sev-
eral microns to some hundred microns, all to satisfy the forward-propagating (FP) phase-matching
condition, schematically shown in Fig. 1.1(f). CP phase-matching can also be satisfied using broad
free-space pump beams from above the sample [110, 111, 112, 113, 114], which its use for gener-
ation of factorizable pairs has been proposed [115] and implemented [116]. This method, however,
is fundamentally non-compatible to a fully integrated platform. Another method only applicable to
SFWM uses two CP pump beams from the two ends of the structure [117].
High-contrast WGs: The second category is high-contrast WGs that have a large contrast of ∆n
in the order of 1 between the core and the surrounding, shown schematically in Fig. 1.1(b), created
by physically removing most or all of the surrounding material. These WGs are sometimes called
ridge WGs, which is what is used here to refer to them. The loss caused by fabrication disorder
in ridge WGs is larger than the low-contrast ones due to the nanostructuring. Ridge WGs can have
submicron sized cross-sections, which then allow for enhanced efficiency of the pair generation pro-
cess [57]. However, submicron cross-sections make coupling from them to fibers more challenging
compared to low-contrast WGs. There is active research going on to improve this coupling efficiency
through the design of proper couplers [118, 119]. Most importantly, ridge WGs allow for a stronger
control over the dispersion properties of modes, which eventually allows for reaching modal phase-
matching [120], lifting the need for periodic poling. Ridge WGs are mainly implemented in silicon
[121, 61, 62, 68, 122, 88] and AlGaAs/GaAs [99, 64, 123, 114, 124] material platforms. In the Al-
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GaAs/GaAs platform, Bragg reflection ridge WGs are created with multilayer Bragg reflectors on top
and bottom of the WG, which offer even more freedom in engineering the guided modes. There are
also ridge WG implementations for pair generation in silicon nitride [101] and chalcogenide [100].
Enhanced efficiency allows for ridge WG sources to be shorter than low-contrast ones, with lengths
usually in the millimeter range. Path-entangled pairs have been created using ridge WG sources
and couplers on the same chip [68]. Multiplexing schemes have been implemented using ridge WG
sources [88], but most of the processing for the multiplexing is done off-chip. On a nanostructured
platform, middle- and post-processing elements are fabricated on the same chip with the ridge WG
sources to create polarization-entangled pairs [61, 62, 122]. Through controlling the dispersion re-
lation of guided modes, modal phase-matching of two processes can be satisfied simultaneously in
one source, allowing for direct generation of polarization-entangled states [64, 124] without the need
for post-processing or complicated poling patterns. CP phase-matching has also been implemented
in Bragg reflection ridge WGs to directly generate polarization-entangled pairs [114], where for sat-
isfying two CP phase-matching conditions simultaneously, the WG is pumped from above using two
spatially broad free-space beams of different incident angles. Although high-contrast WGs offer
more control over the dispersion properties of guided modes compared to low-contrast WGs, modally
phase-matching a CP process is still out of reach for them, except by using non-integrated pumping
methods. Finally, it has been proposed theoretically, that by using ridge WGs the limitation of low-
contrast WGs in reaching factorizability could be overcome to some extent [125, 126], as their modal
dispersion can dominate the material one, and hence can better control the group velocity of modes
and allow for reaching factorizability at the needed wavelength regardless of the material platform
used. However, in these proposals, QPM is still used to phase-match the process, as the ridge WGs
were not able to reach modal phase-matching at the same time as factorizability.
Periodic WGs: The third category of integrated WGs are periodic WGs, shown schematically
in Figs. 1.1(c) and (d). Fig. 1.1(c) shows a standard W1 photonic crystal slab waveguide (PCSW)
suspended in air. It is constituted of a dielectric slab with subwavelength thickness, with a set of holes
etched in the slab in a periodic pattern, and then a line defect is created in the pattern by removing
one row of holes, hence the name W1. It supports guided Bloch modes [127] confined in the sub-
micron-sized line defect. Fig. 1.1(d) shows a simpler periodic WG, known as nanobeam, constituted
of a ridge WG with a periodic line of holes in it, which also supports guided Bloch modes. Bloch-
modes can have dramatically different dispersion relations compared to that of a bulk material and
low-contrast or ridge WGs. Especially in PCSWs, the dispersion relation and group velocity can be
engineered, through fine changes in the structure surrounding the line defect [128]. Slow-light modes
[129, 130] can then be created and engineered, where propagating modes have a lower group velocity
compared to that of modes in a standard WG. The lower group velocity enhances the intensity of
light for a constant input optical power and also enhances the nonlinear phase sensitivity of a mode
[131]. These in turn enhance the efficiency of nonlinear parametric processes [132], including second-
harmonic generation (SHG) [133, 134, 135], third-harmonic generation (THG) [136, 137, 138], four-
wave mixing [139, 140], self-phase modulation [141, 142], and electro-optic effect for switching
[143]. This makes slow-light PCSWs particularly interesting for integrated platforms, as through
enhancing the efficiency it can result in smaller light sources and switches. Another unique property
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of Bloch modes is their capability of supporting Umklapp nonlinear processes [144], in which large
phase-mismatches can be compensated by the extra momentum introduced by the periodic lattice.
This means that backward-propagating (BP) and CP phase-matching conditions, shown schematically
in Figs. 1.1(g) and (h) respectively, could in principle be satisfied without the need for periodic poling
or non-integrated pumping, through modal phase-matching of Bloch modes. An example is the design
of a 2D PC slab, modally phase-matched for a BP SHG process [145].
All these capabilities suggest that PCSWs could be the ultimate structures in controlling the light-
matter interaction as a photon-pair source and provide the strongest handle over the biphoton state.
However, there have been limited works done towards utilizing them and in general periodic WGs
towards this goal. The only implementation of photon-pair sources using PCSWs has been for SFWM,
using mainly silicon [146, 86, 147] and less frequently using gallium indium phosphide [148]. In these
works, PCSWs were used to enhance the efficiency of the pair generation process using slow-light
and consequently miniaturize the sources down to a hundred microns long. This makes PCSWs the
most miniaturized WG sources, which has motivated their use in spatial multiplexing schemes [86]. I
believe however, that PCSWs are capable of much more than just enhancing the efficiency, especially
in controlling the properties of the generated pairs through dispersion engineering the bands and
accessing different propagation directions by satisfying CP and BP phase-matching conditions. There
were proposals using 1D Bragg structures to facilitate phase-matching for pair generation, in which
the change in the dispersion of the Bloch modes is used to overcome the phase-matching limitations
in isotropic material systems that do not have birefringence [149, 150]. This however, has been done
to only reach a FP phase-matching, not using the full potential of Umklapp processes. There is also a
proposal for reaching factorizability in a 1D periodic stack [151], which uses the dispersion relation
of Bloch modes to reach group-velocity matching, a condition needed for factorizability, but there has
not yet been any proposals toward implementing this effect in a practical integrated structure such as
a PCSW. The aim of this thesis is to investigate and hopefully to unleash the full potential of PCSWs
as sources of photon-pairs. I discuss this aim in more details in the next section.
It should also be mentioned that PCSWs are more complicated than ridge WGs regarding loss
and in/out-coupling. Coupling to PCSWs is harder than ridge WGs, as in addition to the fact that
modes are confined to subwavelength sizes, they also have more complicated mode profiles with
worse overlap with a focused beam or a fiber output. Coupling gets even harder for slow-light modes,
and work has been done to design efficient couplers for PCSWs to overcome these difficulties [152,
153, 154, 155]. On the side of loss, the scattering loss from fabrication disorder has a much stronger
effect on slow modes [156, 157], as the low group velocity of modes enhances their interaction with
the disorder. This loss enhancement should be taken into account in the analysis and application of
slow-light PCSWs, as I will do in this work.
Integrated cavities: For completeness, a short review of integrated nonlinear resonators and
cavities as sources of photon-pairs is presented. In an integrated platform, resonators and cavities
could be made from WG structures, either by placing mirrors at the end-facets of the WG to create
a cavity or by bending the WG and connecting its end-facets together to create a ring resonator.
Examples of such integrated resonators used for pair generation are PC cavities [158, 159], ring
resonators from ridge WGs [160, 161], and disk resonators with whispering-gallery modes [162,
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163]. Another example is in low-contrast WGs, where mirros are placed at the end-facets by coating
multilayered Bragg reflectors creating a resonator for pair generation [164]. In all these structures,
the continuous guided mode dispersion relation turns into discretized resonances, and these resonance
modes enhance nonlinear efficiencies even further and allow the generation of pairs with extremely
narrow spectra [165]. Narrow spectrum is specially of importance for interfacing photon-pair sources
with atomic-based systems like quantum memories [166] that have bandwidths in the order of MHz.
Narrow spectra also provide the potential for reaching discrete frequency entanglement [167, 168].
1.3 Aim and structure of the thesis and collaborations
The aim of this thesis is investigating SPDC sources of photon-pairs on a PCSW platform. As dis-
cussed, PCSWs are the ultimate integrated structures for the control of light-matter interaction on the
subwavelength scale [169, 127], and SPDC is the more preferable process for pair generation. Hence-
forth, one could imagine that PCSWs made from χ(2) materials could be highly efficient sources
of photon-pairs, with a strong control over the output quantum state and its different degrees of en-
tanglement. Another advantage of implementing a source on a χ(2) platform, is that it includes the
electro-optic effect, which allows for the integration of fast switches. Such switches will be more
miniaturized if they are implemented using slow-light PCSWs [143]. Moreover, due to the slow-light
phenomena, coupled PC cavities could allow for the implementation of small and tunable delay lines
[170]. Integrating the switches and the delay lines on the same chip with the source is a vital step
towards the implementation of multiplexing schemes, and more generally for reconfigurable quantum
optical circuits [171, 67]. Considering the benefits of an SPDC source of photon-pairs implemented
using PCSWs, it is surprising that very little research has been done on this topic. The few works done
on photon-pair sources in PCSWs were based on SFWM, which I attribute to the fact that reaching
phase-matching is more straightforward in SFWM, plus the fact that there also exists a mature silicon
nanofabrication technology that allowed the fabrication of PCSWs. However, such a technology also
exists for materials with χ(2) nonlinearity capable of SPDC, like GaAs/AlGaAs, where although its
nanofabrication technology is not as mature and commercialized as it is for silicon, it is arguably as
accurate when it comes to fabricating PCSWs. Hence, the fact that SPDC sources have not yet been
implemented using PCSWs is not due to the technological challenges, but as explained throughout this
thesis, was partly due to the complexity of finding a practical phase-matched design and partly due
to the complexity of the theoretical analysis. The aim of this thesis is to overcome these challenges
and fill the gaps in knowledge for design and analysis of PCSWs as SPDC sources of photon-pairs,
as well as to investigate their potential for controlling the properties of the biphoton state, especially
for creating and controlling the extent of entanglement in different degrees of freedom.
As for any investigation, a specific material has to be chosen for practical designs. The material
of choice for this work will be lithium niobate (LN). LN has many favourable optical, acoustic, and
mechanical properties [172], making it a widely used material in telecom technologies and photonic
applications [173, 174]. Its strong χ(2) nonlinearity, wide transparency window, and the possibility
for periodic poling, make LN a very efficient material for three-wave mixing (TWM) [175]. Most re-
liable SPDC sources are made on a LN platform with low-contrast WGs [96]. With high electro-optic
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coefficients, LN is the leading material in telecom light modulators and switches [174]. These desir-
able properties have made LN one of the main platforms of interest in implementation of integrated
quantum optical circuits, mostly focused on the use of low-contrast WGs [27]. A nanostructured
LN circuit would make an even better platform, combining the desirable properties of LN with the
subwavelength confinement and strong control offered by nanostructured elements such as PCSWs.
The realization of such a platform was delayed because of the less developed nanostructuring
technology for LN compared to materials like silicon or GaAs. One of the first realizations of a PC
pattern on LN was done using focused ion beam milling [176], although the holes were drilled in a
bulk LN and there was no slab realized to confine the light in the vertical direction. A major progress
has been the realization of submicron-thick LN slabs suspended in air or placed on a lower refractive
index substrate. The suspended slab in air has been achieved at our institute [177, 178, 179] through
ion beam enhanced etching. A different method is based on ion-slicing a submicron-thick layer of LN
and then bonding it onto a lower refractive index substrate [180, 181, 182, 183]. Having submicron
slabs allowed the fabrication of functional LN nanostructures in our institute. PCSWs and cavities
have been fabricated with this method and tested to demonstrate their linear properties [184, 185] and
LN PC cavities have been successfully tested for SHG [186]. In the past few years, the commercial
availability of LN on insulator (LNOI) wafers, with the commercial name NANOLN [187], where a
submicron-thick layer of LN is bonded to a micron-thick layer of SiO2 again bonded to a LN substrate,
has made the fabrication of LN devices more straightforward and the research on it more widespread
[188]. This has resulted in major advances in the implementation of LN nanostructures, including
microdisk resonators for SHG and SPDC [189], nanobeam cavities [190], waveguide and microring
resonators for electro-optic switches [191], and periodically grooved waveguides [192].
Our institute’s capability in nanostructuring LN was also a motivation for its choice for this thesis.
Considering the speed of progress in fabrication of LN nanostructures, fabricating PCSWs with the
required precision for SPDC applications is not out of reach. Aside from the main part of my thesis,
that was centered around theoretical and numerical investigation of such structures, which is the first
step in a potential implementation, I also participated in our group’s efforts in the development of the
nanostructured LN platform for nonlinear optical applications. A major advancement towards this
goal, was the experimental demonstration of modally phase-matched SHG in LN ridge WGs [S1],
for which I have done its design, analysis, and characterization. This work will be presented in this
thesis, as the design and analysis of the experimental results tie closely to the main topic of the thesis.
Structure of this thesis: In chapter 2, the design of modally phase-matched TWM processes in
LN PCSWs is investigated, as having practical designs is a vital starting step in investigating the topic.
First, I lay the fundamentals needed for understanding TWM in periodic WGs. I then investigate
the Bloch modes of a PCSW at the signal/idler and pump frequencies. In PCSWs, there will be
complications regarding the pump mode, as it is inherently leaky, which in my opinion was the main
reason that hindered investigation of PCSWs for SPDC so far. I will address this issue, and propose
the use of a novel type of PCSW called a double-slot PCSW, shown schematically in Fig. 1.1(e), as an
ideal structure for SPDC that can reduce this complication with the pump mode. Using the double-slot
structure, I present practical designs in LN for reaching and tuning modally phase-matched forward-,
backward-, and counterpropagating configurations. I also propose a scheme, along with a practical
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design, for satisfying multiple phase-matching conditions simultaneously in a single PCSW.
In chapter 3, I study SHG, which could be thought of as the inverse process to degenerate SPDC.
According to the quantum-classical correspondence principle [193, 194, 195, 196], the quantum pro-
cess and its classical counterpart share many characteristics, and studying one gives much information
about the other. Given that doing theoretical and numerical analysis for a classical process is much
less complicated than a quantum one, I start by studying the classical process. I develop a theoretical
framework for describing SHG in PCSWs, one that is capable of including decaying modes, as the
pump is a leaky mode. I use this theory to analyze the experimental results of the LN ridge WG exper-
iment, which is affected by a non-negligible amount of fabrication disorder loss. I then perform direct
numerical SHG simulations on one of my PCSW designs and compare the results with the theoretical
analysis, to check the validity of my designs and theoretical analysis. At the end, I perform a general
study of the effect of loss on SHG interactions involving slow modes, which will be more affected by
any type of loss mechanism. These investigations provide the needed insight into TWM processes in
PCSWs, on which there has not been much studies done previously.
In chapter 4, I study SPDC in PCSWs. I first develop a formalism for describing the generated
biphoton state in a periodic WG, especially such that it can include multiple phase-matching pro-
cesses of different directions of propagation for the generated signal and idler photons. At this point
of the thesis, it would have already been shown that PCSWs are capable of satisfying multiple phase-
matching conditions simultaneously, with modes of different propagation direction, while allowing
for controlling the group velocities of the modes. Here, I will show how these capabilities trans-
late into controlling various degrees of entanglement of path, mode, and spectrum for the generated
photon-pairs in a direct and fully integrated way without the need for any pre- or post-processing
steps. I accompany these explanations with two specific examples in a LN double-slot PCSW: First
one uses a CP configuration to reach a factorizable photon-pair state, unentangled in the spectral DOF.
The other one uses a simultaneous phase-matching configuration to reach a maximally path-entangled
photon-pair state, also known as a Bell state. These results fulfill the goal of this thesis in taking the
first steps towards establishing PCSWs as highly capable and unique SPDC sources of photon-pairs.
In chapter 5, I introduce the concept of atom-mediated SPDC, which goes beyond the main topic
of investigation in this thesis for pair generation, and has emerged from the theoretical investigations
in treating SPDC with decaying modes. From the previous discussions, it is evident that single-
emitter and nonlinear sources have rather complementary advantages and disadvantages to each other.
Hence, it could be imagined that by combining the two systems into a hybrid source, one could
benefit from both their advantages. I have found that using PCSWs, one can directly interface a
single-emitter source with a SPDC source of photon-pairs, and create new dynamics in the photon
generation process. Atom-mediated SPDC could potentially open a path towards realizing truly ideal
sources of quantum light, as it combines the fermionic nature of a single-emitter with the bosonic
nature of a SPDC source. At the moment, this new topic is at its infancy.
Collaborations that contributed to this thesis: The LN ridge WGs used in this work have been
fabricated by Dr. Reinhard Geiss from our group in Jena. The idea of studying evanescent modes for
SPDC has been proposed to me by Prof. Andrey A. Sukhorukov of Australian National University,
Australia. This study has eventually resulted in the discovery of the atom-mediated SPDC scheme.
Chapter 2
Periodic waveguides for parametric
three-wave mixing (TWM)
The first step of the investigation in this thesis is to establish, that there exists the possibility of
modally phase-matching a TWM process in a LN PCSW through a practically realizable structure,
where the frequency of the pump is about twice that of the signal and idler. In this chapter, all the
results regarding the design of phase-matched LN PCSWs along with the foundations needed for
understanding the design process are presented. The analysis of the nonlinear interactions in PCSWs
is left to the next chapters and the focus here is put on studying the Bloch modes of the system,
including their profile, band diagram, and phase-matching capabilities. Most of the developed designs
are specifically aimed at a frequency-degenerate SPDC process, with signal and idler photons of equal
central frequencies. A few of the designs are aimed at a non-degenerate SPDC process. The classical
counterpart of the degenerate and non-degenerate processes are SHG and SFG, respectively. The
quantum process and its classical counterpart share the same phase-matching condition and similar
matching conditions between the field profiles of the modes. The matching condition between the
field profiles is embedded in a quantity that is usually referred to as the overlap integral. Given that
the classical process is simpler to formulate and also interpret, it is used in this chapter to present
an introductory theory for understanding TWM processes. From this theory, the form of the modal
phase-matching condition and the overlap integral will emerge, which will guide our hand in the
design process in this chapter. Given that all the structures presented in this chapter are modally
phase-matched, from this point on, the "modal" part is dropped when referring to them. There is also
a terminology used in this chapter for referring to the modes, that should be mentioned here. When
the signal and idler modes are the same and have equal frequencies in a phase-matched structure,
they are referred to as the fundamental-harmonic (FH) mode, and the pump mode is referred to as the
second-harmonic (SH) mode, similar to the terminology for an SHG process. When that is not the
case, the signal, idler, and pump terminology is used.
This chapter starts by presenting a theoretical formulation for describing SHG in lossless and
non-periodic WGs, along with some general considerations related to the use of LN as the nonlin-
ear material for TWM interactions, accompanied with an actual design of a phase-matched LN ridge
WG. Presenting the WG structure serves as an introduction into understanding the simplest type of
design processes, but is also used in the SHG experiment presented in the next chapter. Afterwards,
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fundamentals of periodic WGs, including Bloch modes, their band diagrams and symmetries, and
how phase-matching can be reached using Bloch modes are explained. These explanations are ac-
companied with a specific design for reaching FP and BP phase-matching in a LN nanobeam. The
nanobeam is used to explain the basics of phase-matching in periodic WGs, as it is a simpler structure
with a simpler design approach compared to a PCSW. The nanobeam structure is also used in the
next chapter, as a host structure for studying the effect of loss on TWM interactions in periodic WGs.
After these fundamentals, we move on to the process of designing phase-matched PCSWs. Formation
and engineering of guided modes at the FH frequency are studied for a standard W1 PCSW. Then,
modes at the SH frequency are studied, which are leaky due to coupling to the radiative plane-waves
of the surrounding, leading to power loss. With the modes understood, a FP phase-matched design
and how it can be tuned is presented for a W1 PCSW. This design will be used in the next chapter
for the comparison of nonlinear simulations and the analytical formalism. After understanding the
limitations of a standard W1 PCSW, the use of a double-slot PCSW is proposed as an ideal structure
for TWM, and its guided and leaky modes are studied. Designs for reaching FP, BP, CP, and simulta-
neous phase-matching in this structure are presented, which will be the center of the proposed SPDC
applications in chapter 4 for generating factorizable and path-entangled photon-pair states.
2.1 Fundamentals of waveguided three-wave mixing
In this section, the fundamentals needed for understanding a TWM process will be presented, consid-
ering the simple case of a lossless non-periodic WG. First, a theoretical formulation is presented to
describe SHG, using the conjugated reciprocity theorem. Afterwards, the relevant material parame-
ters for the use of LN as the nonlinear material are given. Finally, a phase-matched LN ridge WG is
presented, to get an understanding of the design process.
2.1.1 Conjugated reciprocity theorem for SHG in lossless non-periodic WGs
In this section, an analytical formulation is presented for describing phase-matched SHG in a loss-
less non-periodic WG, using the conjugated Lorentz reciprocity theorem [197]. This allows us to
understand the significance of the phase-matching condition and the overlap integral for a TWM pro-
cess. These two concepts are central to the process of design in this chapter, and apply equally to
the quantum process of SPDC and its classical counterpart of SHG. In a TWM process, a material
with a second-order nonlinear susceptibility χ(2) mixes three waves of frequencies ωP, ωS, and ωI,
such that ωP = ωS+ωI, with ωP being the largest frequency of the three. If the ωS and ωI waves are
the input to produce ωP, we have SFG. In the case of SFG with ωS = ωI = ωFH = ωSH/2, we have
SHG. If ωP and ωS waves are input to produce ωI, we have difference-frequency generation (DFG). If
only the ωP wave is input without any seed waves at ωI and ωS and it spontaneously splits into these
two frequencies through interacting with the vacuum fluctuations, we have SPDC. All these processes
share the same phase-matching condition and similar overlap integrals.
It is the SHG process that is considered here. In the simplest way one can describe SHG as follows:
A CW beam of the form EFH(t) ∝ E0e−iωFHt is excited in the structure. The χ(2) nonlinearity then
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generates a nonlinear polarization of the form PNL ∝ χ(2)
(
E0e−iωFHt
)2. This nonlinear polarization
acts as a source of excitation with a frequency of 2ωFH =ωSH, generating a wave at the SH frequency.
The objective of the calculation here is to find this generated SH wave. It is clear that the generated SH
and the input FH can also interact with each other, and through DFG change the input FH wave. For
cases when this change is substantial, one has to calculate its effect on the SHG. Hence, the equations
describing SHG and DFG must be solved together. In the analysis here, this effect is neglected,
assuming that the generated SH is weak enough so that it cannot cause a substantial DFG that can
affect the amplitude of the input FH. This is called the undepleted-pump approximation (UPA) and is
a reasonable approximation for experimentally reachable situations in nanostructured WGs.
The above explanation is oversimplified. The nonlinear susceptibility is in reality a rank three
tensor, and the vectorial PNL depends on the different components of the FH field through:
PNL,γ(r,ωSH) = ε0∑
α,β
χ(2)αβγ(r)Eα(r,ωFH)Eβ (r,ωFH). (2.1)
Here, PNL,γ is the γ-component of the nonlinear polarization vector PNL, and Eα is the α-component
of the electric field vector E. χ(2)αβγ is the second-order nonlinear susceptibility. The α , β , and γ
indices run over the x, y, and z indices. It should be mentioned that finding this expression involves
the use of approximations and fundamental symmetries of the χ(2) tensor, namely the Kleinman’s
symmetry, which can be found in detail elsewhere [58].
The following calculation is based on modal expansion, that describes the dynamics of the field
in terms of the individual response of the eigenmodes of the system. For this analysis, a perturbation
theory is used, which considers the presence of nonlinearity as a perturbation to the linear (unper-
turbed) system and assumes that the perturbed system with nonlinearity has the same eigenmodes
as the unperturbed linear system. Henceforth, we have to first introduce the modes of the system.
A non-periodic WG can be described by an x-invariant relative permittivity profile of ε¯(y,z,ω). In
the analysis here, ε¯(y,z,ω) is assumed to be a real-valued 3×3 symmetric tensor, which means that
the material is lossless, reciprocal, and can be anisotropic in general. For a WG structure, ε¯(y,z,ω)
usually has a region of higher permittivity called the core, that is surrounded by other materials of
lower permittivity. Such a system can support guided modes confined to the core through total inter-
nal reflection, with an electric field profile of the form E(r,ω) = e(y,z,ω)eik(ω)x, which is a solution
to the source-free wave equation ∇×∇×E = ω2c2 ε¯E. Here, e(y,z,ω) is the transverse field profile
of the mode, and k(ω) is the wave-vector of the mode. The wave-vector expressed as a function of
frequency, k(ω), is referred to as the band of the mode. For a fully guided mode in a lossless structure,
k(ω) is a real-valued quantity. We assume only one mode is excited at the FH frequency, with the
electric and magnetic field profiles:
{EFH,HFH}(r) = {eFH,hFH}(y,z)eikFHx. (2.2)
Here, the complex representation for the field is given, assuming a CW excitation with a time depen-
dence of e−iωFHt . The FH mode is assumed to be a FP mode, with kFH > 0. In Eq. (2.2), the excited
FH field is not separated into a power-dependent amplitude and a power-normalized transverse field
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profile, but instead is presented as one quantity in the transverse field profile. By the end of the cal-
culation, a normalization will be done on the final result to make it explicitly dependent on the input
FH power. The field profiles for the modes at the SH frequency are:
{ESHn ,HSHn}(r) = {eSHn,hSHn}(y,z)eikSHnx, (2.3)
where the index n runs over all the guided modes atωSH, including FP and BP ones. The SH transverse
field profiles are not normalized and a normalization will be done by the end of the calculation to make
the final result independent of arbitrary proportionality constants in the SH transverse field profiles.
Fields in Eq. (2.3) satisfy the source-free Maxwell’s equations at ωSH:
∇×ESHn = iωSHµ0HSHn, and ∇×HSHn =−iωSHε0ε¯SHESHn. (2.4)
Eq. (2.4) represents the dynamics of the unperturbed system. For the perturbed system with nonlin-
earity, the equations include the PNL from Eq. (2.1), giving:
∇×E′SH = iωSHµ0H′SH, and ∇×H′SH =−iωSHε0ε¯SHE′SH− iωSHPNL. (2.5)
E′SH and H
′
SH are the total generated fields at ωSH, for which the following ansatz is assumed:
{E′SH,H′SH}(r) =∑
n
An(x){ESHn,HSHn}(r). (2.6)
This ansatz assumes that the generated SH field is a sum of all the guided modes at the SH frequency,
each with an amplitude function An(x), to be found. To find An(x), the conjugated reciprocity theorem
[197] is used, which states that the following relation is true for every mode of index m:∮
S
(
E′SH×H∗SHm +E∗SHm×H′SH
) ·dS= iωSH ∫
V
d3rPNL ·E∗SHm . (2.7)
Here,V is a volume, S is the closed surface around this volume, and the surface element dS is pointing
outwards on this surface. To use Eq. (2.7) for finding An, we need the orthogonality relation between
the transverse profiles of the modes at the SH frequency:
+∞∫∫
−∞
(e∗m×hn+ en×h∗m) ·xdydz= δnmFn, with Fn =
+∞∫∫
−∞
2Re [en×h∗n] ·xdydz. (2.8)
To find An(x) from Eq. (2.7), a rectangular volume is chosen, starting from x = x0 to x = x1, and
infinitely large in the transverse yz-plane. Using Eqs. (2.3) and (2.6) with Eq. (2.7) gives:
∑
n
∮
S
An(x)
(
eSHn×h∗SHm + e∗SHm×hSHn
) ·dS= iωSH ∫
V
PNL ·E∗SHmd3r. (2.9)
The surface integral on the left-hand side of Eq. (2.9) can be simplified. The field profile of the
guided modes, being confined in the y- and z-directions, will go to zero on the four surfaces closing
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the volume in the transverse directions, and hence not contribute to
∮
. As a result, the closed surface
integral will turn into two surface integrals over surfaces perpendicular to the x-direction. For these
integrals, the orthogonality relation of Eq. (2.8) can be used, simplifying Eq. (2.9) to:
An(x1)−An(x0) = iωSH
FSHn
∫
V
PNL ·E∗SHn d3r. (2.10)
Eq. (2.10) gives the change in An(x) over the length x1− x0. An(x = x1) can be calculated given that
we have the initial value at x0. We then need to take the integral on the right-hand side of Eq. (2.10)
over a volume between x0 and x1. We take this integral by separating PNL ·E∗SHn into its x- and yz-
dependent parts, which give us the the phase-matching condition and the overlap integral between the
transverse mode profiles, respectively. We first define pNL(y,z):
pNL,γ(y,z)≡ e
−i2kFHx
2ε0
PNL,γ =
1
2 ∑α,β
χ(2)αβγ(y,z)eFH,α(y,z)eFH,β (y,z). (2.11)
Using this definition we can rewrite Eq. (2.10) as:
An(x1)−An(x0) = i2ωSHε0 Vn
FSHn
x1∫
x0
e−i∆knx dx, (2.12)
where Vn is the overlap integral that determines the efficiency of the process, defined as:
Vn ≡
+∞∫∫
−∞
pNL · e∗SHn dydz=
1
2 ∑α,β ,γ
+∞∫∫
−∞
χ(2)αβγ(y,z)eFH,α(y,z)eFH,β (y,z)e
∗
SHn,γ(y,z)dydz, (2.13)
and ∆kn = kSHn−2kFH is the phase-mismatch. To take the integral along the x-direction, let us assume
that we have an infinitely long WG, that has only a finite region of 0 < x < L over which χ(2) ̸= 0.
This means that there will be no reflections from the end-facets of the finite-sized nonlinear region.
To find the amplitude of a FP SH mode, we must find the mode’s amplitude at the end of the structure.
Hence, the boundary condition of An(x = 0) = 0 is set, which means that there is no additional SH
wave inserted into the structure from an external source. This gives:
L∫
0
e−i∆knx dx=
e−i∆knL−1
−i∆kn = e
−i∆knL/22sin(∆knL/2)
∆kn
= e−i∆knL/2L sinc(∆knL/2) .
Hence, the amplitude of the nth FP guided mode at the SH frequency, excited through SHG is:
An(L) = i2ωSHε0
Vn
FSHn
e−i
∆knL
2 L sinc(∆knL/2) . (2.14)
Eq. (2.14) gives the electric field amplitude of the excited SH mode as a function of the input FH
electric field, which reside in the overlap integral of Eq. (2.13). Often however, it is desired to have
the generated SH power as a function of the input FH power, with an expression that is independent
of arbitrary proportionality constants in the field profiles of the modes, so that we can utilize field
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profiles found from any numerical method without any type of normalization. For doing so, we need
to use an expression that connects the group velocity of a mode vg to its field profiles [127]:
vg =
c
ng
=
1
dk/dω
=
+∞∫∫
−∞
Re [e×h∗] ·xdydz
/+∞∫∫
−∞
d · e∗ dydz, (2.15)
where ng is the group index and d = ε0ε¯e is the displacement field profile of the mode, such that
di = ∑ j ε0εi je j. Eq. (2.15) neglects the dispersion in the material permittivity around the frequency
of interest for calculating vg, a justified approximation in nanostructured WGs made of transparent
dielectric materials, where the modal dispersion induced by the structuring is far stronger than the
material dispersion. However, in plasmonic structures the material dispersion must be included [198,
199, 200]. In the following, it is assumed that only one SH mode is phase-matched and generated
dominantly, so the index n for the SH mode is dropped. For a CW forward-propagating FH mode, the
input power at x= 0 and its relation to the group index of the mode is:
PFH =
1
2
+∞∫∫
−∞
Re[eFH×h∗FH] ·xdydz=
c
2ngFH
+∞∫∫
−∞
dFH · e∗FH dydz. (2.16)
The generated SH power at the end of the structure is:
PSH =
1
2
+∞∫∫
−∞
Re[E′SH×H′SH∗] =
1
2
|A(L)|2
+∞∫∫
−∞
Re[eSH×h∗SH] ·xdydz, (2.17)
where Eqs. (2.3) and (2.6) are used for the SH fields. To get the SH power in the form wanted
here, A(L) from Eq. (2.14) is substituted into Eq. (2.17). Moreover, a factor of one is inserted in the
right-hand side Eq. (2.17) from the equality 1=
(
2ngFHPFH
/
c
∫∫
dFH · e∗FH dydz
)2, which itself can be
verified from Eq. (2.16). Finally, the expression |A(L)|2 ∫∫ Re[eSH×h∗SH] ·xdydz in Eq. (2.17) results
in a 1/
∫∫
Re[eSH×h∗SH] · x dydz factor, which is substituted by ngSH/c
∫∫
dSH · e∗SH dydz, using the vg
expression of Eq. (2.15). This turns Eq. (2.17) into:
PSH =P
2
FHL
2 sinc2
(
∆kL
2
)
n2gFHngSH
ω2SH
2c3
∣∣∣∣∑α,β ,γ+∞∫∫−∞ ε0 χ(2)αβγ eFH,α eFH,β e∗SH,γ dydz
∣∣∣∣2
+∞∫∫
−∞
dSH · e∗SH dydz
(
+∞∫∫
−∞
dFH · e∗FH dydz
)2 . (2.18)
Eq. (2.18) is the final result of this calculation, describing the generated SH power from a FP SHG
process in a non-periodic WG. There are a number of signature dependencies in this equation. Firstly,
the generated SH power is quadratically dependent on the input FH power. Secondly, the SH power is
dependent on the length of the structure L and phase-mismatch ∆k through an L2sinc2
(∆kL
2
)
function-
ality. A sinc-function, sinc(x), has its absolute maximum at sinc(x = 0) = 1, and it gets smaller for
larger x-values, with an embedded periodic variation and a 1/x envelope. Henceforth, if we intend to
increase the generated SH power by increasing the length of the structure, we have to make sure that
the argument of the sinc-function is zero, which means we must satisfy the phase-matching condition
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of ∆k= 0. This explains the importance of the phase-matching condition for having an efficient TWM
process. If ∆k ̸= 0, then the generated SH power will not rise quadratically with L, but rise and fall
sinusoidally with a period of 2pi/∆k [58].
Aside from having phase-matching, we must also have a substantial overlap integral, defined in
Eq. (2.13) that appears in Eq. (2.18), between the arrays of the nonlinear susceptibility tensor and
the components of the electric field vectors of the modes. Here, we must consider two aspects for
having an efficient interaction. Firstly, the dominant electric field component of the FH mode should
use a non-zero array of the nonlinear tensor, preferably the strongest one, to excite the dominant
electric field component of the SH mode. Secondly, the transverse profile of the FH and the SH
field components and the nonlinear susceptibility must have as much overlap with each other in the
yz-plane as possible. These two aspects overall mean, that the chosen modes should not only be
phase-matched, but also have dominant components with suitable polarizations and mode profiles.
These will be seen in a following design in a LN ridge WG. Before getting to the design process
however, a short description of the relevant parameters of LN for TWM is given.
2.1.2 Lithium niobate as the nonlinear material
To design LN structures for TWM, we need to know LN’s linear permittivity and nonlinear suscep-
tibility tensors. LN is a uniaxial crystal. At the temperature of 21 ◦C, its refractive indices for the
wavelength of λ = 1550 nm are ne = 2.1376 and no = 2.2111, and for the wavelength of λ = 775 nm
are ne = 2.1784 and no = 2.2587 [201], where indices e and o stand for the extraordinary and ordinary
component of the tensor. Because of the crystal symmetry of LN, many of its χ(2) tensor elements are
zero, and many of the non-zero elements are equal. To express the remaining elements, a contracted
notation is used here [58], which allows for writing the PNL of Eq. (2.1) in the following form:
PNL =
 PNL,xPNL,y
PNL,z
= 2ε0
 0 0 0 0 d31 −d22−d22 d22 0 d31 0 0
d31 d31 d33 0 0 0


E2FH,x
E2FH,y
E2FH,z
2EFH,yEFH,z
2EFH,xEFH,z
2EFH,xEFH,y

, (2.19)
where here, LN’s crystal axis (c-axis) is assumed to be along the z-direction. The elements of the
d-tensor are connected to the non-zero elements of the χ(2) tensor as follows: 2d31 = χ
(2)
xzx = χ
(2)
yzy =
χ(2)zxx = χ
(2)
zyy = χ
(2)
xxz = χ
(2)
yyz , 2d33 = χ
(2)
zzz , and 2d22 = χ
(2)
yyy = −χ(2)yxx = −χ(2)xxy = −χ(2)xyx. d33 is the
dominant component of the d-tensor, with a value around d33≈−20.6 pm/V for λFH= 1.52 µm [202].
The second strongest component is d31 ≈−5 pm/V and the weakest component is d22 ≈ 2 pm/V, both
for λFH = 1.064 µm [203]. The contracted notation provides a more intuitive way of understanding
which components of the field take part in the nonlinear interaction, by simply looking at Eq. (2.19).
There are two common scenarios used in this thesis: Given that d33 is the strongest component of the
d-tensor, the interaction will be the strongest when all the three modes involved have their dominant
electric field component along the c-axis. If this is not possible in a design, the next best case would
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Figure 2.1: (a) The geometry of the LN ridgeWG on the SiO2 substrate. The dimensions here areW = 1.20 µm
and h = 0.53 µm. The c-axis is along z; (b) Real-valued field profile of the Ey component of the TE00 mode
(left) at the wavelength of phase-matching λFH = 1.415 µm and the Ez component of the TM20 mode (right)
at the wavelength λSH = λFH/2; (c) The effective refractive indices of the modes: neff,FH is for the TE00 mode
shown around the FH wavelength, and neff,SH is for the TM20 mode shown around the SH wavelength.
be to use d31, e.g. when the SH mode has a dominant electric field component along the c-axis and
the FH mode has a dominant component along any other two remaining axes. In the following, such a
design is presented in a LN ridge WG, as an introduction to doing practical phase-matched designs.
2.1.3 Phase-matching in a lithium niobate ridge waveguide
FP SHG has been demonstrated in AlGaAs ridge WGs [204], and the design process for modal phase-
matching is straightforward. The particular ridge WG design presented here has also been experimen-
tally characterized during this thesis, and the result of this experiment will be presented in the next
chapter. The geometry of the LN ridge WG on a SiO2 substrate is shown in Fig. 2.1(a). SiO2 has a
smaller refractive index of n≈ 1.44 compared to LN, which allows the confinement of guided modes.
The goal here is to find a pair of modes to satisfy kSH = 2kFH. This condition could also be written
between the effective refractive indices of the modes neff,SH = neff,FH, using the definition neff ≡ kλ2pi .
Moreover, these modes should have an efficient overlap integral. In the ridge WG of dimensions
h= 0.53 µm andW = 1.20 µm with LN’s c-axis along z, the pair of modes that satisfy these condi-
tions are the TE00 mode as the FH mode and the TM20 mode as the SH mode. By convention here,
a TE mode is one that has a dominant electric component along the y-direction and a TM mode has
it along the z-direction. A more standardized definition based on the symmetry of the mode profile
will be presented in the next section to categorize Bloch modes. The numbers in the indices refer
to the number of nodes that the profile of the dominant electric field component has in the y- and z-
directions. The profile of the dominant electric field component for each mode is shown in Fig. 2.1(b).
With these modes the SHG process is mediated by the d31 component of the d-tensor. The neff of each
mode is shown in Fig. 2.1(c), where the point of phase-matching at λFH = 1.415 can be observed, at
which the two curves cross for neff,SH = neff,FH = 1.946. The modal data is numerically found using
the Mode Analysis engine of COMSOL, which is based on the finite element method [205].
Some general remarks could be made about the process of design in such structures. Firstly, the
choices of modes and dimensions are not unique, and depend on a range of design constraints forced
by the practicality of the design. For an SHG experiment, the FH mode best be a TE00 or a TM00
mode with no nodes in the mode profile of its dominant electric field component. Experimentally,
this would allow the most efficient in-coupling of light from an objective or a lensed fiber. The SH
mode in a modally phase-matched design will usually end up being a higher-order mode. The reason
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is, at double the frequency, the refractive index of the material increases, and furthermore the modes
become more confined inside the WG, both of which increase the effective refractive index of the
modes. Hence, a TE00 mode at ωFH cannot phase-match to itself at ωSH. However, as the number
of nodes in a mode profile increases, its neff decreases, which makes the phase-matching between a
higher-order SH mode and a first-order FH mode possible. It should be noted, that a higher-order
mode will have a smaller overlap integral with a first order mode, compared to if both SH and FH
modes were first order modes. Regarding the choice of dimensions, the goal is to confine the mode
to as small a transverse area as possible, as the same amount of power confined to a smaller area
will result in a larger electric field intensity and hence a more efficient nonlinear interaction. A ridge
WG with dimensions around that of the wavelength of the FH mode will usually provide an optimum
confinement. If the dimensions are much smaller, the mode profile would be delocalized and have
most of its field concentrated in the regions surrounding the WG, rather than inside the WG where the
nonlinearity is present. Although the choice of dimensions can be fine tuned to get the best nonlinear
efficiency at a target wavelength [206], here I settled with a series of fixed subwavelength dimensions
that emerged from the fabrication, and looked for one that had a FH phase-matching wavelength
between 1.3 µm and 1.6 µm, for which we had tunable CW lasers in our labs. Finally, in the actual
NANOLN substrate used in fabrication of this structure, the SiO2 substrate is only 1 µm thick, and
under it is again LN. This theoretically causes leakage, as the evanescent tail of a guided mode’s
profile can couple to this LN substrate. However, for the modes used here, over the structure length of
a millimeter, the leakage is negligible and the 1 µm thick SiO2 substrate can well confine the modes.
2.2 Periodic waveguides: fundamentals and phase-matching
In this section, the fundamentals needed for understanding periodic WGs, their eigenmodes, and their
phase-matching mechanism will be presented. A phase-matched design in a LN nanobeam is also
presented as an exemplary structure to accompany the fundamental concepts. A detailed explanation
of the used numerical methods is left to appendix A.
2.2.1 Bloch modes, Brillouin zone, band diagram, light line, and symmetries
A periodic WG is a structure that is effectively periodic in the propagation direction x, and has some
confinement mechanism for its modes in the yz-plane. Assume a structure with a periodic permittivity
along the x-direction ε(r) = ε(r+ax) and an arbitrary shape in the yz-plane. a is the period, ax and
its integer multitudes are referred to as the lattice vectors, and the structure that lies within a period is
called a unitcell. The periodic structure can be reproduced by translating a unitcell with all possible
combinations of its lattice vectors. This periodic structure can support specific guided modes, called
Bloch modes, with the electric field expression E(r,ω) = e(r,ω)eik(ω)x in the frequency domain.
The two important quantities needed for describing a Bloch mode are its dispersion relation k(ω),
that describes the Bloch wave-vector as a function of frequency, and its periodic Bloch mode profile
e(r) = e(r+ ax). The dispersion relation is usually plotted with ω as the vertical axis and k as the
horizontal axis, and it is referred to as the band diagram. For a periodic structure, the band diagram
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needs not to be sketched for all values of k, as shifting k to k+ 2pina , where n is an integer, will
describe the same Bloch mode only with a new Bloch mode profile described by e′(r) = e(r)e−i
2pin
a x,
as e−i
2pin
a x is also periodic. This can be seen in the following E(r) = e(r)eikx = e(r)ei(k+
2pin
a )xe−i
2pin
a x =
e′(r)ei(k+
2pin
a )x. This means that we need to know the band diagram for only one 2pi/a interval of k,
the Brillouin zone (BZ). A common choice for it is from −pi/a to +pi/a, referred to as the first BZ.
The 2pia x and its integer multitudes are referred to as the reciprocal lattice vectors. The band diagram
for all values of the wave-vector can be reproduced by translating the band diagram in the first BZ
with all possible combinations of its reciprocal lattice vectors. The essential part of the first BZ can be
reduced even further by having some information about the symmetry of the structure. The simplest
one is, as materials used in the optical frequencies are commonly reciprocal, where the permittivity
tensor is diagonal, the forward and backward propagation are identical. This means that the band
diagram is mirror symmetric (k→−k) with respect to k. For the 1D periodic case, this will give an
irreducible BZ from k = 0 to +pi/a that contains all the dispersion information.
A band diagram is calculated for the case of a LN nanobeam using the MPB eigen-solver, ex-
plained in detail in appendix A. The permittivity distribution for a LN nanobeam is shown in Fig. 2.2(a)
within a unitcell, where the structure is surrounded by vacuum. The band diagram calculated for this
structure is shown in Fig. 2.2(b), where the periodic nature of the band diagram can be observed. The
first thing to be noticed in Fig. 2.2(b) is that k and ω are given in units of 2pi/a and 2pic/a, respec-
tively. In this work, dimensions, frequencies, and wave-vectors for periodic WGs are expressed in
unitless quantities, by choosing the period a as a characteristic length. The scalability of Maxwell’s
equations [127] will result in the same physics, regardless of what a is. Hence, the band diagram
could be found regardless of a, as long as the rest of the geometrical parameters are fixed with respect
to a and the permittivities are unchanged. A useful relation in this regard is ωa2pic =
a
λ , which connects
the normalized frequency in units of 2pica to the free-space wavelength λ . In the periodic structure de-
signs with LN in this work, two sets of permittivities are used: one at λ = 1550 nm for the FH modes
and one at λ = 775 nm for the SH modes. Once a design is reached at the normalized frequency of
a/λFH, a is chosen such that λFH coincides with 1550 nm. In the band diagram of Fig. 2.2(b), the blue
line is the light line, described by ω = cn0 |k| in the first BZ, where n0 = 1 is the refractive index of
the surrounding vacuum in this case. The light line specifies the boundary of two regions in the band
diagram. The region under the light line includes modes that are fully confined to the WG structure
through total internal reflection (TIR). The region above the light line includes plane-waves of the
surrounding bulk and the leaky modes of the WG that are not fully confined by TIR. In other words,
for the frequencies that lie above the light line, the bulk material that surrounds the WG, can support
plane-waves with wave-vectors equal or larger than the modes of the WG. This means that the WG
modes can couple to these outward-propagating plane-waves and hence become leaky.
Under the light line, there are ranges of frequencies without any guided modes. These regions are
known as the bandgap. For example, the first bandgap appears between the frequencies of the first and
second modes at the edge of the BZ k= pi/a, where this region is zoomed in and shown in Fig. 2.2(c),
with the bandgap shaded gray. In the bandgap region, evanescent modes still exist that carry no power,
which are not shown in this plot. Near the bandedge, the group velocity vg = dω/dk of a mode gets
lower, goes to zero at the bandedge, and changes sign on the other side of the bandedge, as can be seen
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Figure 2.2: (a) The geometry of a nanobeam within a unitcell, shown on the z = 0 (left) and x = 0.5a (right)
planes. (b) Band diagram of the LN nanobeam (black solid lines), where only modes with the z-odd-y-even
symmetry are shown. The blue line is the light line. The blue shaded region is above the light line, where
modes are leaky. Design parameters are h/a = 1.4, R/a = 0.35, andW/a = 1.65. The c-axis of LN is along
the z-direction. The λ = 775 nm permittivities are used here; (c) A region of plot (b), zoomed on two bands
near the edge of the first Brillouin zone (BZ). The green upper band is BP and the red lower band is FP. The
grey shaded region marks the bandgap; (d) The Bloch harmonics (BHs) distribution Cn = |z ·Cn(y= 0,z= 0)|
for the two modes marked in plot (c), both with k0 = 0.482pia . The dashed lines mark the edges of the first BZ
at k =±pi/a; (e) The ratio between theC−1 andC0 BHs for the two bands in plot (c).
from the slope of the bands shown in Figs. 2.2(b) and (c). The sign of the group velocity is related to
the direction of propagation of the mode. For example, in Fig. 2.2(c), the lower red band is associated
to a forward-propagating (FP) mode, as vg > 0, and the upper green band is associated to a backward-
propagating (BP) mode, as vg < 0. The modes exactly at the bandedge k = ±pi/a have vg = 0 and
hence are stopped. Sometimes instead of group velocity the concept of group index ng ≡ c/vg is used,
which increases and diverges at the bandedge. It will be seen throughout this work, that a range of
interesting phenomena happen near the bandedge. Hence, it is worth taking a closer look at the Bloch
modes in that region, to understand the physics behind the formation of bandgaps and lowered group
velocities. An argument could be made, that these effect are caused by the periodicity of the structure
coupling FP and BP waves together. In a non-periodic WG, the FP and BP modes do not interact with
each other. But the introduction of periodicity with the period a, couples modes with wave-vectors
that are factors of 2pia apart. The coupling is the strongest for modes at the edges of the BZ and causes
a frequency splitting in the band diagram. This splitting region is the bandgap frequency range. The
band splitting between coupled modes of positive and negative vg should naturally have a point of
zero vg. At this point, it could be imagined that the power contribution of the FP and BP modes
cancel each other, resulting in a standing wave.
A deeper understanding of the above argument can be gained by looking at the field profile of the
Bloch modes. Given that the Bloch mode profile is periodic, it can be expanded in a Fourier series
e(r) = e(r+ax) = ∑+∞n=−∞Cn(y,z)ei
2pin
a x. Henceforth we can write:
E(r,ω) = e(r,ω)eik(ω)x =
+∞
∑
n=−∞
Cn(y,z,ω)eikn(ω)x, with kn(ω)≡ k(ω)+ 2pina . (2.20)
This means that a Bloch mode can be expanded into a series of x-invariant modes, called Bloch-
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harmonics (BHs) [144], described by a Cn(y,z) profile and a wave-vector kn. An example for the
amplitude of the BHs is plotted in Fig. 2.2(d), for two points marked in the band diagram of Fig. 2.2(c).
The two points have the same wave-vector of k = k0 in the first BZ, but the upper band is a BP
mode and the lower band a FP mode. Since both modes have a dominant Ez component with a
maximum at the center of the nanobeam, the absolute value of the z-component of the BH at the
center Cn = |z ·Cn(y = 0,z = 0)| is evaluated as a quantity for the plots to appropriately display the
strength of each BH. For the index n, the BH that has a kn within the first BZ, −pia < kn < +pia , is
always indexed as C0 in the convention of this work. For the mode right at the bandedge, the BH at
+pia is called C0 here. Moreover, for each Bloch mode, its BH amplitudes are normalized such that
the dominant one stands at the value of 1. There are a number of important observations that can
be made from the BHs distribution in Fig. 2.2(d). Firstly, we can see that both of the FP and BP
modes are constituted of positive- and negative-kn BHs. Secondly, these Bloch modes only have two
substantial BHs, C0 and C−1, which are the only ones displayed. Thirdly, we see that the direction of
propagation for the FP and BP modes are consistent with the sign of kn for their dominant BH. That
means, the dominant BH for the FP mode (red one) is C0 at k0 > 0, and for the BP mode (green one)
is C−1 at k0− 2pia < 0. This intuitively matches with our expectation: C0 is a positive-k BH and has a
FP power andC−1 is a negative-k BH and has a BP power. For a mode to be effectively FP, positive-k
BHs should have the dominating contribution, and to be effectively BP, negative-k BHs should be
dominant. Finally, let us take a look at the ratio of the BP BH to the FP BH, C−1/C0, for the two
modes as a function of their wave-vector, shown in Fig. 2.2(e). We see that, as expected, across the
band of the BP mode this ratio is larger than 1, as C−1 stays dominant, and across the band of the
FP mode this ratio is smaller than 1, as C0 stays dominant. More importantly, we see that the ratio
approaches 1, as both modes get closer to the bandedge, where their group velocity is getting smaller.
The ratio is exactly 1 at the bandedge, where the modes are stopped and have vg = 0. This could be
understood, as the second strongest BH propagates power in the opposite direction to the strongest
BH, hence canceling some of the strongest BH’s contribution. This effectively causes for a lowered
vg when the two BHs have a closer amplitude. At the bandedge, the two BHs exactly cancel each
other’s contributions, resulting in a standing wave with no power transfer.
At the end, the symmetries of the modes should be discussed, which are used throughout this work
for categorizing them. For a structure with a permittivity profile that is invariant in the z-direction,
modes of the system that propagate along any direction parallel to the xy-plane can be separated into
purely TE modes, with Hx = Hy = Ez = 0, and TM modes, with Ex = Ey = Hz = 0. In the case of
a WG structure that is not invariant in any of the transverse directions of y or z, like a ridge WG or
a PCSW, this exact categorization is not possible, as modes generally have all 6 components of the
field. However, another categorization based on the symmetry of the mode profiles could be possible.
If the structure is symmetric in the z-direction, let us say around the z = 0 plane, we can separate its
modes into z-even and z-odd, also called TE-like and TM-like, respectively [127]. The z-odd modes
have an odd-looking mode profile for
{
Ex,Ey,Hz
}
and an even-looking profile for
{
Hx,Hy,Ez
}
with
respect to the z = 0 plane. The z-even modes are vice versa. This can be verified from an example
of the mode profile of a z-odd mode in the nanobeam, shown in Fig. 2.3. One reason for calling
z-odd modes TM-like, is that at the z = 0 plane the mode profile is exactly like a TM mode, with
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Figure 2.3: (a-f) The real part of the electric and magnetic field profiles for a mode with a z-odd-y-even
symmetry, presented over the yz-plane, for the lower band at k = pi/a in Fig. 2.2(c).
the
{
Ex,Ey,Hz
}
components being exactly zero. Another reason is that for lower-order modes, the
TM-like modes are close to a TM mode, in that
{
Hx,Hy,Ez
}
are the dominant components and the{
Ex,Ey,Hz
}
components are weaker in comparison. The same reasoning is behind naming z-even
modes TE-like. The periodic WGs in this work, also have a y-symmetry with respect to the y = 0
plane, which can be used to separate the modes into y-even and y-odd modes. The y-even modes have
even-looking profiles for
{
Ex,Ez,Hy
}
and odd-looking profiles for
{
Hx,Hz,Ey
}
. The y-odd modes
are vice versa. This can again be verified from Fig. 2.3, where the mode is y-even, in addition to being
z-odd. WG modes with z-even-y-odd or z-odd-y-even symmetries commonly appear in this work. A
z-even-y-odd mode will have a dominant Ey component with a profile that looks even with respect to
both the y= 0 and z= 0 planes, and a z-odd-y-even mode will have a dominant Ez component with a
profile that looks even with respect to both the y= 0 and z= 0 planes, verifiable from Fig. 2.3(c). In
a TWM process, having even-looking mode profiles for the dominant component of the electric field
will usually result in a strong overlap integral, enhancing the efficiency of the process.
2.2.2 Phase-matching with Bloch modes
The phase-matching condition for Bloch modes is not as simple as the one found for a non-periodic
WG. Here, this condition is found in a general way. The phase-matching condition in a periodic
WG can be theoretically derived in a similar way as for the non-periodic WG in section 2.1.1.
This calculation will be done comprehensively in chapter 3 for describing SHG and in chapter 4
for describing SPDC in periodic WGs. However, there is also a simpler way of finding the phase-
matching condition with our current state of knowledge from section 2.1.1, without performing the
whole calculation. This will be done in the following to find the phase-matching condition for pe-
riodic WGs and understanding it, which is needed for understanding the process of design in this
chapter. The starting point is using the volume integral of
∫
V
PNL ·E∗SH d3r, that appears on the right
hand side of Eq. (2.7), and goes on to Eq. (2.10) to determine the amplitude of the generated SH
mode. Eq. (2.7) is independent from the type of eigenmodes of the system and is a general state-
ment of the conjugated reciprocity theorem, valid for all systems with a real-valued permittivity.
Using the expression for the nonlinear polarization in Eq. (2.1), this volume integral takes the form∫
V
PNL ·E∗SH d3r∝
∫
V
∑α,β ,γ χ
(2)
αβγ EFH,αEFH,βE
∗
SH,γ d
3r, which is again independent of the type of eigen-
modes. For a TWM process with non-degenerate signal and idler frequencies, this integral takes the
form
∫
V
∑α,β ,γ χ
(2)
αβγ(r) ES,α(r)EI,β (r)E
∗
P,γ(r) d
3r, with ωP =ωS+ωI. To find the phase-matching con-
dition for a periodic WG, we can substitute the electric fields in this volume integral with that of the
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Bloch modes of the form E(r,ω) = e(r,ω)eik(ω)x, where k is the wave-vector in the first BZ. To be
able to do a separation of the volume integral into an x-dependent part and a yz-dependent part, we
have to expand all the Bloch modes into their BHs, according to Eq. (2.20). Moreover, given that
χ(2) is also periodic, as it is only nonzero where the material exists, it should also be expanded in a
Fourier series χ(2)αβγ(r) = χ
(2)
αβγ F(r) = χ
(2)
αβγ ∑
+∞
m=−∞Fm(y,z)ei
2pim
a x, where F(r) is a periodic function
equal to 1 where the nonlinear material exists and is zero otherwise. Using these expansions, the
volume integral V can be written as:
V =
∫
V
∑
α,β ,γ
χ(2)αβγ(r) ES,α(r)EI,β (r)E
∗
P,γ(r) d
3r= ∑
nP,nS,nI,m
VnPnSnIm
∫ L
0
dx e−i∆knPnSnImx, (2.21)
with BHs overlap and phase-mismatch defined as:
VnPnSnIm ≡ ∑
α,β ,γ
χ(2)αβγ
∫∫ +∞
−∞
dydzFm(y,z)CS,nS,α(y,z)CI,nI,β (y,z)C
∗
P,nP,γ(y,z), (2.22)
∆knPnSnIm ≡
[
kP+
2pi
a
nP
]
−
[
kS+
2pi
a
nS
]
−
[
kI+
2pi
a
nI
]
+
2pi
a
m. (2.23)
HereCS,nS,α is the α-component of the nSth Bloch harmonic of the mode at frequency ωS.
Eqs. (2.21) to (2.23) tell us what we need to know about the phase-matching condition and the
overlap integral in TWM processes in periodic WGs. To understand them, let us compare the phase-
mismatch of Eq. (2.23) to that of a non-periodic WG, which is ∆k = kP− kS− kI, and the overlap
integral of Eq. (2.22) to that of a non-periodic WG, which is ∑α,β ,γ
∫∫+∞
−∞ dydz χ
(2)
αβγ(y,z)eS,α(y,z)
eI,β (y,z)e∗P,γ(y,z). This comparison tells us, that the interaction of Bloch modes in a TWM process
can be described as a sum of the interaction of all combinations of their BHs with each other, where
each combination of BHs interact with each other in the same way that modes of a non-periodic WG
do in a TWM process. In other words, ∆knPnSnIm is the phase-mismatch between three different BHs
of wave-vectors kP+ 2pia nP, kS+
2pi
a nS, and kI+
2pi
a nI [144] and VnPnSnIm is the overlap integral between
these three BHs. This makes it clear, that in an efficient TWM process, phase-matching is required
between BHs and the efficiency of the process depends on how well the transverse field profiles of
these BHs overlap and how strongly each BH contributes to its corresponding Bloch mode. It should
be noted, that in the designs throughout this work, m= 0 always happens to be the dominant Fourier
component of χ(2) participating in VnPnSnIm. Hence, throughout this work, the phase-mismatch of
Eqs. (2.23) is always expressed with m= 0. Finally, ∆knP,nS,nI = 0 is equivalent to:
kP− kS− kI = 2pia Q, with Q≡ nS+nI−nP = 0,±1,±2, ... . (2.24)
Henceforth, if phase-matching is satisfied for a particular value of Q, then it is satisfied for infinite
combinations of {nP,nS,nI} indices, as they are all integers. In other words, if one set of BHs is
phase-matched to each other, then there are infinite sets of other BHs that are also phase-matched at
the same time. In this work, Bloch modes usually only have at most a handful of non-negligible BHs,
similar to what was shown in Fig. 2.2(d). Hence, there is usually only one combination of BHs that
produces the dominating contribution to the overlap integral.
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The above discussion, allows us to make clear a main advantage of periodic WGs in comparison
to non-periodic WGs in satisfying the phase-matching condition. With periodic WGs, we are no
longer limited to FP processes. BP and CP processes are in principle possible to reach, because every
Bloch mode can have positive-kn and negative-kn BHs at the same time, as was shown in Fig. 2.2(d),
which are needed for phase-matching such processes. A FP process is usually the most efficient one
with the largest overlap integral, compared to a CP or BP process. This is because, as was shown in
Fig. 2.2(d), the dominant BH of a Bloch mode commonly has the same propagation direction as the
Bloch mode itself. Hence, in a FP process, all the Bloch modes are participating in TWM with their
dominant BHs. However, it has also been seen in Fig. 2.2(e), that a mode near the bandedge can have
a non-dominant BH of a substantial amplitude with the sign of kn being opposite to the propagation
direction. This means, that by using modes near the bandedge, it is not only possible to phase-match
BP and CP processes, but also to do it with a comparable overlap integral to a FP process. These
non-dominant BHs will be front and center in all the novel phase-matched structures in this work, and
their role can be better understood by looking at an actual design, presented in the following section.
2.2.3 Phase-matched designs in a lithium niobate nanobeam
The previous analytics on phase-matching in periodic WGs becomes clearer through investigating
an actual structure. Here, the design of a LN nanobeam phase-matched for a FP and a BP process
is presented. A nanobeam offers less dispersion engineering possibilities compared to a PCSW, but
its simplicity will facilitate demonstrating how phase-matching can be reached and controlled in a
realistic structure. Moreover, the nanobeam designs here will be utilized for the study of the effect of
loss on slow-light-enhanced SHG processes, presented in the next chapter. The bands for the z-even-
y-odd and z-odd-y-even modes of a nanobeam structure are shown in Fig. 2.4(a). It was explained
previously, that these two symmetries are of interest for a TWM process, because of the even-looking
profile of their dominant electric field component. For phase-matching, we want to have at least one
of the modes near the bandedge, which allows for that mode to have a substantial non-dominant BH
to participate in a BP phase-matching configuration. The choice for the FH and SH modes is marked
on this band diagram with shaded ellipses, where the red and blue shaded regions mark the frequency
and wave-vector region of interest for a FH mode (red dashed line) and a SH mode (blue solid line),
respectively. It can be seen, that the blue region has approximately double the frequency and wave-
vector compared to the red region, signaling the possibility of phase-matching. With this particular
choice, the SH mode is near the bandedge with a small group velocity and the FH mode is away
from the bandedge at kFH ≈ 0.252pia . The FH mode is a z-even-y-odd (TE-like) mode with a dominant
even-looking Ey component, shown in Fig. 2.4(b). The SH mode is a z-odd-y-even (TM-like) mode
with a dominant even-looking Ez component, shown in Fig. 2.4(c). In this structure, the c-axis of the
LN crystal is along the z-direction, hence the process is mediated using the d31 coefficient of LN.
An advantage of this design is that phase-matching at different points along the band of the slow
SH mode can be reached by just changing the nanobeam width W , allowing us to achieve different
values of group index of the SH mode ngSH at the point of phase-matching with small changes in
the other properties of the modes. This tuning is possible, because the SH mode is a higher-order
mode with two nodes in its field profile along the y-direction, and consequently is more sensitive to
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Figure 2.4: (a) Bands of a LN nanobeam under the light line. The red dashed and blue solid lines correspond
to modes of z-even-y-odd and z-odd-y-even symmetry, respectively. The red and blue shaded ellipses mark the
phase-matched FH and SH modes, respectively; (b,c) Field profile of the phase-matched FH and SH modes. (b)
shows the dominant Ey component of the FH mode and (c) shows the dominant Ez component of the SH mode.
Left and right figures show the field over the x= 0 and z= 0 planes, respectively; (d) Bands of the FH and the
slow SH mode for three designs, achieving FP and BP phase-matching with different SH group index ngSH at
the point of phase-matching: (i)W/a= 2.1 gives ngSH = 5, (ii)W/a= 1.65 gives ngSH = 40, (iii)W/a= 1.55
gives ngSH =−8 . All structures have R/a= 0.35 and h/a= 1.4. LN’s c-axis is along the z-direction.
the change ofW compared to the FH mode. Hence, by loweringW the SH band shifts faster toward
higher frequencies compared to the FH band, which moves the point of phase-matching through the
SH band. The phase-matching crossing between the FH and the SH bands for three values ofW are
shown in Fig. 2.4(d). Here, the frequency and wave-vector of the FH mode is doubled to overlap its
band on that of the SH mode to identify the point of phase-matching. Fig. 2.4(d-i), corresponding
to W/a = 2.1, shows the phase-matching crossing between a FP FH mode and a FP SH mode. We
know they are FP, as both the modes at the point of crossing have positive sign of the group velocity.
Fig. 2.4(d-ii), corresponding to a lower width of W/a = 1.65, also shows a FP case, but with a
slower SH mode closer to the bandedge. In Fig. 2.4(d-iii), corresponding to an even lower width
of W/a = 1.55, the point of phase-matching is pushed past the bandedge into the next BZ, where
the the SH mode has a negative vg at the point of phase-matching. Hence here, a FP FH mode is
phase-matched to a BP SH mode, giving us a BP configuration.
To understand the BP phase-matching better, the BHs distribution of the modes involved are plot-
ted in Fig. 2.5(a). For the SH mode Cn,SH = |z ·Cn(y = 0,z = 0)| is plotted and for the FH mode
Cn,FH = |y ·Cn(y = 0,z = 0)|, in accordance with their dominant electric field component. The FH
mode, which has a low group index and is away from the bandedge, has only one strong BH, whereas
the slow SH mode with a higher group index and near the bandedge has two strong BHs. Importantly,
we can see which BHs of the FH and SH modes coincide in k-value, when we plot the BH of the
FH mode on a doubled k-axis. For this BP scenario, it is the dominant BH of the FH mode C0,FH
that is phase-matched to the second strongest BH of the SH mode C1,SH. The profiles of these two
BHs are shown in Fig. 2.5(b). We see that they resemble their corresponding Bloch mode profiles in
Figs. 2.4(b) and (c), and are concentrated well in the nanobeam, which means they have a good over-
lap with each other and the WG’s nonlinearity profile. It should be mentioned, that in FP processes,
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Figure 2.5: (a) Bloch harmonics distribution for the BP phase-matched nanobeam, with the band diagram
shown in Fig. 2.4(d-iii), where 2k0 = 0.52 2pia at the point of crossing is marked there. The k-axis for the FH is
doubled to show the coinciding BHs. For the SH mode Cn,SH = |z ·Cn(y = 0,z = 0)| is plotted and for the FH
modeCn,FH = |y ·Cn(y= 0,z= 0)|. The dashed black lines mark the edges of the first BZ at k=±pi/a; (b) The
profile of the main BHs participating in the BP process. For the FP FH mode y ·C0(y,z) is plotted and for the
BP SH mode z ·C1(y,z). The profiles are real-valued, done by multiplying each with a constant phase.
shown in Figs. 2.4(d-i) and (d-ii), it is the dominant BHs of both modes, C0,FH and C0,SH, that are
phase-matched to each other, making the FP process more efficient than the BP one.
2.2.4 The need for leaky SH modes and the troubles that come with it
An example of a practical phase-matched nanobeam structure was presented in the previous section.
As said before, the main objective in this work is designing phase-matched PCSW structures, as
they can offer strong dispersion engineering possibilities for the signal and idler modes. This task
will be undertaken in the following section. However, before getting there, a point regarding the
choice of modes should be discussed, that makes the following designs more challenging compared
to the simple nanobeam example. In order to benefit from the unique properties of PCSWs for SPDC
applications, we want to phase-match a pump mode to signal and idler modes that are close to the
edges of the BZ. Near the bandedge is where group velocities vary substantially, so the signal and idler
modes can access a wide range of group velocities. Moreover, strong non-dominant BHs are available
in the Bloch modes near the bandedge, that are needed for satisfying phase-matching configurations
in which the signal and idler photons are not propagating in the same direction as the pump mode.
However, having the FH mode near the bandedge results in a leaky SH mode that is above the light
line. The reason is as follows: We can see in the nanobeam design, that it is the SH mode that is
near the bandedge and the FH mode is away from the bandedge. The lowest place in frequency that
we can have a FH mode near the bandedge will be close to the first bandgap, around the frequency
of a/λ ≈ 0.3, as can be seen in Fig. 2.4(a). This is not strongly connected to the nanobeam design,
but rather to the permittivity of LN. Hence, in any type of LN periodic WG, the lowest normalized
frequency near the band edge for a FH mode is around a/λFH ≈ 0.3. This means the SH frequency
will be at least around a/λSH ≈ 0.6, which is above the light line and results in a leaky SH mode.
This makes things more complicated. Both the numerical and the analytical treatment of a leaky
mode, or in general decaying modes with a complex wave-vector, are more challenging compared to
guided lossless modes with a real-valued wave-vector. The fact that the second/third-harmonic (TH)
mode was a leaky mode seems to be why there were only few further investigations into the topic of
studying higher-harmonic generation in PCSWs. There have been some experiments done on SHG
[134, 135] and THG [136, 137, 138] in PCSWs. In all cases, the FH mode has been a slow mode near
the bandedge for enhanced efficiency, and there has been no attempt in reaching phase-matching. The
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PCSWwas simply pumped at the FH frequency, and the generated SH or TH was detected from above
the sample, due to the strong leakage. There has been an attempt in explaining the phase-matching
process for the THG case [207]. The conclusion was that phase-matching cannot manifest itself due
to the very short decay length of the TH mode, caused by the leakage of the mode and the material
absorption of silicon, that would not allow the TH mode to build up along the propagation direction.
However, there are investigations in 2D PC slabs [208, 209] involving leaky modes, that showed there
exist leaky modes that have low enough leakage that can demonstrate enhancements in SHG when the
phase-matching condition is satisfied. Consequently, for the investigations in this thesis, the challenge
is not just satisfying the phase-matching condition, but to do it with a SH/pump mode that has a low
enough leakage loss, such that the phase-matching condition can actually manifest itself and result
in an efficient interaction. With this understanding, we move on in the next section to the design of
PCSWs, with near the band edge FH modes and above the light line SH modes.
2.3 Standard photonic crystal slab waveguides (PCSWs)
The schematic of a W1 PCSW is shown in Fig. 2.6(a), created by removing one row of holes from
a PC slab, introducing a line defect in it. A PC slab is a slab of dielectric material of subwavelength
thickness, with holes etched in it periodically, where here a 2D periodic hexagonal pattern is chosen.
The PC slab is capable of supporting Bloch modes, which are confined in the slab in the z-direction
through TIR, and propagate in the xy-plane. The periodicity creates frequency bandgap regions, in
which no propagating modes exist in the homogeneous PC slab. The functionality of the PCSW
relies on this bandgap region, and the hexagonal pattern provides a large bandgap region suitable for
waveguiding applications [127]. A guided mode can propagate in the line defect along the x-direction,
confined along the z-direction by TIR and in the y-direction by the bandgap effect. In this section, the
focus will be on the W1 PCSW, which is a standard type PCSW, and in the next section, the double-
slot structure will be proposed as a better type of PCSW for SPDC applications. First, the formation
of the guided FH mode and how its band diagram can be engineered are explained. Afterwards, the
leaky SH mode above the light line and its properties are studied. Finally, a FP phase-matched design
is presented with a slow FH mode, along with an explanation of how such a design can be tuned.
2.3.1 Guided FH mode and its engineering
Before starting, an important point on the symmetry of the modes in the PC slab must be explained,
which restricts the symmetry of the FH mode of choice here. The z-even and z-odd modes have a
different response to the bandgap effect. For the case of a LN PC slab with a hexagonal pattern,
it is the z-even modes that exhibit a large bandgap region [210], allowing for the formation of fully
guided modes over a large frequency and wave-vector bandwidth. On the other hand, the z-odd modes
exhibit a small bandgap frequency range, formed in the higher frequencies near the light line, which
also limits the range of available wave-vectors for formation of fully guided modes. Hence, z-even
is the symmetry of interest for the FH modes in this work. Moreover, it is also desirable to have a
symmetric slab in the z-direction. If the z-symmetry is broken, e.g. by having a substrate under the
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Figure 2.6: (a) Schematic of a W1 PCSW. The extents of a supercell are marked with solid blue lines. The slab
thickness is h, the hole radius is R, and a is the distance between the adjacent holes; (b) Band diagram of the
modes of the PCSW structure, projected along the propagation direction x. The solid blue line is the light line.
The blue shaded region includes the modes above the light line. The red shaded region includes the modes that
can propagate in the PC slab. The yellow shaded region is the partial gap, and the dots in it are the band diagram
of the fully guided z-even-y-odd FH mode. Design parameters here are h/a= 1.2 and R/a= 0.3. LN’s c-axis
is along the y-direction; (c) The absolute value of the dominant electric field component Ey of the FH mode
displayed in the z= 0 (left) and y= 0 (right) planes, at ω = 0.359442pica and k =−0.4364 2pia .
PC slab, there would be coupling between the z-even and z-odd modes, which could be a cause for
leakage into the PC slab. The z-even modes, also known as TE-like, have a dominant Ey electric field
component. In particular, the z-even-y-odd guided modes are of interest here, because they have an
even-looking mode profile of Ey along both the y= 0 and z= 0 planes. With the FH mode fixed such
that it has a dominant Ey component, a good choice will be to have the LN’s c-axis oriented along
the y-direction in all our PCSW designs, which is the case throughout this work. The reason is that
if we manage to find a phase-matched SH mode also with a dominant Ey component, the nonlinear
interaction can be most efficiently mediated using the d33 coefficient of the d-tensor. If we find a
phase-matched SH mode with a dominant Ez component, the d31 component can still be used.
A PCSW is effectively a 1D periodic structure, with a unitcell that is of length a along the x-
direction and infinitely large in the yz-plane. Such a unitcell is also referred to as a supercell, marked
in Fig. 2.6(a). The guided modes of this structure have a wave-vector k = kx. For a PCSW mode
to be fully guided in the line defect, all the modes that can propagate in the PC slab and in the
surrounding vacuum at that frequency must have a wave-vector whose projection along the x-direction
has a smaller magnitude than k. In this way, the guided mode will not couple to those radiative modes
and hence will be confined in the y- and z-directions. This in terms of the band diagram means, that
if we find all the modes that can propagate in the PC slab and in vacuum, and plot them in a 1D band
diagram called a projected band diagram, where their k-value is projected along the x-direction, there
should exist a region in that band diagram that is empty of modes, which can be referred to as a partial
gap. If we create a line defect in the PC slab, and with it create a mode whose band falls into this
partial gap region, then that mode would be fully guided. Such a band diagram is shown in Fig. 2.6(b),
where the MPB tool is used to find all the modes in the supercell of the W1 PCSW. The first thing
that can be identified in Fig. 2.6(b), is the dense packing of dots, which represent the projected band
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Figure 2.7: (a) Absolute value of Ey at the z= 0 plane for the guided mode at the wave-vectors of k =−0.42pia
(upper) and k=−0.52pia (lower); (b) The dispersion engineering design by shifting the first and second rows of
holes, out- and in-wards, respectively; (c) Band and group index of the mode without dispersion engineering
(dashed line) and with it (S1/a= 0.1, S2/a= 0.05, solid line). h/a= 1.2 and R/a= 0.3 for both designs.
diagram of the continuum of modes propagating in the PC slab and the surrounding vacuum appearing
as discrete points due to the finite yz-size of the supercell used in the simulation. The dots that appear
above the light line in the blue shaded region correspond to modes that can propagate in vacuum or
couple to vacuum modes. The dots in the red shaded region under the light light correspond to modes
that do not couple to vacuum modes but can propagate in the PC slab or couple to the PC slab modes.
The yellow shaded region is the partial gap, caused by the PC bandgap effect, in which no slab or
vacuum modes appear, and the line of dots that appears in the partial gap is the band diagram of the
fully guided FH mode. The band diagram is shown in the negative part of the first BZ, as the FP
part of the guided mode happens to be there, apparent from the positive slope of its band. The mode
profile of the dominant electric field component of this mode, Ey, is shown in Fig. 2.6(c), showing
the modal confinement in the y- and z-directions. It should be noted, that this mode does not cease to
exist once its band enters the region of modes of slab and vacuum, but it becomes leaky.
The properties of this guided mode, such as the field profile, the group velocity, and the group
velocity dispersion, can be controlled through slight changes in the geometrical parameters of the
structure surrounding the line defect. Here, a standard dispersion engineering technique is demon-
strated, for achieving low-dispersion slow-light or flat-band slow light, to get a range of frequencies
over which the group index of the mode is relatively constant, in other words, the group velocity
dispersion is low. A flat band increases the bandwidth of the slow-light region and is also desirable
for many pulsed parametric processes [141, 142, 139]. Different designs for achieving low dispersion
slow-light in PCSWs exist [211, 128, 212, 213], all based on changing the geometry of the structure
near the line defect, as the field profile of the guided mode changes relatively strongly along the band
diagram. This is demonstrated in Fig. 2.7(a). Here we see that the field profiles of the mode at the
band edge k = −0.52pia and away from the band edge at k = −0.42pia differ considerably. Hence, by
changing the geometry near the line defect, each part of the band diagram could feel this change in
dielectric permittivity differently due to their different field profiles. The band diagram at different k-
values could shift up and down in frequency differently and consequently reshape the band diagram.
For demonstrating dispersion engineering here, transversal shifting of the first and second rows of
holes adjacent to the line defect is used [128], as shown in Fig. 2.7(b). This recipe is chosen, as it
seems feasible for fabrication. The band diagram and the corresponding group index of the guided
mode, with and without dispersion engineering are shown in Fig. 2.7(c). It can be seen that for a
mode without engineering, the group index rises monotonically and goes to infinity at the band edge.
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Figure 2.8: (a) The Bloch harmonic distribution of the FH guided mode, at k0 = −0.43642pia in the band of
Fig. 2.6(b). The dashed lines mark the edges of the first BZ at k=±pi/a; (b) Profiles of the two strongest BHs.
The profiles are real-valued, done by multiplying each with a constant phase.
With dispersion engineering, the group index spectrum gets rather flat around ng ≈ 23.
Finally, let us take a look at the BH distribution of the FH mode, with the above mentioned
dispersion engineering design, to determine the suitable BHs for an efficient TWM process. The
BH distribution Cn = |y ·Cn(y = 0,z = 0)| is shown in Fig. 2.8(a), for the mode at k = −0.43642pia .
The reason for choosing this point in the band is that soon a phase-matched design will be presented
that has a phase-matching crossing point there. The mode is rather slow here with a group index of
ng = 28. There are two substantial BHs for this Bloch mode that are shown here, at the negative and
positive k-values, with comparable amplitudes, as we would expect for a slow mode. The dominant
BH is the positive-k one, as the mode is overall FP. The profiles for both the BHs are shown in
Fig. 2.8(b). Both BHs seem to be strongly concentrated in the middle of the line defect, hence making
them both appropriate for interaction with any SH mode that is also concentrated in the line defect.
We can now move on to find a suitable SH mode for phase-matching.
2.3.2 Leaky second-harmonic mode above the light line
It was explained previously, why leaky SH modes above the light line cannot be avoided for reaching
phase-matched designs with a FH mode near the bandedge in a LN periodic WG. We can also see
this for the specific W1 PCSW structure presented here, where the FH mode near the bandedge has
a frequency around ωFH ≈ 0.362pica , which means the SH mode must be around ωSH ≈ 0.722pica ,
making it a leaky mode above the light line. In this section, we want to find and study a SH mode
in this frequency range suitable for phase-matching. Before that, however, a general point about the
design procedure must be explained. A leaky SHmode has a complex-valued wave-vector k= k′+ ik′′,
where the imaginary part determines the decay length of the mode Ldecay = 1/k′′. The phase-matching
condition kP− kS− kI = 2pia Q of Eq. (2.24) was found assuming Bloch modes with real-valued wave-
vectors, as the origin of the calculation was based on the conjugated reciprocity theorem, which is only
valid for such modes. With modes that have complex-valued wave-vectors, in other words decaying
modes, the same phase-matching condition is valid, but with kP, kS, and kI now being complex-valued
quantities. This type of complex-valued phase-matching condition will be comprehensively derived
in the following chapters, where analytical calculations are done for describing SHG and SPDC with
decaying modes. Nonetheless, with complex-valued wave-vectors we have ∆k = ∆k′+ i∆k′′, where
here ∆k′= k′P−k′S−k′I− 2pia Q is called the phase-mismatch and ∆k′′= k′′P−k′′S−k′′I the loss-mismatch.
In the design processes that follow in this chapter, the goal is to reach ∆k′ = 0 in a phase-matched
structure. There is no effort paid in the designs here to make the loss-mismatch zero, as it does
not result in an enhanced efficiency in the same way that phase-mismatch does. A ∆k′′ = 0 only
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Figure 2.9: (a) Band diagram of the leaky TE02 SH mode. The blue circles (left axis) are the frequencies, the
red squares (right axis) are the decay lengths; (b) Absolute value of Ey at the z = 0 (top) and y = 0 (bottom)
planes, in a linear FDTD simulation, when the structure is excited from the left side with a CW source at the
frequency of ω = 0.71889 2pica , where the source profile is chosen so that the leaky TE02 is dominantly excited
(with k = 0.12722pia ). Design parameters are S1/a= 0.1, S2/a= 0.05, h/a= 1.2, and R/a= 0.3.
serves to preserve the sinc-functionality of the efficiency on ∆k′. To have an efficient process, each
one of k′′P, k
′′
S, and k
′′
I should be minimized as much as possible. In the case of this work, since we
ideally have lossless modes at the FH frequency range, the main effort in controlling loss boils down
to minimizing k′′P, or in other words, minimizing the leakage of the pump mode. In the following
discussions in this chapter, whenever kP/kSH is mentioned, it indicates the real part of the pump/SH
mode, and its imaginary part is described through the decay length of the mode.
Let us first determine a range of suitable values for kP in the first BZ needed for phase-matching.
This will let us know in which part of the band diagram we should look for the pump mode. Knowing
the range of wave-vectors for the signal/idler modes allows us to find this region, by considering
all the possible phase-matching combinations. Having a signal/idler mode near the bandedge means
−0.52pia < kS,kI < −0.42pia or 0.42pia < kS,kI < 0.52pia . Using the phase-matching condition kP =
kS+ kI+ 2pia Q, we get −2pia < kS+ kI <−0.82pia , 0.82pia < kS+ kI < 2pia , or −0.12pia < kS+ kI < 0.12pia .
All these cases can be translated to the first BZ using Q= 1, Q=−1, and Q= 0, respectively, giving
us −0.22pia < kP < 0.22pia as a range of wave-vectors for the potential phase-matched pump mode.
Moreover, this mode should preferably have a dominant Ey component, to use the d33 coefficient of
the nonlinearity tensor. Having a dominant Ez component is also acceptable, as one can still use d31.
Whichever the dominant component is, it has to have an even-looking field profile with respect to
both y- and z-directions, so that it can have a nonzero overlap with the nonlinear polarization.
With all this in mind, a suitable z-even-y-odd SHmode was identified, with a dominant Ey compo-
nent, whose band diagram is shown in Fig. 2.9(a), along with its decay length. Both decay length and
frequency are plotted as a function of the real part of the wave-vector. The band is shown in the region
0.11< Re(k)a/2pi < 0.15, which as will be shown in the next section is around a point that satisfies a
FP phase-matching condition with the slow FH mode. The field profile for the Ey component of this
mode is shown in Fig. 2.9(b), where the structure is excited from one side to observe the decaying
nature of the SH mode along the propagation direction. This mode can be roughly categorized as a
TE02 mode, as the profile of its dominant electric field component has no nodes in the y-direction and
two nodes in the z-direction. The finite-difference time-domain (FDTD) method is used for finding
the band diagram and the field profile of this mode, the details of which are given in appendix A.
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Figure 2.10: (a) BH distributionCn = |y ·Cn(y= 0,z= 0)| for the SH mode at k0 = 0.12722pia . The dashed lines
mark the edges of the first BZ at k = ±pi/a; (b) The absolute value of the three strongest BH profiles, along
with the dielectric profile in the x= 0 plane; (c) Comparing the trend of the decay length to the strength of the
non-dominant BHs. The red squares (left axis) are Ldecay and the black circles are the ratioM≡
√
C20 +C
2
−1/C1.
To better understand how this mode can efficiently participate in a TWM process, let us take a look
at its BHs. For this, the FP SH mode at k= k0 = 0.12722pia in the first BZ is considered here. The BH
amplitudes are shown in Fig. 2.10(a), where only the three strongest BHs are shown. The dominant
BH is C1 at k = k0+ 2pia . The profiles for the three BHs are shown in Fig. 2.10(b), along with a cut of
the dielectric profile of the structure for comparison. We see that the profile of the dominant BH is well
concentrated in the line defect region. Henceforth, for an efficient interaction, we want to use the C1
BH for phase-matching, being the strongest BH with a suitable profile. Looking at the BH profiles for
the leaky mode can also give us some information about the leakage mechanism of it, and potentially a
way to reduce it. We can see in Fig. 2.10(b), that all three BHs leak in the y-direction into the PC slab,
although this is more severe for the two weaker BHs. Moreover, it is only theC0 BH that leaks in the
z-direction into the surrounding vacuum, because it is the only BH whose wave-vector is smaller than
the wave-vector of a plane-wave propagating in vacuum at that frequency, which is kvac = 0.718892pia
at ω = 0.718892pica . From this observation, we can conclude that the two weaker BHs are the ones
strongly contributing to the leakage of this mode. We can also investigate if any trend exists in the
change of the decay length and the strength of the two weaker BHs over the leaky mode’s band. The
ratioM ≡
√
C20 +C
2
−1/C1 is defined, to quantify the strength of the two weaker BHs compared to the
dominant BH, and the result is shown in Fig. 2.10(c). We can see that for most regions in the band, an
increasing M ratio comes with a decreasing Ldecay. The dependency is not a simple monotonic one,
as the weaker BHs with different wave-vectors along the band could have differing leaking strengths
themselves. Nonetheless, around k = 0.162pia , where Ldecay is the smallest, the M ratio is much larger
than around k = 0.112pia , where Ldecay is the largest. From these observations, it is reasonable to
conclude that to have a low-leakage SH mode, we need to reduce the contribution of all the non-
dominant BHs in the Bloch mode as much as possible. One way of reducing these contributions, is
to reduce the interaction of the mode with the periodicity of the surrounding PC slab. This could be
understood as follows: Consider the case where there is no PC slab surrounding the line defect and
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we just have a ridge WG with a transverse size comparable to the line defect. With λSH = 775 nm
and a/λSH = 0.71889, the periodicity must be a = 0.557 µm, which gives the height and width of
h= 1.2a= 0.668 µm andW = 1.33a= 0.742 µm for this imaginary ridge WG, respectively. 1.33a
is the distance between the edge of the two rows of holes surrounding the line defect in this structure.
The TE02 mode in this ridge WG has an effective refractive index of neff = 1.57, which gives a
normalized wave-vector of ka2pi =
2pi
λSH
neff a2pi =
a
λSH
neff ≈ 0.71889× 1.57 ≈ 1.129 for this imaginary
ridge WG. This is very close to the k-value of theC1 BH of the actual leaky Bloch mode. This means,
that one can think of theC1 BH as the main BH associated with the line defect region when there is no
PC slab, and of the two weaker BHs as being created due to the interaction of the mode with the PC
slab. Hence, with a SH mode that has less interaction with the PC slab, these two BHs will become
weaker, and the mode’s leakage will be reduced. This principle will be used later on in this chapter,
to propose the use of double-slot PCSWs, that have a SH mode with a much lower leakage loss.
2.3.3 A forward-propagating phase-matched design in a W1 PCSW
Here, a FP phase-matched design in a LN W1 PCSW is presented. The modes at the FH and SH
frequencies, along with their field profiles and BHs are already shown in the previous parts of this
section, where the design parameters of the structure are R/a = 0.3, h/a = 1.2, S1/a = 0.1, and
S2/a= 0.05. The c-axis is along the y-direction, to make use of the d33 coefficient of the nonlinearity
tensor, which mediates the nonlinear interaction between the dominant components of the FH and the
SH modes, both along the y-direction. The low dispersion slow-light reduces the sensitivity of the
group index of the FH mode at the point of phase-matching with respect to the frequency shifts of the
band, that could be caused by inaccuracy in a possible fabrication. The band diagrams of the SH and
FHmodes crossing each other are shown in Fig. 2.11(a). The dashed line here represents the SH band,
translated according to the phase-matching condition. For this translation, the frequency of the SH
band is divided by 2 and its wave-vector is translated using (kSHa2pi −1)/2, following kSH−2kFH = 2pia Q
with Q= 1. We can see that both of the modes have a positive slope, indicating FP phase-matching.
The crossing is at kFH = −0.43642pia and ωFH = 0.359442pica , which corresponds to kSH = 0.12722pia
and ωSH = 0.718892pica . At the phase-matching point the group indices are ngFH = 28 and ngSH =
2.67+ i1.26. The decay length of the SH mode at the point of phase-matching is about 67 periods. At
the end, the lattice constant is set to a= 0.557 µm, which fixes the FH wavelength to λFH = 1550 nm
and gives us physical dimensions of h = 0.668 µm and R = 0.167 µm. In Fig. 2.11(b), the BH
distribution of the FH and SH modes are shown together, with the k-axis for the SH divided by two to
show the overlapping BHs. We see that the dominant BHs of the modes are phase-matched in this FP
case. An important capability of this design is its tunability, thanks to the specific choice of the SH
mode. The TE02 mode has two nodes in its field profile in the z-direction, making it more sensitive
than the FHmode to a change in the thickness of the slab. This is of importance in reaching and tuning
phase-matching: By increasing (decreasing) the thickness of the slab, the SH band shifts down (up)
in frequency with respect to the FH band. Moreover, a change of thickness does not strongly affect
the shape of the FH band except for pushing it up and down in frequency, as the group velocity and its
dispersion are more dependent on the in-slab parameters. Hence, we get to move the point of phase-
matching through the FH band, without affecting its dispersion engineering. This is demonstrated in
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Figure 2.11: (a) Band diagram of the FH mode, together with the SH band translated according to the phase-
matching condition. Phase-matching is at k0 = −0.4364 2pia . Design parameters are R/a = 0.3, h/a = 1.2,
S1/a = 0.1, and S2/a = 0.05; (b) The BHs of the FP phase-matched FH and SH modes. The dashed black
lines mark the edges of the first BZ at k = ±pi/a; (c) Tunability of the phase-matched design by changing the
thickness of the slab. kSH in all plots represents the real part of the SH’s wave-vector.
Fig. 2.11(c), where the phase-matching crossings for two smaller slab thicknesses are displayed.
To summarize, FP phase-matching for a TWM process was reached here in a W1 PCSW, using
a FH mode near the bandedge and a leaky SH mode above the light line. However, the leaky SH
mode found here in the W1 structure has rather short decay lengths of tens of periods, as shown in
Fig. 2.9(a), and it would be highly desirable if the decay length for this leaky mode can be increased.
Moreover, as will be seen in the next section, interesting phase-matching configurations could be
reached when the SH/pump mode has a wave-vector near the high-symmetry point of k = 0 in the
first BZ. However, the SH mode becomes very leaky at k = 0. This could be understood, as being
caused by the stronger interaction of the mode with the PC slab at this high-symmetry point in the
band diagram, causing a stronger diffraction effect, and consequently a stronger leakage. This makes
the W1 structure rather limited for the purpose of this work. Henceforth, a PCSW structure is needed
with a longer decay length for the leaky mode, especially around the k = 0 part of its band. As said
before, the loss of the leaky mode can be reduced by lowering its interaction with the periodic PC
slab, which brings us to the double-slot PCSW proposal.
2.4 A double-slot PCSW: an ideal structure for TWM
In this section, the double-slot PCSW design is proposed, shown in Fig. 2.12(a), as an ideal structure
for parametric processes involving a higher-harmonic frequency above the light line. Double-slot
structures have been previously used for sensing applications [214], but in this work, they are found
to be uniquely useful for SPDC applications. This structure allows for having low leakage pump
modes, by reducing the interaction of the pump mode with the PC slab, while still allowing for
having dispersion engineered signal and idler modes. Moreover, it allows for low loss pump modes
near k = 0, which is a key point in the upcoming phase-matching proposals. In this section, the
modes in this structure and their engineering are investigated. Afterwards, designs are presented
for all three cases of FP, BP, and CP phase-matching, and also for simultaneous phase-matching of
multiple processes. These designs will be used in chapter 4 for SPDC applications, to demonstrate
the strength of PCSWs in controlling different degrees of entanglement between generated photon
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Figure 2.12: The geometry of the double-slot PCSW, with design parameters R/a = 0.3, h/a = 1.07,W/a =
0.85, T/a= 0.45, and D/a= 0.59, along with the absolute value of the dominant Ey component profile of the
modes, shown at planes (a) z= 0 and (b) y= 0. P stands for pump, S for signal, and I for idler. All modes are of
z-even-y-odd symmetry. LN’s c-axis is along the y-direction; (c) Band diagram of the leaky pump mode, along
with its decay length; (d) Band diagram of the signal mode, the green curve, and the idler mode, the red curve.
pairs. Before proceeding, it should be mentioned that all the modes in the designs in this section are
TE-like, with dominant Ey components, and with the LN’s c-axis along the y-direction, where all the
nonlinear interactions are dominantly mediated by the d33 coefficient of the nonlinear tensor.
2.4.1 Leaky mode, guided modes, and band engineering
The slots, visible in Fig. 2.12(a) with width T , reduce the interaction of the pump mode with the PC
slab. The slot width T has to be large enough for the pump mode to not interact with the PC slab,
and small enough for modes around the FH frequency that are transversally broader, to interact with
the PC slab, which allows for the formation of Bloch modes and dispersion engineering. This can
be seen in the mode profiles, shown in Figs. 2.12(a) and (b). The pump mode, which has a smaller
wavelength, is confined to the central WG and its mode profile is close to that of a ridge WG, not
showing strong periodic behavior. The weak interaction of the pump mode with the periodic structure
has the wanted effect on its leakage and band diagram. The FP pump mode’s band diagram is shown
in Fig. 2.12(c). We can see that the decay length of the leaky pump mode in the double-slot structure
is hundreds of periods, which is an order of magnitude larger than that of the W1 structure. Moreover,
at the high symmetry point of k = 0 there is no splitting in the band diagram. A band splitting at a
high symmetry point is what one would expect from a Bloch mode. This tells us that the pump mode
here is very weakly interacting with the PC slab, and essentially only feels the central ridge WG.
On the other hand, the modes around the FH frequency, that have larger wavelengths, have a
transversally broader profile, that is strongly interacting with the PC slab and is showing periodic
behavior, as can be seen in their mode profiles in Figs. 2.12(a) and (b). In this case, we have two
distinct modes around the FH frequency, whose strongly dispersive bands are shown in Fig. 2.12(d).
Here, the upper band in frequency is called signal and the lower band idler. The origin of these two
modes is an anticrossing between the bands of an edge state of the PC slab and the guided mode of the
central ridge WG. The PC slab supports an edge state, with its field profile shown in Fig. 2.13(a) and
its band shown in Fig. 2.13(b). The band of the edge state is rather flat, and its position in frequency
could be controlled by the geometry of the edge, where here it is done by the D parameter shown in
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Figure 2.13: (a) Absolute value of Ey for the edge state (left) and the ridge WG mode (right); (b) Bands of the
edge state, the ridge WG, and the double slot PCSW, showing the anticrossing; (c) Engineering the idler mode’s
band and group index by changing the D parameter, marked on Fig. 2.12(a). The other design parameters are
fixed to R/a= 0.3, h/a= 1.07,W/a= 0.85, and T/a= 0.45.
Fig. 2.12(a). The ridge WG supports a guided mode, with its field profile shown in Fig. 2.13(a) and its
band shown in Fig. 2.13(b), where the band is artificially folded at the bandedge. Once we bring the
WG close together with the two PC slabs on both its sides, these modes couple with each other, and
at the point their bands cross in the band diagram, there will be an anticrossing split in the bands, as
can be seen in Fig. 2.13(b). The extent of the splitting in frequency can be controlled through the slot
width T . This anticrossing creates the two signal and idler bands. The lowest band of the double-slot
PCSW shown in Fig. 2.13(b) is caused by the splitting of the ridge WG band at the bandedge, due to
the periodic nature of the interaction with the PC slab. Finally, we can engineer bands of the guided
modes in the double-slot structure by changing in-slab parameters like T and D. This can be seen
in Fig. 2.13(c), where the band of the idler mode and its group index are shown with a changing D
parameter. The D parameter controls the band of the edge state, and as can be seen here, by varying
it we can fine tune the ng of the idler mode.
2.4.2 Forward-, backward-, and counterpropagating phase-matching
All the cases of FP, BP, and CP phase-matching can be reached with the double-slot PCSW. Here
the FP and BP cases are reached in one structure, using the same design shown in Fig. 2.12. The
overlapped bands, showing the crossings, are displayed in Fig. 2.14(a). In this band diagram, the
band of the FP pump mode, translated using (kPa2pi − 1)/2 and ωP/2, is crossing the band of the FP
signal mode (the green curve), giving us a FP phase-matching, marked with a shaded green circle.
Using this configuration for SPDC means, that a FP pump mode can generate a pair of photons, both
propagating in the same direction as the pump. In the same plot, the band of the BP pump mode
is shown, translated using (kPa2pi − 1)/2 and ωP/2, which is crossing the band of the FP idler mode,
giving us a BP phase-matching, marked with a shaded red circle. As the material is reciprocal, the
configuration with the opposite propagation direction is also phase-matched, which means a FP pump
mode is phase-matched to a BP idler mode. Using this configuration for SPDCmeans, that a FP pump
mode can generate a pair of photons, both propagating in the opposite direction to the pump.
Of more interest for the SPDC application, is the CP case, especially for heralded sources of
single-photons, as was discussed in chapter 1. In the CP configuration, the generated photons in the
pair are propagating in opposite directions to each other. To reach CP phase-matching, a design with
a larger slab thickness h is used, that brings the band of the pump mode lower in frequency with
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Figure 2.14: (a) Overlapped bands of the design of Fig. 2.12, showing FP and BP phase-matching. The FP
signal (green curve) is crossing a FP pump whose band is translated using ( kPa2pi −1)/2 and ωP/2. The FP idler
(red curve) is crossing a BP pump whose band is translated using ( kPa2pi − 1)/2 and ωP/2. Design parameters
are R/a= 0.3, h/a= 1.07,W/a= 0.85, T/a= 0.45, and D/a= 0.59; (b) Overlapped bands showing the CP
phase-matching, where the dashed horizontal line marks the frequency ωP/2 for the pump mode at kP = 0,
with Ldecay ≈ 103a. At this frequency, the pump is phase-matched to a pair of FP and BP idler modes, with
k0 = 0.4712pia . Design parameters are R/a = 0.3, h/a = 1.15,W/a = 0.85, T/a = 0.45, and D/a = 0.59; (c)
BH distribution Cn = |y ·Cn(y= 0,z= 0)| for the modes participating in the CP phase-matching shown in (b);
(d) Group index of the idler mode at the point of degenerate CP phase-matching, at k = −k0 in plot (b), as a
function of design parameters D and h (see Fig. 2.12(a)), demonstrating the tunability of this scheme.
respect to the signal and idler modes, as shown in Fig. 2.14(b). The phase-matching crossing point is
determined with a dashed horizontal line, which is between the FP pump mode at kP = 0, the FP idler
mode at kFP = −k0, and the BP idler mode at kBP = −kFP = k0, giving ∆k = kP+ kBP+ kFP = 0. To
understand this better, the BH distribution of the modes is shown in Fig. 2.14(c). The BHs contributing
dominantly to this interaction are: C1,P,FP at k = 2pia that is the only dominant and non-negligible BH
of the FP pump mode, C1,I,FP at −k0+ 2pia that is the dominant BH of the FP idler mode, and C0,I,BP
at k0 that is the second strongest BH of the BP idler mode. We can see that the k-values ofC1,I,FP and
C0,I,BP always sum up to 2pia , satisfying the phase-matching condition to the dominant BH of the pump
mode. This tells us, that with a pump mode at frequency ωP with kP = 0 in the first BZ, CP phase-
matching is always satisfied with any mode at frequency ωP/2, regardless of what the wave-vector of
that mode is. The only thing that should be paid attention to in such a configuration, is the strength of
the overlap integral of the an interaction, which depends on the strength of the second strongest BH of
the Bloch mode at ωP/2. In this specific case, the idler mode near the bandedge has a relatively strong
next-to-dominant BH, withC0,I,BP having about half the amplitude of the dominantC1,I,FP BH, which
results in an efficient CP interaction compared to a FP one that involves only the dominant BHs.
As was mentioned in chapter 1, to engineer the spectral degree of entanglement in photon-pairs,
it is important to have control over the group velocities of the modes at the point of phase-matching.
Two different ways can be imagined for doing this in the double-slot PCSW structure. It was shown
in Fig. 2.13(c), that by changing the in-slab parameter D (see Fig. 2.12(a)), the band of the guided
idler mode and its group index can be changed. On the other hand, the D parameter has a negligible
effect on the band of the pump mode. Considering the CP configuration, this means that by changing
D the frequency of phase-matching at ωP/2 will not be moved, as the pump mode is unaffected. Only
the ng of the idler mode at that frequency will be changed. This is demonstrated in Fig. 2.14(d),
where the ng of the idler at the point of CP phase-matching is found for different D values. The
second method of tuning is similar to what was shown in Fig. 2.11(c) for the W1 PCSW, which is
done through changing the thickness of the slab h. The effectiveness of this method for the double-slot
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structure can already be seen by comparing Figs. 2.14(a) and (b), corresponding to two structures with
different slab thicknesses. We can see that the pump band is shifted in frequency relative to signal
and idler bands. This means that for all the cases of FP, BP, and CP phase-matching, we can move
the point of phase-matching through different sections of the signal and idler bands, hence accessing
different group indices at the point of phase-matching. This is also shown in Fig. 2.14(d) for the CP
phase-matching case, where we can see how changing the slab thickness results in a different ng at
the frequency of CP phase-matching. The stronger ng increase here is because of the fact, that by
increasing h, the ωP/2 frequency gets lower and very close to the edge of the idler mode. The second
tuning method is different than the first method, in that here we are not affecting the dispersion of the
signal and idler modes by changing the slab thickness and are simply moving the pump through the
band. Whereas in the first method, the phase-matching frequency ωP/2 was fixed and the dispersion
of the lower frequency modes were changed around that frequency. This demonstrated control over
the group index in the CP configuration will be used in chapter 4 for the design of heralded sources
of single-photons, with pairs that are unentangled in the spectral degree of freedom.
Finally it should be mentioned, that the CP phase-matching is also satisfied for a BP pump. This
means that in an SHG scenario, where the FH mode is inserted from both sides of the structure, the
SH mode will be excited in both the forward and backward directions.
2.4.3 Simultaneous phase-matching of multiple processes
As discussed in chapter 1, it is of high interest to satisfy multiple phase-matching conditions at the
same time in one structure, as it allows for the generation of path- or mode-entangled photon-pairs
without the need for pre- or post-processing steps. In this section, it will be shown that this can be
done in PCSWs, or in general periodic WGs, using a unique scheme developed in this thesis. This
scheme relies on the use of a pump mode at kP = 0 in the first BZ, and signal and idler modes that
have kS =−kI. This type of phase-matching scheme was already used in the previous section to reach
a frequency-degenerate CP phase-matching, with the bands shown in Fig. 2.14(b). Interestingly, in
satisfying kS = −kI, the sign of the group velocities of the signal and idler modes are not restricted.
Moreover, there is no restriction on the signal and idler to be in the same mode or at the same central
frequency. As long as kP = kS+ kI = 0 and ωP = ωS+ωI conditions are satisfied, we can have a
phase-matched process. To explain how this can open our hand in satisfying multiple phase-matching
processes simultaneously, a specific double-slot PCSW design will be presented in this section, that
can simultaneously phase-match two non-degenerate CP processes. With this understanding, a num-
ber of other possibilities for simultaneous phase-matching of multiple processes will be presented
schematically, that can be reached with bands that are commonly attainable in periodic WGs.
For reaching two CP phase-matchings simultaneously, a double-slot PCSW is used, whose bands
and fields were shown in Fig. 2.12. The overlapped band diagrams for this structure were shown in
Fig. 2.14(a), but now they are replotted in Fig. 2.15(a). This plot shows the FP and BP counterparts of
the signal (green curve) and idler (red curve) modes, which are all participating in this simultaneous
phase-matching configuration. With the pump mode’s half-frequency ωP/2 being exactly between
the signal and idler mode’s frequencies, such that ωP = ωS +ωI, this structure supports two non-
degenerate CP processes, marked on the band diagram asA andB. In processA the signal mode is
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Figure 2.15: (a) Band diagrams of the signal mode (green) and idler mode (red), explaining the condition for
simultaneous phase-matching of two non-degenerate CP processes, marked asA andB. Design parameters are
R/a= 0.3, h/a= 1.07,W/a= 0.85, T/a= 0.45, andD/a= 0.59; (b) BH distributionCn = |y ·Cn(y= 0,z= 0)|
for the main BHs contributing to processes A (top) and B (bottom); (c) Tuning the point of simultaneous
phase-matching, k0 from plot (a), by changing the thickness of the slab h. (d) Profiles of the BHs shown in (b).
FP and the idler mode is BP, and in processB the signal mode is BP and the idler is FP. In processA ,
a FP pump at kP = 0 is phase-matched to a FP signal at kS,FP =−k0 and a BP idler at kI,BP = k0, with
k0 = 0.4652pia for this specific design. The BH distribution for this process is shown in Fig. 2.15(b).
The dominant C1,S,FP BH for the FP signal with k1,S,FP =−k0+ 2pia and the next-to-dominant C0,I,BP
BH for the BP idler with k0,I,BP = k0 are the main BHs involved in this process, that are phase-matched
to the dominant C1,P,FP BH of the pump at k1,P,FP = 2pia , such that k1,S,FP+ k0,I,BP = k1,P,FP =
2pi
a . If
process A is phase-matched, process B should also be phase-matched, given that the band diagram
in a reciprocal material is symmetric with respect to k = 0. In process B, a FP pump at kP = 0 is
phase-matched to a FP idler at kI,FP = −k0, and a BP signal at kS,BP = k0. The BH distributions for
processB is shown in Fig. 2.15(b). The dominantC1,I,FP BH for the FP idler with k1,I,FP =−k0+ 2pia
and the next-to-dominant C0,S,BP BH for the BP signal with k0,S,BP = k0 are phase-matched to the
dominantC1,P,FP BH of the pump at k1,P,FP = 2pia , such that k1,I,FP+k0,S,BP = k1,P,FP =
2pi
a . Hence, we
have demonstrated that this design simultaneously phase-matches two CP processes.
This structure can also be easily tuned, for example by changing the slab thickness, as was done
for the CP case from the previous section. Just like the degenerate CP case from the previous section,
it is not important what the actual value of k0 is in this design. Hence, if we want to have simultaneous
phase-matching at a different value of k0, we can draw a vertical line from that k0 and find at which
ωS and ωI frequencies it intersects with the signal and idler bands, respectively. Then all we need for
simultaneous phase-matching, is to have a pump mode at kP = 0 with a ωP/2 that is exactly between
ωS and ωI. We can achieve this by changing the slab thickness h, which moves the pump band in
frequency with respect to the signal and idler bands. This is demonstrated in Fig. 2.15(c), where the
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Figure 2.16: (a-c) Different possibilities for satisfying multiple phase-matching conditions simultaneously,
shown schematically. Bands or bandlets that are the mirror of one another around k = 0 share the same color.
(a) Simultaneous phase-matching of two frequency non-degenerate processes: Process A is between two FP
modes and process B is between two BP modes; (b) Simultaneous phase-matching of two frequency degen-
erate processes: Both processes A and B are between CP modes; (c) Simultaneous phase-matching of four
processes: Processes A and D are between FP modes and processesB and C are between BP modes.
changing k0 at the point of simultaneous phase-matching is plotted as a function of h. Finally for
this particular design, it is important to note, that process B uses a different set of BHs for phase-
matching, C1,I,FP and C0,S,BP, compared to process A , which uses C1,S,FP and C0,I,BP. These BHs do
not necessarily have the same amplitude or profile, as can be seen in Fig. 2.15(d), where the profiles
of the relevant BHs are shown. This means, that processesA andB do not necessarily have an equal
overlap integral. This point will be important in the design of an SPDC source of Bell states in chapter
4, that makes use of this structure. The specific structure here does actually result in equal efficiencies
for processes A and B, because the point of phase-matching has been fine tuned by changing the
slab thickness to reach that equal efficiency. This will be explained in more details in chapter 4.
The particular scheme explained above is just one of the many different possibilities for simultane-
ous phase-matching of multiple processes that can be reached in a PCSW. As an example, three other
cases are shown schematically in Fig. 2.16, which can be reached using signal and idler bands that are
commonly attainable in periodic WGs. All these cases follow the same simultaneous phase-matching
principle explained for Fig. 2.15(a), but with different combinations of propagation directions, num-
ber of modes, or spectral degeneracy. In Fig. 2.16(a), a schematic band diagram for the signal and idler
modes is shown, which is common for modes of periodic WGs at the bandedge. We have seen similar
bands in Fig.2.2(c) for the nanobeam structure. With a pump mode half-frequency ωP(kP = 0)/2
that is between ωS and ωI, we can have simultaneous phase-matching of processes A andB. Here,
processA is between FP signal and idler modes (both modes have a positive vg) and processB is be-
tween BP modes (both modes have a negative vg). Hence in this case, two frequency non-degenerate
processes are phase-matched at the same time, one is FP and the other BP. In Fig. 2.16(b), schematics
for simultaneous phase-matching of two frequency-degenerate CP processes are shown. Here I sepa-
rate the band into two sections at the point where the group velocity changes sign, and each section is
called a "bandlet". Bandlet 1 is colored red and bandlet 2 is colored orange. The significance of such
a separation of one continuous band into different monotonic sections will become clearer in chapter
4 when SPDC is formulated for periodic WGs. Here it suffices to say, that the two bandlets at points
k1 and k2 can be distinguished from eachother, not by their frequency, but by their different wave-
vectors and propagation directions. Moreover, the two bandlets on the two sides of an anticrossing
point could have a distinct difference in their mode profiles, caused by the difference in the profiles
of the anticrossing modes. With the concept of bandlets introduced, the scheme shown in Fig. 2.16(b)
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can be easier explained. Processes A and B are both degenerate CP configurations, but A is in-
volving bandlet 1 and B is involving bandlet 2, and can be distinguished from each other through
the wave-vectors of their bandlets. Such a band diagram shown in this scheme, can be found from
the anticrossing of two modes, which was demonstrated for coupled periodic WGs [215], where in
this scheme only the lower band of an anticrossing is used. Finally, the simultaneous phase-matching
is not restricted to only two processes, but can also be for more than two. To show this, schematics
for simultaneous phase-matching of four processes are shown in Fig. 2.16(c). All four processes are
frequency non-degenerate. Processes A and D are both FP, and processes B and C are both BP.
Processes A and D can be distinguished from each other through the wave-vectors of their bandlets,
so can processes B and C . The band diagram here is again corresponding to an anticrossing of two
modes, where in this case both lower and upper bands are used. It should be pointed out, that reaching
this configuration is not as trivial as the ones shown in Figs. 2.16(a) and (b). In Fig. 2.16(c), the lower
and upper bands should have some extent of mirror symmetry around the frequency of ωP/2, where
a path towards achieving it could be through careful dispersion engineering.
All the above schematics for reaching multiple simultaneous phase-matchings with a variety of
signal and idler propagation directions and modes have a specific meaning in the context of photon-
pair generation. It means that SPDC processes with a wide variety of path- and modal-entanglements
can be realized in such a PCSW platform. This idea will be the subject of investigation in chapter 4.
2.5 Summary of the results and related publications
In this chapter, I have presented practical designs for reaching different manners of phase-matching
configurations in LN PCSWs. Initial designs have been done in standard PCSWs, but then designs
were improved by using double-slot PCSWs. FP, BP, and CP phase-matchings were satisfied modally
in the double-slot structure, without the need for periodic poling or non-integrated pump illumina-
tions. A design has also been proposed for reaching simultaneous phase-matching of two CP pro-
cesses. These results fulfill the first goal of this thesis, in establishing that PCSWs are capable of fully
controlling the phase-matching condition, far more than what can be done with conventional non-
periodic WGs. The importance of these designs for SPDC applications will become clear in chapter
4. However, even for classical nonlinear applications, these novel configurations are of high interest.
Examples are the application of the CP configuration for realizing mirror-less optical parametric os-
cillators [216], and the BP configuration for pulse shaping [217] and self-pulsation [218]. Finally, the
designs presented in this chapter have been used in several publications, that include the result of this
thesis. The LN ridge WG design was used in an SHG experiment [S1], the W1 PCSW design was
used for the theoretical and numerical analysis of the SHG process in PCSWs [S2], the nanobeam
design was used in a general study of the effect of loss on slow-light-enhanced SHG [S3], and the
double-slot PCSW design has been used to design a source of path-entangled Bell states [S4]. These
results will be presented in detail in chapters 3 and 4.
Chapter 3
Second-harmonic generation (SHG) in the
presence of loss
In the previous chapter, PCSWs phase-matched for TWM were presented, with lossless guided FH
modes near the bandedge and a leaky SH mode. With phase-matched designs at hand, it is time to
analyze the dynamics of the nonlinear process. The ultimate goal of analysis for this work is the
SPDC process in a phase-matched PCSW, as such an investigation has not yet been done before. But
similarly, there has not been much more investigation on the classical counterpart process of SHG in
this system either. For this work, it is beneficial to start the formulation for the classical process rather
than the quantum one for a number of reasons. The benefits have a theoretical and a practical side to
them, both of which are related to the fact that loss is an unavoidable part of this system.
The value in formulating the classical nonlinear process from the theoretical standpoint is twofold.
Firstly, it provides a path to understanding the response of a nonlinear PCSW with decaying modes,
and doing so for the first time will be an easier task for the classical process compared to the quantum
one. More importantly, the classical process allows for direct numerical simulations of the nonlinear
response of the system, e.g. by using the FDTD method [133], which allows for verifying the validity
of the formulation. Doing such direct nonlinear simulations is not possible for the quantum process, as
the spontaneous quantum process relies on the concept of quantum vacuum, which in a TWM analogy
could be thought of as a seed wave for TWM, and this cannot be imitated rigorously in a simulation.
In checking the validity of the formulation with a direct nonlinear simulation, there are a number of
things that can be verified, which are shared between the quantum and the classical process. One
thing is to check if the phase-matching condition is satisfied for the structures designed in chapter
2, although the arguments in chapter 2 in the design process guarantee a phase-matched structure
and a nonlinear simulation would simply be a double-checking with more direct visuals. The more
important thing to be verified is the basis for the modal expansion, which is used in this chapter and all
the following chapters. Lossless guided Bloch modes with real-valued wave-vectors have been used
extensively as a basis for modal expansion to describe nonlinear interactions in periodic structures
[219, 133, 220]. Here however, we have to use quasi-normal Bloch modes (QNBMs) with complex-
valued wave-vectors as the basis [221], where the propagation of the mode along the propagation
direction is governed by the Floquet-Bloch boundary condition with a complex-valued wave-vector
in general and in the transverse direction to the WG there are open boundary conditions. This basis
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has not been used so often for describing nonlinear interactions [222], especially not in PCSWs. In
particular, it should be checked that the field profile and the band diagram of the QNBMs, that are
found using linear simulations, when used with the analytical formulations predict the same result as
the nonlinear simulation. This verifies that the QNBMs found numerically are correctly found and
hence can also be used to describe the quantum process. Finally, both the analytical and numerical
studies done in this chapter allow for gaining more understanding about lossy TWM in PCSWs.
From the practical side, studying the classical process is of value to the experiment. It is much
easier to characterize the nonlinear structure using SHG or SFG compared to SPDC, due to the higher
levels of powers involved. As said before, according to the quantum-classical correspondence prin-
ciple [193, 194, 195, 196], the quantum process and its classical counterpart share many similarities,
such as similar overlap integrals between the mode profiles and the same phase-matching condition.
Hence, by testing the classical process, we can determine if the structure that was designed for the
quantum process has been fabricated correctly and accurately. For nanostructures, it is usually the
case that they suffer from fabrication disorders, which cause scattering losses. Consequently, the
phase-matching spectrum and the efficiency of the interaction will differ from the ideal structure. By
characterizing the structure for the classical nonlinear process, these additional scattering losses could
be determined, through comparing the experimental results with the predictions of an analytical for-
mulation in the presence of loss. Overall, the quality of the fabricated sample for a TWM process can
be assessed using a classical experiment that is much more feasible than a quantum one.
In this chapter, an analytical method is developed to describe SHG in periodic WGs, with lossy or
in general decaying modes. This formulation is used to analyze the result of an SHG experiment on a
LN ridge WG, which suffers from scattering losses. Afterwards, the formulation is used to make an
analytical prediction of the generated SH power in the W1 PCSW design of chapter 2, and the result
is compared to a rigorous nonlinear FDTD simulation. Finally, a general study is performed on the
effect of loss on SHG processes involving slow-light modes. The result of this study is not directly
applicable for SPDC. Nonetheless, the effect of loss on slow-light-enhanced nonlinear interactions has
been an unresolved issue, even though much work has been done on using slow-light for enhancing
nonlinear effects. The developed formulation here allows us to investigate this interesting topic.
3.1 Unconjugated reciprocity theorem for SHG in PCSWs
In this section, an analytical formulation is presented for describing phase-matched SHG in a peri-
odic WG with in general decaying modes, which means that the FH and SH modes could be loss-
less, lossy/leaky, or even evanescent. To describe a nonlinear process involving only lossless guided
Bloch modes with real-valued wave-vectors, one can use the conjugated Lorentz reciprocity theorem
[219, 133, 220], similar to what was done in chapter 2 for a lossless non-periodic WG. However, a
decaying mode no longer exhibits orthogonality with its conjugate, similar to Eq. (2.8), preventing us
from using the conjugated reciprocity theorem. Hence, a reciprocity theorem based on a more general
orthogonality relation is needed. All modes, may they be lossy, lossless, or evanescent, are orthogonal
to a set of adjoint modes [223, 224, 200, 225], so that modes and their adjoints form a biorthogonal
set. For a system made of reciprocal materials, the adjoint of a mode is its BP counterpart, which is
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a mode with the opposite sign of the complex-valued wave-vector [221]. Consequently, the biorthog-
onality condition will simplify to an unconjugated orthogonality relation between the QNBMs of the
structure [221], which only gives a non-zero value when a mode is mixed with its BP counterpart.
The unconjugated (or adjoint) reciprocity theorem [221, 197, 226] has been used recently to develop
a nonlinear coupled mode theory for lossy periodic structures [222]. In the following, this formalism
will be used and adapted to describe phase-matched SHG with a modal expansion based on QNBMs.
We start by defining the input QNBM at the FH frequency and all the possible QNBMs at the SH
frequency in the complex representation, which assumes we have a CW FH. We then have:
{EFH,HFH}(r) = {eFH,hFH}(r)eikFHx, with kFH = k′FH+ ik′′FH, (3.1a)
{ESHn,HSHn}(r) = {eSHn,hSHn}(r)eikSHnx, with kSHn = k′SHn + ik′′SHn, (3.1b)
{eFH,SHn,hFH,SHn}(r) = {eFH,SHn,hFH,SHn}(r+ax). (3.1c)
The indices FH and SH correspond to the time-harmonic fields (time-dependence of e−iωt) at the FH
frequency ωFH and the SH frequency ωSH = 2ωFH. A single mode is assumed for the FH and the
integer n runs over the QNBMs present at the SH frequency. The following convention is used to
separate FP and BP modes: n > 0 refers to a mode propagating forward along the +x direction with
wave-vector k, and n< 0 refers to its backward counterpart with wave-vector −k. If k is real-valued,
a mode is FP when vg > 0 and BP when vg < 0. If k is complex-valued, a mode is FP when k′′ > 0
and BP when k′′ < 0. The electric and magnetic field profiles of the modes of the unperturbed system
at the SH frequency are related by the source-free Maxwell’s equations:
∇×ESHn = iωSHµ0HSHn, and ∇×HSHn =−iωSHε0ε¯SHESHn. (3.2)
Here ε¯SH(r) = ε¯SH(r+ax) is the relative permittivity tensor of the structure at the SH frequency. This
is a symmetric tensor that could be complex valued, meaning that the material is reciprocal but could
be anisotropic and/or lossy. Assuming the UPA in the perturbed case, the FH mode feels negligible
back-action from the SH field, and hence its amplitude stays the same as in the unperturbed case
of Eq. (3.1a). The FH can still decay from any loss mechanism that is present at ωFH. The UPA
is no longer valid when the FH field has decayed to powers comparable with the generated SH.
However, as in this case no longer a substantial SH is generated, this does not affect the results. To go
beyond the UPA, coupled nonliear equations at both the FH and SH frequencies must be considered
[227, 228, 133]. With the UPA, we just need the fields at the SH frequency in the perturbed system,
which are governed by the Maxwell’s equations including the nonlinear polarization PNL:
∇×E′SH = iωSHµ0H′SH, and ∇×H′SH =−iωSHε0ε¯SHE′SH− iωSHPNL, (3.3)
where PNL for a SHG process is formulated in the same way as Eq. (2.1). The periodicity of Bloch
modes can be used to introduce the periodic variable pNL(r) = pNL(r+ax):
pNL,γ(r)≡ e
−i2kFHx
2ε0
PNL,γ =
1
2 ∑α,β
χ(2)αβγ(r)eFH,α(r)eFH,β (r), (3.4)
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which will prove to be useful in simplifying the results. For the perturbed SH field the following
ansatz is considered, where the total SH field consists of all the QNBMs present at the SH frequency,
each with an amplitude An(x) to be found:
{E′SH,H′SH}(r)≈∑
n
An(x){ESHn,HSHn}(r). (3.5)
Eq. (3.5) is an approximation. To be exact, in addition to the sum over the QNBMs, the right hand
side of Eq. (3.5) should also include an integral over the continuum of the radiation modes. Since we
are mainly interested in FH and SH modes that are concentrated in the WG region, Eq. (3.5) is a good
approximation for the SH field in and around the WG region. This approximation is made following
a similar one for the quasi-normal modes (QNMs) of a resonant structure, where QNMs are modes
of a cavity structure with complex-valued eigenfrequencies [229] and the QNM expansion without
the radiation modes is a good approximation for describing the field dynamics in regions inside and
close to the cavity [198, 199]. To find An(x) for each QNBM, we need the unconjugated reciprocity
theorem at the SH frequency, which states:∮
S
(
E′SH×HSHm−ESHm×H′SH
) ·dS=−iωSH ∫
V
d3rPNL ·ESHm , (3.6)
where V is a volume, S is the closed surface around this volume, and the surface element dS is
pointing outwards on this surface. We also need the biorthogonality relation between each QNBM
and its backward counterpart [221] at the SH frequency:
∫∫ +∞
−∞
(em×hn− en×hm) ·xdydz= δn(−m)Fn. (3.7)
The left-hand side of Eq. (3.7) is nonzero for m=−n. Fn =−F−n is referred to as the adjoint flux
of a mode and is a finite x-independent quantity [200]. To find An(x) from Eq. (3.6), a rectangular
volume is chosen, from x= x0 to x1. Using Eqs. (3.1b), (3.4), and (3.5) with Eq. (3.6) gives:
∑
n
∮
S
An(x)(eSHn×hSHm− eSHm×hSHn) ·dS=−i2ωSHε0
∫
V
ei(2kFH+kSHm)xpNL · eSHmd3r. (3.8)
With an open boundary around the structure, the four surfaces closing the volume on the transversal
directions will not contribute to the surface integral on the left-hand side of Eq. (3.8) [221]. As a result,
the closed surface integral turns into two integrals over surfaces perpendicular to the propagation
direction, for which the biorthogonality relation of Eq. (3.7) can be used. This simplifies Eq. (3.8) to:
An(x1)−An(x0) = i2ωSHε0
FSHn
∫
V
ei(2kFH−kSHn)xpNL · eSH−n d3r, (3.9)
whereFSHn is the adjoint flux of the nth SH mode. Here we used the fact that k−n =−kn. An(x= x1)
can be calculated from Eq. (3.9), given that we have its initial value at x0. Then we only need to take
the integral on the right-hand side of Eq. (3.9) over a volume between x0 and x1.
Still, a more closed-form expression for An(x) is desired. For doing this, the volume integral of
Eq. (3.9) could be separated into x-dependent and yz-dependent parts, by expanding the Bloch mode
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profiles into their BHs, which similarly was done in chapter 2 and has resulted in Eq. (2.21). In this
way however, we have to keep track of all the possible combinations of BHs and their corresponding
phase-matching conditions. A more compact expression is desired here, with only the one phase-
matching condition of Eq. (2.24), which was kP− kS− kI = 2pia Q, so that we can only consider one Q
value that satisfies or is close to satisfying the phase-matching condition. So we write:∫
ei(2kFH−kSHn)xpNL · eSH−n d3r=
∫
e−i∆knxe−i
2piQn
a xpNL · eSH−n d3r, (3.10)
where the complex-valued ∆kn is defined as:
∆kn ≡ kSHn−2kFH−
2piQn
a
= ∆k′n+ i∆k
′′
n =
[
k′SHn−2k′FH−
2piQn
a
]
+ i
[
k′′SHn−2k′′FH
]
, (3.11)
where Qn = 0,±1,±2, ... corresponds to phase-matching to the nth SH mode. As explained in the
previous chapter, we can separate the complex-valued ∆kn into a phase-mismatch ∆k′n and a loss-
mismatch ∆k′′n . Now e−i
2piQn
a xpNL · eSH−n is still an x-dependent quantity, that cannot be exactly sep-
arated from e−i∆knx, but an approximation can be made to do another type of separation to simplify
the expression. This can be done when modes are close to satisfying the phase-matching condition,
which anyway is the desired state of the system for us. To do this, a specific volume of V =Ω is cho-
sen, where Ω is the volume of one supercell. If the system is close to satisfying the phase-matching
condition with the nth SH mode such that |∆kn| ≪ 1/a, e−i∆knx can be approximated as a constant
over the length of one supercell and can be pulled out of the volume integral on the right-hand side
of Eq. (3.10). After this, only e−i
2piQn
a xpNL ·eSH−n remains in the integral, which is a periodic function
that repeats itself in every supercell. Being close to the point of phase-matching, we can also assume
that An(x) varies slowly over a period, such that An(x+a)−An(x)≈ a∂An/∂x. Eq. (3.9) can now be
turned into the following form:
∂An
∂x
=
i2ωSHε0
a
e−i∆knx
Vn
FSHn
, (3.12)
where Vn is the overlap integral that determines the efficiency of the process, defined as:
Vn ≡
∫
Ω
e−i
2piQn
a xpNL · eSH−n d3r. (3.13)
This integral is over one supercell, and only depends on the periodic Bloch mode profiles, the periodic
χ(2)(r) profile, and the value of the integer Qn. The difference between the more compact expression
of Eq. (3.12), that has only one overlap integral and phase-matching condition, and that of Eq. (2.21),
that has a sum over all possible combinations of BHs, is that here we are essentially only taking into
account the contributions from the phase-matched BHs with nS+nI−nP =Q, and neglect the effect of
all the other out-of-phase combinations. The neglected combinations of BHs have a phase-mismatch
of at least 2pia or larger factors of it, hence their contribution is negligible.
Eq. (3.12) is a first-order differential equation, which can be solved with an initial condition for
An(x). Let us assume, that we have an infinite periodicWGwith a finite region of 0< x< L over which
nonlinearity exists. With no additional SH input into the structure from an external source, there are
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two types of initial conditions we can have: If n corresponds to a FP SH mode, then An(x = 0) = 0,
and if n corresponds to a BP SH mode, then An(x = L) = 0. Hence, to find An(x), for n > 0 we take
the integral
∫ x
0 dx over Eq. (3.12), and for n< 0 we take the integral
∫ L
x dx. This gives:
An(x) =
2ωSHε0
a∆kn
Vn
FSHn
1− e−i∆knx, for n> 0 (FP SHG)e−i∆knx− e−i∆knL, for n< 0 (BP SHG) . (3.14)
Eq. (3.14) gives the amplitude of any QNBM at the SH frequency, excited through SHG. However,
it is often the generated SH power as a function of the input FH power that is of interest. Moreover, an
expression is desired that is independent of arbitrary proportionality constants in the field profiles, as
was done for the non-periodic WG in chapter 2. For doing this, we have to make an extra assumption
compared to a case with lossless modes. For having an expression for the generated SH power in each
lossy SH mode, we have to assume that only one SH mode satisfies the phase-matching condition and
is dominantly excited. The reason is, that in a system with decaying modes, modes are not power-
orthogonal to each other, which means that the total power is no longer the sum of the power in each
of the modes, but there exist crossterms between the modal powers [230]. This is a very important
point, which will also affect our ability in defining photons later on in chapter 5, when we deal with
a quantum theory involving decaying signal and idler modes. Hence, here the assumption is made
that only the nth SH mode is dominantly excited. In the first step, we want to make An(x) dependent
on the input FH power, instead of the amplitude of the FH mode, which resides in the variable Vn in
Eq. (3.14). To do this, we need to make use of the expression for the complex-valued group velocity
vg of the FH mode. For a decaying Bloch mode, vg is no longer equal to the energy velocity, and its
relation only connects the complex-valued derivative dω/dk to the field profile of the mode [200].
This relation for the complex vg and ng of the nth mode is [221, 200]:
vgn =
c
ngn
=
a
∫∫+∞
−∞ (e−n×hn− en×h−n) ·xdydz
2
∫
Ω dn · e−n d3r
=
aFn
2
∫
Ω dn · e−n d3r
, (3.15)
where d = ε0ε¯e is the displacement field profile of the Bloch mode, such that di = ∑ j ε0εi je j. For a
CW forward-propagating FH mode, the input power at x= 0 is:
PFH =
1
2
∫∫ +∞
−∞
Re[eFH+×h∗FH+] ·x dy dz=RFH
c
2a|ngFH+ |
∣∣∣∣∫Ω dFH+ · eFH− d3r
∣∣∣∣ , (3.16)
where the equation for the complex group velocity of the FH mode was used for the last equality. The
+ subscript refers to a FP mode. The variableR for the FH mode is defined as:
RFH ≡ 2
∫∫ +∞
−∞
Re[eFH+×h∗FH+] ·x dy dz
/∣∣∣∣∫∫ +∞−∞ (eFH−×hFH+− eFH+×hFH−) ·xdydz
∣∣∣∣ . (3.17)
R is a dimensionless parameter, defined for organizing the final expression of this calculation. For
a lossless guided mode, R is equal to +1 for a FP mode and −1 for a BP mode, as for a loss-
less guided mode we can substitute e−n(r) = e∗n(r) and h−n(r) = −h∗n(r) [221, 200]. For a lossy
mode, R will have an absolute value close to 1. For a purely evanescent mode, R will be zero,
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as the evanescent mode carries no power, meaning that with purely evanescent modes we cannot
work with the power quantity but can only work with the amplitude of the modes, as they appear in
Eq. (3.14). We can now insert a factor of one into the right-hand side of Eq. (3.14), from the equal-
ity 1 = 4a
2
c2
∣∣∣ngFH+ ∣∣∣2 P2FHR2FH
/∣∣∫
Ω dFH+ · eFH− d3r
∣∣2, which is derived from Eq. (3.16). This substitution
makes the right-hand side of Eq. (3.14) independent of the amplitude of the Bloch mode profile of the
FH mode, and instead makes it dependent on the input FH powerPFH.
With the above substitution in Eq. (3.14), we now want to use the amplitude An(x) to find the
generated SH power. Assuming the nth SH mode is dominantly generated, we have:
PSH(x) =
1
2
∫∫ +∞
−∞
Re[E′SH×H′SH∗]≈
1
2
∣∣∣e−k′′SHnxAn(x)∣∣∣2 ∫∫ +∞−∞ Re[eSHn×h∗SHn] ·xdy dz, (3.18)
where Eqs. (3.1b) and (3.5) are used to get the last expression. It is important to note, that it is only
for a lossless Bloch mode that the quantity
∫∫
Re[e×h∗] · xdydz is x-independent. For a QNBM, it
is only the adjoint flux F that is x-independent, but
∫∫
Re[e×h∗] · xdydz is in general periodically
x-dependent. This means that the definition of the power flux in Eq. (3.18) has a dependence on the
x-point in the supercell, 0< x< a, which is chosen to calculate
∫∫
Re[e×h∗] ·x dy dz at. This can be
taken care of by being consistent in that choice. Nonetheless, such changes in
∫∫
Re[e×h∗] · xdydz
across one period cannot be bigger than a factor of e2k
′′a, as e−2k′′x
∫∫
Re[e× h∗] · xdydz, which is
proportional to the power flux of a mode excited linearly from an end-facet, must still be a mono-
tonically decaying function of x. With a SH mode of a decay length much larger than a period,
a ≪ Ldecay = 1/k′′, the e2k′′a factor will be very close to 1, such that even not being consistent
in our choice will not introduce a big inaccuracy in calculating the power flux. We now substi-
tute Eq. (3.14), with the extra factor of 1 as mentioned, into Eq. (3.18) to find the SH power.
We also substitute
∫∫
Re[eSHn × h∗SHn] · xdydz
/ |FSHn|2, which appears in the final formula, with∣∣ngSHn ∣∣RSH a4c/∣∣∫Ω dSHn · eSH−n d3r∣∣, which can be shown to be true from the complex-valued vg ex-
pression of the SH mode. TheR factor for the SH mode is defined similar to the FH mode as:
RSH ≡ 2
∫∫ +∞
−∞
Re[eSHn×h∗SHn] ·x dy dz
/∣∣∣∣ ∫∫ +∞−∞ (eSH−n×hSHn− eSHn×hSH−n) ·xdydz
∣∣∣∣ . (3.19)
The purpose of this substitution is to incorporate the magnetic field dependency of the SH mode into
theR factor. The final expression for the generated SH power is:
PSH(x) =
P2FH
Peff
RSH
R2FH
∣∣∣ngSHnn2gFH+ ∣∣∣
|a∆kn|2

∣∣∣ei∆k′nxe−k′′SHnx− e−2k′′FH+x∣∣∣2 , n> 0∣∣∣ei∆k′n(L−x)e−2k′′FH+x− e−2k′′FH+Lek′′SHn(L−x)∣∣∣2 , n< 0 , (3.20)
1
Peff
≡ 2ω
2
SHa
3
c3
∣∣∣∫Ω e−i 2piQna x ε0 pNL · eSH−nd3r∣∣∣2∣∣∫
Ω dSHn · eSH−nd3r
∣∣ ∣∣∫
Ω dFH+ · eFH− d3r
∣∣2 . (3.21)
where we have definedPeff as an effective power. The nominator of Eq. (3.21) includes the overlap
integral between the backward counterpart of the SH mode and the nonlinear polarization. To have
Chapter 3. Second-harmonic generation (SHG) in the presence of loss 54
an efficient nonlinear interaction, this overlap has to be maximized by the proper choice of the crystal
orientation and the symmetry of the dominant components of the electric field profile of the modes.
The denominator includes the adjoint density integral for the modes, which will turn into energy
density for lossless guided modes. They serve as a normalization for Peff, so it is independent of
arbitrary proportionality constants in the Bloch mode profiles.
Eq. (3.20) is the main result of this calculation and represents the generated power in the nth
SH mode, if only that mode is dominantly excited. There are a number of things that distinguish this
result from a conjugated-reciprocity-based calculation with lossless guided modes. With only lossless
modes, it has been shown that the SHG efficiency enhances quadratically and linearly with respect
to real-valued ngFH and ngSH , respectively [133]. However, with a lossy mode that has a complex-
valued group index [200], Eq. (3.20) shows a dependency on the absolute value of the group indices.
Eq. (3.20) also reproduces the length dependency, that is expected from a lossy SHG process [204].
With a lossless FH mode and a lossy SH mode, or vice versa, the generated SH power approaches a
constant value or saturates for structure lengths Lmuch larger than the decay length of the lossy mode.
For FP SHG this happens towards the end of the structure and for BP SHG towards its beginning. As
an example, consider the case of the FP phase-matched PCSW design with ∆k′ = 0, which has a leaky
SH mode. The length dependency of the SH power in this case isPSH(L) ∝
∣∣∣(e−k′′SHL−1)/k′′SH∣∣∣2,
which in the limit of 1/k′′SH ≪ L approachesPSH(L) ∝ |1/k′′SH|2. The saturation here is the result of
the generated SH power gradually balancing with the radiating SH power. If both modes are lossless,
there will be a quadratic length dependency, as was derived in chapter 2. It should be noted, that the
quadratic dependence here is found assuming a periodic WG with no reflections at its end-facets. For
a finite periodic structure with strong reflections at its end-facets, the length dependency is different,
due to the presence of Fabry-Perot resonances [231, 232]. Finally, if both modes are lossy, there exists
an optimum length [226] at which the maximum generated power is attainable.
At the end, the phase-matching spectrum for this process should be investigated in more details,
as it is no longer a sinc-function, which was derived for the lossless process. Let us consider the FP
case. A dimensionless phase-matching function can be defined as:
PM(ωFH,L)≡
∣∣∣∣∣ei∆k
′Le−k′′SHL− e−2k′′FHL
a(∆k′+ i∆k′′)
∣∣∣∣∣
2
, (3.22)
which is a part of Eq. (3.20). All the wave-vectors are a function ofωFH. This PM function usually car-
ries the main information about the dependency of the generated SH at the end of the structure on the
frequency of the input FH. That is unless the field profile or group indices of the modes have an even
stronger frequency dependence, which could happen at a bandedge for ng or at a splitting in the bands
for the field profiles. But for most practical cases, the strongest spectral changes occur in the PM func-
tion, and it would suffice to just study PM for the spectral dependency of the process. With lossless
modes, the phase-matching function in the limit of
{
k′′FH,k
′′
SH
}→ 0 turns into (L/a)2sinc2(∆k′L/2),
which has the well-known sinc-dependency [58] and gets spectrally narrower as L is increased. This
is shown in Fig.3.1(a), where a simple linear dependency of the wave-vector on frequency is assumed
for both FH and SH modes, which is a good approximation over small spectral ranges. In this ap-
proximation we can write kFH = kFH,0+
ngFH
c (ωFH−ωFH,0) and kSH = kSH,0+
ngSH
c (2ωFH−ωSH,0),
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Figure 3.1: (a) Normalized PM function for lossless FH and SHmodes, PM/max(PM)= sinc2(∆k′L/2), plotted
for different structure lengths L; (b) Normalized PM function plotted for the case of a lossless FH and a lossy
SH mode with Ldecay,SH = 1/k′′SH = 100a, for different structure lengths L. For both plots linear bands for the
FH and SH modes are assumed, with Re[ngSH −ngFH ] = 1.
where variables kSH,0 = 2kFH,0 and ωSH,0 = 2ωFH,0 correspond to the point of phase-matching. This
results in ∆k
′L
2 =
ngSH−ngFH
c (ωFH−ωFH,0)L. It is evident from this formula, that increasing ngSH−ngFH
has the same effect that increasing L has on narrowing the spectral bandwidth of the phase-matching
function. This means that having FH and SH modes that have a large group index difference, is an
alternative solution to having a long structure for getting narrow phase-matching spectrum.
Now lets consider a case where the generated SH saturates as a function of L with a lossy SH and
a lossless FH. In this case, for 1≪ k′′SHL, the PM function approaches 1/a2(∆k′2+ k′′SH2). Usually
k′′ has a weaker frequency dependence compared to ∆k′, so we only investigate the ∆k′ dependence
of the PM function. In this limit, the PM function is a Lorentzian function of ∆k′, as can be seen in
Fig.3.1(b), for the case of k′′SHL= L/Ldecay,SH = 5 (blue curve). In the saturation limit, increasing the
length of the structure no longer has any effect on its spectral bandwidth, and the lowest achievable
bandwidth is proportional to k′′SH. For the case where one or both of the modes are lossy and L is not
too large, the PM function is something between a sinc and a Lorentzian shape. This can be seen in
Fig.3.1(b), where the PM-function is displayed for three different values of L. This plot shows how
increasing the structure length from below the decay length of the lossy mode to the saturation limit,
changes the shape of the PM function from a sinc to a Lorentzian.
3.2 SHG experiment in a lithium niobate ridge waveguide
In the previous section, a theory for describing SHG in lossy periodic WGs was developed. Such a
theory allows us to interpret the results of the SHG characterization of a fabricated sample, especially
to determine the losses of its modes. As mentioned before, part of my time during this thesis has
been devoted to the experimental development of the integrated LN platform for nonlinear optical
applications, which involved the SHG characterization of LN ridge WGs on a NANOLN substrate,
fabricated successfully at our institute. I have constructed an optical setup for this purpose and mea-
sured phase-matched SHG in a LN ridge WG, the design of which was presented in chapter 2. This
experiment was an important progress in the development of integrated nanostructured LN platforms.
In analyzing the measurements in comparison with theory, it became clear that there exists a non-
negligible loss in the modes, caused by fabrication imperfections. This loss needs to be measured
and taken into account to compare the measured SHG efficiency and phase-matching spectrum to the
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Figure 3.2: (a) The effective refractive indices of the TE00 FH and the TM20 SH modes, showing the crossing
point corresponding to phase-matching. (b) SEM image of the fabricated ridge WGs; (c) Plot of the SHG effi-
ciency, experimental and theoretical, as a function of the FH wavelength; (d) Measured quadratic dependence
of the generated SH power as a function of the input FH power; (e) Measured FH and SH spectra displaying
the Fabry-Perot fringes; (f) SEM image of a stitching error in the fabricated WG sample.
theoretical ones. For this comparison, the developed formalism for lossy periodic WGs can be used,
with small variations to make it suitable for a non-periodic WG. In this section, the results of this
SHG experiment will be presented and analyzed using the theory developed in the previous section.
A LN ridge WG with an approximate thickness of h = 0.53 µm, width of W = 1.2 µm, and
length of L = 0.9 mm is characterized. The phase-matched bands for this LN ridge WG was shown
previously in Fig. 2.1(c) and for convenience it is shown again in Fig. 3.2(a). The WGs have been
fabricated using the ion-beam-enhanced etching method [233], and their scanning electron micro-
scope (SEM) image is shown in Fig. 3.2(b). For the experiment, a butt-coupling setup is used. The
sample is placed on a piezo stage, and FH light coming from a tunable CW laser is coupled into the
WG at the front-facet using a lensed fiber. A fiber polarizer is used to control the polarization of the
excitation. To ensure efficient incoupling of the FH, the butt-coupling process is controlled using a
microscope that looks from above at the lensed fiber and the front-facet of the WG. The output light
from the WG is collected with a 100X microscope objective of NA= 0.7. The emitted SH and FH
are separated using a dichroic beamsplitter and then imaged onto two CCD cameras. The relative SH
and FH powers are determined by integrating over the images obtained. These powers are used to
construct a normalized SHG efficiency curve, where the power of the generated SH is divided by the
squared power of the input FH. The measured normalized SH power can be seen in Fig. 3.2(c) as a
function of the FH wavelength. This so-called tuning curve, or the phase-matching curve, was mea-
sured in the interval of 1.32 µm to 1.52 µm of the FH wavelength. The data is renormalized to take
into account the wavelength dependent response of the optical elements in the setup and the quantum
efficiencies of the cameras. We can see that the wavelength of maximum efficiency λFH = 1.411 µm
from this experiment is very close to what is theoretically predicted from Fig. 3.2(a), which shows
a crossing at λFH = 1.415 µm for neff,SH = neff,FH = 1.946. The fabricated structure here is slightly
different than the theoretical schematic shown previously in Fig. 2.1(a), in that the SiO2 substrate is
under-etched slightly under the ridge WG. Taking that into account in the simulation results in the
shift of the phase-matching wavelength to λFH = 1.413 µm and the effective refractive indices to
neff,SH = neff,FH = 1.944. Henceforth, experiment and theory are in good agreement in predicting the
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phase-matching wavelength. Moreover, to confirm that the measured SH power is indeed the result of
an SHG process, it is shown experimentally that the SH power is proportional to the square of the FH
power. For this, the FH laser is set to the wavelength of maximum SHG efficiency (λFH = 1.411 µm)
and the laser power is changed from 1 mW to 28 mW. The resulting SH power is shown in Fig. 3.2(d),
along with a quadratic curve showing a good fit to the measurement and confirming SHG.
Importantly, we can notice that the phase-matching curve in Fig. 3.2(c) does not exactly resemble
the sinc-function we expect from a lossless structure, as one of the minimum points around the central
maximum does not hit zero, and the curve is rather between a sinc and a Lorentzian function, as was
shown in Fig.3.1(b). This tells us that we must have non-negligible losses on this length scale, most
probably caused by scattering from fabrication imperfections. To determine the loss of the FH mode,
the contrast of the Fabry-Perot fringes can be used, that can be observed in transmission, induced by
reflections from the end-facets [234]. The lossier a WG gets the smaller the contrast of its Fabry-
Perot fringes becomes. By calculating what the reflection should be from a WG-air interface, one can
predict the contrast of these fringes based on the loss of the WG. In Fig. 3.2(e), the measured power of
the FH and the SH without normalization is shown, zoomed in a wavelength interval of 3 nm around
the phase-matching wavelength. The Fabry-Perot fringes of the FH, which also cause fringes in the
measured SH, are clearly visible. From the contrast of these fringes, the loss of the FH mode is found
to be around 61 dB/cm, corresponding to a decay length of about 1/2k′′FH = 0.7 mm for the power.
Determining the loss of the SH mode is a more complicated task that requires comparison with the
analytical results, as the Fabry-Perot fringes for the SH mode cannot be clearly observed, given that
this higher-order mode cannot be excited dominantly using a focused beam. However, an indirect
way can be used [204], where first the SHG efficiency is found experimentally and then is compared
to an analytical prediction that uses the loss of the SH mode as the unknown variable. By equating the
efficiencies, the loss of the SH mode can be determined. To make the analytical prediction, Eq. (3.20)
is used with some adaptions. Firstly, Eq. (3.20) was derived for Bloch modes, whereas here we have
simpler modes. If the WG mode profile e(y,z) is substituted instead of the Bloch mode profile, any
integral over the volume of a supercell
∫
Ω d
3r turns into a
∫∫
dydz. Secondly, for determining the field
profile and band diagram of the lossy WG modes, a perturbative approach is used. It is assumed,
that the scattering loss is not strong enough to change any property of the lossless mode considerably,
except for an added imaginary part to the wave-vector. For a lossless mode profile, one can substitute
eFH−(y,z) with e
∗
FH+(y,z). This also means, that the R factors from Eqs. (3.17) and (3.19) are both
equal to 1. Taking into account these changes in Eq. (3.20) will result in:
PSH(L) =P2FH
∣∣∣∣∣ei∆k
′Le−k′′SHL− e−2k′′FHL
∆k′+ i(k′′SH−2k′′FH)
∣∣∣∣∣
2
ngSHn
2
gFH
2ω2SH
c3
∣∣∫∫ ε0pNL · e∗SHdydz∣∣2∣∣∫∫ dSH · e∗SHdydz∣∣ ∣∣∫∫ dFH · e∗FH dydz∣∣2 , (3.23)
with pNL defined in Eq. (2.11) and ∆k′ = k′SH−2k′FH. The same result as Eq. (3.23) can also be found
using the conjugated reciprocity theorem under the perturbative approximation, where coupled mode
equations similar to Eq. (3.12) are found for lossless modes and then loss is added phenomenologi-
cally to them [204]. Although the conjugated reciprocity theorem in the presence of small perturbative
losses is a good approximation for this specific case, it will not be accurate for cases when large losses
alter the modes, like modes near the bandedge, or when decay is an inherent property of the mode,
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like a leaky or an evanescent mode. Then the unconjugated reciprocity theorem is needed.
Eq. (3.23) allows us to find the efficiency of the process as a function of the loss of the SH mode.
The next step is to determine the efficiency of the SHG process from the experiment. For this, the
powers of the FH mode and the generated SH mode at the phase-matching wavelength are measured
at the output of the WG using a standard power-meter. By tracing back the effect of the optical
elements, the light cone of the microscope objective, the transmission through the WG end-facet,
and the loss of the FH mode, the FH power at the front-facet in the WG is approximated to be around
737 µW and the generated SH power inside the WG at its end-facet to be around 305 pW. Using these
powers an SHG efficiency of about 6.9% W−1cm−2 is found. This is almost 44 times smaller than
the theoretical prediction for the case if the WG was completely lossless. For Eq. (3.23) to predict
the same efficiency with the measured FH loss, the SH mode has to have a loss of 256 dB/cm, which
corresponds to a decay length of about 1/2k′′SH = 0.17 mm for the power. Using all the determined
losses, the theoretical phase-matching function
∣∣∣∣ei∆k′Le−k′′SHL−e−2k′′FHL∆k′+i(k′′SH−2k′′FH)
∣∣∣∣2 can be found for this structure.
This is plotted in Fig. 3.2(c), overlapped with the experimental measurement. The theoretical curve is
spectrally shifted by -3 nm to overlap with the experimental one, so the features of both curves can be
compared easier. A good overall agreement can be seen between the theoretical and the experimental
phase-matching curves. A point of discrepancy, is the fact that the theoretical curve has a wider
spectral full-width-at-half-maximum (FWHM) of around 10 nm compared to the measured FWHM
of around 6 nm. An explanation could be that we have overestimated the loss of the structure, used
in evaluating the theoretical curve, that resulted in a widened spectrum. However, this cannot be the
correct explanation, as even without loss the theory predicts a FWHM of around 9 nm for this WG. If
the theory predicts a larger bandwidth than the experiment, it could be that the group index difference
between the FH and SH modes found numerically does not match that of the experimental structure.
This also cannot be a correct explanation, as this group index difference determines the wavelength
distance between the two minor peaks around the main peak in Fig. 3.2(c), which for both cases of
experiment and theory are around 30 nm apart. A remaining explanation could be connected to the
fact that the fabricated WG sample suffers from stitching errors, an example of which is shown in the
SEM image of Fig. 3.2(f). This happens at certain places along the WG sample, and its effect cannot
be accurately taken into account in the current theory as a continuous out-of-structure scattering loss.
This could cause internal reflections in the structure that in turn can modulate the phase-matching
spectrum. This same effect could be why the measured spectrum does not look exactly symmetric
with respect to the phase-matching wavelength. Nonetheless, these are still small discrepancies, and
the main properties of this SHG experiment had been well described by the theoretical calculations.
Finally, these results can be compared with AlGaAs ridge WGs [204]. In reference [204], the
measured efficiency is 13.8%W−1cm−2, where the loss of the FHmode is measured to be 18.3 dB/cm
and the loss of the SH mode is predicted to be 525 dB/cm. All numbers are comparable to the LN
experiment here. Finally, it has to be mentioned, that knowing the decay lengths of the modes, one
can predict the optimal structure length for getting maximum SHG, which analytically is Lmax =
ln(2k′′FH/k
′′
SH)/(2k
′′
FH− k′′SH) [226], and for the LN WG here gives a length of about 0.48 mm. If the
experimental structure here was 0.48 mm long, instead of the 0.9 mm that it is, with an input FH
power of 737 µW it would have generated 483 pW of SH power, instead of the 305 pW that it has.
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3.3 SHG in a PCSW: nonlinear simulation and analysis
In the previous section, the analytical formulation for lossy SHG was put to use to analyze the results
of an SHG experiment that suffered from fabrication disorder losses. In this section, the formulation
will be used to theoretically analyze the SHG response of a phase-matched PCSW, where the SH
mode suffers from leakage losses. As was discussed, given that phase-matched TWM processes,
quantum or classical, have not yet been properly studied in PCSWs, performing such a study for
the classical counterpart process of SHG will give us some needed insight on the quantum process of
SPDC in this system. Moreover, as will be outlined in this section, it is possible to perform a nonlinear
simulation using the FDTD method, to directly find the SHG response of the system. The results of
this nonlinear simulation are then compared with the analytical predictions. This comparison will
indirectly benefit the formulation of the SPDC process that appears in the next two chapters. The
formulations for both the classical and quantum processes in this work rely on the QNBM expansion.
Hence, the band diagram and the field profile of the QNBMs must be found numerically, and then
inserted into the formulas. The details of the numerical methods in finding the lossless and leaky
QNBMs are outlined in appendix A. By comparing the analytical predictions for SHG and the results
of a direct nonlinear simulation, we are essentially testing the accuracy of the QNBM expansion and
the numerical methods used in finding their modal information. More precisely, the focus of this
comparison is verifying that we are correctly finding and using the leaky QNBM at the SH frequency,
which is a type of mode that is not commonly used. Verifying the correct use of the leaky QNBMs for
the classical process justifies their use equally in the quantum formulation. The lossless guided Bloch
modes are already well studied and the numerical tools for finding them well established [169, 127].
For this study, the FP phase-matched design in the LN W1 PCSW is used, the band diagram of
which was shown previously in Fig. 2.11(a), and is shown again in Fig. 3.4(a) for convenience. In
this structure, a lossless slow FH mode is phase-matched to a leaky SH mode. A slow FH mode has
advantages for both the classical and quantum nonlinear processes. As discussed before, slow light at
the FH frequency can be used to enhance the efficiency of SHG [133, 134, 135], evident in Eq. (3.20)
from the quadratic dependence of the generated SH power on the group index of the FH mode. Slow-
light also has an advantage very important for the SPDC application, and that is the phase-matching
spectrum of a TWM process involving slow modes can be much narrower than a process with regular
modes. Hence, with slow modes, one can reach a narrow-spectrum interaction using shorter structure
lengths, compared to the case with non-slow modes. This effect will be shown in this section.
First, we evaluate the generated SH power through Eq. (3.20), for which we need to use the linear
properties of the Bloch modes involved in the interaction. This includes the Bloch mode profiles,
group indices, and the real- or complex-valued wave-vectors, all of which have been found previously
in chapter 2. However, before using these numerical data in Eq. (3.20), there is an important point that
needs to be considered, regarding the field profile of a leaky QNBM at the SH frequency. Although the
leaky mode of a WG is mainly concentrated in the WG region, it has an exponentially rising radiation
tail in the transverse direction, which can be observed sufficiently far away from the WG [197]. We
can observe this phenomena, by finding the field profile of the leaky mode in a supercell with a large
transverse dimension of 160a in the y-direction, as shown in Fig. 3.3. The details of how this field
profile is found with FDTD is explained in appendix A. The rising tail of the field is clearly visible
Chapter 3. Second-harmonic generation (SHG) in the presence of loss 60
Figure 3.3: The absolute value of the Ey field component of the SH mode on the x= 0.5a plane, in a supercell
with a large y-dimension, showing the rising tail of the field.
at the left and right side of the simulation domain. This is the direction in which the mode is leaking
into the PC slab due to the lack of a bandgap at this frequency range. A similar rising field should be
observable in the z-direction, where the mode leaks into the surrounding air, if we choose a supercell
that is large enough in the z-direction. An intuitive explanation is given in appendix A on the origin
of this rising tail, by making an analogy between the leaky QNBMs and the more investigated leaky
QNMs of a cavity [229, 235, 198, 199, 236, 237]. In numerical evaluation of integrals over infinite
transversal dimensions with leaky modes, such as the adjoint flux and adjoint density integrals that
also appear in Eq. (3.20), one has to be aware of this rising tail to avoid potentially non-converging
or even diverging results. The finiteness of such integrals was mathematically proven for specific
geometries [238, 229] by performing a complex coordinate transformation that causes the exponential
tails of the leaky mode to decay, but preserves the total value of the integral. This was later generalized
[221, 198] through the use of the PML boundary condition, which acts as a numerical equivalent of
a complex coordinate transformation for any structure with an open boundary condition. In this way,
the fields inside the PMLs can be used for the integration, and because the fields in the PMLs go to
zero, the integrals are convergent. This property of the PMLs are used here for a correct evaluation of
the integrals for the leaky mode in Eq. (3.20). More details of this procedure are given in appendix A.
An adjustment should also be made to Eq. (3.20), regarding this rising field profile of the leaky
SH mode. For the leaky SH mode, we must use a finite transverse size, let us say a rectangle of
widthW and height H, in the definition of the power flux of Eq. (3.18), to avoid the infinite value of
the Poynting vector integral of a leaky QNBM. Realistically, we will not be able to create the steady
state field profile of the leaky mode over an infinite transversal dimension, which theoretically carries
infinite power, as we need an infinite propagation direction to reach that steady state profile. Moreover,
in a practical scenario, we only care for the power that is carried in the line defect region, as we usually
couple the light out from that region. Henceforth in this case,W = H = 2a is chosen to correspond
to regions close to the line defect, where the QNBM expansion is also a good approximation, as was
discussed before. Then the definition forRSH would be changed toRSH ≡ 2
∫+H/2
−H/2
∫+W/2
−W/2 Re[eSHn×
h∗SHn] ·xdydz
/ |FSHn |. We must also calculate the power from the nonlinear FDTD simulation in the
same region, to keep it comparable to this analytical calculation.
With these considerations, we can move on to calculate the generated SH power from Eq. (3.20).
The input power into the FH mode is chosen to be 1 mW. Only the d33 coefficient of the d-tensor is
considered in the calculation, as it later on simplifies the rigorous nonlinear simulation. It is also a
good approximation, as the LN crystal has its c-axis in the y-direction, and both FH and SH modes
are TE-like. The analytically calculated PSH(x) is shown in Fig. 3.4(b) (the red curve). The SH
power rises quadratically as a function of length at the beginning of the structure, then saturates for
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Figure 3.4: (a) Bands of the FH and SH modes (translated according to the phase-matching condition) corre-
sponding to the dispersion engineered W1 PCSW presented in chapter 2 with design parameters R/a = 0.3,
h/a = 1.2, S1/a = 0.1, and S2/a = 0.05 (see Figs. 2.6(a) and 2.7(b) for schematics of geometries), with
a = 0.557 µm; (b) The generated SH power PSH(x) for this FP phase-matched structure calculated from
Eq. (3.20) (red curve) and from the nonlinear FDTD simulation (blue curve). Both cases are assuming an input
FH power of 1 mW; (c) The phase-matching function calculated from Eq. (3.22), for L= 120 µm, as a function
of the FH wavelength; (d) The absolute value of the Ey component of the generated SH field from the nonlinear
FDTD simulation at the end region of the structure, at z= 0 (top) and y= 0 (bottom) planes.
propagation lengths greater than 120 µm. This is the signature of an SHG process with a lossy SH
mode, as was discussed before. This also means that structure lengths more than about 120 µm are
not of much benefit for enhanced efficiency in this structure. At this length, the generated SH is about
80 pW. This limits the total efficiency of this specific design to about 8×10−5 W−1. One can also give
the efficiency in the units of W−1cm−2 by dividing the W−1 number with the square of the structure
length, which will give an efficiency of 55% W−1cm−2. It should be kept in mind, that the efficiency
of this PCSW will not rise for lengths larger than 120 µm, so the 55% W−1cm−2 number is rather
misleading, and 8×10−5 W−1 gives a more accurate picture.
The phase-matching function of Eq. (3.22) can also be calculated using the band diagram of the
modes and L= 120 µm. This is shown in Fig. 3.4(c), expressed as a function of the FH wavelength,
showing an almost Lorentzian function. The Lorentzian shape is expected, as the structure length is
more than the decay length of the SH mode. The FWHM bandwidth of the phase-matching function
is around 0.5 nm, which is a very narrow spectral bandwidth compared to the length of this structure.
We can compare this to the ridge WG from the previous section, which ideally without loss has a
FWHM bandwidth of around 9 nm for a longer structure of 0.9 mm length. Hence, the PCSW is
capable of delivering a narrower spectrum with a much shorter structure compared to a ridge WG.
This is caused by the large difference between the group indices of the FH and the SH modes, due
to the slow FH mode of group index 28, which results in a large Re[ngSH−ngFH]≈ 25. This quantity
for the ridge WG is around 0.1. Consequently, with a slow mode involved in a parametric process,
narrow spectral bandwidths can be achieved with shorter structures, compared to the cases involving
non-slow modes. This illustrates a main benefit of using slow modes for SPDC applications when
narrow spectra is needed for the generated photons. It is important to mention, that the spectrum does
not get any narrower for structure lengths much longer than the decay length of the SH mode, as was
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discussed before. Hence, the spectral-narrowing benefit of such PCSW designs only manifests itself
over structure lengths comparable to or shorter than the decay length of its lossy modes.
To test the validity of the analytical model, a nonlinear FDTD simulation is performed in the
UPA and the result for the generated SH power is compared with the theory. The method behind the
nonlinear FDTD simulation is as follows: the FH field creates the nonlinear polarization, which acts
as a source to excite the SHmode, as it is evident from Eq. (3.3). In the UPA, this source term does not
get affected by the SH field. The source of nonlinear polarization in the simulation is created by using
the Bloch mode profile of the FH mode and reproducing a FP FH mode in a structure with a length
of 235 periods. This corresponds to 131 µm, which is long enough to exhibit the saturation effect.
Afterwards, the complex-valued Ey component of the FH field over the whole domain is squared and
then multiplied by a spatial function that represents d33(r). Multiplying this by 2ε0 generates the
nonlinear polarization PNL. With this PNL, the current source JNL = −iωSHPNL can be generated,
which according to Eq. (3.3) is the current source that is driving the field at the SH frequency. For the
SHG simulation, JNL is used as a complex-valued source in the same geometry to drive the FDTD
simulation at the SH frequency. The results of this simulation are shown in Figs. 3.4(b) and (d). In
Fig. 3.4(d), the absolute value of the Ey component of the generated SH field can be seen around the
region where the spatial nonlinear source ends. For finding the generated SH power, the SH Poynting
vector is integrated over the same rectangular cross-section used for the analytical calculation. The
result for the generated SH power is shown in Fig. 3.4(b), overlapped with the analytical prediction.
First, let us investigate the field profile of the generated SH, shown in Fig. 3.4(d). We see, that
the generated field resembles that of the TE02 mode at the SH frequency, which is the target of
the phase-matching design (see Fig. 2.9(b)). This resemblance is only in the line defect region, in
which the QNBM expansion is a good approximation for modal expansion. Outside the line defect,
especially around the first and second rows of holes, we see a strong field that corresponds to the
part of the nonlinear polarization that is not concentrated in the line defect and overlaps best with the
radiation modes of the PC slab, which are not of interest for guided and phase-matched SHG. The
more important comparison is between the generated SH powers in Fig. 3.4(b). Overall, the analytical
result agrees well with that of the nonlinear FDTD simulation. A distortion in the power can be
observed for the nonlinear FDTD at the beginning and the end of the simulation domain, which could
be caused by the abrupt starting and ending of the source of nonlinear polarization. Furthermore, the
generated power in the nonlinear simulation has an additional oscillation of about ±8 pW, whereas
the analytical result is a smooth curve. This extra oscillation is caused by the out-of-phase generation
of the SH power in the other QNBMs present at the SH frequency, including FP and BP ones. This is
why the generated SH field in the line defect is not exactly the same as the field profile of the TE02
mode, but only resembles it, as the TE02 is the dominant mode contributing to the SHG process, but
not the only one. In this case, out of all of the out-of-phase SH modes, the ones with the largest
overlap integral with the nonlinear polarization are the FP and BP TE00 modes at the SH frequency,
contributing dominantly to this power oscillation. Nonetheless, the TE02 mode, that is considered in
the analytical evaluation, remains the dominant contributor to the SH power. This comparison not
only verifies the validity of this particular phase-matched design, but more importantly verifies the
analytical description of the SHG based on the QNBM expansion. At the same time, this comparison
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makes clear the source of small differences between the results of a direct nonlinear simulation and an
analytical calculation, that can arise from certain approximations made in the analytical formalism.
Before ending this section, it is interesting to compare the theoretical SHG efficiency found here
for the W1 PCSW with that measured for the LN ridge WG in the previous section. The ridge WG
experiment had a SHG efficiency of 6.9% W−1cm−2, and the theoretical prediction for it without the
scattering loss was 44 times larger, giving 304% W−1cm−2. This tells us that in theory, the ridge
WG has a better efficiency than the W1 PCSW, which has 55% W−1cm−2. We have to keep in mind,
that the efficiency for the PCSW was measured at a length where the SH power was already saturated
because of the SH mode’s loss. If we measure the efficiency for the PCSW at a much shorter length
of 20 µm before the SH power saturates, we get 375% W−1cm−2, which is now larger than what the
lossless ridge WG can do. This tells us, that the PCSW with a slow FH mode could be beneficial for
SHG compared to a ridge WG, but only on length scales shorter than the decay length of the leaky
SH mode. In other words, the benefit of slow-light for enhancing SHG is an effect dependent not only
on the group indices of the modes, but on their decay lengths and the length of the structure. At the
same time, it is known that in the presence of any loss mechanism, the decay length of a mode has a
strong dependence on its group index, such that a higher group index commonly results in a shorter
decay length [156, 157]. This intertwined dependency of loss and group index on the efficiency of a
nonlinear process demands an investigation to make clear the effect of loss on the usefulness of such
slow-light-enhanced nonlinear processes, which has not yet been done before. This will be done in a
general way in the next section, using the developed formulation for lossy SHG.
3.4 Effect of loss on slow-light-enhanced SHG
The dependence of PSH on the group indices of the modes, expressed in Eq. (3.20), is the main
motivation for using slow-modes for enhancing the efficiency of SHG. However, it has been shown
that the decay length of a slow mode is shorter than that of a regular mode in the presence of any loss
mechanism [156, 157]. This means the k′′ of the modes in Eq. (3.20) increases with an increasing ng.
Hence, in the presence of loss, having a slow-light mode can have a positive and negative effect at the
same time on the SHG efficiency, creating a trade-off. To make matters more complex, the presence
of loss also puts a fundamental limit on how large the ng of a slow-mode can get [239, 240]. Although
the FHmodes in all the designs in this work are ideally lossless, in practice, loss will always be present
in nanostructured devices. If not in the form of material absorption or through some inherent leakage
mechanism, loss will definitely exist in the form of scattering from fabrication imperfections, as was
seen in the LN ridge WG experiment. Consequently, in enhancing a nonlinear parametric process
using slow-light, the mentioned trade-off should be taken into account. Especially in the design
process, it would be of interest to know if there exists an optimum regime of operation in using slow-
modes, depending on the existing loss. In this section, this problem is investigated analytically in
its general form for slow-light-enhanced SHG processes. The analytical method developed for lossy
SHG is used to study the dependence of the SHG efficiency on the group indices of the lossy modes
and to investigate different possible scenarios of using slow-light to enhance the efficiency of SHG.
The results are corroborated by nonlinear FDTD simulations in the nanobeam designs of chapter 2.
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To simplify the investigation using Eq. (3.20), it is assumed here that we are always at the point
of phase-matching ∆k′ = 0 of a FP SHG process. Moreover, only parts of the formula that contain the
information about the band diagram are kept. Hence, the equation used here for the analysis is:
PSH ∝ P2FH|n2gFHngSH|
∣∣∣(e−k′′SHL− e−2k′′FHL)/(k′′SH−2k′′FH)∣∣∣2 . (3.24)
Here, the variables RSH, RFH, and Peff from Eq. (3.20) are disregarded, which are dependent on
the profile of the modes, assuming that they are not a strong function of frequency compared to the
group indices and losses at the bandedge. This is a reasonable approximation, as long as we are
dealing only with the guided part of the modes and not their evanescent part into the bandgap. This is
because lossy evanescent modes carry very little power, and purely evanescent modes carry no power.
So the R variables that have a power-flux integral in their nominator, will be much lower for the
evanescent part of a band compared to its guided part. Consequently, for the SH powers calculated
from Eq. (3.24), the values in the bandgap are not actually meaningful without adding theR variables.
To get numbers from Eq. (3.24), a specific band diagram has to be chosen. For this, a generic
quadratic band of a lossless Bloch mode near the bandedge ω(k) = ω0+B(k− k0)2 is used, where
2B is a parameter similar to the group velocity dispersion, but defined as ∂ 2ω/∂k2 = ∂vg/∂k. Other
shapes of bands can be achieved as well in realistic structures [241, 242] and can be treated analyti-
cally with the same formalism as used here. However, the results are not expected to differ qualita-
tively. To find the complex-k band of the corresponding lossy system, a perturbative approach is used
[239, 240], where the effect of loss is equivalent to an imaginary shift of i∆ω in the frequency. By
changing ω0 → ω0+ i∆ω and inverting the quadratic equation, we get:
k(ω)≈ k0−
√
(ω−ω0− i∆ω)/B. (3.25)
This is only applicable for losses that follow the exponential decay of the Beer-Lambert law, like
material loss [239, 240] or out-of-structure scattering caused by fabrication disorder [243]. ∆ω can
be calculated, in the case of material absorption from the field profile of a mode [239, 240], and in
the general case it can be evaluated numerically, as done for the leaky SH modes in appendix A.
∆ωa/2pic= 0.0002 is set as a comparable number to what is found for the leaky SH modes. The real
and imaginary parts of k = k′+ ik′′ are plotted from Eq. (3.25) in Figs. 3.5(a) and (b), for a lossless
mode with ∆ω = 0 and a lossy mode with ∆ωa/2pic = 0.0002, respectively. The absolute value of
the group index |ng| for both cases and the decay length Ldecay = 1/k′′ for the lossy case are shown
in Figs. 3.5(c) and (d), respectively. As can be seen in Fig. 3.5(a) for the lossless case, we have a
propagating mode with a purely real-valued k below ω0 and an evanescent mode with a complex-
valued k and a constant-valued k′ = pi/a above ω0, where ω0 denotes the bandedge frequency. The
quadratic shape of k′ results in a diverging ng for the guided mode at the bandedge, as shown in
Fig. 3.5(c). A purely imaginary-valued ng can also be calculated for the evanescent mode in the
bandgap of the lossless structure, but it is not displayed in this plot. In the presence of loss, this
distinct jump between the purely guiding and purely evanescent character of the mode is obscured, as
shown in Fig. 3.5(b). The band below ω0 now has a k′′ that increases towards the bandedge, resulting
in an ever decreasing Ldecay plotted in Fig. 3.5(d). The k′ above the bandedge is no longer constant.
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Figure 3.5: The real and imaginary part of k near the bandedge from Eq. (3.25) for (a) a lossless and (b) a lossy
Bloch mode with ∆ωa/2pic = 0.0002. For both cases B = −5ω0(a/2pi)2 and ω0a/2pic = 0.4 are fixed; (c)
Absolute value of the group index |ng| of the lossy and the lossless modes; (d) Decay length of the lossy mode.
The gray-shaded area is the bandgap region.
More importantly, k′ at the bandedge is no longer quadratic, but flips upward. Hence, ng no longer
diverges, but its absolute value now reaches a finite maximum at ω0, as can be seen in Fig. 3.5(c).
This maximum value for
∣∣ng∣∣ will be smaller for larger losses.
To investigate the trade-off in using slow-light for enhancing SHG in the presence of loss, let us
consider two different cases, leading to different effects. In realistic scenarios, usually only one of the
modes, FH or SH, is in a slow-light regime and it is phase-matched to a non-slow mode propagating
with a group index close to that of a non-periodic structure. For example, in the nanobeam design
of chapter 2 the SH mode was slow, whereas in the W1 PCSW it was the FH mode that was a slow
mode. For the lossy slow mode in this analysis, the ng and k′′ of the band shown in Fig. 3.5(b)
are used. These ng and k′′ are inserted into Eq. (3.24) as that of either a slow FH mode or a slow
SH mode, while assigning a frequency-independent value to the k′′ of the other non-slow mode. A
frequency-independent ng for the non-slow mode is just a multiplying factor and is not of interest.
The assumption here is, that phase-matching can be achieved at any point along the band of the slow
mode. As a result, the generated SH power PSH(L,ω) can be calculated as a function of structure
length and frequency of phase-matching in the slow mode. It is known for a lossy SHG process, that
there exists an optimum structure length L= Lmax at which the generated SH power is maximal [226].
For a longer L the power decreases. Lmax can be found by setting ∂PSH(L,ω)/∂L = 0, which gives
Lmax = ln(2k′′FH/k
′′
SH)/(2k
′′
FH−k′′SH). The maximum power that can be generated in a structure phase-
matched to the frequency ω in the slow band, can now be analytically evaluated by PSH(Lmax,ω).
PSH(Lmax,ω) and Lmax are plotted for different cases in Fig. 3.6, where P2FH is kept constant,
meaning that the SH power in these plots is proportional to the SHG efficiency. Figs. 3.6(a) and (b)
correspond to the case with a slow FHmode, and Figs. 3.6(c) and (d) to the case with a slow SHmode.
Each case itself is studied under 3 different conditions: For the case with a slow FH (SH) mode, the
loss for the non-slow SH (FH) mode is considered to be either much lower, comparable, or much
higher than the slow FH (SH) mode. These relations between the losses have an important impact on
the optimal group index at the point of phase-matching. In a realistic structure, such differences in
the loss can be caused by differing loss mechanisms, e.g. material loss ε ′′, scattering due to surface
roughness, or leakage by coupling to radiating substrate modes. The losses caused by such mech-
anisms depend intricately on the frequency and profile of the specific modes and hence each of the
scenarios investigated here could in principle take place. In this analysis, all the different possibilities
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Figure 3.6: The normalized SH power PSH(Lmax,ω) and the optimal length Lmax(ω), with ω being the phase-
matching frequency. (a) and (b) use a slow FH mode with ω = ωFH; (c) and (d) use a slow SH mode with
ω =ωSH. In each case, three different frequency-independent decay lengths Ldecay are assigned to the non-slow
mode. The gray-shaded area is the bandgap region.
are taken into account in the most abstract way by assigning different frequency-independent values
to Ldecay of the non-slow mode. The Ldecay of the slow mode is the same as shown in Fig. 3.5(d). PSH
in each case is normalized to its maximum, as only the frequency dependence is of interest here.
As can be seen in Fig. 3.6, in some cases there exists a maximum in the SH power, corresponding
to the maximum achievable SHG efficiency. Hence, in a device with a given amount of loss, there
exists an absolute maximum efficiency for the SHG process, which is achieved at a certain length of
the device Lmax and for a certain group index ng at the frequency of phase-matching. Notably, this
maximum in the efficiency does not necessarily coincide with the maximum of |ng|. Hence, when
the loss of a slow mode is known, one can determine this optimum group index, and hence determine
the frequency in the band of the slow mode that it is most efficient to phase-match to. The optimum
length of the structure can also be determined, and in this way, the absolute maximum SHG efficiency
achievable for that device will be reached. A maximum in efficiency near the bandedge is exhibited in
all three cases with a slow FH mode in Fig. 3.6(a), but only in one of the cases with the slow SH mode
in Fig. 3.6(c). This shows that the quadratic ngFH dependency in Eq. (3.24) overcomes the increased
losses for the slow FH mode and hence the maximum efficiency appears near the bandedge. The loss
of the SH mode determines where exactly this maximum appears in Fig. 3.6(a). When the SH mode
becomes lossier, Lmax decreases and a slower FH mode is needed to have the power rise faster before
reaching the length Lmax. Hence, the maximum appears closer to the bandedge. Surprisingly, for a
low loss SH mode the effect of the FH group index on the achievable efficiency is minute and all
phase-matching frequencies will lead to approximately the same SH output powers, as can be seen in
the rather flat curve in Fig. 3.6(a) for the Ldecay,SH = 5000a case. However, a slower FH mode allows
reaching the maximal power at a shorter length Lmax, as can be seen in Fig. 3.6(b).
In the case of a slow SH mode shown in Figs. 3.6(c) and (d), the behavior is different. Because of
the linear ngSH dependency of Eq. (3.24), having a slow SH mode is not always advantageous. In fact,
when the FH mode loss is smaller or comparable to the SH mode loss, there is no maximum appearing
near the bandedge, and the efficiency decreases with a slower SH mode. It is only for the case of a
very lossy FH mode, that a slow SH mode can be advantageous, because SH power can be quickly
generated along the propagation direction before the input FH completely decays. In all cases, the SH
power decreases rapidly if the point of phase-matching is shifted beyond the frequency of maximum
efficiency closer to the bandedge. This is because very close to the bandedge, the decay length is
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Figure 3.7: (a) The band diagram of the FH and the slow SH mode for the nanobeam design withW/a= 1.65,
showing the phase-matching for a FP case; (b-d) The SH power along the propagation direction found from
nonlinear FDTD simulations for 3 different nanobeam designs for the lossless and the lossy cases. The different
nanobeam widths ofW/a= 2.1,W/a= 2, andW/a= 1.65 result in the SH group index of ngSH = 5, ngSH = 10,
and ngSH = 40 at the point of phase-matching, respectively. FH pump power is 1mW: (b) The lossless structure;
(c) The lossy case with ε ′′FH = ε ′′SH = 0.003; (d) The lossy case with ε ′′FH = 0.01 and ε ′′SH = 0.0005.
rapidly decreasing, which cannot be counteracted by an increasing group index, as
∣∣ng∣∣ is reaching
its upper limit. This means that if the point of phase-matching for an optimally designed structure
is frequency shifted towards the bandedge through fabrication inaccuracies, the structure will have a
much lower SHG efficiency, compared to a frequency shift away from the bandedge.
To rigorously verify parts of the above analysis, the case of SHG with a slow SH mode is inves-
tigated by nonlinear FDTD in the presence of different levels of loss, using the nanobeam design of
chapter 2. The bands and mode profiles for the phase-matched modes of this structure were previously
presented in Fig. 2.4, and here we show the crossing bands of Fig. 2.4(d-ii) again in Fig. 3.7(a) for con-
venience. Fig. 3.7(a) shows the FP phase-matching crossing between a non-slow FH mode and a slow
SH mode. As was presented in chapter 2, we are able to move the point of phase-matching through
the SH band by changing the width W of the nanobeam. This allows us to have phase-matching at
different ngSH values along the SH band. The nonlinear FDTD simulation is performed for 3 different
designs, all with the same R/a = 0.35 and h/a = 1.4, and different widths ofW/a = 2.1,W/a = 2,
andW/a= 1.65, which result in the group indices of ngSH = 5, ngSH = 10, and ngSH = 40 at the point
of phase-matching, respectively. The bands shown in Fig. 3.7(a) correspond to the ngSH = 40 case.
The FH mode is excited from one side of the structure and the generated SH power is measured along
the propagation direction. The SHG process in this case is mediated dominantly by the d31 coefficient
of the d-tensor. Loss is introduced by the imaginary part of the relative permittivity ε ′′, which can be
chosen independently in the FDTD simulation for the FH and the SH frequencies.
The nonlinear FDTD result for the lossless case is shown in Fig. 3.7(b). As expected from
Eq. (3.24), an almost linear enhancement of PSH with respect to ngSH can be observed. The design with
ngSH = 40 produces about 4 times higher power than the one with ngSH = 10, which itself produces
about 2 times higher power compared to the ngSH = 5 design. The oscillation in the power for the
ngSH = 40 case is caused by the out-of-phase generation of the backward SH mode. This out-of-phase
generation is more pronounced in this case, because as can be seen in the band diagram corresponding
to this design in Fig. 3.7(a), the point of phase-matching is very close to the bandedge. Hence, the FH
mode is very close to satisfying the phase-matching condition with the BP SH mode on the other side
of the bandedge, and consequently the out-of-phase BP SHG is stronger in this case compared to the
other two designs. To investigate the effect of loss, two different scenarios are considered. In one, an
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equal ε ′′FH = ε ′′SH = 0.003 is assigned to the relative permittivities of the dielectric. Because of the
mode structure, the FH mode, which has less field concentrated in the dielectric, experiences lower
losses compared to the SH mode. Hence, this scenario resembles the two cases in Fig. 3.6(c), where
slow-light is not beneficial. Simulation results for this case are shown in Fig. 3.7(c). To study the
case where the FH mode has a much higher loss compared to the SH mode, two different ε ′′FH = 0.01
and ε ′′SH = 0.0005 are assigned. This resembles the conditions of the only case in Fig. 3.6(c) where
slow-light is beneficial. The result of the corresponding simulation is shown in Fig. 3.7(d). It can be
seen that in both lossy configurations, a design with a higher ngSH reaches its maximum SH power at a
shorter length, as was predicted analytically. More importantly, the behavior of the maximum achiev-
able SH power matches the analytical predictions. In Fig. 3.7(c), where the FH mode has lower losses
than the SH mode, the design with the largest ngSH produces the smallest maximum power, although
it rises faster along the propagation direction compared to the other two designs. In Fig. 3.7(d), where
the damping of the FH mode exceeds that of the SH mode, the design with the largest ngSH produces
the largest maximum SH power. Here, because the FH pump is decaying quickly, the SH mode with
the largest group index can make the best use of the FH pump before it decays. These numerical
results consolidate the insight from the theoretical analysis.
The analysis in this section shows, that for enhancing SHG in a lossy structure using slow-light,
an optimum regime of operation exists, that can analytically be determined. It was also shown, that
in some cases, using slow-light could be detrimental to the maximum achievable SHG efficiency.
Although this analysis was restricted to SHG, these results can be generalized to any other parametric
process, giving us intuition about the use of slow modes in the presence of loss in a TWM process.
3.5 Summary of the results and related publications
In this chapter, I have used analytical methods in combination with direct nonlinear FDTD simula-
tions, to investigate and understand SHG in PCSWs, especially in the presence of loss, as a needed
step before approaching the analysis of SPDC in PCSWs. This investigation also allowed for veri-
fying some of the phase-matched designs for periodic WGs in a LN platfrom, which were presented
in chapter 2. Moreover, results of an SHG experiment with a LN ridge WG were presented and ana-
lyzed, which I have performed during my thesis as part of our group’s collective effort in developing
an integrated LN platform for nonlinear optical applications. The result of the SHG experiment in
the LN ridge WG is published in Optics Letters [S1]. The results for analyzing phase-matched SHG
in PCSWs, based on the W1 design, including the analytical formulation of lossy SHG in periodic
WGs and the comparison with the nonlinear FDTD simulation is published in Physical Review A
[S2]. The results of the slow-light-enhanced loss study is published in Optics Letter [S3]. Finally,
the nonlinear FDTD method that I developed during my thesis, was also used for simulating SHG
in GaAs nanodisks, in a collaboration with the group of Igal Brener in Sandia National Laboratories,
who have fabricated and characterized the nanodisks. The resulting work is published in Nano Letters
[S4]. SHG experiments on GaAs nanodisks have also been performed in our group, again in collab-
oration with the Sandia group, where my nonlinear simulations again assisted in understanding the
measurements, the result of which is published in ACS Photonics [S7].
Chapter 4
Spontaneous parametric down-conversion
(SPDC)
In the previous chapters, it was shown that modally phase-matched designs for TWM processes can be
reached in PCSWs, and classical TWM was numerically and analytically studied in these structures.
It was in particular demonstrated, that PCSWs can offer a strong control over the phase-matching
configurations. This includes reaching phase-matching between modes of different propagation direc-
tions, reaching simultaneous phase-matching between multiple processes, and controlling the group
index of the modes at the point of phase-matching. In this chapter, I show how these capabilities
of PCSWs allow us to control the different degrees of entanglement of spectrum, path, and mode,
in an SPDC source of photon-pairs. For each case, the explanation will first be given in a general
way regardless of the underlying periodic WG. Afterwards as particular examples, the double-slot
LN PCSW designs presented in chapter 2 will be used to show how these capabilities can be imple-
mented in a practical structure. The presentation of these results will conclude the main objective of
this thesis, in demonstrating that PCSWs are highly versatile and compact sources of photon-pairs,
capable of creating and controlling multiple degrees of entanglement at the generation stage, all in an
integrated manner and without the need for pre- or post-processing steps.
I start this chapter by developing the theoretical framework needed for describing SPDC in pe-
riodic WGs. I will keep to a simpler and more standard theory in this chapter, involving lossless
quantized signal and idler modes, as the focus in this chapter is on demonstrating SPDC applications.
A more general SPDC theory is presented in the next chapter. After presenting the analytical method,
I will first address the spectral entanglement. We have seen that a phase-matched PCSW provides
control over the amplitude and sign of the group indices of the signal and idler modes. Here I ex-
plain how this control over group indices allows us to engineer spectral entanglement, especially for
getting spectrally unentangled or factorizable pairs. This explanation is accompanied by a specific
example of a double-slot PCSW from chapter 2. After spectral entanglement, I will address the path
and modal entanglements. My proposal for creating these entanglements relies on the concept of
simultaneous phase-matching introduced in chapter 2, where I presented a specific example of the
simultaneous phase-matching of two CP processes and then presented schematically how different
bands in a PCSW can give us various configurations of simultaneous processes involving different
modes of different propagation directions. Here I explain how this idea translates into creating vari-
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ous types of path and modal entanglements. I also use the double-slot PCSW with two CP processes
as an example to show how such a structure can be tuned to produce maximally-entangled states, in
this particular case, a path-entangled Bell state.
4.1 SPDC theory for lossless and guided signal and idler modes
In this section, a formalism is developed for describing the generated biphoton state |ψ〉 from SPDC
in a periodic WG. A semi-classical approximation is used, in which the strong and leaky pump beam
is treated classically and only the lossless signal and idler modes are quantized. The signal and idler
modes in all the designs in this work are ideally lossless, assuming no fabrication disorder, and here
they are treated in this ideal condition. The UPA is used for the pump, which assumes that the pair-
generation does not have any effect on the amplitude of the strong classical pump mode, which is
a reasonable approximation. It is also assumed, that the nonlinear interaction is weak enough, or
equivalently the pump power is low enough, that the probability of generating higher-order pairs is
negligible. This is the desired regime for photon-pair sources to operate in, to avoid multiple pair
emission, that reduces the purity of such sources [89]. This also has an analytical convenience, in
that the first-order perturbation theory can be used for the calculation, which finds the probability of
generating one pair of photons at a time. The framework for this type of calculation is already well-
developed for non-periodic WGs [244]. This framework has also been applied to periodic structures
[150], by expanding the Bloch modes into their BHs and quantizing the plane-wave-like BHs. Here,
a more simplified version of such a calculation is used, by using a quantization scheme for Bloch
modes [245] that makes the calculations more compact and easier to use. The calculation starts from
the Schrödinger equation in the interaction picture [246]:
ih¯
∂ |ψ(t)〉
∂ t
= Hˆint(t) |ψ(t)〉 , (4.1)
where Hˆint(t) is the nonlinear Hamiltonian of the SPDC process [245, 244]:
Hˆint(t) =−Dε0
∫
d3r ∑
α,β ,γ
χ(2)αβγ(r)EP,γ(r, t)Eˆ
−
S,α(r, t)Eˆ
−
I,β (r, t)+H.c.. (4.2)
Here H.c. stands for Hermitian conjugate and the volume integral is over the nonlinear medium. D is
a constant factor referring to the modal degeneracy of the process. When signal and idler modes are
both in the same band, where a band is defined as a dispersion relation described by a continuous k(ω)
expression, then D = 1. When signal and idler are in two different bands we have D = 2. EP,γ(r, t) is
the γ-component of the positive-frequency part of the electric field of the classical pump pulse:
EP(r, t) =
∫ +∞
0
dωPAP(ωP)EP(r,ωP)e−iωPt , with EP(r,ωP) = eP(r,ωP)eikP(ωP)x−αP(ωP)x, (4.3)
where AP is the spectrum of the pump pulse, kP is the real part of pump’s wave-vector and αP its
imaginary part, 1/αP is the decay length of the pump mode, and e is the electric field profile of the
Bloch mode. The real-valued pump pulse can be found by adding EP(r, t) to its complex conjugate.
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Eˆ−S,α(r, t) in Eq. (4.2) is the α-component of the negative-frequency part of the electric field operator in
the interaction picture for the quantized signal mode. The total electric field operator is Eˆ= Eˆ−+ Eˆ+,
where Eˆ+ = (Eˆ−)†. The negative-frequency part of the electric field operator is [245, 244]:
Eˆ−m(r, t) =
∫ +pi/a
−pi/a
dkm
√
h¯ωm(km)
2
eiωmtE∗m(r,km) aˆ
†
m,km, with Em(r,k) = em(r,k)
eikx√
2pi
, (4.4)
with m = S, I for the signal and idler modes. The band diagram for each mode covers the first BZ.
This means, that the integral
∫+pi/a
−pi/a includes both the FP and the BP parts of a mode. It should
be mentioned, that for every band in a periodic WG there always exists a part of the band that is
above the light line and leaky. These regions are not considered in the calculations here, as the used
quantization method is strictly for fully guided signal and idler modes. So the assumption is that the
phase-matching condition is set to dominantly create the pair in the fully guided parts of the signal
and idler bands. aˆ†m,k is the creation operator corresponding to the creation of a photon in mode m at
the wave-vector k. The commutation relations for these creation and annihilation operators are:
[
aˆm,k, aˆm′,k′
]
= 0,
[
aˆm,k, aˆ
†
m′,k′
]
= δmm′ δ (k− k′). (4.5)
To use a Bloch mode profile in Eq. (4.4), it has to be normalized such that [245]:∫
Ω
d3r dm(r,k) · e∗m(r,k) =
∫
Ω
d3r ε0ε¯em(r,k) · e∗m(r,k) = a, (4.6)
where d is the displacement field profile of the Bloch mode andΩ is the volume of a supercell. Solving
the time evolution of Eq. (4.1) at times much longer than the extent of the nonlinear interaction using
the first-order perturbation theory results in:
|ψ(t →+∞)〉 ≈ |ψ(t →−∞)〉− i
h¯
∫ +∞
−∞
Hˆint(t) |ψ(t →−∞)〉dt. (4.7)
Substituting Hˆint(t) from Eq. (4.2) and assuming a vacuum initial state |ψ(t →−∞)〉= |0〉 gives:
|ψ〉=D iε0
h¯
∫ +∞
−∞
dt
∫
d3r ∑
α,β ,γ
χ(2)αβγ(r)EP,γ(r, t)Eˆ
−
S,α(r, t)Eˆ
−
I,β (r, t) |0〉 , (4.8)
where the dominant contribution of the existing vacuum is disregarded. Substituting the frequency
and the wave-vector domain expansion of the fields from Eqs. (4.3) and (4.4) into Eq. (4.8) allows
us to take the time integral of
∫+∞
−∞ e−i(ωP−ωS−ωI)tdt = 2piδ (ωP−ωS−ωI). This consequently allows
us to take the
∫
dωP integral, which fixes ωP to ωS+ωI , indicating that conservation of frequency
must be held after an infinite interaction time. It should be reminded that all the frequency variables
defined above are positive valued, such that {ωP,ωS,ωI}> 0. This gives:
|ψ〉=D iε0
2
∫∫ +pi/a
−pi/a
dkSdkI
√
ωS(kS)ωI(kI)AP(ωS+ωI)
∫
d3r ∑
α,β ,γ
χ(2)αβγ(r)
× ei∆kx−αP(ωS+ωI)xei 2piQa x eP,γ(r,ωS+ωI) e∗S,α(r,kS) e∗I,β (r,kI) aˆ†S,kS aˆ
†
I,kI
|0〉 , (4.9)
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with ∆k = kP(ωS+ωI)− kS− kI− 2piQa , Q = 0,±1,±2, ..., where the integrand was multiplied by a
e−i
2piQ
a xei
2piQ
a x = 1 factor. The volume integral is over the nonlinear volume of a periodic waveguide
of length L, meaning
∫
d3r =
∫ L
0 dx
∫∫+∞
−∞ dydz. Let us evaluate this volume integral, assuming that at
least one or more phase-matching conditions (∆k= 0) are satisfied around certain regions in the kSkI-
space, and hence these regions have the main contribution to the
∫∫+pi/a
−pi/a dkSdkI integrals. Around the
phase-matching conditions we have ∆k≪ 1/a, which means the function ei∆kx has a slow variation
over the length of a period. Let us also assume that the pump has a low enough leakage loss such
that αP ≪ 1/a, which makes e−αPx also slowly varying over a period. The above two assumptions
are valid for any useful SPDC design. With these slowly varying functions, and the fact that Bloch
mode profiles and ei
2piQ
a x are periodic functions over the length a, we can make the approximation∫ L
0 dx
∫∫+∞
−∞ dydze(i∆k−αP)x f (r)≈
∫ L
0 dx e
(i∆k−αP)x
a
∫
Ω d
3r f (r), where f (r)≡∑α,β ,γ χ(2)αβγ ei
2piQ
a x eP,γ e∗S,α e
∗
I,β
is a periodic function. Evaluating
∫ L
0 dx e
(i∆k−αP)x gives:
|ψ〉=D iε0
2
∫∫ +pi/a
−pi/a
dkSdkI
√
ωSωIAP
e(i∆k−αP)L−1
(i∆k−αP)a
∫
Ω
d3r f (r,kS,kI) aˆ†S,kS aˆ
†
I,kI
|0〉 . (4.10)
Although Eq. (4.10) is a simplified expression, it has integrals in the k-domain, whereas usually it is
desired to have frequency-dependent expressions. Hence, a change of variables will be performed to
go from modes quantized in the k-domain to the frequency domain. To be able to do this, there should
exist a monotonic relation between the wave-vector of a mode and its frequency. This means that we
have to separate the
∫∫+pi/a
−pi/a dkSdkI integrals into k-regions, in which the signal and idler bands are
monotonic. Hence, each band over the first BZ is separated into regions where the sign of dω/dk does
not change. This is exactly the same as what was done in chapter 2, when the concept of a bandlet was
introduced. An example of separating a band into its bandlets was shown in Fig. 2.16(b). Here, the
bandlets in the signal and idler bands are indexed with n=±1,±2, .. and m=±1,±2, .., respectively,
up to as many bandlets that exist. The positive and negative indexes correspond to the FP and BP
bandlets, as every FP bandlet has a BP counterpart. This separates the kSkI-space into k-regions over
which the modes do not change their propagation directions. In each such region, we can then use
the following relations to transform k-quantized modes to ω-quantized ones: dk = dω dkdω = dω
ng(ω)
c ,
with the new operators in the ω-domain given by aˆm,ω = aˆm,k
√
dk
dω , with commutation relations:
[
aˆm,ω , aˆm′,ω ′
]
= 0,
[
aˆm,ω , aˆ
†
m′,ω ′
]
= δmm′ δ (ω−ω ′). (4.11)
We can now write dk aˆ†k = dω
dk
dω aˆ
†
ω
(√
dω
dk
)∗
. ng of the lossless quantized modes is a real num-
ber, but could be positive or negative based on the propagation direction. Hence, we can simplify
dk
dω
(√
dω
dk
)∗
= 1√c
sign(ng)|ng|
(
√ng)∗ = sign(ng)
√
ng
c . Implementing these in Eq. (4.10) results in:
|ψ〉=D iε0
2 ∑n,m
∫∫
dωSdωI sign(ngS,nngI,m)
√
ngS,nngI,m
√
ωS
c
ωI
c
×AP e
(i∆k−αP)L−1
(i∆k−αP)a
∫
Ω
d3r f (r,kS(ωS),kI(ωI)) aˆ†S,n,ωS aˆ
†
I,m,ωI |0〉 . (4.12)
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The final result can be made independent of arbitrary proportionality factors in the electric field profile
of the modes, by dividing |ψ〉 by
√∫
Ω d3r dS · e∗S
∫
Ω d3r dI · e∗I /a= 1, where equality to 1 is according
to the normalization condition of Eq. (4.6). This results in:
|ψ〉=∑
n,m
∫∫
dωSdωI JSAn,m(ωS,ωI) |S,n,ωS〉 |I,m,ωI〉 , (4.13)
where |S,n,ωS〉 |I,m,ωI〉 is another way of writing aˆ†S,n,ωS aˆ
†
I,m,ωI |0〉. The joint spectral amplitude
(JSA) of the SPDC process corresponding to every pair of signal and idler bandlets is defined as:
JSAn,m(ωS,ωI)≡ AP(ωS+ωI)Ovn,m(ωS,ωI) JPSn,m(ωS,ωI), (4.14)
where the joint phase-matching spectrum JPS and the overlap integral Ov are defined as:
JPSn,m(ωS,ωI)≡ e
[i∆kn,m(ωS,ωI)−αP(ωS+ωI)]L−1
[i∆kn,m(ωS,ωI)−αP(ωS+ωI)]a , (4.15)
Ovn,m(ωS,ωI)≡D i2 sign(ngS,nngI,m)
√
ngS,nngI,m
√
ωSa
c
ωIa
c
×
∫
Ω d
3r∑α,β ,γ χ
(2)
αβγ(r) e
i 2piQa x eP,γ(r,ωS+ωI) e∗S,n,α(r,ωS) e
∗
I,m,β (r,ωI)√∫
Ω d3r ε¯(ωS) eS,n(r,ωS) · e∗S,n(r,ωS)
∫
Ω d3r ε¯(ωI) eI,m(r,ωI) · e∗I,m(r,ωI)
, (4.16)
with the phase-mismatch being ∆kn,m(ωS,ωI)≡ kP(ωS+ωI)− kS,n(ωS)− kI,m(ωI)− 2piQa .
Eqs. (4.13) to (4.16) are the final results of this calculation. The biphoton state in Eq. (4.13) has
a sum over different combinations of signal and idler bandlets that could be phase-matched to the
pump. This represents an entanglement in the modal DOF or more accurately in the bandlet DOF.
Since the bandlets could have different directions of propagation, the sum in Eq. (4.13) also represents
an entanglement in the path DOF. With what probability each pair of bandlets are contributing to the
sum in Eq. (4.13), is determined by its JSA function. The JSA also describes the entanglement in the
spectral DOF. The JSA in Eq. (4.14) is separated into three parts. AP determines the pump pulse’s
spectrum and strength, and can be chosen in an experiment according to what is needed. It should
be noted, that there is also eP appearing in the overlap integral that could determine pump pulse’s
strength. In the definition of pump in Eq. (4.3), the amplitude of eP was not restricted, henceforth,
whatever the strength of the pump pulse is, it can be arbitrarily divided between AP and eP. The JPS
function depends on the phase-mismatch ∆k. The Ov function is dependent on the overlap integral
of the modes, telling us how efficiently the electric field profiles of the modes and the nonlinearity
tensor of the material are coming together to mediate the interaction. The spectral functionality of the
JSA can usually be determined only by AP and JPS, as Ov is a weaker function of frequency, except
if the modes are very close to the bandedge, where group indices change rapidly, or near a band split-
ting, where mode profiles change strongly. Finally, by looking at the group index dependencies in
Eq. (4.16), one could draw the conclusion that the efficiency of a process could be strongly enhanced
with slow signal and idler modes, but that is not a correct conclusion. The larger ng gets, the smaller
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the frequency bandwidth for it becomes, such that the integral
∫
dω ng(ω) stays finite. This is more
evident, when the generation probability of a single photon-pair 〈ψ|ψ〉 is calculated. From Eq. (4.13)
and using Eq. (4.11), we find 〈ψ|ψ〉 = ∑n,m
∫∫
dωSdωI |JSAn,m(ωS,ωI)|2. The group index func-
tionality in |JSAn,m(ωS,ωI)|2 is |ngS,nngI,m|, which means we have 〈ψ|ψ〉 =
∫∫
dωSdωI |ngS,nngI,m | ....
Looking back at how the group index originally appeared in the formulation, we remember that it
originated from the k-space integral with dk ∝ dω ng. Consequently, the larger ng gets, the smaller its
frequency bandwidth dω becomes, in a way to produce the same dk. This means, that slow-light for
signal and idler modes does not enhance the total probability of pair-generation, but instead narrows
the spectral bandwidth of the interaction.
4.2 Controlling spectral entanglement: counterpropagating fac-
torizable pair example
The signal and idler photons in a pair are spectrally entangled to each other, as described by the JSA
function in |ψ〉= ∫∫ dωSdωI JSA(ωS,ωI) |S,ωS〉 |I,ωI〉. To simplify things here, it is assumed that we
have only one phase-matched process. To understand spectral entanglement, a Schmidt decomposi-
tion [247, 73] can be done on the JSA to decompose it into a biorthogonal set of functions {un(ωS)}
and {vn(ωI)}, such that JSA(ωS,ωI) = ∑n
√
Λnun(ωS)vn(ωI), with the probabilities summing up to
one, ∑nΛn = 1. Hence, the biphoton state can be decomposed into |ψ〉= ∑n
√
Λn
∣∣ψnS〉⊗ ∣∣ψnI 〉, with
the Schmidt modes defined as
∣∣ψnS〉 ≡ ∫ dωS un(ωS) |S,ωS〉 and ∣∣ψnI 〉 ≡ ∫ dωI vn(ωI) |I,ωI〉, and ⊗
being a direct product. This expansion makes the meaning of spectral entanglement clearer: Upon
detection, there is a probability Λn that we detect a signal photon with the un(ωS) spectrum and an
idler photon with the vn(ωI) spectrum. A photon-pair state is unentangled in the spectral DOF, if there
exists only one none-zero probability, e.g. Λ0 = 1, in the Schmidt decomposition. This is referred to
as a factorizable state, because the JSA can be separated or factorized into its signal and idler spec-
tra, such that JSA(ωS,ωI) = u(ωS)v(ωI), which results in |ψ〉 = |ψS〉⊗ |ψI〉. Such JSAs are shown
schematically in Fig. 4.1(a), where JSA(ωS,ωI) is shown as a function of the signal and idler frequen-
cies. A visual clue in recognizing a factorizable JSA is for it to look either like a horizontal ellipse,
a vertical ellipse, or an intermediate case of a circle. Spectrally unentangled pairs are highly desired
for sources of heralded single-photons, and a common effort in the design of photon-pair sources is
centered around producing factorizable JSAs [73, 74, 151, 50, 108, 125, 97, 98, 106, 126]. Hence,
the explanation here on engineering the spectral DOF using PCSWs will be focused on achieving this
goal. A specific example using a double-slot LN PCSW in a CP phase-matching configuration will
accompany the explanations to demonstrate the practicality of the ideas.
The important parameters for reaching a factorizable JSA are the spectral bandwidth of the pump
pulse ∆ωP, length of the structure L, and the group indices of the modes [73, 74, 50]. The effect of
these parameters will be explained in the following, with the help of the schematic plots shown in
Figs. 4.1(b) and (c). As was shown in Eq. (4.14) and discussed in the previous section, the main
spectral functionality of the JSA comes from the pump pulse’s spectrum AP and the join phase-
matching spectrum JPS, such that JSA(ωS,ωI)∝AP(ωS+ωI)JPS(ωS,ωI). AP is shown schematically
in Figs. 4.1(b-i) and (c-i), where the AP in plot (c-i) corresponds to a larger ∆ωP. The −45 degrees
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Figure 4.1: (a) Examples of a factorizable joint spectral amplitude, JSA(ωS,ωI), shown schematically. Re-
spectively from above, a horizontal ellipse, a circle, and a vertical ellipse shaped JSAs are shown; (b) and (c)
schematically show two different cases where a factorizable JSA is produced from the multiplication of the
pump pulse’s spectrum AP(ωS+ωI) and the joint phase-matching spectrum JPS(ωS,ωI). θ is the angle that the
line of the maximum-JPS makes with the ωS-axis.
angle that the AP function exhibits in these plots, where the angle is with respect to the ωS axis, is
fixed due to the conservation of energy. The main control parameter here is ∆ωP, that changes the
width of AP. JPS is shown schematically in Figs. 4.1(b-ii) and (c-ii), corresponding to two different
sets of L and ng of the modes. The width of JPS depends on L and also on the difference between the
group indices of the modes. If a certain combination of group indices are already fixed by the design,
then L can be used to control this width, where a larger L results in a narrower JPS. Although with a
lossy pump, there is a limit to how narrow JPS can get for lengths much longer than the pump’s decay
length. But more importantly, the angle θ of the JPS, marked on Fig. 4.1(b-ii), can be controlled
through the group indices with the dependency of θ = − tan−1 (ngP−ngS/ngP−ngI) [108]. To have
the multiplication of AP and JPS to produce any of the shapes in Fig. 4.1(a), given that the AP angle
is a negative number at −45 degrees, we need as a necessary condition to have the JPS angle such
that 0< θ < 90. This is only a necessary but not sufficient condition. To get factorizability, ∆ωP and
L must also be set correctly with respect to each other, as both parameters control the width of their
corresponding functions. There exists an approximate relation between all the involved parameters to
get a factorizable state, which is estimated assuming a Gaussian pulse in a lossless pump mode, and
that is [73]:
γL2(ngP−ngS)(ngP−ngI) =−c2/∆ω2P, (4.17)
with γ = 0.04822. We can see for the above equation to be satisfied, a necessary condition is
(ngP − ngS)(ngP − ngI) < 0, which is equivalent to having 0 < θ < 90. This necessary condition for
factorizability means that we require either ngS < ngP < ngI or ngI < ngP < ngS . Hence in a design,
we should first be able to satisfy this condition, and then we get to the choice of L and ∆ωP, where
one of them has to be chosen first so that the other one can be found from Eq. (4.17). Either choice
of L or ∆ωP has to do with the bandwidth that is desired for the generated signal and idler, and the
narrower we want the spectra, the smaller ∆ωP or the larger L has to be. The last point to be men-
tioned, is that the angle θ also controls the spectral bandwidths of the factorizable signal and idler
photons with respect to each other. We can see this for the two factorizable JSAs shown schematically
in Figs. 4.1(b-iii) and (c-iii). In the case of Fig. 4.1(b), the JPS function has a θ close to +45 degrees,
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Figure 4.2: (a) Schematics of CP SPDC in a double-slot PCSW; (b) Bands of the pump (left) and signal/idler
(right) modes. The dashed horizontal line marks the frequency of CP phase-matching. The design parameters
are R/a= 0.3, h/a= 1.15,W/a= 0.85, T/a= 0.45, and D/a= 0.59.
and hence the factorizable JSA will look close to a circle, which means that the resulting signal and
idler photons have comparable spectral widths. In the case of Fig. 4.1(c), the JPS function has a θ
close to zero, and hence the factorizable JSA will look like a horizontal ellipse, which means that the
resulting idler photon has a much narrower spectral width compared to the signal photon.
The above discussion makes clear the importance of group index control in producing factorizable
pairs. PCSWs offer this control through dispersion engineering and different phase-matching config-
urations, as was shown in chapter 2, which allows for not only controlling the amplitude but also the
sign of the group indices of the phase-matched signal and idler modes. To demonstrate this capability
of PCSWs, a double-slot structure from chapter 2 is used, that is phase-matched for a degenerate CP
SPDC process, as shown schematically in Fig. 4.2(a). The band diagram of the pump, signal, and
idler modes for this structure were shown in Fig. 2.14(b), and here we show these bands again in
Fig. 4.2(b) for convenience. These bands show that the pump mode at kP(ωP) = 0 is phase-matched
to a pair of FP and BP modes at the ωP/2 frequency. In such a phase-matching configuration, we have
a pump mode and a signal mode with positive group indices and an idler mode with a negative group
index. This means that by satisfying a CP phase-matching condition we are already halfway through
in satisfying the necessary factorizability condition of ngI < ngP < ngS , which in this case turns into
−|ngI | < ngP < ngS . Hence, we just need to have a signal mode with a group index larger than the
pump mode. The group index engineering here is less cumbersome than a FP phase-matching con-
figuration, where all group indices are positive and we have to choose two different signal and idler
modes and tune the design such that the pump group index falls inbetween that of the signal and idler
[125, 126]. As a matter of fact, if the group indices of the pump and the signal modes in the CP con-
figuration are close to each other, such that |ngP −ngS| ≪ ngP + |ngI |, we do not even need to exactly
satisfy ngP < ngS . This is because the angle θ of the JPS function will be close to zero in such a CP
case, as we have θ = − tan−1 (ngP−ngS/ngP−ngI) = − tan−1 (ngP−ngS/ngP + |ngI|) ≈ 0. It could
be understood by looking at Fig. 4.1(c), that no matter the sign of θ , as long as it is close to zero,
we will be able to approximately get a horizontally-shaped JSA ellipse, giving us a near-factorizable
pair. This is exactly why the CP configuration was proposed initially as a way of overcoming the
limits of low-contrast WGs in ng-engineering for the generation of factorizable pairs [108]. However,
as mentioned before, satisfying the CP phase-matching condition in non-periodic WGs is not easy,
requiring either a technologically challenging submicron poling period [108] or a non-integrated free-
space pump [110, 111, 112, 113, 114, 116]. With the PCSW structures presented in this thesis, we
are able to reach the CP configuration without poling and in a fully integrated way. Not only we can
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satisfy the CP phase-matching condition with a PCSW, but we can also control the group index of the
signal mode at the point of phase-matching, as was shown in Fig. 2.14(d). This means that we can
choose any of the designs that has ngP < ngS . The design chosen for the demonstration in this section,
with its bands shown in Fig. 4.2(b), has the group indices ngS =−ngI = 3.5 and ngP = 3.2 at the point
of degenerate CP phase-matching, which satisfies ngI < ngP < ngS and results in a θ ≈ 3 degrees for
the JPS function at the degenerate phase-matching point.
Let us now look at the JSA of this CP process quantitatively. In the CP configuration shown in
Fig. 4.2(b), we want to use the pump at the normalized frequency of
ωP0a
2pic = 0.7187 = a/λP0 . To
have the central wavelength of the pump at λP0 = 775 nm, and hence the signal and idler photons at
1550 nm, the periodicity must be set to a= 557 nm. We then choose an arbitrary structure length of
L = 300a≈ 167 µm, which then from Eq. (4.17) gives a pump spectral bandwidth of ∆ωP = 1.58×
10−3 2pica for reaching factorizability. This corresponds to an intensity FWHM of about 2 nm. It should
be noted, that Eq. (4.17) is only a good approximation for the case of a lossless pump mode. Here, we
have a lossy pump mode and Eq. (4.17) is only a good approximation when the structure length L =
300a is smaller than the decay length of the pump mode, which is about 103 periods in this case. The
trend of JPS getting narrower slows down for cases where the structure length is longer than the decay
length of the pump, and hence in that limit, Eq. (4.17) is no longer a good approximation, and one
has to numerically look for the best value of ∆ωP that results in the highest degree of factorizability.
The pump pulse has a Gaussian spectrum AP(ωS +ωI) = exp
[
−
(ωS+ωI−ωP0
∆ωP
)2]
, and is shown in
Fig. 4.3(a), plotted as a function of ωS and ωI. The absolute value of the JPS function of this process,
found from Eq. (4.15), is shown in Fig. 4.3(b), where the solid white line marks the maximum of the
pump spectrum from Fig. 4.3(a). We see that at the place the JPS and AP cross, the JPS function has
a close to zero θ , which is in fact the θ ≈ 3 degrees that was predicted from the group indices.
Multiplying the JPS and AP from Figs. 4.3(a) and (b) results in the JSA function, shown in
Fig. 4.3(c-i). It should be reminded again, that the displayed JSA does not include the overlap in-
tegral Ov, which has much weaker spectral variations compared to AP and JPS. The resulting JSA has
a desirable horizontal ellipse shape, and hence offers a high degree of factorizability. To quantify the
degree of factorizability, a Schmidt decomposition is performed on this JSA, which gives the probabil-
ity of each Schmidt pair, shown in Fig. 4.3(c-ii), where the indexing starts with the strongest Schmidt
pair. This strongest pair has Λ0 = 0.96, and the second strongest pair has a much lower weight of
Λ1 = 0.02. There is also a way of quantifying the degree of factorizability with one quantity, through
the Schmidt number K = 1/∑nΛ2n. 1/K is associated to the purity of the heralded single-photon state
[50]. The ideal case of a completely unentangled pair has K = 1. In this case we have K = 1.09,
which is a comparably close-to-one number to other types of designs [125, 97, 98, 106, 126]. Finally,
let us take a look at the spectra of the signal and idler photons corresponding to the strongest pair of
Schmidt modes, shown in Fig. 4.3(c-iii). Here we can see, that the spectral bandwidth of the BP idler
photon, with a intensity FWHM of ∆λI ≈ 2 nm, is smaller than the bandwidth of the FP signal with
∆λS ≈ 8 nm. This is due to the fact that the group index difference ngS − ngP is much smaller than
ngP−ngI , which also manifests itself in a close-to-zero θ .
As was explained with the schematics shown in Figs. 4.1(b) and (c), the ratio between the spectral
bandwidths of the factorizable signal and idler photons can be controlled with the angle θ of the JPS.
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Figure 4.3: Achieving factorizability using the CP phase-matching configuration in a double-slot PCSW, the
band diagram of which is shown in Fig. 4.2(b). (a) Pump spectrum AP(ωS +ωI); (b) The absolute value of
the JPS function. The solid white line corresponds to the maximum of the pump spectrum shown in plot
(a). The dashed white line corresponds to the maximum of another pump pulse of different central frequency
and bandwidth; (c) and (d) correspond to two different JSA functions, resulting from multiplying the JPS
function by these two pump pulses, represented by the solid and dashed white lines, respectively. (c) gives
a factorizable pair with degenerate central wavelengths and (d) gives a factorizable pair with non-degenerate
central wavelengths. Each of the cases in (c) and (d) include three plots: (i) The absolute value of the JSA
function, excluding the overlap integral; (ii) The probabilities of Schmidt mode pairs Λn, corresponding to the
JSA in graph (i); (iii) The spectra of the Schmidt modes for the signal and idler photons corresponding to the
dominant Schmidt pair of graph (ii), shown as a function of wavelength.
If we have control over the group indices of the signal and idler modes, we can achieve different
values of θ , and hence control the spectral bandwidths of our factorizable pair. As mentioned before,
with the PCSWs we can also control the group index at the point of phase-matching by changing
the design parameters, as was shown in Fig. 2.14(d). Here we demonstrate this control using the
same structure that was just used, but instead with a different pump pulse that gives us a frequency-
non-degenerate factorizable pair. This pump pulse has a central frequency of ωP = 0.7232pica and
bandwidth of ∆ωP = 7.76× 10−4 2pica . By setting the periodicity to a = 560 nm, we get a pump at
λP0 = 775 nm and an intensity FWHM of about 1 nm. The maximum of this pump pulse’s spectrum
is shown in Fig. 4.3(b) as a dashed white line, which is crossing the JPS function at a point where
it has an angle of θ ≈ 12 degrees. At this point, the signal frequency is larger, and due to the fact
that the band diagram of a Bloch mode near the bandedge is highly dispersive, a small shift in the
frequency results in a substantially larger group index of ngS = 4.6, compared to what it was with
the frequency-degenerate case with ngS = 3.5. In this case the idler frequency does not change much,
which results in the idler group index to change only slightly to ngI = 3.6. This brings the group index
differences ngS−ngP and ngP−ngI closer to each other, resulting in a larger θ . The fact that the bands
of the signal and idler modes in such a design in a PCSW are highly dispersive, is the reason that the
JPS in Fig. 4.3(b) shows a strong change in its angle over such a small wavelength range of about
50 nm. The resulting JSA is shown in Fig. 4.3(d-i), which is still a horizontal ellipse, but now closer
Chapter 4. Spontaneous parametric down-conversion (SPDC) 79
to a circle compared to Fig. 4.3(c-i). This JSA also exhibits a high degree of factorizability, as can
be seen from its Schmidt decomposition shown in Fig. 4.3(d-ii), with Λ0 = 0.92, and Λ1 = 0.03. The
Schmidt number in this case is K = 1.17. The spectrum of the frequency-non-degenerate signal and
idler photons, corresponding to the dominant Schmidt pair, are shown in Fig. 4.3(d-iii). Here we see
that the larger θ has resulted in a closer spectral bandwidth for the pair, which are now ∆λI ≈ 2 nm
for the idler and ∆λS ≈ 4 nm for the signal photon.
The discussions in this section establish the capability of PCSWs in controlling the spectral en-
tanglement, resulting in reaching and tuning the generation of factorizable photon-pairs, which can
be generated in a CP configuration. Such a PCSW source is ideal as a heralded single-photon source.
Aside from producing spectrally unentangled pairs, that are essential for efficient heralding [83], this
source allows the separation of photon-pairs into different channels directly at the source, without the
need for any extra components. Another advantage of a CP configuration is, that it results in a much
narrower spectrum [110, 111, 248] compared to the more common FP one, due to the large differ-
ence between the positive and negative group indices of the modes involved. This means that narrow
spectra can be reached using shorter structures, resulting in more miniaturized sources. The spectrum
of the idler photon in Fig. 4.3(c-iii), shows a FWHM of about 2 nm, which is achieved in a PCSW
of length L = 167 µm. Proposals for reaching factorizability with ridge WGs in a FP configuration
can achieve such a narrow bandwidth with a several millimetres long structure [126]. Hence, the CP
configuration is reducing the length requirement to get narrow spectra by at least an order of magni-
tude. Involving slow-light modes can make the spectrum even narrower, as the difference between
the group indices will be increased more, as was shown in chapter 3 with SHG in a W1 PCSW.
4.3 Controlling modal and path entanglement: path-entangled
Bell state example
Eq. (4.13), found in this chapter, expresses the general biphoton state in a periodic WG as |ψ〉 =
∑n,m
∫∫
dωSdωI JSAn,m(ωS,ωI) |S,n,ωS〉 |I,m,ωI〉, which is a sum over all possible combinations of
phase-matched bandlets, indexed by n and m in bands S and I, respectively. As discussed, this means
that if there exists more than one pair of bandlets that are phase-matched, we will have entangle-
ment in the bandlet DOF. Since bandlets are essentially different modes that can be FP or BP, this
is equivalent to entanglement in the path or/and modal degree/s of freedom. As was demonstrated
in chapter 2, PCSWs are capable of satisfying multiple phase-matching conditions simultaneously,
between processes that involve different modes of different propagation directions. This means, that
with a PCSW source of photon-pairs, we can produce pairs entangled in the path or modal DOF,
directly at the source, and do it without the need for any pre- or post-processing steps. This makes
the source much more compact and suitable for integration. In this section, this capability of PCSWs
will be explained generally, using some of the simultaneous phase-matching configurations that were
proposed in chapter 2. It is important to note, that it is not just creating entanglement that is of in-
terest in a photon-pair source, but also controlling the extent of it, specially for reaching a maximally
entangled state, also known as a Bell state. Hence, after the general explanation, a specific design
for creating a path-entangled Bell state in a double-slot LN PCSW will be presented, to show how in
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Figure 4.4: Schematics of path- and/or modally-entangled photon-pairs from a periodic WG source, based on
different simultaneous phase-matching configurations. (a) A path-entangled pair, where by detecting the signal
on one side of the source we know of the existence of the idler on the opposite side. The corresponding band
diagram shows the simultaneous phase-matching of two CP processes. (b) A path-entangled pair, where by
detecting the signal on one side of the source we know of the existence of the idler on the same side. The
corresponding band diagram shows the simultaneous phase-matching of a FP and a BP process. (c) A path-
and modally-entangled pair, where the signal photon can be on either side of the source and in either of the two
modes/bandlets. By detecting the signal in any of the four possible combinations of path and mode we know
of the path and mode of the idler. The corresponding band diagram shows the simultaneous phase-matching of
four processes.
practice the extent of entanglement can be controlled in such structures.
In Fig.4.4, three different cases of creating path and modal entanglement are shown schematically,
corresponding to three configurations for reaching simultaneous phase-matching that were presented
in chapter 2. Fig.4.4(a) shows a path-entangled state, produced by simultaneous phase-matching of
two CP processes. In processA , the signal photon is FP and the idler photon is BP, and in processB
vice versa. Hence, Eq. (4.13) predicts a biphoton state in such a structure of the form:
|ψ〉=
∫∫
dωS dωI{A (ωS,ωI) |S,FP,ωS〉 |I,BP,ωI〉+B(ωS,ωI) |S,BP,ωS〉 |I,FP,ωI〉}, (4.18)
whereA (ωS,ωI) andB(ωS,ωI) are the corresponding JSAs for each process. In this state, detecting
a signal photon on one side of the source tells us of the existence of the idler photon on the opposite
side. It should be pointed out, that the labels signal and idler here correspond to photons from the
upper and lower bands in frequency, respectively. This means that for detecting entanglement, we
can separate the signal and idler into two channels using a dichroic beamsplitter. The second case in
Fig.4.4(b), shows a different path-entangled state, produced by simultaneous phase-matching of a FP
and a BP process. In process A , both of the signal and idler photons are FP and in process B both
are BP. The generated biphoton state is:
|ψ〉=
∫∫
dωS dωI{A (ωS,ωI) |S,FP,ωS〉 |I,FP,ωI〉+B(ωS,ωI) |S,BP,ωS〉 |I,BP,ωI〉}. (4.19)
In this state, detecting a signal photon on one side of the source tells us of the existence of the idler
photon on the same side. The third case in Fig.4.4(c), shows a state entangled in both the path and
modal degrees of freedom, produced by simultaneous phase-matching of four process. Processes A
Chapter 4. Spontaneous parametric down-conversion (SPDC) 81
and D are between FP modes and processes B and C are between BP modes. Here, each of the
signal and idler bands are constituted of two bandlets. The bandlets further from the bandedge (dark
green for the signal and red for the idler) are indexed 1, and the bandlets closer to the bandedge (light
green for the signal and orange for the idler) are indexed 2. Hence, processes A andB are between
bandlets of index 1, and C and D are between bandlets of index 2. The generated state is:
|ψ〉=
∫∫
dωS dωI{A (ωS,ωI) |S,1,FP,ωS〉 |I,1,FP,ωI〉+B(ωS,ωI) |S,1,BP,ωS〉 |I,1,BP,ωI〉
+C (ωS,ωI) |S,2,BP,ωS〉 |I,2,BP,ωI〉+D(ωS,ωI) |S,2,FP,ωS〉 |I,2,FP,ωI〉}. (4.20)
In this state, the signal photon can be on either side of the source and in either of the two modes/
bandlets. By detecting the signal photon in any of the four possible combinations of path and mode
we know of the path and mode of the idler photon.
The above discussion shows how simultaneous phase-matching of multiple processes can re-
sult in the creation of path- and/or modally-entangled photon-pairs. However, it does not tell us
about the extent of the entanglement in those degrees of freedom and how it could be controlled in
practice. As a quantitative example, a double-slot PCSW design is used in the following to calcu-
late the extent of entanglement and show that the PCSW can be designed to result in a maximally
entangled photon-pair state. The design of this double-slot structure is shown in Fig. 2.12. This
structure supports the simultaneous phase-matching of two CP processes, the bands of which were
shown previously in Fig. 2.15(a), and are repeated here in Fig. 4.5(a) for convenience. The satis-
fied phase-matching condition in process A is ∆kA = kP− kS,FP− kI,BP = 0, and in process B is
∆kB = kP− kS,BP− kI,FP = 0. A similar configuration has been realized in a ridge WG structure
[114], using two free-space pump beams from above the sample. The advantage of the PCSW, is that
there is only one and a fully integrated pump illumination. Using this structure for pair generation
will produce the path-entangled state of the type shown in Fig.4.4(a) and described by Eq. (4.18).
The schematic for this entangled state is repeated in Fig. 4.5(b) for convenience. The state described
in Eq. (4.18) is entangled in the three degrees of freedom mode, frequency, and path, although in
this case the mode DOF is a binary subspace of the frequency DOF. To generate a maximally entan-
gled state in the path DOF, there must be modal and spectral indistinguishability between processes
A and B. Moreover, the nonlinear efficiencies for the two processes must be equal. Modal in-
distinguishability is assured, as the FP and BP counterparts of a mode in a reciprocal material are
identical. For equal nonlinear efficiencies of processes A and B, we must have αA = αB, with
αA ≡
∫
dωS
∫
dωI |A (ωS,ωI)|2 and αB ≡
∫
dωS
∫
dωI |B(ωS,ωI)|2, which strongly depends on the
overlap integral of Eq. (4.16). For having spectral indistinguishability, we must have αB = |αAB|,
with αAB ≡
∫
dωS
∫
dωIA (ωS,ωI)B∗(ωS,ωI), which ensures that the two JSAs have a perfect spec-
tral overlap. In the following, these quantities are investigated numerically.
The periodicity of a = 575 nm is chosen to set the pump wavelength to 0.775 µm. The pump
mode has a decay length of about 450 periods or 260 µm at kP = 0. The structure length is chosen to
be L= 1000a= 575 µm. Although both the efficiency and the spectral bandwidth of the process tend
to saturate for structure lengths larger than the decay length of the pump mode, the phase-matching
spectrum approaches a Lorentzian function in this limit, in contrast to the sinc-function of a lossless
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Figure 4.5: (a) Bands of the signal (green) and idler (red) modes, reaching simultaneous phase-matching of
two non-degenerate CP processes, marked as A and B, in a double-slot PCSW. ωP is the frequency of the
pump mode at which kP = 0. The design parameters are R/a= 0.3, h/a= 1.07,W/a= 0.85, T/a= 0.45, and
D/a = 0.59; (b) Schematics of a path-entangled Bell state in a double-slot PCSW. (c) Joint phase-matching
spectrum (JPS) of processes A and B; (d) Overlap of JPSs with the CW pump line; (e) Projected spectra of
the signal and idler photons from both processes.
case, which is advantageous in increasing the similarity between the produced JSAs of both processes.
The JPSs of processes A andB are calculated from Eq. (4.15) and shown in Fig. 4.5(c). To achieve
similar JSAs a CW pump at ωP = 0.7422pica (kP = 0) is used, corresponding to the vacuum wavelength
of 775 nm. The pump spectrum AP(ωS+ωI = 0.7422pica ) for this CW pump is shown in Fig. 4.5(d),
which is a line overlapped with the two JPSs. The fact that this line passes the JPSs exactly at their
crossing point is a direct consequence of the simultaneous phase-matching design. This results in an
almost perfect spectral overlap of A (ωS,ωI) and B(ωS,ωI). This overlap can be more clearly seen
in Fig. 4.5(e), by plotting A (ωS,ωI) and B(ωS,ωI) projected onto each of the ωS and ωI axis, here
presented as a function of wavelength.
For processes A and B to have equal nonlinear efficiencies, they should have the same overlap
integral, calculated from Eq. (4.16). As was previously mentioned, since the BHs involved in the
two processes are different, shown in Figs. 2.15(b) and (d), the two processes do not necessarily have
the same overlap integral. However, the point of phase-matching can be carefully tuned to get there:
The distributions of BHs of the signal and idler modes strongly depend on their wave-vectors. As
was shown in chapter 2, by changing the thickness of the slab h, we can control the wave-vectors
kI,BP = kS,BP (see Fig. 4.5(a)) at which phase-matching is achieved, and hence control the overlap
integral of the two processes. The advantage of changing h in this design is that the shape of the
bands mostly depend on in-slab parameters and are not affected. Changing h will only shift these
bands up and down in frequency, with stronger shifts for the pump mode, which is a higher-order
mode in the z-direction. The change in the phase-matching wave-vector as a function of h was shown
previously in Fig. 2.15(c), and is repeated here in Fig. 4.6(a) for convenience. For each case, the
overlap integrals of processes A and B can be calculated, and compared to each other. The ratio
of both overlap integrals OvA /OvB as a function of the slab thickness of the design is shown in
Fig. 4.6(b). It can be seen, that equal efficiencies are reached for h= 1.07a≈ 615 nm.
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Figure 4.6: Changes in design properties as a function of slab thickness h: (a) Wave-vector kI,BP (see Fig. 4.5(a))
at the central point of phase-matching; (b) Ratio between the overlap integrals of processes A and B; (c)
Concurrence of the path-entangled state.
The above analysis shows that the presented double-slot design satisfies the required conditions
for reaching maximal entanglement in the path DOF. We can also quantify the extent of this entan-
glement, by calculating the concurrence parameter C ≡ 2|αAB|/(αA +αB) [114]. A Bell state, or a
maximally entangled state should have C = 1. Here, the concurrence is calculated as a function of h
and is shown in Fig. 4.6(c), to show the effect of having equal nonlinear efficiencies in the design. As
expected, the concurrence of 1 is reached for h= 1.07a, indicating the generation of a path-entangled
Bell state. It is also clear from the variation of concurrence in Fig. 4.6(c), that this design is capable of
producing nonmaximally entangled states [249] and control the extent of the entanglement by varying
h, without compromising the state’s purity. This concludes the analysis in this section.
4.4 Summary of the results and related publications
In this chapter, I have shown that PCSWs used as SPDC sources of photon-pairs are capable of cre-
ating and controlling entanglement in the spectral, path, and modal degrees of freedom, with specific
designs presented in LN double-slot PCSWs. All this was reached in a single PCSW with a single in-
tegrated pump mode, without the need for periodic poling, non-integrated pump illumination, or any
other extra components for post-processing. This reaches the objective of this thesis, in showing the
potential of PCSWs as highly versatile and suitable for integration sources of quantum light that offer
a strong control over the properties of the generated photon-pairs, and do it without the need for extra
pre- or post-processing steps. The results for the design and analysis of the maximally path-entangled
source of photon-pairs using the double-slot PCSW has been published in Physical Review Letters
[S5]. This publication is the most important result of this work, in that my efforts in the design and
analysis of SPDC sources of photon-pairs in PCSWs converge in this work, where I also show the
unique strength of PCSWs for SPDC applications, as was the aim of this thesis.
Chapter 5
Atom-mediated SPDC
In the previous chapter, I have presented the theory for describing SPDC with guided and lossless
signal and idler modes in a periodic WG. Given that in a PCSW design the signal and idler modes are
usually chosen such that they are ideally guided and lossless, that theory suffices for the description
of the SPDC designs. However, that will not always be the case, as there could be a non-negligible
amount of scattering loss present after the fabrication, or the modes could end up having inherent
losses due to material absorption or some unavoidable leakage mechanism. For a quantum process,
the existence of loss is more detrimental than for a classical one. In the classical case it is only the
efficiency that is affected by loss, but in the quantum process there is also the correlation between the
pairs that is affected. For example, when a signal photon is detected, we cannot be sure that the idler
photon will reach its destination, as it could have been lost along the way, creating an extra source
of uncertainty. To take this into account, perturbative approaches have been used for treating SPDC
in structures that suffer from scattering losses or material absorption [250, 251, 193, 252], in which,
lossless modes are assumed initially, and their loss is then treated as a weak coupling to a reservoir.
In this work however, a more general method is desired, that can take into account any type or
amount of loss, to correspond to the needs of any complex nanostructured system, such as PCSWs.
A general method should be able to take care of any type of non-power-orthogonal mode in the
calculation, the same way that the classical calculation using unconjugated reciprocity theorem could
incorporate any QNBM, without needing special treatment for the quantization of different types of
modes. The main obstacle in developing such a formulalism is the definition of photons [253, 230].
Photons are quanta of energy associated to modes of a lossless system. It is often convenient to
expand the state of the quantized electromagnetic field into photons, as the orthogonality relation
between the mode profiles results in a simplified Hamiltonian for the field in terms of the creation and
annihilation operators of photons. Moreover, when the field is expressed in terms of such a physically
intuitive object, it is easier to interpret the state. However, when we have a lossy WG system, modes
are non-power-orthogonal, and this means that even in the classical formulation the total power in the
WG cannot be expanded into a sum of the powers from every individual mode. In a quantum picture,
this results in a Hamiltonian of the system that has cross-terms between creation and annihilation
operators of different modes [253, 230], which means that if we assign a certain number of photons
to every mode, to describe how much power each mode is carrying, then the total power in the system
will no longer correspond to the sum of photons from all the modes. This completely jeopardizes the
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usefulness of the definition in terms of the feasibility of the calculation and interpretation. It should
be mentioned, that for weakly absorbing material, effective photons can be defined that are associated
to the modes of the system [254]. However, such an approach is applicable only to systems with low
levels of loss. The problem of photon definition is not only specific to lossy systems, but can also exist
in lossless systems, if we try to treat a specific class of non-power-orthogonal modes: the evanescent
modes. Here the problem is even more fundamental, as purely evanescent modes do not carry power,
hence assigning photons to them as a quanta of power is not possible.
Luckily, a suitable solution is available in the Green’s function (GF) quantization method [255,
256, 257, 258, 259]. This method is not based on photons associated to modes, but describes the field
in terms of the classical GF of the system and local bosonic excitations in the medium-assisted field,
which is the system of material coupled to the field. The classical GF can be either found numerically
or expressed in terms of the QNBMs of the system. Hence, changes in the type of the system or its
loss mechanism is only affecting the GF and will not affect the quantization scheme. The trade-off is
that the local bosonic excitation is a rather unintuitive object and the quantum state described with it is
not easy to interpret. The solution is to make a measurement of the state, e.g. calculate the expectation
value of some observable or calculate the probability of an event. The result will no longer include
the local bosonic operator and will only depend on the GF of the system. Such a GF-based calculation
for SPDC has been done recently [194], where 2-level atoms have been introduced as detectors. The
atoms are exposed to the generated state of light from the SPDC process, and the properties of the
generated pair are measured by looking at the excitation probabilities of the atoms.
Studying this method however, reveals an interesting physical effect. The pair-generation response
of a system with and without the involvement of the atomic detectors exhibits very different GF-
functionalities. This tells us that by controlling the GF of the system, a photon-pair source can show
a very different response in the presence of an atomic detector, which is essentially a resonant 2-level
system. PCSWs are the ideal platform for the investigation of such an effect, as they allow for a
strong control of the modes of the system and equivalently of its GF. In particular, I have discovered
that this contrast of pair-generation behavior with and without a 2-level system manifests itself in its
most extreme way in the presence of evanescent modes in the bandgap of the periodic WG. Relying
on these bandgap modes, a new effect emerges, in which photon-pair generation can only take place
in the presence of a single 2-level emitter. More specifically, using a guided signal mode and an
evanescent idler mode, I have found that the pair-generation process is completely prohibited due to
the zero DOS of the evanescent mode, but it could be mediated by embedding an atom-like emitter
with the idler’s transition frequency in the structure. In this system, the spontaneous generation of
the signal photon becomes conditional on the absorption of the idler by the atom. This creates a
heralded excitation mechanism, where the detection of a signal photon outside the structure heralds
the excitation of the embedded emitter. I call this process atom-mediated SPDC, and the calculations
that resulted in identifying this process will be the main topic of this chapter.
In the following, first the GF quantization method is introduced and then used to find the pair-
generation probability without atoms as detectors. Afterwards, the calculation method in Ref. [194]
with atoms as detectors is reviewed. Going through the main parts of the calculations with and without
atoms is important for understanding the effect of the atom’s mediation in the SPDC process. The
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intermediate steps of the calculations, which are rather lengthy and are not needed for understanding
the main physics, are left to appendix B. Before introducing the atom-mediated SPDC, the result for
coincidence detection with two atomic detectors are used to gain some understanding about SPDC
with decaying modes, where the result is interpreted and compared to the biphoton state formula that
was found in chapter 4 for losslesss signal and idler modes. Finally, the concept of atom-mediated
SPDC using evanescent modes is introduced, where the atoms, which were previously introduced just
as detectors, are now an essential part of the process themselves.
5.1 Green’s function method for SPDC
In this section, the GF quantization method [255, 256, 257, 258, 259] will be introduced and used
to calculate the probability of generating a pair of bosonic excitations through SPDC, without the
presence of atomic detectors. In this calculation, the expression for the nonlinear Hamiltonian stays
the same as introduced previously in Eq. (4.2), so does the final state of the system expressed in
Eqs. (4.7) and (4.8), calculated with the first-order perturbation theory. The important difference
between this calculation and the previous one is in how the electric field operator is expressed. In
Eq. (4.4), the electric field operator was expanded into photons associated to the modes of the system.
In the GF method, this expansion is in terms of the GF of the system and the local bosonic excitation
in the medium-assisted field, with vectorial annihilation (creation) operator fˆ(r,ω) (fˆ †(r,ω)), giving:
Eˆ(r, t) = Eˆ+(r, t)+ Eˆ−(r, t) =
∫ +∞
0
dωEˆ(r,ω)e−iωt +H.c., (5.1)
Eˆα(r,ω) = i
√
h¯
piε0
ω2
c2 ∑β
∫
d3s
√
ε ′′(s,ω)Gαβ (r,s,ω) fˆβ (s,ω). (5.2)
ε ′′ is the imaginary part of the relative permittivity. s is the spatial coordinate. Gαβ is an array of the
3×3 GF tensor G¯, also called dyadic GF, with α,β ∈ {x,y,z}. The GF satisfies the wave equation:[
(∇×∇×)− ω
2
c2
ε
]
G¯(r,r′,ω) = I¯δ (r− r′), (5.3)
where I¯ is the identity tensor. This tensorial equation can also be written as three separate vectorial
equations
[
(∇×∇×)− ω2c2 ε
]
(Gx jx+Gy jy+Gz jz)= jδ (r−r′), with j= x,y,z. In addition to the wave
equation, the GF should also satisfy the proper boundary conditions of the system. The components
of the bosonic operator fˆ(r,ω) satisfy the canonical commutation relations:[
fˆα(r,ω), fˆ †β (r
′,ω ′)
]
= δαβδ (r− r′)δ (ω−ω ′),
[
fˆα(r,ω), fˆβ (r′,ω ′)
]
= 0. (5.4)
The linear Hamiltonian of the free electromagnetic field is HˆLin =
∫
d3r
∫ ∞
0 dω h¯ω fˆ
†
(r,ω) · fˆ(r,ω).
It should be mentioned, that the expansion in Eq. (5.2) is made for a non-magnetic material, which
encompasses materials in the optical frequency, with an isotropic ε ′′, which is not necessarily always
the case. For the case of an anisotropic loss, the quantization scheme has to be written in a more gen-
eralized way [260]. Here, the calculations are done assuming an isotropic ε ′′ to keep the notation from
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getting over-complicated. Moreover, the final results always end up having no explicit appearance of
ε ′′ in them, and they are only a function of the GF of the system. Hence, even if an anisotropic ε ′′
is considered for the middle steps of the calculation, it is acceptable to think that the final result will
end up the same, and all the details about the form of ε ′′ will be embedded in the GF of the system.
Substituting the electric field operator of Eq. (5.2) into the nonlinear Hamiltonian or directly into
Eq. (4.8) gives the final state of the system |ψ〉, calculated using the first-order perturbation theory.
The nonlinear Hamiltonian looks similar to Eq. (4.2):
HˆNL(t) =−ε0
∫
d3r ∑
α,β ,γ
χ(2)αβγ(r)EP,γ(r, t)Eˆ
−
α (r, t)Eˆ
−
β (r, t)+H.c., (5.5)
except that here, there is no modal dependency on the field operators, and hence the degeneracy
parameter D is always equal to 1. EP(r, t) =
∫+∞
0 dωPEP(r,ωP)e−iωPt is the positive-frequency part
of the classical pump pulse, treated in the UPA assuming a weak interaction. Doing this however,
will not result in an answer like Eq. (4.9), where the biphoton state was expanded in photon operators
associated to the modes of the system. Here the answer will be in terms of the local bosonic operator
fˆ †(r,ω), which does not allow a straightforward interpretation of the result, other than telling us that
a pair of bosons have been generated in the medium-assisted field. To get more information about this
state, P = 〈ψ|ψ〉 is calculated, which is the probability of a pair of bosons being generated through
SPDC, per input pump pulse. Instead of using the expression 〈ψ|ψ〉 to calculate P, an equivalent way
is used, that is more inline with the formulations used in the next section. P is calculated through:
P= ∑
σi,σs
∫
d3rs
∫ ∞
0
dωs
∫
d3ri
∫ ∞
0
dωi
∣∣∣〈 f |V (1)|i〉∣∣∣2 , with V (1) = −i
h¯
∫ +∞
−∞
dt HˆNL(t), (5.6)
with σi,σs ∈ {x,y,z}. Eq. (5.6) gives the probability of the system at the initial quantum state |i〉= |0〉
to end up at the final state of | f 〉= fˆ †σs(rs,ωs) fˆ †σi(ri,ωi) |0〉, at times much longer than it takes for the
interaction to take place. Here, ∑σi,σs
∫
d3rs
∫ ∞
0 dωs
∫
d3ri
∫ ∞
0 dωi takes into account all the spatial,
spectral, and polarization possibilities for the generated bosonic pair. In Eq. (5.6), the final state is
written just as | f 〉 without all its spatial, spectral, and polarization dependencies, to keep the formula
compact. The small letter indices i and s do not refer to any particular signal or idler modes or
frequency ranges, and are just labels here. Calculating P from Eq. (5.6), using the GF expansion of
the electric field operators from Eq. (5.2), results in:
P= 16
∫ ∞
0
dωs
∫ ∞
0
dωi
ωs2
c2
ωi2
c2 ∑α,β ,γ ∑α ′,β ′,γ ′
∫
d3r
∫
d3r′χ(2)αβγ(r)χ
(2)
α ′β ′γ ′(r
′)
×EP,γ(r,ωi+ωs)E∗P,γ ′(r′,ωi+ωs) Im
[
Gβ ′β (r′,r,ωs)
]
Im
[
Gα ′α(r′,r,ωi)
]
. (5.7)
The calculation steps for getting from Eq. (5.6) to Eq. (5.7) are detailed in appendix B. The result in
Eq. (5.7) achieves the objective of the calculation, in having measured a meaningful physical quantity
that does not include the local bosonic operators. The calculated probability depends on the spectrum
of the classical pump pulse, the χ(2) profile of the structure, and the classical GF of the system. To
be more specific, P is dependent on the imaginary part of the GF, which determines DOS. In this
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case, Im [G(r′,r)] is more accurately described as the cross DOS [199], instead of the local DOS
Im [G(r,r)]. P gives us the probability per input pump pulse of generating a pair of bosons, taking
into account all the spectral, spatial, and polarization possibilities. This probability is close in physical
interpretation to the number of photon-pairs generated from a lossless SPDC process. One could also
deduce the spectral dependency of the generated pair from the integrand of the
∫ ∞
0 dωs
∫ ∞
0 dωi integrals
in Eq. (5.7), as it carries a type of joint spectral information.
5.2 Atoms as detectors
The probability calculated in the previous section, although it tells us the overall pair-generation
probability, does not tell us the detection probabilities at different spatial coordinates, specially single-
photon and coincidence detection probabilities that are commonly of interest. To access this infor-
mation, a pair of 2-level atoms can be introduced as the simplest kind of detectors, and the excitation
of these atoms can be interpreted as the clicks of the detectors. This calculation has already been
done in Ref. [194] and will be reviewed in this section, with some of its details presented in Ap-
pendix B. Afterwards, the GF expression of a periodic WG based on its QNBMs is inserted into the
resulting expression for the coincidence detection probability, to gain some insight about the modal
dependencies of the result. Two quantities are calculated here: Pis(rs,ri,ωs,ωi) is the probability of
two atoms of transition frequencies ωs and ωi placed at rs and ri, referred to as the signal and idler
atoms, being excited through SPDC with no excitation remaining in the field. This event could be
thought of as detectors registering a coincidence. The other quantity is the single-photon detection
event, that is the probability of one of the atoms being excited regardless of what happens to the other
atom. From here onward, the term "photon" is used rather loosely to refer to what is essentially a
local bosonic excitation. If we want to measure this probability for the signal atom, we do not care
if the idler boson has been absorbed by the idler atom or remains in the field. For this, we calculate
Ps(rs,ωs), the probability of the signal atom at position rs being excited through SPDC with the idler
photon remaining in the field and not being absorbed by the idler atom. Then Ps+Pis is the single
photon detection probability for the signal atom, as it sums the probabilities of both cases of signal
detection with the idler atom being excited and not being excited. These calculation are already done
in Ref. [194]. Here I slightly modify the calculation by using a pulsed pump instead of the original
calculation with a CW pump, and instead of the rate of an atomic transition I find the probability of
an atomic transition per pump pulse, which will also be required in the next section. To calculate Pis,
the third-order perturbation theory [246] is used, as it involves three events happening: the generation
of a pair of bosons, the excitation of the signal atom, and the excitation of the idler atom. This gives:
Pis = | 〈 f |V (3)|i〉 |2, with V (3) = (−ih¯ )
3
∫ +∞
−∞
dt1
∫ t1
−∞
dt2
∫ t2
−∞
dt3 Hˆint(t1)Hˆint(t2)Hˆint(t3), (5.8)
where the total interaction Hamiltonian of the system in the interaction picture is Hˆint= HˆNL+Hˆi+Hˆs,
with the vacuum initial state |i〉= |0〉 and the final state | f 〉= bˆ†i bˆ†s |0〉 where both atoms are excited
and there is no quantum of excitation remaining in the field. Here Hˆi,s(t) = −dˆi,s(t) · Eˆ(ri,s, t) is the
interaction Hamiltonian between the atoms and the field, with dˆi,s(t) = bˆi,sdi,se−iωi,st + bˆ†i,sd
∗
i,se
iωi,st
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being the dipole moment operator of the atoms, d the vectorial dipole moment, and bˆ† the atomic
raising operator with [bˆm, bˆ†q] = δmq. The calculation steps for evaluating this quantity are detailed in
appendix B, which results in:
Pis =
∣∣∣∣∣ 4pih¯ε0 ω
2
s ω2i
c4 ∑α,β ,γ ∑σi,σs
d∗i,σid
∗
s,σs
∫
d3rχ(2)αβγ(r)EP,γ(r,ωi+ωs)Gσiβ (ri,r,ωi)Gσsα(rs,r,ωs)
∣∣∣∣∣
2
. (5.9)
For calculating Ps, the second-order perturbation theory is used, as it involves two events happening:
the generation of a pair of bosons and the excitation of the signal atom. This gives:
Ps =∑
σi
∫
d3ri
∫ ∞
0
dωi| 〈 f |V (2)|i〉 |2, with V (2) = (−ih¯ )
2
∫ +∞
−∞
dt1
∫ t1
−∞
dt2Hˆint(t1)Hˆint(t2), (5.10)
where the total interaction Hamiltonian of the system in the interaction picture is Hˆint = HˆNL+ Hˆs,
with the vacuum initial state |i〉= |0〉 and the final state | f 〉= fˆ †σi(ri,ωi)bˆ†s |0〉 at which the signal atom
is excited and there is one quantum of excitation remaining in the field at the idler frequency. All the
spatial, spectral, and polarization possibilities for the generated idler boson are taken into account.
The calculation steps for evaluating Ps from Eq. (5.10) is a combination of what was done for finding
Pis and P in appendix B, which results in:
Ps =
16pi
h¯ε0
ω4s
c4 ∑σs,σs′
ds,σsd
∗
s,σs′
∫ ∞
0
dωi
ω2i
c2 ∑α,β ,γ ∑α ′,β ′,γ ′
∫
d3r
∫
d3r′ χ(2)αβγ(r)χ
(2)
α ′β ′γ ′(r
′)
×EP,γ(r,ωi+ωs)E∗P,γ ′(r′,ωi+ωs)Im
[
Gββ ′(r,r′,ωi)
]
Gσsα(rs,r,ωs)G
∗
σs′α ′
(rs,r′,ωs). (5.11)
Both Pis and Ps can be evaluated numerically for any system for which the classical GF is known.
This will be done in the next section for describing atom-mediated SPDC.
Before getting to the atom-mediated proposal, let us get some modal-based understanding of the
results here. We can reveal the modal dependencies in Pis by inserting the GF of a periodic WG,
expressed in terms of its QNBMs, into Eq. (5.9). The GF for an infinite periodic WG can be found
using the unconjugated reciprocity theorem, as detailed in appendix C, which gives:
Gαβ (r,r′,ω) = [e+α (r,ω)e−β (r
′,ω)eik
+(ω)(x−x′)Θ(x− x′)
+ e−α (r,ω)e+β (r
′,ω)eik
+(ω)(x′−x)Θ(x′− x)] iac
2ω
n+g (ω)∫
Ω d3r ε e+ · e−
. (5.12)
Here only a single mode is assumed to be present at each frequency, to simplify the notation. The
+ and − refer to the FP and BP counterparts of the mode, respectively, with complex-valued wave-
vectors k+ = −k−. Let us use this GF expression in Eq. (5.9) to find Pis. There are two GFs in
Eq. (5.9), Gσiβ (ri,r,ωi) and Gσsα(rs,r,ωs). Gσiβ (ri,r,ωi) is a sum of two terms, one with Θ(xi− x)
and the other with Θ(x− xi), where xi is the x-position of the idler atom. Gσsα(rs,r,ωs) is also a
sum of two terms, one with Θ(xs− x) and the other with Θ(x− xs), where xs is the x-position of the
signal atom. Hence Gσiβ (ri,r,ωi)Gσsα(rs,r,ωs) will be a sum of four terms. Assuming that at the ωs
and ωi frequencies we have signal and idler modes indexed by S and I, respectively, these four terms
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correspond to the four different possibilities for the propagation directions of these modes: (1) Both
signal and idler are FP with the term Θ(xi− x)Θ(xs− x), which tells us the spatial integral is only
nonzero for nonlinear area that is before both the detectors. (2) Both signal and idler are BP with
Θ(x− xi)Θ(x− xs), which tells us the spatial integral is only nonzero for nonlinear area that is after
both the detectors. (3,4) We have a FP signal and a BP idler with the term Θ(x− xi)Θ(xs− x), or a
BP signal and a FP idler with the term Θ(xi− x)Θ(x− xs), which in both cases tell us that the spatial
integral is only nonzero for nonlinear area that is between the two detectors. To simplify the result,
we consider a case where the nonlinearity profile χ(2) is only non-zero in a finite space of 0< x< L,
although the linear permittivity is infinite, and we assume that the two detectors are placed somewhere
after this area such that L ≤ xi,xs. In this way, we only need to consider the case where both signal
and idler are FP. The resulting Pis shares much similarity with the JSA function of Eq. (4.14), but also
has some extra parts in it that needs understanding. Hence, we regroup the terms in it to put together
the parts it shares with Eqs. (4.14) to (4.16). This results in:
Pis =
∣∣∣∣∣∣AP e
(i∆k′−k′′P)L− e−(k′′S+k′′I )L
(i∆k′−∆k′′)a
√
n+gSn
+
gI∑α,β ,γ
∫
Ω d
3rχ(2)αβγ(r)e
i 2piQa xeP,γ(r)e−S,α(r)e
−
I,β (r)√∫
Ω d3r εS(r) e
+
S (r) · e−S (r)
∫
Ω d3r εI(r) e
+
I (r) · e−I (r)
∣∣∣∣∣∣
2
×
(
pi
h¯ε0
ωsωia2
c2
)2 ∣∣∣∣∣∣ ∑σi,σs d
∗
i,σid
∗
s,σse
+
S,σs(rs)e
+
I,σi(ri)√∫
Ω d3r εS(r) e
+
S (r) · e−S (r)
∫
Ω d3r εI(r) e
+
I (r) · e−I (r)
∣∣∣∣∣∣
2 ∣∣n+gSn+gI∣∣ . (5.13)
Here the capital letter indices I, S, and P are corresponding to variables at frequencies ωi, ωs, and
ωi+ωs, respectively, and the small letter indices s and i are labels for signal and idler, respectively.
We have substituted EP = APePeikPx for this result. We have also written k = k′+ ik′′, with the phase-
mismatch defined as ∆k′ = k′P− k′S− k′I− 2piQa and loss-mismatch defined as ∆k′′ = k′′P− k′′S− k′′I . We
also set the detectors at the end of the nonlinear region xi = xs = L. We have also taken the integral
over the length of the structure, assuming that we are close to the point of phase-matching and all
modes have decay lengths much longer than a period. The first line of Eq. (5.13) has all the terms
similar to the JSA of the lossless structure, from the group index dependence to the overlap integral
of the process. Although there are differences which are associated with the fact that signal and idler
here are not lossless, so the overlap integral instead of the conjugate of the signal and idler mode
profiles now has the backward mode profiles. The JPS now is affected by the decay of the signal and
idler modes through k′′S and k
′′
I , so this method of detection reveals to us the effect of the decay lengths
of the signal and the idler modes on the efficiency of the process. The second line of Eq. (5.13)
however, includes more terms, which I interpret to be associated with the method of detection. There
are three components to this part that are important: The first one is the dipole moments of the atoms,
d∗i,σi and d
∗
s,σs , which affect the strength of the detection. The second is the local electric fields at
the point of detection, e+S,σs(rs) and e
+
I,σi(ri), which are normalized with volume integrals of the Bloch
mode profiles under a square root, making the dependency irrespective of any arbitrary proportionality
constant in the Bloch mode profiles. This is understandable, as the atoms’ response is electric field
dependent, so naturally there should be a local dependency on the Bloch mode profile of the signal
and idler modes. The third term is the group indices
∣∣n+gSn+gI∣∣, which allows for the enhancement of Pis
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with slow signal and idler modes. This is the same effect as the Purcell enhancement [41], where the
rate of the spontaneous emission of an emitter is enhanced in an environment of higher local DOS,
as the DOS of a slow mode enhances proportional to its group index ng [41]. Such a calculation for
finding the Purcell enhancement factor is done assuming lossless guided modes with a real-valued ng
[41]. The above calculation hints that in a lossy WG this dependency is on the absolute value of the
complex-valued ng. This could be the topic of a future investigation. Overall, it is important to take
note of these detection effects, which tell us that the detection scheme with atoms not only gives us
information about the pair-generation, but also includes extra modal effects.
5.3 Atom-mediated SPDC with evanescent modes
By comparing Eqs. (5.7), (5.9), and (5.11), which refer to three different measured probabilities in an
SPDC process, we can understand how the measurement has an impact on the result. In Eq. (5.7), we
have P, the probability of SPDC happening while no atoms are present and both bosonic excitations
remain in the field. In Eq. (5.9), we have Pis, the probability of SPDC happening and both generated
bosonic excitations end up exciting the present 2-level atoms. In Eq. (5.11), we measure Ps, the
probability of SPDC happening and one of the bosonic excitations exciting the signal atom, while
the other bosonic excitation remains in the field. By looking at these equations we can deduce,
that every time a generated bosonic excitation remains in the field we have the imaginary part of
GF corresponding to that frequency in the expression, but when the bosonic excitation is absorbed
by an atom, we have the total GF for that frequency appearing in the expression. The fact that
measurement has an impact on the system is an obvious statement in quantum mechanics. In this
case, this impact is something we could engineer through the GF of the system. If we use modes
that have a very different real and imaginary parts of GF, like evanescent modes that have Im[G] = 0
corresponding to their zero DOS, we will get very different SPDC responses with and without the
presence of 2-level emitters. Consequently, if we make the detection apparatus, here the 2-level
atoms, part of the system, we can create a hybrid source with new functionalities that can be controlled
through the GF of the system. This is the basis of the proposed atom-mediated SPDC scheme using
evanescent modes. In most applications with an emitter in a PC, it is the PC that is used to alter the
DOS of the medium surrounding the emitter [261], which enables the engineering of the emission
of emitters and their interactions which each other [262, 263, 264, 41, 42, 16, 40]. However, when
the emitter’s transition frequency is within the bandgap of the PC, where evanescent modes have zero
DOS [265], it is the emitter that alters the PC, making the DOS non-zero by adding a free state to
the system. Such a state is referred to as an atom-photon bound state [266, 261] or an atom-induced
cavity [263], which allows engineering of atom-atom and atom-photon interactions [263, 264]. Here,
a new possibility in tailoring quantum light-matter interactions is suggested through a combination of
nonlinear parametric processes and atom-induced states.
The proposed scheme for atom-mediated SPDC is as follows: consider an infinite periodic WG, in
which the phase-matching condition for the SPDC process is set to be satisfied between a propagating
pump, a propagating signal, and a bandgap idler mode, with a 2-level atom with the idler’s transition
frequency placed near or inside the nonlinear WG structure, similar to what is shown in Fig. 5.1(a).
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Figure 5.1: (a) Schematic of atom-mediated SPDC. The atom with idler’s transition frequency is placed near a
nonlinear periodic WG, where idler frequency falls within its bandgap frequency range; (b) The absolute value
and imaginary part of the normalized GFGn(x,x′,ω), where maximum values are taken over spatial coordinates
x and x′, for ε ′′ = 0.001 and 0.0001. A periodic WG with ε1 = 3+ iε ′′, ε2 = 12+ iε ′′, and d1 = d2 = 0.5a is
assumed. The gray shaded area is the bandgap region.
To investigate SPDC with and without the mediation of the idler atom, we formally introduce a signal
atom to model a single-photon detector. We then compare Pis(rs,ri,ωs,ωi) in Eq. (5.9) and Ps(rs,ωs)
in Eq. (5.11). By comparing Pis and Ps, we can determine the effect of the idler atom in the SPDC
process, as in both cases the signal photon has been detected, or absorbed by the signal atom, but in
Ps the idler photon remains in the field and in Pis it excites the idler atom. We see from Eq. (5.11)
that Ps is exactly zero with an evanescent idler mode, as Im[G(r,r′,ωi)] = 0 when ωi is within the
bandgap of an infinitely extended periodic structure. This means that SPDC with an idler photon
remaining in the field of a purely evanescent mode is completely prohibited, as a mode with zero
DOS is incapable of accepting a photon. On the other hand, according to Eq. (5.9), Pis is dependent
on the total GF and henceforth is not zero, as the evanescent mode still has a purely real-valued GF.
In other words, the presence of the idler atom provides a free state for the quantum of excitation to
be generated into, exciting the idler atom and mediating the previously prohibited SPDC process. An
important implication is, that in the event of a signal photon detection, we know with certainty that an
idler atom has been present and excited through SPDC. This creates a unique heralding mechanism,
where the detection of the signal photon heralds the excitation of the idler atom.
In a realistic structure, however, we do not have purely evanescent modes, as loss is ever present
due to either material absorption or fabrication imperfections. This means that the heralded excitation
mechanism will be deteriorated in the presence of loss. In the following, the effect of loss on this
heralding efficiency will be numerically quantified and in the process also more insight will be gained
about the atom-mediated SPDC process. Consider the simplified model shown in Fig. 5.1(a), with an
infinite 1D periodic WG. To simplify the notations, a scalar scenario is considered, where the system
is invariant in the yz-plane, the only non-zero element of the χ(2) tensor is χ(2)zzz = χ(2), and the dipole
moments for the atoms are di,s = di,sz. Consequently, only the z-components of vectors (E = E · z)
participate in the interactions. To numerically evaluate Pis and Ps, we need to evaluate the GF of the
system at the signal and idler frequencies. The GF of an infinite periodic WG expressed in terms of
its QNBMs was found in appendix C. Rewriting the expression for a 1D scalar scenario gives:
G(x,x′,ω) = [e+(x,ω)e−(x′,ω)eik
+(ω)(x−x′)Θ(x− x′)+ e−(x,ω)e+(x′,ω)eik+(ω)(x′−x)Θ(x′− x)]
× iac
2ω
n+g (ω)
S
∫ a
0 dx ε(x) e+(x)e−(x)
≡ a
S
Gn(x,x′,ω), (5.14)
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where we have only a single mode present at each frequency. S is some transverse normalization area
perpendicular to the x-direction in the yz-plane, where any volume integral can be written as
∫
d3r=
S
∫
dx. We define the normalized Green’s functionGn as a unitless quantity that is independent ofS ,
and can be constructed with periodicity-normalized dimensions and frequencies, which are common
variables to use for a periodic structure. The + and − indices refer to FP and BP modes, respectively.
With decaying modes, FP is equivalent to decaying in the +x-direction, and BP vice versa. A 1D
periodic WG with parameters ε1 = 3+ iε ′′, ε2 = 12+ iε ′′, and d1 = d2 = 0.5a is assumed, where
the χ(2) nonlinearity only exists within the finite region 0 < x < L. The GF of this periodic WG
is evaluated numerically, the details of which are explained in appendix C. To visualize the main
physics, we take the spatial maximum of abs[Gn(x,x′)] and Im[Gn(x,x′)], and plot them in Fig. 5.1(b)
as a function ofω and for two different values of ε ′′. This is done for a range of frequencies around the
first bandgap of this structure. We take the signal and idler frequencies to be around this frequency
range. There are a number of important observations to make here. As expected, we see that in
the presence of a finite amount of loss we no longer have a purely evanescent mode in the bandgap
with Im[G] = 0. This means that with a finite loss, SPDC is no longer completely prohibited for the
bandgap mode. Im[G] of the bandgap mode is still much smaller than its abs[G], which means that we
still expect SPDC without the mediation of the idler atom to be much weaker compared to SPDC with
the idler atom. Furthermore, Im[G] in the bandgap decreases with decreasing ε ′′, which as expected
shows that decreasing loss brings the bandgap mode closer to the case of a purely evanescent mode.
The sharp increase in abs[G] and Im[G] at the bandedge correspond to the slow-light mode.
We can now evaluate Pis and Ps using this GF. Here the main goal is to study the underlying GF-
dependent physics of the process, regardless of the strength and profile of the nonlinearity, the strength
of the pump beam or its spectrum, or the strength of the atomic dipole moments. For this purpose,
some assumptions are made to simplify the 1D problem which eventually allows us to define quan-
tities for this study that are independent of these factors, but still include all the GF-related physics.
Firstly, we only consider the phase-matched pump Bloch harmonic EP(r,ωP) = EP(ωP)eikP(ωP)x par-
ticipating in the process. We also assume a constant nonlinearity profile χ(2)(r) = χ(2). With these
assumptions, we can reorganize the generation probabilities into Pis =
∣∣∣didsχ(2)EP/aS h¯ε0∣∣∣2Wis and
Ps =
∣∣d2s /aS h¯ε0∣∣∫ ∞0 dωi ∣∣∣χ(2)EP∣∣∣2Ws , and define the normalized efficienciesWis andWs as:
Wis ≡ 16pi2a
8ω4s ω4i
c8
∣∣∣∣∫ dxa eikPxGn(xi,x,ωi)Gn(xs,x,ωs)
∣∣∣∣2 , (5.15)
Ws ≡ 16pi a
6ω4s ω2i
c6
∫ dx
a
∫ dx′
a
eikP(x−x
′)Im
[
Gn(x,x′,ωi)
]
Gn(xs,x,ωs)G∗n(xs,x′,ωs). (5.16)
The defined normalized pair-generation efficiencies Wis and Ws only include the physics associated
with the GF. We insert the numerically evaluated Gn(x,x′) into Eqs. (5.15) and (5.16) to evaluateWis
andWs. To proceed with the numerical analysis, it is assumed that for every frequency combination
ωP = ωs+ωi, the phase-matching condition kP = Re[ks+ki] is satisfied. As was shown in this thesis,
such modal phase-matchings for a TWM process can be reached for realistic periodic WG structures.
The results are plotted in Fig. 5.2 as a function of the position of the atoms, xi and xs. Plots (a-d)
are averaged over every unitcell to give better visibility to slower variations. A non-averaged plot is
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Figure 5.2: The normalized pair-generation efficiencies with the idler photon (a,c) absorbed by the idler atom
at position xi, Wis(xs = 55a,xi), and (b,d) not absorbed by the idler atom, Ws(xs). Parameters are (a,b) ωs =
ωi = 0.15 2pica (both propagating) and (c,d) ωi = 0.16
2pic
a (evanescent) and ωs = 0.15
2pic
a (propagating). Plots
in (a-d) are averaged over every unitcell, and (e) shows the non-averaged (a) near the edge of the nonlinear
region. χ(2) ̸= 0 for 0 < x < 50a. Blue solid and red dashed curves correspond to ε ′′ = 10−4 and ε ′′ = 10−3,
respectively.
shown in Fig. 5.2(e) as a sample, displaying periodic variations. To focus on the dependence ofWis
on xi, we fixed xs = 55a to outside of the nonlinear region, as the detection probability of the guided
signal photon only decays slowly further away from the nonlinear region. In Figs. 5.2(a) and (b) we
consider the case where both signal and idler are guided modes. The efficiency of an idler photon to be
absorbed by an atom,Wis, shows a quadratic rise as a function of xi, similar to the quadratically rising
intensity of a guided mode that is pumped with a lossless and phase-matched source of nonlinear
polarization [267]. The efficiency of the idler photon to be generated but not absorbed by an atom,
Ws, shows the same behavior asWis, which means that having the photon of a guided mode absorbed
by the atom or remaining in the field does not qualitatively affect the SPDC process, as G and Im[G]
are comparable for a guided mode, as shown in Fig. 5.1(b). The small periodic modulations of the
graphs are due to the out-of-phase backward process. The considered losses have negligible effect on
the process on this length scale.
In Figs. 5.2(c) and (d), the idler mode is evanescent and the signal mode is guided. Wis increases
from both ends of the nonlinear region inwards, and saturates after about twice the decay length of the
evanescent mode. The saturation causes the overall SPDC efficiency to be much smaller compared to
the case of both guided modes, as can be seen by comparison to Figs. 5.2(a) and (b). Importantly, we
see that the efficiency of signal detection without idler atom’s excitationWs is now much smaller than
with idler atom’s excitationWis, due to the effect of the evanescent mode, but it is not exactly zero due
to the presence of the finite loss. We see that for an order of magnitude larger ε ′′,Ws also increases by
an order of magnitude, clearly showing how loss can degrade our heralding mechanism. Finally,Wis
is bound to the region inside and near χ(2) ̸= 0, because the evanescent field cannot propagate beyond
the generation region. Hence, the idler atom can only be excited near χ(2) ̸= 0 regions, whereas the
generated guided signal photon can escape the nonlinear structure.
Finally, we can define a heralding efficiency H ≡ Pis/(Pis+Ps), which is the probability of the
idler atom’s excitation, in the event of a signal photon’s detection (signal atom being excited). With
a purely evanescent idler mode Ps = 0 and H = 1, and with loss Ps ̸= 0 and H < 1. Let us assume a
narrow rectangular spectrum for the pump, centered at ωs+ωi with bandwidth ∆ωP, over which the
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Figure 5.3: (a) The Wis/Ws ratio for three different values of ε ′′. We fix ωs = 0.152pica and vary ωi. The
solid squares mark where each plot passes the bandedge. The gray shaded area is the bandgap region; (b)
The heralding efficiency H for idler-atom’s vacuum absorption probability Pabs = 0.01; (c) H for ωi = 0.16 2pica
(evanescent) and ωs = 0.15 2pica (guided) as a function of ε
′′ and Pabs. For all plots L = 50a, xs = 50a and
xi = 25a.
GF does not change considerably. Then we can put
∫ ∞
0 dωi ≈ ∆ωi = ∆ωP, where ∆ωi is the bandwidth
of the generated idler photon remaining in the field, and get:
H = Pis/(Pis+Ps)≈ 1/(1+ 2pi
2a/λi
Pabs
Ws
Wis
), (5.17)
where Pabs = 2pi2 |di|2 /(h¯ε0∆ωiλiS ) ≪ 1 is the probability of the idler atom in vacuum (in 1D)
absorbing a single-photon wave-packet of central wavelength λi and with a rectangular spectrum of
bandwidth ∆ωi, which can be calculated using the first-order perturbation theory [259]. As can be
seen in Eq. (5.17), the Wis/Ws ratio plays a key role in determining the heralding efficiency. We
evaluate and plotWis/Ws in Fig. 5.3(a) for three different values of loss. Here we fixed ωs to a guided
mode, and varied ωi over the whole frequency range to see the difference between having a guided
idler mode and an evanescent one. The signal detector is fixed to the end of the nonlinear structure
and the idler atom is placed in the middle of the nonlinear structure. We can see thatWis/Ws is much
larger in the bandgap region, showing the effect of an evanescent idler mode in suppressingWs. We
also see that lowering the loss by an order of magnitude increases this ratio in the bandgap by an order
of magnitude, improving the effect.
We now plot H, the probability of the idler atom’s excitation in the event of a signal photon’s
detection, in Fig. 5.3(b) for a particular value of Pabs = 0.01. We see that H is much closer to 1 in the
bandgap region compared to the in-band region, showing that with a bandgap idler mode we can be
almost certain of the idler atom’s excitation in the event of a signal detection, whereas with a guided
idler mode the pair-generation will happen with almost no interaction with the idler atom. Moreover,
we see how this high probability in the bandgap gets degraded with increasing losses. It is important
here to notice, that if the idler atom was placed in vacuum outside of the source and we wanted it
to absorb a single idler photon produced from this SPDC source, its absorption probability would
be the very small number of Pabs = 0.01. Even if we placed this idler atom inside the source with
a guided idler mode, the probability of the idler atom getting excited is still much smaller than the
probability of the generated idler photon just passing by the atom and not interacting with it. This
is described by the close to zero H in Fig. 5.3(b) when the idler frequency is in-band. It is only
when the idler frequency is in the bandgap region, that we can be almost certain that the idler atom
Chapter 5. Atom-mediated SPDC 96
is going to be excited through SPDC, as the probability of SPDC happening without the idler atom’s
participation is very small in comparison. This is described by the close to 1 H. This discussion
shows that by using evanescent modes, we can interface a photon-pair source with a single-emitter
source with high certainty, even though the absorption probability of the emitter itself is very low
when a photon is passing through it. Finally, we plot H for a fixed frequency pair of a guided signal
and an evanescent idler as a function of Pabs and ε ′′ in Fig. 5.3(c). We see that a smaller Pabs, meaning
either a shorter pump pulse in time or a weaker dipole moment of the atom, lowers H, but this could
always be amended in a less lossy system. This result shows the robustness of this heralded excitation
mechanism against loss.
In order to assess the practical feasibility of emitter-mediated SPDC, we consider a PCSW made
of GaAs, a material with χ(2) nonlinearity, which can be fabricated with a layer of quantum dots
(QDs) embedded in it [16]. The bandgap region in GaAs PCSWs is around a/λ ≈ 0.3, hence for
covering a QD’s central wavelength of λi = 940 nm, we need a periodicity of a≈280 nm. GaAs itself
is transparent at 940 nm. However, an equivalent ε ′′ ≈ cε ′/(ngωLdecay) [241] must be assigned to
the structure, where Ldecay is the scattering losses’ decay length caused by fabrication imperfections.
For Ldecay ≈1 cm [268], we get ε ′′(ωi)≈ 10−4. We rewrite Pabs = 3λ 2i Γ0/(4S ∆ωi
√
ε ′), where Γ0 =
ω3i |d|2
√
ε ′/(3pi h¯ε0c3) is the spontaneous emission rate of the emitter placed in bulk [41]. The cross-
section S of such PCSWs is roughly around (λi/
√
ε ′)2, giving us Pabs ≈ Γ0
√
ε ′
∆ωi . For a QD with
Γ0/2pi =0.1 GHz [16], using a pump bandwidth of ∆ωP/2pi = 30 GHz gives us Pabs ≈ 0.01, which
according to Fig. 5.3(c) gives a heralding efficiency larger than 0.98. To get a signal photon at the
telecom wavelength of λs =1550 nm, one can use a pump central wavelength λP =585 nm. This λP is
outside the transparency window of GaAs, resulting in a very short decay length for the pump, but this
could be solved using a pump-from-above scheme [114]. Considering the remarkable experimental
advances made in interfacing PCs with emitters, an implementation of this proposal is within reach.
Finally, it is clear from Fig. 5.2(d), where Ws rises almost linearly with the length L while Wis
saturates after a short length, that reducing L should increaseWis/Ws and result in H→ 1. However, a
realistic structure is finite, causing a reflection of evanescent modes from its ends, which creates DOS
at those ends that decay exponentially towards the inside of the structure [269, 270]. Hence, L has to
be still large enough so that the idler atom can be placed inside the structure far enough from the ends
to not get affected by this created DOS. This means that an optimum length should exist in a practical
design, based on the amount of loss, to maximize the heralding efficiency.
5.4 Summary of the results and related publications
The main result of this chapter was the proposal of the atom-mediated SPDC process, in which I
showed analytically and numerically in a 1D periodic structure, that SPDC involving an evanescent
idler mode is prohibited, but it can be mediated by embedding a 2-level emitter near the nonlinear
structure, giving rise to a unique heralded excitation mechanism. This type of light-matter interac-
tion can result in the development of new types of nonlinear sensing schemes and hybrid sources of
quantum light. The work on the atom-mediated SPDC proposal has been published in Optics Letters
[S6].
Chapter 6
Conclusion and outlook
In this thesis, I have taken the first theoretical and numerical steps in establishing photonic crystal slab
waveguides (PCSWs) as highly capable SPDC sources of photon-pairs with unique abilities in engi-
neering the biphoton quantum state, and paved the way for practical implementation of such sources.
I have reached the main goals of my thesis, in laying the foundations and filling the holes in the
knowledge on the design and analysis of PCSWs for pair-generation through SPDC, while proposing
practical structures for SPDC applications with unique capabilities in creating and controlling the
extent of entanglement in various degrees of freedom. Now SPDC applications can benefit from the
PCSW platform, especially when there is a need for engineering more complex photon-pair states.
PCSWs can strongly control light-matter interactions at the subwavelength scale, but surpris-
ingly, this control was never put to use toward shaping the quantum state of photon-pairs generated
through SPDC. The main reason hindering research in this promising direction was the lack of prac-
tical modally phase-matched PCSW designs to begin with, made more complicated by the fact that
modes at the pump frequency are inherently leaky. As the first step in my thesis, I solved this problem.
I have shown, that not only phase-matched designs for three-wave mixing (TWM) processes can be
reached in PCSWs, but I also proposed a new type of double-slot PCSW to reduce the leakage of the
pump mode, making PCSWs a viable option for SPDC applications. I have then used this structure
to find practical phase-matched designs in lithium niobate (LN) PCSWs. I have demonstrated that
PCSWs can offer a strong control over the phase-matching configuration. This includes reaching
phase-matching between modes of different propagation directions, reaching simultaneous phase-
matching between multiple processes, and controlling the group index of the modes at the point of
phase-matching. These capabilities proved to be the keys to enabling a PCSW source of photon-pairs
to create and control the extent of entanglement in the spectral, path, and modal degrees of freedom.
Before proceeding to investigate PCSWs for SPDC, I have first committed to studying classical
phase-matched TWM processes in PCSWs, specifically the process of SHG, as SHG and degenerate
SPDC share much similarities according to the quantum-classical correspondence principle. With the
classical studies, I have gained understanding of signature behaviors of TWM processes in periodic
waveguides (WGs) involving lossy modes, and I also managed to double-check my phase-matched
designs using direct nonlinear simulations. More importantly, I have verified the use of a decaying
Bloch mode basis, known as quasi-normal Bloch modes (QNBMs), for analytical treatment of TWM
in PCSWs. This was done through comparing the analytical results with that of direct nonlinear
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simulations done with FDTD. The verification from the classical analysis meant that I can use the
QNBM basis also for describing the quantum processes in this system.
Studying phase-matched SHG in PCSWs, aside from being of benefit for understanding SPDC in
PCSWs, was itself a new result in the category of classical nonlinear interactions in periodic nanos-
tructured WGs. This classical study also had some extra benefits on the side. First was the devel-
opment of a method for performing nonlinear FDTD simulations in nanostructured systems. This
method was not just used in my work with PCSWs, but also contributed to works on studying SHG in
dielectric nanoresonators, which is an active field of research. Second was developing a formulation
for treating SHG in periodic WGs in the presence of loss. I used this formulation not just to describe
SHG in my PCSW designs, but also to perform a general study on the effect of loss on the efficiency
of nonlinear interactions in periodic WGs, identifying optimum regimes for the use of such structures
in the presence of loss.
With the designs and understanding of phase-matched TWM processes in PCSWs, I moved on to
studying SPDC. I first developed a formalism for describing the biphoton state generated from a peri-
odicWG source. Then I demonstrated, with general explanations and specific examples, how a PCSW
source can control the entanglement in different degrees of freedom. Engineering spectral entangle-
ment requires control over the group velocities of the modes involved. In this thesis, I have shown
that a PCSW allows for controlling not only the amplitude, but also the sign of the group velocities of
the signal and idler modes at the point of phase-matching. This is an ability that regular non-periodic
WGs lack, or can gain partially through unintegrated pumping schemes or submicron poling periods,
but a PCSW possesses it naturally. Such a source can avoid extra pre- or post-processing steps, like
filtering, to prepare the photon-pair in the desired spectral state. Of particular interest is reaching spec-
trally unentangled pairs, needed for heralded sources of single-photons. As an example, I presented
the design and analysis for a LN double-slot PCSW capable of generating such factorizable pairs in
a counterpropagating configuration. I also demonstrated this source’s capability in tuning the output
factorizable state. Another important capability of PCSWs discovered in this work, is that they can
phase-match multiple processes simultaneously, where each process can be between different modes
of different propagation directions. I showed how this unique capability can result in creating path-
and/or modal-entanglement in the biphoton state, and importantly doing it directly at the source and
without the need for poling, unintegrated pumping, or any other pre- or post-processing steps. I then
presented an example with a LN double-slot PCSW, capable of simultaneously phase-matching two
counterpropagating processes, and showed how such a design can in practice be tuned to produce a
maximally-entangled state, specifically, a path-entangled Bell state. The results in this thesis, show
the unique power of PCSWs in creating and tuning the extent of entanglement in different degrees
of freedom on an integrated platform, with minimum processing steps and on a short length scale,
making them ideal optical structures for large-scale implementation of photon-pair sources.
Naturally, the future step in this research would be to fabricate and characterize the designed and
analyzed photon-pair sources. The material platform chosen for the PCSWs throughout this thesis
was LN, and for them to be implemented with this material, the nanostructuring technology in LN
has to be developed enough for the fabrication of such integrated WGs for nonlinear applications.
During my thesis project, I have also participated in our group’s activities toward this goal. I have
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designed LN ridge WGs phase-matched for SHG, which were successfully fabricated in our institute.
I have characterized these WGs in an SHG experiment, showing modally phase-matched SHG, which
was a major advancement in our efforts. With the progress taking place in the past few years in
nanostructuring integrated optical elements in LN, the successful fabrication of LN PCSWs is within
reach in the near future. However, one does not have to wait for this advancement in the LN platform.
The ideas and designs presented in this work are general and can easily be adapted to other χ(2)
materials with a nanostructuring capability, like GaAs or gallium phosphide. As a matter of fact, I
have successfully done double-slot PCSW designs on a GaAs platform. In the future, whether in LN
or in GaAs, I will be actively pursuing the implementation of SPDC sources of photon-pairs using
PCSWs, so that I can materialize my ideas developed during this thesis.
Aside from the investigated applications in this thesis, there are also a number of other applica-
tions in the realm of photon-pair sources that PCSWs can potentially make an impactful contribution
to, and these could be the topic of future investigations. For example, I have shown that a backward-
propagating phase-matching configuration can be reached in a double-slot PCSW. In such a source,
both the signal and idler photons will be propagating in the opposite direction to the pump mode,
which could naturally act as a pump filtering scheme. This falls in the same category of another
proposal for spatially filtering the pump beam, which is based on adiabatically coupled WGs [271]
that combine the generation and filtering stages together. It would be interesting to investigate, if an
SPDC source in the backward-propagating configuration could in practice provide the needed pump
rejection in the backward direction, to not require any extra pump filtering. Another investigation
could be towards reaching extremely narrow spectra, which are specially important for interfacing
photon-pair sources with quantum memories [166] that have bandwidths in the order of MHz, which
can nowadays only be reached in resonators of very high quality factors [165]. In this thesis, I have
shown that using a counterpropagating configuration results in much narrower spectra compared to
non-periodic WGs of similar lengths that operate in a forward-propagating configuration. It would
be interesting to investigate, given a certain quality of fabrication, if such narrow spectra compatible
to quantum memories can be reached in practice using PCSWs. Finally, given the capabilities the
PCSWs have shown in this work in controlling different degrees of entanglement, it would be inter-
esting to investigate their potential for creating entanglement in multiple degrees of freedom, to reach
what is called hyper-entanglement [95], which is a valuable resource for quantum communication.
The final result of this thesis to be discussed here is the atom-mediated SPDC proposal. In my
investigations toward formulating SPDC in periodic WGs with decaying modes, I have discovered
that under certain conditions, 2-level emitters can have a strong effect on the photon-pair generation
process. The core idea of atom-mediated SPDC can be expressed as follows: one can combine
a nonlinear source of photon-pairs, which has bosonic properties, with a single-emitter, which has
fermionic properties, and make these fermionic properties more pronounced by using evanescent
modes that have zero density of bosonic states. I have used this idea to propose and investigate a new
type of heralded excitation mechanism, where a photon-pair source and a single-emitter source are
interfaced with each other directly at the pair-generation stage. In general, interfacing matter-based
and photonic qubits is of vital importance for the implementation of quantum repeaters [166], and I
believe that the atom-mediated SPDC proposal can bring about new possibilities for the engineering
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of such components, eventually needed for constructing a quantum network [272].
Aside from the heralded excitation effect, I envision a range of applications that can be investi-
gated in the future for this new type of light-matter interaction. As the 2-level emitter is only capable
of accepting one quantum of excitation, a hybrid atom-mediated source naturally suppresses multiple-
pair generation, a constant hurdle for heralded single-photon sources that creates a trade-off between
the generation rate and the fidelity of the heralded state [89]. This proposal could offer a path to lifting
this fundamental trade-off, because if the source no longer has a problem with multiple-pair genera-
tion, then there is no need to operate in low generation probabilities that is the cause for probabilistic
pair-generation, and instead one can potentially get an on-demand generation of tunable photons us-
ing strong pump pulses. Another interesting application is regarding a multiplexing scheme, in which
one of the photons in the pair at the output of an array of photon-pair sources is coupled into an array
of quantum memories, which would allow for the control of the statistics of the output single-photons
and also reaching multiphoton entanglement [273]. Atom-mediated SPDC could be a compact real-
ization of this multiplexing scheme, if we can use the embedded emitter as a quantum memory. In this
way, one of the photons in a pair is directly generated into the quantum memory and could be released
when needed. Another application is in the realm of sensing. In the atom-mediated configuration, the
increase in the counts of the signal photon is essentially a sign of the presence of an idler atom near
the nonlinear structure. This offers a new scheme for nonlinear quantum spectroscopy [274], where
the presence of the 2-level atoms, e.g. a gas that has a resonant absorption line at the idler’s fre-
quency, can be sensed by observing an increase in the counts of the photons at the signal frequency.
In this sensing scheme, the close to 1 heralding efficiency essentially means a high signal to noise
ratio, where Ps is the probability of the background or noise that is detected without the presence of
the atoms, and Pis is the "signal" that is detected in the presence of the atoms. As a final example, it
would be interesting to investigate what will happen if more than one single-emitter are present in an
atom-mediated interaction. Would there be any type of entanglement created between the excitation
of these single-emitters, caused by the spontaneous nonlinear process?
Aside from all these theoretical proposals emerging from the field of atom-mediated SPDC, which
I am planning to actively pursue in the near future, there is also the important question of how to do
a practical implementation of them, which I also plan to find an answer for. Firstly, it is important
to note that the atom-mediated nonlinear effect is not specific to SPDC and can equally be applied to
SFWM in a χ(3) material. The important part of the effect is having a pair-generation process with
an idler frequency, at which the system has zero density of states of optical modes, and then add a
2-level system at that frequency to the system. Henceforth, for implementing the hybrid source idea
one can choose any material system capable of SPDC or SFWM, creating a nonlinear periodic WG,
and hosting 2-level emitters, or bringing the emitter to the vicinity of the nonlinear periodic WG.
A good candidate for this could be the diamond platform with vacancy centers or the GaAs platform
with quantum dots. The sensing idea could offer an easier path to implementation. One can use Bragg
grating silica fibers as the periodic system for pair-generation through SFWM, and then use them for
sensing materials that could be surrounding the fiber core, e.g. a gas with a resonant absorption line
at the idler frequency, at which we also have the bandgap of the Bragg fiber. The fiber system at the
moment is a near future candidate for me, for investigating the nonlinear sensing idea.
Deutschsprachige zusammenfassung
Das Ziel dieser Arbeit war Entwicklung von Photonenpaarquellen auf der Basis des spontanen
parametrischen Zerfalls von Photonen (SPDC – spontaneous parametric down-conversion) in pho-
tonischen Kristallwellenleitern (PCSW – photonic crystal slab waveguide). Dabei sollten theoretische
Werkzeuge zur Beschreibung und zum Design derartiger Photonenpaarquellen entwickelt als auch die
Eigenschaften der Photonenpaarquellen im Hinblick auf eine möglichst weitreichende Beeinflussung
des erzeugten Photonpaarzustands optimiert werden.
Diese Ziele habe ich in der vorliegenden Arbeit erreicht. Ich habe einen theoretischen For-
malismus zur Analyse von sowohl dem quantenmechanisch zu beschreibenden SPDC-Prozess als
auch dessen klassischen Umkehrprozess der Generation der zweiten Harmonischen (SHG – second-
harmonic generation) entwickelt. Dieser wurde durch Vergleich seiner Vorhersagen mit rigorosen nu-
merischen Simulationen verifiziert. Spezielles Augenmerk wurde bei der theoretischen Beschreibung
auf eine korrekte Behandlung optischer Verluste gelegt, welche eine inhärente Eigenschaft realistis-
cher photonischer Strukturen darstellen. Diese analytischen und numerischen Studien ermöglichten
eine präzise Beschreibung der untersuchten nichtlinearen Konversionsprozesse.
Auf Basis der durch die theoretischen Untersuchungen gewonnenen Erkenntnisse wurden ver-
schiedene praktisch realisierbare Strukturgeometrien auf der Basis von PCSWs entwickelt, welche
unterschiedliche Phasenanpasskonfigurationen und damit unterschiedliche nichtlineare Konversion-
sprozesse ermöglichen. Dabei habe ich unter anderem Phasenanpassung zwischen propagieren-
den Moden gegensätzlicher Ausbreitungsrichtung, gleichzeitige Phasenanpassung zwischen un-
terschiedlichen Modenpaaren sowie die gleichzeitige Kontrolle von Phasenanpassung und Grup-
pengeschwindigkeit nachweisen können. Diese Variabilität ist ein entscheidender Faktor für den
Einsatz von PCSW als Photonenpaarquelle mit breitem Einsatzspektrum. Ich konnte zeigen, dass
kompakte Photonenpaarquelle auf der Basis von SPDC in PCSWs die Erzeugung von Photonen-
paaren mit kontrollierbarer Verschränkung in Propagationsrichtung und Spektrum erlauben.
Mit meiner Arbeit habe ich Wege zur Nutzung von PCSWs als Photonenpaarquellen für quan-
tenoptische Anwendungen eröffnet. Davon können insbesondere Anwendungen profitieren, die
hochintegrierte und ultrakompakte Photonenpaarquellen mit in weiten Bereichen einstellbaren Eigen-
schaften benötigen.
Als ersten Schritt zur experimentellen Realisierung habe ich außerdem nichtlineare Frequenzkon-
version in nanoskaligen Wellenleitern aus dem Material Lithiumniobat demonstriert, welches auch
SPDC ermöglicht. Ausgehend von diesen experimentellen Arbeiten werde ich die theoretisch en-
twickelten Konzepte zur Photonenpaarerzeugung in PCSWs nach Abschluß meiner Promotion auch
experimentell demonstrieren.
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Daneben habe ich in meiner Arbeit auch die Kopplung von Wellenleitern zur Photonenpaarerzeu-
gung mit Einzelphotonenemittern untersucht. Dabei habe ich einen neuartigen Mechanismus, die
durch Atome vermittelte SPDC entdeckt und theoretisch untersucht. Die Ausnutzung dieses Effekts
kann die Eigenschaften von Photonenpaarquellen weiter verbessern und diversifizieren.
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Appendix A
Details and methods of the simulations
In this appendix, I describe the details regarding the use of numerical codes for solving the Maxwell’s
equations, that were utilized in this work for finding the band diagram and the field profile of the
modes, along with performing nonlinear simulations. The Mode Analysis engine of COMSOL is
used only once in this work to find the band diagram and field profile of the LN ridge WG. The use
of COMSOL for finding modes of a ridge WG is straightforward, and its description can be found in
its user guide [205]. Two freely available software packages are manily used throughout this work:
The MPB eigenvalue solver [275] and the Meep FDTD code [276]. I will describe the details of
using these two codes for simulations in this work, with a focus on the FDTD method, as most of the
simulations in this work are done with it.
On the quasi-normal Bloch modes of the system and finding them
The eigenmodes of periodic WGs used in this work are quasi-normal Bloch modes (QNBMs) [221],
where the propagation of modes along the propagation direction is governed by the Floquet-Bloch
boundary condition with a complex-valued wave-vector in general, and in the transverse direction to
the WG there are open boundary conditions. In the work by Lecamp et al. [221], where this basis
was introduced, QNBMs refer to all eigenmodes that are surrounded by an open boundary condition,
which numerically is implemented through a choice of the perfectly-matched-layer (PML) boundary
condition. These eigenmodes can be classified based on how the specific choice of PML properties
affects them. One category consists of the continuum of the radiation modes that is discretized in the
presence of PMLs. These modes strongly depend on the PML properties. The other category are the
modes that are not sensitive to the choice of the PMLs and can be thought of as the true modes of the
WG structure. These modes can be bound, leaky, or in general decaying with a complex wave-vector.
This includes evanescent modes that do not carry power. In this work, the term QNBM is used to
refer only to this second category of modes, that are not affected by the choice of the PMLs.
Although the above QNBM definition includes all the different types of modes dealt with through-
out this work, a universal numerical method is not used in this work for finding different types of
modes. For finding the band diagram and field profile of the evanescent modes of a 1D periodic stack,
used in chapter 5 for analyzing atom-mediated SPDC, an exact analytical formulation is used, which
is explained in appendix C. For finding the band diagram of a mode near the band edge that suffers
from material absorption, used in section 3.4, a perturbative analytical method was used, which is
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explained in that section. For finding the QNBMs in chapter 2, which include the fully guided modes
and also leaky modes, numerical simulations using MPB and Meep are used. The MPB eigenvalue
solver [275] is only suited for finding fully guided and lossless modes of a structure with Floquet-
Bloch boundary condition on all its domain boundaries. The Meep FDTD code [276], which is a
time-domain solver, can in principle find all manners of QNBMs with real- or complex-valued wave-
vectors, with a surrounding open boundary condition. For the most part FDTD is used in chapter 2,
as in addition to being able to find the leaky mode, it is also a quicker solver compared to MPB when
one has a specific target frequency. MPB is mainly used to find a large number of real-k modes over
a large frequency range without missing any.
A note on material dispersion
In all the designs of the LN periodic WGs with MPB and FDTD, two different sets of refractive
indices are used for finding the modes at the FH and the SH frequencies, and the material dispersion
around each of the frequencies is neglected. This is a good approximation, considering that the modal
dispersion of a periodic structure dominates that of the material over small frequency ranges. The
reason for doing this is that the material dispersion cannot be taken into account with MPB, and
taking it into account with FDTD makes the simulation slower. With COMSOL, used for the LN
ridge WG, it is straightforward to take into account material dispersion, as it is a frequency-domain
solver.
MPB eigensolver
MPB is an eigenvalue solver, that uses the plane-wave-expansion method to find the eigenmodes of
a structure with periodic boundary conditions. It is capable of finding real-valued eigenfrequencies,
where the periodic boundary condition on the boundaries of the system’s unitcell is set by a real-
valued wave-vector. For every given k, that sets the boundary condition, the method finds a set of
eigenfrequencies, corresponding to the Bloch modes of the system with the said wave-vector. This
solver is only capable of finding the fully guided modes for a lossless system with a real-valued
permittivity, and is not capable of finding evanescent or lossy modes, which have complex-valued
wave-vectors. MPB can be used to find lossless guided modes under the light line, especially if there
are a number of them to be found over a large frequency range without missing any, such as the
band diagram shown in Fig. 2.2(b). To find fully-guided modes using MPB, a supercell is chosen,
such that it is large enough in the yz-plane that a guided mode that is confined to the center of the
supercell has very little of the tail of its field profile reaching the supercell’s transverse boundaries.
The Floquet-Bloch boundary condition is then set along the x-direction with k as the wave-vector.
Periodic boundary conditions must also be set on the y- and z-directions, as MPB requires it, but they
are inconsequential, as long as we are only interested in finding fully guided modes with negligible
fields at the transversal edges of the supercell.
MPB can also be used to find the partial gap of the PCSW, such as shown in Fig. 2.6(b), as it will
find all the propagating modes of the PC slab and surrounding air, projected along the x-direction.
These modes should theoretically form a continuous region in the projected band diagram, but the
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finite-sized yz-extent of the supercell will discretize these bands. The exact positions of the dots
corresponding to the modes of air and slab really depend on the yz-extent chosen for the supercell in
the simulation, as these modes are extended over the whole volome of the supercell. The guided mode
band is independent of the supercell yz-size, as it has a confined profile in the yz-plane. Hence, if the
yz-extent of the supercell is chosen large enough for the guided mode’s profile to decay sufficiently
at the supercell’s boundaries, the guided mode band will be independent of it. Moreover, with a large
yz-extent for the supercell, there will be a dense packing of the air and slab modes in the projected
band diagram, such as shown in Fig. 2.6(b), which allows us to clearly identify the partial gap region.
Meep FDTD
FDTD is a time-domain solver of the Maxwell’s equations, which is used in this work for finding the
band diagram of fully guided and leaky modes, and also performing the nonlinear simulations. If we
have a certain target frequency range, the FDTD code in Meep is a more efficient method compared to
the eigenvalue solver in MPB for finding fully guided modes. This is because MPB has to find all the
eigenfrequencies below the target frequency before getting to it, which could make the simulation very
time consuming. FDTD on the other hand, as will be explained below, can target a frequency range
of interest by using a pulsed excitation. For this reason, most of the band diagrams in this work are
found using FDTD, except when the target is the band diagram for a large number of lossless guided
modes, for which MPB is used. FDTD is also used here for finding the band diagram and field profile
of leaky modes above the light line. For this, two different methods will be used, called the complex-
ω and the complex-k methods, both of which will be explained and compared here. Moreover, the
correct use of PMLs for properly normalizing leaky QNBMs will be explained. Finally, FDTD is used
for the direct nonlinear SHG simulations in the undepleted-pump approximation, as was explained in
chapter 3. Here, some extra details will be added to that explanation.
Finding complex-ω-real-k modes using a pulsed excitation
In this method, a pulse is excited inside the supercell, positioned spatially where the mode has the
strongest field profile. The supercell has Floquet-Bloch boundary condition on its boundaries along
the propagation direction, set by a real-valued wave-vector, and it has PML boundary conditions on
its transverse boundaries. The pulse excites all modes within its spectral bandwidth. The system
evolves for some time after the pulse, during which only the true modes of the system survive. The
fully guided modes will have a constant amplitude during this evolution, and the lossy/leaky modes
will have a decaying amplitude over time. By analyzing the time-dependent field in the supercell,
done automatically by Meep, complex-valued frequencies ω =ω ′+ iω ′′ and amplitudes can be found
for the modes. The fully confined modes will have a real-valued ω , and lossy/leaky modes will have
a complex-valued ω . This method is referred to as the complex-ω method in this work. The main
use of this method in this work is to find the band diagram and field profile of fully guided modes
under the light line, with real-valued wave-vectors and real-valued frequencies. This includes most of
the band diagrams and field profiles found for the FH modes or the signal and idler modes shown in
chapter 2. The modes with a complex-valued frequency that are found here, corresponding to leaky
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or lossy modes, are not exactly the QNBMs, although they are similar for low loss modes [277, 278].
The desired QNBMs have real-valued frequencies and complex-valued wave-vectors, and they are
found using a complex-k method.
Finding complex-k-real-ω modes using CW excitation
To find complex-k-real-ω modes with FDTD, one can excite the structure from one end using a CW
source, and use a Bloch-mode-extraction algorithm [279] on the resulting field to find the complex
wave-vector and field profile of all the modes that were excited at that frequency. In this method, the
PCSW must be long enough to provide enough detail in the spatial-frequency domain that is required
for finding the complex-valued wave-vectors accurately, which for our purposes this happens to be in
the order of a hundred periods long. In this work, a type of Bloch mode extraction is used, although
in a less elaborate way, such that when the PCSW is excited, only the mode of interest is dominantly
excited. I use two similar ways of implementing this. The first methods is as follows: If we know
the field profile of the mode, which could be found approximately from the complex-ω simulation,
we can excite the PCSW from one end with a CW source that has the same spatial profile. This
dominantly excites our mode of interest, which will then propagate and look like Fig. 2.9(b). We can
then take a Fourier transform from the complex-valued field along the propagation direction, and find
the real part of the wave-vector of the mode k′. To find the imaginary part k′′, we can fit the decaying
exponential function e−k′′x to the field envelope and find the k′′ that results in the best fit. In this way,
the band diagram of the pump mode of the W1 PCSW shown in Fig. 2.9(a) is found. The second
method can be done without using any specific knowledge from the complex-ω simulation. We can
first excite the structure from one end with a CW source of a certain frequency ω with a spatial profile
that can excite all our modes of interest, but this does not have to be a dominant excitation for a
specific mode and can include many modes. We then take a Fourier transform from the field profile
along the propagation direction, which will show the k′ of all the modes that were excited. We then
pick a k′ corresponding to a mode we want to focus on, create a line source over a finite length along
the propagation direction with the spatial profile eik
′x and a region after that where there is no source,
and run a simulation with a CW source of the same frequency with this extended spatial profile. This
extended line source is phase-matched to our mode of interest, and its purpose is to dominantly excite
the mode, and after the line source ends at some point, our dominantly excited mode of interest will
start decaying. From this decay we can find its k′′. This method is used to find the band diagram of
the pump mode of the double-slot PCSW shown in Fig. 2.12(c). Although for the most cases with
leaky modes here, it happens that the k′ found from the complex-k case is very close to the real-valued
k of the complex-ω simulation, so the k′ of a leaky mode can already be found efficiently using the
complex-ω simulation. Hence, the main purpose of both these complex-k methods is finding the k′′
of the leaky mode. Finally, the profile of the mode in the decaying region will be that of the QNBM
of interest. Although in this way, a large transversal extent of the infinitely extended leaky mode
cannot be easily reproduced, and the mode profile can only be found accurately in and around the line
defect, which does the job for most of the calculations of this work, especially for finding the Bloch
harmonics of the mode.
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Figure A.1: (a) Band diagram of the TE02 mode of the W1 PCSW around the SH frequency. The blue crosses
are the complex-ω band. The red solid circles are from the complex-k method; (b) The imaginary part of
frequency of the mode from the complex-ω method; (c) Re[ng] from the complex-k band; (d) Ldecay of the
mode, found from the complex-k method and the approximation from the complex-ω method.
Comparing the complex-ω and the complex-k method
It is evident that the complex-ω method, which needs only a supercell as the simulation domain, is
much more efficient than the complex-k method, which needs a long PCSW. But we cannot always use
the complex-ω method instead of the complex-k method, as the results of the two methods actually
refer to two different physical situations, which only have exactly equivalent results for lossless guided
modes with real-valued wave-vectors and real-valued frequencies [277, 278]. This allows us to find all
the band diagrams and field profiles of the fully guided QNBMs under the light line using the efficient
complex-ω method. For accurately finding the QNBM modes above the light we use the complex-k
method as explained. However, the complex-ω method can find approximate results for the bands
above the light line, which could be a starting point for the complex-k simulations as explained.
Especially if a mode has low leakage, or equivalently a long decay length, the complex-ω method
can predict the results of the complex-k simulations with good approximations. Here we show where
this could be a good approximation by making a comparison between the results of the two case
for the TE02 mode of the W1 PCSW, whose complex-k band was shown in Fig. 2.9(a). The real and
imaginary parts of the frequency found from the complex-ω method are shown in Figs. A.1(a) and (b),
respectively. One could with a good approximation, relate the complex frequency to the decay length,
using the real part of the group index through the relation Ldecay=−c/n′gω ′′, where n′g=Re[ng] = c dk
′
dω
is found from the complex-k band diagram [277]. Although if one only has done the complex-ω
simulation, one will not have access to the ng from the complex-k method, but nonetheless here we
have both cases and we follow the recipe of Ref. [277] for making the comparison. Because we
have few points for the complex-k band, we fit a polynomial to the points, from which we can get
the derivative. The result is shown in Fig. A.1(c). From this, we find the decay length predicted by
the complex-ω simulation, shown in Fig. A.1(d), overlapped with the decay length found from the
complex-k for comparison. By looking at Figs. A.1(a) and (d), we see that the complex-ω method
predicts the complex-k results very closely, except for places where the complex-ω band exhibits
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Figure A.2: Absolute value of the Ey field component of the leaky SH mode, on the x = 0.5a,z = 0 line,
comparing the steady state field profile for two different supercell sizes of 40a and 160a in the y-direction.
frequency splitting in the band. At these places the complex-k band shows a smoother band diagram.
Consequently, if we are looking for a complex-k band, for which we know there are no places of band
splitting, which in general would be places of high losses and short decay lengths, we can rely on the
predictions of the complex-ω method as a good approximation of the complex-k modes.
The conclusion from this analysis is that, one can even use the complex-ω method as a computa-
tionally efficient way of finding the SH/pump bands with a very good approximation, assuming that
we are looking for low leakage modes, which are indeed what we are interested in for the pump.
This means we can optimize a design for reaching phase-matching in a computationally efficient way
using the complex-ω method. Once we are settled on a design, then we can find the band diagram of
the leaky pump mode more accurately using the complex-k method, which is computationally more
demanding.
Considerations in finding a leaky mode’s field profile
For finding the field profile of leaky QNBMs over small regions around the line defect, we can use the
complex-k method. However, finding the field over a large transversal dimension, which is wanted
for observing the rising tail of a leaky QNBM, would require a long propagation direction together
with a large transversal extent of the simulation domain, making the simulation not practical. For
this, we use the complex-ω as an approximation in finding the field. To find the field profile with the
complex-ω method, a narrow frequency-bandwidth pulse centered around the QNBM frequency, is
excited in a supercell with the periodic boundary condition set by k′. After the pulse ends, enough
time is given to the leaky mode to radiate and reach steady state. Steady state here for the leaky mode
has a slightly different definition compared to a lossless mode. For a leaky QNBM, steady state is
reached when the Bloch mode field profile e(r) is not changing any longer, and it is only the amplitude
envelope of the field that decays along the propagation direction with e−k′′x. For a complex-ω leaky
mode this amplitude decays in time with eω
′′t , where ω ′′ is a negative number. The mode found in
this way, is the solution to the source-free wave equation in the given geometry. The Bloch mode
profile found from this method, for a supercell of size 160a in the y-direction, was shown in Fig. 3.3.
To verify that this is indeed a steady state profile, the field profile for the same mode is found in a
supercell with a different transverse dimension of 40a in the y-direction. The absolute value of the
fields are plotted on a line for both cases of 40a and 160a supercells in Fig. A.2, which shows the
exponentially rising tail, looking linear in a logarithmic plot. It also shows that the two field profiles
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found using two different simulations match exactly over the domain they have in common, verifying
that the fields are indeed the steady-state profiles.
Analogy between QNMs and QNBMs for describing the origin of the rising tail of the field
The problem of dealing with leaky modes has attracted much attention in recent years in the field
of nano-optics in studying the dynamics of nano-resonators and cavities [198, 199, 235, 236, 237].
Quasi-normal modes (QNMs), introduced by Leung et al. [229], are used as the basis for modal
expansion in open resonators, where eigenmodes have complex-valued frequencies as their eigen-
value. A type of analogy can be made, between the QNMs of a resonator and the leaky QNBMs of
a PCSW, to help us explain the rising tail of the field profile of the leaky QNBMs through the more
well-understood QNMs of a cavity. The QNM with a complex-valued frequency is a leaky mode that
is mainly concentrated in the cavity region and the leaky QNBM with a complex-valued wave-vector
is concentrated in the line defect region. QNMs are mainly concentrated in and around the cavity area,
and have rising radiation tails away from the cavity. This is understood by imagining the resonator
starting with a very large field amplitude that is concentrated in the cavity region, and then this field
amplitude will gradually decrease through radiation, and this radiation will accumulate in regions far
away from the cavity. The more time passes, the higher the amplitude of the tail of the mode becomes
away from the cavity compared to its center, as more and more radiation accumulates in the tails.
One can imagine in a similar way, why a leaky QNBM should have rising tails away from the line
defect. If we excite the leaky mode with a large amplitude concentrated near the line defect, as the
mode propagates, more of the field will leak towards and accumulate in the tails of the mode in the
transverse directions, while the amplitude of the mode in the line defect region reduces. In this way,
the mode approaches its steady state profile.
A more quantitative explanation can also be given to explain the rising tail, following what is
done with QNMs, based on why a complex-valued eigenfrequency that reduces the amplitude of the
mode in time should result in an exponentially rising field profile away from the resonator [235, 198].
We do this for QNBMs, and explain why a complex-valued wave-vector for the mode that decays
the amplitude of the mode along the propagation direction should result in an exponentially rising
field profile away from the line defect in the transverse direction. The explanation is as follows:
Assume we have a leaky QNBM above the light line propagating in the x-direction with the complex-
valued wave-vector k = (k′x+ ik′′x)x in the first BZ. Assume that it is the 0th BH of this mode with
the same wave-vector k that is coupling to a plane-wave in the surrounding air. This plane-wave in
air will have a wave-vector k0 = kx0x+ kz0z, where kx0 = k
′
x + ik
′′
x , as the plane-wave mode must
be phase-matched to the QNBM in the x-direction. It is important to note, that both kx0 and kz0 for
this plane-wave could be complex-valued quantities, but together they must satisfy the dispersion
relation for a plane-wave propagating in air at that frequency k0 · k0 = k2x0 + k2z0 = ω
2
c2 . This tells us
that k2x0 + k
2
z0 must be a real number. Let us assume that kz0 = k
′
z+ ik
′′
z . Hence we get k
2
x0 + k
2
z0 =
(k′x)2− (k′′x)2+(k′z)2− (k′′z )2+ i2(k′xk′′x +k′zk′′z ), which for it to be a real-valued quantity we must have
k′xk′′x + k′zk′′z = 0. In other words, k′xk′′x must have the opposite sign compared to k′zk′′z . For a QNBM
decaying in the +x-direction, we have k′′x > 0. If k′x > 0, which means a FP BH is coupling to the
radiation, we then have k′xk′′x > 0. Hence, the radiating plane-wave must have k′zk′′z < 0, and this
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results in a increasing amplitude in the ±z-direction for the plane-wave: For the wave in the +z-
direction with k′z > 0, propagating on the z > 0 side of the line defect, we must have k′′z < 0, which
means increasing amplitude with e|k′′z |z. For the wave in the −z-direction with k′z < 0, propagating
on the z < 0 side of the line defect, we must have k′′z > 0, which means increasing amplitude with
ek
′′
z |z|. It is interesting to note, that if we have a BP BH with k′x < 0 in a forward-decaying mode,
the same argument will show that the radiating plane-wave will be decaying away from the line
defect, not rising. This means that the leaky QNBM will have rising radiation tails if the FP BHs
are contributing to the radiation. This matches the intuitive explanation given beforehand: If the
radiation is to accumulate in the transverse direction, it has to be radiated forward, such that the
early radiations can accumulate on the later radiations. If the radiation is going backward, the later
radiations will never reach the early radiations. For the case of the leaky SH mode whose rising field
profile in the y-direction is shown in Fig. A.2, the BHs where shown in Fig. 2.10. We can see that
both the FP C0 and C1 BHs are radiating in the y-direction into the slab, and hence the leaky mode
should have a rising tail in that direction.
Use of PMLs for leaky modes
Since we are dealing with a leaky mode at the SH/pump frequency, for the numerical simulations
it is essential to use a boundary condition that absorbs the radiation field. There are two solutions
that Meep offers for implementing such a boundary condition: the PML and the absorbing boundary
conditions. An absorbing boundary is simply an absorbing material with a gradually rising loss. This
is an effective solution for having reflectionless boundaries, although one cannot use the fields in the
absorbing region for an adjoint flux or adjoint density integral. For that purpose, the PML boundary
condition must be used. However, it is known that PMLs do not work properly when a periodic
structure is entering them [280]. The solution is, instead of using an infinite number of rows in the
transverse direction that makes the rows of holes enter the PMLs, to use a finite number of rows in the
transverse direction, after which there exists the unstructured slab, which will also be the case in any
realistic experimental scheme. In the case of this work, I usually use 6−8 rows of holes on each side
of the line defect, which is more than enough to confine the FH/signal/idler modes in the transverse
direction through the PC bandgap effect. After these rows, the slab will have no inhomogeneity and
PMLs can effectively do their job.
It was mentioned previously, that to get convergent results in calculating the adjoint flux or the ad-
joint density integrals, appearing in the denominator of Eqs. (3.19) and Eq. (3.21), for leaky QNBMs
whose profile is infinitely extended in the transversal direction, the field inside the PML layers must
be used. The reason is, that PMLs are complex coordinate transformations on ε and µ of the medium,
that will preserve the value of such integrals [221, 198]. Especially, if the integrals have no explicit
inclusion of ε and µ , there is no need to know the actual transformation that created the PML layer,
and one can just use the field in the PML for the integral. This is the advantage of using the displace-
ment field in Eq. (3.21). So all we need to know is the electric, magnetic, and displacement fields,
which are all output by Meep everywhere, including in the PML region. We also do a test to verify
that fields in the PML layer output by Meep are of physical significance. For this, we calculate the
complex group index ng from Eq. (3.15), by using the fields found from both of the 40a and 160a sim-
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ulations, and compare the results. The presence of the large tails of the field in these large supercell
simulations ensures that if a wrong method for handling the fields is used, we will get very different
values for ng from the two simulations. However, as a property of the mode, group index calculated
from the fields has to remain unchanged in both the cases, and also match the value calculated from
the complex-ω band diagram (given that these fields are found from a complex-ω simulation). For
the 40a and 160a supercells we find ng = 3.1132+ i1.1923 and ng = 3.1134+ i1.1921, respectively.
These values are very close to each other and to that calculated directly from the complex-ω band
diagram, ng = 3.1377+ i1.1756. This test verifies that the fields in the PML layer are correctly used.
Nonlinear FDTD
It was explained in section 3.3, how the nonlinear FDTD simulation is performed for SHG in this
work. In essence, the field at the FH is used to generate the nonlinear current source, and that source
is used as a volume source to drive the simulation at the SH frequency, which is a method valid under
the UPA. Meep is capable of accepting analytical or numerically specified functions to use them as
spatial profiles of the source. For the nonlinear simulations, I have used Meep’s C++ interface, as C++
seemed a more straightforward interface for feeding matrix variables for the volume source to Meep
compared to Meep’s Scheme interface. The Scheme interface, which is better documented, has been
used for linear simulations for finding the bands and the field profiles of modes. There is an important
point in analyzing the results of such nonlinear simulations in Meep, which is how the results are
turned into physical units, as Meep itself uses dimensionless variables for simulations [276]. The
following transformations should be done to relate dimensionless electric e and magnetic h fields and
current j in Meep to physical fields E and H and current J expressed in SI units: If we assume the
value of e in Meep is that of the physical electric field E expressed in unit of V/m, then the magnetic
field in Meep is related to the physical one by h = µ0cH, and the current in Meep is related to the
physical one by j = µ0caJ, where the variables vacuum magnetic permeability µ0, speed of light in
vacuum c, and the characteristic length that is used to normalize all the input dimensions in Meep
which we always set to the periodicity of the structure a, are all expressed in SI units. These unit
transformations should be carried out correctly, so that we can find the generated SH power from this
nonlinear simulation in SI units, as shown in Fig. 3.4(d).
Appendix B
Intermediate calculations in the formulation
of atom-mediated SPDC
Intermediate calculation steps for finding P of Eq. (5.7)
Here I present the Intermediate calculation steps to get from Eq. (5.6) to Eq. (5.7). Eq. (5.6) is repeated
here:
P= ∑
σi,σs
∫
d3rs
∫ ∞
0
dωs
∫
d3ri
∫ ∞
0
dωi
∣∣∣〈 f |V (1)|i〉∣∣∣2 , with V (1) = −i
h¯
∫ +∞
−∞
dtHˆNL(t), (B.1)
First step of the calculation is evaluating 〈 f |V (1)|i〉:
〈 f |V (1)|i〉= 〈0| fˆσi(ri,ωi) fˆσs(rs,ωs)
−i
h¯
∫ +∞
−∞
dtHˆNL(t) |0〉
=
iε0
h¯
∫ +∞
−∞
dt
∫
d3r ∑
α,β ,γ
χ(2)αβγ(r)EP,γ(r, t)〈0| fˆσi(ri,ωi) fˆσs(rs,ωs)Eˆ−α (r, t)Eˆ−β (r, t) |0〉 . (B.2)
Substituting EP(r, t) =
∫+∞
0 dωPEP(r,ωP)e−iωPt and the electric field operators from Eqs. (5.1) and
(5.2) into Eq. (B.2) gives:
〈 f |V (1)|i〉= −i
pi ∑α,β ,γ∑β ′ ∑β ′′
∫ +∞
0
dω ′
∫ +∞
0
dω ′′
∫ +∞
0
dωP
∫ +∞
−∞
dte−i(ωP−ω
′−ω ′′)t
∫
d3rχ(2)αβγ(r)
×EP,γ(r,ωP)ω
′2
c2
∫
d3s′
√
ε ′′(s′,ω ′)G∗αβ ′(r,s
′,ω ′)
ω ′′2
c2
∫
d3s′′
√
ε ′′(s′′,ω ′′)G∗ββ ′′(r,s
′′,ω ′′)
×〈0| fˆσi(ri,ωi) fˆσs(rs,ωs) fˆ †β ′(s′,ω ′) fˆ †β ′′(s′′,ω ′′) |0〉
=−2i ∑
α,β ,γ
∑
β ′
∑
β ′′
∫ +∞
0
dω ′
∫ +∞
0
dω ′′
∫
d3rχ(2)αβγ(r)EP,γ(r,ω
′+ω ′′)
× ω
′2
c2
∫
d3s′
√
ε ′′(s′,ω ′)G∗αβ ′(r,s
′,ω ′)
ω ′′2
c2
∫
d3s′′
√
ε ′′(s′′,ω ′′)G∗ββ ′′(r,s
′′,ω ′′)
×〈0| fˆσi(ri,ωi) fˆσs(rs,ωs) fˆ †β ′(s′,ω ′) fˆ †β ′′(s′′,ω ′′) |0〉 , (B.3)
where the expression
∫+∞
−∞ dte−i(ωP−ω
′−ω ′′)t = 2piδ (ωP−ω ′−ω ′′) was used, which allows taking the
integral over ωP. The expectation value of the combination of the bosonic operators in Eq. (B.3) can
Appendix B. Intermediate calculations in the formulation of atom-mediated SPDC 136
be calculated by using the commutation relations in Eq. (5.4), giving:
〈0| fˆσi(ri,ωi) fˆσs(rs,ωs) fˆ †β ′(s′,ω ′) fˆ †β ′′(s′′,ω ′′) |0〉
= [ fˆσi(ri,ωi), fˆ
†
β ′(s
′,ω ′)][ fˆσs(rs,ωs), fˆ
†
β ′′(s
′′,ω ′′)]+ [ fˆσi(ri,ωi), fˆ
†
β ′′(s
′′,ω ′′)][ fˆσs(rs,ωs), fˆ
†
β ′(s
′,ω ′)]
= δσiβ ′δ (ri− s′)δ (ωi−ω ′)δσsβ ′′δ (rs− s′′)δ (ωs−ω ′′)
+δσiβ ′′δ (ri− s′′)δ (ωi−ω ′′)δσsβ ′δ (rs− s′)δ (ωs−ω ′). (B.4)
Substituting Eq. (B.4) into Eq. (B.3) and taking the integrals gives:
〈 f |V (1)|i〉=−4i ∑
α,β ,γ
∫
d3rχ(2)αβγ(r)EP,γ(r,ωi+ωs)
× ωs
2
c2
ωi2
c2
√
ε ′′(rs,ωs)ε ′′(ri,ωi)G∗ασi(r,ri,ωi)G
∗
βσs(r,rs,ωs), (B.5)
where the fact was used that χ(2)αβγ = χ
(2)
βαγ is valid under the Kleinman’s symmetry. Substituting
Eq. (B.5) into Eq. (B.1) gives:
P= 16
∫ ∞
0
dωs
∫ ∞
0
dωi
ωs2
c2
ωi2
c2 ∑α,β ,γ ∑α ′,β ′,γ ′
∫
d3rχ(2)αβγ(r)
∫
d3r′χ(2)α ′β ′γ ′(r
′)
×E∗P,γ ′(r′,ωi+ωs)EP,γ(r,ωi+ωs)∑
σs
ωs2
c2
∫
d3rsε ′′(rs,ωs)Gβ ′σs(r
′,rs,ωs)G∗βσs(r,rs,ωs)
×∑
σi
ωi2
c2
∫
d3riε ′′(ri,ωi)Gα ′σi(r
′,ri,ωi)G∗ασi(r,ri,ωi). (B.6)
To simplify this result more, the following GF identity is used [256]:
∑
j
ω2
c2
∫
d3sε ′′(s,ω)Gα j(r,s,ω)G∗β j(r
′,s,ω) = Im
[
Gαβ (r,r′,ω)
]
. (B.7)
This simplifies Eq. (B.6) to the result in Eq. (5.7):
P= 16
∫ ∞
0
dωs
∫ ∞
0
dωi
ωs2
c2
ωi2
c2 ∑α,β ,γ ∑α ′,β ′,γ ′
∫
d3r
∫
d3r′χ(2)αβγ(r)χ
(2)
α ′β ′γ ′(r
′)
×EP,γ(r,ωi+ωs)E∗P,γ ′(r′,ωi+ωs) Im
[
Gβ ′β (r′,r,ωs)
]
Im
[
Gα ′α(r′,r,ωi)
]
. (B.8)
Intermediate calculation steps for finding Pis of Eq. (5.9)
Here I present the Intermediate calculation steps to get from Eq. (5.8) to Eq. (5.9). Eq. (5.8) is repeated
here:
Pis = | 〈 f |V (3)|i〉 |2, with V (3) = (−ih¯ )
3
∫ +∞
−∞
dt1
∫ t1
−∞
dt2
∫ t2
−∞
dt3 Hˆint(t1)Hˆint(t2)Hˆint(t3), (B.9)
First, Hˆint(t1)Hˆint(t2)Hˆint(t3) is expanded into [HˆNL(t1)+ Hˆi(t1)+ Hˆs(t1)][HˆNL(t2)+ Hˆi(t2)+ Hˆs(t2)]
[HˆNL(t3)+ Hˆi(t3)+ Hˆs(t3)], which gives 9 different terms. It can be shown that only the ones that
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have HˆNL(t3) in the last term have a non-zero contribution. This physically means that the SPDC
Hamiltonian should act first for the atoms to be excited later. This is the the so-called intuitive order
[246]. The counterintuitive order in which the atoms are excited before the SPDC takes place will
have zero contribution at infinite interaction times. Moreover, we want only terms that result in both
signal and idler atoms excited, as only these terms will give us a non-zero contribution. Hence the
only terms we have to consider are [Hˆi(t1)Hˆs(t2)+ Hˆs(t1)Hˆi(t2)]HˆNL(t3), and in there only the terms
that have bˆ†i,s. The first step in evaluating Eq. (B.9) would be to eliminate the atomic operators:
〈 f |V (3)|i〉= 〈0| bˆsbˆi(−ih¯ )
3
∫ +∞
−∞
dt1
∫ t1
−∞
dt2
∫ t2
−∞
dt3[Hˆi(t1)Hˆs(t2)+ Hˆs(t1)Hˆi(t2)]HˆNL(t3) |0〉
= (
−i
h¯
)3
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
∫ +∞
−∞
dt3Θ(t1− t2)Θ(t1− t3)Θ(t2− t3)〈0| bˆsbˆi[eiωit1eiωst2
× bˆ†i d∗i · Eˆ(ri, t1)bˆ†sd∗s · Eˆ(rs, t2)+ eiωit2eiωst1 bˆ†sd∗s · Eˆ(rs, t1)bˆ†i d∗i · Eˆ(ri, t2)]HˆNL(t3) |0〉
= (
−i
h¯
)3
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2
∫ +∞
−∞
dt3Θ(t1− t2)Θ(t1− t3)Θ(t2− t3)〈0| [eiωit1eiωst2
×d∗i · Eˆ(ri, t1)d∗s · Eˆ(rs, t2)+ eiωit2eiωst1d∗s · Eˆ(rs, t1)d∗i · Eˆ(ri, t2)]HˆNL(t3) |0〉 , (B.10)
whereΘ is the Heaviside function. The next step is to calculate 〈0|d∗i ·Eˆ(ri, t1)d∗s ·Eˆ(rs, t2)HˆNL(t3) |0〉,
where the only non-zero term comes from the following field operator combinations 〈0| Eˆ+Eˆ+Eˆ−
Eˆ− |0〉:
〈0|d∗i · Eˆ(ri, t1)d∗s · Eˆ(rs, t2)HˆNL(t3) |0〉=−ε0
∫
d3r ∑
α,β ,γ
χ(2)αβγ(r)EP,γ(r, t3) ∑
σi,σs
d∗i,σid
∗
s,σs
×〈0| Eˆ+σi(ri, t1)Eˆ+σs(rs, t2)Eˆ−α (r, t3)Eˆ−β (r, t3) |0〉 . (B.11)
The expectation value in Eq. (B.11) can be evaluated using the identity:
〈0| Eˆ+σi(ri, t1)Eˆ+σs(rs, t2)Eˆ−α (r, t3)Eˆ−β (r, t3) |0〉
= [Eˆ+σi(ri, t1), Eˆ
−
α (r, t3)][Eˆ
+
σs(rs, t2), Eˆ
−
β (r, t3)]+ [Eˆ
+
σi(ri, t1), Eˆ
−
β (r, t3)][Eˆ
+
σs(rs, t2), Eˆ
−
α (r, t3)]
= 2[Eˆ+σi(ri, t1), Eˆ
−
β (r, t3)][Eˆ
+
σs(rs, t2), Eˆ
−
α (r, t3)], (B.12)
where in that last line the fact that χ(2)αβγ = χ
(2)
βαγ is used. The following commutation relation is then
used, which can be found from Eqs. (5.1), (5.2), (5.4), and (B.7):
[Eˆ+α (r, t), Eˆ
−
β (r
′, t ′)] =
∫ ∞
0
dω
h¯ω2
pic2ε0
e−iω(t−t
′)Im
[
Gαβ (r,r′,ω)
]
. (B.13)
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Substituting Eq. (B.13) in Eqs. (B.12) and (B.11) and back into Eq. (B.10) and rearranging terms,
Eq. (B.10) can be rewritten to get:
〈 f |V (3)|i〉= −2i
h¯ε0pi2 ∑α,β ,γ ∑σi,σs
∫
d3rχ(2)αβγ(r)d
∗
i,σid
∗
s,σs
∫ ∞
0
dω ′
∫ ∞
0
dω
∫ +∞
0
dωP
ω ′2
c2
ω2
c2
×
∫ +∞
−∞
dt1ei(ωi−ω)t1Θ(t1− t3)
∫ +∞
−∞
dt2ei(ωs−ω
′)t2Θ(t2− t3)
∫ +∞
−∞
dt3e−i(ωP−ω−ω
′)t3
×EP,γ(r,ωP)Im
[
Gσiβ (ri,r,ω)
]
Im
[
Gσsα(rs,r,ω
′)
]
. (B.14)
In the above equation, we have turned the two terms in the expectation value of Eq. (B.10) to one
term, while getting rid of the step function Θ(t1− t2). This can be done by exchanging the label
of t1 and t2 for one of the two terms, which would then produce the same integrand for each term,
except that one will have Θ(t1− t2) and the other will have Θ(t2− t1), and summing them up gives
Θ(t1−t2)+Θ(t2−t1) = 1. This physically means that it does not matter for this coincidence detection
scheme which one of the atoms has been excited first. To simplify Eq. (B.14) we take the time
integrals first:
∫ +∞
−∞
dt1ei(ωi−ω)t1Θ(t1− t3)
∫ +∞
−∞
dt2ei(ωs−ω
′)t2Θ(t2− t3)
∫ +∞
−∞
dt3e−i(ωP−ω−ω
′)t3
=
∫ +∞
−∞
dT1ei(ωi−ω)T1Θ(T1)
∫ +∞
−∞
dT2ei(ωs−ω
′)T2Θ(T2)
∫ +∞
−∞
dt3e−i(ωP−ωi−ωs)t3
= ζ (ωi−ω)ζ (ωs−ω ′)2piδ (ωP−ωi−ωs), (B.15)
where ζ (ω) = piδ (ω)+ iP 1ω =
∫+∞
−∞ dteiωtΘ(t) is the Fourier transform of the step function. P in this
formula is the Cauchy’s principal value. Substituting Eq. (B.15) back into Eq. (B.14) we can take the
integrals over the frequency. We use the following GF identity for taking integrals involving ζ (ω):∫ ∞
0
dωζ (ω0−ω)Im
[
Gαβ (r,r′,ω)
]
=−ipiGαβ (r,r′,ω0). (B.16)
The result of taking the frequency integrals is:
〈 f |V (3)|i〉= 4ipi
h¯ε0
ω2s
c2
ω2i
c2 ∑α,β ,γ ∑σi,σs
d∗i,σid
∗
s,σs
×
∫
d3rχ(2)αβγ(r)EP,γ(r,ωi+ωs)Gσiβ (ri,r,ωi)Gσsα(rs,r,ωs). (B.17)
This is then used to write the expression for Pis = | 〈 f |V (3)|i〉 |2, which results in Eq. (5.9):
Pis =
∣∣∣∣∣ 4pih¯ε0 ω
2
s ω2i
c4 ∑α,β ,γ ∑σi,σs
d∗i,σid
∗
s,σs
∫
d3rχ(2)αβγ(r)EP,γ(r,ωi+ωs)Gσiβ (ri,r,ωi)Gσsα(rs,r,ωs)
∣∣∣∣∣
2
.
(B.18)
Appendix C
Green’s function of an infinite periodic
waveguide
Analytical evaluation of the Green’s function based on the QNBMs
An external polarization source Pex(r,ω) excites the system according to the wave equation, such that[
(∇×∇×)− ω2c2 ε
]
E(r,ω) = ω
2
c2ε0
Pex(r,ω), which can be found from Eq. (3.3), where the nonlinear
polarization is substituted with Pex. The GF of the system satisfies
[
(∇×∇×)− ω2c2 ε
]
G¯(r,r′,ω) =
I¯δ (r− r′), hence we can find the electric field of the excited system through:
Eα(r,ω) =∑
β
ω2
c2ε0
∫
d3r′Gαβ (r,r′,ω)Pex,β (r′,ω). (C.1)
With a specific source of polarization Pex(r,ω) = δ (r− r0)j, where j is the unit vector along x, y,
or z, then the electric field it will generate will be Eα(r,ω) = ω
2
c2ε0
Gα j(r,r0,ω). Now we will find
the electric field in the system generated from this same excitation source, using the unconjugated
reciprocity theorem, and by equating the result to what we have just found with the GF approach, we
can have an expression for the GF of the system. This is done as follows: If we have a point source
Pex(r,ω) = δ (r− r0)j, the generated electric field will be of the form:
E(r,ω) =
∑qA+q E+q (r,ω) = ∑qA+q e+q (r,ω)eik
+
q x, for x> x0
∑qA−q E−q (r,ω) = ∑qA−q e−q (r,ω)e
ik−q x, for x< x0
, (C.2)
where q runs over the QNBMs of the system, and + and - correspond to the forward- and backward-
propagating counterpart of a mode, respectively. Since we have a point source at x= x0, we will only
have modes propagating forward for x > x0 and modes propagating backward for x < x0. We must
find the coefficients Aq for each excited mode. To find them, we use the result of the unconjugated
reciprocity theorem of Eq. (3.6):∮
S
(
E×H±q −E±q ×H
) ·dS=−iω ∫ d3rE±q ·Pex, (C.3)
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where the surface integral is over a box that includes the point r = r0. For evaluating this, we need
the orthogonality relation of QNBMs:
∫∫ +∞
−∞
(
e−m×h+n − e+n ×h−m
) · xdydz= δnmFn. (C.4)
Now we can put the ansatz for the electric field from Eq. (C.2) in Eq. (C.3), one time use the +
sign in Eq. (C.3) to find A−q = iωE+q, j(r0,ω)/Fq and another time use the - sign in Eq. (C.3) to find
A+q = iωE−q, j(r0,ω)/Fq. Putting these results in Eq. (C.2), we find the α-component of the generated
electric field as follows:
Eα(r,ω) =
∑q
iω
Fq
E−q, j(r0,ω)E
+
q,α(r,ω), for x> x0
∑q iωFqE
+
q, j(r0,ω)E
−
q,α(r,ω), for x< x0
=
ω2
c2ε0
Gα j(r,r0,ω), (C.5)
which we put equal to the one found from the GF calculation. We rewrite this GF in a more compact
form with Heaviside functions, and we also substitute for Fq from the group velocity definition of
Eq. (3.15). The result is:
Gαβ (r,r′,ω) = ∑
q
[e+q,α(r,ω)e−q,β (r
′,ω)eik
+
q (ω)(x−x′)Θ(x− x′)
+e−q,α(r,ω)e+q,β (r
′,ω)eik
+
q (ω)(x′−x)Θ(x′− x)] iac
2ω
n+gq(ω)∫
Ω d3r ε e
+
q · e−q
. (C.6)
Analytical evaluation of the QNBMs of a 1D periodic waveguide
To evaluate the GF from Eq. (C.6), we need to evaluate the QNBMs of the system first. Here I
analytically evaluate the band and the field profile for a 1D periodic waveguide, which is then used
in chapter 5 in combination with Eq. (C.6) for evaluating the GF used in the study of atom-mediated
SPDC. The 1D periodic structure under study is shown schematically in Fig. C.1(a). This is a periodic
stack of two layers ε(x) =
ε1, for 0< x< d1ε2, for d1 < x< d1+d2 = a , with ε(x) = ε(x+a), where ε1,2 can
be complex-valued quantities. We can then use standard methods for finding the disperion relation of
the Bloch modes of this structure and their electric field profile [267]. To do this analytical calculation,
the following electric field ansatz is assumed for a mode:
E(x) =
E1(x) = Aeik1x+Be−ik1x, for 0< x< d1E2(x) =Ceik2x+De−ik2x, for d1 < x< a , (C.7)
with k1,2 =
√ε1,2ωc . We define n1,2 ≡
√ε1,2. From this ansatz, using the Maxwell’s equation we can
find the magnetic field ansatz:
H(x) =
1
iωµ0
H1(x) = ik1Aeik1x− ik1Be−ik1x, for 0< x< d1H2(x) = ik2eik2x− ik2De−ik2x, for d1 < x< a . (C.8)
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Figure C.1: (a) Schematic of the 1D periodic WG. We assume a structure with ε1 = 3+ iε ′′, ε2 = 12+ iε ′′, and
d1 = d2 = 0.5a; (b) The band diagram and the group velocity of the mode of the periodic structure with and
without loss, incorporated through introducing material absorption ε ′′ = 0.05 and ε ′′ = 0. The gray shaded area
is the bandgap region.
We have four boundary condition equations we can use. We have the continuity of the electric and
magnetic fields at the point between the two dielectric slabs at x = d1, which gives E1(d1) = E2(d1)
and H1(d1) =H2(d1). We also have the periodic Floquet-Bloch boundary condition between the start
of a unitcell at x= 0 and its end at x= a that the anstazs should satisfy, which gives E1(0)eika = E2(a)
and H1(0)eika =H2(a), where k is the complex-valued wave-vector of the QNBM. Putting the ansatzs
of Eqs. (C.7) and (C.8) in these four boundary condition equations and rearranging the terms, we can
find a matrix equation M

A
B
C
D
 = 0, where M is a 4×4 matrix whose arrays are a function of k1(ω),
k2(ω), d1, d2, and k. To find the non-trivial answer of this set of equations we set det|M|= 0, which
gives us an equation that specifies k as a function of k1, k2, d1, and d2:
cos(ka) = cos(k1d1)cos(k2d2)− 12
(
n1
n2
+
n2
n1
)
sin(k1d1)sin(k2d2). (C.9)
For a specific structure, we can find k(ω) numerically from the above equation. With k known, we
can find the relation between the {A,B,C,D} coefficients:
B =−A2n2e
ikae−ik1d1− (n1+n2)eik2d2 +(n1−n2)e−ik2d2
2n2eikaeik1d1 +(n1−n2)eik2d2− (n1+n2)e−ik2d2 (C.10)
C = A
n1+n2
2n2
+B
n2−n1
2n2
(C.11)
D = B
n1+n2
2n2
+A
n2−n1
2n2
(C.12)
By fixing one of these coefficients to an arbitrary value, which in this work is A= 1, we can find the
other three, being B,C, and D. Having these coefficients means having the Bloch mode profiles.
Numerical evaluation of the Green’s function of a 1D periodic waveguide
Here the GF of the 1D periodic WG shown in Fig. C.1(a) is evaluated numerically. This numerically
evaluated GF is used in chapter 5, for investigating the effect of loss on the heralding excitation
mechanism in the atom-mediated SPDC proposal. The band and the vg for the mode of this 1D
periodic WG around its first bandgap are shown in Fig. C.1(b), for two cases of with and without
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Figure C.2: The absolute and imaginary part of the normalized GF Gn(x,x′,ω) for ε ′′ = 0.001 at ωi = 0.16 2pica
and ωs = 0.15 2pica . GF is periodic as a function of x and x
′ and is also a function of the difference between them,
hence we plot Gn as a function of x′ over one period and an extended x− x′.
loss, calculated from Eq. (C.9). It is clear from the band diagram, that without loss there is a sharp
transition from the guided part of the mode to the evanescent part in the bandgap. The presence of loss
makes the transition less sharp, adding a decay to the guided part of the mode before the bandgap and
adding a frequency variation to the Re(k) in the bandgap region, which is a sign that the evanescent
mode in the bandgap is no longer purely evanescent. The electric field profile of the QNBM in this
structure is found from Eq. (C.7), where the coefficients B, C, and D are found from Eqs. (C.10) to
(C.12). These numerically evaluated band diagram and Bloch mode profiles are then inserted in the
expression for a single-mode 1D GF:
G(x,x′,ω) = [e+(x,ω)e−(x′,ω)eik
+(ω)(x−x′)Θ(x− x′)+ e−(x,ω)e+(x′,ω)eik+(ω)(x′−x)Θ(x′− x)]
× iac
2ω
n+g (ω)
S
∫ a
0 dx ε(x) e+(x)e−(x)
≡ a
S
Gn(x,x′,ω), (C.13)
to numerically evaluate the normalized GF Gn for different value of ε ′′. The 1D GF is found from
Eq. (C.6) without the polarization dependencies, whereS is some transverse normalization area per-
pendicular to the propagation direction. Any volume integral can then be written as
∫
d3r =S
∫
dx.
The normalized Green’s function Gn is defined as a unitless quantity that is independent of S , and
can be constructed with periodicity-normalized dimensions and frequencies, which are common vari-
ables to use for a periodic structure. The result is shown in Fig. C.2. The absolute value and the
imaginary part of the GF for two different frequencies are plotted, with ωi in the bandgap range and
ωs in the band. With a lossless structure, the in-band and the bandgap modes will be purely guided
and evanescent, respectively. Here we plot them for a small amount of loss, so the modes are not
purely guided or evanescent anymore, but still retain their guided and evanescent nature for the most
part. Firstly, we see that the evanescent mode has a small imaginary part, due to the presence of loss.
More importantly, we see that Im[G] for the lossy evanescent mode is much smaller than its abs[G],
whereas for the guided mode Im[G] and abs[G] are of comparable magnitudes.
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Abbreviations
BH: Bloch harmonic S: Signal
BP: Backward-propagating SEM: Scanning electron microscope
BZ: Brillouin zone SFG: Sum-frequency generation
CP: Counterpropagating SFWM: Spontaneous four-wave mixing
CW: Continuous wave SH: Second-harmonic
DFG: Difference-frequency generation SHG: Second-harmonic generation
DOF: Degree of freedom SPDC: Spontaneous parametric down-conversion
FDTD: Finite-difference time-domain TE: Transverse electric
FH: Fundamental-harmonic TH: Third-harmonic
FP: Forward-propagating THG: Third-harmonic generation
FWHM: Full-width-at-half-maximum TIR: Total internal reflection
GF: Green’s function TM: Transverse magnetic
I: Idler TWM: Three-wave mixing
JPS: Joint phase-matching spectrum UPA: Undepleted-pump approximation
JSA: Joint spectral amplitude WG: Waveguide
LN: Lithium niobate
P: Pump
PC: Photonic crystal
PCSW: Photonic crystal slab waveguide
PML: Perfectly-matched-layer
QNBM: Quasi-normal Bloch mode
QNM: Quasi-normal mode
QPM: Quasi-phase-matching
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Conventions
x: Bold variables indicate vectors. When specifically used on letters x, y, and z, to give
x, y, and z, they refer to unit-vectors of the Cartesian coordinates.
xˆ: The hat sign indicates an operator variable used in quantum mechanical calcula-
tions.
x¯: The bar sign is used on tensorial or matrix variables. This includes variables such
as the linear permittivity, nonlinear susceptibility, or the Green’s function tensor.
x∗: This is the complex-conjugate of variable x.
xˆ†: The dagger sign is used on an operator variable and it refers to its Hermitian conju-
gate.
x′,x′′: When x is a complex-valued quantity, like wave-vector k or relative permittivity
ε , then x′ is its real part and x′′ its imaginary part. When prime and double prime
are used on a real-valued quantity, like the position vector r or sometimes the real-
valued frequency ω , it is simply to indicate different variables. This can be recog-
nized from the context.
Re [x] , Im [x]: Another way of showing the real and imaginary part of x.
xˆ±(t): When + or − signs are the superscript of a time-domain operator xˆ(t), they refer to
its positive or negative frequency components, respectively.
x±: When+ or− signs are the superscript of non-operator variables, they associate that
variable to a forward-propagating or backward-propagating mode, respectively.
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