Abstract. We study the signature pair for certain group-invariant Hermitian polynomials arising in CR geometry. In particular, we determine the signature pair for the finite subgroups of SU (2). We introduce the asymptotic positivity ratio and compute it for cyclic subgroups of U (2). We calculate the signature pair for dihedral subgroups of U (2).
Introduction
The purpose of this paper is to determine the signature pair (defined momentarily) for Hermitian polynomials arising from group-invariant CR mappings from spheres to hyperquadrics. Let Γ be a finite subgroup of the unitary group U (n). Let S 2n−1 denote the unit sphere in C n . We assume n ≥ 2. A natural question is: when does there exist a non-constant Γ-invariant CR mapping from S 2n−1 to S 2N −1 ? Forstnerič showed that a smooth CR mapping from S 2n−1 to S 2N −1 must be a rational mapping [11] . He also found restrictions on the possible groups Γ for which such a rational map exists [10] . Lichtblau [15] proved that for non-constant Γ-invariant rational maps between spheres to exist, Γ must be cyclic. Later D'Angelo and Lichtblau [2, 7] answered this question by finding the complete list of cyclic Γ for which such a rational map exists. To do so they introduced the Γ-invariant Hermitian polynomial defined by (1) Φ Γ (z,z) = 1 − γ∈Γ (1 − γz, z ).
This polynomial also determines, by diagonalizing its underlying Hermitian matrix of coefficients, a group-invariant CR map from a sphere to a hyperquadric [3] . Let N (Γ), N + (Γ), and N − (Γ) be the numbers of total eigenvalues, positive eigenvalues, and negative eigenvalues respectively of this underlying Hermitian matrix of coefficients of Φ Γ . We refer the reader to section 2 for precise definitions. The signature pair S(Γ) is S(Γ) = (N + (Γ), N − (Γ)), and the positivity ratio is
Because the positivity ratio is often difficult to compute, we study its asymptotic behavior. For a family of subgroups Γ p of U (n), we define the asymptotic positivity ratio to be lim p→∞ L(Γ p ).
1
Here the index p is closely related to the order of the group (see section 3). The polynomial Φ Γ canonically induces a CR mapping to a hyperquadric with N + (Γ) positive eigenvalues and N − (Γ) negative eigenvalues in its defining equation (see [3] ). We do not pursue this aspect of the polynomial Φ Γ .
The main results of this paper compute the signature pair for finite subgroups of SU (2), calculate the asymptotic positivity ratio for cyclic subgroups of U (2), and determine the signature pair for the dihedral groups in U (2). In this paper we work in U (2); however, many of the results can be extended to U (n). The results for arbitrary n will appear in the author's doctoral thesis ( [12] ). We first restrict to finite group subgroups SU (2). The only finite subgroups of SU (2) are isomorphic to one of the following:
• Cyclic group of order p: C p = a | a p = 1 .
• Binary Dihedral group of order 4p:
• Binary Tetrahedral group of order 24: T = a, b | a 3 = b 3 = (ab) 2 .
• Binary Octahedral group of order 48: O = a, b | a 4 = b 3 = (ab) 2 .
• Binary Icosahedral group of order 120:
The first main result of this paper computes the signature pair for finite subgroups of SU (2). While we are primarily interested in families of groups, for completeness we consider the signature pair for the three exceptional groups. Using Mathematica [14] we obtain the signature pair for the binary polyhedral groups. Here is the complete story for the subgroups of SU (2).
Theorem 1.1. Let Γ be a finite subgroup of SU (2). 1. If Γ is isomorphic to a cyclic group of order p, then S(Γ) = p + 2 4 + 2, p 4 .
2.
If Γ is isomorphic to a binary dihedral group of order 4p, then S(Γ) = p 2 + p + 2, p − 1 2 + 1 .
3.
If Γ is isomorphic to a binary tetrahedral group of order 24, then S(Γ) = (9, 5) .
4.
If Γ is isomorphic to a binary octahedral group of order 48, then S(Γ) = (17, 9) .
5.
If Γ is isomorphic to a binary icosahedral group of order 120, then
We next consider cyclic and dihedral groups in U (2). For a cyclic subgroup of order p in U (2), several different signature pairs are possible. For dihedral subgroups of U (2), the signature pair depends only on the isomorphism type of the group. For the cyclic group C p with p elements, we consider the group representations π : C p → Γ(p, q) < U (2) generated by (2) s → ω 0 0 ω q where ω is a primitive p-th root of unity and s is an element of order p in C p . Up to conjugation, every finite cyclic subgroup of U (2) is of the form Γ(p, q) for some p and q. We compute the asymptotic positivity ratio of Γ(p, q) for any q; we show that the asymptotic positivity ratio is a rational expression depending on q.
Further we take the limit as q goes to infinity to obtain the following theorem.
if q is odd,
if q is even, and hence
The details of the proof appear in section 4, but we give a short description now. First we recall from [4] the weight of a monomial appearing in Φ Γ(p,q) . Then we find bounds for the total number of terms and the number of terms of each weight. Using this information, we calculate bounds on the fraction of terms of odd weight and the fraction of terms of even weight. Then we show that asymptotically the numbers of even and odd weight terms are equal. We then interpret a result of Loehr, Warrington, and Wilf [16] in terms of weights. Their result implies that all the odd weight terms are positive, and the even weight terms alternate sign. Since Γ(p, q) is diagonal, the number of terms is the same as the number of eigenvalues. It follows that the limit as q goes to infinity of the asymptotic positivity ratio is The third main result calculates the signature pair for dihedral subgroups of U (2).
and hence
We conclude the introduction by outlining the rest of the paper. In section 2 we give relevant definitions, introduce the weight of a polynomial, and prove some basic facts about Hermitian polynomials. In section 3 we compute the signature pairs for finite subgroups of SU (2). In sections 4 and 5 we prove the main results for subgroups of U (2). In section 6 we recall some basic definitions from representation theory, and we show that in this context the polynomials Φ Γ(p,q) are an alternating sum of orbit Chern classes.
Definitions and Preliminaries
In this section we recall some basic facts about unitary representations and Hermitian polynomials. We begin by defining Hermitian polynomials.
Given any polynomial r(z,w) = c αβ z αwβ , then r is Hermitian if and only if the matrix (c αβ ) is Hermitian if and only if r(z,z) is real-valued (see [2] ). We call (c αβ ) the underlying matrix of r. We define N (r), N + (r), and N − (r) to be the numbers of total eigenvalues, positive eigenvalues, and negative eigenvalues respectively of (c αβ ). We define the signature pair S(r) of a Hermitian polynomial to be the pair S(r) = (N + (r), N − (r)). Define the positivity ratio by L(r) =
. We recall the definition of the polynomial Φ Γ :
, and
. For families of subgroups Γ p of U (n), we define the asymptotic positivity ratio to be lim p→∞ L(Γ p ). Definition 2.2. Let C p be a cyclic group of order p with generator s. Define a unitary representation π :
where ω is a p-th primitive root of unity. Let Γ(p, q) = π(C p ).
Definition 2.3. Two group representations π 1 : G → U (n) and π 2 : G → U (n) are called equivalent if there exists an element A ∈ U (n) such that
Definition 2.4. A polynomial f (x, y) has weight j with respect to Γ(p, q) if
for all λ ∈ C. In particular, the monomial x a y b has weight j if a + qb = jp.
Because Φ Γ(p,q) depends only on |z 1 | 2 and |z 2 | 2 , we define the polynomial f p,q by
The polynomials f p,q have many interesting number-theoretic and combinatorial properties (see [4, 6, 16, 17, 18] ). In the case q = 1, we obtain f p,1 = (x + y) p . In the case q = 2, we get a variant of the Chebyshev polynomials. The importance of the polynomials in these two cases motivates the study of f p,q for higher q. For the reader's convenience, we list f p,4 for 1 ≤ p ≤ 9 in Table 1 .
We now summarize some properties of the f p,q . A beautiful result from [4] is that for all q, f p,q is congruent to (x + y) p mod (p) if and only if p is prime. We naturally ask what other properties of (x + y) p generalize to f p,q for all q. In [1] D'Angelo constructs the f p,q and shows that the coefficients are integers. The f p,2 polynomials have an extremal property studied in [6] . Dilcher and Stolarsky consider a generalization of the f p,2 polynomials in [8] . Osler uses a variant of the f p,2 to denest radicals [18] . Musiker uses the f p,2 polynomials while studying the combinatorics of elliptic curves [17] . Loehr, Warrington, and Wilf give a combinatorial interpretation for the coefficients of f p,q using circulant determinants [16] . They also gave a simple method of determining the sign of each term in f p,q , which we use to calculate the asymptotic positivity ratio for the Γ(p, q). They also study the asymptotics of the largest coefficient appearing in f p,q . In [5] D'Angelo uses methods from complex analysis to obtain asymptotic information; for example, he gives an asymptotic formula for the sum of the coefficients of f p,q .
The following basic property of Hermitian polynomials will be needed in the next section. The signature pair for Hermitian polynomials is unchanged under a change of basis, and therefore equivalent representations have the same signature pair. Proposition 2.5. Given a Hermitian polynomial r(z,z), then for every U ∈ U (n) we have S(r) = S(r • U ).
Proof. Let r(z, z) be a Hermitian polynomial of degree d; using multi-index notation, we write
The polynomial r(z, z) is a Hermitian form on the vector space of polynomials of degree at most d. Composing with U , we have
Since U is non-singular and the monomials z α form a basis of the vector space of polynomials of degree less than d in z, then (U z) α also form a basis of the vector space of polynomials of degree at most d. Thus by Sylvester's Law (see page 223 of [13] ), r(z, z) and r(U z, U z) have the same numbers of eigenvalues of each sign.
Proof. The result follows by a change of coordinates. Let g ∈ G, then there exists A ∈ U (n) such that
where w = Az. By Proposition 2.5, the signature pair of a Hermitian polynomial is invariant under a change of coordinates, and the result follows.
Subgroups of SU (2)
Given a unitary representation π : G → U (n), a natural question is: for fixed n, what are the possible finite groups G? For n = 1, the only finite groups are cyclic. For n > 1, the question becomes difficult. In this paper we restrict to the case n = 2. When n = 2, Du Val [9] classified the finite groups while studying what are now called Du Val singularities. He found nine families of groups. We further restrict to SU (2), and in this case, five types of subgroups arise:
• Cyclic group of order p:
• Binary Tetrahedral group of order 24:
• Binary Octahedral group of order 48:
The purpose of this section is to give a complete analysis of the signature pair for each of these groups.
3.1. Cyclic Groups. Let Γ be a cyclic subgroup of order p in SU (2). Let A be a generator of Γ in SU (2). By the results of section 2, we can diagonalize A without affecting the signature pair. Thus it suffices to consider A of the form
where ω is a p-th root of unity. Since A is in SU (2), we also know that a + b = p. Moreover, for A to have order p, then a, b, and p must be relatively prime. Then a, p − a, and p are relatively prime and hence ω aj = ω for some j. Thus we can always choose a to be 1 without loss of generality. Hence b = p − 1, and then A generates Γ(p, p − 1). Therefore up to conjugation, Γ(p, p − 1) is the only cyclic subgroup of order p in SU (2). Thus the only possible signature pair for a cyclic subgroup of order p in SU (2) is given by Γ(p, p − 1). We recall some useful facts about Φ Γ(p,p−1) from [3] . We will use these properties for computing the asymptotic positivity ratio for other groups. (1) We have the following exact formula:
(2) The coefficients c p,j in the following formula are positive integers:
(3) These coefficients are given by
(4) Finally the signature pair is 
Binary Dihedral Groups. Consider the binary dihedral groups
The group Q p has order 4p. Let η : Q p → SU (2) be the faithful representation generated by
where ω is a 2p-th primitive root of unity. Here set Λ p = η(Q p ). Before stating the main results of this section we illustrate the techniques with an example. We compute the number of positive and negative eigenvalues of Φ Λ2 (z,z). Expanding the product in the definition we get Notice that in contrast to the cyclic case, we get off-diagonal terms, so it is not enough to simply count the number of terms to get the number of eigenvalues. Rewriting in terms of polynomials invariant under the Q 2 -action, we get
Equivalently we get 
Hence the eigenvalues of Φ Λ2 are 1, 4, 2, 12,
For clarity, we explicitly write Φ Λ2 as a difference of squared norms. Let
Then we have Φ Λ2 = ||A(z)|| 2 − ||B(z)|| 2 . We proceed along these lines for general p. First we prove a theorem relating Φ Λp to the cyclic case. Since the elements of Λ p split equally into diagonal and anti-diagonal matrices, we can prove a theorem analogous to Theorem 5.2 for this case.
Proposition 3.4. The invariant polynomial corresponding to the representation η satisfies:
Proof. As we alluded to above, the key idea is to notice that
Then the result follows from the calculation below
Now we proceed by using the previous theorem to express the polynomial Φ Λp in terms of the f 2p,2p−1 polynomials. The goal then is to express Φ Λp in terms of the following linearly independent Q p -invariant polynomials:
For the reader's convenience, we again recall
Then by Proposition 3.4
Notice that all the odd power terms drop from the product, and we get the following simplification.
With some additional effort, we write the previous expression in terms of the invariant polynomials given above,
The goal now is to determine the signs of the coefficients in the above expression. First we take care of the obvious cases. The coefficient of |z
2 )| 2 is c 2p,j which is positive. The coefficient of |z
2 is positive. We now consider the coefficient of |z 1 z 2 | 4j .
Definition 3.5. Define d k to be the coefficient of (
We give an exact formula for D p (t) in the next proposition.
where a = √ 1 − 4t and b = √ 1 + 4t.
Proof. By Proposition 3.4 and Theorem 3.1,
Next we let t = |z 1 z 2 | 2 . Take all the terms involving t in the previous expression to get the following:
Multiply this expression out to get the desired result:
Lemma 3.7. The following identity holds:
Proof. We begin by factoring and using the binomial theorem.
(
After multiplying out the right hand side and collecting terms we get Proof. Let a 0 , · · · , a d be the absolute values of the roots of p. Then expanding and simplifying p, we get
In the last expression only positive real coefficients occur, so after expanding the product we get the desired result.
D'Angelo provided me the statement and proof of the following lemma.
Lemma 3.9. The following identity holds:
and hence all the roots of P are negative.
Proof. Taking proper care of the choice of square root, we can rewrite the given polynomial in the following way:
Setting the right hand side equal to zero yields
Taking 2p-th roots gives
for n = 0, · · · , 2p − 1. We solve for √ z:
The roots of P are therefore − tan
(2j+1)π 4p
, and hence the identity follows.
Finally we combine the previous lemmas to determine the sign of d k .
Proof. We have the following relationship between D p (t) and P (z):
. By the previous lemmas P (z) has all positive coefficients, thus D p (it) must have all negative coefficients. Since D(t) is a polynomial with only even powers, the transformation t → it changes the sign of d k for odd k and does not change the sign of d k when k is even. Therefore d k must be positive for k odd and negative for k even.
We rephrase the results in terms of matrices:
. . .
where E p,1 is the p by p matrix with c 2p,j on the diagonal. Also E p,2 is the square matrix of size p − 1 with diagonal entries
for 1 ≤ j ≤ p 2 , and
Finally we have the 2 by 2 matrix
Now we are left with the task of computing the signature pair of M p . We proceed by counting the number of eigenvalues of each sign in the submatrices.
Proof. Follows from Proposition 3.10.
The diagonal matrices E p,1 and E p,2 have non-zero diagonal entries. The submatrix E p,1 has p eigenvalues, all of which are positive. Moreover, by the proposition, the diagonal entries in the matrices E p,2 alternate sign. Also the matrix E p,3 has one eigenvalue of each sign. Thus combining these results for the submatrices of M p , we obtain one of our main results. Theorem 3.12. The signature pair of the binary dihedral group with 4p elements is given by
Taking the limit as p goes to infinity we get the following theorem.
Theorem 3.13. The asymptotic positivity ratio for Λ p is 
and has order 24. We represent T in SU (2) using the Springer description [21] . Let
where ǫ = e Let Γ = κ(T ). For all γ ∈ Γ we can represent γ in the following way:
for some 0 ≤ j < 3, 0 ≤ k < 2, and 0 ≤ l < 3. We remark that all faithful representations of T in SU (2) are equivalent to the representation given by κ.
We express Φ Γ in terms in Γ-invariant polynomials. The following 14 linearly independent Γ-invariant polynomials appear: 
Using Mathematica [14] one can verify that Φ Γ decomposes in the following way
Therefore S(Γ) = (9, 5).
Remark 3.14. If Γ < SU (2), and Γ is isomorphic to T , then S(Γ) = (9, 5).
Binary Octahedral Group. The binary octahedral group is given by
and has order 48. We again represent O in SU (2) using the Springer description [21] . Recall the generators of the binary tetrahedral group r, s, and t given above in (4). Let τ : O → SU (2) be a faithful unitary representation generated by τ (a) = rt and τ (b) = t.
Notice that (rt)
. For all γ ∈ Γ we can represent γ in the following way:
for some 0 ≤ j < 8, 0 ≤ k < 2, and 0 ≤ l < 3. We remark that all faithful representations of O in SU (2) are equivalent to the representation given by τ . The Γ-invariant polynomial Φ Γ has 1143 terms. Using Mathematica we decompose
where M is the Hermitian coefficient matrix and d is the vector of 135 monomials that appear in Φ Γ . Again using Mathematica we find that M has rank 26 with 17 positive eigenvalues and 9 negative eigenvalues.
Remark 3.15. Let Γ < SU (2) such that Γ is isomorphic to O, then S(Γ) = (17, 9) .
Binary Icosahedral Group. The binary icosahedral group is given by
and has order 120. We again represent I in SU (2) using the Springer description [21] . Let
where ǫ = e In [21] , Springer describes the 120 elements in the binary icosahedral group as follows:
The invariant polynomial Φ Γ has about 500,000 terms in this case. Using Mathematica we decompose
where M is the Hermitian coefficient matrix and d is the vector of monomials that appear in Φ Γ . Again using Mathematica we find that M has rank 62 with 40 positive eigenvalues and 22 negative eigenvalues.
Remark 3.16. Let Γ < SU (2) such that Γ is isomorphic to I, then S(Γ) = (40, 22) .
The Asymptotic Positivity Ratio for the Cyclic Case
In this section we study the signs of the coefficients of the polynomial f p,q . Since Γ(p, q) is a diagonal subgroup, the sign of a coefficient of f p,q corresponds to the sign of an eigenvalue of the underlying matrix of Φ Γ(p,q) . When q = 1 or q = 2, we know the exact numbers of positive and negative coefficients. For general q however, it becomes difficult to determine these numbers exactly. Instead, we find upper and lower bounds for the number of coefficients of each sign. We use these bounds to compute the asymptotic positivity ratio as a rational function of q. Then we take the limit as q goes to infinity to show that for the Γ(p, q) the asymptotic positivity ratio is Since f p,q is Γ(p, q)-invariant and the degree is at most p, we have r + qs = kp for some k ∈ {1, · · · , q} and r + s ≤ p. In [3] D'Angelo shows that c r,s is a non-zero integer whenever x r y s is an invariant monomial, so the above question translates to determining the number of non-negative integer solutions to the equations r + qs = kp for k ∈ {1, · · · , q} when 0 < r + s ≤ p. For clarity we formally introduce the following notation.
Notation. The number of weight k terms in f p,q is N k (Γ(p, q) ). Denote the number of terms of odd weight by N odd (Γ(p, q) ), and the number of terms of even weight by N even (Γ(p, q) ).
Also notice that the number of terms of f p,q is the same as the number of eigenvalues since we are using the diagonally generated cyclic group Γ(p, q).
The following two lemmas estimate the number of terms of each weight and the total number of terms.
Lemma 4.1. The following inequality holds:
Proof. Fix p and q. We want to count the number of non-negative integer solutions (r, s) such that r + qs = kp and r + s ≤ p where 1 ≤ k ≤ q. Notice that r = kp − qs, so r is an integer whenever s is an integer. Further notice that the two lines r+qs = kp and r+s = p intersect at the point
. Projecting onto the s coordinate, we observe that N k (p, q) is equal to the number of integers s such that
Remark 4.2. For k = 1 the total number of solutions
Lemma 4.3. The following inequality holds:
Proof. By Lemma 4.1,
and by definition N (Γ(p, q)) = q k=1 N k (Γ(p, q)). Therefore applying Lemma 4.1 q times yields
Factoring and rearranging the sum gives
Thus combining the last two calculations gives the result
Next we show in the limit that the ratio of the number of terms of odd weight to the total number of terms equals the ratio of the number of terms of even weight to the total number of terms.
Lemma 4.4. The following limit holds:
Proof. There are four similar cases depending on the residue of q modulo 4. We consider the case where q = 4r. Recall
By Lemma 4.1
Rearranging and simplifying yields
Next apply Lemma 4.3 to get
.
We proceed similarly for the even case. First
Again we apply Lemma 4.1 to get
While we have shown only one case, the others are similar; in Table 2 we summarize the other cases. Taking the limit as q goes to infinity in all cases gives the desired result Hence the limit the ratio of the number of even weight terms to the total number of terms equals the limit of the ratio of the number of odd weight terms to the total number of terms.
So far we have ignored the sign of coefficients. Using our notion of weight, we restate a theorem from [16] . When w is even, gcd (r, s, w) is even whenever both r and s are even. But r = wp − qs, so r is even if s and w are even. Finally for fixed weight w the possible s-values are consecutive integers. Hence for w even, s will alternate between even and odd values, thereby making gcd (r, s, w) alternate between even and odd values. By Theorem 4.5 the terms of odd weight in f p,q will alternate signs.
For ease of notation we make the following definition. Definition 4.7. Let T (q) denote the asymptotic positivity ratio for Γ(p, q), then
The sequence T (q) is of interest. We list the first few terms:
In Corollary 4.9 we show that the sequence T (q) is monotone non-increasing, and each value repeats twice. Now we combine Theorem 4.5 with our previous estimates on the number of terms of each weight to compute the asymptotic positivity ratio.
Proposition 4.8. The limit in the definition of the asymptotic positivity ratio exists, and
if q is odd, Similarly when q is odd, we have (i) The sequence T (q) is monotone.
(ii) The limit as q goes to infinity of T (q) exists.
(iii) T (2r − 1) = T (2r) for all r ∈ Z + . Now taking the limit as q goes to infinity in Proposition 4.8 gives one of our main results. 
Dihedral Group
The analysis can be extended to other groups in U (2); for example, in this section, we define families of unitary representations of dihedral groups, and we determine the asymptotic positivity ratios to be Unlike the general cyclic case, here we can exactly determine the numbers of positive and negative eigenvalues. Moreover, the limit as p goes to infinity of the ratio equals Hence the ratio is:
N (∆ p ) = 3p + 8 2(3p + 4) = 1 2 + 2 3p + 4 .
Orbit Polynomial and Chern Orbit Classes
The goal of this section is to describe how the group-invariant Hermitian polynomials Φ Γ arise in the context of representation theory. Theorem 6.1 will express the invariant polynomial Φ Γ in terms of the orbit Chern classes. We begin by recalling some basic definitions. In particular, we define the orbit polynomial and orbit Chern classes as in [19] .
Let π : G → U (n) be a unitary representation of a finite group G. Let C[z 1 , · · · , z n ] denote the polynomial algebra in n variables over C. We define a group action on the polynomial algebra by (g · h)(z 1 , · · · , z n ) = h(π(g −1 )(z 1 , · · · , z n ))
where h ∈ C[z 1 , · · · , z n ] and g ∈ G. The set of fixed points of this action is the set of group-invariant polynomials in C[z 1 , · · · , z n ]. Denote the set of fixed points of the action by
Despite this notation the set of fixed points depends on the representation of the group. Define G · h to be the G-orbit corresponding to h ∈ C[z 1 , · · · , z n ]. Following [19] define the orbit polynomial of G · h by φ G·h (X) = b∈G·h (X + b).
Expanding the product we get
