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Abstract
The aim of this work is to prove C1 weak Palis conjecture for non-
singular flows. Weak Palis conjecture claims that a generic vector field
either is Morse-Smale or exhibits horseshoes. Central model is come up
with by Crovisier to obtain homoclinic intersection for diffeomorphisms.
We adapt his method for nonsingular flows.
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erty
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1 Introduction
Birkhoff-Smale theorem says that transverse homoclinic intersection of periodic orbit is
equivalent to the existence of horseshoe. Horseshoe is a dynamic mechanism discovered
by Smale leading to deterministic chaos. On the other hand, there is a class of systems
with extremely simple gradient structure: the chain recurrent set consists of finitely
many critical elements, and the stable and unstable manifolds of these critical elements
intersect transversely. This class is the Morse-Smale system. According to the theory
of Peixoto [15], Morse-Smale systems are open and dense among C1 vector fields on
any closed surface. One would ask if there are typical dynamics beyond these two on
general compact manifolds.
Weak Palis Conjecture [13, 14]. Morse-Smale systems and systems exhibiting
horseshoes are dense among all systems.
For discrete dynamics, C1 weak Palis conjecture has been solved by Crovisier [7].
The solution of the two dimensional case is contained in Pujals-Sambarino [16]. Wen [18]
studied generic diffeomorphisms away from homoclinic tangencies and heterodimen-
sional cycles, based on which Bonatti-Gan-Wen [3] and Crovisier [7] solved the three-
dimensional and general dimensional cases respectively. In Cr topology with r > 1,
there is no breakthrough till now.
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In the presence of singularities, vector fields may display robust pathological dy-
namics [9, 12]. For weak Palis conjecture of flows, an advance is made by Gan-Yang [8]
recently. Gan-Yang [8] prove C1 weak Palis conjecture for three-dimensional singu-
lar flows. Actually, they show any nontrivial chain recurrent class of a generic flow
away from homoclinic tangencies is a homoclinic class. Here homoclinic tangency is
a point where the stable manifold and unstable manifold of a periodic orbit intersect
nontransversely. A chain recurent class is a maximal transitive set in the weak sense,
about which we will explain later.
In this paper, we deal with nonsingular flows. It is believed nonsingular flows
resemble diffeomorphisms [8]: one can use Poincare´ maps to convert problems to the
diffeomorphic ones. And moreover we are able to adapt Crovisier’s central model.
Although there has been some results about higher dimensional singular flows [11], we
are not able to handle singularities here.
Before stating the main results, let us introduce some notations.
Let Md be a C∞ compact Riemannian manifold. X 1(M) is the collection of C1
vector fields on M . NS is the subset of nonsingular C1 vector fields. MS denotes
Morse-Smale systems. HS consists of vector fields exhibiting horseshoes.
Theorem 1. MS ∪HS are dense among NS in the C1 topology.
A heterodimensional cycle consists of two hyperbolic periodic orbits of different
indices, say O(p) and O(q), such that Ws(O(p)) ∩ Wu(O(q)) 6= ∅ and Ws(O(q)) ∩
Wu(O(p)) 6= ∅. Wen [17, 18] studied generic diffeomorphisms away from homoclinic
tangencies and heterodimensional cycles. His results ensure that any minimally hy-
perbolic set admits partially hyperbolic splitting into three directions with the center
one dimensional.
Let X ∈ X 1(M), ϕt is the flow generated by X and Φt is the associated flow on
TM . Sing(X) is the collection of singularities of X. Denote
N = NX = {v ∈ TxM | 〈v,X(x)〉 = 0, x ∈M \ Sing(X)}.
The linear Poincare´ flow ψt is defined as
ψt(v) = π(Φt(v)), v ∈ N ,
with π the orthogonal projection to N .
A nonsingular set Λ is partially hyperbolic with respect to ψt, if there is a continuous
splitting N = V s ⊕ V c ⊕ V u , T > 0 and 0 < λ < 1, such that for any x ∈ Λ and
t ≥ T ,
‖ψt|V s(x)‖ < λ, ‖ψ−t|V u(x)‖ < λ,
‖ψt|V s(x)‖‖ψ−t|V c(ϕt(x))‖ < λ,
‖ψt|V c(x)‖‖ψ−t|V u(ϕt(x))‖ < λ.
V s, V c and V u are respectively the stable bundle, center bundle and unstable bundle.
As the first step in our arguments, we obtain a result of Wen’s type for nonsingular
flows.
Theorem 2. Let X ∈ X 1(M) be a generic vector field away from homoclinic
tangencies and heterodimensional cycles. Then any nonsingular nontrivial chain re-
current class either is a homoclinic class or contains a minimal set which is partially
hyperbolic with one-dimensional center with respect to ψt.
A chain transitive set is aperiodic if it contains no periodic orbit. For a nonsingular
aperiodic chain transitive set which is partially hyperbolic with one-dimensional center
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with respect to ψt, we are able to get transverse homoclinic points in its arbitrarily
small neighborhood.
Theorem 3. For a generic vector field X ∈ X 1(M), any nonsingular aperiodic
chain transitive set which is partially hyperbolic with one-dimensional center with re-
spect to ψt is contained in the closure of nontrivial homoclinic classes of X.
Our main theorem (Theorem 1) is deduced from Theorem 2 and Theorem 3.
Question. It is proved in [4, 8] that any nonsingular chain transitive set of a
generic three-dimensional flow away from homoclinic tangencies is hyperbolic (hence
contained in a homoclinic class). One would ask whether or not any nontrivial chain
recurrent class of a generic C1 diffeomorphism away from homoclinic tangencies and
heterodimensional cycles is a homoclinic class (not just approximated by homoclinic
classes)? Furthermore, is any nonsingular chain recurrent class of a generic vector field
away from homoclinic tangencies and heterodimensional cycles a homoclinic class?
This paper is organized as follows:
• Section 2 contains the definitions, notations and a list of generic properties
enjoyed by C1 vector fields;
• The proof of the main theorem is given in section 3;
• Certain properties of a generic C1 vector field away from homoclinic and hete-
roclinic intersections are listed in section 4. Theorem 2 is proved in this same
section;
• In section 5, we follow the ideas of Crovisier to construct central model for non-
singular chain transitive set which is partially hyperbolic with one-dimensional
center w.r.p.t. the linear Poincare´ flow. Nontrivial homoclinic class can be ob-
tained as in the diffeomorphic case. The proof of Theorem 3 is given at the end
of this section.
2 Preliminaries
2.1 Definitions and notations
There exists r0 > 0 such that for any x ∈ M
d, expx : TxM(r0) → M is injective. Let
X ∈ X 1(M) and x a regular point of X. For any 0 < r ≤ r0, define
Nx(r) = expx(Nx(r)).
For any t ∈ R, there exists 0 < δ(x, t) ≤ r0 such that X is transverse to Nx(δ), and
that the Poincare´ map
Px,t : Nx(δ)→ Nϕt(x)(r0)
is well-defined.
2.1.1 Poincare´ map versus liner Poincare´ flow
Given any x ∈ M \ Sing(X), there exists a small neighborhood U of x such that we
can suppose U ⊂ Rd, x the origin and that the Riemannian metric differs little from
the Euclidean metric on U . Moreover, we can assume:
• X(0) = (1, 0, · · · , 0), N0(r0) ⊂ {0} × Rd−1;
• For any z ∈ U, X(z) =
∑d
i=1 fi(z)ei with f1(z) 6= 0;
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• There exists an affine map Az from Rd−1 to R, such that for any z ∈ U
Nz = {(Az(v), v) | v ∈ R
d−1};
• Fixing z = ϕt(0) ∈ U with |t| small, there exists rz > 0 such that Nz(rz) ∈ U .
Since X(z) is transverse to Nz, for any y ∈ Rn−1 with |y| small, there exists t(y)
close to t such that ϕt(y)(y) ∈ Nz(rz), and t(y) is a C
1 function of y.
Define P (y) = ϕt(y)(y). Then P (y) is the Poincare´ map satisfying P (0) = z and
P (y) ∈ Nz(rz). Futhermore,
dyP (y) = dyϕt(y)(y) +X(ϕt(y)) · dyt(y).
For any v ∈ N0,
dyP (0)(v) = dyϕt(0)(v) +X(z)〈dyt(0), v〉 ∈ TzNz(rz).
Consequently one has
dyϕt(0)(v) = dyP (0)(v)−X(z)〈dyt(0), v〉.
Note that TzNz(rz) = Nz and that TzM = Nz ⊕ R(X(z)). So dyP (0)(v) is the
projection of dyϕt(0)(v) along X(z) onto Nz. Since Nz is the perpendicular to X(z),
dyP (0)(v) is the orthogonal projection of dyϕt(0)(v) to Nz. Therefore dyP (0) is linear
Poincare´ map. Consequently the derivative of Poincare´ map equals the linear Poincare´
map.
2.1.2 Chain recurrence [5]
For any t ≥ 1, ǫ > 0, xi ∈ M and ti ≥ t with 1 ≤ i ≤ k, {x1, · · · , xk; t1, · · · , tk} is a
(t, ǫ)-orbit provided
d(ϕti(xi), xi+1) < ǫ, i = 1, · · · , k − 1.
A point y ∈ M is said to be chain attainable from x if for any t ≥ 1 and ǫ > 0,
there exists an (t, ǫ)-orbit {x1, · · · , xk; t1, · · · , tk} such that x1 = x, xk = y.
The chain recurrent set of a vector field X is the collection of point that is chain
attainable from itself, and is denoted by R(X).
It is obvious that chain attainability is an equivalence relation on R(X). A equiv-
alence class is called chain recurrent class.
A compact invariant set Γ of X is chain transitive, if y is chain attainable from x
for any x and y ∈ Γ.
A compact invariant set Λ is hyperbolic, if there exist a continuous splitting TΛM =
Es ⊕ 〈X〉 ⊕ Eu, T > 0, and 0 < λ < 1 such that for any t > T, x ∈ Λ,
‖ϕt|Es(x)‖ < λ, ‖ϕ−t|Eu(x)‖ < λ,
with 〈X〉 the line field generated by X. Note that in a hyperbolic set, a singularity is
isolated from regular points.
A vector field X is said to be hyperbolic if R(X) is a hyperbolic set. This is
equivalent to thatX satisfies Axiom A and the no cycle condition: R(X) is decomposed
into finitely many isolated basic sets which are naturally partially ordered and the
system is gradient-like modulo R(X). Especially, a Morse-Smale system is hyperbolic.
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2.1.3 Homoclinic and heteroclinic intersection
Let O(p) a hyperbolic orbit of X. The homoclinic class of O(p) is the closure of
transverse homoclinic orbits of O(p), and is denoted by H(O(p)). By the shadowing
theorem, a hyperbolic chain recurrent class is a homoclinic class.
An periodic orbit O(q) is homoclinically related to O(p), if the stable manifold of
O(p) intersects the unstable manifold of O(q) transversely and the stable manifold of
O(q) intersect transversely the unstable manifold of O(p). According to the λ-Lemma,
being homoclinic related determines a transitive binary relation among hyperbolic
periodic orbits. By Birkhoff-Smale theorem, H(O(p)) is the closure of periodic orbits
homoclinically related to O(p).
Homoclinic tangency is a point where the stable manifold and unstable manifold
of a periodic orbit intersect nontransversely. A heterodimensional cycle consists of two
periodic orbits of different indices, say O(p) and O(q), such that the stable manifold
of O(p) intersects the unstable manifold of O(q) and vice versa. Due to the dimen-
sional inadequence, at least one heteroclinic intersection of a heterodimensional cycle
is nontransversal. An arbitrarily small Cr perturbation of homoclinic tangencies and
heterodimensional cycles can create transverse homoclinic orbits.
2.1.4 Dominated splitting
Let Λ be a compact invariant set, T > 0 and λ > 0. A continuous splitting TΛM =
E ⊕ F is a (T, λ)-dominated splitting if for any x ∈ Λ, t ≥ T ,
‖dϕt|E(x)‖‖dϕ−t|F (ϕt(x))‖ < e
−λt.
Suppose moreover Λ is nonsingular, i.e. Λ ⊂ M \ Sing(X), and there exists a
continuous splitting NΛ = ∆cs ⊕∆cu such that for any x ∈ Λ and t ≥ T ,
‖ψt|∆cs(x)‖‖ψ−t|∆cu(ϕt(x))‖ < e
−λt,
then Λ is said to admit a (T, λ)-dominated splitting with respect to ψt.
2.2 A C1 generic vector field
Given a vector field X ∈ X 1(M), a critical element of X is either a singularity or
a periodic orbit. X is Kupka-Smale if all of its critical elements are hyperbolic and
that the stable manifolds and unstable manifolds of the critical elements intersect
transversely. According to Kupka-Smale theorem, the collection GK−S consisting of
Kupka-Smale is a dense Gδ subset.
X 1(M) is a Baire space. A subset R of X 1(M) is residual if it contains a dense
Gδ subset. We say a generic X satisfies P if there exists a residual subset G such that
each element of G satisfies P .
Since M is a compact metric space, the collection of nonempty compact subsets
of M is nonempty and is denoted by K(M). For any K1, K2 ∈ K(M), define the
distance d(K1, K2) as
d(K1, K2) = max{ max
x1∈K1
d(x1, K2), max
x2∈K2
d(K1, x2)}.
This metric induces the Hausdorff topology on K(M), and under this metric K(M) is
compact. K(K(M)) is also a compact meric space.
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Definition 2.2.1. Assume B is a Baire space, Y is a compact meric space. A map
Θ : B → K(Y ) is lower semi-continuous at b ∈ B, if for any open set U of Y satisfying
U∩Θ(b) 6= ∅, there exists a neighborhood V of B such that for any z ∈ V , Θ(z)∩U 6= ∅.
Θ is said to be upper semicontinuous at b ∈ B, if for anyK ∈ K(Y ) withK∩Θ(b) =
∅, there exists a neighborhood V of b such that for any z ∈ V , one has Θ(z) ∩K = ∅.
A point at which Θ is both lower and upper semi-continuous is called a continuity
point. Θ is lower semi-continuous ( or upper semi-continuous ) if it is lower semi-
continuous ( upper semi-continuous ) at every point of B. Θ is semi-continuous if it
is either lower or upper semi-continuous.
Remark 2.2.2. As indicated in [1], the collection of continuity points of a semi-
continuous map is residual.
We will list the C1 generic properties needed in this paper. They are shared by
the continuity points of certain semicontinuous dynamically related maps defined on
X 1(M).
Lemma 2.2.3. There is a dense Gδ set G ⊂ X
1(M), such that for any X ∈ G the
following statements are satisfied:
1. X is Kupka-Smale;
2. Any chain transitive set of X is approximated by hyperbolic periodic orbits in
the Hausdorff topology;
3. Any chain recurrent class of X containing periodic orbits is a homoclinic class;
4. Given a compact invariant set Λ ⊂ M , if there is a sequence {Xn} such that
Xn → X in the C
1 topology with periodic orbits O(pn) → Λ in the Hausdorff
topology, then Λ is the Hausdorff limit of periodic orbits of X itself;
5. Suppose Λ is a compact invariant set of M , there exists a sequence {Xn} approx-
imating X in the C1 topology, Hn is a nontrivial homoclinic class of Xn such
that Λ ⊂ limn→∞Hn. Then for any ǫ > 0, there exists nontrivial homoclinic
class H of X such that Λ ⊂ Bǫ(H).
Item 1 comes from Kupka-Smale theorem. According to Crovisier [6], there is a
dense Gδ set Gshadow, such that any chain transitive set of a vector field in Gshadow
can be approximated by periodic orbits in the Hausdorff topology, hence item 2 holds.
Item 3 is a consequence of C1 connecting lemma for pseudo-orbits [2]. Item 4 and 5
are by lower semicontinuity of the closure hyperbolic periodic orbits and the closure
of transverse homoclinic points respectively.
3 Proof of the main theorem
Proof of Theorem 1. Let NS denotes the collection of nonsingular vector fields. HP ⊂
X 1(M) consists hyperbolic vector fields. HT and HC are the subsets of vector fields
admitting homoclinic tangencies and heteroclinicdimensional cycles respectively.
Let’s consider NS ∩ G \ MS ∪HS . Since HT ⊂ HS, HC ⊂ HS and HP ⊂
MS ∪HS , one has G \MS ∪HS ⊂ G \ HT ∪ HC ∪HP .
For any X ∈ NS ∩ G \MS ∪HS , there exists a chain recurrent class Λ such that
Λ is not hyperbolic. Since X is nonsingular and generic, Λ is not reduced to a critical
element. By theorem 2, either Λ is a homoclinic class or Λ contains a minimal set Γ
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such that Γ is normally partially hyperbolic with one-dimensional center. The first
alternative is ruled out by the assumption. Applying Theorem 3, Γ is contained in the
closure of nontrivial homoclinic classes of X, a contradiction.
Therefore NS∩G\MS ∪HS = ∅. Since G is residual, the open set NS\MS ∪HS
is empty. So Morse-Smale systems and systems admitting horseshoes are C1 dense
among nonsingular flows. The proof of Theorem 1 is finished.
4 Generic C1 vector fields away from homoclinic
and heteroclinic intersections
4.1 Vector fields away from homoclinic tangencies
A vector field X is away from homoclinic tangency if X ∈ X 1(M) \ HT . Wen [17]
gives a characterization of diffeomorphisms away from homoclinic tangencies. Since
Frank’s lemma and the mechanism of homoclinic tangency [16] also hold for flows,
similar assertions [8] holds for flows away from homoclinic tangencies.
Lemma 4.1.1. [17, Theroem A] [8, Lemma 2.9] Given any X ∈ X 1(M) \HT , there
exists neighborhood V of X, λ > 0, δ > 0, N > 1, T > 1, such that for any Y ∈ V,
any periodic point p of Y with period τ ≥ T , any partition of [0, τ ]
0 = t0 < t1 < . . . < tℓ = τ,
with ti+1 − ti ≥ T for all 0 ≤ i ≤ ℓ− 1, the following statements are satisfied:
1. If ψτ (p) has an eigenvalue with modular in [(1− δ)
τ , (1 + δ)τ ], then there exists
eigenspace decomposition N (p) = V s(p)⊕V c(p)⊕V u(p), with V c(p) the subspace
associated to the eigenvalues with modular in [(1 − δ)τ , (1 + δ)τ ]. Moreover
dimV c = 1, for any 0 ≤ i ≤ ℓ− 1,
‖ψti+1−ti |ψti (V s(p))‖‖ψti−ti+1 |ψti+1 (V c(p))‖ ≤ e
−λ(ti+1−ti),
‖ψti+1−ti |ψti (V c(p))‖‖ψti−ti+1 |ψti+1 (V u(p))‖ ≤ e
−λ(ti+1−ti),
and that
ℓ−1∏
i=0
‖ψti+1−ti |ψti (V s(p))‖ ≤ Ne
−λτ ,
ℓ−1∏
i=0
‖ψti−ti+1 |ψti+1 (V u(p))‖ ≤ Ne
−λτ .
2. If ψτ (p) has no eigenvalue with modular in [(1 − δ)
τ , (1 + δ)τ ], then N (p) =
V s(p)⊕ V u(p) is the eigenspace decomposition, and for any i = 0, · · · , ℓ− 1,
‖ψti+1−ti |ψti (V s(p))‖‖ψti−ti+1 |ψti+1 (V u(p))‖ ≤ e
−λ(ti+1−ti).
Moreover one has either
ℓ−1∏
i=0
‖ψti+1−ti |ψti (V s(p))‖ ≤ Ne
−λτ ,
ℓ−1∏
i=0
‖ψti−ti+1 |ψti+1 (V u(p))‖ ≤ N ;
or
ℓ−1∏
i=0
‖ψti+1−ti |ψti (V s(p))‖ ≤ N,
ℓ−1∏
i=0
‖ψti−ti+1 |ψti+1 (V u(p))‖ ≤ Ne
−λτ .
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4.2 Generic nonsingular chain transitive set away from
homoclinic tangencies and heterodimensional cycles
Wen [18, 19] combined Liao’s sifting lemma and Liao’s shadowing lemma to an elegant
result called Liao’s selecting lemma. His result applies to diffeomorphisms. With no
more efforts, there is a version for nonsingular flows.
Lemma 4.2.1. [18, Proposition 3.7] Let Λ be a nonsingular compact invariant set
of X, Λ admits (T, λ) dominated splitting NΛ = ∆
cs ⊕∆cu of index i with respect to
ψt for some 1 ≤ i ≤ d− 2. Moreover assume:
1. there exists b ∈ Λ satisfying
n−1∏
j=0
‖ψT |∆cs(ϕjT (b))‖ ≥ 1,
for all n ≥ 1.
2. (The tilda condition) there exist λ1 and λ2 with 0 < λ2 < λ1 < λ such that for
any x ∈ Λ satisfying
n−1∏
j=0
‖ψT |∆cs(ϕjT (x))‖ ≥ e
−λ2nT ,
for all n ≥ 1, ω(x) contains a point c ∈ Λ satisfying
n−1∏
j=0
‖ψT |∆cs(ϕjT (c))‖ ≤ e
−λ1nT ,
for all n ≥ 1.
Then for any λ3 and λ4 with 0 < λ4 < λ3 < λ2 and any neighborhood U of Λ, there
exists a hyperbolic periodic orbit O of X of index i contained entirely in U with a point
q ∈ O such that
m−1∏
j=0
‖ψT |V s(ϕjT (q))‖ ≤ e
−λ4mT ,
[
τ(q)
T
]−1∏
j=m−1
‖ψT |V s(ϕjT (q))‖ ≥ e
−λ3([
τ(q)
T
]−m+1)T ,
for m = 1, · · · , [ τ(q)
T
], with τ (q) denotes the period of q and V s the stable bundle of O.
Remark 4.2.2. With similar arguments as in [18, Lemma 3.8], if a nonsingular compact
invariant set with dominated splitting of index i satisfies the two conditions of Liao’s
selecting lemma, then it intersects a homoclinic class of index i.
A compact invariant set Λ of a vector field X is minimally nonhyperbolic if Λ is
not hyperbolic while any proper compact invariant set of Λ is hyperbolic. Since being
hyperbolic is an open property, by Zorn’s lemma every compact invariant set which is
not hyperbolic contains a minimally nonhyperbolic set.
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4.3 Proof of Theorem 2
Proof of Theorem 2. Recall HT andHC denote the subset of C1 vector fields admitting
homoclinic tangencies and the subset with heterodimensional cycles respectively.
Given any X ∈ (X 1(M) \ HT ∪HC) ∩ G, any nonsingular chain recurrent class Λ
of X that is not hyperbolic. Since X is a generic vector field, Λ is not reduced to a
periodic orbit.
If Λ contains a periodic orbit, then Λ is a homoclinic class.
Assume Λ has no periodic points. Since Λ is not hyperbolic, there exists a mini-
mally nonhyperbolic set Γ ⊂ Λ: any proper compact invariant subset of Γ is hyperbolic.
Γ is minimal. Otherwise, by the Shadowing Lemma and the generic assumption, Γ is
contained in a homoclinic class. Hence Λ is a homoclinic class, a contradiction.
For any neighborhood Un of X and any neighborhood Un of Γ, there exists Xn ∈
Un admitting a nonhyperbolic periodic orbit O(pn) in Un. Otherwise, there is a
neighborhood U of X and U of Γ, such that for any Y ∈ U , any periodic orbit of
Y entirely contained in U is hyperbolic. That is to say X is a star flow in U [11].
Consequently Γ is hyperbolic, a contradiction. Let Γ′ ⊂ Γ be a limit point of {O(pn)}
in the Hausdorff topology. Since Γ is minimal, Γ′ = Γ.
By the assumption that X is away from homoclinic tangency, Γ admits dominated
splitting: there exists T > 0 and λ > 0 such that for any x ∈ Γ, N (x) = V1(x) ⊕
V2(x)⊕ V3(x) with dim V2(x) = 1, and
‖ψT |V1(x)‖‖ϕ−T |V2(ϕT (x))‖ ≤ e
−λT ,
‖ψT |V2(x)‖‖ϕ−T |V3(ϕT (x))‖ ≤ e
−λT .
claim 4.3.1. V1 is contracted.
Proof of the claim. Suppose V1 is not contracted, then there exist x0 ∈ Γ such that
n−1∏
i=0
‖ψT |ψiT (V1(x0))‖ ≥ 1
for any n ≥ 1.
To apply Liao’s Selecting Lemma, check if the tilda condition is satisfied. Suppose
the tilda condition is satisfied. By Remark 4.2.2. Γ intersects a homoclinic class, hence
Λ is a homoclinic class. So the tilda condition is not satisfied. For any 0 < λ1 < λ,
there exists x ∈ Γ, such that for any y ∈ ω(x), there exist n = n(y) with
n−1∏
i=0
‖ψT |ψiT (V1(y))‖ > e
−λ1nT .
On the other hand, it is obvious that τ (pn)→ +∞, and that
[
τ(pn)
T
]−1∏
i=0
‖ψXnT |ψXn
iT
(V s(pn))
‖ ≤ CNe−τ(pn)λ
for C = sup0≤t≤T ‖ψ−t‖.
Let kn ∈ N such that
kn−1∏
i=0
‖ψXnT |ψXn
iT
(V s(pn))
‖ ≥ CNe−knTλ1 ,
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n−1∏
i=0
‖ψXnT |ψXn
iT
(V s(pn))
‖ ≤ CNe−nTλ1 , n = kn + 1, · · · , [
τ (pn)
T
].
It is easy to see that [ τ(pn)
T
]−kn → +∞ as n→ +∞. Let xn = ϕknT (pn). Suppose
{xn} accumulate to some x0 ∈ Γ, then for any n ≥ 1
n−1∏
i=0
‖ψT |ψiT (V1(x0))‖ ≤ e
−λ1nT .
Hence ω(x) is a proper subset of Γ, a contradiction to the fact that Γ is minimal.
Similarly, V3 is expanded. The proof of Theorem 2 is finished.
5 Creation of homoclinc intersection
5.1 About central model
Central model is come up with by Crovisier [7] to study partially hyperbolic chain
transitive set with one-dimensional center. It is applied to the creation of homoclinic
intersections. Let’s recall the related definitions and properties in [7].
Definition 5.1.1. [7, Definition 2.1] A central model is a pair (Kˆ, fˆ), where Kˆ is a
compact metric space, fˆ is a continuous map from Kˆ× [0, 1] to Kˆ× [0,+∞) such that:
• fˆ(Kˆ × {0}) = Kˆ × {0};
• fˆ is a local homeomorphism in a small neighborhood of Kˆ × {0};
• fˆ is a skew-product: there exist two maps fˆ1 : Kˆ → Kˆ and fˆ2 : Kˆ × [0, 1] →
[0,+∞) such that for any (x, t) ∈ Kˆ × [0, 1], one has
fˆ(x, t) = (fˆ1(x), fˆ2(x, t)).
Definition 5.1.2. [7, Definition 2.2] A central model (Kˆ, fˆ) has a chain-reccurent
central segment if there exists a nontrivial segment I = {x} × [0, a] contained in a
chain transitive set of fˆ .
Definition 5.1.3. [7, Definition 2.4] A subset S of the product Kˆ× [0,+∞) is a strip
if for any point x ∈ Kˆ, the intersection S ∩ ({x} × [0,+∞)) is an interval containing
{x} × {0}.
Proposition 5.1.4. [7, Proposition 2.5] Let (Kˆ, fˆ) be a central model with chain
transitive base. Then the following two properties are equivalent:
• There is no chain-recurrent central segment;
• There exists strip S in Kˆ × [0, 1] that is in arbitrarily small neighborhoods of
Kˆ × {0} and either fˆ(cl(S)) ⊂ int(S) or fˆ−1(cl(S)) ⊂ int(S).
5.2 Central model for nonsingular chain transitive set
5.2.1 Construction of central model
Assume K is a nonsingular compact invariant set of X ∈ X 1(M), ψt is partially
hyperbolic with one dimensional center on K. To be precise, assume that there exist
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a continuous invariant splitting V s ⊕ V c ⊕ V u of NK and T > 0 large enough, such
that dimV c = 1 and for any x ∈ K,
‖ψT |V s(x)‖ ≤ 1/4, ‖ψ−T |V u(x)‖ ≤ 1/4,
moreover,
‖ψT |V s(x)‖‖ψ−T |V c(ϕT (x))⊕V u(ϕT (x))‖ ≤ 1/4,
‖ψT |V s(x)⊕V c(x)‖‖ψ−T |V u(ϕT (x))‖ ≤ 1/4.
According to the theory in [10], there exists invariant plaque family associated to
a dominated splitting. The construction of central model will be better illustrated by
the process of cooking up the central invariant plaque family. So let us give the details
of obtaining invariant plaque families here.
Since K ⊂M \ Sing(X), there exist r > 0 and δ > 0, such that for any x ∈ K, the
Poincare´ map
PT,x : Nx(δ)→ NϕT (x)(r)
is well-defined. Its lift on the normal bundle
PT,x : Nx(δ)→ NϕT (x)(r)
is defined as PT,x = exp
−1
ϕT (x)
◦PT,x ◦ expx. Hence we have PT : NK(δ) → NK(r)
defined as
PT (x, v) = (ϕT (x),PT,x(v)).
We can take δ > 0 small enough such that PT,x − ψT,x is a small Lipschitz map.
Utilizing bump functions to glue PT and ψT , we obtain P˜T : NK → NK such that
P˜T − ψT is a small Lipschitz map on each fibre and P˜T |N ( 1
2
δ) = PT |N ( 1
2
δ).
According to [10, Theorem 5.5], for any x ∈ K, there exist
hx : V
c
x ⊕ V
u
x → V
s
x , gx : V
s
x ⊕ V
c
x → V
u
x ,
such that
hx(0) = 0, Dhx(0) = 0, lip(hx) < 1,
gx(0) = 0, Dgx(0) = 0, lip(gx) < 1.
Moreover,
P˜T (graph(hx)) = graph(hϕT (x)), P˜T (graph(gx)) = graph(gϕT (x)).
Let jx : V
c
x → V
s
x ⊕ V
u
x such that
graph(jx) = gragh(hx) ∩ graph(gx).
Then one has
jx(0) = 0, Djx(0) = 0, lip(jx) < 1.
According to the construction, {hx}x∈K , {gx}x∈K and {jx}x∈K are continuous
families of C1 maps.
For any 0 < ξ < 1
2
δ, define
W cuξ (x) = expx(gragh(hx|Bcu(ξ))),
W csξ (x) = expx(gragh(gx|Bcs(ξ))),
W cx(ξ) = exp(gragh(jx|Bc(ξ))).
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Then one has
PT,x(W
cu
x (ξ)) ⊂W
cu
ϕT (x)
(r),
PT,x(W
cs
x (ξ)) ⊂W
cs
ϕT (x)
(r),
PT,x(W
c
x(ξ)) ⊂W
c
ϕT (x)
(r).
If V cK is orientable, then ψT preserves the orientation of V
c
K . Fixing an orienta-
tion of V cK , we can define the positive half V
c
K,+ in a natural way. There exists an
isomorphism i : K × [0,+∞)→ V cK,+ such that V
c
K,+(
1
2
δ) = i(K × [0, 1]).
Suppose V cK is not orientable. Then there is a two-fold covering map iˆ : Kˆ → K
and over iˆ a bundle map
i : Kˆ × [0,+∞)→ V cK .
i is onto and is injective outside Kˆ ×{0}. We can also assume i(Kˆ × [0, 1]) = V cK(
1
2
δ).
To simplify notations both K × [0,+∞) and Kˆ × [0,+∞) are denoted as Kˆ ×
[0,+∞). Let id× (id, j) : V cK → NK be defined by
id× (id, j)(x, v) = (x, v + jx(v)),
for any x ∈ K and v ∈ V cx . Then we have the following commuting diagram:
Kˆ × [0, 1]
i

fˆ
// Kˆ × [0,+∞)
i

V cK(
1
2
δ)
id×(id,j)

V cK
id×(id,j)

NK( 12δ)
exp

NK
exp

M
PT
// M
Denote π = exp ◦(id× (id, j))◦ i. According to the construction, (Kˆ, fˆ) is a central
model satisfying:
• ∀xˆ ∈ Kˆ, π({xˆ} × [0, 1]) ⊂ Nπ(xˆ)(δ);
• π semiconjugates fˆ and PT :
π ◦ fˆ |{xˆ}×[0,1] = PT,π(x) ◦ π|{xˆ}×[0,1];
• ∀xˆ ∈ Kˆ, π({xˆ} × [0, 1]) is tangent to V c at x = π(xˆ, 0) = π(xˆ). By taking δ
sufficiently small, π({xˆ} × [0, 1]) is a C1 curve almost tangent to V c.
From now on X ∈ G for G as in section 2.2. Assume Γ is a compact aperiodic chain
transitive set which is partially hyperbolic with one dimensional center with respect
to ψt. Γ is contained in a compact invariant set K which is partially hyperbolic set
with one dimensional center. K can also be required to has periodic orbits arbitrarily
close to Γ in the Hausdorff topology.
As in section 5.2.1., K has central model (Kˆ, fˆ), the restriction of (Kˆ, fˆ) to Γ is a
central model (Γˆ, fˆ).
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5.2.2 (Γˆ, fˆ) has chain-recurrent central segment
Assume γˆ ⊂ {xˆ} × [0, 1] is a chain-recurrent central segment of (Γˆ, fˆ) for some xˆ ∈ Γˆ
and γ = π(γˆ). Let Γ˜ be the chain recurrent class of X containing γ ∪ Γ.
Since X ∈ G, there exist periodic orbits arbitrarily close to Γ˜. Take z ∈ intγ, for
any small neighborhood U of z on Nπ(xˆ)(δ), there exists periodic point p of X in U . If
N sK is trival, then W
uu(O(p)) intersects γ transversely, consequently O(p) ⊂ Γ˜, Γ˜ is
a homoclinic class by the generic assumption. When N uK is trivial we have the same
conclusion.
Suppose neither N sK nor N
u
K are trivial, by arguments similar to the diffeomorphic
case [7], there exists x, y ∈ γ such that W uu(O(p)) ∩W ss(x) 6= ∅, and W ss(O(p)) ∩
W uu(y) 6= ∅. Therefore O(p) is in the same chain recurrent class as γ, as a result Γ is
contained in a homoclinic class.
5.2.3 (Γˆ, fˆ) has no chain-recurrent central segment
If (Γˆ, fˆ) has no chain-recurrent central segment, then (Γˆ, fˆ) or (Γˆ, fˆ−1) has arbitrarily
small trapping strip.
We may as well assume S is an arbitrarily small open strip and fˆ(clS) ⊂ S .
Lemma 5.2.1. (Kˆ, fˆ) has arbitrarily small trapping strip.
Proof. S can be looked on as the lower part of a function σ : Γˆ→ [0,+∞). S being
open, σ is lower semicontinuous. Since fˆ(clS) and Kˆ × [0,+∞) \ S are disjoint, there
are disjoint open sets U, V of Kˆ× [0,+∞) such that fˆ(clS) ⊂ U , Kˆ× [0,+∞)\S ⊂ V .
Let Kˆ0 be the maximal invariant set within the projection of cl(V ) on Kˆ. Define
ρ : Kˆ0 → [0,+∞) as
ρ(x) = inf{t|(x, t) ∈ cl(V ), x ∈ Kˆ0}.
It is easy to see that ρ is lower semicontinous. Let B be the lower part of ρ, then
B is open. By taking V arbitrarliy small and that fˆ is continuous, fˆ(clB)) ⊂ B, hence
B is a trapping strip of (Kˆ0, fˆ).
Note that B can be arbitrarily close to S by taking V arbitrarily small. Hence
reducing Kˆ if necessary, Kˆ admits arbitrarily small trapping strip and also denoted
by S . The proof is finished.
Define I = ∩n≥0fˆ
n((S)), σxˆ = π(S ∩{xˆ}× [0, 1]), γxˆ = π(I ∩{xˆ}× [0, 1]). Since S
is a trapping strip and I is fˆ -invariant, one has PT (σ¯xˆ) ⊂ σfˆ(xˆ) and PT (γxˆ) = γfˆ(xˆ).
It is easy to see that {σ¯xˆ}xˆ∈Kˆ vary lower semicontinuous with respect to xˆ in
the Hausdorff topology and {γxˆ}xˆ∈Kˆ vary upper semicontinous. Consequently for
any ǫ > 0, there is ǫ1 > 0, such that for any xˆ, yˆ with d(xˆ, yˆ) < ǫ1, γxˆ is in the
ǫ-neighborhood of σyˆ .
Suppose x = π(xˆ) is a periodic point of X, we have shown γxˆ is PT -invariant.
Actually, γxˆ is Pt invariant for any t ∈ R.
Lemma 5.2.2. Pt(γxˆ) = γϕˆt(x) for any periodic x = π(xˆ) ∈ K, t ∈ R.
Proof. Assume Ind(x) = dimV s+1. For any t ∈ R, Pt(γxˆ) and γϕˆt(x) are tangent
to V c at ϕt(x). There are neighborhoods U1, U2 of ϕt(x) in Pt(γxˆ) and γϕt(x)(xˆ)
respectively such that
U1 ∪ U2 ⊂ W
s(O(x)) ∩Nϕt(x)(δ),
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and either
U1 ⊂
⊔
y∈U2
(W ss(y) ∩Nϕt(x)(δ)),
or
U2 ⊂
⊔
y∈U1
(W ss(y) ∩Nϕt(x)(δ)).
Consider the negative iterate, since the length of {γzˆ}zˆ ∈ Kˆ are uniformly bounded,
U1 ⊂ U2 or U2 ⊂ U1. Let U˜
t
1 be the maximal interval in Pt(γxˆ) ∩W
s(O(x)) and U t1
be the maximal interval in γϕˆt(xˆ) ∩W
s(O(x)). Obviously U˜ t1 = Pt(U
0
1 ).
claim 5.2.3. U˜ t1 = U
t
1
Proof of the claim. Otherwise, assume U˜ t1 $ U
t
1 (U
t
1 $ U˜
t
1 is proved similary). Let
y0 be on the other end of U˜
t
1 than ϕt(x), then y0 ∈ W
ss(y) for some y ∈ U t1, hence
y0 ∈ W
s(O(x)) and there is an open interval in Pt(γxˆ) containing y0 contained in
W s(O(x)) [3], a contradiction. The proof of the claim is finished.
Hence U t1 = U˜
t
1 = Pt(U
0
1 ). Let p be the other boundry point of U
0
1 than x,
t = 2τ (x), since U02τ = U
2τ
1 = P2τ (U
0
1 ) and P2τ preserve the orientation of V
c(x),
one has P2τ (p) = p. Consequently p is a periodic with τ (p) < 3τ (x) if the strip S
is sufficiently small. On the other hand τ (x) < 3τ (p), hence 1
3
< τ(p)
τ(x)
< 3. By the
generic assumption p is hyperbolic with Ind(p) = dimV s.
Continue this process, we may show γxˆ consists of finite hyperbolic periodic points
along with the intersection of their center manifolds with Nx(δ), and γxˆ is invariant
under Pt for any t. The proof of the lemma is finised.
From the proof of Lemma 5.2.2., γxˆ contains finitely many hyperbolic periodic
points. Denote the periodic point on the other end of γxˆ as Pxˆ and define stable
manifolds of hyperbolic periodic points in γxˆ on Nπ(xˆ)(δ) as W
s(γxˆ).
Lemma 5.2.4. [7, Lemma 3.11] There exists η > 0, such that for any periodic point
x = π(xˆ) ∈ K, the η-neighborhood of σxˆ on W
cs
π(xˆ)(δ) is contained in W
s(γxˆ). In
particular, the stable manifold of Pxˆ contains a half ball with radius η on W
cs
π(xˆ)(δ).
Proof. Without loss of generality, we can assume V s ⊥ V c. Since cl(S) ⊂ fˆ−1(S),
there exists η > 0 such that the η-neighborhood of cl(S) is contained in fˆ−1(S).
Especially, for any xˆ ∈ Kˆ, the η-neighborhood of σxˆ in π({xˆ} × [0, 1]) is contained in
P−1
T,π(xˆ)(σfˆ(xˆ)).
Assume z is in the η-neighborhood of σxˆ on W
cs
π(xˆ)(δ), z1 = PT,π(xˆ)(z) lies in a
small neighborhood of σfˆ(xˆ). There exists a curve γ1 starting from z1, nearly tangent
to V s, reaching π({fˆ(xˆ)}× [0, 1]) at z′1. Denote γ0 = P
−1
T,π(xˆ)(γ1). It is easy to see that
γ0 starts at z, be nearly tangent to V
s, hits π({xˆ}× [0, 1]) at some point z′. Moreover,
z′ ∈ P−1T,π(xˆ)(σfˆ(xˆ)), length(γ1) <
1
2
length(γ0) ≤
1
2
η.
Let z2 = P
2
T (z). Then z2 lies in a small neighborhood of σfˆ2(xˆ), there is a curve
γ2 starting at z2, nearly tangent to V
s, intersecting π({fˆ2(xˆ)}× [0, 1]) at z′2; P
−1
T (γ2)
goes through z1, is nearly tangent to V
s; P−2T (γ2) goes through z, nearly tangent to
V s, intersecting P−1
T,π(xˆ)(σfˆ(xˆ)) at some point in P
−1
T,π(xˆ)(σfˆ(xˆ)). Hence
z′2 ∈ PT (σfˆ(xˆ)), length(γ2) <
1
4
length(P−2T (γ2)) ≤
1
4
η.
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Continuing this process, for each zn = P
n
T (z), there exists a curve γn nearly tangent
to V s to reach π({fˆn(xˆ)} × [0, 1]) at z′n satisfying
length(γn) < (
1
2
)nη, z′n ∈ P
n−1
T (σfˆ(xˆ)).
Therefore we can see that the positive orbit of z approaches the γxˆ. Consequently
z ∈ W s(γxˆ). The proof is done.
To conclude, in the no chain-recurrent central segment case, we have shown that
for a periodic point x = π(xˆ) ∈ K,
• γxˆ is periodic and γxˆ contains finitely many periodic points;
• Pxˆ is a hyperbolic periodic point of index dimV
s + 1. By Lemma 5.2.4. the
stable manifold of Pxˆ contains a half ball with radius η on W
cs
π(xˆ)(δ), we denote
it by W s+(Pxˆ, η);
• V uK is nontrivial, otherwise the total volume of attracting basins of Pxˆ’s is infinite.
5.3 Homoclinic intersection from central model: Proof of
Theorem 3
Proof of Theorem 3. Let Γ be a nonsingular chain transitive set which is partially
hyperbolic with one dimensional center with respect to the linear Poincare´ flow. There
exists a compact invariant set K containing Γ such that there exist infinitely many
periodic orbits in K accumulating to Γ in the Hausdorff topology.
According to subsection 5.2.1., K has a central model (Kˆ, fˆ). Its restriction to Γ
is a central model (Γˆ, fˆ). If (Γˆ, fˆ) admits chain-recurrent central segment, then Γ is
contained in a homoclinic class by the arguments in subsection 5.2.2.
Hence we are reduced to consider the case when (Γˆ, fˆ) has no chain-recurrent
central segment. Then (Γˆ, fˆ) or its inverse has arbitrary small trapping strips. We
assume the former holds.
Reducing K if necessary, K has sufficiently small trapping strip. According to
whether V cΓ is orientable or not, the proof will be divided into two cases. In each case,
we are able to show that Γ is contained in the closure of nontrivial homoclinic classes.
Modulo this step, the proof of Theorem 3 is finished.
5.3.1 The nonorientable case
Suppose V cΓ is not orientable. For any x ∈ K, there exist xˆ1 and xˆ2 ∈ Kˆ such that
π(xˆ1) = π(xˆ2) = x. Define
σx = σxˆ1 ∪ σxˆ1 , γx = γxˆ1 ∪ γxˆ2 .
According to the analysis at subsection 5.2.3., if x, y ∈ K are periodic points suf-
ficiently close to each other, then γx is contained in a sufficiently small neighborhood
of σy , as a result the strong unstable manifold of any periodic point on γx intersects
W csy (δ) at some point in the η-neighborhood of σy . By Proposition 5.2.4. the inter-
secting point lies in the stable manifold of some periodic point on γy. With the generic
assumption, the intersection is transverse.
Take periodic points {xn}
+∞
n=1 ⊂ K from different orbits such that xn → x ∈ Γ, and
that τ (xn)tends to +∞ as n→ +∞. There exist n0 ∈ N, such that for any m,n ≥ n0,
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the unstable manifold of any periodic point on γxm intersects the stable manifold of
some periodic point on γxn transversely and vice versa. Let m be large enough such
that γxn0 ∩ γxm = ∅.
Define a binary relation ≺ on the collection of periodic orbits of X:
O(p) ≺ O(q) if W u(O(q)) ∩W s(O(p)) transversely outside O(q) ∪O(p).
By the λ-Lemma, the relation ≺ is transitive. Let p ∈ γxn0 be minimal under ≺
restricted to γxn0 , i.e. if q ∈ γxn0 such that O(q) ≺ O(p), then O(p) ≺ O(q).
According to the above arguments, there exists q ∈ γxm such that O(q) ≺ O(p),
and p′ ∈ γxn0 satisfying O(p
′) ≺ O(q). Therefore O(p′) ≺ O(p) holds. Since O(p) is
minimal on γxn0 , one has O(p) ≺ O(p
′) ≺ O(p). That is to say O(p) has transverse
homoclinic intersection.
5.3.2 The orientable case
Suppose V c is orientable, we are going to consider Pxˆ’s with x = π(xˆ) a periodic point.
Note that τ (Pxˆ)→ +∞ as τ (x)→ +∞. We may as well suppose V
s, V c and V u are
almost orthogonal.
Since K is nonsingular, there exists ǫ = ǫ(X,K, T, δ) > 0 such that for any Pxˆ,
Fxˆ = {y ∈M |∃z ∈ NPxˆ(ǫ), t ∈ [−2T, 2T ], y = Pt,Pxˆ(z)}
is a flowbox. Therefore, for any z ∈ NPxˆ (ǫ), 0 < |t| ≤ 2T , one has Pt,Pxˆ(z) /∈ NPxˆ(ǫ).
For Pxˆ with τ (Pxˆ) sufficiently large, choose an appropriate Txˆ ∈ [T, 2T ) such that
nxˆ =
τ(Pxˆ)
Txˆ
∈ N. For i = 0, · · · , nxˆ − 1, define
P ixˆ = ϕiTxˆ(Pxˆ).
Let Oixˆ = O(Pxˆ) ∩NP i
xˆ
(ǫ). By requiring τ (Pxˆ) large, O
i
xˆ 6= ∅ for some i.
For i = 0, · · · , nxˆ−1, if O
i
xˆ 6= ∅ define a
i
xˆ = min{d(P
i
xˆ, z)|z ∈ O
i
xˆ\{P
i
xˆ}}, otherwise
let aixˆ = 1.
Take 0 ≤ k ≤ nxˆ − 1 such that
axˆ = a
k
xˆ = min{a
i
xˆ|0 ≤ i ≤ nxˆ − 1} = d(P
k
xˆ , z),
for some z ∈ Okxˆ. It is easy to see that axˆ → 0 as τ (Pxˆ)→ +∞.
In what follows, for any Σ ⊂ M we call the connected component ofW s(O(x))∩Σ
containing x the stable manifold of x on Σ.
If V s is trivial, then V u is codimension-one modulo the flow direction. Note
that a codimension-one imbedded manifold separates the ambient manifold into two
components locally. By choosing xˆ such that τ (Pxˆ) is large enough, one has
• either the unstable manifold of P kxˆ on NPk
xˆ
(ǫ) intersects the stable manifold of
z on NPk
xˆ
(ǫ);
• or the unstable manifold of z on NPk
xˆ
(ǫ) intersects the stable manifold of P kxˆ on
NPk
xˆ
(ǫ).
Therefore O(Pxˆ) has nontrivial homoclinic orbits.
In case V s is nontrivial, with the aid of the orientation of V c, we have the following
three subcases [7]:
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1. the unstable manifold of P kxˆ on NPk
xˆ
(ǫ) intersects the stable manifold of z on
NPk
xˆ
(ǫ);
2. the unstable manifold of z on NPk
xˆ
(ǫ) intersects the stable manifold of P kxˆ on
NPk
xˆ
(ǫ);
3. the unstable manifold of P kxˆ is below the strong stable manifold of z on NPk
xˆ
(ǫ),
and the unstable manifold of z is below the strong stable manifold of P kxˆ on
NPk
xˆ
(ǫ).
The first two subcases imply there exist transverse homoclinic points associated
to O(Pxˆ).
In the third subcase, z and P kxˆ are in twist position [3, 7]. By arguments similar
to the diffeomorphic situation, there exists a constant C > 0, a point A in the strong
stable manifold of P kxˆ on NPk
xˆ
(ǫ), B in the unstable manifold of z on NPk
xˆ
(ǫ), and a
curve γ starting from B to A along the positive direction of V c such that:
• s = d(P kxˆ , A) and t = d(z,B) satisfy
1
C
axˆ < s < Caxˆ,
1
C
axˆ < t < Caxˆ;
• Let |γ| denote the length of γ, then |γ| = ǫ(axˆ)axˆ with ǫ(axˆ)→ 0 as axˆ → 0.
Let r(axˆ) =
√
ǫ(axˆ), Σ a ball on NPk
xˆ
(ǫ) centered A with radius rxˆ = r(axˆ)axˆ. A
flowbox F is defined as
F = {y ∈M |∃y′ ∈ Σ,−1 ≤ t ≤ 0, y = Pt,Pk
xˆ
(y′)}.
It can be verified that
1. O(Pxˆ) ∩ F = ∅;
2. O−(P−1,Pk
xˆ
(B)) ∩ F = ∅;
3. O+(A) ∩ F = ∅.
Since |γ| =
√
ǫ(axˆ)rxˆ and
√
ǫ(axˆ) tends to 0 as axˆ → 0, we can apply small C
1
perturbation by ǫ-kernel lift within F to obtain a vector field Z near X, such that
under the dynamics of ϕZt , A is on the positive orbit of P−1,Pk
xˆ
(B). Moreover,
A ∈ W sZ(OZ(Pxˆ)), P−1,Pk
xˆ
(B) ∈W uZ (OZ(Pxˆ)).
Therefore A is a homoclinic point of OZ(Pxˆ). By an arbitrarily small C
1 pertur-
bation, the homoclinic intersection is transverse.
Since OZ(Pxˆ) can be made arbitrarily close to Γ in the Hausdorff topology, Γ
is contained in arbitrarily small neighborhood of a homoclinic class of a vector field
arbitrarily close to X. By the generic assumption of X, Γ is contained in arbitrarily
small neighborhood of homoclinic classes for X itself.
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