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Sommaire
Le mandat consiste à développer un outil aﬁn de détecter les désordres alimentaires
chez le porc, dans le but de prévenir des problèmes de croissance ou de maladie potentiels.
L'outil proposé analyse les données récoltées sur 5 jours consécutifs (période mémoire)
pour prédire la consommation de la journée suivante. L'outil calcule ensuite la diﬀérence
entre la prédiction et les observations.
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Introduction
Dans un contexte où les porcheries sont des entreprises et que le but premier est de
produire un porc de qualité au moindre coût possible, les producteurs sont à l'aﬀût de
toutes nouveautés dans le domaine. À l'aide de poussées technologiques et de nouveaux
outils, il est maintenant possible de donner une alimentation de précision aux animaux
aﬁn de mieux répondre à leurs besoins[26][24].
Par alimentation de précision, on parle ici de distributrice individuelle avec laquelle
les animaux se nourrissent. À l'aide d'une puce dans une boucle d'oreille, l'animal se
présentant à la mangeoire est identiﬁé et est servi une nourriture correspondant le plus
possible à ses besoins nutritionnels. La machine contient donc quelques sortes de nourri-
ture qu'elle mélange au fur et à mesure pour ainsi avoir une grande souplesse et répondre
aux besoins spéciﬁques de tous les porcs. Elle permet également l'ajout de médicaments
dans la nourriture de certains porcs qui le nécessiteraient.
1
0.1 Positionnement du problème
Toutefois, ce genre d'installation coûte un peu plus cher que les installations tradi-
tionnelles [25][6], ce qui peut freiner l'élan de certains producteurs. Par contre, en plus de
ses diﬀérents bénéﬁces pour les animaux [34], ce type de machine récolte également des
données sur la consommation des animaux venus se nourrir. Ainsi, à chaque fois qu'un
animal va à la distributrice pour manger, à l'aide de sa puce d'identiﬁcation, la machine
enregistre la date et l'heure du passage, le temps passé à manger, ainsi que la quantité
consommée durant cette période.
La question s'est alors posée : peut-on utiliser ces données aﬁn de détecter des chan-
gements inhabituels dans la consommation des animaux, pouvant indiquer la présence
d'une maladie, et ainsi prévenir des épidémies dans la porcherie. Les pertes alors évitées
pourraient potentiellement contre-balancer le coût plus élevé de ce type d'installation.
0.2 Identiﬁcation du problème
Le porc est, comme l'humain, un mammifère omnivore. Aussi, ses habitudes alimen-
taires sont, comme nous, assez stables. De la même façon qu'un humain malade va, au
lieu de ses 3 repas réguliers par jour, manger et grignoter plus ou moins tout au long de
la journée, on s'attend à ce qu'un porc modiﬁe sensiblement ses habitudes alimentaires
s'il est malade et consomme de manière erratique. C'est ce qu'on cherchera à retracer à
l'aide des données fournies par l'alimentation de précision.
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On est alors confronté à trois problèmes :
 Déﬁnir ce qu'est une habitude alimentaire (et par complétion, ce qu'est un désordre
alimentaire)
 Empiriquement établir les habitudes alimentaires individuelles des porcs
 Dynamiquement être capable de calculer une certaine mesure de distance par rap-
port à cette normalité aﬁn de "diagnostiquer" un désordre alimentaire
Il faut donc arriver à trouver une certaine régularité dans la consommation, une cer-
taine périodicité peut-être même, et cela en restant dans des espaces métriques aﬁn de
pouvoir mesurer les écarts par rapport à cette régularité. Toutefois, le porc étant un
être vivant et non pas une machine, il est impératif que le modèle retenu ait une bonne
ﬂexibilité. Il doit tenir compte du moment et de la fréquence des visites à la mangeoire,
ainsi que de la quantité de nourriture ingérée à chaque fois.
De même, comme bien des maladies auront tendance à se propager assez rapidement,
et que de nouvelles données sont générées à chaque fois que le porc mange, le modèle
devra pouvoir s'actualiser relativement rapidement avec les nouvelles informations et
être en mesure de détecter des déviances à la normale le plus tôt possible. Un temps de
détection trop long rendra le processus de détection inutile au quotidien des producteurs.
De plus, étant donné qu'il faut établir une "normale" à laquelle se ﬁer, il est nécessaire
et naturel que le modèle est une certaine "mémoire" à partir de laquelle il soit en mesure
d'eﬀectuer une prédiction aﬁn de comparer les nouvelles données.
Il faut également que le modèle soit assez souple pour répondre aux particularités
individuelles de chaque porc, tout en étant capable de détecter des changements majeurs
de groupe. En eﬀet, si soudainement une journée tous les porcs de la porcherie changent
leurs habitudes alimentaires, il serait intéressant que le modèle soit capable de le détec-
ter et ne pas sous-entendre que ce sont tous des changements indépendants. Il est par
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contre possible de déﬁnir ce changement de groupe à partir des changements individuels,
dépendamment de la technique choisie et utilisée.
Étant donné que le modèle sera dynamique et qu'il se déﬁnira d'après des événements
réels et ayant eu lieu, on tendra à favoriser une approche empirique non-paramétrique,
aﬁn de ne pas imposer une structure aux données, mais plutôt les "laisser parler" d'elles-
mêmes. Ainsi, on évitera tout modèle nécéssitant des hypothèses trop fortes ou dont on
ne saurait garantir leur réalisme. De même, de par la nature d'un système en croissance,
on ne pourra pas, selon toute vraisemblance, voir le processus d'alimentation comme un
processus stationnaire dans son ensemble. Toutefois, selon la fenêtre temporelle utilisée, il
est possible que sur une période suﬃsament courte, le processus puisse être plutôt stable.
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Chapitre 1
Outils Mathématiques
Les outils mathématiques servant à la modélisation et la prédiction de données sont
nombreux. Toutefois, on se rendra compte que la nature même des données avantage
certains types d'analyse plus que d'autres.
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1.1 État de la situation
L'alimentation de précision existe expérimentalement pour des truies reproductrices
et certains autres animaux[4][32], mais, à notre connaissance, rien n'existe encore à ce qui
a trait à l'alimentation de précision de masse, et, par conséquence, encore moins en ce
qui concerne la surveillance alimentaire quotidienne d'une grande quantité d'animaux. Si
le gros bon sens permet à un petit producteur de surveiller ses quelques animaux à vue
et agir selon sa connaissance de ses porcs, maintenir un suivi de qualité quotidiennement
sur des miliers de bêtes doit se baser sur une analyse mathématique et informatique des
données recueillies. Comme rien n'existe encore dans le domaine, il est primordial de
commencer par évaluer quel type d'analyse est la plus appropriée.
1.2 Nature particulière des données
Les données recueillies sont des enregistrements à chacune des visites des porcs. Un
enregistrement correspond donc à une visite ayant un moment de début, un moment de
ﬁn et le total de nourriture consommée par l'animal durant sa visite.
Porc Mangeoire Conso.(kg) TempsDebut TempsFinal Jour
186 16 0.07 23:58:13 00:00:36 30Sep
104 9 0.08 23:58:48 00:02:32 30Sep
104 9 0.00 00:03:00 00:03:05 01Oct
181 16 0.07 00:00:36 00:05:20 01Oct
147 13 0.03 00:04:18 00:05:26 01Oct
090 8 0.12 00:01:50 00:05:33 01Oct
094 8 0.03 00:05:53 00:06:05 01Oct
121 11 0.09 00:03:19 00:06:16 01Oct
147 13 0.02 00:05:42 00:06:22 01Oct
Tableau 1.1  Extrait du ﬁchier de données brutes
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Chaque visite étant enregistrée indépendamment les unes des autres, il suﬃt que le
porc se retire la tête de la mangeoire un instant avant de continuer à manger et alors
une seconde visite est enregistrée. Il arrive même (dans des cas limites) que la suite du
"repas" soit enregistrée la journée suivante (comme le porc 104 dans le Tableau 1.1). Le
modèle retenu devra permettre une certaine souplesse à ce niveau.
De même, comme il s'agit d'êtres vivants, le modèle retenu devra être capable d'utiliser
les jeûnes, représentés par des non-enregistrements. Le fait qu'un porc ne mange pas
pendant un certain temps est une donnée importante, et ce même si aucune donnée n'est
en soit enregistrée à cet eﬀet.
Finalement, on ne peut pas non plus considérer comme nécessairement indépendantes
deux donnnées : en eﬀet, si un porc mange moins qu'à son habitude lors d'une de ses
visites, on est en droit de s'attendre à ce que sa prochaine visite soit plus grosse aﬁn de
compenser (et vice-versa). De même, la distance entre deux visites a un impact sur la
quantité consommée lors de la deuxième visite. Le modèle retenu ne devra donc pas sous-
entendre une indépendance complète entre les données, surtout si elles sont rapprochées
dans le temps.
1.3 Outils mathématiques associés à ces particularités
Plusieurs choix s'oﬀrent pour analyser ces données.
 Un modèle de processus stochastique avec 2 variables aléatoires (l'une étant le temps
entre les visites, et l'autre représentant la quantité ingérée lors des visites) semble à
première vue intéressant. Toutefois, de par la nature même des données, on ne peut
pas supposer l'indépendance entre ces variables (temps et quantité), non plus que
l'indépendance entre deux événements (deux visites).
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Utiliser ce type de modèle sous-entend donc d'imposer des lois de probabilités
conjointes et marginales sur les variables ; et donc, ou bien d'imposer des lois connues
avec des hypothèses contraignantes ou incertaines, ou bien alors d'estimer de nom-
breux paramètres aﬁn d'établir une loi empirique. N'ayant pas suﬃsament de don-
nées pour utiliser un tel modèle, on ne retiendra pas ce type d'analyse dans l'état
actuel des choses.
 Les séries chronologiques, par leur déﬁnition, se basent sur les données recuillies
à travers le temps pour décrire un phénomène et prédire en la suite. De même, il
est naturel de penser qu'il y a une certaine périodicité dans la consommation des
animaux et que la journée du lendemain devrait ressembler beaucoup à la journée
précédente. On serait alors tenter de regarder, ou bien les données brutes, ou bien
la transformée de Fourier de la courbe de consommation d'un porc, dans le but de
mesurer les écarts entre les consommations prédites et observées dans un certain
laps de temps.
Cependant, dans ce type de modèle, il est plutôt diﬃcile de modéliser la relation
entre les moments de prises alimentaires. Ainsi, un porc qui, pour une raison quel-
conque, mangerait en deux visites espacées de 30 secondes plutôt qu'en une seule
prise alimentaire ressortirait comme très diﬀérent par rapport à ses habitudes, alors
qu'il ne s'est peut-être que gratter un instant avant de continuer à manger.
 Une troisième voie consiterait à intégrer la fréquence des visites à la mangeoire avec
la quantité d'aliments ingérés en une seule variable. Ceci peut être réalisé à l'aide de
données fonctionnelles représentant la quantité de nourriture totale ingérée par les
porcs au fur et à mesure que le temps passe. Ainsi, on obtient une courbe F (t) pour
chaque porc, représentant au temps t la quantité de nourriture que le porc a mangé
depuis son arrivée à la porcherie.
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Cette fonction, jamais décroissante, présente plusieurs avantages : de par ses chan-
gements de courbures, de vitesses et d'accélérations, elle représente les ﬂuctuations
dans la consommation de chaque animal. Ainsi, chaque visite correspondra à une
hausse de la fonction, et à l'aide de paramètres de lissage on pourra choisir la sen-
sibilité du modèle. Toutefois, l'analyse de données fonctionnelles nécessite un cadre
mathématique théorique particulier.
 D'autres modèles pourraient être envisagés, comme l'analyse discriminante, la classi-
ﬁcation ou le clustering. Cependant, l'usage de tels modèles nécessite la connaissance
des cas ayant eu un changement alimentaire par rapport à ceux dits "normaux"
aﬁn de derminer les critères de séparation des groupes. Ne disposant pas de ces
informations à l'heure actuelle, on ne choisira pas cette approche. Il serait toute-
fois intéressant de tester ces modèles après-coup sur les résultats des autres analyses.
 Finalement, une approche bayésienne du problème est certes intéressante, mais ce
modèle nécessite une approche paramétrique et ne sera donc pas retenu pour l'ins-
tant.
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Chapitre 2
Élaboration du ﬁchier de données
N'ayant pas ou peu de comparatif sur lesquels se baser pour étudier les données, il
a fallu d'abord faire un peu d'exploration et de nettoyage pour exploiter les données
eﬃcacement. Ensuite, l'élaboration d'un modèle a pu être entamée.
Il est à noter que les analyses ont toutes été eﬀectuées à l'aide du logiciel de statistiques
libre R version 3.0.1, x64 bit, dans un environnement Windows 7.
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2.1 Présentation et nettoyage des données
Les données utilisées dans le cadre de ce projet proviennent du Centre de développe-
ment du porc de Québec inc. grâce à la participation du Pr Candido Pomar, de même qu'à
la collaboration spéciale du Pr Joël Rivet, ainsi qu'au soutien ﬁnancier d'Agriculture et
Agroalimentaire Canada. Il y avait 349 porcelets, qui ont été engraissés du 12 Juillet 2008
au 27 Octobre 2008 inclusivement. À l'aide de capteurs, les données de consommation
(±10g) des porcs ont été enregistrées à chacune de leurs visites aux mangeoires pendant
cette période.
Toutefois, certaines données de consommation étaient erronées (quantité de nourriture
consommée négative, par exemple). On n'a alors retenu que les visites lors desquelles la
consommation de nourriture dépassait 10g, soit la précision de la balance. Cela réglait
aussi un problème avec les jeunes porcelets qui allaient jouer avec les mangeoires lors
de "visites-découvertes" où, durant cette période, ceux-ci enregistraient plusieurs courtes
visites sans manger. Par la suite, on a retranché des données les porcs qui avaient été
retirés en début de processus pendant l'étude originale (23 porcs retirés), aﬁn de ne garder
que les porcs avec des historiques d'au moins 6 semaines.
Au ﬁnal, les données proviennent de 326 porcs qui ont généré un total de 30 863 jours-
observations complets.
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2.2 La croissance des porcs
D'abord, d'un point de vue global, on voit qu'il y a une tendance générale qui inclut
une certaine forme de croissance avec le temps : les prises de nourriture sont plus impor-
tantes à la ﬁn et ce, pour la majorité des porcs. Certains porcs sont un peu erratiques,
mais l'ensemble semble suivre une courbe croissante avec une légère accélération posi-
tive. Les courbes ont toutefois trop de variance avec le temps pour faire des prédictions
suﬃsamment précises à partir de ces données en groupe (Figure 2.1).
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Figure 2.1  Tous les porcs, prises quotidiennes
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Figure 2.2  Deux porcs, prises quotidiennes
Le phénomène de croissance rend également diﬃcile la prédiction si l'on regarde le porc
sur l'ensemble de sa vie d'élevage (Figure 2.2). On a alors regardé à plus court terme.
En se concentrant sur quelques jours seulement, on atténue le phénomène de croissance
sous l'hypothèse que sur une période assez courte, un porc aura sensiblement les mêmes
besoins énergétiques d'une journée à l'autre.
De fait, les graphiques représentant la quantité de nourriture consommée quotidien-
nement par un porc sur une dizaine de jours semblent a priori exempts du phénomène
de croissance (Figure 2.3)
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Figure 2.3  Zoom sur une semaine
Par ailleurs, les données quotidiennes sont trop variables pour eﬀectuer des prédictions
satisfaisantes, tant à l'aide de moyens usuels, comme la régression linéaire, qu'à l'aide de
moyens plus particuliers comme les séries chronologiques. Il est possible de trouver des
formes de dépendances signiﬁcatives à partir de quelques jours, néanmoins les intervalles
de conﬁance pour des seuil de α intéressants sont si grands qu'ils incluent des valeurs
aberrantes telles que des consommations négatives.
De plus, la consommation totale de nourriture dans la journée n'est pas la donnée
la plus représentative des habitutes alimentaires porcines. En fait, à l'instar d'autres
mammifères tel que l'humain, une variation dans la dynamique, ou la "vitesse", et les
moments auxquels la nourriture est ingérée est plus représentative d'un changement d'ha-
bitude alimentaire qu'un changement dans la quantité totale. Ainsi la même quantité de
nourriture, mais mangée en 6 visites plutôt qu'en 3 à des moments diﬀérents de la journée
signiﬁe plus qu'une variation de la quantité totale. La modélisation doit être capable de
capter cette nuance.
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2.3 La régularité dans l'irrégularité
Aﬁn de pallier au problème des intervalles de conﬁance, il fallait avoir plus de données
pour eﬀectuer des prédictions. De même, pour aller capter la dynamique de consommation
quotidienne, il fallait des données plus fréquentes. On a alors regardé à plus petite échelle.
En compilant les visites des porcs à chaque heure au lieu d'à chaque jour, on a alors 24
observations à l'intérieur d'une journée, donnant beaucoup plus de donnnées sur lesquelles
travailler pour une même période de temps.
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Figure 2.4  Prises alimentaires à chaque heure
Les prises de nourriture à chaque heure (Figure 2.4), se révèlent par contre trop dispa-
rates pour faire des statistiques descriptives représentatives dans leur ensemble. De plus,
il est impossible de les considérer comme des variables aléatoires indépendantes ou issues
d'une même loi. En eﬀet, si un porc mange beaucoup à une certaine heure, il est plus
vraisemblable qu'il mange moins l'heure suivante.
Par contre, on peut quand même remarquer une certaine régularité dans les moments
de la journée où le porc a tendance à manger et où il a tendance à jeûner. Or justement,
un nouveau problème arrive lorsqu'on réduit l'unité de temps du jour à l'heure : c'est
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qu'il existe maintenant des moments où le porc ne mange pas. Le porc mange chaque
jour, ce qui est un comportement stable et plus simple à prédire. Toutefois, le porc ne
mange pas à chaque heure et c'est un phénomène tout à fait normal dont on doit tenir
compte.
Le problème a été contourné en utilisant la courbe des consommations horaires cu-
mulées (Figure 2.5), où à chaque fois que le porc mange, sa nouvelle consommation est
ajoutée à la somme des précédentes. Cette courbe, toujours croissante, est assez régulière
dans sa forme lorsqu'on compare les journées entre elles.
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Figure 2.5  Prises alimentaires cummulées à chaque heure
On remarque que les moments de prises de nourriture sont assez stables d'une journée
à l'autre, et que les prises de nourriture se font généralement en quantités similaires. Ce
sera sur ces données que l'analyse reposera.
Il est important de souligner que l'idée de garder les données de prises alimentaires
brutes a été considérée, mais écartée pour une raison de modélisation. En vieillissant, le
porc a tendance à manger des plus gros repas, mais moins fréquemment. Certains porcs
ne se nourrissent que 2 ou 3 fois seulement par jour après avoir atteint l'âge adulte, ce
qui venait signiﬁcativement diminuer la précision de la modélisation et annuler l'avantage
16
d'avoir plus de points par rapport aux données cummulées quotidiennement. De plus, le
jeûne d'un porc entre deux consommations est une donnée en soit que l'on perdait en ne
prenant que les données brutes.
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Chapitre 3
Modélisation
Suite à l'analyse préliminaire des données, le choix du modèle d'analyse fonctionnelle
s'est imposé comme celui qui naturellement représente le mieux le phénomène et en
extrait facilement une certaine périodicité. À l'aide des 24 points par jours, une régression
polynomiale quotidienne sera calculée pour ensuite en extraire la courbe moyenne. Cette
courbe moyenne sera à la base de la prédiction pour la consommation du jour suivant.
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3.1 Notation
La notation et les déﬁnitions suivantes seront utilisées tout au long du document,
particulièrement dans la section de construction du modèle.
 Soit la variable t ∈ [0, 1] qui déﬁnie un moment de la journée. 0 et 1 correspondent
donc respectivement à 0h et 24h des débuts et ﬁns de jour.
 La fonction fj (t) est une fonction non continue qui représente la quantité de nour-
riture consommée par un porc lors de la dernière heure. Ainsi fj
(
2
24
)
est la quantité
de nourriture mangée entre 1h et 2h du matin au jour j, et fj (0) la quantité de
nourriture mangée entre 23h (jour j − 1) et minuit (0h du jour j).
 La fonction Fj (t) d'un porc donné fait référence à la fonction des consommations
cummulées du porc, de son entrée à la porcherie jusqu'au jour j au temps t. Ainsi
Fj (0) =
j∑
i=1
23∑
k=0
fi
(
k
24
)
. On peut aussi remarquer que Fj (0) = Fj−1
(
23
24
)
+ fj (0). Les
fonctions Fj sont donc des fonctions constantes par morceaux, déﬁnies sur [0, 1] où
Fj (t) ≤ Fk (t) ∀j ≤ k et Fj (ti) ≤ Fj (tk) ∀i ≤ k.
 Pour un porc donné, le vecteur à 24 composantes regroupant les consommations
cummulées du jour j sera appelé Xj = {x1, x2, . . . , x24}. Le vecteur Xj contient
donc les valeurs
{
Fj
(
0
24
)
, Fj
(
1
24
)
, . . . , Fj
(
23
24
)}
. En cas d'ambiguïté sur les jours,
les composantes internes du vecteur Xj seront notées
{
x(1,j), x(2,j), . . . , x(24,j)
}
. Dans
certains cas, la notation x25 sera utilisée pour simpliﬁer l'écriture plutôt que x(1,j+1)
s'il n'y a pas d'ambiguïté.
 Finalement, on notera T = {t1, t2, . . . , t24} le vecteur T =
{
0, 1
24
, . . . , 23
24
}
. On pourra
alors noter Fj (T ) = Xj pour un porc donné.
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3.2 Contexte théorique
Aﬁn de pouvoir mesurer la distance entre la modélisation, la prédiction et les données,
et ainsi juger de la qualité de la représentation, il est nécessaire de présenter certains élé-
ments théoriques utilisés lors de l'analyse de données fonctionnelles. En eﬀet, les données
sont représentés sous la forme d'un vecteur à 24 composantes, mais il s'agit en fait de
24 observations d'une courbe théorique qui existe à chaque moment de la journée et la
modélisation sera alors une approximation de cette courbe à partir des points connus.
3.2.1 Espaces fonctionnels
Les espaces fonctionnels sont des espaces dont les éléments sont des fonctions. Ils sont
à la fois des espaces topologiques (au sens des notions de continuité, limites, . . . ) et des
espaces vectoriels (au niveau de la manipulation des éléments). On représentera alors les
fonctions de ces espaces comme les vecteurs des coeﬃcients de la fonction, c'est-à-dire
que f (x) = 3 + x− 4x2 sera représentée, si la base est les polynômes {1, x, x2, . . . }, par
le vecteur
[
3 1 −4
]
.
Ces espaces, contrairement à R ou Rn, ne sont pas de dimensions ﬁnies. Ainsi, un
élément x ∈ E d'un espace fonctionnel peut, par exemple, avoir une représentation inﬁnie
selon la base utilisée. De même, en reprenant l'exemple précédent, f (x) = 3 + x − 4x2
peut être représentée par
[
3 1 −4
]
,
[
3 1 −4 0 0 0
]
,
[
3 1 −4 0 0 . . .
]
, etc.
La représentation n'est même pas nécessairement unique à l'intérieur d'une même base.
Il convient alors de s'assurer de prendre en compte ces particularités.
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Produit scalaire et norme
Pour proﬁter pleinement de l'espace fonctionnel, on doit avoir une norme aﬁn d'établir
des distances et des relations entre les élements.
Déﬁnition 3.1 (Norme). On déﬁnit une norme dans un espace réel E comme une ap-
plication ‖ · ‖ de E→ R+ qui respecte les trois propriétés suivantes :
N1 - ∀x ∈ E, ∀α ∈ R, ‖αx‖ = |α| · ‖x‖
N2 - ∀x ∈ E, ‖x‖ = 0⇔ x = 0
N3 - ∀ (x, y) ∈ E× E, ‖x+ y‖ ≤ ‖x‖+ ‖y‖
Toutefois, toutes les normes ne sont pas d'égale utilité. On déﬁnira d'abord un type
d'application particulier sur cet espace.
Déﬁnition 3.2 (Produit scalaire). Dans un espace réel E, un produit scalaire est une
application ϕ de E× E→ C ayant les propriétés suivantes :
PS1 - Hermitienne : ∀ (x, y) ∈ E× E, ϕ (x, y) = ϕ (y, x)
PS2 - Positive : ∀x ∈ E, ϕ (x, x) ≥ 0
PS3 - Déﬁnie positive : ϕ (x, x) = 0⇔ x = 0
Une combinaison de la norme et du produit scalaire donne une application fort utile
et généralement aisée à manipuler.
Proposition 3.3 (Norme induite). En déﬁnissant la fonction ‖ · ‖ de E→ R+ tel que
‖x‖ = ϕ (x, x)
1
2
‖ · ‖ est alors une norme sur E. On dira également que cette norme est induite par le
produit scalaire.
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Démonstration. Les propriétés N1 et N2 découlent directement des propriétés du produit
scalaire. La propriété N3, appelée Inégalité de Minkovsky, nécessite quant à elle quelques
ligne de plus.
Pour ce faire, on doit tout d'abord rappeler l'Inégalité de Cauchy-Schwartz :
∀ (x, y) ∈ E× E, ‖x× y‖ ≤ ‖x‖ × ‖y‖
ou écrit autrement :
∀ (x, y) ∈ E× E, |ϕ (x, y)| ≤ ‖x‖ × ‖y‖
Sachant cela, on peut regarder le carré de ‖x+ y‖ :
‖x+ y‖2 = ϕ (x+ y, x+ y)
= ϕ (x, x) + ϕ (x, y) + ϕ (y, x) + ϕ (y, y)
= ϕ (x, x) + ϕ (y, y) + 2ϕ (x, y)
= ‖x‖2 + ‖y‖2 + 2ϕ (x, y)
≤ ‖x‖2 + ‖y‖2 + 2 (‖x‖ × ‖y‖)
≤ (‖x‖+ ‖y‖)2
D'où ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Déﬁnition 3.4 (Espace préhilbertien). Un espace vectoriel E muni d'un produit scalaire
et de la norme induite est appelé un espace préhilbertien.
Les espaces fonctionnels munis d'un produit scalaire et de leur norme induite sont
donc des espaces préhilbertien.
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Suites de Cauchy et espaces d'Hilbert
Déﬁnition 3.5 (Suite de Cauchy). Une suite (xn) de E est dite de Cauchy si :
∀ ε > 0, ∃ N (ε) tel que m > N (ε) et k > N (ε)⇒ ‖xm − xk‖ < ε
Déﬁnition 3.6 (Espace de Banach). Un espace vectoriel normé dans lequel toute suite
de Cauchy converge est appelé espace complet, ou de Banach.
Déﬁnition 3.7 (Espace d'Hilbert). Un espace d'Hilbert est un espace vectoriel normé
dans lequel toute suite de Cauchy converge et dont la norme est issue d'un produit scalaire
(Figure 3.1).
Figure 3.1  Emboîtement des types d'espace
Comme les espaces fonctionnels avec leur norme induite sont des espaces préhilbertiens,
il suﬃt de prouver la convergence des suite de Cauchy pour avoir des espaces d'Hilbert.
Proposition 3.8 (Suite de Cauchy bornée). Toute suite de Cauchy (xn) dans un espace
normé est bornée.
Démonstration.
∀ ε > 0, ∃ N (ε) tel que m > N (ε) et k > N (ε)⇒ ‖xm − xk‖ ≤ ε
Avec k > N (ε) on a :
∥∥xN(ε) − xk∥∥ ≤ ε ⇒ ‖xk‖ ≤ ∥∥xN(ε)∥∥+ ε
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Lorsqu'on pose :
M = sup
n=0...N(ε)
‖xn‖
On remarque que la suite est borné :
∀ k ∈ N, ‖xk‖ ≤M + ε
Proposition 3.9 (Suite convergente de Cauchy). Toute suite convergente (xk) vers une
limite x dans un espace normé est de Cauchy.
Démonstration. Pour un ε donné et sachant que lim (xk)
k→∞
= x, alors il existe N (ε) tel
que :
k > N (ε)⇒ ‖xk − x‖ <
ε
2
Donc si m > N (ε) et n > N (ε), on a :
‖xm − xn‖ = ‖xm − x+ x− xn‖
et en appliquant l'inégalité triangulaire :
‖xm − xn‖ = ‖xm − x+ x− xn‖
≤ ‖xm − x‖+ ‖x− xn‖
≤ ‖xm − x‖+ ‖xn − x‖
<
ε
2
+
ε
2
= ε
Bien qu'il serait tentant aux vues des précédents résultats de conclure que toute suite
de Cauchy dans un espace normé est convergente, ce n'est pas directement le cas. Des
conditions supplémentaires s'imposent.
En eﬀet, bien que les espaces vectoriels normés ﬁnis (comme Rn) sont complets, les
espaces fonctionnels ne sont pas nécessairement ﬁnis.
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Espaces complétés
Si tous les espaces métriques fonctionnels ne sont pas nécessairement complets, en
choisissant la bonne norme, on peut compléter l'espace fonctionnel pour qu'il soit un
espace de Banach (et plus particulièrement de Hilbert) à l'aide des théorèmes suivants.
Théorème 3.10 (Complétion d'un espace). Soit E un espace vectoriel normé. Il existe
un espace de Banach E˜ appelé espace complété de E, unique à isométrie bijective près et
une isométrie j de E dans E˜ tels que tout élément de E˜ soit limite d'une suite d'éléments
de j (E).
Démonstration. La preuve de ce théorème est en appendice A.1, page 61.
Corollaire 3.11 (Complétion d'un espace préhilbertien). Soit E un espace préhilbertien.
Il existe un espace de Hilbert H unique à isométrie bijective près et une isométrie j de E
dans H tels que tout élément de H soit limite d'une suite d'éléments de j (E).
Aﬁn de spéciﬁer quel espace complété sera utilisé, il convient d'abord de choisir l'espace
préhilbertien de départ ainsi que la norme utilisée.
3.2.2 Particularités de la modélisation
Les fonctions impliquées dans la modélisation des consommations quotidiennes ont
toutefois quelques particularités communes qui permettent de restreindre un peu plus
l'environnement dans lequel sera eﬀectué le travail. En eﬀet, on ne considérera que les
fonctions réelles continues à support compact (espace Ck (R)), c'est-à-dire nulles à l'exté-
rieur d'un intervalle donné. Cet intervalle sera principalement [0, 1], soit le temps d'une
journée, mais le cadre général s'applique à toutes fonctions de Ck (R).
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Puisque les fonctions utilisées seront dans l'espace Ck (R), on utilisera la norme de la
convergence en moyenne quadratique.
Déﬁnition 3.12 (Norme de la convergence en moynne quadratique). La norme de la
convergence en moyenne quadratique se déﬁnit comme suit :
‖f‖ =
√√√√
∫
R
|f (t)|2 dt
Elle est d'ailleurs une norme induite du produit scalaire suivant :
ϕ (f, g) = (f |g) =
∫
R
f (t)× g (t) dt
En choisissant cette norme, l'espace complété de Ck (R) est l'espace de Hilbert des
fonctions carré intégrables au sens de Lebegues, qui est noté L2 (R, dt).
3.2.3 Base et décomposition
Tel que souligné précédemment, les éléments d'un espace fonctionnel peuvent avoir
une représentation iniﬁnie. En eﬀet, on n'a qu'à penser à la fonction f (x) = sin (x) qui
peut s'écrire également
sin (x) = x−
x3
3!
+
x5
5!
+ · · ·+ (−1)k
x2k+1
(2k + 1)!
+ · · · =
+∞∑
n=0
(−1)n
x2n+1
(2n+ 1)!
Ainsi, selon la base utilisée (base trigonométrique, base polynomiale, . . . ) certaines
fonctions peuvent s'écrire très simplement, ou avoir un développement inﬁni.
Les fonctions de consommation à modéliser ne ressemblent pas à des fonctions d'un
type particuliers (Figure 2.5, page 16). N'ayant pas de préférence alors pour une base
plus qu'une autre, on se référera au théorème 3.13 :
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Théorème 3.13 (Théorème de Weierstrass). Toute fonction continue sur [a, b] ∈ R est
une limite uniforme de polynôme.
On choisira donc la base polynomiale
{
1, x, x2, . . . , xk, . . .
}
, qui est également très pra-
tique pour ses priopriétés au niveau du calcul des primitives et des fonctions dérivées des
éléments représentés. On peut donc représenter l'espace fontionnel dans lequel les fonc-
tions théoriques de consommation existent comme l'espace des polynômes à coeﬃcients
réels déﬁnis sur un intervalle [a, b], noté R [x] x ∈ [a, b] ou plus simplement R [x][a,b].
Il est à noter que cette base est constituée d'éléments linéairement indépendants (cri-
tère nécessaire), mais n'est pas orthogonale (ϕ (x, x2) 6= 0). Cela entraîne certaines par-
ticularités dont on devra tenir compte.
3.2.4 Sous-espace et projection
La modélisation par contre ne se fera pas dans R [x][a,b], mais plutôt dans un sous-
espace. En eﬀet, comme le polynôme théorique parfait pour épouser la consommation du
porc serait probablement de degré très élevé (sinon inﬁni), on se contentera d'une approxi-
mation. Il suﬃt donc de projeter la fonction théorique complète, qui existe dans R [x][a,b],
dans un sous-espace F de fonctions qui seront permises aﬁn de trouver la meilleure ap-
proximation.
Déﬁnition 3.14 (Espace fermé). Un sous-ensemble F d'un espace vectoriel normé E est
fermé si la limite de toute suite convergente d'éléments de F appartient à F :
xn ∈ F et lim
n→∞
xn = n⇒ x ∈ F
Déﬁnition 3.15 (Adhérence). L'adhérence ou fermeture d'un sous-ensemble F de E est
l'ensemble des limites des suites convergentes d'éléments de F. Cet ensemble est noté F¯.
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Proposition 3.16 (Sous-ensemble complet). Un sous-ensemble complet F d'un espace
normé E est fermé.
Démonstration. Tout point x appartenant a F¯ est la limite d'une suite (xn) de points de
F. La suite (xn) est une suite de Cauchy et comme F est complet, elle converge dans F.
L'unicité de la limite dans un espace métrique donne F = F¯.
Corollaire 3.17 (Sous-ensemble fermé). Si E est un espace complet et si F est un sous-
ensemble fermé de E alors F est complet.
La base choisie étant polynomiale, il est naturel de projeter de R [x][a,b] vers R
n [x][a,b],
où Rn [x][a,b] est le sous-espace des polynômes de degré ≤ n déﬁni sur l'intervalle [a, b] et
nul à l'extérieur.
Cet espace ﬁni (lorsque n est ﬁxé) est un sous-espace fermé de l'espace complet initial
et, par le corollaire 3.17, Rn [x][a,b] est également complet (avec la norme choisie). La
solution à cette projection existe et est unique grâce au théorème 3.18.
Théorème 3.18 (Optimisation convexe). Soit E un espace pré-hilbertien et F un sous-
ensemble convexe et complet de E. Alors, pour tout point x de E il existe un élément y
unique de F situé à distance minimale de x tel que ∀z ∈ F, ‖z − x‖ ≥ ‖y − x‖
Démonstration. La preuve de ce théorème est en appendice A.2, page 65.
Ainsi, pour toute fonction f ∈ Ck (R) qui est la fonction théorique parfaite de consom-
mation porcine, on peut la représenter correctement dans R [x] x ∈ [a, b] et on peut
trouver la meilleure approximation en la projetant dans Rn [x] x ∈ [a, b].
Cela règle du même coup les problèmes de représentation multiples pour une même
fonction lorsque la base est inﬁnie : contrairement à R [x], chaque fonction de Rn [x] peut
être représentée de façon unique par le vecteur réel de dimension n de ses coeﬃcients.
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3.2.5 Espace de Sobolev
Tel que mentionné précédemment, le modèle cherche à bien représenter la dynamique
d'ingestion de la nourriture. À cet eﬀet, il est intéressant de non seulement tenir en
compte dans la norme de la fonction modélisatrice, mais également ses dérivées première
et deuxième (respectivement la vitesse et l'accélération de l'alimentation du porc). À cet
eﬀet, on utilisera plutôt un produit scalaire (et sa norme induite) avec pénalité pour les
deux premières dérivées (λ1, λ2 ∈ R+). Cela permet également de créer un eﬀet de lissage
de courbe, une inertie, qui évitera de prendre en compte des changements trop brusque
dans l'alimentation.
ϕ (f, g)λ1,λ2 =
∫
[a,b]
f (t)× g (t) dt+ λ1
∫
[a,b]
Df (t)×Dg (t) dt+ λ2
∫
[a,b]
DDf (t)×DDg (t) dt
=
∫
[a,b]
[
f (t)× g (t) + λ1
(
Df (t)×Dg (t)
)
+ λ2
(
DDf (t)×DDg (t)
)]
dt
L'utilisation de ce produit scalaire crée un espace de Sobolev (espace d'Hilbert parti-
culier) avec la norme induite suivante, une généralisation de la norme de la convergence
en moyenne quadratique :
‖f‖λ1,λ2 =
√√√√
∫
[a,b]
[
|f (t)|2 + λ1 |Df (t)|
2 + λ2 |DDf (t)|
2
]
dt
Pour s'assurer d'avoir un certain contrôle (continuité, lissage, etc) sur les k premières
dérivées d'un polynôme, il est usuel[29] d'utiliser des polynômes de degré légèrement
supérieur aﬁn d'avoir une dérivée ke intéressante. Ainsi, pour avoir de "belles" dérivées
deuxièmes (ici plus haut degré utilisé dans le produit scalaire suggéré), la projection se
fera vers R6 [x] aﬁn que ces dérivées soient de degré 4. On notera que puisqu'il s'agit de
polynôme, les fonctions sont suﬃsamment dérivables, permettant l'utilisation du produit
scalaire et de la norme proposés.
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3.3 Construction du modèle
Le choix retenu sera donc un modèle à base d'une régression polynomiale d'ordre
6. On obtiendra alors, pour chaque porc, une fonction quotidienne qui représentera sa
consommation cummulative. À l'aide des modélisations individuelles de quelques jours
consécutifs, on prendra la moyenne de ces courbes pour eﬀectuer la prédiction du prochain
jour. Cependant, certaines restrictions seront à considérer lors du processus.
3.3.1 Modélisation quotidienne
On travaillera à partir des données des vecteurs Xj des diﬀérents porcs.
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Figure 3.2  Zoom sur une journée
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Porc 150
Jours 56 - 57
Jour f(t) F(t)
[1,] 56.00000 0.42 114.10
[2,] 56.04167 0.35 114.45
[3,] 56.08333 0.00 114.45
[4,] 56.12500 0.00 114.45
[5,] 56.16667 0.00 114.45
[6,] 56.20833 0.00 114.45
[7,] 56.25000 0.62 115.07
[8,] 56.29167 0.00 115.07
[9,] 56.33333 0.07 115.14
[10,] 56.37500 0.00 115.14
[11,] 56.41667 0.00 115.14
[12,] 56.45833 0.00 115.14
[13,] 56.50000 0.00 115.14
[14,] 56.54167 0.00 115.14
[15,] 56.58333 0.00 115.14
[16,] 56.62500 0.15 115.29
[17,] 56.66667 0.00 115.29
[18,] 56.70833 0.00 115.29
[19,] 56.75000 0.00 115.29
[20,] 56.79167 0.00 115.29
[21,] 56.83333 0.00 115.29
[22,] 56.87500 0.77 116.06
[23,] 56.91667 0.00 116.06
[24,] 56.95833 0.00 116.06
[25,] 57.00000 0.52 116.58
Tableau 3.1  Extrait du ﬁchier de données formatées
En désignant par R [X] l'ensemble des polynômes à coeﬃcients réels, alors il existe un
polynôme G(t) appartenant à R6 [X] ⊂ R [X] tel que
G(t) = a0 + a1t+ a2t
2 + a3t
3 + a4t
4 + a5t
5 + a6t
6
est le polynôme de degré 6 qui s'ajuste le mieux au sens des moindres carrés (norme de
Sobolev) à l'ensemble des consommations quotidiennes.
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Ainsi, pour chaque jour et chaque porc, parmi tous les vecteurs A appartenant à R(7),
on cherche le vecteur A = [a0 a1 ... a5 a6] qui minimise la valeur de ‖G (t)− F (t)‖
2
λ1,λ2
;
ou autrement écrit
A = argmin
a∈R7
‖G (t)− F (t)‖2λ1,λ2
où
‖G(t)− F (t) ‖2λ1,λ2 =
1∫
0
(
(G(t)− F (t))2 + λ1
(
d
dt
G(t)
)2
+ λ2
(
d2
dt2
G(t)
)2)
dt
=
24∑
i=1
i
24∫
i−1
24
(
(G(t)− xi)
2 + λ1
(
d
dt
G(t)
)2
+ λ2
(
d2
dt2
G(t)
)2)
dt
=
24∑
i=1
i
24∫
i−1
24
((
a0 + a1t+ a2t
2 + a3t
3 + a4t
4 + a5t
5 + a6t
6 − xi
)2
+λ1
(
a1 + 2a2t+ 3a3t
2 + 4a4t
3 + 5a5t
4 + 6a6t
5
)2
+λ2
(
2a2 + 6a3t+ 12a4t
2 + 20a5t
3 + 30a6t
4
)2)
dt
Puisqu'il s'agit d'une fonction de distance (au carré) déﬁnie sur un espace complet, il
y a nécessairement un extremum, et c'est un minimum.
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Figure 3.3  Modélisation d'une journée
3.3.2 Contraintes de modélisation
Ces modélisations pourraient être eﬀectuées à chaque jour indépendamment, mais
puisqu'il s'agit d'un phénomène continu, pour le réalisme de la modélisation, on gardera
aussi des contraintes de continuité et de dérivation.
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Contraintes de continuité
On imposera premièrement des contraintes de continuité d'ordre C0, C1 et C2 à travers
les jours qui seront analysés. À la jonction des courbes représentant 2 journées contiguës,
la modélisation devra passer par le bon point aux transitions de journées, aﬁn que le
cumul à la ﬁn d'une journée ne soit pas diﬀérent du début de la prochaine journée.
De même, pour plus de réalisme, on imposera également que les dérivées première et
deuxième soient continues en ce point.
Contraintes C0
Gj (1) = Gj+1 (0)
(a0 + a1 + a2 + a3 + a4 + a5 + a6)j = (a0)j+1
Contraintes C1
d
dt
Gj (1) =
d
dt
Gj+1 (0)
(a1 + 2a2 + 3a3 + 4a4 + 5a5 + 6a6)j = (a1)j+1
Contraintes C2
d2
dt2
Gj (1) =
d2
dt2
Gj+1 (0)
(2a2 + 6a3 + 12a4 + 20a5 + 30a6)j = (a2)j+1
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Contraintes de frontières
De même, aﬁn d'améliorer les prédictions et d'être plus près de la réalité, on ajoute
aussi les 2 contraintes suivantes pour la continuité C0 aux points de début et ﬁn.
Commencer le 1er jour au bon point
G1 (0) = x(1,1)
(a0)1 = x(1,1)
Finir le dernier jour au bon point
Gn (1) = x(25,n)
(a0 + a1 + a2 + a3 + a4 + a5 + a6)n = x(25,n)
Il est à noté qu'étant donné que l'analyse s'eﬀectuera après minuit, la donnée x(25,n)
apparaitra plus tard comme x(1, n+1) au jour suivant, mais elle est déjà enregistrée et
disponible.
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Contraintes de positivité
Finalement, comme il s'agit d'une courbe de consommation cummulée, la dérivée n'est
pas sensée être négative (la fonction est une somme d'éléments positifs). On appliquera
alors des contraintes supplémentaires à chacun des points d'évaluation pour s'assurer que
la dérivée est constamment positive.
Contraintes de dérivée première positive
d
dt
Gj (t) ≥ 0 ∀t ∈
{
0, 1
24
, . . . , 24
24
}
(
a1 + 2a2t+ 3a3t
2 + 4a4t
3 + 5a5t
4 + 6a6t
5
)
j
≥ 0
qu'on peut aussi écrire
(
a1 + 2a2t+ 3a3t
2 + 4a4t
3 + 5a5t
4 + 6a6t
5
)
j
+ c2j = 0 avec cj ∈ R
Ces dernières contraintes n'assurent pas nécessairement que la dérivée ne sera jamais
négative, mais elle ne pourrait pas l'être plus de 2h par jour, ni sur une période de plus
de 60 minutes en continue.
En eﬀet, comme on contraint la dérivée à être positive à chaque heure
(
1e
24
de jour
)
,
dans un cas extrême elle pourrait ne devenir positive qu'à chaque heure. Étant donné
qu'en plus on modélise le phénomène avec une fonction de degré 6, il y a un maximum de
5 changements de concavité à l'intérieur d'une même journée. Sachant que si la dérivée
tombe négative à un certain moment elle doit redevenir positive avant la prochaine heure,
cela implique 2 changements de concavité dans une période d'une heure, limitant à 2
périodes d'un maximum de 60minutes chacune le temps que la dérivée peut être négative,
et cela dans le pire des cas.
Cette version approximée de la contrainte de positivité de la dérivée est suﬃsante pour
la modélisation[29] et a été choisie aﬁn de ne pas augmenter signiﬁcativement le temps de
calcul et résolution du problème.
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3.3.3 Résolution de la modélisation
Si on note la fonction de modélisation du jour j par Gj (t) et qu'on considère alors le
"super-vecteur" A∗ qui est le vecteur de tous les coeﬃcients ai,j pour tous les jours, alors
on obtient l'équation suivante pour la modélisation sur n jours :
min
A∗
n∑
j=1
‖Gj (t)−Xj‖
2
λ1,λ2
qui est soumise aux contraintes précédemments mentionnées et qui peuvent s'écrire sous
les formes suivantes :
C1A∗ = B1
C2A∗ ≥ B2
En eﬀet, par exemple, la contrainte de continuité C0 (page 34) entre les jours 1 et 2
peut s'écrire :
[
1 1 1 1 1 1 1 −1 0 0 0 0 0 0 . . .
]


a0,1
a1,1
a2,1
a3,1
a4,1
a5,1
a6,1
a0,2
a1,2
...


= 0
Cela revient donc à trouver le minimum d'une fonction quadratique convexe sous des
contraintes linéaire d'égalité et d'inégalité. Ce type de problème d'optimisation peut se
résoudre par une version modiﬁée du Simplex ou quelques opérations et des projections
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sur l'espace des contraintes actives. On utilisera dans ce cas-ci la méthode duale de
Goldfarb et Idnani[13][12], qui entre dans la deuxième catégorie. Cette méthode propose
un algorithme de descente robuste numériquement spécialement adapté à ce type de
problème.
Méthode duale de Goldfarb et Idnani
La résolution de problèmes quadratiques cherche une solution à la fois réalisable et
optimale. On cherche soit alors une solution réalisable d'abord et on cherche à la rendre
optimale ; ou on cherche une solution optimale et on tente de la rendre réalisable. Une
grande part du temps de calcul dépend du point initial sélectionné.
Dans le cas de la méthode duale de Goldfarb et Idnani, on prend le minimum de la
fonction sans contrainte comme point de départ. Ce point est par déﬁnition optimal.
S'il n'est pas réalisable, une itération d'algorithmes duaux ajoutant des contraintes (et
éventuellement en retirant) s'ensuit pour trouver le point optimal réalisable (Tableau 3.2)
Étape 0A : Soit B l'ensemble des contraintes d'inégalité actives. Initialement, B est vide.
Étape 0B : Trouver P le point minimum de la fonction quadratique avec contraintes d'égalité.
Étape 1 : Vérifier si le point trouvé répond aux contraintes d'inégalité (est réalisable).
Si oui, fin.
Sinon, choisir une des contraintes non respectées la mettre dans B.
Étape 2 : Calculer la direction de déplacement du point P pour devenir P'.
Cette direction est déterminée à l'aide du gradient de la fonction quadratique
et de la normale de la contrainte non rencontrée (afin d'être optimal).
Étape 3 : Calculer le pas maximum qui permet de devenir optimal dans le nouvel espace
tout en restant réalisable dans l'espace dual.
Étape 4 : Vérifier si des contraintes actives (dans B) sont maintenant inactives avec le
nouveau point P'.
Si oui, les retirer de B.
Étape 5 : Le nouveau point P' devient le point P et retour à l'Étape 1.
Tableau 3.2  Pseudo Code pour l'algorithme dual
On notera ici que c'est une version allégée du pseudo-code de l'algorithme de Gold-
farb et Idnani qui ne tient pas compte, notament, de la détection de cas irréalisables.
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Ce pseudo-code sera toutefois suﬃsant pour notre problème, puisqu'il s'agit d'une fonc-
tion quadratique convexe à minimiser ; ce qui sous-entend qu'une solution est toujours
possible.
Pour le lecteur intéressé à l'optimisation de ce type de problème, les détails exacts
de l'algorithme sont dans le papier de Goldfarb et Idnani (1983)[13]. On lui suggérera
également, pour ne citer que ceux-ci, ces quelques lectures comme complément :
 Méthodes primales (Simplex modiﬁé) : Beale[2], Fletcher[10], Gill et Murray[11]
 Méthode primale-duale : Goncalves[14]
 Méthode duale (ou de projection) : Lemke[22]
 Méthode des moindres carrés sous contraintes : Lawson et Hanson[20]
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Figure 3.4  Modélisation d'une semaine, avec contraintes
Une fois que le système d'équation précédemment décrit est résolu, les paramètres ai
des modélisations quotidiennes sont accessibles et permettent de visualiser l'approxima-
tion de la consommation des derniers jours.
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3.3.4 Prédiction
Pour eﬀectuer une base de comparaison avec la consommation réelle du porc, on
utilisera la moyenne des courbes des derniers jours. La base polynômiale qui a été choisie
pour établir les courbes est linéairement indépendante, ce qui permet d'eﬀectuer ce type
d'opération aﬃne sans problème. Toutefois, les courbes n'ayant pas toutes les mêmes
points de départ a0 à chaque jour, on prendra soin de mettre ce paramètre à 0 pour
calculer la moyenne.
Si les coeﬃcients d'une courbe en base {1, t, t2, ...} d'une journée j sontAj = [a0 a1 ... a6],
alors on remplace la coordonnée a0 par 0. Ainsi les vecteurs de coeﬃcients deviennent
A∗j = [0 a1 ... a6]. On eﬀectuera alors une moyenne des courbes :
Apred =
1
n
n∑
j=1
A∗j
On viendra juxtaposer cette nouvelle courbe-moyenne au bout de la dernière journée
aﬁn de la comparer avec les observations de cette dernière.
(a0)pred = x(25,n)
L'équation de la courbe de prédiction devient alors explicitement :
Gpred (t) = x(25,n) + a¯1t+ a¯2t
2 + a¯3t
3 + a¯4t
4 + a¯5t
5 + a¯6t
6
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Figure 3.5  Prédiction à l'aide de la moyenne
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3.3.5 Choix des paramètres
Fenêtre de modélisation
Les premiers essais pour trouver une manière d'établir un modèle ont permis de dé-
terminer qu'une fenêtre de modélisation dépassant une semaine entraînait l'apparition
du phénomène de croissance (surtout chez les jeunes porcs). D'un autre côté, une fenêtre
de modélisation trop courte se révélait trop instable pour les prédictions. La longueur
optimale de fenêtre de modélisation s'est avérée être de 5 jours pour faire les meilleures
prédictions.
Toutefois, il s'agit ici d'un paramètre qui varie en fonction de l'espèce étudiée. Ainsi, un
animal avec un rythme de croissance plus lent pourrait avoir une fenêtre de modélisation
plus grande.
Paramètre de lissage
Après quelques tentatives, des facteurs λ1 = λ2 = 0.001 ont été choisis pour avoir un
lissage de courbe eﬃcace. Un ordre de grandeur inférieur (λ ≤ 0.0001) rendait la pénalité
inutile et le lissage invisible, alors qu'un ordre de grandeur supérieur (λ ≥ 0.01) empêchait
la captation de toute variation quotidienne d'une journée à l'autre.
Encore une fois, ce paramètre peut varier selon la "violence" des changements que l'on
cherche à détecter.
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3.4 Calcul de l'erreur
Aﬁn d'évaluer la modélisation et la prédiction, on utilisera la métrique usuelle au sens
L
2 ou, plus exactement, la même norme que précédemment, mais avec λ1 = λ2 = 0 ;
pénaliser les dérivées n'étant plus utile à cette étape.
On considérera alors l'erreur de modélisation quotidienne et l'erreur de prédiction
comme étant simplement l'intégrale de la diﬀérence au carré entre les courbes calculées
G (t) et la courbe de consommation cummulée F (t) :
‖G (t)− F (t)‖2 =
1∫
0
(G (t)− F (t))2 dt
=
24∑
i=1
i
24∫
i−1
24
(G(t)− xi)
2 dt
=
24∑
i=1
i
24∫
i−1
24
(
a0 + a1t+ a2t
2 + a3t
3 + a4t
4 + a5t
5 + a6t
6 − xi
)2
3.4.1 Unités
Aﬁn d'arriver à quantiﬁer la diﬀérence entre la consommation prédite et le porc, tout
en tenant compte de la dimension du temps, on déﬁnira l'unité du "kilogramme-jour"
(kg-j). 1 kg-j représente 1kg d'écart de nourriture sur la journée au complet.
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Chapitre 4
Analyse des résultats
La modélisation des habitutes alimentaires individuelles de chaque porc a été eﬀectuée
à partir de la deuxième journée de données enregistrées à la porcherie (une fois qu'ils
avaient déjà mangé au moins une première fois). Le modèle a pris chaque groupe de 5 jours
de données complètes aﬁn de prévoir la journée suivante. L'opération a été poursuivie
pour tous les porcs, jusqu'à la veille de leur départ (dernière journée où les données
étaient encore complètes).
Le résultat de ces modélisations et prédictions quotidiennes peut être mesuré quoti-
diennement pour assurer un suivi eﬃcace du cheptel (Figure 4.1 et Tableau 4.1).
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Figure 4.1  Exemple d'une journée normale
Écart de la Prédiction (Kg-jour)
60
0.226
Écart des Modélisations quotidiennes (Kg-jour)
55 56 57 58 59
0.119 0.152 0.130 0.155 0.172
Tableau 4.1  Analyse d'un jour ordinaire [Porc #150]
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4.1 Analyse détaillée de quelques cas
À l'aide des analyses eﬀectuées, voici quelques cas qui ressortent du lot. Le premier
aurait pu être retiré de l'étude plus tôt, et les deux autres auraient pu proﬁter d'un suivi
plus serré.
Ce sont tous des cas qui auraient pu être détectés automatiquement avec des critères
très simple au niveau des écarts de prédictions. En eﬀet, une simple limite à, par exemple,
1kg-j aurait détecter ces cas de désordre alimentaire.
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4.1.1 Jeûne
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Figure 4.2  Application de l'algorithme au porc #3
Le porc #3 a été retiré en cours d'étude parce qu'il était malade. On remarque que
l'analyse a détecté un changement signiﬁcatif des habitudes alimentaires du porc à la 44e
journée (Figure 4.2). En regardant à quoi correspond cette journée (Figure 4.3), on voit
qu'eﬀectivement le porc a jeûné durant cette période.
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Figure 4.3  Porc qui a jeûné
Écart de la Prédiction (Kg-jour)
44
1.934
Écart des Modélisations quotidiennes (Kg-jour)
39 40 41 42 43
0.157 0.134 0.180 0.154 0.109
Tableau 4.2  Analyse de l'erreur de prédiction [Porc #3]
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4.1.2 Sous-alimentation
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Figure 4.4  Application de l'algorithme au porc #185
En analysant le porc # 185 (Figure 4.4), il semble y avoir un désordre alimentaire
autour de la 73e journée. Eﬀectivement, on remarque qu'il y a eu une sous-alimentation
relative (Figure 4.5).
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Figure 4.5  Porc qui s'est sous-alimenté
Écart de la Prédiction (Kg-jour)
73
1.367
Écart des Modélisations quotidiennes (Kg-jour)
68 69 70 71 72
0.161 0.144 0.208 0.174 0.211
Tableau 4.3  Analyse de l'erreur de prédiction [Porc #185]
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4.1.3 Sur-alimentation
20 40 60 80
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Figure 4.6  Application de l'algorithme au porc #150
L'outil permet également de détecter des cas de sur-consommation (Figures 4.6 et 4.7),
comme pour le porc # 150 en début d'étude. Ces cas ne sont pas toujours synonymes
de maladie, mais il est intéressant de voir qu'on peut détecter de tels changments de
comportement.
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Figure 4.7  Porc qui s'est sur-alimenté
Écart de la Prédiction (Kg-jour)
25
1.408
Écart des Modélisations quotidiennes (Kg-jour)
20 21 22 23 24
0.074 0.115 0.117 0.104 0.099
Tableau 4.4  Analyse de l'erreur de prédiction [Porc #150]
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4.2 Performances générales
L'outil proposé est très eﬃcace pour prédire la consommation des porcs. Sur les
28 909 journées qui ont fait l'objet d'une prévision, les erreurs de prédictions étaient
d'en moyenne 0.29 kg-j et l'écart-type de 0.18 kg-j (Figure 4.8). De plus, 25 820 pré-
visions (89.3%) diﬀèrent des observations par moins de 0.5 kg-j, et seules 156 (0.5%)
présentent une erreur de prédiction supérieure à 1kg-j.
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Figure 4.8  Erreurs de prédictions
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4.2.2 Phénomène de groupe
Il est important également de distinguer les phénomènes individuels des phénomènes
de groupes. En eﬀet, il arrive parfois que l'ensemble des prévisions d'un groupe soit
aﬀecté.
Par exemple, sur le graphe précédent (Figure 4.9), on remarque que l'erreur moyenne
fait un bond vers la 8e semaine. Or cela correspond à quelques journées de Septembre
particulièrement chaudes[23] : il a fait 30◦C alors que la moyenne historique est de 19◦C.
Les porcs, se comportant comme les humains à ce niveau, mangent moins lorsque la
température est élevée. Pour l'ensemble du cheptel on a noté une baisse de consommation.
On le remarque notament dans les graphiques du Chapitre 2 (Figure 2.3, page 14) lors
des journées 53 à 55. Cela a nécessairement aﬀecté les prédictions tel qu'on le remarque
sur le graphique. Il faudra donc tenir compte des eﬀets de groupe lorsque la modélisation
sera eﬀective sur un ensemble d'individu qui subit les mêmes stimulis.
Dans l'exemple précédent, il faudrait ainsi ne pas conclure à un dérèglement alimen-
taire individuel pour une majorité du cheptel, mais plutôt conclure à un eﬀet de groupe.
On pourrait déﬁnir un pourcentage seuil d'individus avec un dérèglement alimentaire qui,
lorsqu'atteint, "déclare" un eﬀet de groupe et retire la moyenne des erreurs de sur/sous-
consommation au groupe aﬁn de le normaliser. Ainsi, si par exemple tous les porcs ont
mangés en moyenne 0.5kg de moins, on retirerait cette quantité de l'erreur de prédiction
aﬁn de ne détecter que les déviations réellement anormales.
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4.3 Voies possibles d'amélioration de la modélisation
Il est clair que cet outil est très prometteur, ainsi que le prouvent ces premiers résul-
tats, mais il y a également quelques possibilités d'améliorations. Voici quelques pistes qui
mériteraient d'être explorées :
 En eﬀectuant également ces tests sur plusieurs cheptels, on pourrait valider le mo-
dèle et en assurer la stabilité. Cela, en plus d'avoir potentiellement assez de données
pour estimer des lois de probabilités sur la consommation des porcs, et même utiliser
une approche de Bayes.
 Planiﬁer une expérience visant à recueillir les informations nécessaires pour eﬀec-
tuer une analyse discriminante serait un atout majeur. Cela permettrait à la fois de
valider et améliorer la modélisation, en plus d'aider à fournir un seuil limite pour la
détection des désordres alimentaires.
 Avec certaines informations supplémentaires, il serait intéressant d'eﬀectuer une ap-
proche par la regression logistique aﬁn d'attribuer à l'écart de prédiction un pour-
centage de chance que le porc présente un réel désordre alimentaire. Suite à cela,
une analyse de classiﬁcation permettrait de trouver un critère tenant en compte le
pourcentage de porcs bien classés. On pourrait même eﬀectuer une analyse écono-
mique sur le coût engendré par une mauvaise classiﬁcation et adapter un seuil limite
de détection en fonction des coûts et des risques.
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Conclusion
À la lumière de cette première expérience, il est évident qu'un modèle à base de régres-
sion polynomiale arrive à bien cerner les diﬀérentes variations inhérentes aux habitudes
alimentaires. De plus, à l'aide de l'outil de mesure proposé, on arrive à bien cerner l'erreur
de modélisation et de prédiction, ce qui ouvre la porte à la détermination d'un seuil de
discrimination pour la détection de changements.
Notament, il est particulièrement intéressant de noter que puisque l'outil permet de
quantiﬁer la déviation par rapport à l'habitude des derniers jours, l'utilisateur a toute
la latitude nécessaire pour déﬁnir une tolérance selon ses besoins. Ainsi, l'outil peut être
plus ou moins sensible selon ce qui est recherché. Rien n'empêche non plus de déﬁnir
plusieurs seuils (problématique, à surveiller, etc) et de faire un suivi à ce niveau (ex. : 2
jours à surveiller = 1 jour problématique)
Bref, ce projet est non seulement très prometteur en ce sens qu'il fait bien ce pourquoi il
a été conçu, mais il a énormément de débouchés autres. Il peut s'appliquer non seulement
à plusieurs autres types d'élevages, mais pourrait également servir en médecine pour
le suivi de personnes à risques (personnes âgées, nourrisons, etc). Comme il prévoit
des phénomènes réguliers, rien n'empêche non plus de l'utiliser pour monitorer d'autres
événements biologiques similaires.
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Annexe A
Preuves
A.1 Complété d'un espace métrique
Théorème A.1 (Construction du complété). Soit (E, d) un espace métrique. Il existe
un espace métrique
(
E˜, d˜
)
tel que :
C1 - E˜ contient E et d˜ induit la métrique d
C2 - E est dense dans E˜
C3 - E˜ est complet
Démonstration.
C1 - Soit C l'espace de toutes les suites de Cauchy x = (xn) d'éléments de E. Sur C
on déﬁnit une relation d'équivalence R par xRy si lim
n→∞
d (xn, yn) = 0.
Soit E˜ l'espace quotient E˜ = C/R, on note α, β, . . . les éléments de E˜.
Soit (xn) et (yn) des suites de Cauchy de E dont les représentants dans E˜ sont notés
respectivement α et β, on veut poser d˜ (xn, yn) = lim
n→∞
d (xn, yn).
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On remarque que la suite (d (xn, yn)) converge :
d (xn, yn) ≤ d (xn, xm) + d (xm, ym) + d (yn, ym)
d (xn, yn)− d (xm, ym) ≤ d (xn, xm) + d (yn, ym)
Par symétrie en n et m :
|d (xn, yn)− d (xm, ym)| ≤ d (xn, xm) + d (yn, ym)
Donc la suite d (xn, yn) est de Cauchy et converge vers une limite qui déﬁnit d˜. On
remarque également que d˜ est bien déﬁnie sur E˜ et est une métrique sur cet espace.
C2 - Soit (xn) une suite de Cauchy de E à qui est associé l'élément α de E˜. Chaque
élément xn peut être considéré come un élément de E˜ et l'on a :
d˜ (α, xn) = lim
m→∞
d (xm, xn)
Comme (xn) est une suite de Cauchy, on a :
lim
n→∞
d˜ (α, xn) = lim
n→∞
lim
m→∞
d (xm, xn) = 0
C3 - Soit (αn) une suite de Cauchy de E˜. Soit xn un élément de E tel que d˜ (xn, αn) < 1n .
On a :
d˜ (αn, αm) ≤ d˜ (αn, xn) + d˜ (xn, xm) + d˜ (αm, xm)
<
1
n
+ d (xn, xm) +
1
m
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Ce qui prouve que (xn) est une suite de Cauchy de E convergeant vers α dans E˜.
On a :
d˜ (αn, α) ≤ d˜ (αn, xn) + d˜ (xn, α)
et donc
lim
n→∞
d˜ (αn, α) = 0
On rappelle la déﬁnition d'une application uniformément continue pour les besoins de
la preuve.
Déﬁnition A.2 (Application uniformément continue). Soit (X, dx) et (Y, dy) deux es-
paces métriques. f est uniformément continue si
∀ ε > 0, ∃ ν > 0, tel que dx (x, y) ≤ ν ⇒ dy (f (x) , f (y)) ≤ ε
En particulier, l'uniforme continuité implique la continuité de l'application f .
Théorème A.3 (Prolongement d'une application uniformément continue). Soit (E, d) un
espace métrique,
(
E˜, d˜
)
l'espace métrique complet qui lui est associé par la construction
précédente et f une application uniformément continue de (E, d) vers un espace complet
(F, δ) :
∀ ε, ∃ ν, tel que d (x, y) < ν ⇒ δ (f (x) , f (y)) < ε
Alors il existe une et une seule application uniformément continue f˜ de E˜ dans F pro-
longeant f .
Démonstration. Soit x un élément de E˜ et (xn) une suite de Cauchy de E convergeant
vers α. Alors l'uniforme continuité de f entraîne que (f (xn)) est une suite de Cauchy de
F et, comme F est complet, cette suite converge.
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On doit bien sûr poser f˜ (α) = lim
n→∞
f (xn) pour que f˜ soit continue. f˜ est bien déﬁnie
car si les suites (xn) et (yn) convergent toutes deux vers α, l'uniforme continuité de f
entraîne que les suites (f (xn)) et (f (yn)) ont la même limite.
Théorème A.4 (Unicité de la prolongation). Soit (E, d) un espace métrique et soir i une
injection isométrique de (E, d) dans un espace complet (F, δ). Si l'image de i est dense,
le prolongement i˜ de i à E˜ est une bijection isométrique de
(
E˜, d˜
)
sur (F, δ).
Démonstration. i˜ existe par le théorème A.4. Il reste à montrer que i˜ est une isométrie.
Soit α et β des éléments de E˜ et (xn) et (yn) des suites de Cauchy de E qui leur sont
respectivement associées.
δ
(˜
i (α) , i˜ (β)
)
= lim
n→∞
δ (i (xn, yn))
= lim
n→∞
d (xn, yn)
= d˜ (α, β)
i˜ est donc injective. De plus, si i˜ (αn) est uen suite de Cauchy dans F, comme i˜ est
isométrique (αn) est une suite de Cauchy dans E˜ qui converge vers α. Donc i˜ (αn) converge
vers i˜ (α). Finalement, comme l'image de i˜ est dense et complète, i˜
(
E˜
)
, i˜ est surjective
ce qui achève la démonstration.
Déﬁnition A.5 (Espace complété). Soit (E, d) un espace métrique. Il existe un espace
métrique complet
(
E˜, d˜
)
et un seul à isomorphisme près tel qu'une isométrie identiﬁe E
à un sous-espace dense de E˜,
(
E˜, d˜
)
est appelé le complété de (E, d) .
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A.2 Optimisation convexe
D'abord un rappel :
Théorème A.6 (Théorème de la Médiane). Aussi appelé Théorème d'Apollonius -
Soient ABC un triangle quelconque et AI la médiane issue de A, alors on a la rela-
tion suivante :
AB2 + AC2 = 2BI2 + 2AI2
ou autrement formulée :
AB2 + AC2 =
1
2
BC2 + 2AI2
Pour prouver le théorème 3.18, il faut prouver l'existence d'une solution puis son
unicité.
Existence d'une solution
Démonstration. Soit d (x,F) la distance du point x au fermé F déﬁnie par
α = d (x,F) = inf
z∈F
‖x− z‖
Soit x ∈ H et y ∈ F tels que ‖x− y‖ = d (x,F).
Par déﬁnition de la borne inférieure, il existe une suite (yn) de F telle que
lim
n→∞
‖yn − ym‖ = α
On peut montrer que cette suite est de Cauchy en utilisant le théoreme de la médiane :
(
‖x− ym‖
2 + ‖x− yn‖
2) =1
2
‖yn − ym‖
2 + 2
∥∥∥∥x− 12 (yn + ym)
∥∥∥∥
2
‖yn − ym‖
2 =2
(
‖x− ym‖
2 + ‖x− yn‖
2)− 4
∥∥∥∥x− 12 (yn + ym)
∥∥∥∥
2
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Or comme yn ∈ F et ym ∈ F et F est convexe, alors 12 (yn + ym) ∈ F.
De même, puisque α = inf
z∈F
‖x− z‖, on a également
∥∥x− 1
2
(yn + ym)
∥∥ ≥ α.
Par ailleurs,
α = lim
n→∞
‖x− yn‖ ⇔ ∀ε, ∃n0 tel que n ≥ n0 ⇒ ‖x− yn‖ ≤ α + ε
Soit ‖x− yn‖
2 ≤ (α + ε)2, donc ∀ε > 0, ∃n0, ∀n ≥ n0, ∀m ≥ n0
‖yn − ym‖
2 ≤ 2
[
(α + ε)2 + (α + ε)2
]
− 4α2
‖yn − ym‖
2 ≤ 8αε+ 4ε2
La suite (yn) est donc de Cauchy dans F. Comme F est complet, cette suite converge vers
un élément y ∈ F et on a :
α = lim
n→∞
‖x− yn‖ = ‖x− y‖
Unicité de la solution
Démonstration. Supposons qu'il existe y′ ∈ F tel que ‖x− y′‖ = α. En utilisant le
théorème de la médiane similairement à précédemment, on arrive à
‖y − y′‖
2
≤ 2
(
α2 + α2
)
− 4α2 = 0
d'où on déduit : ‖y − y′‖ = 0 ⇒ y = y′
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