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$ommaire
Cette thèse est consacrée au développement de méthodes de résolution efficaces
adaptées à des problèmes de programmation stochastique en nombres entiers. La pro
grammation stochastique permet de traiter le cas où de l’incertitude est présente dans
les paramètres d’un problème d’optimisation. D’un point de vue pratique, les modèles de
programmation stochastique en nombres entiers sont intéressants car ils permettent de
mieux traduire des situations réelles d’optimisation. Par contre, puisque ces problèmes
sont à la fois combinatoires et stochastiques, ils posent des défis importants.
L’approche méthodologique utilisée dans le cadre de ce travail est l’hybridation
de méthodes. Plus précisément, la séparation locale est employée au sein d’approches
classiques d’optimisation afin de rendre celles-ci plus performantes pour le cas considéré.
L’une des principales approches utilisée en programmation stochastique est la décom
position de Benders. Par conséquent, la séparation locale sera premièrement utilisée de
façon à accélérer la décomposition de Benders classique. En appliquant des phases de
recherche de type séparation locale à partir des solutions aux problèmes maîtres relaxés,
il est possible d’améliorer simultanément les bornes inférieure et supérieure générées
par l’algorithme de Benders. Les résultats numériques obtenus sur une famille générale
de problèmes de conception de réseaux offriront un exemple des bénéfices de cette
méthode. La contribution principale de cette approche est d’ordre méthodologique, car
les principes évoqués sont applicables à tous les problèmes pouvant être résolus par la
décomposition de Benders.
Les résultats obtenus dans le contexte général de la décomposition de Benders nous
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ont poussé à appliquer des idées similaires au cas de l’algorithme « L-shaped » bi
naire. L’algorithme « L-shaped » binaire est utilisé pour résoudre des problèmes de
programmation stochastiques en nombres entiers pour lesquels un sous-ensemble des
variables sont binaires. Dans ce cas, nous démontrons qu’une phase de recherche de
type séparation locale permet de générer un système d’inégalités valides applicable aux
problèmes relaxés résolus par l’algorithme. Ces inégalités servent à fournir de meilleures
bornes inférieures pour la composante stochastique du problème. Ces résultats sont
spécialisés au cas des problèmes de tournées d’un véhicule avec demandes stochastiques.
Deux stratégies d’utilisation pour ces inégalités sont présentées. De plus, une procédure
de génération de plans coupants, adaptée au problème considéré, est développée en
vue d’une utilisation au sein de l’algorithme « L-shaped » binaire. L’expérimentation
numérique, qui est effectuée sur un ensemble de 280 instances, montre qu’il y a un
avantage significatif à utiliser ces nouvelles inégalités pour le problème traité. Dans
ce cas, les contributions sont à la fois méthodologique et pratique. D’un point de vue
méthodologique, ces inégalités sont générales et peuvent être adaptées à tout problème
stochastique qui est résolu par l’algorithme « L-shaped » binaire. Au niveau pratique,
la spécialisation de l’approche au cas des problèmes de tournées d’un véhicule avec
demandes stochastiques permet d’améliorer de façon marquée l’approche de résolution
exacte la plus efficace pour ces problèmes. Il est cependant important de préciser que les
résultats obtenus nous ont également permis d’identifier des instances particulièrement
difficiles à résoudre de façon exacte.
Ces dernières observations ont servi de motivation au développement d’une ap
proche de résolution heuristique efficace pour les problèmes de tournées d’un véhicule
avec demandes stochastiques. Pour ce faire, nous nous sommes intéressé à la simulation
de Monte Carlo. La simulation de Monte Carlo est utilisée en programmation stochas
tique afin de contrôler la complexité associée à la composante aléatoire des problèmes.
Dans le cas présent, il faut également tenir compte de la complexité combinatoire de la
problématique considérée. L’heuristique proposée est une méthode hybride alliant des
principes de recherche de type séparation locale avec les techniques d’approximation
de la simulation IVionte Carlo. Dans cette approche, la séparation locale sert à explorer
Vefficacement le domaine réalisable des problèmes tout en contrôlant la complexité com
binatoire de ceux-ci. En utilisant les principes de la séparation locale, nous développons
des précédures de diversification et d’intensification qui sont insérées au sein de l’heuris
tique qui fonctionne selon un schème de recherche de type multi-descentes. Les résultats
numériques obtenus sur un sous-ensemble d’instances considérées comme étant dif
ficiles à résoudre de façon exacte, montrent que l’heuristique est à la fois robuste,
car elle converge vers des solutions optimales ou quasi-optimales, et efficace, car elle
permet de trouver de bonnes solutions rapidement. La contribution principale de la
méthode proposée est d’ordre pratique. L’heuristique a été développée en fonction de
caractéristiciues propres aux problèmes de tournées d’un véhicule avec demandes sto
chastiques. Par contre, les principes méthodologiques de recherche qui sont utilisés sont
facilement généralisables à d’autres problématiques.
Mots-clés. Décomposition de Benders, séparation locale, conception de réseaux, pro
grammation stochastique en nombres entiers, inégalités valides, tottrnées de véhicules
avec demandes stochastiques, simulation de Monte Carlo.
$ummary
The main objective pursued in this thesis was to enhance certain algorithms that
are used to salve integer stochastic programming problems. Integer stochastic program
ming can he applied when uncertainty is present in the parameters of an optirnization
problem. From a modeling point of vue, integer stochastic programming is interesting,
since one rarely has perfect information concerning the problem to be solved. Howe
ver, both the combinatorial and stochastic complexities of these models make them
notoriously liard to salve.
The research that we have doue focuses on the use of local branching strategies in
order to accelerate certain classical aigorithms. One of the main solution strategies that
is used in integer stochastic pragramming is Benders decomposition. Therefore, we first
propose a way ta accelerate the classical Benders decomposition algorithm using local
branching. By applying local branching search phases throughout the Benders solution
process, one can simultaneously improve bath the upper and lower bounds generated
by the algorithm. An important characteristic of the proposed rnethod is that h can
be applied ta ail problems solved using the Benders decomposition algorithm. Results
obtained on a set of network design problems pravide a numerical example of the
benefits of this approach.
The favorable results obtained on the classical Benders decomposition method en
couraged us ta extend similar ideas ta the case of the integer O-1 L-shaped algorithm.
The integer O-1 L-shaped algorithm is an exact procedure that solves integer stochas
tic programming problems for which a subset of variables are binary. In this case, we
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dernonstrate that a local branching search phase can he used to produce a system of
valid inequalities that provide Setter lower bounds for the stochastic component of
the relaxed problems solved by the algorithm. The single vehicle routing problem with
stochastic demands is used to test these new inequalities. Two different strategies are
presented for generating these cuts. Furthermore, a separation procedure, adapted to
this particular problem, is developped to search for violated cuLs. Resuits ohtained on
a set of 280 instances show that there is a significant advantage in using these new
inequalities for the case of the single vehicle routing prohiem with stochastic demands.
However, these results also show that certain instances rernain hard to solve optimally
in a reasonable amount of time.
These last observations served as motivation for the development of a heuristic pro
cedure adapted to the single vehicle routing problem with stochastic demands. The
proposed heuristic is a hybrid method that uses both local branching and iVionte Carlo
simulation in a multi-descent search strategy. IVionte Carlo simulation is used in sto
chastic programming to control the stochastic complexity associated with the problems
to 5e solved. In the case of an integer stochastic programming problem, one must aiso
consider the comhinatorial complexity. Therefore, local hranching is used to search effec
tively the feasible region of the problem while controlling the cornbina.torial complexity.
Using principles taken from local branching, we present both a diversification and an
intensification search strategy for the single vehicle routing problem with stochastic
demands. Results obtained on a subset of particularly hard instances show that the
heuristic is both robust, since it finds optimal or near optimal solutions, and effective,
hecause it obtains very good solutions quickly. The solution method presented is adap
ted to the particular problem that is considered. However. it should be specified that
the principles used are general and may be applied to a vider range of applications.
Keywords. Benders decoinposition, local branching, network design, integer stochastic
programming, valid inequalities, vehicle routing with stochastic demands, Monte Carlo
simulation.
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Chapitre 1
Introduction
Dans le domaine de foptimisation. il arrive souvent que des problèmes comportent
des aspects aléatoires. Nous entendons par là que la résolution de certaines probléma
tiques s’opère dans un contexte où les paramètres ne sont pas totis connus à l’avance.
La programmation mathématique stochastique a été développée dans le but de traiter
certaines de ces situations. Dans le cadre de ce travail, nous considérons le cas du
problème de programmation stochastique linéaire entier avec recours fixe. Ce problème
peut être défini de la façon suivante (nous utilisons ici la notation proposée par Birge
et Louveaux {7])
Min cTx+Q(x) (1.1)
s.t.c. Ax = b (1.2)
xEX (1.3)
où Q(x) =E[Q(x,(w))] (1.4)
et Q(x, (w)) = Miny{q(w)Ty Wy h(w)
— T(w)x, y Y}. (1.5)
Ce type de modèle comporte deux niveaux de décisions. Ces niveaux de décisions
dépendent du moment où les paramètres du problème deviennent disponibles. D’un
côté, il y a les décisions dites de première étape, qui sont représentées par le vecteur
x. Ces décisions doivent être prises a priori en considérant un ensemble de contraintes
2((1.2) et (1.3)) et un objectif à optimiser ((1.1)). La matrice A (de dimension rn1 x n1),
de même que le vecteur c (de dimension ri1 x 1), sont des données connues à l’avance.
Quant à lui, l’ensemble X contient toutes les autres contraintes impliquant les variables
de première étape. Cela inclut les contraintes de non-négativité et d’intégralité selon
les cas traités.
Une fois le vecteur x fixé, un événement aléatoire se réalise. Nous définissons Q
comme étant l’ensemble de toutes les réalisations possibles de cet événement. Le vecteur
est un vecteur aléatoire défini par rapport à Q. Nous dénotons par (w), w E Q,
les valeurs du vecteur pour une certaine réalisation w de l’événement aléatoire. Les
vecteurs q(w) et h(w) (de dimensions 2 x 1 et m2 x 1), de même que la matrice T(w) (de
dimension n12 y n1), que l’on nomme matrice technologique, constituent les composantes
de (w). Lorsque ces paramètres deviennent disponibles, une série de décisions, dites
de deuxième étape. sont prises. Ces décisions, représentées par le vecteur y, définissent
le recours possible étant données les décisions prises précédemment x et les valeurs
observées du vecteur aléatoire (w). La fonction Q x x (w) — R+. qui est définie par
le problème d’optimisation en (1.5), mesure la valeur optimale du recours pour x et
(w) fixé. Par convention, lorsque le problème (1.5) est irréalisable, on pose Q(x. (w)) =
+oo. Il est cluestion de problèmes à recours fixe, puisque la matrice W (de dimension
Tri2 X n), que l’on nomme matrice de recours, est constante V w E Q. Encore une fois,
l’ensemble Y contient toutes les autres contraintes impliquant les variables y. Selon les
cas considérés, des contraintes de non-négativité et d’intégralité y sont présentes.
L’utilisation du problème (1.1)-(1.5) suppose qu’il est impossible de prévoir avec
certitude laquelle des réalisations sera observée. L’objectif (1.1) comprend donc la fonc
tion Q : x — R+, que l’on nomme fonction de recours. Cette fonction mesure la valeur
espérée du recours associé à y pour l’ensemble des réalisations possibles de l’événement
aléatoire. En résolvant (1.1)-(1.5), on obtient une solution x, qui est optimale, en
moyenne, lorsqu’on considère le vecteur aléatoire
. Les problèmes de programmation
stochastiques sont intéressants, car ils permettent d’incorporer une certaine variabilité
au sein des paramètres d’un modèle. Par contre, il est important de réaliser que la com
plexité associée a ce type de problème est très grande. Il est donc justifié de questionner
3futilité de la solution optimale r au modèle (1.1)-(1.5).
IVladansky [44] compare la solution k à celle que l’on obtient en résolvant le
problème d’approximation déterministe associé à (1.1)—(1.5). Le problème d’approxi
mation déterministe est obtenu en remplaçant le vecteur aléatoire par son espérance
= E[]. Ce faisant, le problème devient : Min {cTx + 1y I Ax b, Wy =
— Ix, x X, y E Y}, où = E[q(w)], = E[h(w)] et T E[T(w)]. Dénotons
par , la solution optimale à ce nouveau problème. IVladansky [44] démontre l’inégalité
suivante: cTx* + Q(x*) cT+ Q(). La valeur de la solution stochastique (VSS), qui
est definie comme étant VSS = CÏ + () — cTx* + Q(x*), représente l’écart existant
entre la valeur de la solution au modèle stochastique et la valeur de la solution à l’ap
proximation déterministe. L’utilité de (1.1)-(1.5) est directement relié à la VSS. Lorsque
la VSS est faible, la version déterministe est une bonne approximation de (1.1)-(1.5).
Dans le cas limite où VSS O, la solution est optimale pour le problème stochas
tique (x* ). Par contre, lorsque la VSS est élevée, l’approximation déterministe est
mauvaise et le modèle (1.1)-(1.5) devient beaucoup plus intéressant. L’importance de
l’écart défini par la VSS dépend du contexte d’optimisation considéré. Il est également
important de réaliser ctue l’obtention de cette valeur suppose, à la hase, la résolution
du problème stochastique. Bien qu’elle puisse être difficile à estimer, la VSS doit être
néanmoins considérée lorsqu’il est question de résoudre un problème particulier de pro
grammation stochastique. Dans le cadre de cette thèse, la principale problématique
étudiée est celle des tournées de véhicules avec demandes stochastiques. L’intérêt pour
ces problèmes découle du fait qu’ils combinent à la fois l’optimisation combinatoire et
la programmation stochastique, ce qui pose des défis de résolution très importants. De
plus, tel que montré par Louveaux [42], l’utilisation des versions stochastiques est tout
à fait justifiée dans ces contextes.
Les contributions des trois articles présentés dans la cadre de cette thèse se di
visent en deux catégories, selon qu’elles sont méthodologiques ou pratiques. Nous
nous sommes premièrement intéressé à la décomposition de Benders [4], qui est l’une
des principales approches de résolution utilisée en programmation stochastique. L’ap
proche générale de Benders comporte certaines faiblesses qui peuvent ralentir le pro-
4cessus de résolution. Par conséquent, le premier article de cette thèse propose une
technique générale d’amélioration de l’algorithme classique de Benders. Cette tech
nique d’amélioration est basée sur l’utilisation successive de phases de recherche de
type séparation locale [20]. Pour ce premier article, la principale contribution est
d’ordre méthodologique, car ce qui est proposé est une approche hybride générale de
résolution de type Benders pour les problèmes d’optimisation mixte. L’expérimentation
numérique, effectuée sur une série de problèmes de conception de réseau, n’est utilisée
que dans le but de valider l’approche de résolution générale proposée.
Dans le cadre du deuxième article, nous avons poursuivi les travaux de recherche
entamés, en spécialisant l’approche hybride au cas de la programmation stochastique.
Sur le plan méthodologique, les contributions se sont traduites par le développement
de nouvelles inégalités valides générales qui s’appliquent à l’algorithme de séparation
et plans coupants « L-shaped » pour le cas des problèmes de type (1.1)-(1.5) compor
tant des variables de décision binaires (algorithme présenté par Laporte et Louveaux
[39]). Nous avons applicjué ces nouvelles inégalités au cas particulier des problèmes de
tournées d’un véhicule avec demandes stochastiques. Cette application pratique consti
tue également une importante contribution de l’article puisqu’elle a permis d’améliorer
significativement la meilleure approche de résolution exacte pour ce type de problème.
L’expérimentation numérique effectuée pour ce deuxième article nous a permis de dis
tinguer des instances particulièrement difficiles à résoudre exactement. Ces observations
ont motivé les travaux de recherche réalisés pour l’article final présenté dans cette thèse.
Pour ce dernier article, nous proposons un algorithme heuristique spécialisé ati cas
des problèmes de tournées d’un véhicule avec demandes stochastiques. Cette heuristique
est une méthode hybride fondée sur la combinaison de recherche par séparation locale et
simulation Monte Carlo, et ce, au sein d’une approche itérative de type multi-descentes.
La principale contribution de cet article est d’ordre pratique, car ce qui est proposé est
une heuristique efficace et robuste pour la résolution des instances difficiles dii problème
considéré. Par contre, il est important de noter que, d’un point de vue méthodologique,
l’approche développée repose sur des concepts généraux, qui peuvent être facilement
adaptés à d’autres problèmes stochastiques.
5Ce travail est divisé en six chapitres. Le prochain chapitre comprend une brève
revue des travaux antérieurs. Il est important de préciser que ce chapitre sera consacré
aux principales approches méthodologiques qui ont été développées afin de résoudre des
problèmes de programmation stochastique en nombres entiers. L’objectif principal de
cette thèse a été de développer des approches de résolution efficaces pour résoudre des
problèmes de type (1.1)-(1.5). En présentant les principales approches méthodologiques
développées dans le domaine de la programmation stochastique en nombres entiers, il
sera possible de situer beaucoup pius facilement le travail effectué dans le cadre des
articles scientifiques proposés. Par la suite, un chapitre est consacré à chacun des trois
articles présentés. Finalement, nous concluons ce travail au chapitre six.
Chapitre 2
Revue des travaux antérieurs
Ce chapitre est consacré aux principales approches de résolution, qui ont été déve
loppées afin de résoudre les problèmes de programmation stochastique linéaire entiers.
Klein-Haneveld et van der Vlerk [36], de même que Schultz [54] font une synthèse de ces
méthodes. Dans cette section, nous concentrerons la présentation sur les méthodologies
de résolution pour les cas généraux où des contraintes d’intégralité peuvent être présen
tes en première et/ou en deuxième étape du problème. Dans tin premier temps nous
présenterons les algorithmes de coupes. Ce groupe est principalement composé de tech
niques résultant de l’application de l’approche proposée par Benders [4]. Par la suite, il
sera question des algorithmes de type séparation et évaluation progressive (ou « hranch
and bound »). Finalement, nous conclurons ce chapitre en présentant les approches
basées sur la théorie des ensembles test.
2.1 Algorithmes de coupes
En 1970, Geoffrion [26, 27] propose une classification des principales techniques de
résolution des problèmes de programmation mathématique de grande taille. Selon cette
classification, l’approche de Benders [4] est décrite comme étant un algorithme de type
projection, linéarisation externe et relaxation. Cette approche a été développée dans
7le but de traiter spécifiquement le cas des problèmes linéaires mixtes, c’est-à-dire les
problèmes où certaines des variables sont entières et d’autres continues. L’idée proposée
par Benders consiste à effectuer premièrement une projection du problème dans l’espace
défini par les variables entières. Le terme projeté subit par la suite une linéarisation
externe. Finalement, le problème résultant est résolu par une approche de relaxation.
En 1969, Van Slyke et Wets [66] reprennent l’idée de Benders et l’appliquent au
problème de programmation stochastique linéaire avec recours fixe. Les auteurs nom
ment leur procédure « L-shaped », étant donné la structure en blocs de la matrice des
contraintes du problème à résoudre. Nous commencerons cette section en présentant
la décomposition de Benders classique [4 (cas des problèmes linéaires mixtes), telle
qu’appliquée au cas des problèmes de programmation stochastique. Dans ce cas, les
variables de première étape sont entières (X = {x E Z” J x 0}) et les variables
de deuxième étape sont continues (Y {y E 1RT12 I y 0}). Nous verrons par la
suite comment ces idées peuvent être étendues au cas purement entier. Le problème à
résoudre est défini de la façon suivante
Min cT + Q(x) . (2.1)
s.t.c. Ax = b (2.2)
x E X (2.3)
où Q(x) = f[Q(x,(w))] (2.4)
et Q(x, (w)) Min{q(w)Ty Wy h(w)
— T(w)x, y 01. (2.5)
Afin d’appliquer l’approche, nous supposons que le vecteur aléatoire a une distribution
discrète et que l’ensemble ÇI est fini. Nous dénotons par k, k = 1,.. . ,K les valeurs
possibles de . Chaque k est composée des vecteurs q et ‘k, de même que de la
matrice Tk. Définissons un vecteur Yk pour représenter les décisions de deuxième étape
associées à chacune des réalisations possibles de l’événement aléatoire. En fixant Pk
tel que Pr(
= k) = Pk, il est possible de réécrire le modèle (2.1)-(2.5) de la façon
8suivante
Min + pkqyk (2.6)
sic. Axb (2.7)
Ti+T17y = /1k, k 1,... ,K (2.8)
zEX. Yk°. k=1,...,K. (2.9)
Pour ce qui suit, nous supposons que (2.6)-(2.9) est à la fois réalisable et fini.
Dans un premier temps, projetons le problème (2.6)-(2.9) sur l’espace défini par les
variables de première étape x. Cela donne le problème suivant
Min CTX + Pk inf{qyk Tkx + WYk hk, Yk 0} (2.10)
s.t.c. A = b (2.11)
x e X. (2.12)
Les fonctions inf présentes dans (2.10) sont définies par les modèles suivants
(Pk) Min qy (Dk) Max (hk — Tkx)TÀk
sic. WYk /1k — Tkx s.t.c. WT)k qk
Yk 0.
Ces modèles constituent tout simplement les formulations primales et duales des prob
lèmes de deuxième étape associés aux vecteurs k (k = 1, . .. , K) étant donné des
décisions de première étape fixées à x.
La prochaine étape à effectuer dans le cadre de cette décomposition est cFexprimer
les modèles Pk, k 1 K, en fonction des points et rayons extrêmes de Dk. Selon
le théorème de résolution de Goldman [38], en supposant que les polytopes associés
aux problèmes Dk soient de plein rang, si l’on considère les ensembles Ak
= {Àk
WTk q} (k 1,... , K) et que l’on définit 4, i = 1,. .. , n, et 4, j = 1,... ,n,
comme étant respectivement les points extrêmes de Ak et les rayons extrêmes du cône
{ ‘k I 117T)\k < 0}, alors il est possible d’exprimer Ak de la façon suivante {.\k =
“k
I 1, i-ii O,vt 0, i 1,...,n etj = 1,...,n}.
i=1 •j=1 i=1
9Le théorème fondamental de la programmation mathématique linéaire affirme que, s’il
existe une solution optimale à un problème linéaire, alors il en existe une, cfui est un
point extrême du polyèdre qui lui est associé. En invoquant ce résultat et en supposant
pour l’instant que les problèmes Dk sont bornés étant donné x, pour k = 1, K, il
est possible d’exprimer Dk de a façon suivante
(Dk) ]\‘Iax=1 (h — Tkr)T7rJ. (2.13)
Nous devons à présent nous assurer que les décisions de première étape z sont telles
que pour k 1,... ,K, alors {y c RT’2 I Wyk = hk — Tkx, Yk O} 0. Cette condition
revient à dire qu’il faut s’assurer que les problèmes Pk sont réalisables. Pour ce faire,
en se référant au théorème fort de la dualité, il suffit d’obliger les problèmes Dk à être
bornés. Nous y arrivons en imposant les contraintes (hk — Tkz)Tu < O, j = 1,..
à chacun des problèmes Dk définis en (2.13). Nous obtenons donc, pour k 1,... , K,
les problèmes suivants
(Dk) Max1
,‘
(h — Tkz)Tir
s.i.c. (/2k — Tkz)T <O, j = 1,... ,n,
qui sont éciuivalents à
(Dk) Min. ek (2.14)
sic. (hk — Tkx)T < ek, i = 1, . . . ,n (2.15)
(hk—Tkz)Tu<0, j=1,...,n. (2.16)
Le théorème fort de la dualité, qui nous assure que Pk a une solution si et seulement
si D en a une également et que les valeurs de celles-ci sont égales, nous permet de
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remplacer Pk par (2.14)-(2.16) au sein du modèle (2.10)-(2.12). Ce faisant, on obtient
Min Jx + ?kek (2.17)
s.t.c. Ax = b (2.18)
(hk _Tkx)Tx <ek, i 1,... ,n, k 1,...,K (2.19)
(hk — Tkx)T <0, j = 1,.. . , n, k 1,... , K (2.20)
X, (2.21)
que l’on désigne comme étant le problème maître et qui est équivalent à (2.6)-(2.9). Les
contraintes (2.19) représentent les coupes d’optimalité. Ces contraintes expriment les
valeurs possibles de la fonction de recours en fonction des variables de première étape
x et des points extrêmes associés aux polyèdres des problèmes de deuxième étape.
Les contraintes (2.20) définissent quant à elles les coupes de réalisabilité. Ces inégalités
forcent les valeurs de x à être telles que les problèmes Pk sont réalisables. En se référant
à la classification de Geoffrion [26, 27], le modèle (2.19)-(2.20) constitue le résultat de
la linéarisation externe du terme projeté en (2.10)-(2.12). L’approche qui est décrite
ici est la version multi-coupes « L-shaped » présentée par Birge et Louveaux [6]. Se
lon cette formulation, des coupes d’optimalité et de réalisabilité sont comprises pour
chacun des k, k 1, . . . , K. Il est important de noter qti’à l’origine, dans la version
présentée par Van Slyke et Wets [66], les coupes d’optimalité sont agrégées en fonc
tion des réalisations possibles de l’événement aléatoire. Dans les deux cas, le problème
maître obtenu est équivalent au problème original (2.6)-(2.9). Il n’y a que l’ensemble
des coupes d’optimalité (2.19) qui est exprimé différemment.
L’expression du modèle (2.17)-(2.21) nécessite la connaissance de tous les points
et rayons extrêmes associés aux problèmes de deuxième étape. Puisqu’il est difficile,
voire impossible, d’obtenir toute cette information a priori, l’approche employée afin
de résoudre (2.17)-(2.21) est fondée sur une stratégie de relaxation. Nous présentons ici
l’algorithme « L-shaped » multi-coupes de Birge et Louveaux [6], et pour ce faire, nous
utilisons la même notation que les auteurs. Dans ce qui suit, W’ et T représentent
respectivement les .jème lignes des matrices I’V et Tk, de même que h représente la ème
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composante du vecteur hk. Le modèle (2.22)-(2.26) est une version relaxée du problème
maître où (2.24) et (2.25) constituent respectivement des sous-ensembles par rapport
aux ensembles définis par les coupes de réalisabilité (2.20) et d’optimalité (2.19).
Algorithme multi- coupes L- Shaped:
Étape O (initialisation)
s = 0,
V = 0,
tkO, k=l,...,K;
Étape 1 (résoudre problème maître relaxé)
VrV+1
Résoudre le problème suivant
Min cT + (2.22)
s.t.c. Ax b (2.23)
Dtx> d1, t = 1,.. . , s (2.24)
Elkx+ek etk, tk l,...,tk, k = 1,...,K (2.25)
X E X. (2.26)
Soit (x”, e,.. . , la solution optimale au problème précédent.
Si aucune contrainte de type (2.25) n’est présente pour un certain k, on posera
= —oc et on ne le considérera pas au niveau de la résolution de (2.22)-
(2.26).
Étape 2 (coupes de réalisabilité)
Pour k = 1,. . . , K, soit le problème suivant
rn2 m2
Min w1=Zv+u (2.27)
s.l.c. Wy + v — = h — Tx’, i = 1,... , m3 (2.28)
y 0, v >0, v >0, i = 1,...,m5. (2.29)
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Résoudre (2.27)-(2.29) jusqu’à obtenir un k tel que la valeur optimale soit
w’ > 0. Définissons les multiplicateurs du simplexe associés à ce problème
comme étant et posons
JUT (2.30)
d5, = uVhk. (2.31)
Ajouter une coupe de type (2.24) au problème maître relaxé (2.22)-(2.26),
poser s s + 1 et retourner à Etape 1.
Sipour k= 1,...,K, w =0, aller àÉtape 3.
Étape 3 (coupes d’optimalité)
Pour k = 1, . . ,K, résoudre le problème suivant
Min w2 = qy (2.32)
s.t.c. WY
— Tkx”, (2.33)
y > 0. (2.34)
Définissons ir comme étant les multiplicateurs du simplexe associés à la solu
tion optimale du problème k.
Si
<Pk(’k — Tkx1)T7r, (2.35)
alors on définit
Etk+l PkTk (2.36)
etk+1 = pk7hk. (2.37)
Ajouter une coupe de type (2.25) au problème maître relaxé (2.22)-(2.26).
poser t = t + 1.
Si, pour k = 1 K, (2.35) n’est pas vérifié, alors STOP, z” = solution
optimale.
Sinon, retourner à Étape 1.
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Certaines modifications s’imposent lorsque les variables de deuxième étape sont
entières. Caroe et Tind [10] démontrent la convergence de l’algorithme « L-shaped»
dans le cas où le recours est entier, c’est-à-dire y Y
= {y Z I y > 0}. k =
1, .. , K. De façon à présenter l’approche dans ce cas particulier, les auteurs apportent
un certain nombre de précisions. Au sein de l’algorithme « L-shaped >, les coupes
de réalisabilité et d’optimalité sont générées à partir de l’information fournie par les
problèmes duaux de deuxième étape. Étant donné les contraintes Yk E Y, k = 1,.. . , K,
la formulation duale linéaire ne peut-être utilisée dans ce cas.
Nemhauser et Wolsey [48] présentent un concept de dualité s’applicant au cas des
problèmes en nombres entiers. Nous utilisons ici la même notation que ces auteurs.
Dans un premier temps, ils définissent le problème suivant
(11°) zjp —_Min{c’x:x ES}. S={rï’:Ax>b,x0}
de même que l’ensemble des problèmes
z(d)=Min{cTx: x S(d)}, 3(d) ={x EZ : Ax d.x > 0} pour dE D
où la matrice A et le vecteur c sont fixes, tandis ciue d est un paramètre tel que
d E D R”1. Nemhauser et Wolsey démontrent que la fonction z(d), qu’ils désignent
comme étant la fonction des valeurs de IP, est non décroissante sur le domaine R”1,
de même que sous-additive sur D {d E W” : 3(d) ø}. Rappelons qu’une fonction
g D Ç RT” ‘ R’ est sous-additive si g(d,) + g(d2) > g(d, + d2), Vd,, d2, d, + d2 E
D. De façon à simplifier la présentation des résultats sur la dualité, les auteurs font
l’hypothèse que z(0) = 0. Tel que démontré en [48], cette hypothèse permet de s’assurer
que z(d) <oc pour tout d E Rtm
Toute fonction g(d) : Rtm _ flJl tel que g(d) < z(d), Vd E Rtm constitue une borne
inférieure par rapport à zjp. Par conséquent, il est possible d’obtenir une formulation
duale pour le problème IF de la façon suivante
Max{g(b) : g(d) <z(d) pour d E Rtm, g(d) : Rtm —‘ R’}.
ce qui est équivalent à
Max{g(b) : g(d) <cTx pour x E 3(d) et d E Rm}. (2.38)
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Puisque la fonction z(d) est non décroissante sur FJ’ il est normal de s’attendre à ce que
les fonctions candidates à être des bornes inférieures par rapport à zp le soient aussi.
En imposant cette condition aux fonctions g(d), nous obtenons le résultat suivant
Proposition 2.1.1. (Nemhauser et Wolsey [481) Si g(d) est non décroissante SUT
d E 1R’, ators Vd E R, g(d) <cT pour z E 3(d) ==r g(Az) <cTx pour z E Z.
Démonstration. Si g est non décroissante alors
(1) g(d) <cTz pour z E 8(d) g(Ax) <cTx pour z E Z.
Pour z E Z, posons Ai d.
Puisque z E $() alors g(Az) = g(ci) <cTz.
Cet argument est vrai Vi E Z.
(2) g(Az) <cT pour x E Z = g(d) <cTz pour z E 3(d).
Vi E 3(d), puisque Ai d alors g(Ax) > g(d), car g est une fonction non décroissante
sur d E 11m.
Puisciue g(Az) <cTz, alors g(d) c’x. D
En utilisant la proposition précédente. il est possible de réécrire le problème (2.38)
comme étant
l’vlaz g(b) (2.39)
s.t.c. g(Ax) <CIX pour z E Z (2.40)
g non décroissante. (2.41)
A présent, si on impose la condition supplémentaire dictant les fonctions g(d) à être
sous-additives puisque z(d) l’est également. il est possible de démontrer la proposition
suivante
Proposition 2.1.2. (Nernhauser et Wolsey [481) Si tes fonctions g sont sous-addi
tives, ators g(Az) < cz pour z E g(aj) c pour j E N, où a et cj
correspondent respectivement è taj’-” cotonne de ta matrice A et à tajème composante
du vecteur e, oùj E N= {1,... ,n}.
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En employant ce résultat, le problème dual (2.39)-(2.41) peut être écrit de la façon
suivante
(SDP) w Max g(b)
sic. g(aj) < c pour j N
g(0)
— O
g : — R’, non décroissante et sous-additive
La contrainte g(O) = O est imposée au problème SDP, étant donné l’hypothèse z(O) = O.
À présent. à partir de IP et SDP, il est possible de démontrer le théorème de la dualité
forte (la démonstration de ce résultat est faite au chapitre 11.3 du livre de Nemhauser
et Wolsey [48]).
Théorème de la dualité forte (cas entier).
(1) Si IP est réalisable atoTs SDP t’est aussi et w = z(b).
(2) Si IP n’est pas réatzsabte alors SDP n’est pas borné.
Caroe et Tind [10] utilisent ces résultats au sein de l’algorithme « L-shaped ». Ces
auteurs considèrent le cas des problèmes de type (1.1)-(1.5), où les variables de première
étape sont continues et celles de deuxième étape sont entières. Dans la. version qui est
traitée, le vecteur q, présent dans la fonction objectif des problèmes de deuxième étape,
est constant pour k 1,. . . , K. Par conséquent, le problème à résoudre s’énonce comme
suit:
Min
s.t.c. Ax b
Wyk hk
— Tkx
x0,ykEZ3,k=1 K.
Afin de s’assurer que les problèmes de deuxième étape sont toujours réalisables, et ce,
peu importe le terme de droite, il est supposé que : u E R2 tel que WTU < q.
En utilisant la formulation duale exposée précédemment, il est possible d’exprimer
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les problèmes de deuxième étape de la façon suivante
(Pk) qTyk (Dk) Max F(hk — Tkx)
S.I.C. WYk /1k — Tkx s.1.c. F(Wyk) <qTy Vy E Z
YkEZ2 F(O)=O
F non décroissante.
En posant i = IRU {—œ} U {+œ}, les auteurs définissent comme étant l’ensemble
des fonctions F lRm2 —* R tel qtie F(O) = O et F est non décroissante. Par conséquent,
le problème Dk devient
Max F(hk — Tkx)
s.t.c. F(Wyk) q’yk,Vyk E Z2
FEZ.
Si l’on considère une solution réalisable et que l’on pose (pour k = 1,... K)
comme étant les solutions optimales aux problèmes Dk lorsque les décisions de première
K
étape sont fixées à , alors il est possible de démontrer que O pkFk(hk
— Tkx)
krz 1
constitue une coupe d’optimalité pour le problème maître relaxé. Des principes simi
laires s’appliquent lorsqu’il est question de vérifier si une solution E {x E IR’ Ax
b} est réalisable en deuxième étape. Pour ce faire, il faudra résoudre pour k = 1, K:
Min eTt
s.t.c. 7Yk + It> h,., — TkJ
YkEZ, tZ2,
où e = 1.... , 1]. Si pour un k donné, on obtient une solution optimale t telle que
eTt* O, en posant G comme étant la solution optimale au problème dual IVlax{G(hk
—
Tkx) I G(Wyk + It) < eTt,V(yk,t) E x Z2,G E }, alors il est possible de
démontrer que O G(hk
— Tkx) est une coupe de réalisabilité pour le problème maître
relaxé.
Pour terminer, en fixant F tel que F C , Caroe et Tind définissent le F — dual
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de Pk comme étant
Max F(hk — TkX) (2.42)
s.t.c. F(Wyk) <qTy pour tout Yk E Z (2.43)
f E T. (2.44)
Il est possible d’obtenir le résultat de la dualité forte pour les problèmes Pk et (2.42)-
(2.44) lorsque le sous-ensemble .T est suffisamment grand, c’est-à-dire lorsqu’il permet
d’obtenir un écart de dualité nul. Le sous-ensemble T dépend de l’approche algorith
mique employée pour résoudre les problèmes entiers de deuxième étape. Deux approches
de résolution sont considérées par Caroe et Tind en [10] une méthode de coupes et
une approche par séparation et évaluation progressive. En utilisant ces deux approches,
les auteurs démontrent comment il est possible de construire les coupes d’optimalité et
de réalisabilité générées par l’algorithme « L-shaped ». Ceci conclut notre présentation
générale de la décomposition de Benders telle qu’elle s’applique au cas de la program
mation stochastique en nombres entiers (algorithm « L-shaped »). Nous allons à présent
décrire certaines des approches méthodologiques générales, reposant sur la génération
de coupes. qui ont été développées dans le but de résoudre des problèmes de type
(1.1)-(1.5).
Wollmer [69] présente une approche de résolution de type « L-shaped », s’appliquant
au cas où les variables de première étape sont binaires et celles de deuxième étape sont
continues. Dans cette approche, le problème maître relaxé n’est pas résolu directement,
l’algorithme proposé effectue plutôt une recherche exhaustive des solutions possibles de
première étape. Toute solution partielle identifiée subit un test permettant de vérifier
s’il s’agit d’une solution réalisable en considérant les contraintes du problème maître
relaxé. Dans le cas où l’une des contraintes n’est pas respectée. l’algorithme élimine
l’ensemble des solutions complètes pouvant découler de celle-ci. S’il s’agit d’une solution
réalisable au problème maître relaxé, alors, selon le cas, la procédure génère une coupe
de réalisabilité ou d’optimalité, qui est par la suite ajoutée au modèle. L’efficacité de
cette approche dépend directement de sa capacité d’éliminer des zones de recherche
du domaine réalisable de première étape. Une série de tests est donc présentée afin
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d’améliorer de façon significative le processus d’élimination.
Averbakh [3] propose également un algorithme de type « L-shaped » pour résoudre
des problèmes de programmation stochasticiue en nombres entiers. Les problèmes traités
sont tels que la matrice technologique est constante et celle du recours varie en fonction
de l’événement aléatoire. L’auteur suppose également que l’événement aléatoire suit
une distribution continue. Dans ce cas, le problème à résoudre est formulé de la façon
suivante (nous utiliserons ici la même notation que Haneveld et van der Vlerk [36])
Max G(x) +E[C(w,y(w))]
s.t.c. E[A(w, y(w))] < B(x), i 1,. .. ,m2
y(w) Y(u) C IRfl2
X E X.
Il est important de noter que, pour les problèmes considérés, les fonctions C(w, y(w))
et A(w, y(w)) ne sont pas tenues d’être convexes. De plus, des contraintes d’intégralité
peuvent être imposées au niveau des variables de deuxième étape. Averhakh démontre
la convexité des problèmes de deuxième étape, en effectuant cuelques suppositions sur
C(w. y(w)) et A(w. y(w)), i = 1 m2. Une formulation duale pour les problèmes de
deuxième étape est définie par la suite, ce qui permet d’effectuer une décomposition du
type Benders.
L’algorithme « L-shaped » est spécialisé par Laporte et Louveaux [39] au cas où les
variables de première étape sont binaires et où le recours est entier. Dans les cas traités,
{x I Ax = b,x E X} {x Q(x) < oc} (propriété du recours relativement complet)
et il est supposé que la fonction de recours Q est calculable à partir d’une solution x
donnée. De plus, les problèmes à résoudre sont tels qu’il est possible d’obtenir une borne
inférieure L telle que L < rnin{Q(x) j Ax = b, x e {O, 1}’ }. Les auteurs définissent
un ensemble de t coupes d’optimalité comme étant valide si Vi X, (x, ) e {(x, e)
Ekx + e> ek, k = 1,. . . , t} e Q(x). Puisque les problèmes considérés impliquent
des variables de première étape binaires, alors il existe un nombre fini de solutions x
réalisables. Posons r = 1,... , R, comme étant les indices représentant ces solutions. Il
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est démontré en [39] que
e> (er _L)( — — (er
— L)(I$r —1) +L, ROUf T = 1,...,R (2.45)
iES
où la r1è1e solution réalisable est dénotée par x 1, i E S et x O, i $ et er est
la valeur de la fonction de recours pour cette solution, constituent un ensemble valide
de coupes d’optimalité. Des principes similaires sont utilisés afin de définir un ensemble
valide de coupes de réalisabilité. Si X = X n {O, 1}, alors un ensemble de coupes
de réalisabilité est valide s’il existe un nombre fini s tel que x E X si et seulement si
{Dkx d, k = 1,... , s}. L’algorithme « L-shaped » est implanté selon un schème de
type séparation et plans coupants où des coupes de réalisabilité et d’optimalité sont
ajoutées, selon les besoins, au problème maître relaxé. Il est démontré que l’algorithme
converge en un nombre fini d’itérations pour tout problème où il existe des ensembles
valides de coupes d’optimalité et de réalisabilité.
Il est possible d’améliorer la qualité du problème maître, en y ajoutant des inégalités
valides permettant de borner plus efficacement Q(x). Des inégalités valides peuvent
être obtenues à partir de la relaxation linéaire des problèmes de deuxième étape. Plus
précisément, en posant R(x,(w)) = min{q(w)Ty Wy h(w) — T(w)x, y > O}
et R(x) E[R(x,(w))], les auteurs démontrent que O > R(x’) + dR(xk)(x — xk)
où est une solution réalisable de première étape et 0R(x’) est un sous-gradient de
R à cette solution, constitue une inégalité valide pour le problème maître relaxé. Les
auteurs montrent également comment il est possible d’améliorer les coupes d’optimalité
en identifiant de meilleures bornes inférieures pour des solutions voisines de celle qui
est utilisée pour générer une inégalité de type (2.45).
Des approches de résolution utilisant la programmation disjonctive ont également
été développées dans le but de résotidre des problèmes de type (1.1)-(1.5) (voir [9], [61],
[58] et [59]). Supposons que les problèmes de deuxième étape sont définis comme suit
Q(x, (w)) Miny{qTy Wy );(w) — T(w)x, y E Y}, où Y
= {y = [y’, . , yfl2]T
yi E R+, i = l,...,p, y E {0, 11, j = p + 1,... ,n2}. Puisqu’un sous-ensemble des
variables de deuxième étape est binaire, tel qu’indiqué précédemment, les principes
de la dualité linéaire ne peuvent être appliqués directement au sein de l’algorithme
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de Benders. Définissons X = {x Ai > b, O < x < 1}, comme étant l’ensemble
comportant les contraintes linéaires de première étape du problème (1.1)-(1.5). Posons
également x = î E X, en supposant que Q(, (w)) < +œ, Vw E Q. Il est démontré
par Sen et Higle [58j que pour e , à partir de Q(±,Q1)) = MinyfqTy >
h(’) —T(J), y E Y}, en utilisant des disjonctions sur les variables binaires du vecteur
y, il est possible de trouver des inégalités de la forme suivante
> yo(x,w), (2.46)
qui sont valides V(x, w) e Xx Q. Par conséquent, pour un nombre fini L de ces inégalités,
nous obtenons le problème suivant
= Min qTy (2.47)
s.t.c. I’Vy h(w) — T(w)x (2.4$)
ry>y(x,w), t=1,...,L (2.49)
yJ0, j=1 (250)
O<y 1, j=?+1,...,fl2 (2.51)
qui est tel que Q(x,(w)) Q(x,(w)), V(x,w) E X x Q. Le problème (2.47)-(2.51)
comporte plusieurs avantages. Premièrement, puisque le terme de droite des contraintes
(2.49) ne dépend que de x et w (ij : X x Q — II, pour t = 1,. . . , L), en mesurant
les valeurs ii(x,w) pour un x et w donné, le problème (2.47)-(2.51) définit une borne
inférieure valide pour Q(x, (w)). Un algorithme de type génération de plans coupants
peut être utilisé par la suite afin d’ajouter de nouvelles inégalités de type (2.46). Ce
faisant, il est possible d’améliorer la borne inférieure utilisée (voir Sen et Higle [5$]),
ou alors, de résoudre à l’optimalité le problème de deuxième étape considéré (voir She
rail et Fraticelli [61]). Un autre grand avantage de cette approche est que le modèle
(2.47)-(2.51) n’implique ciue des variables continues. Par conséquent, dans le contexte
de la décomposition de Benders, il est possible de générer des coupes en utilisant la so
lution optimale duale associée à (2.47)-(2.51). Lorsqu’un algorithme de type séparation
et plans coupants est utilisé pour obtenir Q(x, (w)), Sen et Sherali [59] démontrent
ciu’il est possible de générer des inégalités valides sur l’espace défini par X, en utilisant
l’information fournie par l’arbre d’énumération obtenu par l’algorithme. Ce résultat
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découle directement de l’observation que tout arbre d’énumération définit une disjonc
tion. Finalement, il est important de préciser que, si des contraintes d’intégralité sont
présentes au niveau des variables de première étape, il est toujours possible d’explorer
l’ensemble X en utilisant une approche de type séparation et évaluation progressive.
Nous concluons cette section en présentant brièvement l’article de van der Vlerk
[64]. L’auteur démontre comment il est possible de trouver des bornes inférieures pour
la fonction de recours Q(x) en modifiant quelque peu la fonction de distribution associée
à l’événement aléatoire. Les bornes ainsi trouvées améliorent strictement l’information
générée par rapport à celle obtenue de la relaxation linéaire. De plus, pour les problèmes
où la matrice l’V est totalement unimodulaire (ce qui est le cas des problèmes de flots),
alors l’écart entre la borne et la valeur optimale est nul. Par conséquent, il est possible
d’utiliser ces résultats au sein d’algorithmes de coupes (et autres), de façon à améliorer
la qualité des modèles traités lors du processus de résolution. Cependant, il est impor
tant de noter que, dans les cas considérés, le vecteur aléatoire ne comprend que le terme
de droite associé aux contraintes de deuxième étape (soit (w) [h(w)T]).
2.2 Algorithmes de type séparation et évaluation progres
sive
Nous commençons cette section en présentant l’article de Caroe et Schultz [8]. Dans
le cadre de cet article, les auteurs cherchent à résoudre des problèmes où des contraintes
d’intégralité sont imposées aux variables de première et deuxième étape. Pour ce faire,
ils proposent une approche de type séparation et évaluation progressive, où des bornes
sont obtenues en appliquant la relaxation lagrangienne aux sous-problèmes traités par
l’algorithme. L’idée principale derrière ces bornes est tirée de la décomposition utilisée
au sein du « progressive hedging algorithm » de Rockafellar et Wets [52].
Le principe de décomposition proposé par Rockafellar et consiste à séparer le
problème stochastique en fonction des réalisations possibles de l’événement aléatoire.
Pour ce faire, définissons premièrement un vecteur de variables de première étape pour
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chacune des réalisations possibles de (soit 1k, k 1,.. . , K). Puisqu’il est impossible
d’anticiper l’événement aléatoire, ces variables doivent être identiques au sein du nou
veau modèle (c’est-à-dire x1 = = ... = xj..). Ces contraintes supplémentaires, que
l’on nomme contraintes de non-anticipativité, nous assurent que les étapes de décision
sont bien respectées. À présent, le problème stochastique peut-être reformulé de la façon
suivante (nous utilisons ici la notation de Caroe et $chultz [8])
Min Pk(cTXk + qyk) (2.52)
s.t.c. Axk = b, (2.53)
Tkxk + 117Yk ‘k, k = 1,. .. ,K (2.54)
Hkxk = 0 (2.55)
Xk E X, Yk E k = 1,... , K, (2.56)
où (2.55) constitue une expression générale des restrictions de non-anticipativité (les
matrices Hk étant de dimension t x n1).
A partir du problème (2.52)-(2.56), en ayant recours à la relaxation lagrangienne, il
est possible de traduire les contraintes de non-anticipativité dans l’objectif à optimiser.
Ce faisant, pour tout À E on obtient la fonction lagrangienne suivante
D(À) = Min ZPk(cTxk + qyk) + ÀHx (2.57)
s.t.c. Axk = b, (2.58)
Tkxk+Wyk=hk, k=1,...,K (2.59)
Xk E X, Yk E Y, k = 1,.. . K. (2.60)
En posant Dk(À) = Min{pk(cTzk + qy) + ÀTHkXk : Ak b, Tkxk + Wyk =
K
hk, Xk 0, y > 0, k = 1. .. . .K}, (2.57)-(2.60) devient D(À) = Dk(À). En fixant
k= 1À, nous constatons que D(À) se décompose en fonction des scénarios de l’événement
aléatoire. Finalement, le dual lagrangien associé à D(À), qui s’énonce de la façon sui
vante : ZLD = Max {D(À) À E Jt} permet d’obtenir une borne inférieure par
rapport à (2.52)-(2.56).
23
Caroe et Schultz [8] appliquent une stratégie de résolution de type séparation et
évaluation progressive au problème (2.52)-(2.56). L’idée est d’effectuer une recherche
exhaustive du domaine réalisable de première étape, en utilisant ZLD afin d’obte
nir des bornes inférieures pour les sous-problèmes générés lors de l’exploration. Afin
d’accélérer le processus de recherche, une heuristique permettant de construire des so
lutions réalisables à partir de points non-réalisables est également présentée.
Le prochain article présenté dans cette section est celui de Norkin et al. [49].
Dans le cadre de cette recherche, les auteurs proposent un algorithme de séparation
et évaluation progressive de type probabiliste. Certains problèmes de programmation
stochastique impliquent des événements aléatoires dont le nombre de réalisations peut
être très grand, voire infini. Dans ce cas, il est bien souvent impossible de mesurer
exactement la fonction de recours. Les auteurs suggèrent de contourner cette difficulté
en effectuant une recherche du domaine réalisable, qui est orientée en calculant progres
sivement, à l’aide d’estimateurs aléatoires, des bornes pour les sous-problèmes traités.
L’algorithme ainsi défini converge en probabilité vers la solution optimale.
Considérons le problème stochasticiue (1.1)-(1.5), où X comprend des contraintes
d’intégralité (Y pouvant en contenir ou non). Dans un premier temps, les auteurs
définissent P comme étant une partition de l’ensemble X. Pour tout X E P, la fonction
F*(X?) est définie comme étant
F*(X))
= Min cx + Q(x) (2.61)
s.l.c. Ax b (2.62)
r E X’. (2.63)
Étant donné (2.61)-(2.63), le problème original (1.1)-(1.5) peut-être réexprimé comme
suit t f*(X) = min F*(XP). De façon à pouvoir appliquer l’approche proposée, les
auteurs considèrent premièrement qu’il existe des fonctions L et U telles que pour
tout X c X alors L(XP) < F*(X?) < U(X?) et lorsque X° ne contient qu’un seul
élément, alors L(XP) = F*(X?) = U(XP). Les auteurs supposent également que pour
tout XP c X, il est possible d’estimer aléatoirement L(XP) et U(XP). Par conséquent,
il existe des fonctions ‘(XP, w), n = 1,2,. . . et /)m(XP, w), ni = 1, 2,. . ., telles que
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lim gYz(XP,w) = L(XP) et lim bm(XP,w) U(xP).
n— moo
En ce qui concerne la définition de U(XP), il suffit d’identifier une solution réalisable
au problème, disons r’, tel que E X. En posant U(XP) cTx’ + Q(x’), on obtient
une borne supérieure par rapport à F*(XP). Puisque dans le cas considéré, il est impos
sible d’évaluer exactement la fonction de recours pour une solution donnée, les auteurs
proposent d’utiliser la simulation de Monte Carlo afin d’estimer aléatoirement Q(x’).
On obtient donc la fonction suivante : m(XP, w) — cTxI + Q(x, (w)), où (w)
(i = ... ,m) est un échantillon tiré aléatoirement par rapport à .
Afin d’obtenir des bornes inférieures pour F*(XP), les auteurs utilisent premièrement
la relaxation lagrangienne. L’idée proposée est de relaxer les contraintes linéaires as
sociées aux problèmes de deuxième étape du modèle (2.61)-(2.63). Par la suite, la
fonction L(XP) est définie comme étant la valeur optimale au problème dual lagrangien
résultant. Des bornes inférieures peuvent également être obtenues, en interchangeant
l’espérance mathématique et l’objectif à optimiser au sein de (2.61)-(2.63). Ceci re
vient à mesurer la valeur de la borne « wait and see » définie par Madansky [44]. En
posant WS
— Et [ min cLr + Q(x, (w))], Madansky démontre que WS <xÀ fl{xIAx=b}
cTx* + Q(x*), où x est la solution optimale au problème stochastique (1.1)-(1.5). La
borne WS mesure la valeur du recours dans le cas où il serait possible d’anticiper l’ave
nir. En combinant ce résultat avec les bornes lagrangiennes précédentes, les auteurs
définissent une deuxième borne inférieure pour F*(XP). Une fois de plus, puisque le
nombre de scénarios ne permet pas de mesurer exactement l’espérance mathématique,
les auteurs utilisent la simulation de Monte Carlo afin d’obtenir 1(XP, w).
Nous concluons cette section en présentant l’article d’Ahmed et aï. [2]. Dans cet ar
ticle, les auteurs proposent un algorithme de type séparation et évaluation progressive
pour résoudre des problèmes stochastiques où les variables de première étape sont conti
nues et où celles des problèmes de deuxième étape sont entières. Dans la problématique
traitée, la matrice technologique est déterministe (T(w) = T, Vw E Ç), tandis que celle
du recours est stochastique (W(w), w E Ç). Le problème à résoudre est énoncé de la
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façon suivante
Min cTx + pkQk() (2.64)
s.t.c. x E X (2.65)
OU Q(x) = Min{qy I Wy h + Tx, y E Y n Z’2} (2.66)
L’esemble X est considéré comme étant non-vide et compact. Les problèmes de deuxième
étape ont la propriété du recours complet (Vx E R, Q(x) <oc) et il est supposé que
pour k = 1, ... , K, Uk E 2 tel que ukWk q. Finalement, les coefficients des
matrices Wk sont entiers. En posant x = Tz et X { E R2 I x = Tx. a E X}, le
modèle (2.64)-(2.66) peut-être exprimé comme étant
Min (x) + (x) (2.67)
s.t.c. E X (2.68)
où ç) = Min{cTx = Tx, x E X} (2.69)
= Pkk(X) (2.70)
= il’Iin{qy I’Vky h +x, y E YflZn2}. (2.71)
De façon à obtenir une procédure de recherche exhaustive, les auteurs démontrent
dans un premier temps qu’il est possible de séparer le domaine réalisable des variables
z (soit X) en un nombre fini de sous-ensembles pour lesquels la fonction de recours est
constante *• Puisque les coefficients des matrices Wk (pour k = 1, . . . , K) sont entiers,
alors ,k(z) = Min{qy WL.y h +
,
y E Y n Zn2} Min{qy I W.y [h +
xi, Y E YnZni2} et ce, Vx E X. Il est également important de noter que les fonctions ik
(k = 1.... K) sont discontinues lorsque le terme de droite des contraintes qui leur sont
associées est entier. À partir de ces constats et en posant b(x) comme étant J)k(x)
défini en fonction de la i’ composante de (i = 1. . .
,
in2), il est démontré en [2] que
pour tout s E Z, la valeur de ‘i/(Xi) est constante pour Xi E (s — —1, s — k] et ce
pour k = 1, . . . , K et i 1, . . . , m. À présent, pour s = (si, . . . , 4,. . . , s2) ZKm2
*Ce résultat fut également démontré par Schultz et al. [55].
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en définissant C(s) {X E RT’ x E fl’1(s — — 1, s — h]]}, il est
également prouvé que l’ensemble {C(s) s E ZKm2} constitue une partition de R
et, si C(s) O, alors la fonction 7J(x) est constante sur C(s). Finalement, l’ensemble
S = {s E ï<m2 C(s) n X ø} est tel que S < œ lorsque X est compact.
Le processus de séparation proposé par les auteurs consiste à diviser le domaine
réalisable X en régions définies comme suit E fl(t’, ut] n X, où la fonction de
recours est discontinue aux points tt. Pour identifier ces points, il suffit de trouver des
valeurs Xi pour lesquelles h + est une valeur entière pour au moins un scénario k.
En séparant le domaine en fonction de ces valeurs, on obtiendra éventuellement des
sous-problèmes pour lesquels la fonction de recours est constante. Puisque dans le cas
présent, le nombre de ces sous-problèmes est fini, cela veut dire ciue la partition ainsi
obtenue l’est également.
Afin d’obtenir une borne inférieure potir un sous-problème donné, les auteurs pro
posent de résoudre le problème suivant
Min (x) + 9 (2.72)
s.t.c. L <X < U (2.73)
?k(LJ + e) (2.74)
X E X. (2.75)
Les contraintes (2.73) définissent le sous-problème considéré. Le vecteur e E 1R est
fixé de façon à ce que les fonctions k 1, . . . , K, soient constantes sur l’intervalle
(Li, L + e]. Il est montré en [2] comment trouver un tel vecteur. Puisque, pour k =
1,..., K, ,k(X) > Min{q[y Wy L + E, y E Y n Z’2} lorsque E X et
X < U, alors (2.74) permet d’obtenir une borne inférieure sur la valeur de la
fonction de recours pour le domaine réalisable associé au sous-problème. Il est important
de noter que la solution optimale au modèle (2.72)-(2.75), soit X3, est une solution
réalisable au problème (2.67)-(2.71). Par conséquent, (X’) +/)(Xi) constitue une borne
supérieure possible pour le problème à résoudre. Une borne supérieure générale peut
être obtenue en conservant la valeur de la meilleure solution identifiée.
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2.3 Approches par les ensembles test
Dans cette section nous débutons en présentant ce qu’est un ensemble test. Par
la suite, nous verrons comment ces concepts peuvent s’appliquer à la programmation
stochastique en nombres entiers. Pour ce qui suit, nous utilisons la même notation que
Weisrnantel [6$], qui fait une présentation générale des principaux résultats reliés aux
ensembles test.
Considérons le problème à résoudre suivant
Min c’x: E X = {x E Z”: = b, t <z < u}, (2.76)
où les paramètres sont tels que : e E Z”, b E Ztm, A E Z”<, t E (Z U {—oo})” et
u (Z U {oo})”. Définissons également IP(b, c) comme étant l’ensemble des problèmes
du type (2.76) où les paramètres t = (O)”, u E (Z U {oo})” et A E Zm>” sont fixés,
tandis que c E Z” et b E Z”’ peuvent varier. De façon similaire, posons IP(b) comme
étant l’ensemble des problèmes (2.76), où tous les paramètres sont fixés à l’exception
de b E Ztm qui est variable.
L’ensemble test associé au problème (2.76) (lorsque t = (O)”), est défini comme
étant un sous-ensemble B Z” tel que : CTV < O,Vv E B, et pour toute solution
réalisable, mais non optimale, au problème (2.76), soit z E X, alors v E B tel que
x+v est réalisable (x+v E X). À partir de B, il est simple de concevoir une approche de
résolution pour le problème en nombres entiers (2.76). Il suffit d’identifier une solution
réalisable z E X et de trouver par la suite un vecteur y E B pour lequel z + y E X.
Puisque cTv < O, cette nouvelle solution est telle que cT(x +v) < eTx. Afin de résoudre
(2.76), il suffit de répéter cette opération jusqu’au moment où il n’est plus possible
d’identifier un vecteur y E B permettant d’améliorer la solution considérée.
En 1975, Graver [28] introduit la notion d’ensemble test associé à la famille de
problèmes IP(b, c), lorsque u (oc)”. Afin de bien présenter la définition d’un ensemble
test de Graver, il faut tout d’abord définir ce qu’est une base de Hilbert associée à un
cône polyhédral. Un cône est polyédral lorsqu’il est possible de le générer de façon finie,
c’est-à-dire, soit C un cône, celui-ci est polyédral si V = {v’,... , v”} IR” tel que
o
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C
= {y y = )v7, )i • Àk > O}. Un cône polyédral C est rationnel s’il existe une
i= 1
matrice A E QXfl telle que C
=
{u E 1R’ : Ax = O}. À présent, une base de Hilbert
définie sur un cône rationnel C est un ensemble fini H = {h’,. . . ,h} C C n Z’ tel que
tout élément z E C n Z s’écrit comme comme étant z
=
pour des valeurs
i=1
),.. ,.Xt > O. Par conséquent, il est possible d’exprimer tous les vecteurs entiers du
cône C par une combinaison linéaire non-négative des éléments contenus dans la base
de Hilbert qui lui est associée.
Weismantel [681 rapporte que tout cône rationnel possède une base de Hilbert. De
plus, si ce cône est pointé, alors il n’existe qu’une seule de ces bases qui est minimale
pour ce qui est de l’inclusion. Graver [28] démontre que en définissant O- comme étant
le jk1 orthant de 1W1, et en posant C’
= O n {x E R’ : Ax = O}, de même que H
comme étant la base de Hilbert minimale (en ce qui concerne l’inclusion) associée à C,
alors H U H\{O} constitue un ensemble test fini associé à la famille de problèmes
J
IP(b, c). L’ensemble H contient donc un ensemble test pour chacun des problèmes inclus
dans IP(b, c). Encore une fois, lorsque H est connu, il est possible de résoudre tout
problème de IP(b, c) par l’approche d’amélioration itérative présentée précédemment.
Une autre façon de générer un ensemble test associé à une famille de problèmes en
nombres entiers est d’utiliser les bases de Gr5hner. Une base de Grôbner est définie sur
l’ensemble IP(b), où l’on suppose que la matrice A est de plein rang et où u (oo)n.
Supposons également que les problèmes de type (2.76) pour tout b E Ztm sont bornés.
Pour toute solution x E 1N, nous définissons b(x) comme étant le vecteur unique tel que
Ax b(x). Nous définissons également y(x) E IN” comme étant la solution optimale au
problème (2.76) lorsqtie b = b(x), de même ciue l’ensemble $ {x E IN” : x y(x)}.
L’ensemble $ comprend toutes les solutions réalisables et non réalisables associées aux
problèmes de IP(b) à l’exception de y(x). Weismantel démontre qu’il existe un ensemble
fini de vecteurs E N tel que $ Ô(x±N) oùx’+IN” ={w E IN: w
i=1
xl }.
Si l’on pose pour i E {1,. .. , t} le vecteur yZ E N” comme étant la solution optimale
à (2.76) lorsque b = b(x’), alors l’ensemble G {y — x’ i = 1,... ,t} forme la
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base de Grôbuer réduite associée à IP(b). La base de Grûbner réduite comprend un
ensemble test pour chacun des problèmes inclus dans IP(b). De façon à bien comprendre
ce résultat, nous allons voir comment il est possible de trouver, pour toute solution
réalisable non-optimale à un problème inclus dans IP(b), un élément de G représentant
un déplacement réalisable de descente. Supposons que z E ]N’ constitue une solution
réalisable mais non-optimale pour le problème (2.76) défini pour un certain vecteur
b E ztm. Étant donné le résultat démontré par Weismantel, il existe un indice j E
{ 1 t} et un vecteur y E N’ tels que z = zt + y. En définissant z’ z + (y — xi),
on s’aperçoit que x’ constitue une solution réalisable au problème considéré puisque
Ay’ Ai’ b(x’). Étant donné que cTy’ < cTz, alors la nouvelle solution z’ est
telle que cTz <cTz. Le vecteur y — z’ E G constitue donc un déplacement réalisable
de descente pour la solution z. Pour terminer, Weismantel démontre que la base de
Gréhner universelle associée à la matrice A, qui est définie comme étant : G
= U G.
cSZ”
est un sous-ensemble de l’ensemble test.de Graver. Par conséquent, les bases de Grébner
sont des ensembles finis.
L’utilité des ensembles test dans le cas de la programmation stochastique en nombres
entiers s’explique par le fait que ces ensembles induisent une approche rapide de réso
lution pour des familles de problèmes. En supposant que les problèmes de deuxième
étape s’énoncent de la façon suivante : Min{q(w)Ty I Wy h(w)—T(w)z, y E Z2}
(où W E zfh2>(2), à partir de l’ensemble test de Graver qui leur est associé, il est
possible de résoudre par l’approche d’amélioration itérative tout problème inclus dans
IP(q(w), h(w) —T(w)x) (où q(w) E Z?2 et h(w) —T(w)z E Zrn2). Ceci peut s’avérer fort
intéressant si l’événement aléatoire implique un très grand nombre de réalisations. De
façon similaire, il est possible d’utiliser la base de Grôbner réduite lorsque l’événement
aléatoire n’implique que le terme de droite des contraintes des problèmes de deuxième
étape.
Le premier article qui propose d’utiliser les ensembles test dans le cas de la pro
grammation stochastique est celui de Schultz et al. [55]. Dans le cadre de cet article,
les auteurs cherchent à résoudre des problèmes où les variables de première étape sont
continues, celles de deuxième étape sont entières et où l’événement aléatoire comprend
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uniquement le vecteur h(w). Dans ce cas, les problèmes de deuxième étape s’énoncent
de la façon suivante Q(k) = Min{qTy Wy li* — T, y E Z2}, où q E Z’2
et 117 E Z Xii2, pour k = 1,... , K. Afin de résoudre efficacement ces problèmes, les
auteurs proposent de trouver la base de Grbner réduite (soit Gq) qui leur est associée.
L’ensemble Gq est construit en utilisant l’algorithme de Buchherger tel que présenté par
Thomas [62]. De façon à résoudre le problème stochastique, une procédure de recherche
exhaustive, équivalente à celle présentée par Ahmed et al. [2], est premièrement utilisée
afin d’énumérer une série de solutions réalisables de première étape à partir desquelles il
est possible de créer une partition du domaine réalisable. La base de Grôbner réduite Gq
est par la suite utilisée afin d’évaluer la fonction de recours pour chacune des solutions
de première étape identifiées.
Hemmecke et Schultz [30] ont également proposé une approche de résolution basée
sur les ensembles test pour les problèmes de programmation stochastique en nombres
entiers. Les auteurs considèrent le cas où les variables de première et deuxième étapes
sont entières. Encore une fois, l’événement aléatoire n’implique que le vecteur h(w). Le
problème à résoudre s’énonce donc de la façon suivante
Min c+Z pkqTyk
Tx+Wyk=hk, k=1,...,K
xEZ,ykEZ2, k=1,...,K.
En posant hT (c,piq,. ..,p1q)T, dT (b,hr 11K), zT (x,y1,... ,YK)T et la
matrice AK comme suit
A0 0... 0
TWO... O
AK= TOW... o
T0 0W
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il est possible de réexprimer le problème précédent comme étant
Min {hTz: AKZ = cl, z c Z} où N = ni + Kn2. (2.77)
Hemmecke et Schultz proposent de construire l’ensemble test de Graver (soit H)
associé aux problèmes du type (2.77), afin de résoudre le problème stochastique en
nombres entiers. Étant donné la taille de la matrice Ajç, il peut être difficile de calculer
directement H. Afin de contourner ce problème, les auteurs démontreut qu’étant donné
la structure en blocs de Ajç, il est possible de coustruire les vecteurs compris dans H
à partir d’un ensemble plus restreint d’éléments. Un algorithme fini permettant de
trouver ces éléments est présenté en [30). Une fois ces éléments obtenus, l’approche
d’amélioration itérative définie précédemment peut alors être utilisée afin de résoudre
le problème stochastique.
Chapitre 3
Accelerating Benders
Decomposition by Local
Branching
Tel qu’indiqué précédemment, afin de résoudre des problèmes de type (1.1)-(1.5),
plusieurs des algorithmes de génération de coupes qui ont été développés utilisent la
décomposition de Benders [4] afin de contourner la complexité associée à la fonction
de recours. Considérons le cas où les variables de première étape sont binaires et les
variables de deuxième étape sont continues. En appliquant la décomposition de Benders,
le problème original stochastic1ue (1.1)-(1.5) est séparé en deux, en fonction des étapes
de décision du modèle. Nous obtenons ainsi un problème maître impliquant les variables
de première étape x, où Q(x) est approximé à l’aide de coupes d’optimalité et où les
coupes de réalisabilité sont utilisées de façon à obtenir des solutions réalisables en
deuxième étape (x e {x I Q(x) < +œ}). Les problèmes de deuxième étape sont
utilisés, quant à eux, afin d’obtenir l’information nécessaire à la génération des coupes
d’optimalité et de réalisabilité. Bien que la décomposition de Benders permette de
traiter la complexité stochastique associée à (1.1)-(1.5), il n’en demeure pas moins que,
d’un point de vue algorithmique, cette approche comporte certaines faiblesses.
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Notons premièrement que les problèmes maîtres relaxés impliquent des variables
entières. Par conséquent, selon l’approche classique de Benders, à chaque fois qu’une
coupe est générée, un problème en nombres entiers doit être résolu. Ces problèmes
deviennent également plus difficiles à résoudre au fur et à mesure que des coupes y
sont ajoutées. A présent, puisqu’à chaque itération une nouvelle coupe est ajoutée
au problème maître relaxé, nous constatons que la borne inférieure, qui est définie
comme étant la valeur de la solution au problème maître relaxé, est non-décroissante.
Par contre, aucune garantie n’existe pour ce qui est de la borne supérieure. La borne
supérieure est définie comme étant la valeur de la meilleure solution réalisable trouvée
par l’algorithme. La qualité de cette borne dépend donc de l’ordre dans lequel les so
lutions réalisables sont obtenues. Si une bonne solution est obtenue dès le départ, le
processus de résolution sera plus rapide. En revanche, étant donné que le problème
maître relaxé ne fournit qu’une description partielle du problème original, il arrive
fréquemment que les bonnes solutions ne soient obtenues que lorsqu’un nombre suffi
sant de coupes ont été ajoutées. Si l’algorithme ne peut trouver une bonne solution
réalisable rapidement, le processus de résolution sera plus long. Il est important de
noter que ces faiblesses découlent directement de l’approche générale de Benders et ne
sont pas spécifiques au contexte stochastique. Par conséquent, cet article propose une
amélioration de l’algorithme général de Benders, fondée sur l’utilisation de la séparation
locale [20].
Ce qui est proposé est d’utiliser les solutions obtenues pour les problèmes maîtres re
laxés comme points de départ pour effectuer des phases de recherche de type séparation
locale. Ce faisant, il est possible d’améliorer simultanément les bornes inférieure et
supérieure générées par l’algorithme de Benders. Ces phases de recherche permettent
de trouver de nouvelles solutions réalisables en explorant des voisinages différents au
tour de la solution du problème maître relaxé. Il est donc possible d’obtenir plus ra
pidement de meilleures solutions réalisables au problème original. La séparation locale
permet également d’identifier rapidement des solutions réalisables différentes. Ce fai
sant, puisqu’il est possible de générer une coupe d’optimalité pour chacune des solu
tions réalisables au problème original, la séparation locale permet également de trou-
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ver de nouvelles coupes à ajouter au problème maître relaxé. Finalement, l’explora
tion des voisinages définis par la séparation locale permet, lorsque certaines conditions
sont vérifiées, de générer des inégalités valides délimitant les régions réalisables du
problème. Ces inégalités peuvent être utilisées afin de remplacer ou complémenter les
coupes de réalisabilité trouvées par î’algorithme. Ces améîiorations sont appîicables à
tout contexte où la décomposition de Benders est utilisée. Des tests numériques sont
effectués sur une famille générale de problèmes de conception de réseaux. Ces résultats
permettent d’ilîustrer les avantages de cette nouvelle approche.
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Abstract
This paper explains how local branching can be used to accelerate the classical
Benders decomposition algorithm. By applying local branching throughout the solution
process, one can sirnultaneously improve hoth the lower and upper bounds. We also
show how Benders feasibility cuts can 5e strenghtened or replaced with local branching
constraints. To assess the performance of the different algorithmic ideas, computational
experirnents were performed on a series of network design problems and results illustrate
the benefits of this approach.
Keywords. Benders decomposition, local branching, network design.
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3.1 Introduction
Benders decomposition [4] was introduced in the early sixties as a solution strategy
for mixed-integer problems. As shown by Geoffrion [26, 27], this method eau 5e classi
fied as a pattern of projection, outer linearization and relaxation. Let us consider the
following general class of mixed O-1 linear programming problems
Min cx+cy (3.1)
s.t. A1x b1 (3.2)
A2x+Ey—b2
z E {O, 1}”1 (3.4)
y E R2, (3.5)
where 1 E R”’, C2 E R”2, b1 E R””, b2 E Rm2, A E R”’<”’ (i 1,2) and E E Rn2Xm2.
It should he noted that ail ideas proposed in this paper can be easily generalized to the
case where a subset of the z variables are general integers. However, in order to keep
the presentation simple. only problem (3.1)-(3.5) will he used.
By projecting problem (3.1)-(3.5) onto the space defined by the binary variables z,
we obtain the following problem
Min cTz + inf{cy Ey = b2 — A2z, E R2}
s.t. A1x = b1
z E{O,1}”.
Define II fr E Rm2 I ET7r < c} and let A be the set of extre;ne points associated
with H, and be the set of extreme rays of cone C
= fr E R”’2 ET7r <O}. Applying
an otiter linearization to function inf{cTy I Ey b2 — A2z, y E R2}, we eau restate
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the original problem as the following equivalent master proble;n
Min cfx+e (3.6)
s.t. A1x = b (3.7)
(62 — A2x)TÀ <e, V e A (3.8)
(b2 — A2x)T < 0, Vqj e (3.9)
(3.10)
Constraints (3.8) are called optimality cuts since they define the objective value asso
ciated with feasible values of x. Constraints (3.9) are called feasihility cuts since they
eliminate values of x for winch function inf{cy Ey = b — A2x, y e IR2} = +00.
Since the number of constraints in sets (3.8) and (3.9) may be very large, Benders
proposed a relaxation algorithm in order to solve problem (3.6)-(3.10). This algorithm
can 5e stated as follows
Relaxation Atgorithm
Step O (Initialization)
ij = 0, t = 0, s 0,
Z —00,
= +00.
Step 1 (Solve the relaxed master problem)
v=v+1
Solve
Min cTx+e (3.11)
s.t. Ax = b (3.12)
(62 — A2x)T <e i = 1 t (3.13)
(62 — A2x)T <0, j = 1,... , s (3.14)
e {0, 1}. (3.15)
Let (x’, e”) be an optimal solution to problem (3.11)-(3.15).
Set z + ev.
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Step 2 (Solve the subproblem)
Solve
= Max (b2 — A2x1J)Tir (3.16)
s.t. ETIT < c2, (3.17)
Rtm2 (3.18)
If (3.16)-(3.1$) is feasible
- Set = min{, cTrv + v},
- If < E. Stop.
- One obtains an extreme point À violating one of the inequalities
(3.8) which cari 5e added to (3.11)-(3.15),
- set t t + 1 and go to Step 1.
Else
- Que obtains an extreme ray +i violating one of the inequalities (3.9)
which can be added to (3.11)-(3.15),
- set s = s + 1 and go to Step 1.
There are certain observations to 5e made when analyzing the Benders decomposi
tion approach. One must first consider the fact that each time Step 1 of the relaxation
algorithm is performed, an integer problem must be solved. Furthermore, this process
becornes more difficuit each time a new cut is added. Another important observation
concerns the bounds generated by the algorithm. Since each iteration of the algorithm
adds a new cut to the relaxed master problem, the lower bound z is therefore non
decreasing. However, there is no guarantee tliat the upper bound is decreasing. On
many instances, the evolution of the objective function value associated with the fea
sible solutions obtained is quite erratic.
In order to circumvent these difficulties, we propose to use phases of local branching
(Fischetti and Lodi [201) throughout the solution process. The aim of the local branching
phase is to find better upper bounds as well as multiple optimality cuts at each iteration
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of the relaxation algorithm. By working simultaneously on improving the lower bound z
and the upper bound , one can hope to reduce the number of relaxed master problems
that need to be solved.
The remainder of this article is organized as follows. Section 2 contains a brief review
of the different techniques that have been proposed in order to improve the classical
Benders decomposition approach. In Section 3 we describe the local branching strategy
and how this strategy can be used to improve Benders decomposition. This is followed
by computational experiments in Section 4. Finally we conclude in Section 5 with a
discussion of the performance of our approach as well as ideas for future research.
3.2 Related Work
Over the years a series of techniques have been proposed to speed-up the classical
Benders decomposition approach. Research has mainly focused on either reducing the
number of integer relaxed master problems being solved or on accelerating the solu
tion of the relaxed master problem. In 1977, McDaniel and Devine [47] proposed to
generate cuts from solutions obtained by solving the linear relaxation of (3.11)-(3.15).
Since any extreme point (or extreme ray) of the dual subproblem generates a valid
optimality (or feasibility) cut for the integer master problem, one can hope to generate
useful information for the integer case by adding the cuts derived from the continuous
relaxation, therefore reducing the number of integer master problems that need to be
solved. In 1984, Côté and Laughton [14] also observed that one does not have to solve
the relaxed master problem to optimality in Step 1 of the relaxation algorithm. One
only needs to find an integer solution in order to generate an optimality (or feasibility)
cut. Therefore, any heuristic that is adapted for the specific problem to be solved can
be used to generate different cuts. The main drawback of such a strategy is that by
generating only the cuts associated with the solutions obtained using the heuristic, one
can fail to generate cuts that are necessary to ensure convergence.
In 1981, Magnanti and Wong [45] proposed to accelerate the convergence of the
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Benders algorithin by adding Pareto-optimal cuts. A Pareto-optimal cut is defined as
follows : consider problem (3.1)-(3.5) and let X = {x A1x b1, x E {O, l}fl}.
A cut (b2 — A2u)TÀ1 < e is said to dominate another cut (b2 — A2x)TÀ2 < O if
(b2 A2x)T,\1 (b2 — A2x)T\2 for ail x E X with a strict inequahty for at ieast one
point in X a eut is said to be Pareto-optirnal if no other cut dominates it. Let us
now consider the case where there are multiple optimal solutions to the subproblern
in Step 2. In such a case, Magnanti and Wong demonstrated that one can obtain n
Pareto-optimal cut by evaluating for each of the dual solutions the associated cut at a
core point of set X and then choosing the one that gives the maximum value.
The addition of non-dominated optimality cuts to the relaxed master problems cnn
greatly improve the quality af the lower bound obtained in the Benders relaxation
algorithm. In turn, this will accelerate the convergence by reducing the total number
of iterations needed to obtain an optimal solution.
In 1983, Van Roy [65] proposed a new type of decomposition (cross decomposition)
in order to solve hard integer problems. Cross decomposition can also 5e seen as a way
to improve the classical Benders decomposition approach. The main idea proposed by
Van Roy was to use simultaneously primal decomposition (Benders decomposition) and
dual decomposition (Lagrangean relaxation). The author showed that a solution to the
Lagrangean subprohlem eau act as n possible solution to the Benders master problem
and vice versa: a solution to the Benders subproblem can act as a possible solution to
the Lagrangean problem. Therefore, one can alternately salve the twa subproblems in
order to generate useful information for the master problems. Unfortunately, in order
ta maintain convergence, one still has ta salve at times the Benders master problem.
However, by reducing the nuinher of such resolutions and replacing them by calls ta
the Lagrangean subproblem, cross decomposition eau serve as a feature to speed-up
the Benders decomposition algorithm.
As for techniques ta reduce the solution time of the relaxed master problem, re
search has been mostly oriented toward the use of Lagrangean relaxation. Côté and
Laughton [H] made an observation cancerning the case where set X = {x
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b1, x {O. 1}’’ } lias a special structure wich can be exploited by solution algorithms.
In this case, constraints (3.13) and (3.14) would prevent the use of specifically adap
ted metliods for solving model (3.11)-(3.15). By using Lagrangean relaxation on these
constraints, one can regain the special structure of the prohiem. For specific values
of the Lagrange multipliers, the problem can he solved efficiently with a rnethod that
exploits the structure of X. However, the integer solution obtained may not be feasible
in model (3.11)-(3.15). The authors propose to use subgradient optimization in order
to modify the Lagrange multipliers and resolve the problem. Unfortunately, at the end
of this process one may still not find an optimal solution to the master problem due to
the duality gap that may exist. For such a case, a branching strategy must be used in
the master problem to bridge the gap.
Lagrangean relaxation may appear as a good way to circumvent the difficulty of
solving the master problems. However, Holmberg [34] made an in-depth analysis on the
use of such a technique. This author showed that the lower bound defined by the use of
Lagrangean relaxation on the master problem cannot be better than the hound obtained
from the Lagrangean dual of the original problem (the dual subproblern used in cross
decomposition). This is always the case, even when ail cuts are added to the Benders
master problem. Therefore, one eau neyer hope to obtain better hounds by applying
Lagrangean relaxation on the master problem (even when a large numher of cuts have
been added) compared to using Lagrangean relaxation on the original problem. Also,
when using Lagrangean relaxation on the master problem, a lack of controllability on
the integer solution obtained may prevent the approach from converging (i.e., generating
necessary cuts).
Recently, Codato and Fischetti [12] proposed to use combinatorial inequalities in
the case of Benders Decomposition. When considering problem (3.1)-(3.5), for the cases
where c1 [o]T and c2 = [o]T or c1 [o]T and e2 [o]T the purpose of subproblem
(3.16)-(3.18) can be reduced to testing the feasibility of the integer solutions and only
feasihility cuts are added to the master problems. For these cases, using the principles
evoked hy Hooker [35]. the authors make the observation that whenever the solution to
the master problem x” is infeasible, one may find at least one C C {1,... , n1} such that
43
x, j E C, is a minimal (or irreducible) infeasible subsystem of (3.16)-(3.18). Therefore.
one needs to change at least one binary value of x, j e C, in order to elirninate the
infeasibility associated with C. In order to impose this condition, Codato and Fichetti
define the following combinatorial Benders cut (1 — x1) + rj 1.
iEC.X(.)=O
In [12], the authors present a separation algorithm in order to find minimal infeasible
subsystems. Combinatorial Benders cuts are then added ta the master problems in
a general brandi and eut framework. Computational experiments were performed on
twa classes of rnixed-integer prohiems. Results seem ta dernonstrate that by adding
combinatorial Benders cuts, one can considerably improve the quality of the bounds
obtained for the LP relaxation of the master problems.
3.3 Local Branching in Benders Decomposition
We begin this section by giving a brief description of the local branching strategy
[20]. The main idea behind local branching is ta divide the feasible region of a problem
into smaller subregions and then use a generic solver (e.g., CPLEX) ta find the best
solution (or at least a good feasible solution) in each of the subregions. By doing sa,
one can take advantage of the fact that generic optimizers can efficiently salve small
instances of a problem and then use this characteristic in a general branching strategy
for solving large-scale problems.
Let us consider problem (3.1)-(3.5) and (x°, y°) a feasible solution ta (3.1)-(3.5).
By using the Hamming distance function (X, x°) = (1 — x1) + x (where
jESo jEN1\So
N1 = {1,... , n} and S {j E N1 I 1}), one can divide the feasible regian of
prohiem (3.1)-(3.5) by considering on one hand the values of x for which L(x, z°) <
and on the other hand the values of z for which (x, z°) i + 1 (where t is a positive
integer). By imposing an adequate value t, one cari salve efficiently problem (3.1)-
(3.5) in the subregion defined by (z, z°) < , using the generic aptimizer. Subregion
(z, z°) i + 1 is left for further exploration.
Let us now consider the local branching algorithm at iteration t, where (xt, yt)
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(Pi) Min cfx+cy
s.t A1x = b1
A2x+Ey=b2
(x,xi)> 1, j E J
(xi)>. iEIt
t(x,xt) <
I E {O, 1}’
y E R.
The feasible region of P is limited to ail feasible values
{O,1}’ I (x,x5) > 1, j E jt (I,It) j, i E It}
distance between z and x is less than or equal to i.
cf x + cy
A1x = b1
A2x+Ey=b2
(x,x) >1. j E jt
t(x,x)>k, iEIt
A(x,xt)>,+1
z E {0, 1}
y E IR.
of (z, y) such that z E {x E
and for which the Hamming
Subproblem Pt is solved using the generic optimizer. Let (x1, yt+l) be the opti
mal solution to P. If cf + cy < cfx + cTyt then one can set i = + ï,
replace constraint (x, 1t) tç with (z, 1t) kt, set = 1t U {t} (which gives
us subproblern Pi), and then divide the feasible region of P as before, using function
(z, 1t+1) (creating subproblems Pt+i and ÷i). One can then proceed by solving the
new left branch created (suhproblem P±1). However, if cfz1 ± cy cf xt + Tyt
or Pt is infeasible, n diversification procedure is applied. The diversification procedure
consists of replacing L(z, rt) < ,t with (x, z) < i + 1 in subproblem Pt and then
adding constraint (x, 1t) > 1 (with jt+l jt u {t}). Therefore, one increases the size
of the feasible region of P and, hy adding (x, xt) > 1, eliminates solution (1t, yt).
Subproblem P is solved anew. and the procedure continues by testing the new solu
tion obtained. For the diversification procedure, it should 5e noted that Fischetti and
Lodi [20] proposed to replace (x,zt) < t with L(xxt) < t + [g). However, for the
purpose of this paper, in an effort to limit the increase in size of the active subproblem,
the current feasible solution to (3.1)-(3.5). Let j E J, be a series of values such
that inf{cy I Ey = b2 — A2x, y E R2} +œ (i.e., previous feasible solutions). Let
us also define n set 1, such that F ç Jt By using function (z, xt) as well as sets
J and 1 one can divide the unexplored feasible region of problem (3.1)-(3.5) into the
following two subproblems (thus creating n left and right branch)
(Pi) Min
s.t
G
o45
an augmentation of one is used.
An important observation to be made concerns the solution of the active subpro
hiem. Since the size of the neighborhood defined by the Hamming distance may become
large, it may be impossible to solve the subproblein to optimality. Fischetti and Lodi
[20] proposed a series of techniques to circumvent this difficulty. These techniques in
clude imposing a time limit on the solution of the active subproblem as well as a series
of diversification mechanisms derived from local search metaheuristics. A complete des
cription of these techniques is provided in [20]. For the purpose of this paper, it should
be specified that every active subproblem will be solved until an — opt solution is
found or a predeterniined time lirnit is reached.
Let us now examine the usefulness of local branching in the context of Benders
decomposition. By fixing a time limit and a starting feasible solution (s°, y°), the lo
cal branching algorithm searches for a better upper bound in a neighbourhood around
(x°, y°). Let P0, P1,.. .
,
be the series of subproblems solved by the algorithm. Wi
thout any loss of generality, let us suppose that the first L’ (L’ < L) of these subpro
hiems are feasible and let (x’,y’), (x2,y2) (xL’,y’) be the solutions ohtained
for each of these subprohlems. Since the algorithm adds a constraint (s, xt) > 1 each
time the value of the solution obtained is not better than the previous one, then at
least of the solutions (x°, y°), (x’, y’), ... , (xL’ yL’) will be different.
In the context of Benders decomposition, let us now suppose that at iteration y of
the relaxation algorithm, one uses the solution to the relaxed master problem x” as a
starting point for a phase of local branching. It is important to observe that x’ does
not have to be a feasible solution (i.e.. induce a feasible subproblem (3.16)-(3.18)) in
order to be used as a starting point for the local branching algorithm. One can start
from an infeasible point and search its neighbourhood for feasihie solutions. At the end
of the local branching phase, one obtains an upper bound 2 minti L,{cTxt +cy1}
on (3.1)-(3.5) and each feasible solution identified can be used in order to generate
an optimality cut. Therefore, with at least [1 (or [.ij if XL is feasible) different
solutions one can create a pool of possible cuts to be added to the relaxed master
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problem (3.11)-(3.15). At iteration î,, solution x’ provides a point in the set X that must
be considered in the Benders solution process. By searching in the neighbourhood of
this point, one mav hope to find useful information that will help the Benders algorithm
in eliminating n larger subregion of X.
Another point to be made concerns the branching strategy used in the local bran
ching algorithm as well as the size of the subregions explored (parameter ii). In the
classical local branching algorithm the branching decision is applied whenever the al
gorithm finds a better feasible solution. However, one should keep in mmd the two
purposes of the local branching search in the context of Benders decomposition fin-
ding better upper bounds and generating different cuts in order to obtain better lower
bounds. Local branching offers a general framework that makes it easy to pursue both
objectives. By keeping a relatively low parameter , and hy applying the branching de
cision often, one is sure to explore rapidly different parts of the feasible region. In this
case, the emphasis is placed on finding different feasible solutions (i.e., optimality cuts).
Since the main difficulty related to problems of type (3.l)-(3.5) concerns the quality
of the lower bounds obtained, by generating a wide pool of optimality cuts at each
iteration of the relaxation algorithm, one can expect to accelerate the search process.
Not every cut identified after n local branching phase may he worth adding to
problem (3.ll)-(3.15). Que must choose cuts that permit what Holmberg [33] defined
as dut-improvement. At iteration y of the relaxation algorithm, an optimality cut that
gives cut-improvement is n new cut (i.e., n cut not yet present in (3.ll)-(3.15)) that may
be active in an optimal solution of problem (3.l)-(3.5). In cross decomposit.ion Van Roy
[65] uses the solution to the dual suproblem in order to generate a cut in the Benders
relaxed master problem. Since there is no guarantee that this cut will be useful, the
author uses this next result in order to verify cut-improvement. Let the relaxed master
47
problem at iteration y be:
Min clx+e
s.t A1x = b1
(b2_A2x)Te, i=l,...,t
(b2 — A2x)T < = i,... ,
{O,1}’’.
Let be a feasible solution and the value of the best feasible solution used in order
to generate an optimality cut in the previous problem. If cI + (b2 —
i = 1,... ,t, then gives cut-improvement in the relaxed master problem.
This resuit may also be used ta identify which of the different feasible solutions
obtained after the local branching phase allaw cut-improvement. However, since each
added cut will make the relaxed master problem harder ta salve, one may want ta add
only the deepest cut available (i.e., the cut that will eliminate the biggest part of the
feasible regian of the relaxed master problem). Defining a measure for the deepness of
a cut is not easily dane. Similarly ta Magnanti and Wang [45], what we propose is ta
use a core point in order ta simulate the direction ta the optimal solution of problem
(3.1)-(3.5). By identifying a point in the interior af the feasible region of (3.1)-(3.5)
and then evaluating the cuts at ane can choase the cut that will eliminate the mast
solutions in that direction. Using this criterion, the deepest cut is
E argmac{(b2 — A2)TÀ1 t O,... , L’}, (3.19)
where )‘q, t O,... ,L’, are the optimal solutions ta the dual of subprablem (3.16)-(3.18)
when x xt. The effectiveness of this measure will depend an the core point that is
chosen. Therefore, ane can either fix this point at the beginning or adjust it iteratively
thraughaut the solution process.
There is another important point ta be made when using local branching in a
Benders decompasition process. This point cancerns the subproblems that are found ta
be infeasible. In the classical Benders decamposition approach, at iteration y, when the
solution ta the relaxed master problem (x’) is infeasible, a feasibility cut is added ta
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(3.11)-(3.15) using This cut will elirninate from further consideration x’ as well
as ail values of x E X for which (b2 — A2x)Tq8l > O. When using local branching,
one will sometimes find subproblems that are infeasible. Suppose that one executes
a local branching phase around xV. Let us consider subproblem P1 which is defined
by the local branching constraints x3) 1, j E Jt, (x, z’) > t,, i E Il and
L(x, xt) . If P1 is found to he infeasible, then one has found in the neighbourhood of
z” a subregion which contains no feasible solution. Since the feasible solutions x3, j E Jt,
have already been considered by the algorithm, one can use the information given by Pt
by adding constraints (x, x) tj, i E 11 and (x, x) i + 1 to (3.11)-(3.15), thus
eliminating from further consideration the subregion defined by (x, z’) j, i E Il
and (x. 1t) < In this case. the local branching constraints are used in a similar
way as the combinatorial Benders cuts presented hy Codato and Fischetti [12]. They
can either 5e used as a complement to the feasibility cuts or, if a local branching phase
is used each time the relaxed master problem is solved and ail integer variables in the
original problem are binary, as a way to replace constraints (3.14).
Finally, it should 5e noted that during a local branching phase, the series of subpro
blems Po, P1 PL that are solved retain the same structure as the original problem
(3.1)-(3.5). Therefore, if Benders decomposition can 5e specialized to solve problem
(3.1)-(3.5), then it can also he used to solve Po,Pi,... ,PL. Benders decomposition has
the added advantage that the cuts that are obtained when solving a subproblem can 5e
reused for the solution of future subproblems. This is an important observation to 5e
made : by using Benders decomposition as the optimizer in local branching, the ideas
proposed in this paper can 5e extended to ail settings where Benders decomposition is
applied or could 5e applied.
3.4 Computational Experiments
We chose the multicommodity capacitated fixed-charge network design problem
(MCFND) to evaluate the performance of the algorithmic ideas proposed in this paper.
As is apparent in the recent survey of Costa [13], network design problems have often
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been solved successfully using Benders decomposition. What motivated the choice of
the MCFND is the fact that it offers a simple formulation that represents well this
general class of design problems. It is worth specifying that because the idea of using
local branching in Benders decompostion is proposed in a general setting as a means
of accelerating the general method, no effort was made to adapt the algorithms to the
specific problem considered here. Therefore, ail resuits reported in this section were only
used to measure the tradeoffs in using local branching within the Benders relaxation
algorithm. In no way, should this strategy be viewed as the optimal way of solving the
MCFND.
Que should specify that the MCFND will be defined using the classical notation used
in the case of flow problems. Therefore, vector y will be used for the integer variables
and vector r will refer to the continuous variables. Let G(N, A, K) be a directed graph
where N, A and K are respectively the sets of nodes, arcs and commodities that have to
be routed over the network. For each arc (i, j) e A, let us associate a boolean variable
Yij taking value 1 if (i,j) is used, and O otherwise. For each (i,j) E A and k E K let
variable denote the ftow of commodity k on arc (i, j). Let us also define parameters
f1, c, u1 and dk as being, respectively the fixed cost of using arc (i, j), the routing
cost of one unit of commodity k through arc (i, j), the total capacity of arc (i, j) and
the demand for commodity k, V(i, j) e A and Vk e K. The MCFND problem can then
5e formulated as
Min fyj + (3.20)
(i,j)EA (i,j)cA keK
dk, i=O(k),
s.t x. — 4 o, {O(k), D(k)}, Vi e N, Vk K, (3.21)
jeN jcN
—dk, i =
4 ijYij, V(i,j) e A, (3.22)
keK
4 O, V(i,j) e A, Vk e K (3.23)
Yij e {0, 1}, V(i, j) e A, (3.24)
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where N
=
{j (i,j) E A}, N[
= {j I (j,i) E A} and the pair {O(k),D(k)}
corresponds to the origin and destination for the transportation of commodity k E K.
The MCFND consists of minimizing the fixed and routing costs (3.20) subject to the
flow conservation constraints (3.21) and capacity constraints (3.22).
Applying the Benders decomposition scheme on problem (3.20)-(3.24), one obtains
the following master probiem
Min + e (3.25)
(i,j)EA
si uj7rijyij +
— 4c4(k) <e, V(n, n) E A, (3.26)
(i,j)EA kcK
Z UijKijij + — dka(k) <0, V(ir, n) E , (3.27)
(i,j)eA kcK
Yij E {0, 1}, V(i, j) E A, (3.28)
where sets A and ‘if’ are defined as before.
Ail experiments were performed with a standard implementation of the Benders
decomposition algorithm, including the features proposed hy McDaniel and Devine
[47] as well as Magnanti and Wong [45]. This implementation will be refered to as
BD. It shonld he noted that dnring the LP phase, the hnear relaxation of problem
(3.20)-(3.24) is solved completely. Fnrthermore, ah optimality cnts added during the
LP and integer phases are Pareto-optimai cnts. As was already noted, no effort was
made in order to speciahze the BD implementation to the MCFND problem. The oniy
exception is the addition of the foflowing wefl-known cntset inequaiities : Z UijYij
jcN7
Z de, Vi E N and Z ïjYij Z de, Vi E N. These inequahities state
keKji=O(k) jEN[ kcKli=D(k)
that for each node i the total capacity associated with the arcs leaving (resp. entering)
node i mnst be at least equal to the sum of dernands for which node i is an origin (resp.
destination).
Since the purpose of this paper is to assess how local branching can accelerate
Benders decomposition, BD will be compared to the same implementation of Benders
decomposition but in which a phase of local hranching is performed after solving each
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master problem in the integer phase of the solution process. The local branching proce
dure uses as starting points the solutions to the master problems in the integer phase.
This enhanced algorithm will be referenced in the following as BD-LB.
Since the local branching search can be performed many times, a limit (Time-LB)
is imposed on the time spent each time this procedure is called. The optimizer used
in the local branching phase is the Benders algorithm itself. It is important to specify
that during the LP phase, ail cuts added to the relaxed master prohlem are also added
to the relaxed master problem used for the optimizer. These cuts will form a basic pool
to lie used for ail calis to the local branching procedure. Furthermore, ail cuts obtained
during a local branching search are kept in order to soive the series of suhproble;ns.
However, at the end of the local branching phase, these cuts are deleted. An optimality
gap of 1% ( 1%) was used for the solution of the suhproblems. Since the objective
is to quickly identify several feasible soiutions, the branching scherne is applied each
time a new solution is identified, wheter the objective function value associated with
this new solution is better than that of the previous one or not. The diversification
procedure is applied in the case where the subproblem obtained is infeasible. As for
parameter i, it starts with value one for aH runs of the local branching procedure.
Another remark to be made concerns the core point ° that is used in the evaluation
of the deepest cut point is flxed to = 0.5, V(i,j) A, at the beginning of the
solution process and does not change. In order to test the validity of the deepest cut
mensure, two implementations of BD-LB will be tested. In BD-LB-Ail, all solutions
found in the local branching phases will be used to generate cuts that wili be added
to the master problem. while in BD-LB-One only the solution that is identifled as
generating the deepest cut will be added at each iteration. One shouid note that in
hoth cases, cuts are added in addition to the one obtained for the solution to the master
prohiem. Also, in both implementations, all neighbourhoods found to lie infeasihle are
eliminated from the feasible region of the master problem using the local branching
constraints.
Ah instances of the I\ICFND problem were obtained using the mutgen generator
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described in Crainic and aÏ. [15]. A first set of instances are based on networks of 10
nodes, with 50, 60, 70 and 80 arcs, and 10 and 15 commodities. For each network size,
5 instances were generated randomly. For example, pi-10-50-10 will refer to the first
instance whose network contains 10 nodes, 50 arcs and 10 commodities. This first set
will be used to test the main algorithmic ideas proposed in this paper. A second set of
instances, based on networks of 20 nodes, with 70 arcs and 10 or 15 commodities will
then be used to validate the resuits. In this case, only 1 instance was generated for each
network size. The data was generated so as to obtain instances for which the relative
difference between the fixed and variable costs is either high compared to that of the
arc capacities and demands (this will be refered to as set parameter 1), or low (wich
will be set parameter 2). Therefore, the first set of problems contains 80 instances and
the second set, four instances.
Ail experiments were performed on a 2.4 GHz AMD Opteron 64 bit processor. A
maximum time of 10000 seconds was imposed on ail runs for the first set of instances
and the optimality gap considered was e = 1%. As for the parameter Time-LB for both
implementations using local branching, a first set of values was fixed to 1, 3, 5 and
7 seconds respectively, for the instances based on networks of 50, 60, 70 and 80 arcs.
These times were then divided and multipiied by two in order to obtain two more sets
of values that wiii provide a better understanding of how the results are affected when
the effort devoted to the local branching phases varies. It shouid be noted that BD
LB-All-j and 3D-LB-One-j for j= 1, 2 and 3, refer to the runs for each implementation
with Time-L3 fixed to the smallest, base and largest values.
In order to analyze the tradeoifs in using local branching, one should first compare
BD to BD-LB-All, since BD-LB-Ail uses all information obtained by the local branching
search. In Tables 3.1 and 3.2, solution times (in seconds) for the first set of problems
are reported for the BD implementation and compared to BD-LB-Ail when Time-LB is
fixed to the base values (BD-LB-All-2). Whenever an algorithm was unable to solve an
instance in less than 10000 seconds, the solution time reported is > 10000 and the gap
obtained is also given. Whenever the gap is not specified explicitly, one can consider
that the algorithm has found an e — opt solution.
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Upon analyzing Tables 3.1 and 3.2, one may classify the instances as being easily
solved (taking less than 1000 seconds), moderately liard to solve (taking between 1000
and 10000 seconds) and very hard to solve (more than 10000 seconds) for the BD
implementation. By using such a classification, one distinguishes 35 easy instances, 19
moderate instances and 26 hard instances. Out of the 26 hard instances for BD, 3D-
LB-AIl-2 was able to soive 10 instances in less than 10000 seconds. One can also observe
that BD-LB-Ail-2 is faster than 3D for 70 out of the 80 instances. Ail instances for wich
3D-LB-Ail-2 is siower than BD are considered easy instances. On these 10 cases, BD
is, on average, about 5 ¾ faster than BD-LB-Ail-2. Therefore, on all instances solved
hy hoth implementations before the time limit is reached (a total of 54 instances), one
observes that BD-LB-Ail-2 is either faster (for 44 instances) or a iittle slower (for 10
instances) than BD.
To further analyze these results, let us consider Table 3.3. The first part of the
table reports the average (Ave.), variance (Var.) and standard deviation (S.D.) for the
solution times obtained by 3D and 3D-LB-Ail-2 on the easy and moderate instances.
As for the hard instances, we report the average gap obtained on the 16 (out of the 26)
instances that both BD and BD-LB-Ail-2 failed to solve in the maximum time allowed.
One observes that on the easy instances, on average. BD-LD-Ail-2 is almost twice as
fast as BD (84.21 sec. versus 163.68 sec.). On the moderate instances, the difference is
even more significant, since 3D-LB-Ail-2 is more than 4 times faster, on average, than
BD (696.82 sec. versus 3021.13 sec.). For the hard instances, as was already noted, 10
ont of the 26 instances were solved by 3D-LB-Ail-2 before the time limit was reached.
On some of these instances, the difference was quite large. For example, in the the
case of p3-lO-6O-lO.l, BD-LB-All-2 took 1239.2 seconds to complete the search, while
BD was stopped with a gap of 9.14% after 10000 seconds. When both BD and BD
LB-Ail-2 were unable to complete the search within the time limit, on average, BD
obtained a gap of 10.66% compared to the 5.71% gap obtained by 3D-LB-Ail-2. This
represents a relative decrease of 46.44%. What all these results seem to dernonstrate is
that, on average, one obtains signiflcantly better results when using local branching in
the context of the Benders decomposition algorithm.
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3D BD-LB_Ail_2
pi-10-50-10.! 24.8 17.9
pl-l0.10-l02 81.0.! 40.03
pI-!0-5)(.151 3417.31 4677
pl-10-50.152 1706.15 344.98
02-10-50-loi 6321.! 1008.84
p2-10-50-Io.2 70.66 36.67
p2-10-00-l5.l 027.11 127.64
02-10-50-152 10.58 6.45
83-10-10-10.1 03.34 53.02
l’3-10-50-10.2 5.01 2072
03-10-10-15.1 73.51 25.74
03-10-10-15.3 57.01 35.88
p-1-10-50-lUI 180.0.1 16.84
pi-10-50-552 1210.13 19_1
04-10-50-15.1 > 10000 11.11% >10060,3.5655
04-10-50.15.2 1411.82 332.21
8.05 10.17
pI-10-555102 12.94 140.!
05-10-50-15.1 6076 5.48
05-10-50-15.2 25.75 5.6
81-10.60.10.1 106.8.1 103.82
81-10.60.10.2 96.33 11802
pl-10-60-15.1 20.8! 8.35
(‘1-10-60.152 3321.11 450.14
p2-l0.60.10j 6091.8 1003.86
02-10-00.10.2 059.71 50.51
p2-10-60.15.I > 10(09) 10.10% 9148.79
I p2-l0-60.j52 11)7.40 118.94
03-W-06-III > 19000, 0.1.! % 0239.2
83-10-60-10.3 1.0
83-5544(5151 > 10000, 7.9! % > 10000, 4.92 55
03.1(1.60.152 297.1.03 966.4
pI-10-05510 i 40.09 151 25
04-10-60-l02 1.28 1.24
p’1-10-00.l5,l > 10000, (1.8:1% > 10000, 2.3355
PI-10-00.152 > 10000, 3.7.1% > 10000, 1.88 55
05-10-00-1(1.1 101.29 5.25
05-10-00-10.2 0.77
pI-155655151 > 10)00), 1.20% 2473.26
Pl-W-6o-ls.2 233.-19 3.82
TAB. 3.1
-
BD vs. BD-LWA1I2
0
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InStancc BD BD-LB-A)).,
pi—l 0—70—l)). I > 11)1)00, 12.70% 7187.6
I’1-10-70-l0.2 > 10000, 8.80% 0560.24
p)-)0-79-15( 13.83 1001
pl-lO-70-15.2 520171 424.94
p2-lO-79-)0.j 1773.31 404.77
p2-l0-70ll1-2 3.16 1.41
p3-10-70.15.I > 10000, 23.4075 > 10000 8.15 75
p2-10-7t).)53 > 10000, 1.57% 0057.98
p3-1O-70-)fli 1080.95 316.23
93-10-70.10.2 110713 338.17
73-10-70-11) > 10000, 11.37% > 10000, 4.83 %
93-10-70-15.2 > 1)8)00, 18.13% > 1(11)00, 13.64 75
91-10-78-18) 1120.25 192.65
94-10-70.10 2 310.38 171.33
91-10-70-15.5 2453.59 1057.95
pl-10-7))-15.2 165.55 114 5
75-10-70-101 31.3); 78.03
71-10-70-102 5.07 2.34
75-10-70-15.1 > 101MB, 0.19% > 10000, 5.44 75
91-ID-W-152 1187.8 685.88
1,1-10-80-101 t 5(12.00 397
1,1-10-8)1-11)2 100.94 3.)35
91-10-80.15.1 > 10000, 11.30% > (0000, 8.92%
1,1-10-80-152 > 1)6)1)5. 7.20% > 10000, 2.55 75
72-1))-8D-19.1 > 10008, 2.80% 2089.08
72-10-80.10.2 035.03 605.22
1,2-10-80-151 > 10008, 22.-11% > 10000, 17.37%
72-10-81)-15 1 2725.01 798.71
93-10-80-10.) > 10000, 1.18% 6520.39
(‘3-75-89-153 358.41 5-1762
(‘3-10-8)1-75) > 10000, 5.78% > 1000(1, 3.3 75
)‘3-)0-00-)55 > 10000, 1.06097 2350.7
p4-10-80-lO.( 2772.39 320.15
p-l- 10-80-10.2 3470.37 2368.79
pi-l0-8)).15.) > 10900, 18.21% > 10000, 8.28 %
74-10-80.152 > 10000, 3.39% > 10000, 2.10 %
71-10-80-19.1 > 10000, 5.-17% 7011.97
95-1)1-80-102 > 10000, ‘1.52% > 1)000), 1.37%
95-19-00-151 > 10000, ((.00% > 10000 2.05 75
pI-19-09-153 0011.10 1770.05
TAB. 3.2
-
BD vs. BD-L3-A112
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Another important observation to be made concerns the standard deviations ob
tained by both implementations. For ail three categories of instances, BD-LB-Ail-2
obtains smaller standard deviations than BD for the resuits considered in Table 3.3. In
the case of the easy instances, one obtains a relative decrease of 38.36% in the standard
deviation of the solution time when using BD-LB-Ail-2 compared to BD (142.01 sec.
versus 230.37 sec.). For the moderate instances, the relative decrease is 69.49% (576.2
sec. versus 1888.33 sec.). As for the hard instances, one observes a relative decrease of
30.21% in the standard deviation of the gap obtained (4.55% versus 6.52%). By adding
local branching scarches throughout the integer phase of the Benders solution process,
one makes the overail aigorithm much more robust.
3D 3D-LB-Ail-2
Measures easy moderate bard easy tnoderate bard
Ave. 163.68 sec. 3021.13 sec. 10.66% 84.21 sec. 696.82 sec. 5.71%
Var. 53071.32 3565790.57 42.56 20166.66 332003.6 20.73
S.D. 230.37 sec. 1886.33 sec. 6.52% 142.01 sec. 576.2 sec. 4.55%
Fea. 21.54 82.53 - 8.66 32.26 -
Opt. 65.91 272.47
- 37.14 131.53
-
Nb. It. 102.03 356
- 19.69 78.47 -
TAB. 3.3 — BD vs. BD-LB-Ail-2
Ail these differences may be explained by analyzing the number of cuts added as
well as the number of iterations executed by both implementations which are repor
ted in the second part of Table 3.3. Fea., Opt. and Nb. It. refer respectively, to the
average number of feasibility and optimality cuts added as weil as the average number
of iterations performed during the integer phase of the solution process. These resuits
are not reported for the hard instances because the BD implementation failed to solve
them. One should notice that for each iteration in the int.eger phase an integer master
problem must be solved. When considering the instances that BD is abie to soive in the
maximum tirne allowed, one observes that the total number of cuts added by BD-LB-
Ail-2 is, on average, much lower than BD. Since BD-LB-Ail-2 possibiy adds multiple
cuts at each iteration compared to only one in the case of BD, each additionnai cut in
BD corresponds to at least one additionnai master problem to be solved. Indeed, when
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comparing the total number of iterations needed in the integer phase (Nb. It.) by both
implementations, one can see that, on average, BD solves about 5 times more integer
master problems in the case of the easy and moderate instances. In turn, this explains
the increased total solution times for BD with respect to BD-LB-Ail-2.
The comparison between BD and BD-LB-Ail seems to demonstrate that with a
reiatively small effort given to the local branching phases, one can obtain significantly
better resuits when using Benders decomposition. This is particularly true for the cases
where BD is less efficient. For moderate or hard instances, local branching can either
considerably reduce the solution times or help to obtain better quality results.
BD-LB-Ail BD-LB-One
Instances 1 2 3 1 2 3
Easy (sec.) 51.11 84.21 142.65 54.31 79.48 168.25
Moderate (sec.) 643.36 696.82 1162.75 691.11 831.96 1304.1
Hard - sol. (sec.) 2788.45 3662.1 4784.63 3011.77 3139.48 3822.59
Hard - not sol. (%) 6.61 6.2 6.64 6.27 6.83 6.68
TAn. 3.4 - BD-LB-Ail vs. BD-LB-One
Que should now analyse how the results are affected when Time-LB varies as well as
the tradeoff between using all feasible solutions to generate cuts (BD-LB-Ail) compared
to using only the solution that is identified as generating the deepest cut (BD-LB-Que).
In Table 3.4 are reported the average results obtained by the BD-LB-Ah and BD-LB-
Que implementations. Concerning the hard instances, one should mention that Hard
- sol. represents those instances that were solved to optimality in the maximum time
allowed by all runs of BD-LB-Ahi and BD-LB-Qne. As for Hard - not sol., it represents
those that were not solved by ail runs of BD-LB-Ail and BD-LB-Qne. When considering
ail instances that were solved, both implementations obtain the best average results
when Time-LB is fixed to the smallest values. As for those hard instances that were
not solved compietely, the difference in the average gaps is quite small. Therefore, it
seems that one only needs to invest a very limited effort in the local branching phases
to obtain the best results when using either BD-LB-Ail or BD-LB-Que.
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When directly comparing the average times obtained by BD-LB-Ail and BD-LB
Que, one eau observe a slight advantage in using BD-LB-Ail. In order to better un
derstand the solution process of implementations BD, BD-LB-Ail-l and BD-LB-One-l
in the case of a hard instance (p3-10-80-10.1), let us consider Figures 3.1 to 3.3. In
Figure 3.1 the evolution of the optimal gap is given. As was expected, BD-LB-Ail-1
and BD-LB-Que-1 have a much faster convergence compared to BD. Figure 3.2 shows
how the lower bound increases through the iterations in the integer phase. One can
clearly see that the use of local branching gives a steeper ascent to the lower bound.
When considering the evolution of the upper bound, iliustrated in Figure 3.3, one also
observes a favorable decrease when local branching is used. In the case of instance p3-
10-80-10.1, BD-LB-Ail-1 is faster than BD-LB-One-1 and the difference is due to the
evolution of the lower bound.When using BD-LB-Ail, one seems to hedge against the
risk of not using a necessary eut by adding ail cuts identffled. This aspect of the BD-
LB-Ail implementation constitutes an advantage on certain hard instances. However,
one should note that the average differences between BD-LB-All and BD-LB-Qne are
relatively small. Therefore, criteria (3.19), wich measures the deepness of eaeh eut, does
seem to work fairiy well.
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In order to vahdate the observations made so far, a second set of tests was obtained
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FIG. 3.3 — Int. iterations vs. Upper bound for p3-ÏO-8O-lO.l
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on instances based on larger networks (Table 3.5). For this second set of tests. the
maximum tirne allowed was increased to 30,000 seconds. Also, since the previous tests
seemed to demonstrate that, when using local branching in the Benders algorithm, one
usually ohtained the best results when Tiine-LB was fixed to the smallest values, Time
LB was set to 2.5 seconds for ail runs in Table 3.5. These new resuits confirrn previous
observations. Once again, the use of local branching gives an added advantage when
compared to BD. On these new instances, BD-LB-Ail also seems to be better compared
to BD-LB-One. In the case of p2O-ZO-lO.2, BD-LB-Ail is about 2 times faster than BD
LB-One. As for p2O-7O-15.1, BD-LB-All obtains a relative reduction in solution time
of 21.18% when compared to BD-LB-One.
BD BD-L3-One-1 BD-LB-AH-1
Instances Tirne (sec.) Gap Titne (sec.) Gap Time (sec.) Gap
p20-70-lO.1 > 30, 000 12.37% > 30, 000 8.23% > 30, 000 11.22%
p20-70-10.2 1111.71 < 1% 685.20 < 1% 364.60 < 1%
p2O-ZO-15.l > 30, 000 6.97% 25177.90 < 1% 19844.35 < 1%
p20-ZO-lS.2 > 30,000 7.31% > 30, 000 3.20% > 30, 000 2.43%
TAB. 3.5 — 2nd Phase Tests
3.5 Conclusion
This paper proposes a novel way to accelerate the Benders decomposition algorithm
by using local branching. By doing a local branching search after each master problem
solved in the integer phase of the Benders algorithm, one can explore the neighborhood
of the solution obtained for the master problem, which may or may not be feasible,
in order to find different feasible solutions. By doing so, one can obtain better up
per bounds at each iteration and since each different feasible solution can be used to
generate an optimality cut, one can also simultaneously obtain hetter lower bounds.
Furthermore. the subproblems that are found to be infeasible during the local branching
phases can be used to produce inequalities that complement or replace the feasibility
cuts added during the solution process. Therefore, ail information obtained through the
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local branching strategy can be used in the context of Benders decomposition.
Finally, since local branching only requires the use of a solver, if one cari apply
the Benders algorithm to the problem at hand then the same Benders algorithm cari
5e used as this optimizer. This makes the use of local branching possible for all O-
1 integer problems that can be solved by Benders decomposition. Numerical tests in
this paper have shown how local branching can greatly improve the performance of
the standard Benders algorithm in the case of an integer linear problem (the MCFND
problem). Recently, applications of Benders decomposition have focussed on non-linear
or non-convex optimization problems. Clearly one interesting avenue of research would
therefore be to verify that the acceleration t.echnique proposed here remains as efficient
in those settings.
Chapitre 4
Local Branching Cuts for the O-1
Integer L-$haped Algorithm
Au chapitre précédent, nous avons présenté une nouvelle approche permettant
d’améliorer l’algorithme général de Benders [4]. À présent, nous verrons comment des
idées similaires peuvent être spécialisées au cas de l’algorithme « L-shaped » pour les
problèmes de type (1.1)-(1.5), où les variables de premières étape sont binaires et où le
recours est entier (voir [39]). Notons que certaines des faiblesses évoquées précédemment
pour la décomposition de Benders s’appliquent également dans le cas de l’algorithme
« L-shaped » binaire. C’est notamment le cas pour la borne supérieure qui, encore une
fois, n’offre aucune garantie de comportement monotone. Pour ce qui est de la borne
inférieure, il est important de réaliser qu’une coupe d’optimalité du type (2.45) ne borne
le recours ciue par rapport à la solution réalisable qui est utilisée pour la créer. L’infor
mation fournie par ces coupes est donc très locale. Si le recours n’est exprimé que par
les inégalités (2.45), alors la qualité des bornes inférieures associées aux sous-problémes
traités par l’algorithme de séparation et plans coupants sera faible. Dans ce cas, l’al
gorithme tendra à énumérer les solutions réalisables et le processus de résolution sera
très long. Par conséquent, des phases de recherche par séparation locale peuvent de
nouveau être utilisées afin d’accélérer la convergence de l’algorithme.
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D’un point de vne méthodologique, nous verrons comment il est possible de générer
un systéme d’inégalités valides à partir de l’information recueillie à la snite d’une phase
de recherche par séparation locale. Ces inégalités valides sont utilisées afin de borner le
recours dans les voisinages explorés. Plusieures motivations justifient cette approche.
Dans un premier temps, il est généralement beaucoup plus simple et plus rapide d’obte
nir de meilleures bornes inférieures dans des voisinages restreints du domaine réalisable
des variables de première étape. Si de meilleures bornes inférieures sont obtenues loca
lement, comparativement à la borne inférieure générale L, alors les inégalités proposées
améliorent de façon stricte la description du recours dans les voisinages explorés. De
plus, la séparation locale permet d’examiner des voisinages différents. Par conséquent,
les inégalités développées dans cet article bornent le recours dans une region plus large
du domaine réalisable comparativement aux coupes de type (2.45). Finalement, puisque
ces phases de recherche peuvent également identifier de nouvelles solutions réalisables,
alors il est possible d’améliorer plus rapidement la borne supérieure de l’algorithme.
Les inégalités proposées dans cet article sont applicables aux différents problèmes
pouvant être résolus par l’algorithme « L-shaped » binaire. Puisqu’il est possible de
les définir à partir de solutions réalisables ou non, elles offrent de nombreuses possibi
lités quant aux stratégies d’utilisation. Cependant, il est important de noter qu’elles
nécessitent l’obtention de bornes inférieures dans les voisinages explorés lors des phases
de séparation locale. De façon à appliquer ces inégalités, il est donc nécessaire de les
spécialiser au cas traité.
Afin de tester ces nouvelles inégalités, nous avons choisi les problèmes de tournées
d’un véhicule avec demandes stochastiques. Deux stratégies (locale et globale) concer
nant la génération de ces coupes seront présentées, de même qu’une technique per
mettant d’obtenir des bornes inférieures pour les voisinages explorés. Finalement, nous
verrons comment les inégalités proposées peuvent être utilisées dans le cadre d’une
procédure de génération de plans coupants adaptée aux problèmes de tournées d’un
véhicule avec demandes stochastiques. Les résultats numériques obtenus montrent que
l’approche proposée améliore de façon significative le meilleur algorithme exact existant
pour le problème considéré.
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Abstract
Local branching has been presented as a new solution strategy for hard to solve
mixed integer problems. Research has recently been done on using local branching as
a way to generate optimality cuts in the case of Benders decomposition. In this paper,
local branching is used to produce a new type of valid inequalities for the case of the O-1
integer L-shaped algorithm. Numerical tests were conducted on a series of stochastic
routing problems. Results prove the usefulness of these new inequalities.
Keywords. Stochastic programming, local branching, valid inequalities, vehicle routing
problems with stochastic demands.
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4.1 Introduction
Integer stochastic problems with fixed recourse can be defined as follows
Min cTx+Q(x) (4.1)
s.t. A b (4.2)
x c X, (4.3)
where Q(x) E[Q(x,(w))] (4.4)
and Q(x, (w)) = Miny{q(w)Ty I Wy h(w) — T(w)x, y Y}. (4.5)
Problem (4.1)-(4.5) has two decision stages. Vector x represents the first stage. These
decisions must be made before a series of stochastic parameters, represented hy ,
become known. In the second stage, one observes a certain random event, w fl, and
is fixed to (w). At this point, parameters q(w), h(w) and T(w) that make up
become known. Problem (4.1)-(4.5) is said to have fixed recourse because matrix W
is not dependent on the random event. In the second stage, vector y represents the
recourse that one can take given that the first stage decisions were fixed at x. Function
Q . x (w) — IR measures the objective value of the recourse decisions. Therefore,
function Q x — R. called the recourse function, gives the average value of recourse
for x over ail w 2. Probiem (4.1)-(4.5) consists of finding a solution x that is minimal,
on average, when considering . Integrality constraints may be present in sets X and
Y. As for the probabihty distribution of , it may 5e either discrete or continuous.
Integer stochastic models have been successfully applied to a variety of contexts
[7]. The algorithms that have been used to solve prohiems of type (4.1)-(4.5) have
either been based on cutting plane strategies ([69], [3], [39], [9], [10], [61]. [58] and [59]),
branch-and-bound procedures ([49], [8] and [2]) or more recentiy on the use of test sets
([55] and [30]).
In this paper, we propose to use local branching as a way to generate a new type
of ctits that can be introduced in the case of the 0-1 integer L-shaped method. This
follows from the research initiated in Rei and aï. [50] for the case of general Benders de-
composition that showed how local branching could 5e used to simuitaneously improve
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the upper and lower bounds in the Benders algorithm. Similar ideas can be applied to
the relaxation of the recourse function Q(x) in the case of the L-shaped branch-and-cut
algorithm. The principles evoked here are applicable to ail problems of type (4.1)-(4.5)
having a subset of binary x variables. In this paper. however, they are illustrated and
validated in the context of the single vehicle routing problem with stochastic demands
(see [23], [32] and [40]), for which they lead to a significantly more efficient algorithm.
The effectiveness is clearly demonstrated by computational experiments performed on
a large set of instances whose difficulty ranges from easy to extremely difficult.
The remainder of this article is organized as follows. In section 2, a description of
the 0-1 integer L-shaped method is given. Section 3 follows by providing an explanation
of how a local branching search strategy may be applied to the case of the 0-1 integer
L-shaped algorithm as well as a presentation of the valid inequalities that one can derive
from it. In section 4, a presentation of the one vehicle routing problem is given as well
as a description of the various cuts that can be applied to this problem. This is followed
by computational results in section 5. Finally, this article is concluded in section 6.
4.2 The O-1 integer L-shaped algorithm
The L-shaped algorithm was first introduced in 1969 by Van Slyke and Wets [66]
to solve continuons stochastic programming problems with fixed recourse, in which
random events are represented by a finite set of discrete scenarios. This algorithm can
he interpreted as the application of Benders decomposition to the extensive form of
the stochastic problem (see [7]). Indeed, when integrality constraints are introduced
in set X, (4.1)-(4.5) becomes a mixed integer program and the L-shaped algorithm
is then equivalent to the original Benders decomposition algorithm [4]. The problem
becomes significantly harder when integrality constraints are introduced in set Y (in
teger recourse). In the Benders decomposition algorithm, cuts are created using the
dual information provided by the solution of the subproblern. In the stochastic case,
this suhproblem is defined as follows : Min{q(w)ïy Wy = h(w)
— T(w)x, y E Y}
for ail random events. One must realize that when integrality constraints are present
o68
in Y, one can no longer apply standard continuous duality. Caroe and Tind [10] show
how the L-shaped algorithm can be generalized to the case of integer recourse by using
general duality theory. Convergence is maintained when either cutting plane algorithms
or hranch-and-bound procedures are used to solve the stochastic subproblems.
The 0-1 integer L-shaped method, which tackies problems with binary first stage
variables and integer recourse, was introduced by Laporte and Louveaux [39]. In the
following, we use the notation defined in their paper. Let us assume that vector z is of
size n1 and that set X is defined as follows : X = n {0, 1}nul. Then let the following
problem 5e the current pro btem
Min cTx+e (4.6)
s.t. Ax = b (4.7)
Dkz d, k = 1.... ,s, (4.8)
E1z + e et, t = 1,... ,t, (4.9)
O < z < 1, 8 e R. (4.10)
Constraints of type (4.8) are called feasibility cuts, since they are used to induce feasihle
values of z. The authors define a set of feasibility cuts to be valid if there is a finite
value s such that z e if and only if {Dkx d, k = 1,... , s}. Constraints of type
(4.9) are said to 5e optimality cuts since they express possible feasible values of the
recourse function. As before, a set of t optimality cuts is valid if the following condition
is verified : Vz e X, (x,8) {(x,O) E1x+e > e1, t = 1,...,t} implies e
One can now define the 0-1 integer L-shaped algorithm as follows
O-1 Integer L-shaped Atgorithm
Step O (Initialization)
Set y = 0, t = 0, s = 0,
= +,
G —œ or any valid general lower bound L.
Define the first pendant node as the initial current problem.
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Step 1 (Selection)
Using a selection criterion, select a pendant node,
if there is none STOP.
Step 2 (Separation)
(2.1) t-’ = y + 1.
(2.2) Solve the current problem,
if the current problem is infeasible then
fathom the node and go to Step 1,
else
let (xv, ev be the optimal solution to the problem.
end if
(2.3) Search for violated constraints of type (4.8),
if one is found then
add it to the current problem, set s s + 1 go to (2.2),
else if CTXv + ev > then
fathom the node and go to Step 1.
end if
(2.4) Search for violated integrality constraints,
if one is found then
go to Step 3,
else
solution v is feasible.
end if
(2.5) Compute Q(xv) v = cTx1 + Q(x’), = Min{, z”},
if ev Q(xj then
fathom the node and go to Step 1,
else
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add an optimality cut (4.9), set t = t + 1 go to (2.2).
end if
Step 3 (Branching)
Using a branching criterion, create two new nodes, append them to the list of active
nodes and go to Step 1.
The 0-1 integer L-shaped algorithm converges in a finite number of steps whenever
a valid set of optimality and feasibility cuts exists. A general lower bound z can be
obtained, at any point of the solution process, by considering the minimum of the
lower bounds associated with the currently active nodes. This allows stopping the search
procedure when an e — opt solution is found.
Optimality cuts of type (4.9) can 5e expressed as follows : let us first define the
r — th feasible solution generated by the method as being x 1, i E S. and xj = 0,
i S and let e,. be the recourse value associated with this feasible solution. Laporte
and Louveaux [39] show that the set of cuts deflned for ail feasible solutions r
e (e,.
— L) (
—
— (e,. L)(jS,.
— 1) + L (4.11)
iES,. iS
where value L is a general lower bound on the value of recourse, is n valid set of
optimality cuts. The proof of validity is evident when one considers that x
— Z 2i
iES jSr
is always less than or equal to f3,. I. The information provided by cut (4.11) is that
whenever the solution considered is the r
— tk feasible solution then the recourse is equal
to e,., else the value of recourse is less than L. One can also express the optimality cuts
in the following way
x IS,. — 1. (4.12)
iES
In the form of equation (4.12), the optimality cut is only used to eliminate from further
consideration the r
— th feasible solution. In this case it provides no information on
the value of recourse. However, it has the advantage of being composed of coefficients
equal to one, which makes cut (4.12) more numerically stable than (4.11). As for the
feasibility cuts of type (4.8), one can only say that they are problem dependent.
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The main difficulty associated with the O-1 integer L-shaped algorithm resides in
the approximation of the recourse function. The information provided by optirnality
cuts of either type (4.11) or (4.12) is very local. Constraints (4.11) only hound the
value of recourse associated with the feasible solutions that were used to create them.
As for (4.12), they only eliminate the feasible solutions that were encountered by the
algorithrn. Therefore, in problem (4.6)-(4.1O), the value of recourse will only be de
termined hy the subset of optimality constraints present and the value of the general
bound L. If one uses exclusively (4.12), then only the general bound L approximates
the recourse function. If the quality of bound L is poor, then the L-shaped algorithm
will tend to enumerate feasible solutions. The reason for this is that in the separation
step (more precisely in (2.3)), the quality of bound CTXV + ev will be poor whenever
r’ is infeasible, resulting in an increase of the number of active subproblems. To solve
this problem, one can either provide better general lower hounds L or use other lower
bounding functionals to better approximate the recourse function. In [39], an improved
optimality cut is presented where if a better lower bound exists in a close neighbourhood
of the feasible solution considered, then (4.11) is strenghtened by this information. In
the next section. a series of general valid inequalities will be presented to extend this
idea of using hetter lower bounds around solutions to the cnTrent probtem. These valid
inequalities will help to provide a better description of the recourse values for different
neighbourhoods of the first stage feasible region.
4.3 Local branching cuts for the O-1 integer L-shaped ai
gorithm
Local branching was introduced in 2003 by Fischetti and Lodi [20]. The idea behind
this rnethod is to take advantage of the efficiency of generic solvers, such as CPLEX,
for solving small integer O-1 problems. Therefore, one can divide the feasible space of
a problem into a series of smaller subregions and then use a generic solver to explore
efficiently each of the subregions thus created.
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In the case of 0-1 integer problems, the function used to divide the feasihie region
is the Hamming distance deflned from a particular integer point. Let us consider the
general stochastic problem (4.1)-(4.5), for which X = Xn{0, 1}’. Let x0 be a vector of
0-1 values, then the Hamming distance function relative to x0 is : (x, x°) = (1 —
jES0
x) + x (where N1 {1,... ,n1} and So = {j N1 I xP = 1}). Using functionjNi\So
(x ;.0) for any integer k, one can divide the feasible region of (4.1)-(4.5) hy creating
two subproblems. one in which the constraint (x, x°) < i is added, and the other
in which Qr x°) t + 1 is added. Constraint (x. ro) < ,‘c can considerahly reduce
the size of the feasible region of problem (4.1)-(4.5) when r is flxed to an appropriate
(small) value. Therefore, one can use an adapted generic solver to solve this subprohlem.
Using the new solution found, the procedure may continue hy dividing the subregion
deflned by (x, x°) > i + 1 into two more subproblems where the smaller subregion is
explored in the same way as before.
In [50], the information associated with a local branching descent is used to produce
multiple optirnality cuts in the case of classical Benders decomposition. Through this
process, one is also able to improve the upper bound generated hy the Benders algo
rithm. Furthermore. it is shown how local branching constraints can be used to replace
or complernent the feasihility cuts. We will use similar ideas to generate a series of valid
inequalities that approximate the value of recourse in different subregions of X. Let us
first define the two following subproblems
(Pu) Min cTx+Q(x) (P,) Min CTX+Q(x)
s.t Ax=b s.t Axr=b
(E,r’)>k, iP a)>t, iSP’
<if,, (x,x’) + 1
xEX xEX,
where P’ corresponds to a set of 0-1 vectors that may or may not represent feasible
flrst stage solutions. A local branching step consists of solving subproblem P, and then
using the solution obtained to separate the feasible region of subproblem Pi,. If P,, is
found to 5e infeasible, a diversification strategy is applied and the problem is solved
again. In this case, the diversification strategy consists of increasing value s,, to obtain
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a larger feasihie region for P.
A local branching descent is composed of a series of subproblems P for n = 1, ... , m
that correspond to the subregions explored by the algorithm. Let us suppose that one
is ahie to find a lower bound
,
(for which , > L) on the value of the recourse in each
of the subregions associated with subproblems P7, n = 1,... , in. Let us also redefine
the current probtem in the following way
Min c’x+e (4.13)
s.t. Ax b (4.14)
DkX d, k = 1,... , s, (4.15)
E1x+e e, t = 1,...,t, (4.16)
(x,x’)> 1, i (4.17)
O<x<1, (4.18)
In (4.17), one should realize that constraint (x, x’) 1 eliminates locally vector xt
since it imposes that the Hamming distance between z and x be at least one. If x is
feasible, then (x, xL) 1 is equivalent to the optimality cut (4.12). If x is infeasible,
then (x, xt) 1 may serve as a feasihility cut. Therefore, model (4.13)-(4.18) is either
equivalent to (4.6)-(4.1O) or it offers a hetter description of the feasihle region. Que can
now derive the following result
Proposition 4.3.1 (Local branching valid inequalities). Let P, n = 1,.. . ,
define a tocat branching descent and n 1,. .. , m, be vatid tomer bounds on the
recourse value for each of the subprobterns in the descent, then the fottowing system of
74
equations defines a set of valid inequatities for probÏem (.4.13,)-(.18,)
e L+(—L)w71, n= 1,...,m (4.19)
n
(4.20)
i=1
(x, x) — (1 — w)ni, n = 1,.. . ni (4.21)
< n = 1, . .. m — 1 (4.22)
Wj+n_1=l, n=2,...,m (4.23)
{0,1}, n= 1,...,m (4.24)
(4.25)
where , n = 1 in. is a series of O-1 vectors (that may or may not be feasibte first
stage solutions), such that xr {x (x,x”’) < _i,(x,x) + 1,i e In_1},
n=2....,rn.
Proof. The proposition will 5e proved by induction.
- Base case : (4.19)-(4.25) is a set of valid inequalities for (4.13)-(4.18) when n 1.
If ni = 1, then system (4.19)-(4.25) reduces to
e L + ( — L)wi, (4.26)
— (x, x’) <w1n1, (4.27)
(x, x’) — (1
— wi)ni, (4.2$)
w1 E {0, 1}. (4.29)
Let 5e a feasible solution to problem (4.13)_(4.1$). One should note that is either
integer or continuous and either feasible or not with respect to the original prohiem
(4.1)-(4.5). There are three possible cases when one considers ±
1. 0< (x’) < i,
2. 0< i <
3. ,x1)rrt1.
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Case 1 : if O < L(±, x’) < t, then constraint (4.27) forces w1 = 1. If w1 = 1, then
(4.26) becomes e > t which is valid since x’) < i. Also, in this case, if w1 = 1,
then constraint (4.28) is satisfied.
Case 2 : if O < , < L(î,x’), then constraint (4.28) forces w1 = 0. If w1 = O, then
(4.26) becomes O > L which is valid. Also, in this case, if w1 = O then constraint (4.27)
is satisfied.
Case 3 : if ,x’) . then constraints (4.27) and (4.28) allow w1 = 1 or w1 = 0. If
w1 = 1, then (4.26) becomes O which is valid since A(î, x’) < t. Otherwise, if
w1 0, then (4.26) hecomes e > L which is also valid. Considering that the current
pTobtem is a minimization problem and since i > L, then, in this case, variable w1 is
fixed to O (w1 = 0) and (4.26) becomes e > L.
- Hypothesis Hi: (4.19)-(4.25) is a set ofvalid inequalities for (4.13)-(4.18) when rïi = i.
- Step : if Hi is true then (4.19)-(4.25) is a set of valid inequalities for (4.i3)-(4.i8)
when rn = j + 1.
Q If rn j, then svstern (4.19)-(4.25)
e L+(—L)w, n= i,...,i (4.30)
(4.31)
— i <(1— w)n1, n = 1,... ,i (4.32)
w1 <, n = 1,... , j
— 1 (4.33)
w+_i=i, n=2,...,i (4.34)
E {0, i}, n = 1 i (4.35)
iiE{0.i}.n=i,...,i—i. (4.36)
If one adds another level to the local branching descent (from m = i to m = i + 1), one
o
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adds to (4.30)-(4.36) the following inequalities
e > L + — L)w1, (4.37)
i+ 1
—
+1)
ni m, (4.38)
i=1
L(x, x1)
— Kj+1 (1 — w+i)ni, (4.39)
w1 <, (4.40)
(4.41)
i=’
{0, l}, (4.42)
{0, l}. (4.43)
Let us now define the following set X = I (x, x) < i}. Once more, let
be a feasible solution to problem (4.13)-(4.18). There are two possible cases when one
considers §
1. :î; X,
2. § X.
Case 1 if î X (i.e. L@, x?l) > i for n = 1,... , i), then (4.32) forces w = 0,
n = 1,... ,i. When one considers system (4.37)-(4.43), one must first see that since
0, n = 1,... , j, then (4.41) implies that iJ = 1. Constraint (4.40) becomes
w1 < 1 which makes it possible for variable w1 to be equal to either O or 1. Since
X, then three cases are possible
-0< <kj+l,
-0< kj+l
- ,xi+1)
=
Since w, = 0, n 1,. .. , i, if O < L(î, x) < i, then constraint (4.3$) forces
= 1. If WjH1 = 1, then (4.37) becomes e which is valid since x’) <
Also, if m+i = 1, then constraint (4.39) is satisfied. If O < iq < x’4), then
constraint (4.39) forces wj = 0. If w1 = 0, then (4.37) becomes e > L which is valid.
Also, in this case, if Wj1 = O then constraint (4.38) is satisfied. If xt+l)
=
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then constraints (4.36) and (4.39) allow w = 1 or w1 = 0. If wji = 1, then (4.37)
becomes O which is valid since xi+l) < Otherwise, if w1 = 0, then
(4.37) becomes e > L which is also valid. Once again, considering that the current
probtem is a minimization prohiem and since > L, then, in this case, variable
w1 is fixed to O (w1 0) and (4.37) becomes e > L.
Case 2 : if X, then there are two possible cases to consider
1. there exists at least one index n, 1 < n < j, such that x) < t,
2.
Suhcase 1 t If there exists at least one index n, 1 < n < î, such that x’) <
then constraints (4.31) and (4.34) iinply that there exists exactly one index 1 k < j
such that wj = 1. If w. = 1, then (4.30) reduces to e > which is valid because
of Hi. Considering system (4.37)-(4.43), since w = 1, constraint (4.41) implies that
= 0. Then by (4.40), wi 0. If 0, then (4.37) reduces to O L which is
valid. One must now consider two possible cases
- 0< A(,xi+l)
- O <
If O < L(ît,x’) < then (4.3$) is satisfied since i < î + 1. If O < <
(î,z’), since w1 = 0, then (4.39) is satisfied.
Subcase 2 : if L\Ï, x) i, for n = 1, ... , î, and ît E X, then, there exists an index set
J {i,...,i} suchthat (,x3) =j, Vj E J, and > tj, Vj E {1,...,i}\J.
Without loss of generality, let us assume that (f,x’) = ti for n = 1,... ,j, and
x’) > i for n
= j + 1 î. Constraints (4.32) imply that w, = O for n
j + i,. .. , î. As for n = 1,... , j, constraints (4.31) and (4.32) are aiways satisfied.
Constraints (4.34) and (4.33) imply two possible alternatives : either there exists exactly
oneindexii*jsuchthatwj*=iandhencevn=1forn=1,...,i*_iorelse
=1forn=i,...,j,...,i—iandwOforn1,...,j,...,i.Letusconsider
the first alternative, if w. = 1 and T1 1 for n = 1,. .. , i
— 1 then (4.30) reduces
toOj*.Otherwise,ifi=1forn=i,...,i._1andw=Oforn=i.....i
then (4.30) reduces to O L. Once again, since the current probtem is a minimization
o
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problem and given that > L for n 1,... ,i (hence j* > L), therefore the second
alternative will aiways be selected and (4.30) becomes e L, which is valid. This
situation is identical to the one encountered in case 1 (i.e., case where z X) and one
must therefore consider the same three possibilities
- 0< t X+l) <,i+1,
- 0< i+1
- (î,x’) tj+i.
For each of these, the validity of system (4.37)-(4.43) can be proven as before and will
not be repeated here. D
The system of inequalities (4.19)-(4.25) is used to bound the value of recourse
following the local branching descent. If one considers a feasible solution to problem
(4.13)-(4.18), then a valid lower bound on the value of recourse is provided for in
the first subproblem P, n 1,... , ni, for which solution î is feasible. Otherwise, the
value of recourse is bounded by L. If > L for n = 1,. .. , m, then (4.19)-(4.25) offers
a better description of the possible values of the recourse function in the subregions
explored in the local branching descent. Furthermore, since (4.19)-(4.25) bounds Q(x)
in different subregions of X compared to only bounding the recourse associated with
a feasible solution as in the case of the classical optimality cut (4.11), by using (4.19)-
(4.25), one may obtain useful information on a wider range of solutions for problem
(4.13)-(4.18).
One must now find a way to generate lower bounds on the subprobÏems explored
during the local branching descent. To do so, one can either use a lower bounding
functional that is specific to the problem being solved or, one can adopt a more general
approach. It is observed in [50] that the local branching subproblems retain the same
structure as the original problem. Therefore, since the L-shaped algorithm is applied
on the original problem, one can also apply the same algorithm on the local branching
subproblems. In [50], the local branching subproblems are solved until an e—opt solution
was found. To obtain the lower bounds
,
n = 1,.. . , m, one may use the same
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approach. Subproblerns P, n = 1,... ,ni, cari Se solved using the L-shaped algorithm
until an € — opt solution is found. The lower bound on recourse can then be derived
from the general lower bound z. In this case, through the use of local branching, one is
exploring the feasible region of the original prohiem (4.1)-(4.5).
There is another way of using (4.19)-(4.25), which is to generate them locally for
each of the subproblems explored by the O-1 integer L-shaped algorithm. In step 2 of the
algorithrn, one may either apply a local branching descent to cut a solution for which
the separation routine is unable to find n feasibility cut that is violated or to tighten the
lower Sound cTx1) + e’-’ associated with the subproblem considered. By working locally
on the suhproblems of the O-1 integer L-shaped algorithm, one reduces considerably
the size of subproblems P, n 1,... , ni, making it easier to find Setter cuality lower
bounds. The drawback of such an approach is that the inequalities that are found are
only valid locally. However, if one is able to obtain Setter lower bounds for each of the
subproblems explored by the L-shaped algorithm. then one obtains a better general
lower Sound z. Furthermore, by increasing values CTXV + ev, one is able to fathom the
subprohlems at an earlier stage. By reducing the number of active suhprohlems, one
cari accelerate the convergence of the algorithm. These principles will now be applied
to the case of the single vehicle routing problem with stochastic demands.
4.4 The single vehicle routing problem with stochastic de
mands
To present the single vehicle routing problem with stochastic dernands, let us first
define an undirected graph G(V, E), where V {v1,... , v,} is a set of vertices and
E = {(v, u) v, vj E V. i < j} is a set of edges. Defined on E is a symmetric matrix
C = [cj] that corresponds to the travel costs between vertices. Vertex y1 represents a
depot where a vehicle must start and finish a route. This route must visit each of the
customers (i,e., V \ {v1}) once while minirnizing the total travel cost. Up until now,
this problem represents the classical traveling salesman problem. However, the single
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vehicle routing problem with stochastic dernands has two additional characteristics.
The vehicle has a limited capacity D and each of the customers j E V \ {v1} has
a nonnegative demand that may be stochastic. Numerical tests vill he conducted on
instances where each client j V\{vy} bas a demand that is a Normal random variable
(i.e., j uj), truncated at zero) and ail demands are independently distributed.
In this case, whenever the vehicle serves a certain client, there is aiways the risk
that the observed demand exceeds the residual capacity. When such a failure occurs,
partial delivery is performed and the recourse action taken is to returu to the depot,
to stock up (or to unload), and then go back to the customer where failure occured to
finish the delivery and continue the route. Que makes the hypothesis that the stochastic
demauds are unknowu when routing decisions are beiug made. Therefore, the problem
has two stages. Que must first coustruct a route and then the cost of recourse may
be deterrnined. The optimization problem consists of finding a solution that minimizes
simultaneously the original travel cost and the expected cost of recourse. The model is
therefore defined as follows
Min cjjj + Q(x) (4.44)
s.t. xi = 2, (4.45)
ZXik+Xki2, k=2,...,n, (4.46)
i<k j>k
xjj +xjj 2, $ V, $ 3, (4.47)
iES jS iS jES
i>i j>i
xj E {0,1}, 1 <i <j n. (4.48)
An important point to be made concerns the orientation of the routes that are consi
dered. In a deterministic context, this concept is irrelevant since the cost of the solution
remains the same for both orientations. However, in the stochastic case, because of the
cost of recourse, the value of a solution depends on the orientation choseu. Since de
mands hecorne known only wheu customers are visited, one must decide, a priori, which
orientation to use. Therefore, the recourse function is : Q(x) = Min{ Q1 (x), Q2(x)},
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where Q’ (x) and Q2 (x) correspond to the recourse cost for each of the two orientations.
Let us define the r—th feasible solution r” by vector W v,.1 = u1, v,2,...
,
= y,).
If the goods to be delivered (or collected) are divisible, then one may measure the re
course of solution x’ for the first orientation in the following way (see [40])
n œ /j—1 j \
Qi(xT) <W <
j=2 1=1 s=2 s=2
The probability term is associated with the event of having the ïth failure occur at
customer r. The computation of Q2(xT) follows the same principles, one only needs to
replace the index of by Tn+2_s.
To solve (4.44)-(4.48) using the 0-1 integer L-shaped algorithm, one must first relax
constraints (4.47) and (4.48) and then approximate the recourse function Q(x) using
e. Constraints of type (4.47) are added in step (2.3) of the algorithm and one may use
optimality cuts of type (4.11) or (4.12), whenever a feasible solution is obtained.
Gendreau and aï. [23] were the first to apply the standard L-shaped algorithm to the
single vehicle routing problem with stochastic demands. In 1999, Hjorring and Holt [32]
proposed a new type of cut that uses information taken from partial routes for problem
(4.44)-(4.48). A partial route is made up of three sets. Using the notation proposed
by Laporte and aï. [40], let us first define the two ordered sets S {v;,... , v8} and
T = {v,,... , v}. Sets $ and T must respect the following condition : $ n T = {v,}.
Let us now define a third set U = V \ ((S \ {v5}) U (T \ {vt})). One easily secs that
S n U {v} and T n U = {Vj}. Therefore, a partial route is made up of the two
vectors (u,,... , u8) and (ut,.. . ,v,) which define the beginning and end of the route,
and of set U, which contains all vertices that are not yet ordered. If (vi, vi) S or
T refers to the case where v and vj are consecutive in S or T, then let W(x) =
Z x.1 + xj + — lvi + 1. If Q is a lower bound on the value of
(v,v)S (v,v)eT vi,vjEU
recourse for the partial route, then the following inequality is valid for problem (4.44)-
(4.48)
e L + (Q — L)W(x). (4.49)
To obtain a lower bound Q, Hjorring and Holt [32] propose to create an artificial
$2
vertex y0 for which the dernand is
= Z and the cost of return to the
eEU\{v,u,}
depot is c10 = min {c1}. By using cost e10, one can calculate a lower bound on
veU\{v,v}
the partial route by measuring the value of recourse for (y1,.. . ,u3, vo, vt, . . . , u1). As
for the general lower bound L, one can use the same technique as the one that Laporte
and at. [40] propose for the case of the general stochastic vehicle routing problem.
Inequalities (4.49) may lie added in step (2.3) of the 0-1 integer L-shaped algorithrn
since one can generate them using an integer or continuous solution x”. There is an
important point to 5e made concerning the separation algorithm needed to find violated
inequalities of type (4.49). Let us consider (xv, ‘‘), a solution to a current problem
solved by the L-shaped algorithm. Vector x” is either integer or continuous. Since there
is only one vehicle in problem (4.44)-(4.4$), one can aiways construct a partial route
using x” for which W(x”) 1. Therefore, one obtains a violated inequality (4.49) using
this partial route if ev < Q.
Let us now consider how local branching may 5e used in the case of the single
vehicle routing problem with stochastic demands. One may start a local branching
descent from any solution Xv provided by the L-shaped algorithm. However, one needs
an integer vector to create the first neighliourhood to explore. If x’ is integer, then
one may use the vector directly. If x” is continuous, then 53’ rounding to the nearest
integer each component of one obtains an integer vector which, considering the
Hamming distance, is the nearest to x”. In this case, vector î’ will define the starting
point of the local branching descent. There is an important point to 5e made when one
considers vector “
Proposition 4.4.1. Let § represent a feasibte Toute, then constraint z(X, î) 4 is
a vatzd inequatity foT probtem (.13)-(.1$] in the case of the singÏe vehicte routing
pro btem ‘with stochas tic demands.
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Proof. The closest feasible solutions to ± are in the 2 — opt neighbourhood. The 2 —
opt neighbourhood of solution î is obtained by deleting two edges from route î and
replacing them by two other edges that were not in route î in order to form a new
feasible solution. To do so, one must have at least two (i,j) for which îjj = 1 — O and
at least two (i,j) E for which hjj = O —* 1. Therefore, ail solution in the 2 — opt
neighbourhood of lie at a Hamming distance of 4 from . U
By rounding components of x’, one may obtain a feasible or infeasible integer vector
If ±V is feasible and /(x”, ‘) <4, then by adding constraint L(x, ±) 4 one is able
to cut off solution rV and continue the separation process. Therefore, a local branching
descent need not 5e performed if the previous condition is verified. Only when î” is
either infeasible or feasible but A(rL, ) > 4, is a local branching descent applied
using as starting point vector . One must now determine how to perform the local
branching descent. There are three points to be adressed, one must first decide how
to calculate the lower bounds needed, then one must find in each of the subproblems
explored a new integer vector that will be used in the branching scheme and finally,
one must decide how the branching decision will be taken.
The current probtem (4.13)-(4.18) is used in order to obtain the lower bounds for the
local branching subproblems P (n = 1,. . . , m) that are explored. One may use problem
(4.13)-(4.18) at some point in the search tree of the O-1 integer L-shaped algorithm to
find local lower bounds. By doing so, the valid inequalities obtained can only be used
locally on the subproblem considered. Another possibility, is to use problem (4.13)-
(4.18) directly, making it possible to create general valid inequalities. Both strategies
will be applied to obtain the computational results in the next section. To obtain values
for n 1 m, the integrality constraints are temporarily reintroduced in (4.13)-
(4.18). The separation algorithms are then used to improve the lower bounds in the
local branching subregions that are explored. By doing so, one is using the L-shaped
algorithm itself to increase the values obtained for
,
n = 1,... , m. To limit the
effort spent improving the lower bounds, a maximum number of calls to the separation
algorithms is imposed. The maximum number of calls was set to three to obtain the
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computational resuits in the next section. If for a partidular subregion thus explored,
the associated subproblem P1 is solved exactly, then one obtains a feasible route x
that is optimal in the stibregion defined by P (i.e., Q(x,) Q(x) Vx Pu). In this
case, and one may set = Q(x). Otherwise, the lower bound is simply derived
from = cTx + e. By proceeding in this way, one also obtains the integer vector
(i.e., z) needed for the branching scheme.
Originally in [50], local branching is used to search for different optimality cuts,
using as starting point the optimal solution to the Benders master problem. By doing
so, one can simultaneously work on improving the upper and lower bounds used in the
Benders decomposition algorithm. By using local branching in the L-shaped algorithm,
one may hope to obtain the same benefits. Since the local branching descent may
provide new feasible solutions, one can find better upper bounds. By adding the local
branching valid inequalities to the subproblems generated by the L-shaped algorithm,
one cari improve the general lower bound. However, to keep the procedure effective,
one must control the effort spent generating the local branching descent. It was found
that to hetter explore the feasible region of problems (4.13)-(4.18), one should always
branch using solutions x, (n = 1,... , m) regardless of the quality of the lower hounds
ohtained. Therefore. the size of the neighhourhood is fixed to a cert.ain value i which
rernains unchanged. Furthermore, the effort spent on each descent will also be controled
by fixing value ni as to be the maximum depth allowed.
One can now conclude this section by describing how all these valid inequalities are
generated at the separation step of the 0-l integer L-shaped algorithm. Step (2.3) starts
by a search of violated subtour elimination constraints. The heuristics that are used to
find these cuts, are the ones that Lysgaard and aÏ. [43] present for capacity ineciualities.
These procedures were obtained from the CVRPSEP package proposed by the authors.
Subtour elirnination constraints are added as long as the heuristics are able to find them.
When these heuristics fail, separation continues by searching for violated inequalities
of type (4.49). If a violated cut is found, one restarts the separation step by searching
for subtour elimination constraints. As is shown by Hjorring and Holt [32], inequalities
of type (4.49) are necessary to solve efficiently the single vehicle routing problem with
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stochastic demands. Since these inequalities provide useful information concerning the
value of recourse, by using them, one prevents against the risk of enumeration. When
one is unable to cut the current solution using either constraints (4.47) or inequalities
of type (4.49), then a local branching descent is performed using fixed values s and
m. Local branching is used once to tighten the lower bound associated with the active
subproblem. At the end of the separation step, the local branching system (4.19)-
(4.25) is added to (4.13)-(4.18) and the suhproblem is solved once using the integrality
constraints. In doing so, we obtain the lower bound cTx + Ol. The solution process
can then proceed as before.
4.5 Computational resuits
To properly test the different ideas proposed in this paper a series of test problems
were generated. The probiem generator used follows the same principles as the one
proposed in [32]. Therefore, the graph vertices were generated in a [0, 100]2 square
following uniform distributions and the cost matrix was then set to be the Euclidean
distances between vertices. Each customer was assigned an average demand foilowing
a [1, 10] uniform distribution and the standard deviation was set to 5e 30% of the
mean. As in [32], problems of sizes n = 20, 30,..., 90 were created. For each size, five
instances were generated for which J = 95%, 97.5%,..., 110% (where J =
for a total of 280 instances.
The first algorithm implemented is the standard L-shaped algorithm for which the
partial route cuts of Hjorring and Holt [32] are added. This is the henchmark on which
the implementations using local branching are compared. Using local branching, both
cut generation strategies are implemented. The LB implementation refers to the case
were cuts are generated locally. As for the LB1 implementation, it refers to the case
were cuts are generated glohally. Pararneter rn is fixed to three on ail runs. As for the
size of the local branching neighbourhoods, runs are made with i = 4, 6, 8. Ail three
algorithms are implemented using the branching package proposed by Gendron and at.
[25]. Ah experiments are performed on a 2.4 GHz AMD Opteron 64 bit processor. A
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maximum time of 1200 seconds is imposed on ail runs (as was also imposed by Hjorring
and bit [32]) and the optimality gap considered is = 1%.
To measure the basic tradeoif in using local branching cuts, the standard impie
mentation is first compared to the LB implementation, for which i = 4 (LB-4). The
average solution times and average gap are reported for these two implementations in
Table 4.1. Resuits are aggregated in the foliowing way : (< 60) refers to those instances
that are solved in less than 60 seconds by the standard algorithm, ([60, 1200]) to those
that take between 60 and 1200 seconds and t> 1200) includes those instances that the
standard impiementation is unable to solve in the maximum alotted time. As for the
undefined (und.) une, it refers to instances for which the standard algorithm is unable
to find a feasible solution after 1200 seconds of computation time. Whenever LB-4 is
either able to solve, or obtain a feasible solution to, an instance for which the standard
algorithm fails, then the (sot.) une is used. The (not sot.) une refers to those instances
for which both implementations failed. Ail times reported are in seconds. Whenever
the implementations are unable to solve the instances in the maximum time allowed,
then the average gap obtained is given.
When comparing the standard and LB-4 implementations, one first observes that
the resuits for LB-4 are significantly better. The L-shaped algorithm is either faster or
obtains better resuits when one uses the local branching cuts. The only exception is the
case of the easy instances (< 60) for the problems of size n = 60, for which the average
time of LB-4 is 6.71 seconds compared to 5.69 seconds for the standard implementation,
and the problems of size n 90, for which the times are 8.97 seconds compared to
6.14 seconds. In the case of the medium instances ([60, 1200]), which corresponds to
a total of 30 problems, the sum of average times for the standard implementation is
2603.8 seconds compared to 183.38 seconds for LB-4. This corresponds to a reduction
in solution times by a factor that is slightly over 14. Furthermore, 24 of the instances
that the standard implementation is unable to solve in the maximum time allowed, are
solved by LB-4. These instances are sometimes solved quite efficiently by LB-4, as is
the case for probiems of size n = 80, where five of the (> 1200) instances, for which
the average gap obtained by the standard algorithm is 1.63%, are solved, on average,
87
n Times nb. Standard LB-4
20 < 60 35 0.15 0.1
30 < 60 31 2.58 0.83
[60, 1200] 1 134.02 1.53
> 1200 sot. 3 3.05% 359.27
40 < 60 30 4.93 1.79
[60, 1200] 3 578.67 28.44
> 1200 sot. 1 2.95% 136.32
> 1200 not sot. 1 3.00% 1.37%
50 < 60 26 5.95 2.25
[60, 1200] 2 578.67 8.92
> 1200 sot. 2 2.15% 109.36
> 1200 not sot. 5 2.82% 1.59%
60 < 60 16 5.69 6.71
[60, 1200] 5 450.16 30.16
> 1200 sot. 6 2.41% 528.05
> 1200 not sot. 8 3.58% 1.93%
70 < 60 14 3.51 2.55
[60, 1200] 6 200.4 13.48
> 1200 sot. 3 1.90% 157.34
> 1200 not sot. 10 3.78% 2.10%
und. sot. 2 - 369.69
80 < 60 11 10.91 8.21
[60, 1200] 9 392.99 64.15
> 1200 sot. 5 1.63% 67.31
> 1200 not sot. 6 2.33% 1.46%
und. sot. 3
- 4.84%
und. not sot. 1 - -
90 < 60 13 6.14 8.97
[60, 1200] 4 268.89 36.7
> 1200 sot. 2 1.21% 595.47
> 1200 not sot. 12 3.85% 2.59%
und. sot. 1
- 2.02%
und. flot sot. 3 - -
TAB. 4.1 — Solution times and average gap : Standard vs. LB-4
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in a littie more than one minute (67.31 seconds) by LB-4. Also, out of the 24 hard
instances solved by LB-4, two are in the undefined (und.) category (i.e., the problems
of size n = 70). Finally, when both implementations are unable to solve the problems,
the average gap obtained with LB-4 is systematically lower than with the standard
algorithm.
These resuits may be explained when one examines the separation algorithm used
in the LB implementation. In ail cases, the separation process starts by searching for
violated subtour elimination constraints. At this point, one is trying to establish first
stage feasible solutions. If the separation heuristics fail, then the algorithm turns to the
recourse value to try to cut the current solution. Cuts of type (4.49) are used as much as
possible to better express the recourse function. When one is no longer able to generate
a cut based on a partial solution, then in the standard implementation, the aigorithm
must branch. However, in the LB implementation, a local branching descent is applied.
The lower bounds derived from the neighbourhoods explored during the local branching
descent tend to be tighter. Therefore, by using the local branching inequalities, one can
better express the recourse value around a solution that the partial route inequalities
were unable to cut. In this case, system (4.19)-(4.25) is used to complement the cuts
of type (4.49) that were found for the subproblem being separated. The overall benefit
of this approach is that the lower bounds obtained for each subproblem created by the
algorithm are tighter. Furthermore, since the local branching search may provide new
feasible solutions, one is also able to find better upper bounds at an earlier stage. In
turn, both of these benefits tend to make the solution process much faster.
Let us now examine the results obtained by both cut strategies when one increases
parameter . To do so, Tables 4.2 and 4.3 give us the number of instances aggregated
according to the previous classification but for all impiementations (standard, LB and
LB1) and for all runs (I = 4, 6, 8). If one sums the results reported for ail lines (< 60)
and ([60, 1200]), then one obtains the total number on instances that were solved before
the time limit was reached for all implementations on ah runs. When examining Table
4.2, one may see that the standard implementation was able to solve 204 instances
compared to 230 for LB-4 and LB-6 and 231 for LB-8. Results are almost identical
89
n Tirnes Standard LB-4 LB-6 LB-s
20 <60 35 35 35 35
30 <60 31 32 33 32
[60, 1200] 1 3 1 2
>1200 3 0 1 1
40 <60 30 33 33 34
[60, 1200] 3 1 1 0
>1200 2 1 1 1
50 <60 26 29 29 29
[60, 1200] 2 1 2 2
>1200 7 5 4 4
60 <60 16 20 20 20
[60, 1200] 5 7 8 7
>1200 14 8 7 8
70 < 60 14 22 21 21
[60, 1200] 6 3 4 4
> 1200 13 10 10 10
und. 2 0 0 0
80 <60 11 18 17 18
[60, 1200] 9 7 8 7
>1200 11 9 10 10
nnd. 4 1 0 0
90 <60 13 16 16 16
[60, 1200] 4 3 2 4
> 1200 14 13 14 13
wid. 4 3 3 2
TAB. 4.2 — Instances solved : standard vs. LB
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when one increases the value of ç in the case of LB. By generating the cuts locally, it
seems that one does not need to search large neighbourhoods to obtain good resuits.
With L3-4, one seems to obtain the best tradeoif between the quality of resuits and
computational effort..
n Tirnes Standard LB1-4 L31-6 LB1-$
20 <60 35 35 35 35
30 <60 31 32 31 31
[60, 1200] 1 2 3 2
>1200 3 1 1 2
40 <60 30 31 31 30
[60, 1200] 3 2 3 4
>1200 2 2 1 1
50 <60 26 25 27 26
[60,1200] 2 5 4 4
>1200 7 5 4 5
60 <60 16 19 19 19
[60, 1200] 5 3 3 3
> 1200 14 13 13 13
70 <60 14 19 17 19
[60, 1200] 6 4 7 5
> 1200 13 12 11 11
und. 2 0 0 0
80 <60 11 16 13 11
[60, 1200] 9 9 12 13
>1200 11 9 9 10
und. 4 1 1 1
90 <60 13 15 15 12
[60, 1200] 4 3 3 7
> 1200 14 14 14 14
und. 4 3 3 2
TA3. 4.3
— Instances solved standard vs. LB1
In the case of LB1, the situation is different. When analyzing Table 4.3, one may
see that 217 instances are solved by LB1-4, 223 by LB1-6 and 221 by LB1-8. When
one increases the size of it, one is able to solve more problems in the maximum time
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allowed. In this case, the LB1-6 run seerns to give the hest resuits. By using larger
neighhourhoods, the cuts will bound the recourse value for larger portions of the feasible
region of the cwrrent probtem. Therefore, since the LB1 implementation generates the
cuts globally (cuts are reused), larger neighbourhoods tend to make the cuts useful on
a larger number of subproblems explored in the search tree.
When comparing LB to LB1, one observes that by generating the cuts locally,
one is ahle to solve a greater number of instances (230 for LB-4 compared to 223
for LB1-6). The explanation for this resides in the observation that by retising the
cuts, as is done in LB1, one makes the last subproblem processed in the separation
procedure a lot harder to solve. Therefore, for a fixed maximum computation tirne,
the LB1 implementation explores a smaller region of the search tree compared to the
LB implementation. This proves to lie a drawback on certain instances. However, when
both strategies are compared to the standard algorithm, it is aiways preferable to apply
the local branching cuts.
This section vi11 now be concluded by analyzing how the resuits of both the LB
and LB1 implementations vary for hard instances when the maximum time allowed
is increased. To do so. a subset of hard instances was chosen (the hard instances for
n 70, 80, 90) Results obtained by LB-4 and LB1-6 will be compared when the
maximum time allowed is increased to 2400, 3600, 4800 and 6000 seconds. In Table
4.4, resuits obtained on the 48 hard instances used are classified in three columns
the instances solved in the maximum time allowed (sot.), the instances that can not
be solved but for which a feasihle solution is obtained (not sot.) and the instances for
which the algorithms are unable to find at least one feasible solution (und.). Both the
number of instances and average resuits in seconds (for (sol.)), or percentage of gap
(for (not sot.)) are given in Table 4.4.
Once again, the LB algorithm seems to outperform Lii. As the maximum compu
tation time is increased, one may see that LB-4 is able to solve more instances compared
to Lii. For 6000 seconds of computation time, LB-4 solves 18 instances compared to
12 for Lu-6. Furthermore, if one considers the (not sot.) column, one may see that
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LB LB1
Max. Time sot. not sot. und. sot, flot sot. und.
1200 12/228.24 32/2.42% 4 10/275.04 34/3.00% 4
2400 15/595.33 31/2.49% 2 10/275.04 35/2.98% 3
3600 17/884.89 29/2.44% 2 12/751.01 34/2.93% 2
4800 18/1078.25 29/2.52% 1 12/751.01 34/2.87% 2
6000 18/1078.25 29/2.45% 1 12/751.01 34/2.84% 2
TAB. 4.4
— Resuits on hard instances : LB vs. LB1
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the average gap obtained is slightly better for LB-4. Again, these resuits seem to show
that the local branching cuts are better used locally to the subproblems explored by
the L-shaped algorithm. The LB algorithm explores a larger portion of the search tree
which seems to produce better resuits on the problems that are considered here.
4.6 Conclusion
In this paper, a new type of valid inequalities is proposed for the O-1 integer L
shaped algorithm. These inequalities are based on the information gathered through
the use of local branching descents. They provide a broader description on the value of
recourse compared to the classical optimality cut. These inequalities can 5e implemen
ted in the L-shaped algorithm using two different cut generation strategies (local and
global). Numerical tests are conducted on a series of single vehicle routing problems
with stochastic demands. Resuits show that there is a clear advantage in using these
new inequalities. An interesting avenue of research would 5e to generalize the approach
proposed here to the case of general vehicle routing problems with stochastic demands.
It would also be interesting to find new separation strategies using these local branching
cuts.
Chapitre 5
A Hybrid Monte Carlo Local
Branching Algorithm for the
Single Vehicle Routing Problem
with Stochastic Demands
Au chapitre précédent nous avons présenté de nouvelles inégalités valides s’ap
pliquant à l’algorithme « L-shaped » binaire. Ces inégalités ont été spécialisées au
problème de tournées d’un véhicule avec demandes stochastiques. Ce faisant, nous
avons obtenu un algorithme exact plus efficace pour le problème considéré. Cepen
dant, certaines instances demeuraient difficiles à résoudre exactement en un temps de
calcul raisonable. Ces instances ont donc motivé le développement d’une approche de
résolution heuristique efficace.
Le problème de tournées d’un véhicule avec demandes stochastiques est défini
comme étant le problème du voyageur de commerce, auquel une composante stochas
tique est ajoutée. Dans la version stochastique, le véhicule a une capacité limitée et les
clients ont des demandes aléatoires qui ne sont pas connues à l’avance. Par conséquent,
lorsqu’un client est visité, il est possible que la capacité résiduelle du véhicule ne soit
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pas suffisante pour répondre aux besoins. Dans un tel cas, une livraison partielle est
effectuée, et le véhicule fait un aller-retour entre le dépôt et le client afin de décharger
(ou recharger) et compléter le service. Le déplacement supplémentaire pour effectuer
l’aller-retour en cas de rupture représente le coût du recours associé au problème.
Le problème de tournées d’un véhicule avec demandes stochastiques consiste donc à
construire une tournée qui visite chacun des clients et qui minimise simultanément les
coûts de déplacement et le coût total moyen du recours. Ces problèmes sont difficiles à
résoudre, car il faut tenir compte de la complexité combinatoire du problème du voya
geur de commerce à laquelle s’ajoute le coût supplémentaire stochastique des solutions.
Les instances où le nombre de client est élevé et où les risques de rupture sont grands
sont particulièrement difficiles à résoudre exactement.
L’heuristique proposée a été développée à partir d’une observation concernant le
poids relatif des deux types de coûts. Les résultats numériques de l’article précédent
ont démontré que, dans le cas d’instances raisonables, les coûts de déplacement associés
aux tournées optimales sont plus importants que les coûts moyens du recours. Par
conséquent, les tournées optimales stochastiques demeurent habituellement de bonnes
solutions aux problèmes d’approximation déterministe, bien que les VSS (valeurs des
solutions stochastiques) dans le contexte présent justifient l’utilisation de la version
stochastique du modèle. L’heuristique effectue donc, de façon itérative, des phases de
recherche autour de solutions réalisables dont les coûts de déplacement sont faibles. La
procédure combine à la fois la recherche par séparation locale et la simulation Monte
Carlo. La séparation locale permet de contrôler la complexité associée à l’exploration du
domaine réalisable. Des principes de séparation locale sont utilisés à la fois pour identi
fier des solutions différentes dont les coûts de déplacement sont faibles et pour effectuer
des phases de recherche permettant de trouver de bonnes solutions stochastiques. La
simulation Monte Carlo est utilisée, quant à elle, afin d’approximer le recours pour la
problématique considérée. En contrôlant simultanément les complexités combinatoire
et stochastique, nous obtenons une procédure efficace et robuste pour le problème de
tournées d’un véhicule avec demandes stochastiques.
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Abstract
We present a new algorithm that uses both local branching and Monte Carlo sam
pling in a multi-descent search strategy for solving O-1 integer stochastic programming
problems. This procedure is applied to the single vehicle routing problem with stochas
tic demands. Computational resuits show the usefulness of this new approach to solve
hard instances of the problem.
Keywords. Local branching, Monte Carlo sampling, stochastic vehicle routing pro
blems
9$
5.1 Introduction
There lias been a great deal of research done on vehicle routing problems (VRP).
Both exact algorithms and metaheuristic procedures have been proposed for determi
nistic cases of the VRP (see [63]). However, in practice, one rarely has access to perfect
information concerning the parameters of a problem. Therefore, in recent years, sto
chastic versions have been considered where certain parameters of the VRP are modeled
by random variables. By solving stochastic routing problems, one can obtain signifi
cantly better solutions whenever there is uncertainty in the situation being modeled.
These problems are therefore very interesting for real life applications but they are
unfortunately notoriously hard to solve.
In this paper, the problem that is studied is the single vehicle routing problem with
stochastic demands (SVRPSD). The SVRPSD is defined as follows : let G(V, E) be
an undirected graph, wliere V = {v1, . . .
,
vp} is a set of vertices and E = {(v, u)
E V,i < j} is a set of edges. Defined on E is a symmetric ;natrix C [c] that
corresponds to the travel costs between vertices. Vertex y1 represents a depot from
which the vehicle must start and finish its route. If one searches for a route that visits
all vertices once and minimizes the total travel cost, then one is in fact solving the well
known travelling salesman problem (TSP). The TSP is an NP-hard problem which has
been extensively studied, see [29].
The SVRPSD is obtained by adding a particular component to the classical TSP
problein. Let us suppose that the vehicle has a limited capacity D and that each vertex
j E V \ {u1} corresponds to a custorner that has a nonnegative demand j that is
stochastic. Let us also make the following hypothesis Vj E V \ {v1}, demand only
hecomes known when the vehicle arrives a.t the location of customer j. In this case,
whenever a customer is visited, the residual capacity of the vehicle may not suffice
to fulfill the observed demand. When such a failure occurs, one must take a recourse
action that will entaiÏ an extra cost.
The model used here is based on the classical two stage stochastic programming
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formulation. In the first stage one constructs a route that visists ail customers once. In
the second stage, the determined rotite is followed and demands become known. When
a failure occurs, partial delivery is performed and the recourse action taken is to return
to the depot, to stock up (or to unload), and then go back to the customer where
failure occtired to finish the delivery and continue the route. In this case, the extra
cost incurred is the traveling cost to the depot and the return cost to the customer
location. The optimization problem consists of finding a route that minimizes the sum
of both the total travel cost as welI as the expected cost of recourse. For a complete
description of the models that can he used as well as the properties associated with
them, the reader is refered to the papers of Dror and aï. [18, 17].
What makes the SVRPSD a hard problem to solve is the combination of both
the inherent complexity of the TSP and the stochastic cost associated with the feasible
N
solutions. If one defines the expected filling rate of the vehicle as: f = E[]/D, then
j=1
as 7 increases so does the risk of failures. Instances where hoth the number of customers
and 7 are large are very hard to solve optimaly (see [51]). The main contribution of
this paper is to propose a new heuristic algorithm that solves efficiently such hard
instances. The heuristic developped is a hybrid method that uses both local branching
and Ivionte Carlo sampling. Certain characteristics of the SVRPSD will be exploited in
the implementation of the method. However, the methodology that is proposed is quite
general and can be applied to other stochastic problems.
The rernainder of this paper is divided as follows. In section 2, the model used
for the SVRPSD is presented as well as a brief description of the solution methods to
solve it. In section 3, various Monte Carlo methods that have heen developped to soïve
stochastic programming problems are reviewed. Section 4 includes a description of the
heuristic that is proposed in this paper. This is followed by the computational results
obtained on the SVRPSD in section 5. Finally, section 6 presents some concluding
remarks.
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5.2 The SVRPSD
The model for the SVRPSD is defined as follows
Min cjx+Q(x) (5.1)
j <3
s.t. xi 2, (5.2)
Zik + Xkj 2, k = 2,... ,N, (5.3)
i<k j>k
+xjj >2, $ ç V, $ 3, (5.4)
jES jS jS jES
i>j j>i
xE{0,1}, 1<i<j<N. (5.5)
Function Q(x) in (5.1) is the recourse function which represents the expected cost of
recourse. It should be specified that under some assumptions, given a feasible route x,
function Q(x) cari he easily computed, as described in the paper of Laporte and aï.
[40]. Constraints (5.2) and (5.3) are used to make sure that the route starts and ends
at the depot auJ that each customer is visited once. Inequalities (5.4) are the subtour
elimination constraints. Finally, constraints (5.5) impose the integrality restriction on
the variables of the problem.
The principal solution approach that is used to solve problem (5.1)-(5.5) is based on
the 0-1 integer L-shaped algorithm presented by Laporte and Louveaux [39]. Following
this approach, Benders decomposition is applied to the prohiem. The recourse function
Q(x) is repÏaced in the objective by variable e which is then bounded hy a series of
optirnality cuts (or any other lower botinding functionnals). In addition, constraints
(5.4) and (5.5) are relaxed from the model. Optimality cuts as well as constraints (5.4)
are then gradually added to the relaxed prohiem following a branch and cut framework.
Gendreau and at. [23] were the first to apply the standard L-shaped algorithm to the
single vehicle routing prohiem with stochastic demands. In 1999, Hjorring and HoIt [32]
proposed a new type of cut that uses information taken from partial routes. A partial
route is made up of three sets. Using the notation proposed hy Laporte auJ aï. [40], let
C
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us first define the two ordered sets S = {v1,. ..
,
v} and T = {vi,... , Vt}. Sets S and
T must respect the following condition : $ n T = {v1}. Let us now define a third set
U V\ (($\{v}) U (T\{v})). One easily sees that S nU = {v8} and T nU = {Vt}.
Therefore, a partial route is made up of the two vectors (vi,... , y5) and (Ut,.. . , y1)
that define the beginning and end portions of the route and of set U, which contains ail
vertices that are not yet ordered. If (vi, v) e S or T refers to the case where Uj and vj
are consecutive in S or T, then let l’V(x)
= Z xj+ Z ij+ Z nj—IVI+1.
(vt,v5)ES (v,v,)cT v,vjEU
If Q is a lower bound on the value of recourse for the partial route and L is a general
lower bound on (x), then the following inequality is vahd for problem (5.1)-(5.5)
e L + (Q — L)W(x). (5.6)
In [32], the authors present a lower bounding technique to obtain value Q. Laporte
and al. [40] generalize (5.6) to the case of multiple vehicles. They also develop a new
technique to obtain a better generai iower bound L.
Recently, Rei and at. [51] proposed a new type of vahd inequalities that appiy to
the case of the 0-1 integer L-shaped aigorithm. These inequalities are based on local
branching descents and are applied to problem (5.1)-(5.5). The implementation of the
0-1 integer L-shaped algorithm for the SVRPSD proposed in [51] produces the best
results for the case where demands are Normal random variables (i.e., i N (tij, o))
and where ail random variables are independently distributed. However, instances where
both the fiffing rate and the number of customers are large stili present a tremendous
challenge which justifies the development of efficient heuristics for this problem.
Heuristics have been proposed for reiated versions of problem (5.1)-(5.5). Gendreau
and at. [24] proposed a tabu search algorithm for routing problems where custorners
and dernands are stochastic. In 2000, Yang and at. [70] have proposed a series of heuris
tics for routing problems with stochastic demands for which restocking is considered.
Restocking allows the vehicle to return to the depot before visiting the next customer
on the route. By doing so, one may prevent failures. Recently, Bianchi and aï. [5] have
also implemented a series of metaheuristics for stochastic routing problems that allow
restocking. Secomandi [56, 57] proposes neuro-dynamic programming algorithms for the
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case where re-optimization is applied to the SVRPSD. In this case, as demands become
known, the ordering of the customers that have not yet been visited may 5e changed
depending on the state of the situation. Finally, Chepuri and Hommem-De-Mello [11]
solve an alternate formulation of the SVRPSD using the cross-entropy method. The ai
ternate formulation considered allows the possibility that certain customers may not be
serviced by the vehicle. However, a penalty function is used to dissuade such situations.
5.3 Monte Carlo sampling in stochastic programming
In this section a general presentation of how Monte Carlo sampling has been used
in stochastic programming is provided. Note however that this section does not aim at
Seing exhaustive but focuses on presenting the principal resuits and solution approaches
within this field. Let us first define the classical stochastic programming problem with
fixed recourse as follows
Iviin cTx + Q(x) (5.7)
s.t. Ax = b (5.8)
X e X, (5.9)
where Q(x) = E{Q(x,(w))] and Q(x,(w)) Min{q(w)Ty I Wy = h(w) —
T(w)x, y e }, Vw e Q. Monte Carlo sampling is mainly used in two different ways to
solve problem (5.7)-(5.9). As presented by Linderoth and aÏ. [41] sampling is either used
in an interior fashion or in an exterior fashion. When sampling is used in an interior
fashion, one is actually trying to solve directly problem (5.7)-(5.9) but whenever the
algorithm Seing used requires information concerning the recourse function, then sam
pling is applied to approximate this information. In the exterior approach, instead of
trying to soive the stochastic problem directly, one uses sampling beforehand as a way
to approximate the recourse function. Que can then apply any adapted deterministic
optimization algorithm to solve the approximated problem.
The first type of methods that have been proposed using the interior approach
are based on the L-shaped algorithm presented by Van Slyke and Wets [66] for the
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case of continuous stochastic programming problems with fixed recourse. The first to
introduce sampling in the L-shaped algorithm were Dantzig and Glynn [16]. The ai
gorithm proposed in [16] nses sampling to estimate the cnts needed in the sointion
process. Samples are determined so as to obtain a given confidence level. To improve
the convergence rate, importance sampling is used for the generation of the scenarios.
Since the size of the samples needed can become quite large, the authors also propose
a parallel implementation of the method to rednce solution times.
Another method that uses sampling in an L-shaped based algorithm is the stochas
tic decomposition approach proposed by Higle and Sen [31] for the case of probiems
with complete recourse (i.e., Q(x,4(w)) < co regardiess of z and Vw E Q). The idea
behind stochastic decomposition is to use larger samples to produce cuts as the number
of iteratious of the L-shaped algorithm increases. At iteration u, the algorithm nses u
independently generated samples to produce the next optimaiity cut. Previously gene
rated cuts are updated in snch a way that they become rednndant and are subsequently
dropped as the algorithm proceeds. Details concerning the convergence and implemen
tation of this approach are provided in [31]. The authors also elaborate on the use
of stopping rules, which inclnde both error bound estimates and tests on optimality
conditions.
Fiuaily, stochastic quasi-gradient methods, see Ermoliev [19], have also apphed
Monte Carlo samphng in au interior fashion. In this case, sampling is nsed to pro
dnce a subgradient or quasi-gradient for which a descent direction may be obtaiued.
The algorithm proceeds by taking a step in the direction that is defined. A projection
is then applied onto the set of feasible first stage solutions.
Techniques that use Monte Carlo sampling in an exterior fashion are generally based
on the use of sample average approximations of the recourse function. Let X {x I
Ax = b, z E X} be the set of first stage constraints, then one may rewrite problem
(5.7)-(5.9) as : minf(x) where f(x) = E[cTx + Q(x,(w))] = cx + E[Q(x,e(w))].
xEX
If {w’,... , w’} is a subset of randomly generated events of Q, then fnnction Î(x) =
cTx + Q(x, (w)) is a sample average approximation of f(x). Que may now define
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the approximating problem in the following way : min (x).
xe)
It is shown in 1VIak and aï. [46] that if one considers the average value of the ap
proximating problem over ail possible samples, then one obtains a lower hound on the
optimal value of problem (5.7)-(5.9). that is : E min f(x) < minf(x). In [46], the
xÀ xEX
same type of reasoning is also applied to the case where one is trying to compute the
value of a first stage feasible solution. Let be a feasible first stage solution, then
one may show that E [f@)] f(ï). Therefore, by using unbiased estimators for
E min j(x) and for E [f()], one can construct confidence intervals on the optimal
xEX
gap associated with solution . Unbiased estimators can be obtained by using batches
of subsets {w’,. . . , w}. Let J lie the jth sample average approximation function using
n randomly generated subset of size n and let f = min f(x), for j 1,. . . , m. Then
xEX
m
-
m
= fY1 and U = f() can lie used to estimate the gap associated with
j=1 j=1
. In [46], some variance reduction techniques are also presented.
Under certain conditions, if î is an optimal solution to problem min f (x), then
it can 5e shown that f converges with probahility 1 to the set of optimal solutions to
(5.7)-(5.9) as n
—
oc. Furthermore. when the probability distribution of is discrete,
given some assumptions. Shapiro and Homem-De-I\’Iello [60] show that is an exact
optimal solution to (5.7)-(5.9) for n large enough. The authors also demonstrate that
the probability associated with the event of not being an optimal solution to (5.7)-
(5.9) tends to zero exponentially fast as n — oc. Using these resuits, Kleywegt and aï.
[37] elaborate the sample average approximation (or SAA) method.
The SAÀ rnethod randomly generates hatches of samples of random events and then
solves the approximating problems. Each solution obtained is an approximation of the
optimal solution to the original stochastic problein. Estimates on the optimal gap using
bounds L and U are then generated to obtain a stopping criteria. Value n may lie
increased if either the gap or the variance of the gap estimator is to large. In [37], the
authors also discuss the use of postprocessing procedures that provide some guarantees
as to the quality of the solution chosen by the algorithrn. The SAA method was adapted
for the case of stochastic programs with integer recourse by Ahmed and Shapiro [1].
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Recently, Linderoth and aÏ. [41] have produced a series of numerical experiments using
the SAA method which show the usefulness of the approach.
5.4 Monte Carlo local branching hybrïd algorithm
The SAA algorithrn has been successfully applied ta obtain good quality solutions
for a variety of stochastic problems for which direct solution approaches are inefficient
(see [67]. [53] and [41]). However, one is not aiways able to salve efficiently the approxi
mating problems needed for the SAA approach. This situation has been observed in
the case of hard istances of the SVRPSD. In this section, a heuristic that uses bath
local branching and Mante Carlo sampling wili be presented ta obtain good quality
solutions even if the approximating problems ohtained after sampling are stiil too dif
ficuit ta salve in a reasonable time. This section will be divided in twa subsections
the first wiÏl include a presentatian of the local branching methodalagy, in the second
subsection, a description of the solution approach using Monte Caria sampling and
local branching wiU he provided.
5.4.1 Local branchirrg
The local branching solution approach was introduced by Fischetti and Ladi [20]
as a way ta salve hard rnixed integer problems. The idea hehind this method is ta take
advantage of the efficiency of generic solvers, such as CPLEX, for solving small integer
0-1 prablems. Therefore, ane can divide the feasible space af a problem juta a series of
smaller subregions and then use a generic solver ta explore each of the subregions thus
created.
Ta better illustrate this approach, let us apply local branching ta the case af problem
(5.7)-(5.9). Ta do sa, let us first consider that problem (5.7)-(5.9) has binary first stage
variables. Let us also suppose that the stachastic problems ta be solved are such that ail
feasible first stage solutions are also feasible in the second stage (i.e., relative complete
recourse). In this case, if vector x is of size n1, then the set of first stage canstraints
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may be defined in the following way : X = {x I Ax b, x E X n {0, 1}fh }. Again, if
f(x) = CTX + Q(x), then problem (5.7)-(5.9) becomes
IViin f(x) (5.10)
s.t. z E X. (5.11)
Let z° he a vector of 0-1 values such that x0 E X. Using z°, let function A(x, x°) =
(1—zj)+ Z zj, where N1 {1,. . . ,ni} and So = {j E N1 I x 1}, definethe
jeSo jéNy\So
Hamming distance relative to x0. Using function (x, z°) and a fixed integer value i,
one may divide problem (5.10)-(5.11) into two subproblems the ffrst having first stage
feasible region {x I z E X, A(x, z°) <} and the second having {x I x E X, A(x z°)>
tç + 1}. When i is fixed to an appropriate (small) value, constraint A(z, z°) < s can
considerably reduce the size of the feasible region of problem (5.10)_(5.11). Therefore,
one can use an adapted generic solver to solve this subproblem efficiently. The subregion
defined hy A(x, x°) + 1 is left for further exploration.
Let us now consider two fuite index sets I and JV such that xk E X, Vk E I” U J’.
1f x” is a feasible first stage solution such that y I’ and i’j, Vi E I” u {v}, is a series
of fixed integer values, then let us define the following two subprohlems
(Pu) iliin. f(x) () 111m. f(x)
s.t (x,x3) 1,j E JV s.t (x,xi) > 1,j E JU
(x,x) k,i E I (x,x’) > kj,i E I
xEX xEX.
The local branching algorithm proceeds by solving subproblem P using the generic
solver. Subproblem P,. is either feasible, in which case one obtains a solution x1, or
infeasible. If one obtains x”1, then either f(x’) < f(z”) or f(x”’) f(xj. If
f(x) <f(xj then the algorithrn sets ii,. ± 1, Ju+1 P’ U {v} and J+1 = JV
Constraint (x, x) < t is replaced by A(x, x) > tv,,, which gives us suhproblern
P. Following the sanie branching scheme, solution xt is then used to separate the
feasible region of ,., thus creating subproblems P,j+i and P,.;. At this point,
C
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becomes the next subproblem to be solved. In the case where f(x’) f(xi or
P is infeasible, a diversification procedure is applied. The diversification procedure
follows the principle that in order to obtain a better solution (or a feasible subproblem),
then the feasible region of P must be increased. Therefore, if f(x’) f(x’), then
constraint A(x, x1H4) 1 is added to the subproblem and J’1 = JU U {v + 1}. By
doing so. one eliminates from further consideration a solution x”1 whose value is no
better than that of x’. In order to increase the sise of the current subproblem feasible
region, constraint A(x,xj <k is replaced by (x,xM) (i. By fixing I = if,
one obtains P1, which will be the next subproblem to be solved in the search process.
It should be specified that the branching decision may be applied using a different
criteria then the one that has been evoked. Furthermore, for the diversification strategy,
one may also use a different increase in the update of constraint A(x, z”) k. Local
branching offers a general search context that one may adapt to the type of problem
being solved. In [20j, the authors impose a time limit for the solution of the subproblems.
A series of diversification mechanisms derived from local search metaheuristics are also
proposed. For the purpose of this paper, we will simply define a local branching descent
as being a series of subproblems P0, P1, ..., that are solved to optimality or until a
specified time limit is reached. The structure of each descent will be described in the
next subsection.
5.4.2 Moilte Carlo sampling and local branching
Ivlonte Carlo sampling can be used to approximate the recourse function in (5.7)-
(5.9). In doing so, oue alleviates the stochastic complexity of the problem. By using local
branching to explore X, one is able to control the combinatorial complexity associated
with the first stage of problem (5.7)-(5.9). We will now show how these strategies may
be used in a coordinated fashion creating what we will refer to as a multi-descent
algorithm for the SVRPSD. To do so, we will first explain the multi-descent scheme
and then descrihe the local branching descent structure used.
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Multi-descent scheme
For the moment, let us suppose that one is able to solve efficiently local branching
subproblems whitout resorting to sampling. Let us also consider the mean value problem
(MVP), or expected value problem as in [7], associated with (5.7)-(5.9). The MVP
problem is obtaiued by takiug the raudom parameters of the stochastic problem aud
replacing them by their mean values. Using the formulation introduced in the previous
sections, the IVIVP problem can be stated as follows
Min cTx+Q(x,) (5.12)
s.t. x E X, (5.13)
where = E[]. If ?? is an optimal solution to (5.12)-(5.13) and x is an optimal solution
to the stochastic problem (5.10)-(5.11), then it is a well known result that f(x*) < f()
(see [7]). Actually, f(ï) — f(*) defines the value of the stochastic solution (VSS), which
can be arbitrarily small or large depending on the problem considered.
In the case of routing problems, Louveaux [42] showed the importance of using the
stochastic formulation when one considers the VSS. Although the VSS may be large,
there is an important point to be made concerning the relative weight of the first stage
objective function cTx versus the recourse function Q(x) in the case of the SVRPSD. A
problem where the expected filling rate J is small is in general easier to solve because it
resembles the TSP. In this case, the MVP (5.12)-(5.13), or simply the TSP (min cTx),
xeX
offers a good approximation for the original problem (5.10)-(5.11). As J increases 50
does the risk of failures and iT becomes a potentially bad route when considering the
stochastic formulation. However, x usually remains a good solution for the MVP (or
the TSP). The reason for this is that, with the exception of extreme cases, the travel
cost of a route (cTx) generally outweighs the value of recourse (Q(x)). Therefore, a
route for which the travel cost is high will unlikely be optimal even if the recourse value
is small. The main idea behind the algorithm proposed in this paper will be to use as
starting point solution , or any other route whose travel cost is low, and then try to
close the gap to obtain x.
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If one defines x0 as a feasible solution to the stochastic problem, theu let Pff, Pff,
Pff be the kth fuite local branching descent starting from z0. Let us suppose
that only solution x is elirninated using the Hamming distance functiou in problem
(5.10)-(5.11). In this case, the last subproblern solved (i.e. Pff) is
Min f(x) (5.14)
s.t. A(x,x°) 1 (5.15)
(z,x’) k,i E (5.16)
A(z,x) N (5.17)
z E X. (5.18)
Since a different solution is used each tirne the brauching decision is takeu in a local
branching descent, then from Pff, ... , one obtains at least tk different first stage
solutions.
From a multi-descent point of vue, one needs a feasible first stage solution to start a
new descent. If one considers the kth local branching desceut, then solutions xl, ... ,
are all possible starting points. Using z’, ... , x, the strategy that was chosen was to
identify the best solution found in the last descent, zc* E argmin{f(x) i = 1,. ..
,
add constraint (x,xk*) 1 to problem (5.10)-(5.11) and then use as the new
starting point of descent k + 1. It should be noted that, in the case of the SVRPSD,
represents a feasible route. Therefore, constraint A(x, xk*) 1 may be replaced
by (x, 1k*) 4, since all other feasible routes lie at a Hamming distance of at least
four from (see [51]). This type of descent will be refered to as a base descent. Since
constraint (z, xc*) 1 is added to problem (5.10)-(5.11), the hest solution that one
finds in the k ± ltb descent will be different frorn the ones obtained in the previous k
descents. Furtherrnore, since only solution xi” is elirninated, the algorithrn can always
corne back and explore sirnilar neighhourhoods frorn descent k to k + 1. Base descents
enable the algorithrn to intensify the search around solutions that are found to he
locally good. The drawback of this strategy is tbat if one eliminates all good feasible
solutions in a certain vicinity of X or if one is exploring uninteresting neighbourhoods,
then by only applying base descents, the procedure can take too long to reach different
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subregions.
To counter this potential problem, another strategy, using the local branching
constraints, was applied in the multi-descent approach. If one considers descent k,
then one may be satisfied by the extent of the exploration carried out in the subregions
defined by subproblems P, ... , F. If one sets Ilk+l Jlk U {lk} and ttk = klk + 1,
then one may be interested in applying the next local branching descent from a first
stage solution defined by : x E {x EX (x,x) t,Vi E Ilk+l}. This corresponds to
applying the next descent from a feasible solution to suhproblem associated with
(5.14)-(5.1$). To obtain this solution, one can add constraints (x, x) > ij, Vi E Ilk+l,
to the MVP (5.12)-(5.13) and then use the optimal solution to this new problem as a
starting point for the k + lth descent. In the case of the SVRPSD, to make the search
for this new solution easier, function Q(x, ) is dropped from the objective and the
problem that is used is the TSP. This amounts to starting the next local branching
descent from a route whose travel cost is low but which is in a region that has not yet
been explored.
Therefore. a meta phase will 5e defined as a series of local branching descents whose
strating point will be an optimal solution (defined by x’’) to the following problem:
Min cT (5.19)
s.t. (x, x) ij, i E I1i’, j = 1,... , k (5.20)
E X. (5.21)
It should be specified that an optimal solution to (5.19)-(5.21) is not necessarily needed.
A good feasible solution can 5e sufficient. The feasible first stage solution does
not lie in any of the neighhourhoods explored in the previous k descents. Constraint
(x, xk+1) > 1 is added to problem (5.10)-(5.11), and the next series of descents is
executed. Meta phases provide a diversification strategy in the multi-descent scheme.
It should be noted that the local branching constraints are only used in order to find
a new starting point. They are not used in the following descents. This will allow the
algorithm to corne back to subregions which have already been visited if the solutions
found are locally good.
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Descent structure
Que should 110W examine how the local branching descents may 5e performed. Since
local branching subproblems of type P,. may be hard to solve efficiently, sampling will
be used. There is an important point to 5e made concerning the size of the samples
that one may use for this approximation. Since the local branching search strategy is
aimed at controling the complexity associated with the first stage of problem (5.7)-
(5.9), then one may use larger samples in the approximation of the recourse function
for P,. compared to the original stochastic problem (5.10)-(5.11).
The original branching decision, in a local branching descent, is taken on the basis of
the objective value of the solutions considered. When sampling is used, the information
provided by the objective function of the approximated subproblems will no longer be
completely accurate. Furthermore, if the feasible region of a subproblem becomes too
large, it may turn ont to be impossible to solve it efficiently. Therefore, the strategy
that is used in this paper, is to keep value k fixed and apply the branching decision
each time a new solution is found. A descent will include a fixed number of levels, where
each level will 5e comprised of a series of subproblems that are approximated using the
same sample of random events.
We will now briefiy describe the algorithm that will be used to solve the local bran
ching subproblems. Each subproblem will be solved to optimality or until a specified
time limit is reached. The procedure used will be the branch and cut algorithm presented
by Rei and aï. [51]. There are three types of cuts that are generated by the algorithm
subtour elimination constraints (5.4), partial route cuts (5.6) and local branching valid
inequalities as defined in [51. Constraints (5.4) are obtained by using the procedures in
the CVRPSEP package proposed by Lysgaard and aï. [43]. These constraints are valid
for all local branching subproblems explored by the algorithm. Therefore, a pool of cuts
will be defined in order to reuse previously identified constraints. Both partial route
cuts and local branching valid inequalities use information on the recourse function.
These cuts are therefore only valid for subproblems in the same level of a descent, that
is, when the recourse function is approximated using the same sample. Partial route
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cuts will be reused on ail subproblems in a given level. However, following the resuits
obtained in [51], the local branching valid inequalities will 5e generated locally for each
subproblem since this strategy was found to be more efficient.
In a given local branching descent, let {w,... , w} be the pth subset of randomly
generated events of 2 forp = 1,... , m, where m is the number of levels in the descent.
If each level is made up of q subproblems y 1,... ,q), then the local branching
descent produces m x q different solutions. At the end of a descent, one must identify
the best solution obtained. If , i = 1,... , ra x q, are the feasible solutions found, then
one may use the m batches of randomly generated subsets to estimate the objective
value of each solution. Therefore, let j(x) = + Q(x,Q4)) and U(x) =
Z !(x), then the best solution obtained in iteration k will be estimated as being
xk* E argmin{U(r) i 1,... , m x q}. This criterion directly follows the general
principle that states that it is usually easier to find an ordering of the solutions rather
than to correctly estimate their recourse value, see Fu [22].
For each local branching descent, one obtains a different feasible first stage solution
that is identified as being the best one found in the neighbourhoods explored. Bach of
these solutions are obtained using different samples of random events. When the search
process ends, one is left with the problem of having to identify the best solution found.
Using simulation, a variety of methods have been proposed to deal with the problem of
selecting between a finite number of possibilities. Following the classification provided
by Fu [21], these methods can use the principles of multiple comparisons or ranking
and selection. In the case of the SVRPSD, since one is now interested in evaluating the
best recourse value obtained, then Q(x) will be measured for these solutions.
5.5 Computational resuits
In order to assess the performance of the proposed algorithm, we selected a subset
of instances from the paper of Rei and aï. [51]. These instances were choosen to be the
problems of size N = 60, 70, 80 and 90 for which j = 1.025, 1.05, 1.075 and 1.10 and
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that were classified as being hard to solve optimaly by the classical L-shaped algorithm
(see [51]). We thus obtained a total of 60 instances. All resuits reported will be averages
over the nnmber of instances (nb. i.) for ail values of N and J. Also, a time limit of
60, 120, 180 and 240 seconds was imposed respectively on the solution process for the
local branching snbproblems for the instances of size N = 60, 70, 80 and 90.
Tests will be condncted in three phases. In the first phase, we will establish the
appropriate structure of the local brauching descents. This will include finding the
hest valne for the size of the neighbourhoods (parameter tt) as well as the number
of scenarios (parameter n) that should be used in order to solve the local branching
subproblems. We will also determine the number of subproblems (parameter q) that
should be included in each level of a descent. In the second phase, we will look at
how results vary when the number of base descents is changed in the meta phases.
Finally, we will analyse the quahty of the results ohtaiued by the best strategy for the
multi-descent local brauching algorithm. To do so, we will compare it to the L-shaped
algorithm proposed in [51] for which a large time limit of 6000 seconds is imposed. It
should be specified that ail results for the henristic algorithm are average values over
five runs. Also, ail experiments were performed ou a 2.4 0Hz AMD Opteron 64 bit
processor.
To establish the appropriate size of the neighbonrhood as weil as the uumber of
scenarios necessary, the heuristic algorithm is first applied to produce one descent,
starting from the solution to the TSP, where the number of levels is six (m = 6) and
the number of subproblems for each level is one (q = 1). By doing so, each mn performed
includes a total of six subproblems solved. By fixing m and q, one can better see the
tradeoifs between both parameters k and n. In Table 5.1, results are reported for the
following values k = 4, 6 and 8 and n = 100, 200 aud 300. Since in ail cases the
descent is performed using the same starting point, the algorithm will tend to search
the same region of the problem. Therefore, one first observes that the differences in the
qnality of the solutions obtained are very small. Resnlts in Table 5.1 also include the
nnmber of times each run obtained the best solutions for a given k (Local best (*)),
and, overall values of k (Absolute best (t)). By analyzing these results, one is better
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o=4 ,.=6
N J obi. o=109 n=200 o=399 o=100 o=299 n=390 o=100 n=200 n=300
69 1.025 1 1314.51 1313.2 1312.43*) 1314.72 1313.72 1312.13.) 1314.32 1312.13*1 1312.43*)
1.050 3 1347.5 134-1.08* 1348.85 1344.31 1343.24* 1341.85 1341.08*1 1313.21 1343.47
1.075 5 1333.87 1334.05 1333.71. 1332.28 1332.28 1331.89*) 1332.80 1333.08 1332.88.
1.100 5 1313.11 1343.13 1311.08. 1338.03 1337.96.) 1330.03 1341.01 1340.2* 1310.41
70 1.025 3 1434.0. 1434.72 1431.82 1439.89.) 1433.67 1133.53 1433.25 1433.13 1432.38*
1.050 3 1401.91 1401.51 1401.33* 1101.8 1101.11*) 1401.8 1401.74 1101.3 1491.19*
1.075.5 1455.. 1454.82* 1154.82* 1411.4 1442.78. 1115.72 1443.68 1142.68*) 1413.89
1.100 4 1498.74 1497.15* 1409.62 1495.57 1408.28 1405.25* 1496.08 1494.53*) 1105.1
80 1.025 2 1483.31 1481.99.) 1485.77 1482.98. 1183.06 1483.17 1483.09 1482.94* 1493.92
1.050 2 1494.04. 1494.43 1494.6 1494.18 1494.03 1493.93.) 1494.72 1493.96 1493.93.)
1.075 5 1491.76. 1491.97 1491.05 1487.55* 1488.32 1488.13 1487.23 1186.55.) 1487
1.100 5 1503.97 1501.01 1500.12. 1495.02 1494.89 1491.09.) 1494.19. 1404.36 1496.33
96 1.025 2 1576.52 1577.63 1575.63. 1575.37. 1575.31 1575.63 1574.74 1573.96 1573.08*)
1.050 5 1606.11 1606.29 1605.87. 1695.56. 1606.56 1606.45 1601.73.) 1604.96 1695.18
1.075 5 1605.51. 1606.28 1605.02 1604.48 1601.62 1603.92* 1602.11 1602.01.) 16(14.73
1.106 5 1598.81. 1599.23 1599.41 1599.02 1598.76 1598.59. 1196.54*) 1596.55 1596.71
Local boss (.) 5 4 8 5 4 7 4 7 6
Al,,ol,ito boss o) 0 1 1 1 2 1 3 5 3
TAB. 5.1 — Resuits : parameters k and n
able to distinguish which of the parameter settings produced the best local search. For
any given value k, one observes that larger values of n produce the best solutions in
general. For k = 4 aud 6, n = 300 is best and as for k 8, n 200 seems to be slightly
better than n = 300. Including all ruus, wheu oue compares the uumber of times each
value of k obtains the best overall values then one can see that k = 4 is best on a total
of two occasions, k = 6 on seven occasions aud k = 8 on 11 occasions. Therefore, it
seems that by fixing k = 8, oue obtains the best local search. Furthermore, since one
geuerally obtaius better results for larger values of n, then for all following ruus we will
set: k 8 aud n = 200.
We will now examine how the concept of levels influences the quality of the results
obtained. As was previously meutioued, solviug several subproblems within a giveu
level is interestiug since the brandi and cut algorithm may reuse the partial route cuts
on all subproblems that are created usiug the same sample. Tu turu, this will accelerate
tbe solution process for all subproblems on a given level. However, by reusing the
same samples, one may also limit the search process. Wheu solving a local branching
subproblem, the quality of the solution obtained is dependent on the sample used to
approximate the recourse function. Results will be poor if a non representative sample
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N nb. j. 6-1 3-2 2-3 1-6
60 1.025 1 1312.43* 1313.00 1313.00 1313.02
1.050 3 1343.21 1342.11* 1343.26 1343.33
1.075 5 1333.06 1333.31 1333.02 1332.43*
1.100 5 1340.2* 1340.99 1342.79 1340.47
70 1.025 3 1433.13 1432.72* 1433.49 1433.16
1.050 3 1401.3 1401.54 1401.52 1400.83*
1.075 5 1442.68* 1443.71 1443.92 1443.48
1.100 4 1494.53* 1494.96 1494.85 1495.59
80 1.025 2 1482.94* 1483.41 1484.59 1483.79
1.050 2 1493.96 1494.08 1493.92* 1494.10
1.075 5 1486.55 1485.84* 1486.76 1487.03
1.100 5 1494.36* 1494.40 1493.58 1493.99
90 1.025 2 1573.96* 1574.40 1575.21 1575.21
1.050 5 1604.96* 1606.05 1606.60 1605.86
1.075 5 1602.01 1600.31* 1603.53 1602.64
1.100 5 1596.55 1596.69 1596.29 1595.17*
Best(*) 7 4 2 3
TAB. 5.2
— Resuits parameters m auJ q
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is used. If the same non representative sample is applied on different subproblems then
one can seriously limit the search process in the neighbourhoods that are explored.
In Table 5.2 the quality of the solutions obtained are presented when m = 6, 3, 2
and 1 and q 1, 2, 3 and 6. For example, 6-1 will refer to the case where the total
number of levels is six (m 6) and each level contains one subproblem (q = 1). For
these tests the number of descents is again limited to one, for a total of six subproblems
solved in each run. By using the same starting point for each descent and by fixing both
= 8 and n = 200, one is able to clearly see how results vary with the structure of the
descent. The total number of times each run obtained the best resuits is also reported
(Best (*)). Resuits in Table 5.2 seem to indicate that 6-1 outperforms all others. One
obtains the best results on seven occasions with 6-1, compared to four for 3-2, two for
2-3 and three occasions for 1-6. It would seem that by using different samples for each
subproblem, one better hedges against the risk of relying heavily on non representative
samples. Therefore, the type of descent that will be used in the multi-descent approach
will be made up of levels for which q = 1 and where subproblems are created using
= 8 and n = 200.
We will now examine the multi-descent search strategies that one may use for a
given number of overail base descents. We fix the total number of base descents to six
and each local branching descent performed is limited to a depth of three levels (ru
3), which produces a total of 18 subproblems solved by the algorithm. In Table 5.3,
results are reported for the cases where the number of base descents varies in each meta
phase. Therefore, the 6/1 column refers to the case where six meta phases of size one
are performed. The 3/2 column represents runs made up of three meta phases of size
two. The 2/3 column is for the case where two meta phases of size three are carried out.
Finally, the 1/6 column is the case where six consecutive base descents are performed.
These resuits will help to establish the relative importance that one should give to the
diversification strategy versus the intensification strategy. Once again, if one observes
the number of times each mn is the overali best (Best (*)), then one may see that
6/1 is better on eight occasions, 3/2 on six, 2/3 on two and 1/6 on four. For a given
level of effort (18 local bmanching subproblems), it would seem that by applying more
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N J nb. j. 6/1 3/2 2/3 1/6
60 1.025 1 1310.94* 1312.43 1311.35 1312.07
1.050 3 1342.24 1341.70 1341.08 1340.85*
1.075 5 1332.04 1333.25 1331.92* 1331.92*
1.100 5 1336.14* 1336.23 1336.26 1336.73
70 1.025 3 1430.79* 1431.99 1431.44 1432.39
1.050 3 1399.65 1399.53* 1400.70 1401.14
1.075 5 1440.37* 1441.03 1441.57 1442.53
1.100 4 1492.70 1492.69* 1493.01 1493.62
80 1.025 2 1481.49 1481.04* 1481.94 1481.49
1.050 2 1493.92* 1493.92* 1493.92* 1493.92*
1.075 5 1483.76* 1485.43 1485.14 1485.70
1.100 5 1489.91 1489.77* 1490.56 1489.95
90 1.025 2 1572.23 1571.98* 1572.11 1573.23
1.050 5 1603.24* 1603.50 1604.63 1604.06
1.075 5 1597.96* 1600.70 1598.80 1599.63
1.100 5 1594.94 1594.84 1594.47 1594.06*
Best(*) 8 6 2 4
TA3. 5.3 — Resuits Meta phases/Base descents
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diversification, one obtains better resuits. Therefore, in this case, the best strategy
concerning the size of the meta phases is to set it equal to one.
We will conclude this section by comparing the multi-descent heuristic with the L
shaped algorithm of Rei and aÏ. [51]. The heuristic algorithm is applied by specifying the
total number of meta phases of size one to be done. Again each descent will have a depth
of three levels (m =r3). As for the L-shaped algorithm, a maximum time of 6000 seconds
is imposed for the solution process. In Table 5.4 ail instances solved are separated into
three categories according to the results obtained by the L-shaped algorithm. The sot.
category refers to ail cases were the L-shaped algorithm was able to solve the problem
for an optimality gap of e < 19. The not sot. category includes ail instances that the L
shaped algorithm was unable to soive in the maximum time aiiowed but where at least
one feasibie solution was obtained. Finally, the und. category refers to the cases where
the L-shaped algorithm was unabie to soive the problem and no feasibie solution was
found before the maximum time ailowed was reached. According to this classification,
one obtains 25 instances in the sot. category, 34 in the not sot. category and only one in
the und. category. In order to see how resuits vary for the muiti-descent scheme, runs
for the heuristic algorithm are made for two, four, six and eight meta phases. Results
in Table 5.4 inciude both the best solution values found by both algorithms as well as
the solution times in seconds, which are the values reported between parentheses.
If one considers those instances that are solved by the L-shaped algorithm (sot.), one
first observes that the solutions obtained by the muiti-descent heuristic are in aimost ail
cases either optimal or near optimal. For this category, the total mean resuits show that
the 2/1 runs obtain an average value of 1538.67 in 639.53 seconds of computation time.
As for the L-shaped algorithm, it obtains 1536.93 in 1331.62 seconds. The heuristic
finds near optimal solutions in haif the cômputation time when compared to the exact
algorithm. Furthermore, as the number of meta phases increases, the quahty of results
converge to the optimal values. The 8/1 runs produce a total average value of 1536.51
versus 1536.93 for the L-shaped algorithm, whose results have an average gap of iess
than or equal to one percent. One should note that the total average computation
time of 8/1 is larger than that of the exact algorithm (2625.0$ seconds versus 1331.62
N J Coogooy 51)5. 1. 2/1 .1/1 0/1 8/1 i.-oIIss)sosl
60 1.025 sol. 1 1212.13 (248 25) 13h11 (106.51) 1310.94 (573.45) 1310.54 (115(1.11) 1318.06 (637.25)
no)ool. O
- - -
- -
ond. O - -
- -
-
1.05 sol. 2 13)3.03 (350.37) )312.8 (757.)) )342.24 (1)20 43) 1341)85 (1520.40) 1340.0h (275.76)
os) sol. 8 - - - - -
OOSL 8 -
- -
- -
I 575 sol. 3 1368.17 (342.32) 1355.12 (73)) 58) 1357.93 (1053.31) 1357.73 (141(1.66) 135807 (1488.22)
no) sol. 2 1253.21 (411.18) 1253.21 (825.56) 1253.21 (1231.25) 1283.21 (16.11.56) 1281.72 (6534.74)
Ond. O -
- -
- -
1.18 sol. 2 1312.55 (395.51) 1331.68 (770.25) 1311.88 (1173.57) 1311.88 (1545.52) 1311.58 (3855 85)
no) sol. 3 1356.13 (386.24) 1252.73 (775.50) 1352.31 (1155.63) 1351.45 (1574.10) 1353.74 (6038.66)
ood. O - -
- - -
70 1.1)25 sol. 3 1431.38) (388.01) 1138.78 (732.81) 1435.78 (1115.55) 1135.78 (1476.4)) 1433.44 (157.34)
oolsol. I) — — —
— —
nnsL O -
-
- -
-
.07 sol. 2 1387.53 (345.17) 138572 (7)11.08) 1385.43 (1272.56) 1304.74 (1680 38) 1280.77 (365.70)
no) sol. 1 1127,1)8 (600.52) 1.127.87 (111(1.52) 1427.07 (2075.42) 1426.68 (2858.15) 1.127.57 (6011.45)
md. O
-
- -
-
(.075 sol I 1451.53 (766 75) 1357.65 (1551.18) 1357,65 (2357 02) 1357.65 (3135.72) (257.65 (2887.62)
no) sol. 4 1)23.52 (658.35) 1.171.52 (1188.51) 1151.05 (2152.15) 1)50.27 2886.5.1) 1155.So (((728 53)
ts’oL O -
- - .
-
Lis sol. O
-
-
- .
-
no) sol. t )445..I8 (790.11) 1453.24 (1508 15) ).)527)) (2328.58) 1)4240 (3178.22) 144306 )OOll.IO)
‘5554. 1)
— —
—
— —
80 ((825 sol. 2 1481.78 (870.12) 1)01.1)1 )IO14.5O) 1-181.40 (3531.47) 1495.33 (33.17.57) 1150)4 )l0O.47)
nolsol. O -
-
-
- -
nos). O -
-
- -
-
1.05 sol. 1 1505.0) (112)) (5) 1587.33 (2)82(82) I5O5.33 (3347.52) 1505.33 )1362.l7) 150533 (4301.55)
no) sol 1 1)8253 (1)803.36) 1)82.53 (2268 15) 1482.53 (3521.55) 1482.53 (10.13.24) 1(08.72 (0061.15)
ond. O
-
- -
- -
1.575 sol 2 135206 (821.41) 1352.06 (1051.01) 1352.86 (233.) 21) 1352.86 (3216.57) 1352.87 (41.24)
no) sol. 3 1545.55 (1)8(8.36) 1547.76 (2262.25) 1544.37 (3387.57) 154)55 (.3625.32) 1554.57 (6027.58)
onsL O
-
-
-
-
110 sol. 2 1505.56 (535 47) 151)5.47 (1586.21) 1502.50 (255.1.12) 150663 (358.) 65) 1407.2.1 (2656.43)
no) sol. 3 1483.5) ( I l1.l.55) 1.181.45 (2346.40) 1481.51 (35)2.4)) 1180,06 (.1765.8)) 1.157.28 (60)2.3.))
ond. O - -
- .
-
50 1,025 sol. h 1638.53 (851.35) 16361)7 (1405.22) 1636.57 (24.44.83) 1636.77 (3602.3)) 1636.37 ((0)3)7)
no) sol. 1 1558.08 (770.2)) 1558.58 (2)105.50) 1507.3.) (3)74.54) 1507.0.4 (4283.28) 1510.54 (6684.15)
nnd. O .
—
—
—
—
).65 sol. 2 15161,80 (1)61017) 15181.20 (2253.46) l50)L)4) (3588.56) 15101.60 (47)1:3.1)) 1551.27 (2)100.68)
no) sol. 2 1612.60 (1511.47) 18)683 (258418) 1608.4) (4452.84) 1608.45 (6076.65) 611.08 (6613.45)
nnd. h 1618.76 ((.155 36) 16(8.56 (3237.7) 1618.56 (5702.47) 1618.56 (7301.48) - (62)61.68)
.075 soL O
- .
-
-
-
no) sol. 5 1601.4! (1771.51) 1610) (3)7.1.45) )557.56 (4757.07) 1556.55 (0377.13) )60).17 (6067.51)
nssd. 1 —
—
—
—
—
13) so) O
-
-
- -
no) sol. 5 (556.63 (1535.15) 1545.88 (3)) .7)) 155)44 (4721.45) 1554.01 (8278.16) 1252.51) (6106.41)
on’L O
- .
- .
-
To),sl so). 25 1530.67 (635.53) 1537.81 (1278.27) 1537.38 (1055.92) 1538.51 (2625.08) 1536.03 (1331.62)
no) sol. 3.) 1505.-).) (1052.37) 55377 (2141 12) 1502.8 (3227.68) 1502.2.) (4(8)3.07) 1505 13 (6615.55)
nnd. 1 1610.76 (1455.36) l618.SO (3237.7) 1618.56 (5702.47) 1610.56 (73)66(6) . (625)68)
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TAR. 5.4
— Resuits Multi-descent algorithm vs. L-shaped
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seconds). However, what these resuits seem to indicate is that the heuristic is robust
since it generates near optimal solutions relatively quickly, and in any case, if the
number of meta phases is increased then the procedure converges to optimality.
We will now analyse the results obtained on those instances that were not solved
by the L-shaped algorithm (not sot. and und.). The detailed resuits show that the
multi-descent heuristic obtains better resuits in ten cases compared to only three for
the exact algorithm. If one considers those instances for which J 1.075 and 1.10,
then the heuristic is usually better than the L-shaped algorithm and the differences
can be quite significant. The multi-descent algorithm can obtain similar results a lot
faster, as is the case for the three instances of size N — 60 and J = 1.10 where the
average results are 1351.95 in 1574.10 seconds for 8/1 compared to 1353.74 in 6038.66
seconds for the L-shaped algorithm; or, it can obtain better results in favorable times,
as in the case of the three instances of size N = 80 and J 1.10 where the average
resuits are 1480.00 in 4765 seconds for 8/1 compared to 1497.28 in 6012.34 seconds
for the exact algorithm. Out of the three cases where the exact algorithm obtained
better results, only two are important to analyse (N = 60, J = 1.075 and N = 80, J =
1.05). In the case of N 90 and J = 1.10, resuits are quite similar, 1594.01 in 6278.16
seconds for 8/1 versus 1592.30 in 6016.41 seconds for the L-shaped algorithm. For the
two instances for which N = 60 and J 1.075, the 8/1 runs obtain 1293.21 in 1641.56
seconds compared to 1281.72 in 6034.74 seconds for the L-shaped algorithm. In this
case, the computation times are not comparable. If one increases the number of meta
phases to 16/1, then the results obtained are 1282.03 in 3355.66 seconds. Once again,
the heuristic produces comparable results in a favorable time. For the single instance
of size N 80 and J 1.05, the same observation could not be made. In this case, the
exact algorithm obtains 1468.72 in 6004.49 seconds. The 8/1 runs produce 1482.53 in
4642.29 seconds and when the number of meta phases is increased to 16/1, the results
are 1478.56 in 9667.59 seconds. For this problem, the strategy used in the multi-descent
scheme was unable to outperform the L-shaped algorithm. However, it remains a single
case ont of the 60 instances tested. The total mean resnlts show that the multi-descent
algorithm produces equivalent results in a lot less time, the 2/1 runs obtain 1505.44 in
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1052.37 seconds compared to 1505.13 in 6019.95 seconds for the L-shaped aigorithm. As
one increases the number of meta phases, the resuits obtained are improved while the
computation times remain favorable, the 8/1 runs obtain 1502.24 in 4343.87 seconds.
Pinally, the single instance in the und category cari be used to illustrate that the
heuristic is able to produce solutions quickly even if the exact algorithm xvas unable to.
5.6 Conclusion
In this paper, we propose a new hybrid algorithm that combines hoth local bran
ching and Monte Carlo sampling in a multi-descent search strategy for integer 0-1 sto
chastic programming problems. By controling simultaneously the inherent complexities
associated with hoth the first stage problem and the recourse function, one is able to
better limit the effort needed to solve the approximating subproblems. Furthermore,
by using the local branching constraints in order to obtain diversification for the search
C strategy, one is able to better explore the feasible region of the original problem. Thismethod was specialized to the case of the SVRPSD and was proven to be quite effective
to solve hard instances of the problem. One should also point ont that the algorithmic
principles that were used are ail quite general. In future work, it would lie interesting
to see how one could adapt these ideas to other stocliastic programming problems.
oChapitre 6
Conclusion
L’objectif principal de cette thèse a été de développer des algorithmes perfor
mants pour résoudre des problèmes de programmation stochastique en nombres entiers.
Puisque plusieurs des algorithmes développés dans ce domaine utilisent la décomposition
de Benders, le premier article présenté dans le cadre de ce travail propose une méthode
permettant d’accélérer cette approche générale de décomposition. L’idée proposée est
d’appliquer des phases de recherche de type séparation locale en utilisant, comme
point de départ, les solutions aux problèmes maîtres relaxés. Ce faisant, il est pos
sible dè trouver à chaque itération de l’algorithme de nouvelles coupes d’optimalité.
La séparation locale permet également de générer des coupes valides qui améliorent la
description du domaine réalisable définie par les relaxations. Cette nouvelle approche
multi-coupes permet d’améliorer la borne inférieure générée par l’algorithme de Ben
ders. De plus, puisque les phases de séparation locale trouvent rapidement des solutions
réalisables différentes, il est possible d’améliorer simultanément la borne supérieure de
l’algorithme. L’expérimentation numérique effectuée sur des problèmes de conception
de réseaux offrent un exemple des bénéfices de l’approche. Dans ce cas, la séparation
locale permet de réduire de façon significative le nombre de coupes qui sont nécessaires
à la résolution des problèmes. En améliorant simultanément les bornes inférieure et
supérieure, la séparation locale permet à l’algorithme de converger beaucoup plus ra
pidement.
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La contribution du premier article est d’ordre méthodologique, car il est ques
tion d’améliorer l’approche générale de Benders. Il est important de préciser que la
séparation locale peut être appliquée à tout contexte d’optimisation impliquant des
variables de décisions binaires. Ce type de recherche nécessite uniquement l’utilisation
d’un optimiseur générique. Dans le contexte de la décomposition de Benders, il est
possible d’utiliser l’algorithme de Benders lui-même comme optimiseur générique. Par
conséquent, la méthode proposée peut être adaptée à toutes les problématiques où la
décomposition de Benders est utilisée.
Le deuxième article de cette thèse spécialise l’idée d’utiliser la séparation locale
au sein de la décomposition de Benders au cas de l’algorithme « L-shaped » binaire.
L’algorithme « L-shaped » binaire est utilisé pour résoudre des problèmes de program
mation stochastique où les variables de première étape sont binaires et où le recours est
entier. Dans ce cas, la séparation locale sert à générer de nouvelles inégalités valides qui
bornent les valeurs du recours associées à différentes régions du domaine réalisable de
première étape. Ces nouvelles inégalités générales permettent d’améliorer la description
du recours dans les problèmes relaxés résolus par l’algorithme et peuvent être utilisées
en complément des coupes d’optimalité définies dans ce contexte. Pour cet article, ces
inégalités sont appliquées au cas des problèmes de tournées d’un véhicule avec demandes
stochastiques. Deux stratégies sont présentées pour l’utilisation de ces inégalités au ni
veau de la résolution du problème considéré. Une procédure de génération de plans
coupants, qui intègre l’ensemble des coupes valides pour le problème, est également
développée. L’expérimentation numérique, effectuée sur un ensemble de 280 instances,
démontre que ces nouvelles inégalités améliorent de façon significative l’algorithme « L
shaped » binaire appliqué à cette problématique.
Les contributions de cet article sont à la fois méthodologique et pratique. D’un point
de vue méthodologique, les inégalités proposées sont applicables à tous les problèmes
stochastiques pouvant être résolus par l’algorithme « L-shaped » binaire. Au niveau pra
tique, la spécialisation de ces inégalités au cas des problèmes de tournées d’un véhicule
avec demandes stochastiques a permis de développer l’approche de résolution exacte
la plus efficace pour cette problématique. Par contre, l’expérimentation numérique a
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également permis d’identifier des instances particulièrement difficiles à résoudre de
façon exacte, et ce, malgré l’amélioration proposée. Ceci a motivé le développement
d’une approche de résolution heuristique efficace.
Le dernier article présenté dans le cadre de cette thèse propose donc une heuristique
pour les problèmes de tournées d’un véhicule avec demandes stochastiques. L’heuris
tique qui est développée est une approche hybride alliant la recherche par séparation
locale et la simulation de vlonte Carlo. La simulation de ?vlonte Carlo est utilisée afin
de réduire la complexité inhérente au recours. La séparation locale permet, quant à
elle, d’explorer efficacement le domaine réalisable de première étape tout en contrôlant
la complexité combinatoire du problème. Des stratégies de diversification et d’intensi
fication sont incorporées au sein de l’heuristique qui opère selon une approche de type
multi-descentes. L’expérimentation numérique, effectuée sur un ensemble d’instances
particulièrement difficiles à résoudre de façon exacte, a permis de voir que l’heuris
tique est à la fois robuste, car elle permet de trouver des soltitions optimales ou quasi
optimales, et efficace, car elle génère de bonnes solutions très rapidement.
Les contributions de cet article sont principalement d’ordre pratique, car ce qui
est proposé est une approche heuristique efficace pour les problèmes de tournées d’un
véhicule avec demandes stochastiques. Par contre, d’un point de vue méthodologique,
il est important de noter que les principes de recherche utilisés dans le cadre de cette
méthode sont généraux et peuvent être facilement adaptés à d’autres problématiques.
Dans le cadre de ce travail, l’approche qui a été préconisée afin de produire des algo
rithmes efficaces a été l’hybridation de méthodes. Plus précisément, la séparation locale
a été utilisée au sein de différentes approches de résolution classiques afin de rendre
celles-ci plus performantes. Plusieures avenues intéressantes de recherche sont possibles
à partir du travail qtn a été accompli dans cette thèse. Les approches méthodologiques
proposées sont générales, ce qui permet de les appliquer à différentes problématiques. La
décomposition de Benders est de plus en plus utilisée à l’extérieur du cadre de l’optimi
sation linéaire. Par conséquent, il serait intéressant de voir comment la séparation locale
pourrait servir l’algorithme de Benders dans ces contextes. Au niveau de l’optimisation
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stochastique, les problèmes de tournées de véhicules posent des défis importants. Par
conséquent, un développement intéressant futur serait d’étendre les algorithmes pro
posés au cas des problèmes impliquant plusieures véhicules et des coûts de déplacements
stochastiques
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