Capture recapture methods using data on cases appearing on overlapping incomplete lists have been widely used for prevalence estimates. Nevertheless, workers have, in general, employed several different methods and there appears no consensus as to which is optimal.
Materials and methods

Introduction
For over the past two decades, numerous epidemiologists have used a method for estimating the prevalence of various conditions called "capture recapture". The terminology derives from use of such methods in ecology, e.g. ornithology. Birds are captured, "marked", released, and recaptured. The proportion of marked birds among those recaptured enables, assuming independence of the captures, a ready estimate of the population total.
Capture recapture estimates in humans are derived from data on two or more incomplete overlapping lists or "sources" of individuals with some aspect of interest, e.g. a specific disease. Almost always, lists or sources of cases are not random samples from a population but samples of convenience. They may well be positively or negatively dependent.
Two sources generate a unique capture recapture estimate. But if they are negatively dependent, then the two-source capture recapture estimate is biased to an overestimate and, if positively dependent, biased to an underestimate. With three or more sources, investigators have used several competing statistical procedures to adjust for possible dependencies. A goal of this paper is to evaluate some procedures suggested in the literature and a new procedure.
If information is available from a study with data from four overlapping incomplete sources of cases in a population, designated say, A. B, C and D, then as exhibited in table one, the investigator can compare the number known in one source, say A, which we designate, per the suggestion of a reviewer, the "setaside source", with any capture recapture estimate derived from information available on cases in the other three sources B,C, and D and also in A. One may then repeat this comparison of a derived estimate and the known number, treating sources B, C and D as set-aside sources Regal, 1982, 1997) .
Data
We analyzed data from 21 studies reported in English which included information from four or more sources, had presented data observed in each of the 2 4 -1 possible intersections of sources, were published since earlier analyses (Hook and Regal, 1982 , 2000 , and were available to us by July 2006 (Hay, 1997 (Hay, , 2000 Orton et al,. 2001; Aaron et al., 2003; Armstrong et al., 2003; Pezzotti et al., 2003; Hickman et al., 2004; Rosenman et al., 2004; Coffman et al., 2005; King et al., 2005; Uusküla et al., 2005; Hall et al., 2006; Holland et al., 2006; Rosenman et al., 2006; Du, 1997; Laing et al., 1997; Bishop et al., 1975) . Two reports (Hay, 2000; Hickman et al., 2004) presented data from more than one area: one from urban and rural regions (Hay, 2000) , the other on three different cities . The report on the three cities stratified data by age and gender. The largest sub-stratum of data, by a wide margin, in each city included males, aged 30-44. To enable homogeneity, we confined our analyses of data in each of the cities to this group specifically. We found no apparent intrastudy correlation of results on the populations analyzed in either report. We analyzed the data from each of these five as from a "distinct" study. Three studies (Hook and Regal, 2000; Du, 1997; Laing et al., 1997) provided data from five sources. We removed the source with the smallest number observed and analyzed the data from the remaining four sources.
Methods of Analysis
While as discussed further below, there are a number of methods for generating estimates, almost all epidemiologists have used log-linear methods (Bishop et al., 1975) . These were first applied to prevalence estimates by Wittes (1970) in a seminal work, and have been developed and applied extensively since their application in a textbook (Bishop et al., 1975) . Using log-linear methods with three lists, the investigator chooses estimates generated by one of eight models, from the simplest, independence of all sources, to the most complex, the presence of all two-source interactions (ATSI), or some combination of all eight, as discussed further below.
In the literature we have found, further, that when undertaking model selection, virtually all epidemiologists have used the estimate generated by the simplest model not rejected at a particular probability level by a chi-square test, e.g. 0.05 (which we designate here as "traditional") or the model meeting the information criterion of Akaike (AIC). A Bayesian information criterion (BIC) has been proposed for model selection, and Draper (1995) proposed an empirical Bayes procedure in which the estimate is derived by weighting the estimates associated with each model by their BIC, which we denote as "weighted BIC". We have suggested an analogous procedure, which we denote as "weighted AIC" (Hook and Regal, 1997) . This, rather than AIC or the "traditional" method, has been employed in at least one report deriving prevalence estimates (Hall et al., 2006) .
We derived confidence limits of the weighted BIC and weighted AIC estimates in a manner analogous to that used to generate the estimates. We also consider here the model that always chooses the most complex model available with three sources, the presence of all two-source interactions (ATSI). As it has no degrees of freedom, one may designate it as "saturated".
We compared these six methods on data from three sources, derived as described above, i.e. 1) the traditional, using p = 0.05, 2) BIC, 3) weighted BIC, 4) AIC, 5) weighted AIC, and 6) the all-two-source-interaction model.
Small sample adjustment
Each three-source or, equivalently, three-list data set generates a "table" with (2 3 -1) = 7 entries. Each entry in the table is the number observed in one of seven "cells", i.e. a distinct intersection of lists. (See table 1, which illustrates this for a set-aside set.) From the known values in each cell the investigator generates an estimate of the number in the cell whose value is not known, i.e. the number appearing on no list, which in table 1 is h, and from this of course may estimate the total in the entire set-aside set, A. We applied an adjustment proposed by Evans and Bonnett (1994) , where, if there are k sources adds 1/2 k-1 to the number in each cell. With three sources as here, we added 0.25 to each cell. Even if the entire number observed is very large, a null value in some cells may result in an indefinitely large estimate.
In any study, the investigator may observe in one (or more) source(s) a relatively small number of cases, e.g. fewer than 50. Estimates, especially those generated by the all-two-source-interaction model, are sensitive to small numbers in cells even if an adjustment is applied. Therefore, we subdivided the data sets into those in which the investigator observed at least 50 cases in all sources in any one study and those in which the investigator observed fewer than 50 cases in one or more sources in that study. We designate data sets in the former type as from large studies and from the latter as from small studies,
Measurement of accuracy
As previously, we measured accuracy by evaluating what we term the "log relative bias" of any estimate. If N is the number known in a source and N e is the capture recapture estimate, then log relative bias (N e ) = ln (N e /N) If the value is zero, then the estimate is perfect; if negative, then an underestimate; if positive, then an overestimate. Of any two estimates the one whose value is closest to zero is more accurate. We compared methods by comparison of the means, one-tailed 5% confidence limits, coverage by the 90% confidence intervals, medians and distribution boundaries.
To account for potentially correlated results from data sets created from the same study and from measures generated on the same table, we assessed the significance of the comparisons of the estimation methods by analyzing the results with a mixed model with random effects for studies and tables within studies.
Results
These appear in the figures and table 2. (Note that the values of log relative bias in table 2 must be exponentiated to derive the values of percent underestimates or overestimates. For instance, a log relative bias of -0.30 results in an underestimate of (1-exp(-0.3)) or 26%.) Estimates from models selected based on AIC and weighted AIC performed consistently, albeit in general modestly, better than estimates derived from using BIC and weighted BIC. For clarity we exclude the results derived from BIC and weighted BIC from table 2. 
Figure 1. Density distributions of log relative biases by model
There was an overall bias to underestimates although it was of small magnitude for estimates derived from the all-two-source-interaction model. For example for all studies, for the traditional, the AIC, the weighted AIC, and the alltwo-way-interaction approaches the mean estimates were respectively, 26%, 23%, 21% and 6% underestimates of the known values. For the median estimates the analogous figures were 24%, 21%, 19%, and 4% respectively. With all approaches, the estimates were notably better in the analysis of the "large" than of the "small" studies.
However, the upper confidence limits, or upper percentile values, associated with the all-two-source-interaction approach were notably higher than those associated with the others evaluated. For example, for the traditional, the AIC, the weighted AIC, and the all-two-way interaction approaches with all studies, the upper 90th percentiles of the distributions are greater than the known values by 5%, 5%, 12%, and 49% respectively. (For the lower 90th percentile by contrast, the results are 53%, 54% 47% and 46% less than the known values respectively. Here the all-two-way-interaction approach performs slightly, albeit not markedly better.)
The mean log relative bias of the estimate derived from the all-twosource-interaction model was markedly and significantly different from each of the other methods (P<0.0001). The only comparison amongst the other methods of significance was the greater accuracy of estimate associated with weighted AIC (mean log relative bias = -0.23) compared to that derived from the traditional method (mean log relative bias = -0.30; P=0.048). The mean log relative bias of the estimate derived from the all-two-source-interaction model was not significantly different from zero (P = 0.18), while the results for the other three methods were clearly biased to underestimates (P<0.0001). Figure 1 illustrates the observed distributions of log relative biases across all data sets shown as nonparametric kernel density estimates. There were two cases of outlying overestimation resulting in the slight right tail bumps in the fitted densities. With the exception of two outliers, the distributions suggest a spread surprisingly similar to a Gaussian distribution. The figure reinforces the clear advantage of estimates derived from the all-two-source-interaction model compared to those derived from the other three options.
Conclusions
Discussion
Our results in these date sets indicate the all-two-source interaction model is optimal for generating estimates. They are also consistent with a previous finding by two of us that even if one knew of or could postulate highly simple, plausible processes acting on a particular population that led to ascertainment by different sources, the all-two-source-interaction model, the most complex, is optimal (Regal and Hook, 1998) . And as a reviewer has commented, the results are also noteworthy in indicating the "traditional" method and AIC, the methods used by many epidemiologists, result in significant underestimates of prevalence.
There are many other possible statistical methods, although none have had the same attractiveness for epidemiologists. Some statisticians have advocated using empirical Bayesian methods (Draper, 1995) , full Bayesian methods (King et al., 2001 (King et al., , 2005 Madigan and York, 1997) or various classes of product multinomial, Poisson or logit models (Bishop et al., 1975; International Working Group for Disease Monitoring and Forecasting, 1995; Tilling and Sterne, 1999) . The models of Darroch et al. (1993) , used for example by the International Working Group (1995) , are special in this regard in that they involve symmetry of the sources and fit a common resulting degree of dependency between the k sources. This sort of symmetry between sources as a result of combined source dependencies and capture heterogeneity we feel are likely more applicable to ecological studies employing repetitions of the same capture strategies over time.
If data on covariates are available, then methods taking these into account and using, for instance, explicit conditional logit models or Poisson models are very attractive (Tilling and Sterne, 1999; Alho et al., 1993; Tilling et al., 2001; Platt et al., 2004 ).
While we have analyzed "set-aside sources" or subsets so to speak extracted from data reported in the literature, they are, nevertheless, similar in type and nature to those used by epidemiologists in deriving capture recapture estimates of prevalence in an entire population. Certainly they appear useful in comparing performance of potential estimation methods. One possible limitation is that all analyses have been conditional upon there being cases in the population in at least the set aside source. It is striking that despite this, the most complex model available has clearly performed the best and the simpler models resulted in notable underestimates. It seems unlikely to us that any simpler model would be preferable to the most complex model for estimating prevalence in general.
Some standard assumptions in capture recapture analysis applied in epidemiology are that records of affected individuals have been matched appropriately and there has been no migration of affected individuals in or out of the population during the time interval studied (Hook and Regal, 1995) . Sometimes these assumptions are "latent". For instance, both recovery from a disease or death result, in essence, in "emigration" from the population in the time interval studied. A related assumption is that there is no "variable catchability" of individuals in the population by sources, even of individuals who remain affected and alive in the interval studied. (Hook and Regal, 1993) . Violations of these assumptions will tend to result in deviation from independence of sources. Selection of more complex models in essence attempts to adjust for the consequences of violations of these underlying assumptions (Hook and Regal, 1995) .
One important assumption is that any individual whose name appears on a list of cases has been correctly diagnosed. The investigator may find it particularly worthwhile to consider the plausibility of this assumption, confirm, to the extent possible, the diagnosis, and consider the likely biases if cases are included who are misdiagnosed. She or he may well conclude after doing this that no useful or reliable capture recapture estimate of prevalence is possible.
Conclusion
What inferences may be drawn from our results for studies in which the investigator does not know the true population size, and what guidance may be offered? As emphasized elsewhere (Hook and Regal, 1999) , in the spirit of W.E. Deming's approach to application of statistical methods, she or he must consider the choices for estimation in the light of intended use of the data.
We believe it reasonable, first, to review the likely accuracy of diagnoses of cases appearing on available lists and either to exclude those lists which appear unreliable or attempt to confirm diagnoses. Second, then to generate from apparently reliable lists the estimates and intervals by alternative methods, to examine how these differ, to consider why they do, and what impact the use of different estimates and intervals might have on the investigator's intended goal of the prevalence estimates.
If there is no reason in any study not to do so, then on the basis of the results here, we believe it reasonable, with three sources, to choose the estimate generated by the all-two-source-interaction model and use its lower limit as a plausible lower boundary on the derived estimate.
Calculation of an appropriate upper limit of the estimate derived from the all-two-source-interaction model provokes difficulties. The penalty of its use is that the upper limit of the generated estimate is, on average, not only much higher than that generated by the other methods as exhibited in the table, but, in particular instances, the calculated limit may be unreasonably, indeed uselessly large. The upper limit derived from a simpler model, e.g. based on AIC, on average gives a closer bound on the actual population size, but the coverage of these intervals is worse. Yet rarely does an investigation require a precise estimate or interval. A range derived from or corresponding to alternative approaches would be worth considering.
