Introduction
The word problem for finitely presented groups and semigroups is a famous problem in combinatorial group theory. This question originally came up independently in topology and mathematical logic. As far as we know, the word problem was formulated by Axel Thue (1910) for semigroups -even for more general logical tree structures -and on the other hand by Max Dehn (1911) for groups. In his book with Bruce Chandler, Dehn's student Wilhelm Magnus remarks that Dehn and Thue knew each other and expressed very well how amazing the parallelity of these discoveries was [ChandlerMagnus1982, p. 54] :
"What appears to be incidental or, if one prefers, miraculous, is the fact that independent of Dehn and independent of topology, a contemporary mathematician had begun to ask questions of the type of the word problem in combinatorial group theory, but in an even more general and highly abstract setting. We are referring to the work of Thue, who may be considered as the founder of a general theory of semigroups. With one widely quoted exception, this work of his is largely forgotten nowadays. We do not know whether Dehn was influenced by Thue, and we have reasons to doubt it. We know that Dehn knew Thue personally, but only very superficially. Dehn mentioned Thue's work on occasion, observing that Thue's papers dealt with combinatorial problems. But he never used them, and indeed there is no known direct application of Thue's work to Dehn's group-theoretic problems." Although Dehn and Thue had known each other, the two contributions to the word problem merged only many years later. We do not even know when mathematicians became aware of the results of Thue, we only know that a paper of Emil Post mentions Thue's work in 1947. Also among the students of Dehn and Thue (whose only student was Thoralf Skolem) there were apparently no personal relations which are worth mentioning. Much later, around 1935-1955, the word problem became challenging for people from the theory of computation (alias recursion theory) because it was one of the first genuinely mathematical problem of the "computable" sort. Our investigations indicate that Alonzo Church and other people working at Princeton were a major driving force in bringing the word problem and the theory of computation together, and placing the heritage of Dehn and Thue in the right historical context. Many problems in mathematics are accessible by computation and algorithms. The example of the euclidean algorithm quite prominently shows how effective mathematical thinking can be in inventing algorithms. Gottfried Wilhelm Leibniz was the first scientists who clearly expressed the desire for a device (the "calculus ratiocinator") being able to decide about the truth of all reasonable statements, not necessarily restricted to mathematics, by a sort of logical computation. Although these thoughts were quite imprecise, Leibniz started to design a calculating machine in order to get closer to his goals. Many decades later, it was John von Neumann who built the first efficiently working computer ENIAC at Princeton during and after the second world war. Even at the beginning of the 20th century, the notion of algorithmic computability however had no underlying mathematically sound theory. Nevertheless people had a pragmatic idea what computability was supposed to mean, i.e., to reach a result in a finite number of computational steps. An example for this is the formulation of Hilbert's 10th problem [Hilbert1900] :
Eine diophantische Gleichung mit irgendwelchen Unbekannten und rationalen ganzen Zahlenkoeffizienten sei vorgelegt: Man soll ein Verfahren angeben, nach welchem sich mittels einer endlichen Zahl von Operationen entscheiden läßt, ob die Gleichung in ganzen rationalen Zahlen lösbar ist.
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In another direction, Hilbert started to develop his program in proof theory (Hilbert's program) after 1917 to obtain a solid foundation of mathematics with a finitistic method 2 . Hilbert showed a lot of optimism ("Wir müssen wissen, wir werden wissen") that all questions in mathematics can be settled. In 1928, together with Ackermann, he posed his famous Entscheidungsproblem (engl. decision problem). It asks for an algorithm to decide the provability, or, a posteriori, by Gödel's completeness theorem for first order logic, the universal truth (in all models) for statements in first order logic with some additional axioms. A few years later arrived Gödel's discovery of the two incompleteness theorems in 1931. Gödel showed that in Dedekind-Peano arithmetic there are true sentences which are neither provable nor disprovable, and that the consistency of a theory at least as rich as Dedekind-Peano arithmetic cannot be proved by the methods of the theory itself. Gödel's proof used primitive recursive functions and the technique of Gödel numberings in order to relate arithmetic statements to logical formulas. Tarski even showed that the concept of truth is represented by an undecidable set, i.e., the problem of defining 'truth" is unsolvable. Although Gödel's theorem is very strong and showed that Hilbert's program had to be modified (which was done by Gentzen later), Gödel did neither settle the question what a computable function is nor was he able to solve the Entscheidungsproblem with his methods. The possibility that a given mathematical problem like Hilbert's 10th problem or the word problem might be unsolvable was probably unconceivable for most people before 1931. But after Gödel's achievements this became a realistic possibility. We will see that Dehn and Thue however realized the difficulty of the word problem very clearly around 1910. A full-fledged theory of computation emerged around 1936 by the work of Church, Gödel-Herbrand, Kleene, Markov, Post and Turing. Using this, the Entscheidungsproblem was shown to be undecidable independently in [Church1936] and [Turing1936] . In addition, Church showed the unsolvability 3 (i.e., the undecidability) of the word problem for finitely generated 4 semigroups in 1937. It still took many more years before Post and Markov gave the first proof of the unsolvability of the word problem for finitely presented semigroups in 1947. Around 1947 Around -1952 , it became clear that the word problem for finitely presented semigroups (and groups) was algorithmically unsolvable, similar to Hilbert's 10th problem for which this was shown much later by Martin Davis, Yuri Matiyasevich, Hilary Putnam and Julia Robinson. Another five years passed until the word problem for finitely presented groups was shown to be unsolvable by William Boone and Pyotr Novikov. In the following text, we describe the impact that both Dehn and Thue had on the community of recursion theory, i.e., the theory of computation, and we shed some light on the times between 1936 and 1955 during which many quite different people worked on proving the (un)solvability of the word problem.
Max Dehn and the word problem for groups
Max Dehn was a student of Hilbert. He worked in geometry, group theory and topology and had many other interests beyond mathematics 5 . Presumably, he is most famous for his solution of Hilbert's third problem 6 . Dehn worked in topology and knot theory from around 1910 on [Dehn1910] . This research was, of course, strongly connected to topology in 3-space and fundamental groups developed earlier by others 7 . In his paper [Dehn1911] on the word problem, Dehn used the presentation of a (finitely presented) group G by generators and relations 8 . This concept was probably first introduced by Walther von Dyck [vonDyck1882] , as Dehn remarks. In this paper, Dehn phrased the word problem, the conjugacy problem and the isomorphism problem for groups [Dehn1911] :
• Word problem: Decide whether a given word w in G is equal to 1.
• Conjugacy problem: Given two words w, w ′ in G, decide whether w and w ′ are conjugate and if they are, find u such that w ′ = uwu −1 . • Isomorphism problem: Decide whether two given groups G and G ′ are isomorphic.
The conjugacy problem implies the word problem, since a word w is equal to 1 if and only if it is conjugate to 1. In his own words, Dehn formulated the word problem, which he called "Identitätsproblem", as follows 9 : "1. The idea of this proof is described by Dehn as follows [Dehn1912] : "Zum Beweise haben wir bloß zu zeigen, daß jeder geschlossene Streckenzug in dem Gruppenbild, also in dem 4p-Eckennetz, mit einem Netzpolygon mehr als 2p Seiten gemein hat oder zweimal in entgegengesetztem Sinne und nacheinander durchlaufene Strecken besitzt." In other words, Dehn looks at the Cayley graph of G and proves that any non-trivial closed loop in this graph contains more than half of the defining relation, or can be freely reduced 15 . In this way, Dehn provided an algorithm (called Dehn's algorithm today) to solve the word problem for G which works also for some other groups. It can be stated in a quite general form:
• Let any freely reduced word w = w 0 be given. We construct a finite sequence w 0 , w 1 , ..., w n of freely reduced words by recursion such that w = w 0 and the lengths decrease
• If w i is already constructed and empty, i.e., w i = 1, then terminate.
• If w i contains a subword a such that for some relation r = ab and |a| > |r|/2, then replace a by b −1 in w i and obtain w i+1 .
• If not, terminate at step i. There is the notion of a Dehn presentation for groups which implies that Dehn's algorithm works [Miller2014, p. 345 ]. An example where Dehn's algorithm does not apply is the genus one case, i.e., the fundamental group of the torus, andmore generally -the free abelian group Z n for n ≥ 2 [Miller2014, p. 345]. Note that the word problem is nevertheless easy to solve for free abelian groups of finite rank.
There are large classes of groups beyond surface groups for genus g ≥ 2 to which Dehn's algorithm can be extended. One direction where this was successful is the field called small cancellation theory. It deals with (finitely presented) groups where the relations have "small overlap". We refrain from presenting any definitions and refer to the books [LyndonSchupp1977] and [Sims1994] for an acccount of this theory. Historically, small cancellation theory was mainly developed in [Tartakovskii1949] , [Greendlinger1960] , [Lyndon1966] and [Schupp1968] . For example, in [Greendlinger1960] it is proved that a group satisfying a small cancellation property denoted by C ′ (1/6) has solvable word problem. The small cancellation concept is not really geometric. A more geometric class of finitely presented groups where Dehn's algorithm works are word-hyperbolic groups 16 which impose certain metric conditions on the Cayley graph [Gromov1987] . Small cancellation groups satisfying the C ′ (1/6)-condition are examples of wordhyperbolic groups. It is a theorem due to Gromov and Olshanskii that for a "general group" G -in the sense that G is in some way chosen randomly -the Dehn algorithm solves the word problem for G [Gromov1987, Olshanskii1992] . Other algorithms related to the word problem are contained in [KnuthBendix1970] and [ToddCoxeter1936] . The Knuth-Bendixon algorithm 17 computes a certain normal form of a group element and solves the word problem for the large class of automatic groups [Epstein et al.1992 ] which contains word-hyperbolic groups and braid groups. The Todd-Coxeter algorithm is primarily a coset enumeration method for cofinite subgroups but can be applied to the word problem. There is a historical survey of John Stillwell [Stillwell1982] in order to obtain the one-relator case. Other finitely presented groups for which the word problem was solved are finite groups, polycyclic groups, Coxeter groups and finitely presented simple groups. We refer to the textbooks [LyndonSchupp1977] , [Sims1994] for these and other cases.
Axel Thue and the word problem for semigroups
Axel Thue was a number theoretist with broad interests and well-known far beyond Norway. He held a chair position in applied mathematics at Oslo from 1903 on. Some of Thue's most important work in number theory is concerned with diophantine equations. For example, he looked at integer solutions of equations f (x, y) = c for a homogenous polynomial f with integer coefficients and showed that the number of those solutions is finite, provided certain conditions on f are valid, in particular the degree of f needs to be at least three 21 . Such results were later extended by Carl Ludwig Siegel and are the basis of finiteness conjectures in modern arithmetic geometry. In the same paper [Thue, In a paper from 1910, Thue posed the word problem for binary tree structures that are even more general than semigroups. A paper of Thue's from 1914 dealing with unary trees, i.e., with words, mentions that the word problem for semigroups may potentially be unsolvable (see below). Axel Thue has written four abstract papers that deal with very generally terms, i.e., words or trees of letters in an alphabet and the algorithmic treatment of the rewriting of such objects in a mathematical fashion. The titles of those papers are:
•Über unendliche Zeichenreihen [Thue, Thue's paper from 1910 introduced a very general philosophical (or logical) problem which he phrased in a metamathematical language. In modern language, he considered "term rewriting systems" for tree-like structures. In the simplified form of his 1914 paper, which concerns words instead of binary trees, such structures are nowadays also called "(Semi-)Thue systems" after him. More precisely, Thue looked at finite, binary, rooted trees as in figure 2 (a copy of  figure 3 The outer "leaves" correspond to variables A-F of a certain type (either of type p or q in figure 2). Thue explains that for him there is a theory of a certain logical kind behind all this ("Begriffe" and "Begriffskategorien"). In the inner nodes going to the root, each time two values (of type p resp. q figure 2) in are combined by a binary operation into a new value of the indicated new type. Hence, going all the way to the root corresponds to the computation of a tree automaton which computes a value of type p from the given values of the entry variables A-F . One should think of these trees as objects representing certain terms. One can associate trees to terms as in the following example of the associativity of addition:
The trees corresponding to the two sides of the equation are displayed in figure 3 . Vice versa, a binary tree corresponds to a term. In summary, we see that Thue had already imagined the famous correspondence between trees and terms. Generalizations of this occur in Post's work on "canonical systems" [Post1921] . Now, term rewriting means that such trees are transformed into other trees in single steps by replacing ("rewriting") parts according to certain rules. Thue thought of this term rewriting problem as an algorithmic problem about the relation between two given trees A and B in his 1910 paper [Thue, p. 280] 25 :
"... so fragen wir mit anderen Worten, ob man solche Bäume . They consist of a finite set of words a 1 , . . . , a n over a given countable alphabet together with a finite set of operations (alias productions) given by pairs of words (g, h). Any word of the form xgy with possibly empty words x, y may be replaced by the word xhy for any given production (g, h). A Semi-Thue system is called Thue system, if for each production (g, h) also the inverse production (h, g) is contained in G. Thus, this is the place in the literature where the idea of a semigroup was born. By composing words by the obvious concatenation, Thue systems can be viewed as semigroups with a finite presentation 27 . In this case, the term rewriting problem becomes the word problem for (finitely generated) semigroups in [Thue, (1932) with their references show that Dehn's mathematics was generally wellknown in the topology community. Alexander and Fox were experts in knot theory at Princeton. We do not know much about the dissemination of the work of Axel Thue. Although we suspect that his work on number theory, in particular the paper from 1909 was well-known to some people, his four articles on logic were probably not. On the other hand, with the help of Princeton librarians we found out that the journal in which Thue had published those (the "Kristiana Videnskabs Selskabets Skrifter, Mathematisk-Naturvidenskabelig Klasse I", superseeded after 1924 by the journal of the academy "Skrifter utgitt av det Norske Videnskaps-Akademi i Oslo I, Matematiske-Naturvidenskabelig Klasse") had been on the shelves in Princeton university from 1894 to 1960. Princeton University and the Institute for Advanced Studies (IAS) play a major role in the development of the theory of computability and in the history of the word problem. The book [Dyson2012] Several other mathematicians who visited Princeton in those days also had some impact. The reader is encouraged to read the documents from the oral history project which collected many interviews with Princeton alumni.
The rise of the undecidable
As we already mentioned, the year 1936 was the annus mirabilis for the theory of computation -alias recursion theory. It saw the birth of four notions of computability: the λ-calculus of Alonzo Church [Church1936] , the concept of a Turing machine [Turing1936] , another machine concept by Post [Post1936] , and the notion of partial recursive function (alias µ-recursive functions) by Kleene [Kleene1936] , the latter building up on the work of Dedekind (1872-1888), Peano (1889), Gödel and Herbrand (1930-1934) . Surprisingly, these four definitions are equivalent. It is conjectured that there is no other notion of computability beyond them. This statement is often called Church's thesis 29 . Equipped with a notion of a computable function f : N n → N m , one can define recursively enumerable sets S ⊂ N n as domains, or equivalently, as images of such maps. A set S ⊂ N n is called decidable, if S and its complement are both recursively enumerable, i.e., the characteristic function of S is computable. In this way, the (un)solvability of a logical or mathematical problem, i.e., the computation of the characteristic function of the set S of Gödel numbers associated to the problem, is related to the (un)decidability of S. The existence of undecidable sets is the central fact in this theory. First examples in this direction were given by sets of natural numbers related to the Entscheidungsproblem and the Halteproblem 30 . After it had been shown that the Entscheidungsproblem and the Halteproblem were undecidable (i.e., unsolvable), people were looking for real math problems for which undecidability could be shown. It turned out that the word problem for groups resp. semigroups were suitable candidates. Max Dehn and Axel Thue were the first mathematicians who posed the word problem long before the theory of computing was developed. Other undecidable sets later occured in the negative solution of Hilbert's tenth problem 31 . In 1937, Church announced that he can prove the unsolvability of the word problem for a particular finitely generated semigroup which is not finitely presented though. His arguments appeared in an abstract in the Bulletin of the AMS which we quote here [Church1937] :
"By a semigroup is meant a set in which the product of any two elements is a unique element of the set, the multiplication being associative but not necessarily obeying a law of cancellation. Consider the system of combinators, in the sense of Rosser (Duke Mathematical Journal, vol. 1 (1935), p. 336), allowing as equivalence operations r-conversions, p-conversions, and also the operations (allowed by Curry) of replacing BI by I and inversely. This system is a semigroup, with identity element I, if we take as multiplication the operation (introduced by Curry) which is denoted by Rosser as ×.
From the relations ab = T b × T a × B × T and T (ab) = T b × T a × B it follows that every element is expressible as a product formed out of the four particular elements T I, T J, B, T . The semigroup thus has a finite set of generators, although the set of generating relations must apparently be infinite. There is, however, an effective process of writing out the series of generating relations to as many terms as desired; also an effective means of distinguishing generating relations from others. From the results of the author (American Journal of Mathematics, vol. 58 (1936), pp. 345-363), it follows that the word problem of this semigroup is unsolvable. (Received April 14, 1937.)"
Ironically, Higman type embedding theorems, which were available only much later, would show that Church's construction can be embedded into a finitely presented semigroup (see below). Post mentions in [Post1947] that Church pointed out the 1914 paper of Thue to him. Thue's papers on logic were published in German in a very local Norvegian journal, and so it seems unlikely that there were well-known in the rest of the world. Post proved the undecidability of the word problem for finitely presented semigroups (without cancellation) in 1947 [Post1947] . This was also proved in the same year Turing proved the word problem for semigroups admitting cancellation in 1950 [Turing1950] in an attempt to obtain the full result for groups. Note that these results for semigroups did not imply the undecidability of the word problem for groups, since the semigroups used for the proof cannot be embedded into groups. The word problem for groups was successfully attacked during the following years. Max Dehn died in 1952 shortly before Novikov announced his proof of the undecidability of the word problem for groups in [Novikov1952] . This precursor provided a proof based on Post's work on "canonical systems" [Post1921, Post1946] which contained the unsolvability of some logical problem. The sequel paper [Novikov1954] contains a proof of the conjugacy problem with similar methods. In the sequel, much simpler proofs were discovered in parallel with developments in group theory. One of the shortest proofs uses Higman's theorem [Higman1961] , see the next section. The same method also implies that there exists a finitely presented group G containing all finitely generated groups with solvable word problem. This group G does not have a solvable word problem. In other words, there is no universal algorithm for the word problem for all solvable groups at the same time 32 . We remark that there are many other properties of groups which cannot be recognized algorithmically, e.g., the properties of being trivial, finite, abelian, nilpotent, solvable, free, torsion-free, residually finite, simple or automatic 33 . It is not difficult to prove the related undecidability of the homeomorphism problem 34 for manifolds from this.
Explicit unsolvable examples
As of today, many construction principles are known that yield finitely presented groups for which the word problem is unsolvable. One particular method is quite simple and goes back to work of Higman and others [Higman1961] . To obtain such an example, take the finitely generated (and recursively presented) group
where E ⊂ N is a recursively enumerable, but non-recursive set, i.e., an undecidable set. Then use Higman's embedding theorem [Higman1961] to embed G into a finitely presented group G ′ with unsolvable word problem. Other more explicit examples are given in [Borisov1969] and [Collins1986] . In particular, Collins has found a group with 10 generators and 27 relations. There is an example with 3 relations, but more than hundred generators in [Matiyasevich1967] . An simple example of Ceijtin [Ceijtin1957, Collins1986] for a semigroup with unsolvable word problem -even in the stronger sense that on a fixed word w the decision problem w ′ = w for any other word w ′ is undecidable -is given by G = a, b, c, d, e | ac = ca, ad = da, bc = cb, bd = db, ce = eca, de = edb, cdca = cdcae, caaa = aaa, daaa = aaa
The word in question is w = aaa. . A relation r is given by a word r, and the notation amounts to identifying every occurrence of r with the trivial word, i.e., setting r = 1. Here, a word w (of length ℓ) is a finite combination of generators, possibly with repetition:
The length of a word w is denoted by |w|. The inverse w −1 of a word w is obtained by inverting all g i involved and reversing the order, e.g., (g 1 g 2 ) −1 = g −1 2 g −1 1 . 9 Engl.: "Let an arbitrary element of a group by given by its composition out of generators. One shall provide a method which decides in a finite number of steps whether this element is equal to the identity or not." 10 Engl.: "Here we have three fundamental problems whose solution if very important and probably not possible without a thorough study of the subject." 11 However, Magnus in [ChandlerMagnus1982, p. 55] cites Dehn as follows: "Solving the word problem for groups may be as impossible as solving all mathematical problems."
13 Given a finitely generated group G = S | R , this is the graph whose vertices are the elements of G, and the edges connect g and gs for every g ∈ G and s ∈ S ∪ S −1 . The Cayley graph is usually colored such that each s ∈ S has a different color. 14 D 5 = σ, τ | σ 5 = τ 2 = 1, τ σ = σ −1 τ . 15 Freely reduced words have no substrings of the form x −1 x or xx −1 . 16 Hyperbolic groups are defined as follows. Consider the Cayley graph of G and endow it with its graph metric. Then G is word-hyperbolic, if the resulting topological space is hyperbolic in the sense of [Gromov1987] , i.e., there is a constant δ > 0 such that any triangle is δ-thin. 17 Knuth is a great-great-grandstudent of Thue via Skolem, Ore, Hall. 19 A list of students of Dehn is contained in [MagnusMoufang1954] . 20 It asserts that leaving away at least one generator induces a free subgroup in any one-relator group G [Magnus1932] . 21 The equation defines a plane curve in the projective plane of the same degree with equation f (x, y) = c · z deg(f ) . The other conditions on f which we did not mention take care that this curve is not rational, i.e., the image of a projective line. 22 The theorem asserts that for every algebraic number α and every ε > 0 the inequality α − p q < 1 q 2+ε has only finitely many solutions in coprime integers p, q (with q = 0 and q positive). 23 A sequence is irreducible if it is square-free, i.e., no consecutive blocks BB appear. 24 Notably, Marston Morse (1921) , see [Morse1921] , Kurt Mahler (1929), and the chess player Max Euwe (1929). 25 Engl.: "... so we ask in other words, whether one can find trees C 1 C 2 . . . C h , such that A ∼ C 1 ∼ C 2 ∼ . . . ∼ C h ∼ B." 26 Translation in [SteinbyThomas2000] : "A solution of this problem in the most general case may perhaps be connected with unsurmountable difficulties." 27 I.e., G = a 1 , ..., an generators | g 1 = h 1 , ..., gm = hm relations . Notice that one replaces the relations r = 1 in the word problem by g = h for two words g, h in the case of semigroups. 28 Engl.: "Assuming an arbitrary choice of given words A and B, to find a method through which one can always decide after a computable number of operations whether any two given words are equivalent with respect to A and B." 29 Historically more correct it should be called Church-Markov-Post-Turing thesis. The names of Dedekind, Gödel, Herbrand, Kleene, Rosser and Skolem are also relevant in this theory. The relevant literature in this field is reprinted in Martin Davis' book "The Undecidable" [Davis1965] . 30 The Halteproblem has the following simple interpretation. If we just look at computable partial functions f : N → N, then it is possible to define a sequence of Turing machines Tn labeled by n ∈ N such that each computable partial function f can be computed by some Tn. The index n is called the Gödel number of Tn. In fact, more is true. There exists a universal computable partial function U : N 2 → N (i.e., a compiler) such that each f is obtained as the function U (n, −). Using Cantor's diagonal argument, on easily shows from this that the function U (n, n) + 1 (where is it defined) is a computable partial function which has no extension to a computable total function. This implies that the set S of all n such that Tn halts on the input n, i.e., where U (n, n) is defined, is undecidable. This means that there is no decision method which has as output 1 if Tn halts on n and 0 else. See [Turing1936] . 31 This Hilbertian problem asks for an algorithm to decide whether a polynomial system of equations over the integers has a non-trivial integer solution. This problem turned out to be undecidable by showing that every recursively enumerable set is diophantine, i.e., the projection of the zero-set of a system of integer polynomial equations. By applying this to an arbitrary undecidable set S, one shows that the family Xs of zero-sets over every s ∈ S has the property that one cannot decide whether Xs is empty or not. 32 This fact is called the theorem of Boone and Rogers. 33 This is a theorem of Adian and Rabin, see [Miller2014, p. 366 ] for a short proof. 34 This problem asks for deciding whether two given n-manifolds are homeomorphic (for n ≥ 4). This result was shown by A. A. Markov in 1958.
