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We show that Hua’s fundamental theorem of the geometry of rectangular matri-
ces can be proved without the bijectivity assumption when the underlying ﬁeld is
the ﬁeld of real numbers. We also give a counterexample showing that this gener-
alization is not possible in the complex case.  2002 Elsevier Science (USA)
1. INTRODUCTION
For any ﬁeld F we denote by Mm×nF the space of all m × n matrices
over F. When m = n, we write simply MnF for Mn×nF. As usual, we
identify m × n matrices with linear operators mapping Fn into Fm. Then,
of course, the elements of Fn are identiﬁed with n × 1 column matrices.
For A ∈ Mm×nF we denote by At the transpose of A. Note that for
nonzero vectors x ∈ Fm and y ∈ Fn the matrix xyt has rank 1, and every
matrix of rank 1 can be written in this form. The elements of the standard
bases of Fm, Fn, andMm×nF will be denoted by e1	 
 
 
 	 em, f1	 
 
 
 	 fn, and
Eij = eif tj , 1 ≤ i ≤ m, 1 ≤ j ≤ n, respectively. If u is any nonzero vector
then u denotes the one-dimensional linear space spanned by u. For u = 0
we deﬁne 0 = 	0
.
In the 1940s Hua [5–12] initiated the study of the geometry of matrices.
With the space Mm×nF we naturally associate a group of motions which
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consists of transformations of the form
A → PAQ+ R	 (1)
where P and Q are invertible matrices of dimension m × m and n × n,
respectively, and R is any m× n matrix. Obviously, this group acts transi-
tively on Mm×nF.
Let A	B ∈ Mm×nF. They are said to be of arithmetic distance r,
denoted by dA	B = r, if rank A− B = r. In the case where r = 1 we
say that they are adjacent. It is easy to verify that d fulﬁlls the require-
ments for the distance function in a metric space and that the elements
of the group of motions leave the arithmetic distance between any pair of
points in Mm×nF invariant. Hua proved that if m = n, then the invariance
of the adjacency of pairs of m × n matrices alone is sufﬁcient to charac-
terize motions among all bijective maps to within an automorphism of the
underlying ﬁeld. A slight improvement of his result reads as follows.
Theorem 1.1. Let m and n be integers ≥ 2, and let φ be a surjective map
from Mm×nF onto itself. Assume that for every A	B ∈ Mm×nF, A and B
are adjacent if and only if φA and φB are adjacent. Then when m = n	φ
is of the form
φaij = Pf aijQ+ R	 aij ∈Mm×nF	 (2)
where P and Q are invertible matrices of dimension m×m and n× n, respec-
tively, R is any m× n matrix, and f is an automorphism of F. When m = n,
in addition to (2) we also have
φaij = Pf aijtQ+ R	 aij ∈MnF
 (3)
In the next few lines we will try to explain the deep nature of this result.
Let φ Mm×nF → Mm×nF be a bijective linear map preserving rank
1 matrices, that is, rank A = 1 implies rank φA = 1. If follows then
from [4, Lemma 1] that rank A = 1 if and only if rank φA = 1. Hence,
bijective linear rank 1 preservers obviously satisfy the assumptions of Hua’s
theorem. The systematic study of linear preservers started four decades
ago (see [14, 18]). In this theory the most frequently used approach has
been the method of reducing linear preserver problems to the problem of
characterizing linear maps preserving rank 1 matrices. It is not difﬁcult to
see that Jordan automorphisms (automorphisms and antiautomorphisms)
of MnF preserve rank 1 matrices [19]. So, the characterization of Jordan
automorphisms and many linear preserver results are the consequences of
Hua’s result. Moreover, when applying Hua’s result we do not need the
assumption that the maps under the consideration are linear. Therefore
Hua’s result might be useful when preservers that are not assumed to be
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linear are studied. An interested reader can ﬁnd results on such maps in [1,
2, 15, 16]. For other applications in geometry we refer to [19], where most
of the known results on the geometry of matrices are collected.
There are two natural questions here. Our result is a slight extension of
Hua’s theorem that was proved under the stronger bijectivity assumption.
This generalization is rather trivial since all we have to do is to prove that
maps preserving adjacency in both directions are injective. Can we go a step
further by omitting also the surjectivity assumption and still get the same
conclusion with the only difference that f is not an automorphism but just
an endomorphism of the underlying ﬁeld F? And, ﬁnally, can we replace the
assumption of preserving adjacency in both directions by a weaker assump-
tion of preserving adjacency in one direction only? Recall that we say that φ
preserves adjacency in both directions if for every A	B ∈Mm×nF, A and
B are adjacent if and only if φA and φB are adjacent, and it preserves
adjacency (in one direction) if φA and φB are adjacent whenever A
and B are adjacent.
It is quite easy to see that the answers to both questions are in the
afﬁrmative when F is a ﬁnite ﬁeld. The main result of this paper states that
the answer to the ﬁrst question is also positive in the case where F is the
ﬁeld of real numbers R. Our proof is based on the reduction to the 2 × 2
case. Some of the ideas presented in this proof might be useful in attempts
to solve the second question, which is a long-standing open problem. The
most surprising fact for us was that the answer to the ﬁrst question depends
on the underlying ﬁeld. That is, in contrast to the real case, we will show
that in the complex case the answer is negative.
Let us conclude by mentioning that Theorem 1.1 (where f is an antiau-
tomorphism in (3)) holds in the more general case where F is any division
ring [19]. Our main attention in this paper is paid to real, complex, and
ﬁnite ﬁelds, and so, we decided to restrict ourselves to the commutative
case for the sake of simplicity.
2. THE FINITE CASE AND THE COMPLEX CASE
In this section we will ﬁrst show that the answers to both questions con-
cerning generalizations of Hua’s theorem are in the afﬁrmative when we
consider matrices over a ﬁnite ﬁeld. To do this we need the following state-
ment, which also proves Theorem 1.1.
Proposition 2.1. Let m	n be any positive integers ≥ 2 and let φMm×n×
F →Mm×nF be a map preserving adjacency in both directions. Then φ is
injective.
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Proof. Assume that φA = φB and denote C = B − A. Deﬁne a
new map ψ Mm×nF → Mm×nF by ψX = φX +A − φA. Then,
clearly, ψ maps 0 and C into 0 and preserves adjacency in both directions.
In particular, we have
ψM1m×nF ⊂M1m×nF	 (4)
where M1m×nF denotes the set of all m× n rank 1 matrices.
Assume that C = 0. If rank C = r ≥ 2 then there exist invertible square
matrices T and S of the appropriate size such that
TCS =
[
Ir 0
0 0
]
	
where Ir denotes the r × r identity matrix. It is then easy to see that there
exists a rank 1 matrix D with rank D − C = 1. This is true also when
rank C = 1. Namely, in this case the choice D = C works. But then
1 = rank ψD − ψC = rank ψD	
contradicting (4). This completes the proof.
Proposition 2.2. Let m and n be integers ≥ 2, let F be a ﬁnite ﬁeld,
and let φ be a map from Mm×nF into itself. Assume that for every A	B ∈
Mm×nF, A and B are adjacent if and only if φA and φB are adjacent.
Then when m = n	φ is of the form
φaij = Pf aijQ+ R	 aij ∈Mm×nF	
where P and Q are invertible matrices of dimension m×m and n× n, respec-
tively; R is any m× n matrix; and f is an automorphism of F. When m = n,
in addition to the above possibility, we have also
φaij = Pf aijtQ+ R	 aij ∈MnF

Proof. By Proposition 2.1, φ is injective, and since Mm×nF is a ﬁnite
set, φ is bijective. Thus, the desired conclusion follows from Theorem 1.1.
Proposition 2.3. Let m and n be integers ≥ 2, let F be a ﬁnite ﬁeld, and
let φ be a bijective map from Mm×nF onto itself. Assume that for every
A	B ∈Mm×nF, φA and φB are adjacent whenever A and B are adja-
cent. Then when m = n, φ is of the form
φaij = Pf aijQ+ R	 aij ∈Mm×nF	
where P and Q are invertible matrices of dimension m×m and n× n, respec-
tively; R is any m× n matrix; and f is an automorphism of F. When m = n,
in addition to the above possibility, we also have
φaij = Pf aijtQ+ R	 aij ∈MnF
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Proof. Let A be any matrix from Mm×nF. The set SA	 1 of all
matrices adjacent to A is equal to 	A + R  R ∈ M1m×nF
. Thus, the
ﬁnite sets SA	 1 and SφA	 1 have the same cardinality. Since φ is
bijective it maps SA	 1 bijectively onto SφA	 1. Hence, for every
A	B ∈ Mm×nF, A and B are adjacent if and only if φA and φB
are adjacent. The result follows now from Theorem 1.1.
The next goal is to show that the answer to our ﬁrst question is nega-
tive when the underlying ﬁeld is the complex ﬁeld C. Our low-dimensional
example can easily be extended to higher dimensions.
Theorem 2.4. There exists a mapping φ M2×4C → M2C that pre-
serves adjacency in both directions.
If we compose φ with a standard embedding of M2C into M2×4C
given by [
a b
c d
]
→
[
a b 0 0
c d 0 0
]
	
then we obtain a map ψ M2×4C → M2×4C that is an isometry with
respect to the arithmetic distance, and, so, it preserves the adjacency in
both directions. However, it is far from being of the form of (2).
Proof of Theorem 2.4. There exists an endomorphism ϕ of the ﬁeld C
and four elements x	 y	 u	 v in C such that x	 y	 u	 v are algebraically inde-
pendent over the range of ϕ [13]. Deﬁne a map φ M2×4C → M2C
by[
a b c d
e f g h
]
→
[
ϕa + ϕcx+ ϕdy ϕb + ϕcu+ ϕdv
ϕe + ϕgx+ ϕhy ϕf  + ϕgu+ ϕhv
]


It is trivial to see that φ is additive and that it preserves rank 1 matrices.
It remains to show that if for a matrix
A =
[
a b c d
e f g h
]
we have rank φA = 1 then rank A = 1. So, assume that rank φA = 1.
Then we have
ϕa + ϕcx+ ϕdyϕf  + ϕgu+ ϕhv
= ϕe + ϕgx+ ϕhyϕb + ϕcu+ ϕdv	
or, equivalently,
ϕaf − eb + ϕcf − gbx+ ϕdf − hby + ϕag − ecu
+ϕah− edv + ϕch− gdxv + ϕdg − hcuy = 0
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Since x	 y	 u	 v are algebraically independent over the range of ϕ, all of
the terms in the above sum must be zero. In other words, all of the 2 × 2
subdeterminants of A are zero. This completes the proof.
3. THE REAL CASE
This section is devoted to the proof of the main result of this paper,
which states that in the real case Theorem 1.1 holds without the surjectivity
assumption.
Theorem 3.1. Let m and n be integers ≥ 2, and let φ be a map from
Mm×nR into itself. Assume that for every A	B ∈ Mm×nR, A and B are
adjacent if and only if φA and φB are adjacent. Then when m = n	φ is
of the form
φA = PAQ+ R	 A ∈Mm×nR	 (5)
where P and Q are invertible matrices of dimension m×m and n× n, respec-
tively, and R is any m × n matrix. When m = n, in addition to (5) we have
also
φA = PAtQ+ R	 A ∈MnR
 (6)
As a by-product we will obtain a new proof of the following result con-
sidering continuous adjacency preserving maps [17].
Theorem 3.2. Let m and n be integers ≥ 2, and let φ be an injective
continuous map from Mm×nR into itself. Assume that for every A	B ∈
Mm×nR, φA and φB are adjacent whenever A and B are adjacent.
Then when m = n	φ is of the form
φA = PAQ+ R	 A ∈Mm×nR	
where P and Q are invertible matrices of dimension m×m and n× n, respec-
tively, and R is any m × n matrix. When m = n, in addition to (5) we have
also
φA = PAtQ+ R	 A ∈MnR

Both results will follow from the following proposition.
Proposition 3.3. Let m and n be integers ≥2, and let φ be a map from
Mm×nR into itself. Assume that
1. φ0 = 0;
2. for every A	B ∈ Mm×nR, φA and φB are adjacent whenever
A and B are adjacent;
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3. for every A	B ∈ M1m×nR ∪ 	0
 and every real number λ we have
φA+ λB −φA ∈ φA+ B −φA;
4. dφE11	 φE22 = 2.
Then when m = n, φ is of the form
φA = PAQ	 A ∈Mm×nR	
where P and Q are invertible matrices of dimension m×m and n× n, respec-
tively. When m = n, in addition to this form we have also
φA = PAtQ	 A ∈MnR

The fourth assumption is indispensable. To see this choose any injective
map ϕ Mm×nR → R satisfying ϕ0 = 0 and deﬁne φ Mm×nR →
Mm×nR by φA = ϕAE11. This map obviously satisﬁes all of the
assumptions of the above proposition but the fourth one. The key geo-
metric property is the third assumption, which states that a line through
matrices A and A + B is mapped into a line through matrices φA and
φA+ B. Because of this property we can apply an extension of the fun-
damental theorem of afﬁne geometry for the Euclidean plane due to Carter
and Vogt [3].
We will divide the proof into three steps. Let us start with some sim-
ple observations. If the map φ satisﬁes the assumptions (conclusions) of
Proposition 3.3 then the same is true for any map A → VφTASW , where
V	 T	 S	W are invertible matrices of the appropriate size and TEiiS = Eii
for i = 1	 2. So, while proving our result we will frequently compose φ with
equivalence transformations without losing any generality. In particular, we
may assume with no loss of generality that φEii = Eii, i = 1	 2. Also, there
is no loss of generality in assuming that m ≤ n. Namely, if m > n, then we
can replace φ by a mapping φ′ Mn×mR →Mn×mR deﬁned by φ′A =
φAtt . Next, we note that φ is contractive, that is, dφA	 φB ≤
dA	B for every pair A	B ∈Mm×nR. Indeed, if dA	B = r then there
exist matrices A1	 
 
 
 	Ar−1 such that A	A1	 
 
 
 	Ar−1	 B is a string of adja-
cent matrices. It follows that dφA	 φB ≤ dφA	 φA1 + · · · +
dφAr−1	 φB = r. We will also need the following well-known fact
concerning the rank additivity. Identifying matrices with operators, we have
rank A+B = rank A+ rank B if and only if ImA+B = ImA⊕ ImB.
Finally, it is easy to see that two different rank 1 matrices xyt and uvt are
adjacent if and only if x and u are linearly dependent or y and v are linearly
dependent.
So, assume from now on that m ≤ n and that φ Mm×nR → Mm×nR
satisﬁes φEii = Eii, i = 1	 2, and all of the assumptions of Proposition 3.3.
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Step 3.4. Suppose also that φEik = Eik and φEjl = Ejl for some
integers 1 ≤ i < j ≤ m and 1 ≤ k < l ≤ n. Then there exists a nonzero real
number c such that either φλEik + µEil = λEik + µcEil for every pair
λ	µ ∈ R, or φλEik + µEil = λEik + µcEjk for every pair λ	µ ∈ R.
Proof. We will prove only the special case i = k = 1 and j = l = 2 since
the proof in all other cases goes through in the same way. Applying the
third assumption with B = E11 and A = 0, we see that φ maps the linear
span of E11 into itself. Since E12 is adjacent to 0	 E11, and E22, the same
must be true for φE12. Hence, there exists a nonzero constant c such that
either φE12 = cE12 or φE12 = cE21. We will consider only the ﬁrst case
since the proof in the second case is almost the same. As before we see that
φ maps the linear span of E12 into itself. Next, we will show that the two-
dimensional space spanned by E11 and E12 is invariant under φ. Indeed, a
matrix µE11 + λE12, λ = 1, can be written as A+ λB with A = µ1−λE11 and
B = − µ1−λE11 + E12, and, consequently, φµE11 + λE12 − φA belongs
to the linear span of φA + B − φA. It follows that φµE11 + λE12
belongs to the linear span of E11 and E12 whenever λ = 1. Applying the
fact that φ maps the linear span of a rank 1 matrix R into the linear span
of φR, we conclude that the linear span of E11 and E12 is invariant under
φ. So, the restriction of φ to this two-dimensional space can be considered
as a lineation from R2 into itself. Recall that a lineation is a map that maps
any three collinear points into collinear points. Moreover, this lineation
is injective since φ preserves adjacency. It follows easily that it is a full
lineation, that is, its range contains a set of four points, no three of which
are collinear. By [3, p. 91] this map is afﬁne, and, because it maps the origin
into itself, it has to be linear. This completes the proof.
Step 3.5. Assume that φEik = Eik and φEjl = Ejl for some inte-
gers 1 ≤ i < j ≤ m and 1 ≤ k < l ≤ n. Then there exists a nonzero
real number c such that either φλEik + µEil + ξEjk + τEjl = λEik +
µcEil + ξc−1Ejk + τEjl, λ	µ	 ξ	 τ ∈ R, or φλEik + µEil + ξEjk + τEjl =
λEik + µcEjk + ξc−1Eil + τEjl, λ	µ	 ξ	 τ ∈ R.
Proof. Once again we will treat only the special case that i = k = 1 and
j = l = 2. Then we already know that there exists a nonzero real number
c such that either φλE11 + µE12 = λE11 + µcE12 for every pair λ	µ ∈ R
or φλE11 + µE12 = λE11 + µcE21 for every pair λ	µ ∈ R.
Let us consider just the ﬁrst case. As before, there is a nonzero real
number d such that either φE21 = dE21 or φE21 = dE12. We will see
that the second possibility cannot occur. Indeed, in this case we would get,
by the same approach as above, that φλE11 + µE21 = λE11 + µdE12 for
every pair λ	µ ∈ R. On the other hand, it follows from φE22 = E22
and φE12 = cE12 that φλE22 + µE12 = λE22 + µcE12 for every pair
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λ	µ ∈ R. But then φE11 + E21 and φE12 + E22 are not adjacent, a
contradiction.
Hence, we have φE21 = dE21. As before we conclude that
φλE11 + µE12 = λE11 + µcE12	
φλE11 + µE21 = λE11 + µdE21	
φλE22 + µE12 = λE22 + µcE12	
φλE22 + µE21 = λE22 + µdE21	
for every pair λ	µ ∈ R. Using the fact that φE11 + E21 and φE12 +
E22 are adjacent, we get d = c−1. Composing φ by another equivalence
transformation, if necessary, we may assume with no loss of generality that
c = d = 1.
Our next goal is to show that the linear span of E11	 E12	 E21	 E22 is
invariant under φ. Denote this subspace of Mm×nR by W . Since φ is
contractive we have rank φA ≤ rank A ≤ 2 for every A ∈ W .
Assume ﬁrst that φA = φaE11+ bE12+ cE21+ dE22 has rank 2. Then
A is a rank 2 matrix adjacent to nonzero matrices aE11 + bE12 and to
cE21 + dE22. They are both mapped into themselves. So, φA = aE11 +
bE12 +R with rank φA = 2 and rank aE11+ bE12 = rankR = 1. Using
our previous remark on rank additivity, we conclude that
ImφA = span 	e1
 ⊕ Im R	
and, similarly,
ImφA = span 	e2
 ⊕ Im S
for some rank 1 operators R	 S. Hence, ImφA = span 	e1	 e2
. Thus,
φA has only the ﬁrst two of its rows nonzero. In almost the same way we
prove that it has only the ﬁrst two of its columns nonzero. So, φA ∈ W ,
as desired.
Now, let φA = φaE11 + bE12 + cE21 + dE22 be of rank 1. We already
know that φA ∈ W if A has only one nonzero row or only one nonzero
column. So, assume that both ﬁrst two rows of A are nonzero and both
ﬁrst two columns of A are nonzero. Since A is adjacent to aE11 + bE12
the rank 1 matrix φA has either only the ﬁrst row nonzero, or only the
ﬁrst two columns nonzero. We get similar conclusions from the fact that A
is adjacent to aE11 + cE21, bE12 + dE22, and, cE21 + dE22. Combining all
such conclusions, we see that φA ∈ W , which together with the previous
paragraph implies that W is invariant under φ.
From now on we will consider the restriction of φ to W . In other words,
we have a map φ M2R → M2R preserving adjacent pairs of matrices
and satisfying φA = A whenever A is a matrix having only one row or
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one column nonzero. To complete the proof of Step 3.5 we have to show
that φA = A for every A ∈ M2R. This is a tedious, straightforward
computation, and perhaps the easiest way to see this is to go by induction
on the number n of nonzero entries of A. We know that this is true when
n = 1, and in the case where n = 2 we have to consider only the cases
where A = [λ0 0µ ] or A = [ 0µ λ0 ]. In the ﬁrst case A is adjacent to [λ0 γ0 ] for
every γ ∈ R, implying that φA is of the form [ ∗0 ∗∗ ], where ∗ can be any
real number. Using the same idea once again, we see that φA is diagonal.
Applying the fact that A is adjacent to λE11 and µE22, we conclude that
either φA = A or φA = 0. We have to show that the second possibility
cannot occur. Indeed, then we would have that either φ
([
λ
0
0
2µ
]) = [λ0 02µ ] or
φ
([λ
0
0
2µ
]) = 0. In both cases we have a contradiction of the fact that [λ0 0µ ]
and
[
λ
0
0
2µ
]
are adjacent. The second case goes through in exactly the same
way.
When n = 3 we consider only the case where A = [λ0 µτ ]. As before,
we see that φA = [λ0 tτ ] for some real number t. Applying the fact that
A is adjacent to
[ 0
−λτ/µ
0
0
]
, we conclude that φA = A also in this case.
Using similar methods, we can treat also the case where n = 4, and, thus,
the proof of Step 3.5 is complete.
Proof of Proposition 3.3 We already know that there is no loss of gen-
erality in assuming that either φA = A	A ∈ W , or φA = At	A ∈ W .
We start with the case where the restriction of φ to W is the identity.
The matrix E23 is adjacent to E21 and E22, and therefore the same must
be true for φE23. Hence, φE23 = e2yt for some nonzero y ∈ Rn.
If y = tf1 + sf2 for some scalars t	 s, then φE23 = φtE21 + sE22,
contradicting the fact that E23 and tE21 + sE22 are adjacent. Thus,
there exists an invertible n × n matrix T such that f t1T = f t1	 f t2T =
f t2 , and y
tT = f t3 . It follows that the map ψA = φAT satis-
ﬁes ψA = A	A ∈ W ∪ 	E23
. Applying Step 3.5, we conclude that
ψA = A for every A ∈ span 	E11	 E13	 E21	 E23
 and every A ∈
span 	E12	 E13	 E22	 E23
. Our goal is to show that ψA = A for every
A ∈ span 	E11	 E12	 E13	 E21	 E22	 E23
 = V . We already know that this is
true when A ∈ V has at most two nonzero columns. Let A ∈ V be a matrix
whose ith and jth columns, 1 ≤ i	 j ≤ 3, are linearly independent whenever
i = j. Denote by A1	A2	A3 the matrices obtained from A by replacing
the ﬁrst, the second, and third column, respectively, by the zero column.
Then A and Ai are adjacent, and, consequently, for every i	 1 ≤ i ≤ 3,
there exist nonzero vectors ai ∈ Rm and bi ∈ Rn such that
ψA = ψAi + aibti = Ai + aibti 

Hence,
Ai + aibti = Aj + ajbtj	 1 ≤ i	 j ≤ 3
 (7)
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The matrix Ai −Aj has rank 2 whenever i = j. So, ai and aj are linearly
independent. Comparing the rth columns in (7), r /∈ 	i	 j
, we conclude
that the rth coordinates of vectors bi and bj must be zero. It follows easily
that ψA = A, as desired. In the remaining case where
A =


a11 a12 a13 0 · · · 0
a21 a22 a23 0 · · · 0
0 0 0 0 · · · 0

















 
 





0 0 0 0 · · · 0


has all of the ﬁrst three columns nonzero and at least one of them is a
scalar multiple of some other column, say a13 = ta12 and a23 = ta22 for
some nonzero real t, we use the fact that the algebra of all matrices of the
form 

a b tb 0 · · · 0
c d td 0 · · · 0
0 0 0 0 · · · 0

















 
 





0 0 0 0 · · · 0


is in a natural way isomorphic toM2R, together with the fact that ψB =
B whenever B ∈ 	E11	 E21	 E12 + tE13	 E22 + tE23
, to see that Step 3.5
yields ψA = A also in our last case.
So, we have proved the following analogue of Step 3.5. If φ satisﬁes
φEij = Eij	 1 ≤ i ≤ 2	 1 ≤ j ≤ 3, then φA = A for every A ∈ V . In the
next step we consider the subspace U = span 	Eij  1 ≤ i ≤ 2	 1 ≤ j ≤ 4
.
As before we may assume without loss of generality that φE24 = E24,
which then implies that φA = A for every A ∈ U having at most two
nonzero columns. As before this yields ﬁrst that φA = A for every A ∈ U
having at most three nonzero columns and ﬁnally φA = A for every
A ∈ U .
If we continue in this way we come to the conclusion that three is no loss
of generality in assuming that φA = A for every A ∈ Mm×nR having
nonzero entries only in the ﬁrst two rows. Then one can complete the proof
of our ﬁrst case, using essentially the same ideas and treating inductively
matrices having nonzero entries only in the ﬁrst k rows, k = 3	 4	 
 
 
 	m.
So, assume now that φA = At	A ∈ W . As in the ﬁrst case we see that
then there is no loss of generality in assuming that φEij = Eji	 1 ≤ i ≤
2	 1 ≤ j ≤ n. In particular, from m ≤ n we conclude that m = n. So, we
can reduce this case to the ﬁrst one by composing φ by the transposition.
This completes the proof.
Proof of Theorem 3.1. Let m	n ≥ 2 and let φ Mm×nR → Mm×nR
be a map preserving adjacency in both directions. Composing φ with a
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translation, if necessary, we may assume that φ0 = 0. By Proposition 2.1,
φ is injective, and we know that dφE11	 φE22 ≤ dE11	 E22 = 2.
Hence, dφE11	 E22 = 2. So, we can complete the proof by applying
Proposition 3.3 once we show that the third assumption of this proposition
is satisﬁed.
To do this we will ﬁrst prove that for every rank 1 matrix B the linear
span of B is mapped by φ into the linear span of φB. Composing φ by
equivalence transformations, we may assume that B = φB = E11. Since
E12 is adjacent to E11 we have either φE12 = e1xt for some nonzero
x ∈ Rn, or φE12 = yf t1 for some nonzero y ∈ Rm. We will consider only
the ﬁrst case. Since E21 is adjacent to E11 and dE12	 E21 = 2 we have
φE21 = uf t1 for some u ∈ Rm. Moreover, x and f1 are linearly indepen-
dent and u and e1 are linearly independent. Now, for every scalar λ	 λ = 1,
the matrix λE11 is adjacent to E11	 E12, and E21. It follows that φλE11 is
contained in the linear span of E11, as desired.
Now we assume that A	B ∈Mm×nR with rank B = 1. We deﬁne a new
map ψ Mm×nR →Mm×nR by
ψY  = φA+ Y  −φA

This new map also satisﬁes ψ0 = 0 and preserves the adjacency in both
directions. Hence, ψλB ∈ span	ψB
 for every scalar λ, or, equivalently,
φA+ λB −φA ∈ φA+ B −φA. This completes the proof.
Proof of Theorem 3.2. We may assume that φ0 = 0 and m ≤ n.
We already know that to prove that φ satisﬁes the third assump-
tion of Proposition 3.3 it is enough to show that φE11 = E11 yields
φtE11 ∈ span	E11
 for every real number t. So, assume that φE11 = E11
and denote by 1 (respectively, 1) the linear space of all matrices of rank
at most 1 having nonzero entries only in the ﬁrst row (respectively, the ﬁrst
column). We will ﬁrst show that φ1 ⊂ 1 and that, in addition to this
possibility, we can also have φ1 ⊂ 1 if m = n. Let A ∈ 1 be a rank
1 matrix, A = E11. Then φA is a rank 1 matrix adjacent to E11. Hence,
φA ∈ 1 ∪ 1. We claim that there exists A ∈ 1 such that either
φA =


a1 a2 · · · an
0 0 · · · 0









 
 





0 0 · · · 0

 or φA =


a1 0 · · · 0
a2 0 · · · 0









 
 





am 0 · · · 0

 	
where at least one of the entries ai	 i ≥ 2, is nonzero. Indeed, if this were
not true, then we would have φ1 ⊂ span	E11
 contradicting the invari-
ance of the domain theorem.
We distinguish two cases. First let there be φA ∈ 1. If B is any
nonzero element of 1 different from E11 and A, then φB is a rank 1
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operator adjacent to E11 and φA. It follows that φB ∈ 1. So, in this
case we have φ1 ⊂ 1, and, similarly, in the case where φA ∈ 1
we conclude that φ1 ⊂ 1. The second possibility cannot when m < n
because of the invariance of the domain theorem.
Similarly we prove that either φ1 ⊂ 1 or φ1 ⊂ 1.
Going to transposes, if necessary, we can assume with no loss of gen-
erality that φ1 ⊂ 1. We will show that then the invariance of the
domain theorem yields φ1 ⊂ 1. Assume on the contrary that φ1 ⊂
1. The open ball in 1 of radius 1 centered at E11 is mapped onto an
open neighborhood U of E11 ∈ 1. There exists an open neighborhood of
E11 in 1 which is mapped into U . This contradicts the injectivity of φ.
So, φ1 ∩ 1 ⊂ 1 ∩ 1, or, equivalently, φtE11 ∈ span	E11
, t ∈ R.
Hence, φ satisﬁes the ﬁrst three assumptions of Proposition 3.3.
We need the following simple statement. Let x1 be any nonzero vec-
tor in Rn and let ϕ Rn → Rn be an injective continuous map satisfying
ϕx1 = x1. Then there exist vectors x2	 
 
 
 	 xn ∈ Rn such that the two
sets 	x1	 x2	 
 
 
 	 xn
 and 	x1	 ϕx2	 
 
 
 	 ϕxn
 are linearly independent.
Indeed, assume, to the contrary, that whenever 	x1	 x2	 
 
 
 	 xn
 is a lin-
early independent set then the set of vectors x1	 ϕx2	 
 
 
 	 ϕxn is linearly
dependent, that is,
detx1	 ϕx2	 
 
 
 	 ϕxn = 0

Because of the continuity of ϕ this last relation holds for any set of vectors
	x1	 x2	 
 
 
 	 xn
. But the range of ϕ contains an open ball centered at x1,
and it is possible to ﬁnd a basis of Rn in this ball such that x1 belongs to
this basis, a contradiction.
Thus, there exist matrices X2	 
 
 
 	Xn ∈ 1 such that E11	X2	 
 
 
 	Xn
as well as E11	 φX2	 
 
 
 	 φXn are linearly independent. Similarly,
there exist matrices Y2	 
 
 
 	 Ym ∈ 1 such that E11	 Y2	 
 
 
 	 Ym and
E11	 φY2	 
 
 
 	 φYm are linearly independent m-tuples of matrices.
It is now an elementary linear algebra exercise to show that there
exist invertible matrices P	 P ′ ∈ MmR and Q	Q′ ∈ MnR such that
φPE11Q = P ′E11Q′, φPE12Q = P ′E12Q′, and φPE21Q = P ′E21Q′.
Deﬁne ψ by ψA = P ′−1φPAQQ′−1. Then ψ also satisﬁes the ﬁrst three
assumptions of Proposition 3.3. Moreover, ψE11 = E11, ψE12 = E12,
and ψE21 = E21, and consequently, either ψE22 ∈ span	E11
, or
ψE22 ∈ span	E22
. If we show that the ﬁrst possibility cannot occur, then
one can easily complete the proof using Proposition 3.3. To do this we
denote by 2 the linear space of all matrices having nonzero entries only in
the second column. Using the approach above, we see that ψE12 = E12
and ψ1 ⊂ 1 yield ψ2 ⊂ 2 and, consequently, ψE22 /∈ span	E11
.
This completes the proof.
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Note that an analogue of Theorem 3.2 holds also in the complex
case (see [17], where both the real and the complex cases were proved
simultaneously). The proof of the real case presented here is shorter, but
it has a disadvantage that this approach does not work in the complex case
since it depends heavily on the result of Carter and Vogt [3] concerning
full lineations on the real afﬁne plane.
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