Noninvasive analysis of motion has important uses as qualitative markers for organ function and to validate biomechanical computer simulations relative to experimental observations. Tagged MRI is considered the gold standard for noninvasive tissue motion estimation in the heart, and this has inspired multiple studies focusing on other organs, including the brain under mild acceleration and the tongue during speech. As with other motion estimation approaches, using tagged MRI to measure 3D motion includes several preprocessing steps that affect the quality and accuracy of estimation. Benchmarks, or test suites, are datasets of known geometries and displacements that act as tools to tune tracking parameters or to compare different motion estimation approaches. Because motion estimation was originally developed to study the heart, existing test suites focus on cardiac motion. However, many fundamental differences exist between the heart and other organs, such that parameter tuning (or other optimization) with respect to a cardiac database may not be appropriate. Therefore, the objective of this research was to design and construct motion benchmarks by adopting an "image synthesis" test suite to study brain deformation due to mild rotational accelerations, and a benchmark to model motion of the tongue during speech. To obtain a realistic representation of mechanical behavior, kinematics were obtained from finite-element (FE) models. These results were combined with an approximation of the acquisition process of tagged MRI (including tag generation, slice thickness, and inconsistent motion repetition). To demonstrate an application of the presented methodology, the effect of motion inconsistency on synthetic measurements of headbrain rotation and deformation was evaluated. The results indicated that acquisition inconsistency is roughly proportional to head rotation estimation error. Furthermore, when evaluating non-rigid deformation, the results suggest that inconsistent motion can yield "ghost" shear strains, which are a function of slice acquisition viability as opposed to a true physical deformation.
INTRODUCTION
Understanding tissue deformation patterns is a key factor in both traumatic brain injury research and the study of speech production. Magnetic resonance imaging (MRI) has broad applications in clinical medicine and basic research for visualization of anatomical structures. When MRI is combined with spatial modulation of magnetization (SPAMM), 1 artificial sinusoidal patterns or tags on the tissue that enable measurement of deformation across a time series, 3D motion can be recovered from a set of tagged images. These images are generally in the form of stacks of slices acquired in different directions. The acquisition of each slice consists of collecting a 2D array of data in the frequency (Fourier) domain. This process is relatively slow, and only a portion of the array is filled while motion is taking place. The remaining portions require subsequent repetitions of the motion under investigation. If the motion is highly repeatable, such as what is typical in the heart, then the data acquired across multiple repetitions is consistent, and images can be reconstructed with little or no artifacts.
1, 2 However, such highly repeatable motions are not easily achieved for the tongue during speech nor the brain during mild acceleration, this lack of consistency may cause artifacts to appear in the reconstructed slices. Furthermore, as multiple slices are stacked to reconstruct motion in 3D, subtle variations in movement can have undesirable effects on motion estimation, while not having a noticeable impact over individual slices. To lessen the effects of inconsistency, previous investigations have used strategies to make motion more consistent. In the heart, this includes electrocardiogram triggering and the use of breath holds. 1 Researchers studying brain motion under mild acceleration use specialized hardware, and the study of the tongue is aided by a metronome.
3, 4
However, no technique yields perfect results when the motion under investigation is voluntary. Consequentially, characterizing any effects arising from inconsistency is useful to determine estimation accuracy.
3
This study focuses on constructing a realistic test suite for verification of motion estimation techniques in 4D (i.e., a 3D volume and time). The test suite will enable optimization of motion estimation algorithms used in traumatic brain injury and speech production research. This report describes an approach to model acquisition of tagged MRI in the brain and tongue. After describing the contributions of this research in Section 2, the methods for simulating mechanical motion via FE modeling are presented in Section 3.1, and the approach for generating synthetic tagged MRI slices is introduced in Section 3.2. The application, where a simulated acquisition is used to quantify the effect of inconsistency in brain motion estimation is described in Section 4. The overall results, including benchmark verification and the application results, are discussed in Section 5. Finally, some concluding remarks are stated in Section 6.
CONTRIBUTIONS
This work was inspired by previous work in cardiac motion estimation, where imaging information was obtained in an experimental phantom, and displacements were defined by human observers.
5 Unlike the previous work, our approach utilizes synthetic data, which can be readily modified to investigate different types of deformation. This investigation contains key aspects for the accurate construction of synthetic tagged MRI that can be applied, without loss of generality, to other types of motion. The stochastic approach for analysis of motion consistency is a step forward in systematic characterization of MRI-based 4D deformation measurements in the brain.
CONSTRUCTION OF TEST SUITES FOR MOTION ESTIMATION
The general goal of this research is to produce synthetic benchmark data consisting of imaging information (a set of slices) that carry information about a known, 4D deformation field. As a result, the synthetic imaging data can be used as the input for a motion estimation method similar to experimentally acquired images. However, unlike the experimental process, using synthetic images allows direct comparison of the output (a deformation field) to known values. Here, the synthetic slices are constructed by modeling the acquisition of tagged MRI, and the deformation field was obtained from computational mechanics.
Simulation of Tagged MRI
The first step to generate a group of realistic tagged MRI slices was the generation of SPAMM 1, 2 or CSPAMM (complementary SPAMM 1 ) tag patterns in a high-resolution image from a healthy volunteer (0.6 mm isotropic resolution in the brain, and 0.8 mm isotropic in the tongue). The patterns were obtained by defining sinusoids with respect to spatial coordinates according to the motion sensitivity of each slice. For example, a slice with sensitivity in the x-direction (horizontal) will have a sinusoidal pattern along the respective direction, which will give the appearance of vertical lines. Figure 1 (b) shows a part of two volumes sensitized in the vertical and horizontal directions, which resulted in a grid pattern. The complete tagging simulation resulted in three tagged volumes along the x, y and z directions.
The second step in the tagged MRI simulation process (Figure 1(c) ) consisted of applying simulated organ kinematics to the undeformed tagged volumes in order to generate time-varying sequences. Displacement fields from mechanical simulations (discussed in Section 3.2) were used to deform tagged volumes via 3D spline interpolation. Because displacement information from the simulations was defined at the nodes of the FE mesh, voxel values were interpolated using a given element's shape functions. An inverse isoparametric search was employed to find the element containing each voxel.
Lastly, note that the volumes used so far have substantially higher resolution than what would normally used in motion estimation 3, 4 -This was necessary to simulate slice thickness via filtering and down-sampling. Slice location, within the high-resolution tagged volumes was defined to reflect typical separation and orientation. Prior to interpolating, intensity values form tagged voxels on to the slices, each of the volumes (including temporal changes) were blurred with a box filter to mimic volumetric averaging according to in-plane slice resolution and thickness. Figure 1 . Tagged MRI simulation. In the brain, the high-resolution undeformed image (a) was synthetically tagged using a SPAMM pattern (b). Deformation fields from mechanical simulations were applied to the tagged volume to impart motion information (c). Simulation of thickness included down-sampling the deformed tagged volume, as well as filtering to recreate spatial averaging (d). In the tongue, the process was identical.
Mechanical Simulations
Motion in the organs chosen for this investigation can be thought of as two extreme cases: sudden brain acceleration involves relative large bulk motion with relatively small deformations (5% strain or less), while the tongue tends to undergo proportionally small bulk motion with large changes in shape. To study variability, brain motion data was assumed to be rigid, but inconsistent across repetitions. The tongue incorporated finite strains and rotations.
Brain
Although the created motion benchmark was synthetic, its application involves quantification of brain motion estimation error in a realistic acquisition scenario. For this reason, the simulations followed previous research investigating brain motion under mild acceleration 3 briefly described as follows: healthy volunteers (in a MRIcompatible motion apparatus) rotate their head towards the left shoulder approximately 26
• before encountering a rubber stopper. The stopper causes a mild deceleration that deforms the brain. Because the apparatus is outfitted with a rotational encoder, the imaging trigger is adjusted so that acquisition is initiated just before the stopper. Thus, the total head rotation from the reference state (prior to touching the stopper), including the stopper's deformation, to the resting state on the stopper is approximately 6
• . The goal of their experiment is to measure brain deformation. Based on the previous study, the range of rotation of brain images was [0, 6
• ]. To investigate motion inconsistency, the test suite included different sets of slices with varying degrees of rotation, which was extracted from the encoder data. In particular, 25 rotations were selected based on the maximum amount of rotation after hitting the stopper. These rotation histories (shown in figure 2(a)) were extracted from a larger set of 156 rotations, to achieve a compact set separated by approximately equal (maximum rotation) intervals. For each time history, a total of 15 time steps of 3 tagged directions each were created. Two sets of 11 SPAMM slices of 1.5 mm × 1.5 mm in-plane resolution and 8 mm thickness (one for each orthogonal tagged direction) were constructed in the axial directions, and 7 identical slices were constructed in the remaining tagged direction. Figure 2 (b) and 2(c) show synthesized tagged MR images from two different time points. The head and brain were assumed to be rigid.
In order to validate the independent rotations, each of the 25 volumetric datasets were registered using 3D affine registration (Optimized Automatic Image Registration method in MIPAV 15 7.2.0). Then, the registration result was compared to the data in Figure 2 
Tongue
Non-homogeneous tongue deformations were obtained using a model of the tongue consisting of hexahedral elements divided into 15 regions representative of intersecting tongue muscles as shown in Figure 3 (more details on model geometry and simulations similar to that described here can be found in previous computational studies 6, 12 ). The model included active contraction, to simulate the word "ahgeese" /@/-/gis/. For simulation purposes, the word was subdivided into /@/, /gi/ and /s/, and contraction magnitudes were approximated from the literature: 7, 8 Activations for /@/ aimed to place the tongue in the center of the vowel space producing a posterior lower vowel. During /gi/, activations were set to produce a posterior motion of the base of the tongue towards the back of the mouth. Lastly, the activation pattern for /s/ aimed at moving the tip of the tongue forward. The tongue was approximated as a neo-Hookean solid (stiffness coefficients of 0.03 MPa, and 0.01 MPa, and bulk modulus of 30 Mpa), and activations were expressed as a percentage of a maximum contraction of 0.35 Mpa.
9, 10 The different mesh regions shown in Figure 3 corresponded to different material domains where active stress was applied in order to cause contraction. Simulations were carried out using FEBio a finite element software.
11 A total of three sets of orthogonally tagged CSPAMM slices of 2 mm × 2 mm in-plane resolution, and 6 mm thickness were constructed. The simulations were verified via visual inspection to ensure that the resulting motion was similar to previous experimental observations. 
EXPERIMENTAL INCONSISTENCY AND MOTION ESTIMATION ERROR
These experiments were an application of the brain motion test suite (Sections 3.1, and 3.2.1). Thus, it was necessary to relate the imaging data in the test suite, which consisted of 25 slice sets, each following a specific rotation history (Figure 2(a) ), to the actual acquisition process, which consists of assembling a single slice set from motion repetitions following slightly different rotation histories. To this end, synthetic acquisitions were modeled as a stochastic process: during acquisition, each slice was reconstructed by transferring frequency data into an array. However, in this case, the data's source was not the imaging instrument, but was a random selection from the existing imaging data in the test suite. The amount of rotation at each time point was modeled as a normal distribution, where the mean followed a unique rotation history throughout the acquisition, and the variance was a measure of consistency (or inconsistency). For example, if the acquisition had a variance of zero, a slice representing 30 ms in Figure 2 (a) (marked with a star) was extracted exclusively from the test suite data at 5.1
• . However, a non-zero variance would indicate that the slice was reconstructed from frequency segments selected at random from test suite data as low as 2.8
• and as high as 5.7
• . Given the test suite's range, the mean time history had a maximum rotation of 4.7, and the variance was assumed to be less than one. Specifically, this experiment looked at five discrete values, 0, 0.25, 0.50, 0.75, or 1
• to evaluate different levels of consistency. The result of one simulated acquisition was a randomly combined (RC) slice set of a given variance.
The effect of variance in the outcome of motion estimation was investigated using the Monte Carlo approach. A number of RC slices were used to estimate error from rigid and non-rigid motion estimation (below). In each case, error was analyzed across all the estimations from RC slices of the same variance, and the results were expressed as a mean error, and a standard deviation.
Head Rotation Estimation Error
The goal of this experiment was to determine how motion consistency, quantified by the variance of an RC slice set, affected rigid estimation of head rotation. To estimate head rotation from the RC slice set, the first time frame was rigidly registered to subsequent frames providing an approximate characterization of the set's rotation time history. Registration was performed using the imregtform method of the affine3d class in MATLAB (2015a). The approximate time history was compared to the reference time history (which provided the mean for all the RC slice reconstruction). Error was defined as the RMS of the residual between these time histories.
Ghost Strains
The term "Ghost Strains" refers to apparent deformation (measured by strain) that arises as an artifact and not from the system under consideration. The goal in this experiment was to assess the displacement accuracy (per displacement residual magnitude), and ghost strains arising from motion inconsistency, as a function of motion inconsistency variance. By design, the amount of simulated tissue deformation in the test suite was zero. Therefore, any non-zero deformations constituted an erroneous measurement from the motion estimation process.
The strain measure of interest was shear deformation given its relevance in traumatic brain injury. 3 The test suite was constructed based on a rotation about the z-axis (the out-of-the page direction in Figure 2(b) ); thus, the largest interslice shears were expected in the xz and yz directions. Because each RC slice set yielded shear strains across a 3D volume, the measurement was simplified as the range within the volume, i.e., the difference between maximum and minimum. Therefore, the strain error metric was extracted from the largest ghost strains in a given volume. Specifically, the range in xz shear strains plus the range in yx shear strains-the total artificial strain error.
Non-rigid deformation between the first time frame, and the frame equivalent to t = 20 ms was estimated using 3D implementation of the harmonic phase (HARP) algorithm. 2, 13, 14 In HARP, harmonic phase values from a reference volume converge iteratively towards a deformed configuration. Average harmonic phase residual (across the volumes) was recorded as a metric of HARP convergence (a value of zero indicates perfect convergence). Euler-Lagrange strain values were extracted from the HARP deformation field, 1 edge values (the skull) were removed by manual segmentation to avoid edge effects. 
RESULTS AND DISCUSSION

Verification of Simulated Benchmarks
Registration of the volumetric images in the brain test suite (Sections 3.1 and 3.2.1) were confirmed to agree with rotation time histories to 1 • × 10 −3 via MIPAV. The small discrepancy was attributed to differences in the center of rotation, and was considered to be negligible since the value was below the resolution of the source rotation data.
Visual inspection of the tongue test suite suggested that the selected activation patterns yielded deformations similar to experimental observations: The sound /@/ contains mostly rigid motion from jaw rotation. 7 The utterance /gi/ results in elongation of the underside of the tongue, and longitudinal contraction via IL activation.
12 The letter /s/ has been shown to depress the tongue which can be accomplished by a contraction in the verticalis muscles, and move the tip of the tongue forward. 16 These deformations were accurately transfered to the CSPAMM slices, which show deformation consistent with the FE model (Figure 4) . Figure 5 shows the results of head rotation estimation as a function of motion consistency (measured as variance of randomly combined slice sets). As expected, rotation histories approximated using an RC slice set with zero variance accurately follows the reference data (encoder information). In contrast, a RC slice set with a variance of 0.50 (
Effect of Motion Inconsistency on Rotation Estimation Error and Ghost Shear Strains
• ) 2 produces an approximation that deviates from the reference. Error from a total of 100 Monte Carlo iterations (the number needed to achieve consistent results) show that both the average error and its standard deviation increase as a function of RC slice set (acquisition) variance. For example, doubling variance from 0.25 to 0.50 (
• ) 2 , results in an increase of approximately 50% in mean error, and a similar increase was observed in the standard deviation. Using the relationship in the same graph suggests that a rotation of 5
• would, on average, differ from the reference by 0.2
• (or 5%) given an acquisition variance of 0.75 ( • ) 2 . In the same circumstances, an error as high as 10% would be likely given the standard deviation in approximation error.
In terms of non-rigid estimation, the results ( Figure 6 ) suggest that motion consistency (per RC slice set variance) has a direct effect on both displacement residual and total artificial shear strain-both of these quantities increased several times with relatively small changes in variance. For example, doubling the variance from 0.25 to 0.50, results in a 53% increase in error, as well as a 20% increase in total artificial strain. This was not the case with phase residual, which, in total, changed by a small amount (less than 5%) indicating that HARP converged fairly well. Nevertheless, since displacement and strain error increased by much more than 5%, the effectiveness of HARP was hampered fundamentally by variance-driven imaging artifacts rather than lack of convergence. These artifacts created separation between the location on which the motion estimation algorithm converged, and the ideal displacement. Note that no strain was applied in the generation of data for the test suite, and all the apparent measured deformation arose from ghost strains. Although the total artificial strain is a conservative measure of error (associated with the sum of maximum ghost strains), the amount of shear expected in a brain deformation experiment in vivo is relatively low, 3 which underscores the need for consistent acquisition or implementation of robust strain estimation techniques.
CONCLUSION
This research described a framework for creating synthetic benchmark data specifically targeted to deformation analysis of the brain and tongue. The approach for integrating realistic imaging and mechanical simulations applies to different types of motion that can be found in other organs. The focus of the study was generating synthetic data to be used as benchmark; thus, the modeling approach did not concentrate on physical accuracy to the same extent as predictive biomechanical models. However, the simulations of tongue deformation follow basic motion that are patterns present during speech production. This indicates the potential for using the methodology for characterizing motion estimation accuracy in this scenario. A demonstration of accuracy characterization was performed in the brain, where the acquisition process was modeled as a stochastic process. The results show a clear relationship between consistency of motion during acquisition and 4D image-based motion estimation. The relationship was observed in both, rigid head rotation, and non-rigid brain deformation. In both of these cases, error (as deviations in rotation time history, or artificial "ghost" shear strains) increased as motion become Figure 6 . Effect of motion inconsistency on non-rigid motion estimation. Both, residual magnitude (a), and total artificial strain (b), are quite sensitive to acquisition inconsistency (per RC slice set variance). However, the phase residual increases by a relatively small amount (less than 5%). These relationships indicate that, as variance increased, HARP effectiveness was negatively influenced by image artifacts, rather than lack of convergence. inconsistent. These finding underscores the need for consistency or robust estimation of spatiotemporal motion estimation.
