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Abstract—In this work, we present a novel robust distributed
beamforming (RDB) approach to mitigate the effects of channel
errors on wireless networks equipped with relays based on the
exploitation of the cross-correlation between the received data
from the relays at the destination and the system output. The
proposed RDB method, denoted cross-correlation and subspace
projection (CCSP) RDB, considers a total relay transmit power
constraint in the system and the objective of maximizing the
output signal-to-interference-plus-noise ratio (SINR). The relay
nodes are equipped with an amplify-and-forward (AF) protocol
and we assume that the channel state information (CSI) is
imperfectly known at the relays and there is no direct link
between the sources and the destination. The CCSP does not
require any costly optimization procedure and simulations show
an excellent performance as compared to previously reported
algorithms.
I. INTRODUCTION
Distributed beamforming has been widely investigated in
wireless communications and sensor array signal processing
in recent years [1], [2], [3] [22], [23], [24], [25], [26], [27],
[28], [29], [30], [31], [32], [33]. Such algorithms are key for
situations in which the channels between the sources and the
destination have poor quality so that devices cannot commu-
nicate directly and employ relays that receive and forward
the signals. In [2], relay network problems are described as
optimization problems and related transformations and impli-
cations are provided and discussed. The work in [7] formulates
an optimization problem that maximizes the output signal-to-
interference-plus-noise ratio (SINR) under total relay transmit
power constraints, by computing the beamforming weight
vector with only local information. The work in [4] focuses
on multiple scenarios with different optimization problem
formulations, in order to optimize the beamforming weight
vector and increase the system signal-to-noise ratio (SNR),
with the assumption that the global channel state information
(CSI) is perfectly known. Other works like in [5], [6] analyze
power control methods based on channel magnitude, whereas
the powers of each relay are adaptively adjusted according to
the qualities of their associated channels.
However, in most scenarios encountered, the channels ob-
served by the relays may lead to performance degradation be-
cause of inevitable measurement, estimation and quantization
errors in CSI [11] as well as propagation effects. These impair-
ments result in imperfect CSI that can affect most distributed
beamforming methods [34], [35], [36], [37], [38], [39], [40],
[41], [42], [43], [44], [45], [56], [46], [47], [48], [49], [50],
[51], [52], [53], [58], [55], [57], [58], [59], [60], [61], [62],
[63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73],
[74], [75], [76], [77], [78], [79], [80], [81], [82], which either
fail or cannot provide satisfactory performance. In this context,
robust distributed beamforming (RDB) techniques are hence
in demand to mitigate the channel errors or uncertainties and
preserve the relay system performance. The studies in [9],
[10], [11], [20] minimize the total relay transmit power under
an overall quality of service (QoS) constraint, using either a
convex semi-definite programme (SDP) relaxation method or
a convex second-order cone programme (SOCP). The works
in [9], [11] consider the channel errors as Gaussian random
vectors with known statistical distributions between the source
to the relay nodes and the relay nodes to the destination,
whereas [10] models the channel errors with their covariance
matrices as a type of matrix perturbation. The work in [10],
[12], [18] presents a robust design, which ensures that the
SNR constraint is satisfied for imperfect CSI by adopting a
worst-case design and formulates the problem as a convex
optimization problem that can be solved efficiently.
In this work, we propose an RDB technique that achieves
very high estimation accuracy in terms of channel mismatch
with reduced computational complexity, in scenarios where the
global CSI is imperfect and local communication is unavail-
able. Unlike existing RDB approaches, we aim to maximize
the system output SINR subject to a total relay transmit
power constraint using an approach that exploits the cross-
correlation between the beamforming weight vector and the
system output and then projects the obtained cross-correlation
vector onto subspaces computed from the statistics of second-
order imperfect channels, namely, the cross-correlation and
subspace projection (CCSP) RDB technique. Unlike our pre-
vious work on centralized beamforming [14], the CCSP RDB
technique is distributed and has marked differences in the
way the subspace processing is carried out. In the CCSP
RDB method, the covariance matrices of the channel errors
are modeled by a certain type of additive matrix perturbation
methods [8], which ensures that the covariance matrices are
always positive-definite. We consider multiple source signals
and assume that there is no direct link between them and
the destination. The proposed CCSP RDB technique shows
outstanding SINR performance as compared to the existing
distributed beamforming techniques, which focus on transmit
power minimization over input SNR values.
The rest of this work is organized as follows: Section II
presents the system model. Section III devises the proposed
CCSP RDB method. Section IV illustrates and discusses the
2simulation results. Section V states the conclusion.
II. SYSTEM MODEL
We consider a wireless communication network consisting
of K signal sources (one desired signal source with the
others as interferers), M distributed single-antenna relays
and a destination. We assume that that direct links are not
reliable and therefore not considered. The M relays receive
data transmitted by the signal sources and then retransmit
to the destination by employing beamforming, in which a
two-step amplify-and-forward (AF) protocol is considered for
cooperative communications.
In the first step, the k sources transmit the signals to the M
single-antenna relays according to the model given by
x = Fs+ ν, (1)
where the vector s = [s1, s2, · · · , sK ]T ∈ CK×1 contains
signals with zero mean denoted by sk =
√
Ps,kbk for
k = 1, 2, · · · ,K , where E[|bk|2] = σ2bk , Ps,k and bk are the
transmit power and the information symbol of the kth signal
source, respectively. We assume that s1 is the desired signal
while the remaining source signals are treated as interferers.
The matrix F = [f1, f2, · · · , fK ] ∈ CM×K is the channel
matrix between the signal sources and the relays, fk =
[f1,k, f2,k, · · · , fM,k]T ∈ CM×1, fm,k denotes the channel
between the mth relay and the kth source (m = 1, 2, · · · ,M ,
k = 1, 2, · · · ,K). ν = [ν1, ν2, · · · , νM ]T ∈ CM×1 is the
complex Gaussian noise vector at the relays and σ2ν is the noise
variance at each relay (νm ˜ CN(0, σ2ν), which refers to the
complex Gaussian distribution with zero mean and variance
σ2ν ). The vector x ∈ CM×1 represents the received data at
the relays. In the second step, the relays transmit y ∈ CM×1,
which is an amplified and phase-steered version of x that can
be written as
y = Wx, (2)
where W = diag([w1, w2, · · · , wM ]) ∈ CM×M is a diagonal
matrix whose entries denote the beamforming weights, where
diag(.) denote the diagonal entry of a matrix. Then the signal
received at the destination is given by
z = gTy + n, (3)
where z is a scalar, g = [g1, g2, · · · , gM ]T ∈ CM×1 is the
complex Gaussian channel vector between the relays and the
destination, n (n ˜ CN(0, σ2n)) is the noise at the destination
and z is the received signal at the destination. Here we assume
that the noise samples at each relay and the destination have
the same power, which means we have Pn = σ
2
n = σ
2
ν .
Both channel matrices F and g are modeled as Rayleigh
distributed random variables, i.e., distance based large-scale
channel propagation effects that include distance based fading
and shadowing are considered. An exponential based path loss
model is described by [13]
γ =
√
L√
dρ
, (4)
where γ is the distance-based path loss, L is the known path
loss at the destination, d is the distance of interest relative
to the destination and ρ is the path loss exponent, which
can vary due to different environments and is typically set
within 2 to 5, with a lower value representing a clear and
uncluttered environment, which has a slow attenuation and
a higher value describing a cluttered and highly attenuating
environment. Shadow fading can be described as a random
variable with a probability distribution for the case of large
scale fading given by
β = 10(
σsN(0,1)
10 ), (5)
where β is the shadowing parameter, N (0, 1) means the
Gaussian distribution with zero mean and unit variance, σs
is the shadowing spread in dB. The shadowing spread reflects
the severity of the attenuation caused by shadowing, and is
given between 0dB to 9dB [13]. The channels modeled with
both path-loss and shadowing can be represented as:
F = γβF0, (6)
g = γβg0, (7)
where F0 and g0 denote the Rayleigh distributed channels
without large-scale propagation effects [13].
The received signal at the mth relay can be expressed as:
xm =
K∑
k=1
√
Ps,kbk︸ ︷︷ ︸
sk
fm,k + νm, (8)
then the transmitted signal at the mth relay is given by
ym = wmxm. (9)
The transmit power at the mth relay is equivalent to
E[|ym|2] so that can be written as
∑M
m=1E[|ym|2] =∑M
m=1E[|wmxm|2] or in matrix form as wHDw where D =
diag
(∑K
k=1 Ps,kσ
2
bk
[
E[|f1,k|2], E[|f2,k|2], · · · , E[|fM,k|2]
]
+
Pn
)
is a full-rank matrix, where (.)H denotes the Hermitian
transpose operator. The signal received at the destination can
be expanded by substituting (8) and (9) in (3), which yields
z =
M∑
m=1
wmgm
√
Ps,1fm,1b1
︸ ︷︷ ︸
desired signal
+
M∑
m=1
wmgm
K∑
k=2
√
Ps,kfm,kbk
︸ ︷︷ ︸
interferers
+
M∑
m=1
wmgmνm + n
︸ ︷︷ ︸
noise
. (10)
By taking expectation of the components of (10), we can
compute the desired signal power Pz,1, the interference power
Pz,i and the noise power Pz,n at the destination as follows:
Pz,1 = E
[ M∑
m=1
(wmgm
√
Ps,1fm,1b1)
2
]
= Ps,1σ
2
b1
M∑
m=1
E
[
w∗m(fm,1gm)(fm,1gm)
∗wm
]
︸ ︷︷ ︸
wHE[(f1⊙g)(f1⊙g)H ]w
,
(11)
3Pz,i = E
[ M∑
m=1
(wmgm
K∑
k=2
√
Ps,kfm,kbk)
2
]
=
K∑
k=2
Ps,kσ
2
bk
M∑
m=1
E
[
w∗m(fm,kgm)(fm,kgm)
∗wm
]
︸ ︷︷ ︸
wHE[(fk⊙g)(fk⊙g)H ]w
(12)
Pz,n = E
[ M∑
m=1
(wmgmνm+n)
2
]
= Pn(1+
M∑
m=1
E
[
w∗mgmg
∗
mwm
]
︸ ︷︷ ︸
wHE[ggH ]w
),
(13)
where ∗ denotes complex conjugation. By defining
Rk , Ps,kσ
2
bk
E[(fk ⊙ g)(fk ⊙ g)H ],
where ⊙ is the Schur-Hadamard product for k = 1, 2, · · · ,K ,
Q , PnE[gg
H ],
and the SINR is computed as:
SINR =
Pz,1
Pz,i + Pz,n
=
wHR1w
Pn +wH(Q+
∑K
k=2 Rk)w
.
(14)
It should be noted that in (14), the quantities Rk, k =
1, · · · ,K and Q only consist of the second-order statistics
of the channels, which means that if the channels have no
mismatches, those quantities describe the perfect knowledge
of CSI. At this point, in order to introduce errors described by
E = [e1, · · · , eK ] ∈ CM×K and e ∈ CM×1 to the channels
Fˆ and gˆ, we have
fˆk = fk + ek, k = 1, 2, · · · ,K, (15)
gˆ = g+ e, k = 1, 2, · · · ,K, (16)
where fˆk is the kth mismatched channel component of F. The
elements of ek for any k = 1, · · · ,K and e are assumed
to be for simplicity independent and identically distributed
(i.i.d) Gaussian variables so that the covariance matrices
Rek = E[eke
H
k ] and Re = E[ee
H ] are diagonal, in which
case we can directly impose the effects of the uncertainties to
all the matrices associated with fk and g in (14). By assuming
that the channel errors are uncorrelated with the channels so
that E[ek ⊙ g] = 0, E[e ⊙ fk] = 0, E[e ⊙ g] = 0 and
E[ek ⊙ fk] = 0, then we can use an additive Frobenius norm
matrix perturbation method as introduced in [8], thus we can
have the following:
Rˆk = Rk +Rek = Rk + ǫ||Rk||F IM , k = 1, · · · ,K, (17)
Qˆ = Q+Re = Rk + ǫ||Q||F IM , k = 1, · · · ,K, (18)
Dˆ = D+ ǫ||D||F IM , (19)
where Rˆk, Qˆ and Dˆ are the matrices perturbed after the chan-
nel mismatches are taken into account, ǫ is the perturbation
parameter uniformly distributed within (0, ǫmax] where ǫmax
is a predefined constant which describes the mismatch level.
The matrix IM represents the identity matrix of dimension M
and it is clear that Rˆk, Qˆ and Dˆ are positive definite, i.e.
Rˆk ≻ 0(k = 1, · · · ,K), Qˆ ≻ 0 and Dˆ ≻ 0. According
to (14), the robust optimization problem that maximizes the
output SINR with a total relay transmit power constraint is
written as
max
w
wHRˆ1w
Pn +wH(Qˆ+
∑K
k=2 Rˆk)w
subject to wHDˆw ≤ PT .
(20)
The optimization problem (20) has a similar form to the
optimization problem in [4] and hence can be solved in a
closed form using an eigen-decomposition method that only
requires quantities or parameters with known second-order
statistics.
III. PROPOSED CCSP RDB ALGORITHM
In this section, the proposed CCSP RDB algorithm is
introduced. The algorithm is considered for a system with
imperfect CSI, works iteratively to estimate and obtain the
channel statistics over snapshots. The algorithm is based
on the exploitation of cross-correction vector between the
relay received data and the system output, as well as the
construction of eigen-subspaces. By projecting the so obtained
cross-correlation vector onto the subspaces at the relays, the
channel errors can be mitigated and the result leads to a
precise estimate of the beamformers. To this end, the sample
cross-correlation vector (SCV) qˆ(i) in the ith iteration can be
estimated by
qˆ(i) =
1
i
i∑
j=1
x(j)z∗(j), (21)
which uses sample averages that take into account all the data
observations from snapshot one to the current snapshot, where
x(i) and z∗(i) refer to the data observation vector in the ith
snapshot at the relays and the system output in the ith snapshot
at the destination, respectively, in the presence of channel
errors. Then, we decompose the mismatched channel matrix
Fˆ(i) into K components as Fˆ(i) = [fˆ1(i), fˆ2(i), · · · , fˆK(i)]
and for each of them we construct a separate projection matrix.
For the kth (1 ≤ k ≤ K) component, we compute the
covariance matrix for fˆk(i) and use it as an estimate of the true
channel covariance matrix instead of the mismatched channel
covariance matrices:
Rˆ
fˆk
(i) =
1
i
i∑
j=1
fˆk(j)fˆ
H
k (j). (22)
Rˆgˆ(i) =
1
i
i∑
j=1
gˆ(j)gˆH(j). (23)
Here we take an approximation for the time-averaged
estimate of the covariance matrices so that we have
Rfk(i) =
1
i
i∑
j=1
fk(j)f
H
k (j) ≈ 1i
i∑
j=1
fˆk(j)fˆ
H
k (j) and Rg(i) =
1
i
i∑
j=1
g(j)gH(j) ≈ 1i
i∑
j=1
gˆ(j)gˆH(j). Then the error covari-
ance matrices Rek(i) and Re(i) can be computed as
Rek(i) = ǫ||Rfk(i)||F IM . (24)
4Re(i) = ǫ||Rg(i)||F IM . (25)
In order to eliminate or reduce the errors ek(i) from fˆk(i) and
e from gˆ(i), the SCV obtained in (21) can be projected onto
the subspaces described by
Pk(i) = [c1,k(i), · · · , cN,k(i)][c1,k(i), · · · , cN,k(i)]H , (26)
and
P(i) = [c1(i), · · · , cN (i)][c1(i), · · · , cN (i)]H , (27)
where c1,k(i), c2,k(i), · · · , cN,k(i) and
c1(i), c2(i), · · · , cN (i) are the N principal eigenvectors
of the error spectrum matrix Ck(i) and C(i), respectively,
defined by
Ck(i) ,
ǫmax∫
ǫ→0+
E[fˆk(i)fˆ
H
k (i)]dǫ (28)
and
C(i) ,
ǫmax∫
ǫ→0+
E[gˆ(i)gˆH(i)]dǫ. (29)
Since we have already assumed that ek(i) and e(i) are uncor-
related with fk(i) and g(i), if ǫ follows a uniform distribution
over the sector (0, ǫmax], by approximating E[fk(i)f
H
k (i)] ≈
Rfk(i), E[ek(i)e
H
k (i)] ≈ Rek(i), E[g(i)gH(i)] ≈ Rg(i) and
E[e(i)eH(i)] ≈ Re(i), (28) and (29) can be simplified as
Ck(i) = ǫmaxRfk(i) +
ǫ2max
2
||Rfk(i)||F IM , (30)
and
C(i) = ǫmaxRg(i) +
ǫ2max
2
||Rg(i)||F IM , (31)
Then the mismatched channel components are then estimated
by
fˆk(i) =
Pk(i)qˆ(i)
‖Pk(i)qˆ(i)‖2
, (32)
gˆ(i) =
P(i)qˆ(i)
‖P(i)qˆ(i)‖2
. (33)
To this point, all the K channel components of fˆk(i) are
obtained so that we have Fˆk(i) = [fˆ1(i), fˆ2(i), · · · , fˆK(i)].
In the next step, we use the so obtained channel compo-
nents to provide estimates for the matrix quantities Rˆk(i)
(k = 1, · · · ,K), Qˆ(i) and Dˆ(i) in (20) as follows:
Rˆk(i) = Ps,kE[(fˆk(i)⊙ gˆ(i))(fˆk(i)⊙ gˆ(i))H ], (34)
Qˆ(i) = PnE[gˆ(i)gˆ
H(i)], (35)
Dˆ(i) = diag
( K∑
k=1
Ps,k[E[|fˆ1,k(i)|2], · · · , E[fˆM,k(i)|2]]+Pn
)
.
(36)
To proceed further, we define Uˆ(i) = Qˆ(i)+
∑K
k=2 Rˆk(i) so
that (20) can be written as
max
w(i)
wH(i)Rˆ1(i)w(i)
Pn +wH(i)Uˆ(i)w(i)
subject to wH(i)Dˆ(i)w(i) ≤ PT .
(37)
To solve the optimization problem in (37), the weight vector
is rewritten as
w(i) =
√
pD−1/2(i)w˜(i), (38)
where w˜(i) satisfies w˜H(i)w˜(i) = 1. Then (37) can be
rewritten as
max
p,w˜(i)
pw˜H(i)R˜1(i)w˜(i)
pw˜H(i)U˜(i)w˜(i) + Pn
subject to ||w˜(i)||2 = 1, p ≤ PT ,
(39)
where R˜1(i) = Dˆ
−1/2(i)Rˆ1(i)D
−1/2(i) and U˜(i) =
Dˆ−1/2(i)Uˆ(i)Dˆ−1/2(i). As the objective function in (39)
increases monotonically with p regardless of w˜(i), which
means the objective function is maximized when p = PT ,
hence (39) can be simplified to
max
w˜(i)
PT w˜
H(i)R˜1(i)w˜(i)
PT w˜H(i)U˜(i)w˜(i) + Pn
subject to ||w˜(i)||2 = 1,
(40)
or equivalently as
max
w˜(i)
PT w˜
H(i)R˜1(i)w˜(i)
w˜H(i)(PnIM + PT U˜(i))w˜(i)
subject to ||w˜(i)||2 = 1,
(41)
in which the objective function is maximized when w˜(i)
is chosen as the principal eigenvector of (PnIM +
PT U˜(i))
−1R˜1(i) [4], which leads to the solution for the
weight vector of the distributed beamformer with channel
errors given by
w(i) =
√
PT Dˆ
−1/2(i)P{(PnIM
+ Dˆ−1/2(i)Uˆ(i)Dˆ−1/2(i))−1Dˆ−1/2(i)Rˆ1(i)Dˆ
−1/2(i)},
(42)
where P{.} denotes the principal eigenvector corresponding
to the largest eigenvalue. Then the maximum achievable SINR
of the system in the presence of channel errors is given by
SINRmax = PTλmax{(PnIM+Dˆ−1/2(i)Uˆ(i)Dˆ−1/2(i))−1
Dˆ−1/2(i)Rˆ1(i)Dˆ
−1/2(i)}, (43)
where λmax is the maximum eigenvalue. In order to reproduce
the proposed CCSP RDB algorithm, we use (21)-(23), (30)-
(36), (42) and (43) for each iteration.
IV. SIMULATIONS
In the simulations, we compare the proposed CCSP RDB
algorithm with several existing robust approaches [10], [11],
[12], [17], [18], [20] (i.e. worst-case SDP online programming)
in the presence of imperfect CSI. The simulation metrics
considered include the system output SINR versus input SNR,
snapshots as well as the maximum allowable total transmit
power PT . In some scenarios, we consider that the interferers
are strong enough as compared to the desired signal and the
noise. In all simulations, the system input SNR is known and
can be controlled by adjusting only the noise power. Both
channels F and g follow the Rayleigh distribution, whereas
5the mismatch is only considered for F. The shadowing and
path loss parameters employ ρ = 2, the source-to-destination
power path loss is L = 10dB and the shadowing spread is
σs = 3dB. The distances of the source-to-relay links ds,rm
(m = 1, · · · ,M ) are modeled as pseudo-random in an area
defined by a range of relative distances based on the source-
to-destination distance ds,d which is set to 1, so as the source-
to-relay link distances ds,rm are decided by a set of uniform
random variables distributed between 0.5 to 0.9, with cor-
responding relay-source-destination angles θrm,s,d randomly
chosen from an angular range of −π/2 to π/2. Therefore, the
relay-to-destination distances drm,d can be calculated using
the trigonometric identity given by
drm,d =
√
d2s,rm + 1− 2ds,rm cos θrm,s,d.
The total number of relays and signal sources are set to
M = 8 and K = 3, respectively. The system interference-
to-noise ratio (INR) is specified in each scenario and 100
snapshots are considered. The number of principal components
is manually selected to optimize the performance for the CCSP
RDB algorithm.
We first examine the SINR performance versus a variation
of maximum allowable total transmit power PT (i.e. 1dBW to
5dBW) by setting both SNR and INR to 10dB. We consider
that all interferers have the same power. We also set the matrix
perturbation parameter to ǫmax = 0.5 for all algorithms. Fig. 1
shows that the output SINR increases as we lift up the limit for
the maximum allowable transmit power. The proposed CCSP
RDB method outperforms the worst-case SDP algorithm and
perform close to the case with perfect CSI.
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Fig. 1. SINR versus PT , SNR=10dB, ǫmax = 0.5, INR=10dB
In the second example, we increase the system INR from
10dB to 20dB, consider K = 3 users but rearrange the powers
of the interferers so that one of them is much stronger than
the other. We then examine the algorithms in an incoherent
scenario and set the power ratio of the stronger interferer over
the weaker to 10. The maximum allowable total transmit power
PT and the perturbation parameter ǫmax are fixed to 1dBW
and 0.2, respectively. We observe the SINR performance
versus SNR for these algorithms and illustrate the results in
Fig. 2. Then we set the system SNR to 10dB and observe
the output SINR performance versus snapshots as in Fig. 3. It
can be seen that all algorithms have performance degradation
due to strong interferers as well as their power distribution.
However, the CCSP RDB algorithm has excellent robustness
in terms of SINR against the presences of strong interferers
with unbalanced power distribution.
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Fig. 2. SINR versus SNR, PT = 1dBW, ǫmax = 0.2, INR=20dB
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Fig. 3. SINR versus snapshots, PT = 1dBW, ǫmax = 0.2, SNR=10dB,
INR=20dB
V. CONCLUSION
We have devised the CCSP RDB approach based on the
exploitation of the cross-correlation between the received data
from the relays at the destination and the system output. The
proposed CCSP RDB method does not require any costly on-
line optimization procedure and the results show an excellent
performance as compared to prior art.
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