Abstract
Introduction
Within the past decade, biological data sets have become available spanning not just whole genomes but multiple genomes, both within and across species. In particular, microarray coexpression studies routinely profile whole genomes simultaneously; and with shrinking costs, thousands of whole-genome experiments have become publicly accessible for many model organisms. Many methods have been proposed for extracting biological meaning from microarray data, including normalization and meta-analysis (Choi, et al., 2003; Griffith, et al., 2005; Hu, et al., 2005; Moreau, et al., 2003) , clustering (Allison, et al., 2006; Butte, et al., 2000; Cheng and Church, 2000; Eisen, et al., 1998; Heyer, et al., 1999) , signature algorithms (Bergmann, et al., 2003; Ihmels, et al., 2005; Ihmels, et al., 2002; Kloster, et al., 2005) , detection of differential expression (Baggerly, et al., 2001; Cui and Churchill, 2003; Ideker, et al., 2000) , and many others. Although complete analysis of individual microarray data sets is by no means a solved problem, it is of interest to begin examining the additional conclusions derivable from analysis of many microarray data sets. Integration such as this can enable broader understanding of gene regulation in the context of specific pathways and can allow the discovery of coexpression relationships too weak to be detected in individual experiments.
Such integrated analysis of microarray datasets is challenging because of differences in technology, protocols, and experimental conditions across datasets. Thus, any microarray integration system must be robust to such differences, and should easily adjust to new datasets, perhaps from technologies yet to be developed. Furthermore, in examining any diverse biological data sets (such as microarray results drawn from differing experimental conditions), it is critical to consider functional specificity, i.e. which biological processes are active in which experiments (Huttenhower and Troyanskaya, 2006) . For example, in a set of a thousand microarray experiments over S. cerevisiae, only ten experiments might have been performed under conditions inducing sporulation. These few microarrays might show strong coexpression of meiotic genes not expressed or not coregulated under other circumstances. This is a benefit in that it provides more specific information regarding meiosis-related genes, but such a relatively small signal can easily be lost during data processing. The problem of integrating many high-throughput data sources thus includes a problem of determining functional relevance; not only can such data reveal genes that are functionally related, it can also reveal the biological circumstances under which they relate.
To this end, we propose a Microarray Experiment Functional Integration Technology, MEFIT; this is a Bayesian framework facilitating the integration of multiple microarray data sets for predicting coexpressionbased functional networks of proteins. Furthermore, each of MEFIT's predicted functional relationships is provided within the context of a specific biological process. These biological functions of interest can be provided directly by a biologist, or they can be derived automatically from functional catalogs such as the Gene Ontology (Ashburner, et al., 2000) or MIPS (Ruepp, et al., 2004) . In addition to its predicted functional relationships, MEFIT's analysis process also provides a functional association score indicating how predictive each input microarray data set is of each biological function.
Most prior work in large scale microarray integration has been performed in one of two contexts: statistical meta-analysis or the introduction of multiple microarray experiments into heterogeneous data integration systems. (Choi, et al., 2003) , (Rhodes, et al., 2004) , (Hu, et al., 2005) , and (Mulligan, et al., 2006) are representative examples of the former, all of which use meta-analysis to integrate microarray experiments for the detection of differential gene expression. In MEFIT, we take advantage of similar meta-analytic techniques in order to make disparate microarray experiments comparable, but we build upon the results to make predictions of global coexpression relationships and biological function and to determine the functional specificity of input microarray data sets. (Pavlidis, et al., 2002) , (Clare and King, 2003) , (Troyanskaya, et al., 2003) , (Lee, et al., 2004) , and (Butte and Kohane, 2006) describe methods for the use of heterogeneous data integration to predict gene function or functional relationships, but none of these (or similar) systems focus specifically on the way in which microarray experiments are integrated. Most often, correlation over individual data sets or all data sets simultaneously is used with minimal inter-study normalization. This can result in a surprising amount of lost information, particularly since microarrays often represent by far the most extensive body of data available for integration (Karaoz, et al., 2004; Lee, et al., 2004; Pavlidis, et al., 2002; Troyanskaya, et al., 2003) . MEFIT improves on these prior systems by providing a scalable integration system specifically for microarrays that takes advantage of the functional diversity of coexpression data to improve prediction accuracy, to provide additional biological context for predicted functional relationships, and to identify biological functions in which individual data sets are particularly informative. To our knowledge, none of these prior systems has provided a means of predicting both gene pair functional relationships and the specific biological processes in which those interactions are expected to occur.
The MEFIT system predicts functional relationships between genes within individual biological processes, consuming microarray data sets and known functional annotations as input. These predictions are generated as probabilities using a Bayesian framework trained in a function-specific manner. This training process allows one to derive relevance scores from the learned network parameters indicating how reliable the system finds each data set to be within each biological process. Thus, MEFIT determines which microarray conditions are informative for a particular biological function in addition to predicting process-specific functional relationships.
Methods
The primary outputs of the MEFIT system are predicted probabilities of gene pair functional relationships within individual biological functions. These coexpression networks are derived from naive Bayesian networks trained on a per-function basis using microarray data and known functional annotations. The learned parameters of these networks also contain information regarding how predictive each microarray data set is of each biological function. Biological functions of interest are provided to the system as simple gene sets (i.e. lists of genes annotated to processes such as mitotic cell cycle or pathways such as fatty acid biosynthesis), which are used to generate known positive pairwise relationships. Known unrelated gene pairs (negatives) are provided as a separate input to the system. For these experiments, we use functional annotations from the Gene Ontology (Ashburner, et al., 2000) to generate both positive and negative gene pairs.
As Figure 1 summarizes, microarray data are preprocessed in order to serve as observations during training and evaluation of MEFIT's collection of naive Bayesian networks. The input functional annotations are used to derive known functional relationships (for training and evaluation) as well as to provide functional specificity by dictating the biological contexts for which separate Bayesian networks should be constructed. Finally, naive Bayesian inference on these per-function networks serves to produce predicted functional relationships for gene pairs within each biological function.
Microarray data preparation
We assembled S. cerevisiae microarray data available from the Stanford Microarray Database (Ball, et al., 2005) , the NCBI Gene Expression Omnibus (Barrett, et al., 2005) , and several independent sources; see Supplemental Table 1 for a complete list. These data comprised 40 unique data sets (time courses or other cohesive collections of experiments) drawn from 34 publications for a total of 712 individual experiments, some single and some dual channel. For each individual data set, genes missing in more than 50% of the experimental conditions were removed, and the remaining missing values were imputed using KNNImpute (Troyanskaya, et al., 2001 ) with k=10. Finally, replicated genes were averaged to ensure that each data set contained at most one expression vector per open reading frame.
For single channel data, expression values less than two were considered to be missing, and all single channel values were logarithmically transformed as a final preprocessing step. Since mismatch hybridization values were not available in many data sets, they were not used in this analysis.
Within each data set, we calculated Pearson correlations between every pair of genes. These correlations were then normalized using Fisher's Z-transform (David, 1949) :
This maps a correlation ρ into a z-score, where the collection of pairwise z-scores within a data set is guaranteed to be normally distributed. After dividing by the data set standard deviation and subtracting the mean, this distribution will be N(0, 1), making cross-data set analyses more robust. Thus, from each microarray data set, we produce a collection of gene pair z-scores representing the number of standard deviations their correlation lies away from the mean.
Bayesian data integration
MEFIT integrates multiple microarray datasets in specific biological contexts to allow for greater accuracy when predicting functional relationships. For each biological function of interest, MEFIT uses a naive Bayesian model to combine many microarray datasets and produce a single, integrated functional relationship score for every pair of genes, creating a function-specific, probabilistic coexpression network. Thus, a separate network is trained for each process or function of interest. Each of these networks generates predicted functional relationships within its particular biological function, and the parameters of the network encode how informative a data set is within that function; an individual data set is likely to provide varying degrees of predictive accuracy across disparate biological functions.
In each network, the probability of each data set's observed correlation (represented as z-scores) is conditioned on the probability of functional relationship; each data set's z-scores are discretized into five bins (below -1, -1 to 0, 0 to 1, 1 to 2, and above 2) and assigned to a single node in the model. Finer binning was found to lead to overfitting and data sparsity issues (data not shown). This results in a Bayesian network with one node predicting functional relationships (FR) and n nodes conditioned on FR, each representing the value of some data set Di. For some gene pair (gi, gj) and supporting data {d1(gi, gj), d2(gi, gj), ..., dn(gi, gj)} with dk(gi, gj)∈{0, 1, 2, 3, 4}, the probability of functional relationship is thus:
The University of Pittsburgh Decision System Laboratory's SMILE library and GENIE modeling environment (Druzdzel, 1999) employing the Lauritzen inference algorithm (Lauritzen and Spiegelhalter, 1988) were used for Bayesian network manipulation, in addition to our own C++ implementations of basic naive Bayesian learning and inference (Neapolitan, 2004) . After training (discussed below), this method produces one probability of functional relationship per gene pair, referred to in this paper as the BAYESIAN integration process.
Testing and validation
MEFIT requires one or more sets of functionally related genes as input (positives), as well as a collection of unrelated gene pairs (negatives). For these experiments, we used 200 functions drawn from the Gene Ontology as positive sets (Supplemental Table 2 ); genes coannotated below these terms were considered to be functionally related. These terms were hand selected by a panel of six yeast genetics experts who were asked to evaluate whether each GO term would be informative enough to direct laboratory experiments. We constructed a set of all GO terms receiving four or more votes and added their descendants; we then trimmed this set by discarding any term for which all paths to the ontology root were blocked by another term in the set. Any pair of genes sharing an annotation beneath some term in this set was considered to be related (positive). To generate negative examples, any gene pairs not coannotated below some GO term including at least 10% of the S. cerevisiae genome (roughly 645 genes) were considered to be unrelated (Supplemental Table 3 ). This resulted in a set of 619278 related and 8853875 unrelated pairs.
Of the genes included in this set of pairs, 20% (951 genes) were randomly selected as test genes and held out of all training. Our test set consisted of any pair including at least one of these genes (241408 positive and 3320786 negative pairs), and the remaining pairs were used for training. Performance was evaluated by areas under the ROC curves (AUC). All AUCs were calculated analytically using the Wilcoxon Rank Sum formula (Lehmann, 1975) . We generally observed only small differences between training and test performance (Supplemental Table 4 ). These training and test sets were used for the construction and validation of the global integration methods discussed below, and they were further subdivided for per-function analyses.
Global microarray integration
As discussed above, we implemented a version of our system that trains only one global network, referred to as BAYESIAN integration. For comparison purposes, we also implemented three non-Bayesian integration methods. Most naively, after preprocessing up to the gene averaging stage (excluding Fisher's z-transform), each microarray data set was individually normalized per gene to have mean zero and standard deviation one. After this, all experiments were concatenated to create one large expression vector per gene, and pairwise Pearson correlations were calculated using these vectors. For each gene pair, conditions in which at least one missing value remained (due to genes not present in particular data sets) were removed from the correlation calculation. This resulted in the CONCATENATION integration technique.
One can also integrate microarray data sets using statistical meta-analysis similar to that discussed in (Choi, et al., 2003) . To accomplish this, we proceeded through preprocessing as described above to the point where each data set was represented by a collection of pairwise z-scores drawn from N(0, 1). For each gene pair, these zscores were averaged over the data sets including that pair, producing the Z-SCORE integration data.
Finally, we implemented a version of the microarray integration method discussed in (Lee, et al., 2004) in the context of general data integration. In brief, pairwise Pearson correlations were calculated per data set. The pairs in the training set were used to produce a modified precision/recall plot (a log-likelihood (LLS)/correlation plot) to which a sigmoid curve could be fit. This curve allowed transformation of correlations from the test set into a log-likelihood space from which data sets are integrated by taking the average LLS for a gene pair across all available data. This will be referred to as the LLS integration.
Functional analysis
For microarray integration on a per-function basis, it was necessary to further decompose the training and test sets into collections of gene pairs relevant to each biological process of interest. In all cases, a gene pair was considered relevant to some function if A) it represented a positive relationship and both genes were included in the function or B) it represented a negative relationship and one gene was included in the function. This provides a definition of training and test sets for each function provided as input (e.g. the GO terms discussed above).
When evaluating the performance of the four global integration techniques on individual functions, training (for the BAYESIAN and LLS methods) was performed using the entire training set. Evaluation was performed using each function's test set. Functions containing fewer than ten genes (45 gene pairs) were not considered during testing.
Using the same naive Bayesian framework, we also learned one network per function using the individual training sets -the MEFIT integration technique. In addition to the predictive benefits discussed below, this provided additional information relating each microarray data set to each function of interest. Specifically, we calculated the average difference between the prior and posterior probabilities of a functional relationship for each data set and function. For each biological function, data set, and discretized value, we provided only that datum as input to the function's Bayesian network. We then averaged (over the five discretized inputs for a particular data set) the absolute values of the differences between the network's prior and the posterior probabilities of functional relationship generated in this manner. This provides a measure of how "trustworthy" or influential each data set is when predicting gene pairs in each function (Figure 4) .
Results

Characteristics of functional relationships vary by biological process
The performance of the five integration techniques on selected GO functions can be seen in Figure 2 , and Supplemental Table 4 contains a complete listing. The MEFIT integration method yields an AUC increase of 5% or more (over the maximum of the other four methods) in 54 of the 110 functions for which evaluation of all five methods was possible. Performance increased by a smaller amount in 31 of the remaining functions and decreased by more than 5% in only two functions. Interestingly, the functions in which the simpler CONCATENATION and Z-SCORE techniques perform well relative to the other three integration methods are also among those with the highest overall AUCs: ribosome biogenesis, rRNA metabolism, RNA methylation, electron transport, and cellular respiration. This may indicate that for such high-performing functions, little room for improvement exists given the currently available data. Indeed, these functions fall into two categories, ribosomal processing and basic cellular metabolism, both of which are known to have clear "global" signals in microarray data (Eisen, et al., 1998; Jansen, et al., 2002) . That is, given a collection of microarray experiments performed under almost any conditions, it is likely that genes related to ribosomes and cellular respiration will be coexpressed at detectable levels. This ubiquitousness makes these functions easy to detect by techniques such as CONCATENATION; even a modest signal present in most microarrays will be detectable in a correlation calculated across all experiments simultaneously. This accounts for the ease with which ribosomal function can be predicted from coexpression data (Gasch, et al., 2000; Karaoz, et al., 2004; Lanckriet, et al., 2004) . Other functions in which MEFIT shows little improvement (such as protein kinase cascade or fermentation) are small or poorly studied functions in which data sparsity makes it impossible for any prediction technique to perform well.
Conversely, the functions in which MEFIT provides the most improvement tend to be specific functions that are reasonably well represented in the data but are poorly predicted by more global methods. For example, genes involved in the meiotic cell cycle/response to pheromone/sporulation group of functions should be coexpressed only under very specific circumstances; such a signal would be undetectable by correlation across all data set simultaneously. Relative to CONCATENATION and Z-SCORE integration, the LLS method also provides some improvement for several such specific functions. Since MEFIT is designed to upweight data sets within functions where they demonstrate predictive power, this method is able to extract more localized signals originating in a few microarrays performed under appropriate conditions.
Bayesian integration of microarray data sets
It is of interest to compare the performance of the four global microarray integration methods -BAYESIAN, CONCATENATION, Z-SCORE, and LLS -on the entire answer set, without decomposing the results into specific biological functions. Additionally, one can reintegrate the individual components of the MEFIT output in a variety of ways to produce a global prediction set; relative to the BAYESIAN integration method, this has the benefit of preserving data set/function associations by weighing each dataset by its relevance to each function. Ideally, each gene pair should be globally related if it is related in at least one function. In practice, noise in the predictions can make this assumption error-prone (a single overconfident prediction can dominate the overall probability), so we reintegrate each gene pair by taking the average probability of functional relationship over all functions in which that pair is predicted. This reintegration of the MEFIT output will be referred to as the AVERAGED MEFIT method.
Perhaps the most striking feature of a comparison of these global integration techniques (Figure 3 ) is the sharp decline in precision of the CONCATENATION method at low recall (i.e. high correlation). In other words, gene pairs strongly correlated across an extremely large vector of disparate microarray conditions tend to be functionally unrelated. This is caused by factors such as transposable elements and similar sources of homology (telomeric sequences, etc.) that can lead to non-functionally related coexpression under essentially any experimental conditions. These sequences are known to be problematic due to cross-hybridization in coexpression experiments (Bozdech, et al., 2003) , and they are excluded from most microarrays; the CONCATENATION method interprets this absence as missing data and sees these genes only as very strongly correlated across the few data sets in which they are present, resulting in its poor performance at low recall.
Both the BAYESIAN and AVERAGED MEFIT results retain high precision at low recall cutoffs, with the AVERAGED MEFIT method also showing a substantial improvement in high recall areas. These integration techniques both explicitly encode the necessity to ignore or downweight inputs that tend to be overconfident (e.g. data sets in which a high correlation is not necessarily indicative of functional relationship), leading to their improved low recall behavior. AVERAGED MEFIT integration is able to perform the same downweighting on a per-function basis, which likely contributes to its greater precision at high recall.
Functional analysis reveals both expected and novel data content
In addition to per-function and global predictions of gene pair functional relationships, MEFIT also provides information on the relationships between microarray data sets and biological processes. Specifically, each perfunction network learns during training how reliable it expects each data set to be within its function. These reliabilities can be extracted as posterior probabilities after Bayesian inference, leading to a single confidence score for each data set in each biological function.
Several aspects of these confidence scores (Figure 4 ) demonstrate clear agreement with the per-function results shown earlier and with existing biological knowledge. Nearly every data set, for example, is highly informative regarding ribosome biogenesis and rRNA metabolism (Figure 4 , blue cluster), for the reasons discussed above; this is accompanied by a similar, weaker signal from the general translation function. Of the data sets in which ribosomal functions are not well predicted, (Angus-Hill, et al., 2001 ) and (Rudra, et al., 2005) are knockouts in which ribosomal genes are specifically disrupted.
Many data sets have moderately strong responses in amine, amino acid, and organic acid metabolism (Figure 4 , red cluster), but the (Brem and Kruglyak, 2005) and (Yvert, et al., 2003) results particularly stand out. These are both recombination studies between lab (BY4716) and wine (RM11-1a) strains with a focus on regulatory relationships. Other strong signals arise from the (Hardwick, et al., 1999 ) study investigating rapamycin treatment and nutrient response and from the two (Saldanha, et al., 2004 ) data sets for leucine and uracil limitation. All of these experiments have clear ties to amine and amino acid metabolism.
Three data sets are found to be particularly informative for DNA recombination, M phase, meiotic cell cycle, and sporulation (Figure 4 , green cluster); these are (Primig, et al., 2000) (a sporulation time course), (Williams, et al., 2002 ) (UME6 deletion, a known meiotic regulator), and (Jin, et al., 2004) . While the first two findings seem logical, (Jin, et al., 2004 ) studies xylose metabolism and fermentation, which has no obvious connection to meiosis. Our functional relevance results in this case alert a biologist to the possibility of a sporulation response to an inhospitable medium, a pre-sporulation response (Pringle, et al., 1997) , or a disruption of the nutrient response pathways due to introduction of the XYL1, XYL2, and XYL3 genes (Jin, et al., 2004) , information that might not have been evident without such a per-function analysis.
A biologist could use such information in at least two ways. Given a set of existing microarrays and a pathway or process of interest, this functional decomposition reveals data sets with an increased likelihood of containing information regarding that pathway or process. Conversely, given a new microarray (possibly generated under experimental conditions spanning many functions), functional decomposition produces a summary of pathways potentially disrupted or activated under its conditions. These analysis methods would be lost in an integration technique not taking advantage of the functional specificity of microarray data sets and of functional relationships.
Novel functional predictions
Based on the integrated per-function coexpression networks predicted by MEFIT, we can make functional predictions for genes previously unannotated in the Gene Ontology. Specifically, we examined several functions in which MEFIT showed marked improvement over previous integration techniques and extracted the most confident predictions. Searching these predictions for highly connected subgraphs involving both known and unknown genes produced several candidates, of which we chose to examine two: YML037C and YHR159W clustered around MMS4 in the meiotic cell cycle function, and YKR016W, YNL100W, and YNL274C clustered around INH1 and TIM11 in hydrogen transport.
All six of these genes are uncharacterized open reading frames annotated to biological process unknown, save for YNL274C's overly general metabolism annotation (which was unused in our analysis). In hydrogen transport, the GO term representing mitochondrial proton processing, INH1 and TIM11 are both proteins associated with the F1F0-ATP synthase (Brunner, et al., 2002) . Of our predictions, YNL100W and YKR016W are known to localize to the mitochondrion (Huh, et al., 2003) , and all three appear in the mitochondrial proteome (Sickmann, et al., 2003) . Deletion of YKR016W also shows growth defects on non-fermentable carbon sources (Steinmetz, et al., 2002) , which we have confirmed in our lab (data not shown). YNL274C shows no strong localization, but its sequence contains a hydroxyacid dehydrogenase domain targeting NAD (Mulder, et al., 2005) , supporting our predicted role in cellular respiration.
Our predicted meiotic cell cycle group is centered on MMS4, which is a meiotic and mitotic gene involved in recombination and DNA repair (Xiao, et al., 1998) . YML037C shows a strong colocalization with clathrin coated vesicles (Huh, et al., 2003) , appears to behave as a transcriptional activator (Titz, et al., 2006) , and may be a substrate of the DBF2-MOB1 mitotic exit regulation complex (Mah, et al., 2005) . These characteristics point towards a potential mitotic or meiotic regulatory role for YML037C, in agreement with our prediction. YHR159W is thought to be a phosphorylation target of CDK1/CDC28, showing cell cycle regulation peaking in G1 (Ubersax, et al., 2003) ; tests in our lab have shown that a heterozygous deletion mutant appears to be defective in tetrad formation during sporulation, a phenotype that we are currently investigating in more detail.
Discussion
Here, we present MEFIT, a methodology for the simultaneous analysis of multiple microarray data sets using Bayesian integration augmented by per-function analysis. MEFIT's integration improves upon the general predictive power of existing methods for discovery of pairwise functional relationships from diverse microarray data. Additionally, it produces a per-function analysis for biologists, providing predictions in the context of individual pathways or biological processes (which may also be specified initially by the biologist).
Two strengths of MEFIT lie in its scalability and interpretability. Naive Bayesian learning and inference are both computationally inexpensive, and analysis can be performed simultaneously for hundreds of data sets spanning thousands of conditions. Additionally, given a single new data set to integrate, no retraining need be performed -the conditional probabilities relevant to the new data can be learned independently of existing data. The statistics required for data set normalization are fairly standard, and learned network parameters are readily interpretable and visualizable as probability distributions over each data set and function.
As defined above, "functions" in this framework are simply gene lists defined by some prior method to be functionally related. These might consist of pathways or transcription factor modules specified by a biologist or of larger collections of genes; we have used groups of genes sharing annotations in the GO ontology (as well as performing initial validations with the MIPS hierarchy). This could easily be extended into other organisms, e.g. by using tissue types or cancer pathways in mammalian systems. MEFIT learns to predict novel functional relationships similar to those specified in its input sets.
The output of MEFIT is one naive Bayesian network per function; data set to function confidence values and per-function probabilities of gene pair functional relationships can be immediately derived from these learned networks. In other words, MEFIT produces one genetic interaction network per function in addition to a global interaction network; if desired, by interpreting pairwise probabilities as similarity scores, these predictions can be further visualized (e.g. as per-function clusters). Since functional relationships are frequently specific to individual biological processes (such as STE7/FUS3 interaction during pheromone response versus STE7/KSS1 interaction during nutrient limitation (Madhani and Fink, 1997; Ptashne and Gann, 2003) ), this provides a biological perspective that is both more realistic and, by compartmentalizing interactions, more manageable.
We have made our test predictions available at the MEFIT web site (http://function.princeton.edu/mefit/) along with a collection of predictions for the entire S. cerevisiae genome constructed by training on all known data and evaluating all gene pairs (including unknowns). This site includes an interface for browsing these predictions and the large collection of microarray data sets used to generate them. We expect that this microarray integration methodology will be useful in the context of heterogeneous data integration tools, where it can provide more informative preprocessing of coexpression data. We have already established substantial biological evidence for several of MEFIT's predictions, and we hope that it will provide a useful tool for guiding future laboratory and high throughput experiments. 
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Areas under sensitivity/specificity curves (AUCs) for a selection of biological functions extracted from GO, ordered from most to least improvement and evenly spanning MEFIT's performance range. MEFIT showed an AUC increase of 5% or more over all other integration techniques in 54 of the 110 functions evaluated; AUC decreased by 5% or more in only two functions. AUC values range from random at 0.5 to optimal at 1.0. We measured performance for the CONCATENATION, Z-SCORE, LLS, BAYESIAN, and MEFIT integration techniques; results for all GO terms in our answer set appear in Supplemental Table 4.
Figure 3: Global integration performance A comparison of the five global integration methods. A log scale inset is shown to emphasize the high precision area of biological interest; the minimum recall is limited to a minimum of 100 positive predictions to avoid noise. Performance is shown using the log-likelihood score LLS=log2(TP·N/FP/P) for P total positive pairs, N total negative pairs, and TP and FP the number of true and false positives at a particular sensitivity threshold. Brighter cells indicate a higher average posterior probability of functional relationship given input from a particular microarray data set in a particular biological function. These are calculated from networks averaged over a five-fold cross validation and are small due to the volume of microarray data employed (the maximum average difference for permuted data is ~0.005). Data sets and ontology terms have been clustered to visually show similarities in predictive power. The three colored clusters (amine metabolism in red, meiosis in green, and ribosomal in blue) represent interesting predictions discussed in the text. The heat map was generating using TIGR MeV (Saeed, et al., 2003) .
