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ABSTRACT
The production of an electroweak single top quark produced in association with a
Z boson is studied using 139fb 1 of proton-proton collision data collected by the
ATLAS experiment at the LHC over the period from 2015 to 2018, at a center-of-
mass energy of
p
s = 13 TeV. This search is performed in the three lepton channel in
which the Z boson decays leptonically and top quark decays semi-leptonically. Events
are analyzed from a final state that contains three high-pT electrons and/or muons,
two or three jets (one identified as coming from a b-quark), and substantial missing
transverse energy. Major irreducible backgrounds come from WZ diboson and tt¯V
+ tt¯H + tWZ, with reducible backgrounds from tt¯ + X and Z + jets events. A
gradient boosting algorithm is trained and applied in order to separate signal and
background distributions, with a binned likelihood fit applied to the discriminant
produced by the algorithm. From this fit the null-hypothesis significance and cross-
section measurement are extracted. The observed(expected) significance is 9.0(9.1) 
with an extracted cross-section of  tZq = 770 ± 108 (statistical) ± 53 (systematic)
fb. This cross-section is compatible with prediction and therefore this measurement
clears the threshold to declare discovery of tZq production.
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CHAPTER1
Introduction
1.1 Current state of hadron collider physics
2018 marks the end of run 2 of the LHC, a time of superlatives in the hadron physics
world: there is now available the most collision data ever at the highest energy ever
using the biggest machine ever built. Over a century after the discovery of the elec-
tron, and at a dozen orders of magnitude more energetic than the first laboratory
particle physics experiments, there have never been more eyes and brains pointed
towards the future of high energy physics.
Over this time there have been countless theories and experiments, but no single
unified model can hold a candle to the success of the Standard Model. Capable of
accurate predictions of nearly every known subatomic particle and interaction up
to currently attainable energy scales, the Standard Model can be considered one of
the most successful theories in physics, and is an amalgamation of all consistent and
verified theory to date1. However, despite its unprecedented success, it does not offer
solutions for every phenomenon observed in nature, and therefore is under continual
cross examination and evaluation until such a time as it can be reconciled with that
which it can not explain. Whether it be the origin of matter, the composition of dark
matter, or the apparent disconnect between gravity and the other fundamental forces,
there remains much to be understood before the Standard Model can be declared
complete.
One unbounded avenue for exploration is the high-energy frontier. Higher available
energies allow for more massive and exotic particles to be created and decay, gener-
1Except for gravity.
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ating characteristic signatures that can be isolated and identified in detectors. The
most massive fundamental particle yet known is the top quark, a sort of obese cousin
of the primary constituent of the proton, the up quark.
Due to its incredible mass and minuscule lifetime, the top quark was predicted for
many years but only recently discovered. This occurred in 1995, jointly by the D0
and CDF collaborations, at the world’s first TeV scale collider, Fermilab’s Tevatron.
Even then, while enough to discover the top quark, the environment was not en-
ergetic enough to produce sufficiently copious numbers of top quarks for advanced
measurements.
The solution to this, in operation for over 10 years now, is the Large Hadron Collider
(LHC) at CERN. The LHC is designed for, and currently operating at, nearly an
order of magnitude higher center-of-mass energy than the Tevatron, and produces an
abundance of top quarks. With this plethora of top quarks to analyze, more exotic
behavior of the top quark and its interactions can be investigated; already discovered
and measured at the LHC are the strongly produced pair of top and anti-top quarks,
weakly produced single top quarks, and pairs of top/anti-top quarks in association
with vector bosons.
Even with all this success, there remain many more predicted processes to discover.
One process that has not yet been discovered is the production of a weakly produced
single top quark in association with a massive vector boson, and that is the topic
of this thesis. Known in the configuration to be described in this thesis as the tZq
process, this production mode has access to features that are unavailable to the
previously discovered top quark processes, such as the tri-boson WWZ coupling.
Additionally, it also has access to features available to previously measured processes
that require finer precision, such as the coupling of the top quark to the Z boson.
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Finally, it constitutes the largest unmeasured background to future searches related to
rare top quark processes, such as the associated production of a top quark and a Higgs
boson. First evidence for tZq found in the 2015+2016 dataset by both the ATLAS
and CMS collaborations, this process has yet to be measured at the 5σ discovery
threshold.
1.2 Thesis overview
This thesis describes the ATLAS search for the tZq process, the Standard Model
predicted t-channel associated production of a single top quark and a Z boson. The
analysis was performed using
√
s = 13 TeV proton-proton collisions generated by the
LHC and observed by the ATLAS detector during nominal operation between 2015
and 2018, corresponding to 139fb−1 of integrated luminosity. This is all available
√
s = 13 TeV integrated luminosity available at the time of this writing, and all that
will be available until after a multi-year collider shutdown.
For this analysis, only the three lepton decay channel is considered; it is required that
both the W boson from the top quark and the associated Z boson decay leptonically.
This, in combination with a t-channel configuration, leads to a minimum final state
particle list of three leptons, one b-jet, one light jet, and EmissT . All of these will be
described in detail in section 4.3.
The previous results of this analysis, of which this author was a primary analyzer,
have been published in [42], using only data from 2015 and 2016. An updated paper
with the full run 2 2015-2018 dataset is in the process of development at the time of
this writing. The 2015+2016 study found a cross-section that is in agreement with
prediction and an observed null-hypothesis significance of 4.2σ.
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The remainder of this thesis is structured as follows:
• Chapter 2 gives an overview of the theory required to understand this analysis.
It includes an overview of the Standard Model in 2.1, physics in hadron colliers
in 2.2, and prediction tools required to interpret results in 2.3. The final section,
section 2.4, is focused specifically on top quark physics.
• Chapter 3 describes the experimental apparatus used to generate the data under
study. It briefly covers the mechanical workings of the Large Hadron Collider
(LHC) in 3.1 and the ATLAS detector in 3.2.
• Chapter 4 is the bulk description of this analysis. It begins in section 4.1 with a
description of the motivation and analysis strategy specific to the tZq trilepton
analysis. Following this, section 4.2 describes the data and monte-carlo samples
used in the analysis. The object definitions used for the analysis are found in
section 4.3, and the signal region event selection and background modeling are
found in sections 4.4 and 4.5. Systematic uncertainties, an integral component
in assigning an accurate error to any measurement, are discussed in section
4.6. With the signal and backgrounds now modeled and selected, a gradient
boosting algorithm is used to create a final discriminant with which to perform
a binned-likelihood fit between data and simulation. The gradient boosting
algorithm is described in 4.7 while the binned-likelihood fit is in 4.8.
• Chapter 5 is the conclusion describing the results of the entire analysis.
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CHAPTER2
Theoretical Considerations
2.1 The Standard Model
The physical model describing observed behavior at the femtometer scale is known as
the Standard Model (SM), and is the amalgamation of all validated theory present at
the subatomic scale. This model is self consistent and explains much of the matter and
interaction that is observed in the universe, although remains incomplete and unable
to explain every observed phenomenon 1 . Some examples of phenomena missing from
the SM include but are not limited to: neutrino oscillations, dark matter and energy,
and matter-antimatter asymmetry.
Through observation and experiment it is known that there are four fundamental
interaction types (forces) in the universe: the strong, weak, electromagnetic, and
gravitational forces2. Each force operates on a different range and with different
strengths. The strong and weak forces have very limited range and dominate only on
the level of subatomic interactions, while gravity and the electromagnetic force have
infinite range. Despite its name, the weak force is not the weakest force; it is stronger
than gravity but is indeed weaker than the electromagnetic and strong forces, below
an energy range of ∼60-70 GeV.
The SM accounts for the strong, weak, and electromagnetic forces; gravity is de-
scribed separately by the theory of general relativity and unincorporated into the
SM3. Despite its exclusion from the SM, it appears that gravity can be successfully
1So far.
2One may reasonably also consider the Standard Model Higgs interactions as a wholly separate
fifth fundamental force, as it is not really well bundled into any of the others.
3Nobody has yet managed to make the two models mathematically consistent.
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ignored at the femtometer scale due to its considerable difference in effective strength
from the other forces.
A living model, the SM is constantly under experimental evaluation; it is known that
the SM is incomplete as it lacks descriptions for many known phenomena, and at
some point experiments must reveal shortcomings. However, thus far, experiments
have shown very good agreement between what is predicted by the SM and what is
observed through experiment.
The SM can be described currently by 17 fundamental particles, broken into two
groups: half-integer spin fermions, and integer spin bosons. Fermions comprise the
massive matter in the universe, while the spin-1 (vector) bosons act as the mediators of
interaction between particles and the scalar (spin-0) Higgs boson acts as the mediator
of the Higgs interaction. An illustration of these particles with their mass, charge,
and spin is available in figure 2.1.
The SM is a gauge theory of quantum fields, a mathematical framework combining
classical field theory, special relativity, and quantum mechanics. As such, all of the
fundamental objects are quantum fields that are defined at all points in spacetime.
It utilizes a Lagrangian in order to describe the dynamics of the quantum state and
fundamental fields, and this Lagrangian is invariant under the SU(3)C × SU(2)L ×
U(1)γ symmetry group [84]. The strong interaction is represented by the SU(3)C
group while the unified electroweak interaction is represented by the SU(2)L×U(1)γ
group.
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Figure 2.1: Particles of the Standard Model [81]
2.1.1 Fermions
There are 12 spin-1
2
fermions in the SM: 6 quarks and 6 leptons. Each of those 6 are
split into 3 pairs, or generations, and each generation represents an increase in mass of
otherwise similar particles (as well as some differing quantum numbers). The lightest
and most stable particles occupy the first generations, while the heavier particles
quickly decay into their lighter counterparts with lifetimes of 10−8 to 10−13 seconds
(with the exception of the top quark, to be elaborated upon in 2.4). Each particle
also has its corresponding anti-particle, with opposite signs on all charges (such as
electric charge and quantum number) but identical mass.
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Quarks Quarks are the constituent matter of all hadrons whether they be common
quark-antiquark mesons or three-quark baryons, or exotic four-quark tetraquarks or
(recently discovered) five-quark pentaquarks [47]. Each generation of quark contains
one quark of charge +2/3e (up-type) and one quark of charge -1/3e (down-type). The
quarks are (up-type followed by down-type): up (u) and down (d); charm (c) and
strange (s); and top (t) and bottom (b). Each generation is similar to the others,
only differing by their flavor quantum number (one unique value for each quark)
and mass; their interactions are all identical. Not-so-coincidentally, the three most
massive quarks were discovered in ascending order of mass4. The masses of quarks
vary dramatically, with the top quark being nearly five orders of magnitude more
massive than the up quark.
Beyond electric charge, quarks also carry a charge known as color, of which there
are three possible values: ”red”, ”blue”, and ”green”5. Color is the charge through
which the strong force interacts, and is unique to quarks and their force carrier,
the gluon (see 2.1.2); the theory defining these interactions is known as quantum
chromodynamics (QCD), and its characteristic coupling strength is αs. The values
of colors are arbitrary and have nothing to do with the classical sense of color, but
the mechanics underlying them represent true quantum numbers and is conserved.
Colors have corresponding anti-colors; the combination of a color and its anti-color is
colorless, as is the combination of all three colors.
Due to a phenomenon known as color confinement, quarks are never directly observed
or found in isolation; they can only be found within the hadrons that they bind
through the strong force to create. They are the only elementary particles in the
4It is a little hazy to define the discovery of the up, down, and strange as in this order, as their
existence and behavior were known before they were understood in the context of being ”quarks”
and well before the inception of the modern Standard Model.
5Not yellow, because of Hollywood.
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SM that experience all four6 fundamental forces, as well as the only particles without
electric charge in integer multiples of the elementary charge e.
In the SM, a quark of one flavor can transform into a quark of another flavor only
through the weak interaction; an up-type quark can change into any down-type quark
and vice versa via the emission of aW± boson (see the following section for more about
the W boson). The transformation of an up-type quark to another up-type quark of
another generation (and vice versa for down-type) is known as flavor-changing neutral
current (FCNC) and is not allowed under tree-level perturbation theory, which is
introduced in section 2.3.
SM quarks strongly prefer to transform into another quark of their same generation;
these transformation probabilities scale with the couplings in the Cabibbo-Kobayashi-
Maskawa (CKM) matrix [96, p. 67.7]:
VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb
 (2.1)
VCKM =

0.97420± 0.00021 0.2243± 0.0005 (3.94± 0.36)× 10−3
0.218± 0.004 0.997± 0.017 (42.2± 0.8)× 10−3
(8.1± 0.5)× 10−3 (39.4± 2.3)× 10−3 1.019± 0.025
 (2.2)
While first two generation quarks have a reasonably strong coupling for inter-generational
mixing as seen in Vus and Vcd, the third generation has a very weak coupling to any
other generation (see the small values of Vub, Vcb, Vtd, and Vts). This means that
nearly every t decays to a b; in fact it is often assumed that the branching ratio
t→ Wb is 100% [96, p. 67.7].
6Or five, if you include the Higgs interaction.
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As the b couples very weakly to the other generations, but does not have sufficient
mass to decay to a t and therefore must decay to one of the first two generations,
it and its hadrons decay relatively slowly, on the order of 10−12 seconds [96]. This
characteristic can be exploited in detectors by searching for a secondary vertex beyond
the initial collision location. This process is called b-tagging, and is a very important
tool for identifying top quarks.
Leptons Unlike quarks, leptons do not experience the strong force and do not bind
together into compound particles similar to hadrons; they are able to be observed
directly in nature, in isolation. Each generation of lepton contains one lepton of
charge -e and one chargeless neutrino of the corresponding flavor. Each lepton has a
corresponding anti-particle. The leptons are (charged lepton followed by neutrino):
the electron (e) and electron-neutrino (νe); the muon (µ) and muon-neutrino (νµ); and
tau (τ) and tau-neutrino ντ . Similar to quarks, each generation is identical other than
their lepton number which is conserved under the Standard Model7, similar to the
quark quantum numbers; however, while quark flavor can be violated through weak
interactions, lepton flavor is conserved in the distance scales accessible to laboratory
sized experiments8.
2.1.2 Bosons
The remaining five particles in the SM are comprised of four vector type (spin-1)
bosons and one scalar type (spin-0) boson. The vector bosons act as the mediators
for the strong, weak, and electromagnetic forces; the scalar boson is the Higgs boson
7Neutrinos are known to oscillate between their flavors, but this behavior is yet unmodeled in
the Standard Model; this is a clear sign that there is physics beyond the SM.
8This lepton flavor can be changed through neutrino oscillations, but these occur over a distance
scale much larger than that available at the LHC.
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and is responsible for generating the mass of quarks, charged leptons, and the W
and Z bosons9. Three of the vector bosons comprise the weak and electromagnetic
mediators10: the massive W and Z bosons, and the massless photon γ. The remaining
vector type bosons are the 8 massless gluons, the mediators of the strong force; often
represented as simply the ”gluon”, there are 8 color variants corresponding to the
octet of SU(3)c. A depiction of the elementary particles and their interactions with
each other can be found in figure 2.2.
Figure 2.2: Summary of the interactions of the Standard Model [86]. Connecting
lines represent the capability of particles to interact.
Electroweak symmetry breaking and the Higgs mechanism While the γ,
W, and Z bosons have all been experimentally observed and have had their masses
measured, it is nontrivial to connect them to the formalism of the SM. At the high
energies found at what is called the electroweak scale, ΛEW ' 100 GeV, the electro-
magnetic and weak forces can be described by the single theoretical model known
as the Glashow-Weinberg-Salam [69] (GWS) model. The GWS is described by the
9The Higgs is not responsible for generating the mass of all particles. For example, the vast
majority of the mass of baryons is due to QCD binding energy.
10Together known theoretically as the electroweak mediators.
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SU(2)L × U(1) group and generates four massless gauge bosons. However, these
massless gauge bosons are at odds with the (quite substantial) measured mass of the
W (80.363 ± 0.020 GeV) and Z (91.1876 ± 0.0021 GeV) [96] bosons. In order to
connect these four massless gauge bosons to the experimentally observed massless γ,
massive W±, and massive Z0 bosons, the Higgs mechanism is employed.
The Higgs mechanism in the SM introduces the Higgs field φ, a complex doublet
scalar (i.e. spinless) field. On the scale of ΛEW , the Higgs field is functionally inert,
but below some threshold the field undergoes spontaneous symmetry breaking and
acquires a nonzero vacuum expectation value (VEV). An immediate consequence of
this spontaneous symmetry breaking is the appearance of the Higgs boson H, the
fundamental particle that interacts with the EW vector bosons, charged leptons, and
quarks. This is the most recently experimentally verified fundamental particle, having
first been observed by both the ATLAS [49] and CMS [51] collaborations in 2012.
Besides the introduction of the Higgs boson, the massless electroweak bosons from
the SU(2)L × U(1) group become the observed massless electromagnetic mediator γ
and the massive weak mediators W+, W−, and Z0. Additionally, quarks and charged
leptons can interact with H and acquire mass from its VEV11. The Higgs-fermion
couplings are called Yukawa couplings, after Hideki Yukawa, who first wrote down
such interactions. In the SM, the Yukawa coupling strength is proportional to the
mass of the fermion; the more massive fermions, such as the top quark, are expected
to have the largest coupling to the Higgs field. In fact, the t is the only quark with a
Yukawa coupling to the H on the order of unity; the top quark Yukawa coupling has
a value of Γt =
√
2mt/v ' 1, where v = 246 GeV is the Higgs VEV. This gives the
top quark a special part to play in the SM and many of its extensions [96, p. 67.1];
11Neutrinos are the only fundamental fermions that do not interact with the Higgs field to acquire
mass, the exact mechanism for giving neutrinos mass is not handled in the SM.
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2.2 Hadron Collider Physics
The purpose of the LHC machine is to deliver very high energy scattering events with
a large luminosity (collision concentration, defined in 3.1). To this end, generating
proton-proton collisions was decided to be the primary function of the collider12.
Protons are a member of a class of particles as hadrons13, more specifically baryons,
which are hadrons with three valence quarks.
Experimental considerations When designing a particle collider, there are a few
major factors that impact the choice of collision material: particle mass, stability
and accessibility, and substructure. Additionally, economic factors are a continuous
concern; the experiment with the best possible performance given technology avail-
able is nearly always economically impossible. A detailed consideration of the ideal
properties for a supercollider can be found in [59].
For a synchrotron (a looped storage ring for charged particles) such as the LHC, there
is an effect known as synchrotron radiation that causes radiative losses in energy
that are inversely proportional to the mass of the charged particle. Specifically, the
power lost due to synchrotron radiation decreases with particle mass to the fourth
power. The proton has a mass of ∼2000 times more than electron, so the LHC is
capable of having a center-of-mass energy ∼70 times higher than the Large Electron-
Positron collider (LEP), the electron-positron collider that previously inhabited the
same tunnel. Therefore, more massive synchrotron particles lower the upkeep and
allow for higher energy collisions in the same radius ring14; the limit for the LHC is
12One month a year, heavy ions such as lead or gold are used in place of one or both proton beams;
they are a mix of protons and neutrons bound together with the strong force.
13Origin of ”hadron” is greek and means stout or thick.
14Which was re-used for economic purposes.
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not due to synchrotron radiation loss, rather the magnetic field strength and cooling.
One solution to the mass problem would be to use muons instead of electrons in a
µ+µ− collider. Despite the value of muons as fundamental particles, both the lack
of stability and difficulty of large scale production appear to prevent this from being
a viable option. Muons have a lifetime of 2.2µs, which means both that they are
not found conveniently available in nature and they can not easily be maintained
in a stable beam for long enough to provide adequate luminosity for high precision
studies.
The difficulty of sourcing collision material is also a part of the reason why anti-
protons are not used in the LHC, despite their use in the Tevatron; even though
they are stable and do not decay, they are highly reactive with the environment and
therefore not available in nature. However, this is not the sole reason that the LHC
is not a proton-antiproton collider. Additional considerations against anti-protons
include: the reduced value of valence quark-antiquark collisions at LHC energies (due
to the dominance of gluon-gluon fusion) and inability to collide heavy ions in a single
storage ring with a single magnetic field.
The final experimental consideration detailed, substructure, is only a consequence
when using compound particles such as protons as a collision material. When using
elementary particles such as electrons or muons in a synchrotron, there is no substruc-
ture to consider15. The protonic substructure is of continuous consideration during
analysis of collision data at the LHC.
Proton substructure As mentioned, in the case of the LHC, protons are the
primary collision material. Therefore, they come with the baggage tied to being a
15Interestingly enough, in a linear collider, there is a sort of pseudo-substructure concern with even
elementary particles due to an effect dubbed ”beamsstrahlung”, due to radiated collinear photons.
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compound particle. Commonly described as having only three quarks, protons in
reality have three valence quarks: two ups and a down (uud). Only revealed in high
energy interactions, they also contain a ”sea” of virtual quark-antiquark pairs and
gluons.
At low energies, a pair of protons will interact through the long-distance electromag-
netic force, and scatter elastically. At higher energies, the electromagnetic force is
unable to repel the protons sufficiently to prevent interactions between the individual
valence quarks in each proton. At the highest energies achievable in a laboratory,
those currently available in the LHC, there are even more possible interactions within
the protons as additional substructure is revealed past the valence quarks. These
highest energy interactions are called hard scattering events and are between specific
partons, or substructure components, of each proton.
The behavior of the partonic substructure of the proton is described by parton
distribution functions (PDFs). These PDFs provide a probability density to find
the parton with some fractional momentum of the proton at a given energy scale16.
Unfortunately, PDFs are impossible to compute through perturbative QCD as they
depend on ”soft” processes that determine the substructure of the proton as a bound
state of quarks and gluons [84, pg.555], and so they must be evaluated through
experiment.
The most common method of PDF evaluation is deep inelastic scattering (DIS),
where an electron of sufficient energy interacts with a parton within a proton and
ejects the parton in a manner that cannot be balanced with subsequent soft pro-
16It might be easiest to think of as quantum marbles (partons) bouncing around in a bag (the
proton), each of which with some fraction of the overall momentum of the bag as it zips through
space; their momentum can be measured by poking them with a stick (electrons, usually) and
watching how it reacts.
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PDF Order αs
NNPDF2.3 NLO 0.118
NNPDF3.0 NLO 0.118
NNPDF3.0 nlo as 0118 nf 6 NLO 0.118
Table 2.1: List of PDF sets used in the tZq trilepton analysis, with their values of
αs(mZ).
cesses. This DIS process is relatively low energy in comparison to LHC interactions
so the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) [8, 57, 72] QCD evolu-
tion equations are employed to extrapolate from the low energy measurements to the
high energy predictions. The DGLAP evolution equations are depend on the choice
of αs and only perform well for massless partons; other methods are required for
massive partons. This comes back as the driving force behind section 2.4.2.
For the samples described in 4.2, the PDF sets used are seen in 2.1.
2.3 Prediction Tools
There are many mathematical tools and techniques that are needed in order to create
theoretical predictions from quantum field theories such as the SM. In the following
section they will be briefly introduced in order to define much of the jargon used
throughout this thesis.
Perturbation theory Perturbation theory is a technique for describing a compli-
cated system in terms of a simpler one. By applying small ”perturbing” Hamiltonians
to a simple and exactly solved initial Hamiltonian, an approximation can be made for
the new system. As long as the perturbation is small, the mathematical description
of the new system is considered a good approximation of its true form. Leading or
16
lowest order (LO) calculations are to the first order of perturbation theory; they can
be extended to next-to-leading order (NLO), next-to-next-to-leading order (NNLO),
and beyond by calculating to higher orders (powers) of αs.
For quantum theories such as quantum chromodynamics (QCD) and quantum elec-
trodynamics (QED), each higher level of perturbation theory involves an additional
power of the structure constant associated with the interaction involved.fthe mea-
sure Despite the name implying otherwise, these constants are not in fact con-
stant. For QED, the fine-structure constant α increases with energy scale from
a value of α(0) ≈ 1
137
, approaching an effective α(mZ) ≈ 1127 . For QCD, the
coupling αs decreases logarithmically with energy scale, a phenomenon known as
asymptotic freedom. Difficult to measure at low energies, αs approaches a value of
αs(mZ) ≈ 0.1181 [96, p. 1.1].
As α is very small, higher orders of QED calculations converge very quickly and are
not often required past NLO corrections. At LHC scale energies, this is true as well
for αs. However, due to the self interaction of the gluon increasing the number of
diagrams to be evaluated, this can become computationally exhaustive; higher orders
in perturbation theory become exponentially more difficult to calculate. As a result,
simulations will often be generated at LO but rescaled to a NLO cross section.
Feynman diagrams for amplitudes The mathematical expressions for calcu-
lating the probability of a subatomic process can be very complex and difficult to
handle intuitively. In order to simplify their organization, a pictorial representation
of these expressions was developed by Richard Feynman and are known as Feynman
diagrams. These Feynman diagrams represent perturbative contributions to the
amplitude of a quantum transition between an initial and final state. Lowest order
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Feynman diagrams are known as lowest, leading order (LO), or ”tree-level” diagrams.
An example of one of these LO diagrams is found in 2.3a.
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Figure 2.3: Feynman diagrams. The left diagram is the classic Drell-Yan process [58]
for the annihilation of a quark-antiquark pair into the creation of a pair of same
flavor opposite sign leptons. The right diagram is an example of a photon creating an
electron-positron pair which then annihilate. This vacuum polarization diagram is one
of three one-loop diagrams related to renormalization in quantum electrodynamics.
By summing all possible diagrams for a given order or perturbation theory, the final
probability of this quantum transition can be calculated. However, as with more
general perturbation theory, diagrams are often only calculated to a few orders due
to the exponential grown in complexity. For more about Feynman diagrams, see [84,
Ch.3].
Renormalization Due to infinities that can occur during the evaluation of Feyn-
man diagrams involving virtual particle loops, such as seen in figure 2.3b, a technique
known as renormalization was devised. Renormalization stems from the realiza-
tion that in order to remove these infinities, physical ”constants” such as masses and
couplings could be re-defined as ”bare” constants that do not take into account the
contribution of virtual particle loops within themselves. The infinities that occur
can be successfully removed by absorbing them in a redefinition (rescaling) of these
quantities. This redefinition removes the infinities of the virtual particle loops but
comes with the introduction of a new free parameter: the renormalization scale
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or simply energy scale. Once this is done, the evaluation of these masses and cou-
plings at other energy scales is carried out by using the so-called renormalization
group equations.
Scale choices Often the energy scale is chosen to be very near the energy level
of the quantum process involved, but this is not a strict requirement. The scale
chosen is optimized to minimize the effect of uncalculated (and unknown) higher
order corrections. Due to the relatively arbitrary choice energy scale, the chosen
value is a relevant source of systematic uncertainty for any theoretical prediction.
2.4 Top Quarks
The top quark was first observed jointly by the D0 and CDF collaborations on the
Tevatron at Fermilab in 1995 [50, 87]. The most massive fundamental particle in the
SM, the top quark (t) is the up-type third generation quark. While the interaction
properties are in line with other SM quarks, the mass of the top quark, much like all
other fermions, is not predicted by the SM and is entirely determined by experimental
results. It has electric charge Q = 2
3
, a mass of 173.3 GeV/c2, and a decay width
Γt(αs(MZ) = 0.118) = 1.35 GeV/c
2 which corresponds to an average lifetime of
τt ≈ 0.5× 10−24 s [96].
2.4.1 Top Quark Decay
As mentioned in 2.1.1, the top quark decays almost always through the t → Wb
process. Being the only quark with a mass larger than the W , it can decay into
an on-shell W ; this is directly responsible for the short lifetime of the quark. This
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lifetime is actually smaller than the timescale on which the strong force acts to create
hadrons, Λ−1QCD ≈ 10−23s [31], which causes the t to decay before it has a chance to
form any top flavored hadrons or tt¯ quarkonium bound states. As the top quark is the
only quark to have this property, it is also the only quark that is able to be studied
while retaining its original spin information.
Also related to this incredibly short lifetime (but far from unique), the top quark
always decays before interacting with detector components, and must be observed
through the results of its t → Wb decay. The resulting W boson similarly does not
live long enough to be detected directly, and can decay either hadronically, into a
quark-antiquark pair, or leptonically, into a charged lepton and a neutrino; these can
be directly detected17. Due to the relatively long life of it and its hadrons, the bottom
quark is most often identified as a displaced jet from the central decay vertex, known
as a b-jet18. Together they will reconstruct the invariant mass of the top quark from
whence they came.
2.4.2 Top Quark Production
While the decay of the top quark is relatively simple, in that it does not hadronize and
almost always decays to a W boson and bottom quark, producing the quark in the
first place is more complicated. There are two major modes of top quark production
in the pp collisions in the LHC: strong pair production of one top and one anti-top
quark (tt¯), and weak single production of a top or anti-top quark. The strong tt¯ pair
production mode is the dominant mode; despite the increased energy requirement
for producing two top quarks, the relative strength of the strong force over the weak
17Except for the neutrino, which is identified through a systemic missing amount of transverse
energy.
18The displacement of a 50 GeV b-jet from the central vertex is around 5mm.
20
Process σ√s=13TeV [pb]
tt¯ 818 ± 36
tt-chan 247 ± 46
Wt 94 ± 25
ts-chan∗ 10.3 ± 0.4
tt¯Z 0.95± 0.13
tt¯W 0.87± 0.19
tZq 0.62± 0.23
Table 2.2: Summary of some ATLAS measured top quark process cross sections at√
s = 13 TeV [92, 83]. Values marked with a * have not yet been measured at
√
s = 13
TeV and display a theoretical cross section.
force overcomes the difference; the ratio of the
√
s = 13 TeV cross-sections for tt¯ and
(t + t¯) is ≈ 3. A table summarizing the cross sections for some top quark processes
is found in table 2.2
Strong pair production
Both the most straightforward and the most dominant contributor of top quarks, tt¯
production at the LHC is primarily through gluon fusion. Quark-antiquark annihila-
tion supplements gluon fusion, but due to the lack of any antimatter valence quarks
in pp collisions, it is less prevalent than in a pp¯ collider such as the Tevatron. The
theoretical cross section for LHC tt¯ production at
√
s = 13 TeV is σtt¯ = 831.8
+19.8+35.1
−29.2−35.1
pb at NNLO+NNLL accuracy, with the first uncertainty from scale dependence and
the second from PDFs [96, p. 67.1]. This includes all of the LO channels seen in
figure 2.4, but also NLO and NNLO diagrams. The summary of tt¯ cross-sections
previously measured by ATLAS and CMS can be found in figure 2.5.
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Figure 2.4: Feynman diagrams of the LO tt¯ production modes. (a)-(c) are gluon
fusion processes, while (d) shows production via qq¯ annihilation.
Electroweak single production
While the energy required to create a single top quark is as little as half of that of
a tt¯ system, it is suppressed at lower energies due to the relative weakness of the
electroweak interaction required to transform another quark into a t. Additionally, in
contrast with tt¯ production, the LO single top production diagrams all have different
final state particles and are studied separately for their different resulting properties.
The three LO diagrams can be seen in fig 2.6.
At LHC energies, the t-channel production is dominant, followed by the Wt-channel,
with the s-channel being the weakest. The expected cross section for t-channel pro-
duction at the LHC is three times the other two channels combined [96, p. 67.12].
The relative predicted and measured cross sections of these channels can be found in
figure 2.7.
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Figure 2.5:
√
s = 13 TeV theoretical and experimental cross section results for tt¯,
with both ATLAS and CMS data [94].
Electroweak single production in association with a Z boson
By moving to NLO electroweak predictions, there can be added to the single top
processes the radiation of a Z boson. tZq is defined for the scope of this thesis to be
the process where an extra Z boson is radiated in t-channel single top production, as
opposed to radiating through the Wt-channel or s-channel processes. The Z boson
can be radiated from any of the four quark lines, or from the W boson exchanged in
the t-channel, as seen in 2.8.
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Figure 2.6: Feynman diagrams of the LO electroweak single top production modes.
Diagram (a) demonstrates t-channel production in the 5FS, diagram (b) is the Wt-
channel, and diagram (c) is the s-channel.
When comparing tZq to tt¯Z, the fewer final state particles in the weak tZq process
makes up for the strong production of tt¯Z. This removes the advantage in rate that
would be found in the strong pair production, and results in a cross section for tZq
that is about the same as tt¯Z. This effect can be seen in figure 2.9.
Flavor schemes
Due to the assumption of masslessness in DGLAP evolution for PDF calculation,
generating predictions for events with a b quark in the initial state runs into a com-
plication. As the b quark is quite massive at 4.18 GeV [96], it is possible that the
PDF requirement of masslessness is invalid19.
19The c quark can also considered to be massive, but with a much smaller effect.
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Figure 2.7: Theoretical and experimental cross section results for the three single top
quark channels, with both ATLAS and CMS data [94].
To account for this, there are two methods used for of event generation for tZq
events with an initial state b quark: the four-flavor scheme (4FS) and five-flavor
scheme (5FS). These schemes refer to the number possible initial state quarks in the
description of the Feynman diagrams available for matrix calculation20: 4FS has only
u, d, c, and s; the 5FS includes b as well. An example of the 4FS vs. 5FS can be seen
in fig 2.10.
In the 5FS, special treatment must be applied to account for the mass of the b
quark, the performance of which is evaluated in ref [6]. The resulting cross-section
for the process then depends implicitly on the b quark mass, which has a value of
mb(mZ) = 2.85± 0.32 [1].
To bypass the PDF problem of mb 6= 0 entirely, the 4FS systematically replaces
20They also adjust the underlying QCD calculations through their contributions in the running
value of αs.
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Figure 2.8: Feynman graphs to calculate the lowest order amplitudes of the tZq
process. Graph (f) contains φ, an unphysical Higgs field. Graph (g) is calculated at
one order higher in EW, allowing for the potential of an off-shell l+l− pair. This is
technically not the tZq process but is included in the cross-section calculation and is
treated as tZq for the purposes of this analysis.
the initial state b quark with gluon splitting into a bb¯ pair. By removing the initial
state b quark, the factor of mb is moved into the matrix elements of the cross-section
calculation where it can be explicitly handled. However, this method has a few side
effects: it generates an additional soft b-jet and increases the scale dependence of the
matrix element for the 4FS due to the addition of an extra factor of αs
These effects are sort of a shifting of underlying effects into the direct matrix element
calculation, as the underlying soft b-jet will physically exist in either scheme and the
value of αs will be different due to an adjustment to the actual calculation of αs;
if everything is calculated correctly the effects should be negligible. In the limit of
perturbation theory, the two schemes are exactly identical when calculating the total
production cross-section.
In this thesis, all calculations are performed using the 4FS unless otherwise stated.
An overview of the experimental status of the tZq analysis will be found in 4.1.
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Figure 2.9: NLO inclusive cross sections for single and pair production of top quarks
with and without an accompanying Z boson [37]. Note (t+ t¯)+Z is similar to tt¯ + Z.
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Figure 2.10: Feynman diagrams of the tZ channel for the tZq process in the (a) 4FS
and (b) 5FS.
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CHAPTER3
The ATLAS Experiment on the Large Hadron Collider
The central purpose of high energy experimental physics is to put to test the theories
which attempt to describe the most fundamental aspects of the universe. Over time,
there have evolved more advanced techniques for probing smaller distances at higher
energy scales, but for the most part there exist the same two major experimental
components: a source of matter or energy to be studied, and a detector upon which
they and the results of their interactions can be resolved. By increasing the energy
and/or the luminosity of the source, rarer and more exotic events may be produced
and observed. But as a consequence, the output becomes both more crowded and
more energetic, requiring an apparatus of increasing scale and complexity with which
to resolve it. What once was as simple as cathode rays fluorescing the glass at the end
of a glass vacuum tube on a lab bench has evolved into a multi-billion dollar effort
with thousands of scientists working on the biggest and most complex machines ever
built. As of this writing, the most powerful collisions produced by mankind sit at a
center-of-mass energy of
√
s = 13 TeV, a far stretch from the handful of eV’s it takes
to eject electrons from a cathode.
3.1 LHC
The Large Hadron Collider (LHC), located at the European Organization for Nuclear
Research (CERN), is largest and most energetic particle collider ever constructed1,
currently operating at a record center-of-mass energy (
√
s) of 13 tera-electron-Volts
(TeV) for proton-proton (pp) collisions. The LHC is a pp collider for most of the year2,
1The LHC also happens to be the largest machine ever built.
2One month a year the LHC operates with heavy-ion collisions.
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and is housed in a 27 kilometer long tunnel buried between 45 and 170 meters below
the French-Swiss border just west of Geneva, Switzerland. It is the largest of multiple
storage ring accelerators at CERN, as seen in Figure 3.1, with the older and smaller
rings being used as boosters to inject new collision material into the LHC. Hydrogen
gas is ionized and accelerated sequentially through a linear accelerator (LINAC),
the Proton Synchrotron (PS), and then the Super Proton Synchrotron (SPS) before
finally being injected into the LHC as bunches at an energy of
√
s = 450 GeV. Once
in the LHC, the protons are then accelerated to their final collision energy.
Figure 3.1: The CERN Accelerator Complex [75]. The LHC is the large blue ring,
which is fed from its predecessor the Super Proton Synchrotron (SPS), shown in light
blue, in turn fed from its own predecessor the Proton Synchrotron (PS), in magenta.
The LHC first began beam operation in September 2008 [63], with the first data
collection period, known as Run 1, beginning in 2010 at an energy of
√
s = 7 TeV.
29
This was upgraded to
√
s = 8 TeV in 2012 (mid run) before Run 1 was finally
concluded in 2013. In 2015, Run 2 began with the pp energy increased to
√
s = 13
TeV and operated at this energy through its completion in late 2018. In this time,
the beam luminosity has also increased by an order of magnitude [2].
3.1.1 Design
Besides delivering a higher center-of-mass energy than any previous collider, the LHC
is also designed to deliver a higher luminosity, or rate of collisions, than alternative
designs3. In order to reach peak luminosities as high as L = 1034cm−2s−1, the LHC is a
particle-particle collider, rather than a particle-antiparticle collider. As a result, there
are two rings with counter-rotating beams, rather than having both beams sharing
the same magnetic field in a single ring. The formal definition of luminosity depends
only on beam parameters and can be written for a Gaussian beam distribution as:
L =
N2b nbfrevγr
4pinβ∗
F (3.1)
where Nb is the number of particles per bunch, nb the number of bunches per beam,
frev the revolution frequency, γr the relativistic gamma factor, n the normalized
transverse beam emittance, β∗ the beta function at the collision point, and F the
geometric luminosity reduction factor due to the crossing angle at the interaction
point due to the overlap of the colliding bunches.
The number of events generated per second is therefore:
3The canceled SSC was designed to operate at
√
s = 20 TeV, but with a lower luminosity than
the LHC
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Nevent = Lσevent (3.2)
where σevent is the cross section for the event under study. Details about the technical
specifications for the LHC can be found in Ref. [60].
Bunches in the LHC are up to 1011 protons at a bucket frequency frev of 40 MHz,
with a populated bucket frequency of 32 MHz. Design luminosity is 1034 cm−2s−1.
Pb-Pb luminosity at 5.5 TeV per nucleon pair at design lumi of 1027 cm−2s−1.
With an inelastic proton-proton cross-section of 80 mb, the LHC will produce a total
rate of 109 inelastic events per second at design luminosity. This corresponds to an
average number of simultaneous collisions, known as pileup, of 23 inelastic events per
bunch crossing.
3.1.2 Performance
The LHC has been delivering pp beam at
√
s = 13 TeV since late 2015 over four
periods of activity with shutdowns in between: in 2015, 4.2 fb−1; in 2016, 38.5 fb−1;
in 2017, 50.2 fb−1; and in 2018, 65.0 fb−1 [28]. In fig 3.2, the integrated luminosity
can be seen along with the amount recorded by ATLAS and the amount considered
qualified for physics analysis.
3.1.3 Experiments
There are seven detector experiments utilizing the LHC beam, roughly identified as
four main and three specialized experiments. The four main experiments are located
directly around each of the four interaction points along the LHC where the beams
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Figure 3.2: ATLAS integrated luminosity from 2015 to 2018[28].
cross paths and allow collisions. The specialized experiments are located nearby but
not directly directly around the interaction points. The main experiments are as
follows:
ATLAS (A Toroidal LHC ApparatuS) [39] is one of two general-purpose detectors
designed to handle the high energies and luminosity of collisions produced in the
LHC. Originally proposed as two different experiments for the LHC, ASCOT and
EAGLE [91], the detector design revolves around a relatively small central solenoid
with a very large outer toroidal magnet.
Since the first observation of the Higgs boson [49] alongside the CMS collaboration [51]
in 2012, the experimental focus of the ATLAS collaboration has been split amongst
multiple topics: precision measurements of heavy standard model processes involving
top quarks and Higgs bosons, the search for beyond-Standard-Model (BSM) physics
such as Supersymmetry and Higgs partners, and searches for exotic matter such as
dark matter or mini black holes.
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Figure 3.3: Theoretical and experimental cross section results for SM processes, with
ATLAS data for 7, 8, and 13 TeV [93]. Note t is distinctly split into t-chan, Wt, and
s-chan. On the furthest right, the tZq (displayed as tZj) result from the 2015+2016
dataset can be seen.
CMS (Compact Muon Solenoid) [44] is the second general-purpose detector on the
LHC. Using a substantially different design than ATLAS, CMS has a very large and
powerful central solenoid magnet with a much more compact outer muon spectrom-
eter. Capable of the same general range of sensitivity as ATLAS, the observations
of the two general-purpose detectors serve to compliment each other to inspire con-
fidence in their results, as demonstrated by the joint observation of the Higgs boson
in 2012.
ALICE (A Large Ion Collider Experiment) [4] relies on the one month a year that
the LHC collides lead ions instead of protons, which creates a pocket of sufficiently
high temperature and energy density to produce a quark-gluon plasma. The only
detector on the LHC utilizing a time projection chamber, ALICE seeks to study
the conditions believed to be immediately following the Big Bang, when quarks and
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gluons condensed into heavier particles.
LHCb (Large Hadron Collider beauty) [5] is the final main detector, and is specialized
to detect b-hadron decays. The main physics goals of the experiment are dominated
by the inspection of CP violating decays as well as flavor-changing neutral current
decays. However, despite being more specialized than the general-purpose detectors,
LHCb is capable of studies outside of the primary scope of its design, as exemplified
by the discovery of the pentaquark in 2015 [47].
The three specialized experiments are: TOTEM (TOTal Elastic and diffractive cross
section Measurement) [54], built across half a kilometer around the CMS interaction
point and designed to measure the total cross-section of proton-proton collisions;
LHCf (Large Hadron Collider forward) [52], built at two points 140 meters on either
side of ATLAS, aims to better understand cosmic radiation through the study of
pi0 mesons produced at a small angle with respect to the beam pipe; and MoEDAL
(Monopole and Exotics Detector At the LHC) [85], sharing a cavern with LHCb,
which is designed to search for evidence of new physics including magnetic monopoles
and massive pseudo-stable charged particles.
3.2 ATLAS
Roughly 100 meters below the surface, the ATLAS detector sits at interaction point
1 on the LHC. Weighing in at approximately 7000 tons, ATLAS stands 25 meters tall
and 44 meters long, with over 3000 miles of cables connecting thousands of compo-
nents. Designed as a multipurpose detector, ATLAS is wrapped entirely around the
beamline and constructed to cover as much of the solid angle as possible. Protons
collide in the very center of the detector, and the resulting particles have their energy,
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momentum, and charge measured by different sub-detector components.
Figure 3.4: Cut-away view of the ATLAS detector.
There are only a handful of directly detectable particle types that ATLAS is de-
signed to identify; despite evidence of the existence of many more particles, most
are too short lived to be directly detected. Charged hadrons, such as protons or
charged mesons, can be detected through a combination of inner detector tracking
and calorimeter deposits. Neutral hadrons, such as neutrons, can be identified due to
their deposits in calorimeters paired with missing curved tracking information from
the inner detector. The charged leptons, are identified through combining their inner
tracks with either electromagnetic calorimeter for electrons or muon spectrometer hits
for muons. Tau leptons are identified through their decays. Neutrinos4 are inferred
by summing all transverse momentum to determine a ”missing” energy, due to their
4Analogically to hadrons, neutrinos are neutral leptons.
35
low cross section for interaction with the detector. Bosons other than the photon
are only detectable through their decay products, and photons are detected through
their strong tendency to shower into electron-positron pairs upon collision with the
electromagnetic calorimeter (described in section 3.2.4). See figure 3.5 for a helpful
illustration of the detectable particle types.
Figure 3.5: Depiction of the detectable particles upon a cross section of the ATLAS
detector.
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3.2.1 Coordinate system
The ATLAS coordinate system has its origin at the nominal interaction point, with
the z-axis pointed along the beamline. The x-y plane is transverse to the beam
direction, with the positive x-axis pointing towards the center of the LHC ring and
the positive y-axis defined as pointing upwards. The azimuthal φ is defined with
standard right-handed orientation along the z-axis, and the polar angle θ is the angle
from the beam axis. See figure 3.6 for an illustration of these coordinates.
However, due to the relativistic nature of measured particles, θ is not often considered
a truly useful dimension for performing calculations. This is because hard scatter-
ing events are in reality not collisions of the protons themselves, but rather their
constituent quarks (or gluons); these quarks (and gluons) have known momentum
distributions courtesy of their PDFs (see section 2.2) but it is impossible to know
the actual momentum of the given quarks involved in a single hard scattering event.
Due to this unknown initial longitudinal momentum, it is convenient to utilize quan-
tities that are decomposed into longitudinal and transverse components because the
transverse component of the quark’s initial momentum is approximately 0 regard-
less of the actual initial longitudinal momentum, and remains invariant under z-axis
Lorentz boosts.
The quantity chosen for these properties is one arising from the linear representation
of a Lorentz boost as a vector-matrix product: rapidity y,
y =
1
2
ln(
E + pz
E − pz ), (3.3)
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which can be simplified into a simple relationship with θ under the assumption that
the energy of the particle is substantially larger than its mass (the highly relativistic
approximation), called the pseudorapidity (η):
η = −ln tan(θ
2
). (3.4)
As the majority of particle production is approximately flat in y and η rather than
θ [71], ATLAS is segmented in y in order to have a more even distribution of particle
multiplicity throughout the detector..
Figure 3.6: Graphical depiction of the coordinate system on ATLAS. On the left [88]
are xyz θφ, and on the right [80] is the relationship between η to θ.
A further convenience is to generally refer to the transverse components of the energy5
and momentum of collision products:
5There is obviously no actual transverse component to energy, as it is a scalar. However, as the
calorimeters measure energy, it is often referred to in this manner.
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pT = p sin θ
ET = E sin θ
(3.5)
Finally, ∆R is used for representing angular distance in pseudorapidity-azimuthal
space, and is used for clustering jets, the cone size of isolation requirements, and to
describe the angular distance between particles:
∆R =
√
(∆η)2 + (∆φ)2. (3.6)
3.2.2 Design overview
The ATLAS detector is nominally forward-backward symmetric with respect to the
interaction point, with two major magnet systems providing bending power through-
out. It is most simply described as an onion-like set of layered sub-detectors which
in turn have their own internal components.
The magnet configuration is comprised of a superconducting solenoid surrounding the
inner detector and three large superconducting toroids systems (one barrel and two
end-caps) arranged with eight-fold azimuthal symmetry outside of the calorimeters.
The inner detector (ID), immersed in a 2T solenoidal magnetic field, is tasked to per-
form pattern recognition, momentum and vertex measurements, and electron iden-
tification. It does this through the combined use of high-resolution semiconductor
pixels and strips on the inner layer of the tracking volume and transition radiation
detecting straw-tube detectors in the outer layer.
The calorimetry system lies outside of the solenoid magnet encasing the ID and is
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comprised of the more interior electromagnetic and more exterior hadronic calorimeter
systems. The electromagnetic calorimeter utilizes high granularity liquid-argon (LAr)
electromagnetic sampling calorimeters that cover the pseudorapidity range |η| < 3.2.
Hadronic calorimetry in the range |η| < 1.7 is provided by a scintillator-tile calorime-
ter, separated into a large barrel and two smaller extended barrel cylinders, one on
either side of the central barrel. The end caps (|η| > 1.5) use LAr technology for both
electromagnetic and hadronic energy measurements and extend the pseudorapidity
range to |η| < 4.9.
The muon spectrometer surrounds the calorimeter system and toroid magnets and
defines the overall dimensions of the contiguous ATLAS detector. Utilizing the bend-
ing power of the air-core toroid system, the muon spectrometer uses the large volume
and lever arm available to reduce multiple scattering effects and to resolve muons
through three layers of tracking chambers with high momentum resolution. A key
component of the muon instrumentation is the array of high time resolution (1.5-4
ns) trigger chambers.
Outside of the contiguous ATLAS detector, there are also three sets of forward de-
tectors which serve primarily for delivered luminosity measurement and for heavy-ion
collision alignment.
A trigger system is utilized to reduce the recording rate of events due to the very high
proton-proton interaction rate at the design luminosity of 1034cm−2s−1. In order to
reach the maximum event recording speed of about 1 kHz, a rejection factor of 106
must be achieved. To this end, a multiple trigger system is employed; the Level-1 (L1)
trigger reduces the data rate to approximately 75 kHz before the high-level trigger
(HLT), a combination of the Level-2 (L2) trigger and the event filter (EF), reduce
the rate down to the target of 1 kHz.
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Detector Component Required Resolution η coverage
Measurement Trigger
Tracking σpT /pT = 0.05% pT⊕1% ±2.5
EM calorimetry σE/E = 10%/
√
E⊕0.7% ±3.2 ±2.5
Hadronic calorimetry (jets)
barrel and end-cap σE/E = 50%/
√
E⊕3% ±3.2 ±3.2
forward σE/E = 100%/
√
E⊕10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9
Muon spectrometer σpT /pT=10% at pT = 1 TeV ±2.7 ±2.4
Table 3.1: General performance goals of the ATLAS detector [39]
3.2.3 ID / Tracking systems
At a rate of 40 MHz, approximately 1000 particles will emerge from the collision point
within |η| < 2.5, which results in a very large track density near the beam-line. As a
result, the innermost detector components must be able to resolve individual tracks
from their neighbors.
As its name implies, the ATLAS Inner Detector (ID) is the sub-detector closest to the
beam line. Beginning only slightly more than 50mm from the center of the beam line,
the ID is contained within a radius of 1150mm and a cylindrical envelope of length
±3512 mm, and is in turn immersed in a 2T magnetic field generated by the central
solenoid, which extends over a length of 5.3 m with a diameter of 2.5 m. The ID
is built of three independent sets of components: the silicon-pixel layers (pixel), the
silicon-microstrip sensors (SCT), and the transition-radiation tracker (TRT). Com-
bined between the barrel and end-cap, the overall coverage of the ID is |η| < 2.5.
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Figure 3.7: Cut-away view of the ATLAS inner detector
Pixel and SCT detector sensors
The first two layers of the ID are silicon based pixel and strip detectors, both used
for high resolution reconstruction of particle tracks; the difference between the two
layers is primarily geometry. The silicon sensor elements in each layer register charge
deposits when a particle passes through them, and reads out the hit into the front-
end electronics. A primary design aspect of these most inner detector systems is to
be durable under the high integrated radiation dose, as there are effects upon the
operation voltage and sensor leakage current. To contain the effects of the radiation
dose, the silicon detector components are operated at a temperature of -5◦C and -
10◦C. This lowered temperature has the effect of reducing the mobility of damaged
nuclei in the silicon, localizing the damage.
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Item Intrinsic accuracy (µm)
Pixel
Layer-0 10 (R-φ) 115 (z)
Layer-1 and -2 10 (R-φ) 115 (z)
Disks 10 (R-φ) 115 (R)
SCT
Barrel 17 (R-φ) 580 (z)
Disks 17 (R-φ) 580 (R)
TRT 130
Table 3.2: Intrinsic measurement accuracies for the inner detector sub-systems. The
numbers in the table correspond to the single-module accuracy for the pixels, the
effective single-module accuracy for the SCT, and the drift-time accuracy of a single
straw for the TRT
Silicon-pixel layers The innermost detector subsystem, the silicon-pixels consist
of cylindrical layers of individual sensor elements, three in the barrel and three in
each end-cap, with each element of median size 50x400µm2. The pixel sensors use
oxygenated n-type wafers with readout pixels on the n+-implanted side of the detector.
Despite the increased cost and complexity, this novel double-sided processing design
was chosen in order to allow the detector to operate with good charge-collection
efficiency after type inversion and because highly oxygenated material has been shown
to give increased radiation tolerance to charged hadrons.
There are 1744 pixel sensors, and they are all an identical 19x63 mm2 with a thickness
of 250 µm. They began operation at 1˜50 V bias voltage but are designed for operating
voltages as high as 600 V, to be required as the integrated radiation dose increases.
Roughly 90% of the pixels are 50x400 µm2, with the remaining pixels at the front-end
of a chip being 50x600 µm2. There are 47232 pixels on each sensor; however, due to
space constraints, there are four ganged pixels in the each column of the front-end
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Figure 3.8: Drawing showing the sensors traversed by a charged track of 10GeV pT
in the inner detector barrel. The track traverses the beam pipe, three silicon-pixel
layers, four double layers of the barrel silicon-microstrip sensors, and approximately
36 axial transition radiation tracker tubes.
chip, leading to 46080 readout channels on each sensor.
Silicon-microstrip sensors (SCT) The next detector subsystem outside of the
pixels, the silicon-microstrips are four double layers of slightly overlapping strips in
the barrel, and four double layer disks in each endcap. Primarily for the same general
purpose as the pixels, the microstrips offer a different geometry for reconstruction of
particle tracks. There are 15912 sensors of the SCT, and they use a classic single-
sided p-in-n technology for reasons of reduced cost and improved reliability. The
sensors began operation at 150 V bias voltage but are designed for operating voltages
between 250 V and 350 V as required as the integrated radiation dose increases. The
44
Figure 3.9: Drawing showing the sensors traversed by two charged tracks of 10GeV
pT in the inner detector end cap (η = 1.4 and 2.2). The track at η = 1.4 traverses
the beam pipe, three barrel silicon-pixel layers, four disks of end-cap SCT sensors,
and approximately 40 end-cap TRT tubes. The track at η = 2.2 only traverses the
beam pipe, only the first barrel silicon pixel layer, two end-cap pixel disks, and the
last four disks of the end-cap SCT, but the end-cap TRT does not extend past |η| =
2.
sensor thickness is 285±15 µm and was chosen as a compromise between the required
operating voltage, primary signal ionization, and the simplicity of fabrication. In the
barrel, the strip pitch is 80 µm, with pairs of 6 cm rectangular strips daisy-chained
together. In the end-caps, the mean pitch is 8˜0 µm and the strips are trapezoidal
with constant azimuth. There are a total of 768 active strips of 12 cm length per
sensor, with two strips at bias potential to define the sensor edge.
Transition-radiation straw tubes (TRT)
The outermost inner-detector subsystem, the TRT is a collection of individual poly-
imide drift tubes grouped into clusters and directly connected to the front-end elec-
tronics. A completely different technology from the innermost silicon based sub-
detectors, these drift tubes are designed to capture photons emitted from particles
transitioning between materials, known as transition radiation (TR). The basic TRT
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Barrel Radius (mm) Staves Modules Pixels
Layer-0 50.5 22 286 13.2× 106
Layer-1 88.5 38 494 22.8× 106
Layer-2 122.5 52 676 31.2× 106
End-cap (one side) z(mm) Sectors Modules Pixels
Disk 1 495 8 48 2.2× 105
Disk 2 580 8 48 2.2× 105
Disk 3 650 8 48 2.2× 105
Barrel and both end-caps 1744 80.4× 106
Table 3.3: Pixel detector parameters. The active barrel length is 801 mm and the
inner and outer active radii of each disk are respectively 88.8 and 149.6 mm. The
quoted barrel radii are average values due to the 20◦ tilt with respect to a tangent
vector at a given radius. The disk z-positions are also average values.
detector element is a polyimide drift (straw) tube, of 4 mm diameter, containing
a gas mixture and a 31 µm diameter tungsten anode wire coated in 0.5-0.7 µm of
gold, supported by an end-plug. They are 144 cm long in the barrel, 37 cm long
in the endcaps, and stabilized using carbon fibers. The tubes are tested to 1 bar
over-pressure and require a resistance of < 300 Ω/m. The TRT operating voltage of
1530V is selected to give a gain of 2.5x104 for the chosen gas mixture of 70% Xe,
27% CO2 and 3% O2 with 5-10 mbar overpressure, resulting in a normal operation
maximum electron collection time of 48 ns, with a drift time accuracy of 130µm.
Low energy TR photons are absorbed in the Xe-based gas mixture and yield much
larger signal amplitudes than minimum-ionizing charged particles. The distinction
between TR and tracking signals is made by the front end-electronics.
The tubes are grouped into triangular clusters, separated by walls made of 70 µm
thick multi-layer material, optimized for their mechanical and e1lectrical properties
while minimizing their thickness. The walls are made of two multi-layer films bonded
back-to-back, with the films constructed of a 25 µm layer of polyimide coated in 0.2
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µm of aluminum, protected by 5-6 µm of graphite-polyimide, and bonded with 5 µm
of polyurethane. There are a maximum of 73 layers of straws in the barrel and 160
straw planes in the end-caps. All charged tracks with pT > 0.5 GeV and |η| < 2.0
will traverse at a minimum 36 straws, except in the barrel-endcap-transition region of
0.8 < |η| < 1.0. Typically, seven to ten high-threshold hits from transition radiation
are expected for electrons with energies above 2 GeV. The barrel TRT system is three
rings of 32 modules each, with a module being a pair of adjacent triangular clusters.
Each of the modules consists of its carbon-fiber laminate shell and an internal array
of straws embedded in a matrix of 19 µm diameter polypropylene fibers that serve as
the transition radiation material. The straws form a uniform axial array with mean
spacing of 7 mm, and are submerged in CO2 which circulates in order to: prevent
high-voltage discharges; remove any leaked Xe that would absorb TR photons; and
remove heat dissipated by the barrel straws.
3.2.4 Calorimetry systems
Situated directly outside of the inner detector, the calorimetry systems comprise the
most massive subsystems on ATLAS. Their purpose is to absorb and measure the
energy of particles that attempt to pass through them, by using heavy materials
to impede the passage of particles and measure their electronic disturbance. These
ATLAS calorimeters consist of many sampling detectors with full φ-symmetry and
coverage around the beam axis and a pseudorapidity coverage of |η| < 4.9.
In addition to measuring the energy Calorimeters must provide good containment for
electromagnetic and hadronic showers, and also need to limit the punch-through into
the muon spectrometer. This means that the calorimeter depth is an important design
consideration. The total thickness of the EM calorimeter is > 22 radiation lengths
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(χ0) in the barrel and > 24 χ0 in the end-caps. The approximately 9.7 interaction
lengths (λ) of active calorimeter in the barrel and 10 λ in the end-caps are is adequate
to provide good resolution for high energy jets. The total thickness at |η| = 0 has
been shown in both measurements and simulations to be sufficient to reduce punch-
through to well below the irreducible level of prompt or decay muons. Combined with
large η-coverage, the thickness ensures a good EmissT measurement, which is crucial for
many physics signatures.
Figure 3.10: Cumulative amount of material, in terms of interaction length and as
a function of |η|: in front of the electromagnetic calorimeters (olive green), in the
electromagnetic calorimeters themselves, and in each hadronic layer. Also shown in
teal is the total amount of material in front of the first layer of the muon spectrometer
(up to |η| < 3.0)
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Electromagnetic (EM) Calorimetry
The EM calorimeter is split into the barrel (|η| < 1.475) and two end-cap components
(1.375 < |η| < 3.2), each housed in their own cryostat. In order to achieve the desired
calorimeter performance, the central solenoid shares a vacuum vessel with the LAr
calorimeter. While barrel cryostat only contains the electromagnetic barrel calorime-
ter and solenoid, the two end-cap cryostats each contain an electromagnetic end-cap
calorimeter (EMEC), a hadronic end-cap calorimeter (HEC) behind the EMEC, and
a forward calorimeter (FCal) to cover the region closest to the beam.
The barrel calorimeter consists of two half-barrels, separated at z = 0 by a 4 mm
gap. Each end-cap is mechanically divided into two coaxial wheels: an outer wheel
covering the region 1.375 < |η| < 2.5, and an inner wheel covering the region 2.5 <
|η| < 3.2. The precision electromagnetic calorimeters are lead-liquid argon detectors
with accordion-shaped kapton electrodes and lead absorber plates. This accordion
geometry provides complete φ symmetry without azimuthal cracks, and the thickness
of the lead absorbers has been optimized as a function of η in terms of EM calorimeter
performance in energy resolution. There are three layers available in the precision-
measurement region of |η| < 2.5, with only two in each the higher-η region of 2.5 <
|η| < 3.2 and in the overlap region between the barrel and EMEC. In the end-cap
inner wheel, the calorimeter is segmented into only two sections in depth and has
a coarser lateral granularity than the precision measurement region. Additionally,
in the region of |η| < 1.8, a presampler detector is used to correct for energy lost
by electrons and photons upstream of the calorimeter, and consists of an active LAr
layer of thickness 1.1 cm (0.5 cm) in the barrel (end-cap) region.
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Hadronic Calorimetry
The hadronic calorimeter consists of three main components: the tile calorimeter,
the hadronic end-cap calorimeter (HEC), and the forward calorimeter (FCal). The
tile calorimeter is located in the barrel while the HEC and FCal are located in each
end-cap. Through the combination of all three components, hadronic calorimetry
reaches an overall coverage of |η| < 4.9.
Tile calorimeter Immediately outside the EM calorimeter envelope is the tile
calorimeter, a sampling calorimeter using steel as the absorber and scintillating tiles
as the active material. The tile calorimeter is composed of three parts, one central
and two extended barrels, chosen to minimize cost while maximizing radial depth.
The tile’s barrel covers the region |η| < 1.0, and its two extended barrels cover the
region 0.8 < |η| < 1.7. Divided into 64 modules azimuthally, the tile calorimeter
extends from an inner radius of 2.28 m to an outer radius of 4.25 m. It is segmented
in depth into three layers, approximately 1.5, 4.1, and 1.8 λ thick for the barrel, and
1.5, 2.6, and 3.3 λ thick for the extended barrel. The total detector thickness at η =
0 is 9.7 λ.
LAr hadronic end-cap calorimeter (HEC) The HEC consists of two inde-
pendent wheels per end-cap, located directly behind the end-cap electromagnetic
calorimeter, situated in the same LAr cryostat. Another sampling calorimeter, the
HEC uses copper plates as the absorber and LAr as the active material. With a range
of 1.5 < |η| < 3.2, the HEC slightly overlaps with the tile calorimeter (ending around
|η| = 1.7) as well as the FCal (beginning around |η| = 3.1). Each wheel in the HEC
is built from 32 identical wedge-shaped modules and is divided into two segments in
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depth. The wheels closest to z = 0 are built from 25 mm parallel copper plates and
those further away built from 50 mm thick plates. The plates are interleaved with 8.5
mm LAr gaps, providing the active medium for the sampling calorimeter. The outer
radius of the copper plates is 2.03 m, while the inner radius is 0.475 m 6.
LAr forward calorimeter (FCal) The outermost sub-detector in each end cap
cryostat, the FCal is recessed about 1.2 m with respect to the EM calorimeter front
face. This distance limits the depth of the calorimeter and requires a high-density
design to compensate. Each FCal is approximately 10 λ deep, and consists of three
modules in each end-cap: one copper module optimized for electromagnetic mea-
surements, and two tungsten modules primarily to measure the energy of hadronic
interactions. Each module consists of a metal matrix containing regularly spaced
longitudinal channels filled with an electrode structure consisting of concentric rods
and tubes parallel to the beam axis, with LAr in the gaps between the rods and tube
acting as the sensitive medium.
3.2.5 Muon spectrometer
The operation of the muon spectrometer utilizes the magnetic deflection of muon
tracks in the large superconducting air-core toroid magnet system to measure the
energy and momentum of muons and is instrumented with separate tracking and
trigger chambers. Over the range |η| < 1.4, magnetic bending is provided by the
large barrel toroid, while in the region 1.6 < |η| < 2.7, tracks are bent by two
smaller end-cap magnets on both ends of the barrel toroid. In the overlapping region
1.4 < |η| < 1.6, referred to as the transition region, deflection is provided by a
6except in the overlap region with the FCal, where the radius becomes 0.372 m
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combination of both barrel and end-cap fields.
In the barrel region, tracks are measured in chambers arranged in three cylindrical
layers around the beam axis. In the transition and end-cap regions, the chambers are
installed in planes perpendicular to the beam, also in three layers.
Figure 3.11: Cut-away view of the ATLAS muon system.
The toroid magnets
Critical to the measurement of muon momentum, a system of three large air-core
toroids generates the magnetic field for the muon spectrometer. Each of the three
toroids consists of eight coils assembled radially and symmetrically around the beam
axis.
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The barrel toroid coils are housed in eight individual cryostats, with the linking
elements between them providing the overall mechanical stability. Each end-cap
toroids consist of eight racetrack-like coils in an aluminum alloy housing with two
double-pancake type windings. Unlike in the barrel, each end-cap toroid is cold-
linked and assembled as single cold mass, housed in one large cryostat, with the cold
supporting structure between the coils taking the internal forces.
The performance in terms of muon bending power is characterized by the field integral∫
Bdl, where B is the field component normal to the muon direction and the integral
is computed along an infinite-momentum muon trajectory between the innermost
and outermost muon-chamber planes. The barrel toroid provides 1.5 to 5.5 Tm of
bending power in the pseudorapidity range 0 < |η| < 1.4 and the end-cap toroids
provide approximately 1 to 7.5 Tm in the region 1.6 < |η| < 2.7. The bending power
is lower in the transition regions where the two magnets overlap (1.4 < |η| < 1.6).
Muon chamber types
Over most of the η-range, precision measurements of the track coordinates in the
principal bending direction of the magnetic field is provided by Monitored Drift Tubes
(MDT’s). At large |η|, higher granularity Cathode Strip Chambers (CSC’s), which
are multi-wire proportional chambers with cathodes segmented into strips, are used
in the innermost plane over the pseudorapidity range 2 < |η| < 2.7. CSC’s are chosen
over MDT’s in order to withstand the demanding rate and background conditions of
the forward region.
The stringent requirements on the relative alignment of the muon chamber layers
are met by the combination of precision mechanical-assembly techniques and op-
tical alignment systems both within and between muon chambers. There are ap-
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proximately 12000 precision-mounted alignment sensors in order to monitor internal
deformations and relative positions of the MDT chambers. For magnetic field re-
construction, there are approximately 1800 Hall sensors distributed throughout the
spectrometer volume with the goal of determining the bending power to within a few
parts in a thousand.
The trigger system covers the pseudorapidity range |η| < 2.4. Resistive plate cham-
bers (RPC’s) are used in the barrel and Thin Gap Chambers (TGC’s) in the end-cap
regions. The trigger chambers for the muon spectrometer serve a threefold purpose:
provide-bunch crossing identification; provide well defined pT thresholds; and mea-
sure the muon coordinate in the direction orthogonal to that determined by precision-
tracking chambers.
3.2.6 Forward detectors
There are three smaller detector systems that cover the ATLAS forward region, not
including forward detector components of previously described systems.
Two of the systems serve to determine the luminosity delivered to ATLAS: LUCID
(LUminosiy measurement using Cerenkov Integrating Detector) and ALFA (Absolute
Luminosity For ATLAS). LUCID is a located at z = ± 17 m and detects inelastic
pp scattering in the forward direction, while ALFA is located at z = ± 240 m and
consists of scintillating fiber trackers in Roman pots, which are designed to approach
as close as 1 mm to the beam.
The third system is the Zero-Degree Calorimeter (ZDC), which is located at z = ±
140 m, just beyond where the common straight-section vacuum-pipe divides back into
two independent beam-pipes. The ZDC is primarily for determining the centrality of
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heavy-ion collisions and consists of alternating quartz rods and tungsten plates which
measure neutral particles at |η| ≥ 8.2
3.2.7 Trigger systems
The ATLAS Trigger and Data Acquisition systems (collectively known as the TDAQ)
are partitioned into sub-systems and typically associated with sub-detectors which
have the same logical components and building blocks.
The trigger system has three distinct levels: L1, L2, and the event filter. Collectively,
the L2 and event filter are known as the High Level Trigger (HLT). Each trigger level
refines the decisions made from the previous level and applies additional selection
criteria where necessary. The data acquisition system receives and buffers event data
from detector-specific readout electronics, at the L1 trigger accept rate, over 1600
point-to-point readout links.
The L1 trigger uses a limited amount of the total detector information to make a
decision faster than 2.5 µs, reducing the rate from 40 MHz to about 75 kHz. It
uses selection based on information from a subset of detectors to search for high
pT muons, electrons, photons, jets, and τ -leptons decaying into hadrons, as well as
large EmissT and total transverse energy. High pT muons are identified using trigger
chambers in the barrel and end-cap regions of the muon spectrometer and calorime-
ter sections are based on reduced-granularity information from all the calorimeters.
Results from the L1 muon and calorimeter triggers are then processed by the central
trigger processor, which implements a trigger ”menu” made up of combinations of
trigger selections. Events passing the L1 trigger selection are transferred to the next
stages of the detector-specific electronics and subsequently to the data acquisition via
point-to-point links.
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In each event, the L1 trigger also defines one or more Regions-of-Interest (RoI’s),
i.e. the geographical coordinates in η and φ, of those regions within the detector
where its selection process has identified interesting features. The RoI data include
information on the type of feature identified and criteria passed, e.g. a threshold, and
this information is subsequently used by the HLT.
The L2 selection is seeded by the RoI information provided by the L1 trigger, and
uses all available detector data within the RoI’s (approximately 2% of the total event
data), at full granularity and precision. The L2 menus are designed to reduce the
trigger rate to approximately 10 kHz, with an average event processing time of about
40 ms. The final stage of the event selection is carried out by the event filter, which
reduces the event rate to about 1 kHz. Its selections are implemented using offline
analysis procedures within an average event processing time of four seconds. The two
higher levels access more detector information for a final rate of up to 1 kHz with an
event size of approximately 1.3 Mbyte.
3.3 ATLAS Simulation
ATLAS, as a machine, serves to produce data with which measurements can be made
to provide insight into the workings of the subatomic world. In order to do this,
comparisons must be made between what is observed and what is expected. The
main tool with which to do this is Monte Carlo simulation, to be described in this
section.
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3.3.1 Monte Carlo simulation
Monte Carlo (MC) simulation7 is an integral tool for both experimental and theo-
retical high energy physics. The ability to simulate event data is critical to perform-
ing modern measurements by predicting event yields, topologies, and background
contributions. Additionally, simulation can be used for studying detector features,
requirements, and response.
MC simulation is a fundamentally stochastic process, using random sampling of dis-
tributions in order to simulating probabilistic effects. As a result, it is susceptible to
the same sort of statistical limitation as data-taking itself. Conveniently, computer
power and storage capabilities increase at a much larger rate than laboratory equip-
ment, and computer systems are extensible. As a result, the statistical limitations of
simulation decrease continually.
MC simulation of pp interactions
While MC simulation can be used in many situations, for LHC physics it is primarily
used for generating particle scattering events. The scattering of pp interactions can
be broken into a few stages.
Hard interaction In order to simulate the hard scattering process, the interac-
tion matrix element must be calculated and phase space integration performed with
selection requirement restrictions. The initial state parton PDFs are taken into ac-
count and perturbation theory is used for amplitude calculation. Software packages
commonly used in ATLAS for this hard interaction matrix element generation are
Powheg [68, 7], MadGraph5 aMC@NLO [9], Herwig 7 [30, 29], and Sherpa [70].
7The name ”Monte Carlo” is a nod to the famous Mone´gasque casino.
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Parton showering and hadronization As partons carry color charge, they can
radiate additional gluons. This effect is called showering, as these radiated glu-
ons can themselves cause additional radiation, generating a ”shower” predominantly
consisting of soft gluons. In order to reproduce the effect of such showering, MC
generators use sequential algorithms that evolve the showers using variables from the
hard scattering until a cutoff is reached.
Individual partons create as the results of hard scattering and parton showering must
form bound hadron states, which are the particles recorded in the detector. This
process is known as hadronization and there are multiple models attempting to
explain this process, implemented in different MC generators. The most commonly
used models are the Lund string model [10] and the cluster model [98].
In ATLAS, Pythia 6 [89] and Pythia 8 [90], Herwig 7, and Sherpa are used for
showering and hadronization calculations.
Minimum bias events In a pp collider such as the LHC, with a luminosity rate
of 1034cm−2s−1 resulting in potentially dozens of pp interactions per bunch crossing,
there will be many events that are not involved in hard scattering. These interactions
represent the underlying event, and are called minimum bias events. Additionally,
multiple parton interactions can occur as secondary interactions between beam rem-
nants. These events may not be what is desired for most hard scattering studies, but
must be well modeled due to their effects on the detector.
Detector response All generated and detectable particles from MC simulation
must be represented as a detector response, in order to match the resolution and
performance expected in true data collection. This process is performed in a software
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suite known as GEANT4 [3, 48] (GEometry ANd Tracking), a package designed for
handling geometry, tracking, and detector response.
Complete MC generation results in a set of events with well defined, stable, final
state particles for which all kinematic information is known. Additionally, informa-
tion that is not possible to know from real data measurements can also be known,
such as parent/child relationship; this type of information is known as truth level
information.
As several multipurpose generators are available and differ by key parameters, the
choice of generator can affect the final simulation results. Therefor, studies are made
comparing the results of different generators. One such study can be found in [33].
Each generator, and its choice of underlying models, will introduce free parameters.
The optimization for these parameters is called tuning and a set of such optimizations
is known as a tune.
The samples for the tZq analysis are described in detail in section 4.2.
Reweighting of MC simulated effects
For multiple reasons, one single MC simulated event may not be equal to one data
event8. Given that MC simulation may be produced before data is taken and machine
performance may not perfectly match projections. Additionally, it is rare9 that the
number of events generated exactly matches the number of events expected for a
given physical process at a given integrated luminosity10.
8Due to the stochastic nature of MC generation, it is possible that no event is exactly simulated
the same as a real measured event, so this ”MC 6= data” argument pertains actually to the grouped
luminosity of the MC sample and the data sample.
9I would be surprised if it ever happened, actually.
10In some rare cases there may actually be fewer available unweighted MC events than data events,
although in the vast majority of the time there are many more unweighted MC events than data
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To rectify these potential deviations between simulation and observation, each MC
event is given a weight11 to rescale it so that the overall MC sample accurately repre-
sents the physical process it is predicting. The overall event weight is a combination
of multiple factors, both event-by-event and sample-wide (all events generated repre-
senting a single process).
Event-by-event reweighting In order to correctly reproduce data-taking condi-
tions as well as replicate the efficiency of selecting different physics objects, certain
correction factors are applied individually to the MC generated events. For the sam-
ples used in the tZq analysis, the total event weight is the multiplication of the MC
event weight, the pile-up weight, the lepton weight, the jet vertex tracking weight,
the trigger weight, and the b-tagging weight.
The MC weight represents adjustments to the MC generation process that aim to
produce low probability events with higher frequency than their high probability
counterparts. For instance, if a process produces just one ”interesting” event per
million ”uninteresting” events, it would be a huge drain of resources to generate one
million and one events per single event that is of interest. To improve this, there
exist methods to reduce the frequency of high probability events while increasing the
frequency of low probability events, and this weight serves to keep in mind the relative
true frequency of each event.
The pile-up weight exists as a corrective factor to the pile-up conditions found during
data taking as compared with predicted pile-up conditions. If the pile-up matches
predictions, it has a value of one. However, the LHC operations at the start of Run
events.
11Data events by default have a unit weight, but for various reasons can sometimes have adjust-
ments.
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2 exceeded expectations and reached record intensity, and as a result < µ >, the
mean number of interactions per bunch crossing, was larger than that used for MC
simulations that had already been performed in preparation for the collection of real
data. The pile-up profile for Run 2 can be seen in figure 3.12.
Figure 3.12: Luminosity weighted plot of the mean number of interactions per crossing
in each of the full 2015-2018 run 2 datasets [28].
The lepton weight, jet vertex weight, trigger weight, and b-tagging weight are related
to reconstruction or selection steps involved in the tZq analysis that can lead to
different efficiencies between MC and data. Any difference between the efficiencies
is handled as adjustments to these weights, and in general they are all very close to
unity. The overall event weight factor for simulations used in the tZq analysis is
wevent = wMC ∗ wpile-up ∗ wlepton ∗ wJVT ∗ wtrigger ∗ wb-tagging. (3.7)
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Luminosity weighting As mentioned, a major advantage to using MC for simulat-
ing physical processes is that they can be generated with very high statistics, reducing
statistical uncertainty due to background simulation. That said, each process has a
measured cross-section and must be rescaled such that it matches the expected cross-
section for the amount of integrated luminosity to which it is being compared. The
luminosity correction factor is then simply:
wlumi =
σpL
N0
, (3.8)
where σp is the cross-section of the physical process, L is the integrated luminosity
of the data sample, and N0 is the number of events in the MC sample (as generated
prior to any additional selection).
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Monitored drift tubes MDT
- Coverage |η| < 2.7 (innermost layer: |η| < 2.0)
- Number of chambers 1150
- Number of channels 354000
- Function Precision tracking
Cathode strip chambers CSC
- Coverage 2.0 < |η| < 2.7
- Number of chambers 32
- Number of channels 31000
- Function Precision tracking
Resistive plate chambers RPC
- Coverage |η| < 1.05
- Number of chambers 606
- Number of channels 373000
- Function Triggering, second coordinate
Thin gap chambers TGC
- Coverage 1.05 < |η| < 2.7 (2.4 for triggering)
- Number of chambers 3588
- Number of channels 318000
- Function Triggering, second coordinate
Table 3.4: Main parameters of the muon spectrometer.
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CHAPTER4
Measurement of the tZq trilepton process
In this chapter, the analysis of the tZq process in pp collisions is described. It begins
with an overview of the motivation (4.1.1), available topologies (4.1.2), and overall
strategy (4.1.3) of the analysis. Following this, a description of the data and simula-
tion monte-carlo samples (4.2), and the object definition (4.3). After the samples are
defined, the signal regions (4.4), background modeling (4.5), and systematic sources
of uncertainty (4.6) are described. The background modeling contains both the de-
scription of control and validation regions (4.5.1) and a detailed explanation of the
sources of fake backgrounds (4.5.2). After selection of signal, background, and sys-
tematic uncertainties, details of the gradient boosting multivariate discriminant and
its derivation (4.7) preceed a final description of the binned likelihood fit (4.8) that
extracts the cross-section and null-hypothesis significance for the tZq process.
64
4.1 Considerations
4.1.1 Motivation
The production of single top quarks in association with a Z boson is one of the smallest
cross-section processes observed to date. The dominant channel for this production
processes is the t-channel, and in this configuration it is known shorthand as tZq1.
First evidence for tZq produced in pp collisions was reported by ATLAS [42] and
CMS [45] using data collected during the 2015 and 2016 runs of the LHC at
√
s = 13
TeV. ATLAS used a dataset corresponding to 36.1fb−1 and reported a result with an
observed (estimated) significance of 4.2 (5.4)σ, with a measured cross-section for tZq
production of 600 ± 170 (stat.) ± 140 (syst.) fb. CMS used a dataset corresponding
to 35.9fb−1 and reported a result with an observed (estimated) significance of 3.7
(3.1)σ, with a measured cross-section for tllq production of 123+33−31(stat.)
+29
−23(syst.)
fb2. Additionally, CMS produced a second measurement with a significance of over
5σ using 77.4fb−1 from the 2015-2017 dataset, which measured a cross-section for tllq
of 111 ± 13 (stat) +11−9 (syst) fb [46].
The tZq process offers access to multiple couplings and interactions that are not
otherwise available in more copious processes. For instance, tZq is sensitive to the
WWZ coupling as seen in 2.8e, which is not accessible in a previously measured
process such as tt¯Z. The tZq process also has access to the tZ coupling seen in
2.8d and is therefore sensitive to the ratio of tZ and WWZ couplings. As this tZ
coupling can be measured in the tt¯Z process, the combination allows constraints to
be placed upon the WWZ coupling, which is relevant to the search for physics beyond
1The q serves to point out the additional light quark that is characteristic of t-channel processes.
2tllq is a sub-channel of tZq requiring leptonic decay of the Z. It has a theoretical NNLO cross-
section of 94.2 fb in comparison to 800 fb for NNLO tZq.
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the standard model (BSM).
Standard Model tZq production is also a background for the search for flavor-changing
neutral currents (FCNCs), the transformation of up-type quarks to another up-type
quark of another generation (or vice versa for down-type quarks). As FCNCs are not
allowed at tree-level in the SM, any measurement of FCNCs above the cross-section
allowed by heavily suppressed higher order interactions would be a major hint into
BSM physics. In order to make precision measurements of a predicted FCNC tZ
process, all of its backgrounds must be well understood.
Additionally, while not tZq itself, the search for tHq will rely on techniques and
observations made during the study of tZq. SM tZq is also a background for tHq,
and must be fully understood and measured before attempting a measurement of
tHq.
4.1.2 tZq topologies
For the SM tZq process, there are four major final state topologies that can be defined
experimentally. Assuming that the top quark decays as t → Wb, the channels can
be defined by their (charged) lepton count. Due to the possibility of Z → νν, the
branching fractions to the mentioned channels do not sum to 1. These topologies are:
All hadronic In this channel, both the top quark3 and Z boson decay hadronically.
This leads to a signature that involves at least 6 jets, at least one of which is a b-jet,
with no leptons. Due to the relative messiness of jets when compared to leptons, as
well as the vast number of processes (dominated by QCD multijet) that can create
3The ’hadronic’ or ’leptonic’ decay of a top quark is a reference to the decay mode of its child W
boson.
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many jets, the backgrounds for this all-hadronic process are huge; the poor signal to
background ratio renders this a very difficult topology with which to isolate tZq. The
branching fraction for the fully hadronic channel is 47.1%.
Single lepton In this channel, the Z boson decays hadronically while the top quark
decays semi-leptonically, yielding a charged lepton and a neutrino alongside the b-
jet. The signature for this channel would be one high-pT lepton with a large E
miss
T
measurement, alongside at least four jets, one of which is b-tagged. This is one of the
primary backgrounds in the search for tH production, when the Higgs boson decays
to bb¯; any measurement of tH with H → bb¯ would require that tZq production has
been measured in this single lepton channel. This channel has a large branching
fraction (Z → bb¯ ∼ 15% of the time), but suffers from very large backgrounds due to
tt¯ production. The branching fraction for the single lepton channel is 17.7%.
Dilepton In this channel, the top quark decays hadronically while the Z boson
decays into a pair of charged leptons. The signature for this channel would be a same-
flavor opposite-sign (SFOS) lepton pair as well as at least four jets, one of which is
b-tagged. This has a very large background of the Z + jets process, and would require
very high resolution reconstruction of the hadronically decaying top quark in order
to separate signal and background. Additionally, this is a less tantalizing channel for
imminent tHq searches as the leptonic decay of the Higgs boson is dominated by the
H → τ+τ− channel; τ leptons are substantially more difficult to measure than the
lighter e or µ leptons, as they decay before direct detection. The branching fraction
for the dilepton channel is 5.3%.
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Trilepton In this channel, both the Z and W bosons decay leptonically. The
signature for this topology is three charged leptons, two of which reconstruct an on-
shell Z boson, at least two jets, and the presence of large EmissT ; this signature will be
elaborated upon in section 4.4. The trilepton final state has a very small branching
ratio, but has a background that is substantially suppressed when compared to the
other three topologies due to the presence of three high-pT leptons. The branching
ratio for this topology is only ∼1.5% of the overall tZq process, when only accounting
for electron and muons; it increases to ∼2.2% with tau leptons included, although
doing so is substantially more complicated due to the inability for ATLAS to directly
detect tau leptons4. Even with only the tiny ∼2% branching fraction, the signal to
background ratio of this channel is very high (on the order of 20%), allowing for
precision measurements even when statistically constrained.
4.1.3 Strategy
In order to measure the null-hypothesis significance (Z)5 and cross-section (σ) of
the tZq process, the difference between observed data and all backgrounds must be
exploited. This can be done for multiple topologies simultaneously but the complexity
of doing so encourages selecting a single topology and focusing optimizations for that
channel. For this analysis, the fully leptonic tZq trilepton channel is selected and
exclusively analyzed.
The characteristic particles of the tZq trilepton channel’s final states define the core
signal regions (SRs) for the analysis. The signal region phase space is further isolated
4The addition of tau leptons is important for future tH searches, and is a planned addition to
the analysis. However, it is beyond the scope of this thesis.
5The null-hypothesis significance correlates to the probability that a measurement is due to an
upward fluctuation of the background.
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through the kinematic requirements on the final state particles to maximize the signal
to background ratio S/
√
B while attempting to retain as many events as possible.
From the difference between observed data and background simulations in this region,
the null-hypothesis significance and cross-section can be extracted. The descriptions
of the signal regions is found in section 4.4.2.
Orthogonal validation and control regions are designed to be as near to the signal
region phase space as possible while remaining statistically independent. Validation
regions are classified as regions of phase space that enhance certain backgrounds while
minimizing contamination to the signal, allowing for validation of the simulation of
those enhanced backgrounds. For instance, the diboson background can be enhanced
by requiring no b-jets in the final state, as this would expect to exclude nearly all tZq
while enhancing the diboson background.
Control regions are similar to validation regions but are designed for the extraction
of a parameter to then be applied to other regions of phase space. For example, if
the diboson MC normalization was found to be imprecise, a dedicated region with
no signal contamination and no background contamination of other sources could be
used to generate a diboson rescaling factor across all phase space. Descriptions of the
validation and control regions can be found in section 4.5
With all regions defined and evaluated, a machine learning (ML) style multivariate
analysis (MVA) algorithm is trained on the signal regions and applied to all regions.
This multivariate technique creates a classification parameter O that designed to sep-
arate the signal and background sources as much as possible. As the null-hypothesis
significance scales to first order with S/
√
B, and as S/
√
B is preferential towards sig-
nal, a smaller number of concentrated signal bins have more impact on the significance
than an even distribution. By separating the signal and background into some low
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O bins of concentrated background (small S/
√
B) and high O bins of concentrated
signal (large S/
√
B), the likelihood fit can extract a higher level of null-hypothesis
significance. The details of the multivariate analysis can be found in section 4.7.
Once a final discriminant was compiled using the MVA model, resulting in a single
O distribution for each signal region, a binned maximum-likelihood fit is performed
using the TReXFitter package. This binned maximum-likelihood fit extracts the
null-hypothesis significance Z, as well as the signal strength parameter µsig, which
is used to extract the final cross-section value. The null-hypothesis significance Z is
the distance of a given measurement from an expected measurement, represented in
number of standard deviations of a normal distribution. A Z score of 3σ corresponds
a probability of 2.7 × 10−3 that a fluctuation could cause the measurement, and 5σ
corresponds to a probability of less than 10−5. The signal strength parameter µsig is
the ratio of observed signal to expected signal.
Until such a point as approval was given by the ATLAS Single Top and Top groups,
this analysis was performed with blinded signal region data; all studies of the signal re-
gion were simulation only until a sufficient level confidence in the analysis techniques
was achieved, and only after this was signal region data evaluated. This process
of blinding is important to ensure there is no bias towards optimizations designed
to ”improve” null-hypothesis significance or reduce cross-section measurement error
through hand tailored requirements that exploit some form of systematic or statistical
fluctuations; these fluctuations are not representative of true physics and any result
gathered through the exploitation of these fluctuations is not a proper result. The val-
idation regions are of specific importance for this purpose, and data-MC comparison
studies to this effect can be found in section 4.5.1.
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4.2 Data and monte-carlo simulation samples
This section describes the samples used in this analysis. The detailed lists of data
and monte-carlo (MC) samples can be found in the appendix.
The starting point for the analysis is the ATLAS single-Top group’s ntuples, ver-
sion 28 (which uses AnalysisTop-21.2.58). These ntuples are produced from TOPQ1
derivations of the ATLAS top group. The derivations contain a filter that requires at
least one lepton (a LH loose electron or a good combined muon) with a pT above 20
GeV and |η| < 2.5.
4.2.1 Data sample
This analysis uses data collected for the entirety of the LHC’s second run, from 2015
to 2018, using the ATLAS detector at a center-of-mass energy of
√
s = 13 TeV. The
complete sample includes all data from 2015 during which the LHC was operating at
the full 40 MHz rate, as well as the whole of 2016, 2017, and 2018 datasets. The total
integrated luminosity is 139fb−1. The selected data periods were collected during
stable beam LHC operations with the ATLAS detector fully functioning. The partial
integrated luminosities and the Good Run Lists are reported in 4.1.
Year Int. lumi. (fb−1) GRL
2015 3.2 data15 13TeV/20170619/physics 25ns 21.0.19
2016 33.0 data16 13TeV/20170605/physics 25ns 21.0.19
2017 44.3 data17 13TeV/20180619/physics 25ns Triggerno17e33prim
2018 59.9 data18 13TeV/20181111/physics 25ns Triggerno17e33prim
Table 4.1: Integrated luminosity per year.
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Events are considered only if they are accepted by at least one of the single-muon or
single-electron triggers described in [26, 19, 27] and listed in 4.2.
Year Single e Single µ
2015 HLT e24 lhmedium L1EM20VH HLT mu20 iloose L1MU15
HLT e60 lhmedium HLT mu50
HLT e120 lhloose
2016 HLT e26 lhtight nod0 ivarloose HLT mu26 ivarmedium
2017 HLT e60 lhmedium nod0 HLT mu50
2018 HLT e140 lhloose nod0
Table 4.2: Trigger selections.
The electron trigger selects a calorimeter cluster matched to a track. Electrons must
then satisfy an identification criteria based on a multivariate technique using a like-
lihood (LH) discriminant. In 2015, electrons had to satisfy a medium identification
and have ET > 24 GeV. In 2016, 2017, and 2018, electrons had to satisfy a tight
identification together with an isolation criteria and have ET > 26 GeV. During the
three years, to avoid efficiency losses due to identification and isolation at high pT ,
two other triggers were also available, selecting medium electrons with ET > 60 GeV
and selecting loose electrons with ET > 120 GeV (140 GeV in 2016 and 2017).
Muons are triggered by matching tracks reconstructed in the muon spectrometer and
in the inner detector. In 2015, muons had to satisfy a loose isolation requirement and
have pT > 20 GeV. In 2016, 2017, and 2018, the isolation criteria was tightened and the
threshold increased to pT > 26 GeV. During these three years, to avoid efficiency losses
due to isolation at high pT , another muon trigger without any isolation requirement
was available, selecting muons with pT > 50 GeV.
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4.2.2 Monte-carlo simulated samples
ATLAS MC samples for analyses on the full 2015-2018 run 2 dataset are split into
three subsets based on the pile-up conditions at the time: mc16a reflects the con-
ditions of the years 2015 and 2016, mc16d the conditions of 2017, and mc16e the
conditions in 2018. As such, each sample is scaled to the luminosity of the respective
time period’s integrated luminosity: mc16a to 2015+2016, mc16d to 2017, and mc16e
to 2018.
The generated MC samples containing top quarks are produced with the mtop pa-
rameter set to 172.5 GeV and a branching fraction of t→ Wb of 1.
In all samples, decays into τ leptons are considered only if the τ decays leptonically.
Signal sample
The SM tllq samples are generated at next-to-leading order (NLO) using Mad-
Graph5 aMC@NLO 2.6.0 [9]. The Z boson is not forced to be on-shell, hence
the designation as tllq rather than tZq. An invariant mass cut is applied, requiring
mll > 30 GeV. The NNPDF3.0 nlo as 0118 nf 6 [53] NLO parton distribution
functions are used. The parton shower and the hadronization of signal events are
simulated with Pythia 8 [90] using the A14 set of tunable parameters [13]. Follow-
ing the recommendations taken from Ref. [64], the renormalization and factorization
scales, µr and µf, are set event by event according to µr = µf = 4
√
m2b + p
2
T,b, where
the b quark is the one coming from the gluon splitting.
The SM tllq MC samples used in the analysis contain a trilepton filter, so the W
boson from the top quark is forced to decay leptonically.
The cross-section is calculated using the four-flavor scheme with µr = µf = (mt +
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mZ)/4. The total SM tllq cross-section at NLO is 98.6 fb. The renormalization
and factorization scale uncertainties are +4.9−1.2% and the PDF uncertainty is
+1.0
−1.0%.
The PDF uncertainty is calculated following a PDF reweighting procedure using the
NNPDF3.0 nlo as 0118 nf 6 PDF error sets.
Background samples
Simulated samples are included in the analysis in order to account for all the SM
predicted background channels. These samples are normalized to the cross-sections
given in Appendix A.6. All background samples use NNPDF3.0 [53] with the A14
tune as their parton distribution function unless otherwise noted.
tt¯ production The nominal MC top quark pair production sample is generated at
NLO using the Powheg-Box [7] generator interfaced with Pythia 8. The parameter
set in Powheg-Box for fixing the cut-off scale for the first gluon emission (hdamp)
is set to 1.5 × the top quark mass. In the sample used, it is required that both child
W bosons from the top quarks decay leptonically.
Single top quark production Although expected to have a very low contribution,
single top quark production is also considered. The s- and t- channels have no overlap
with the tZq final state, but the tW sample has a possible overlap, and is therefore
the only sample evaluated. The associated production of a top quark and a W boson
is simulated using the NLO Powheg-Box generator interfaced with Pythia 8. The
diagram removal (DR scheme) is employed to remove the overlap between tW and
tt¯. The parameter set in Powheg-Box for fixing the cut-off scale for the first gluon
emission (hdamp) is set to 1.5 × the top quark mass. In the samples used, it is required
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that both W bosons in the event decay leptonically.
tt¯H production Events coming from the associated production of a tt¯ pair and
a Higgs boson are generated using the Powheg-Box generated interfaced with
Pythia 8. The parameter set in Powheg-Box for fixing the cut-off scale for the
first gluon emission (hdamp) is set to 1.5 × the top quark mass. In the samples used, it
is required that none, one, or both W bosons from the top quarks decay leptonically.
tt¯V production Events coming from the associated production of a tt¯ pair and a
Z or W boson are generated with MadGraph5 aMC@NLO, in combination with
Pythia 8. For the matrix elements, the PDF set is NNPDF3.0 NLO w/ A14 tune
s applied together with the NNPDF2.3 LO PDF set.
tWZ production Events coming from the tW channel in association with a Z bo-
son is generated using MadGraph5 aMC@NLO, used in combination withPythia 8.
Diagram removal (minDR1) is employed to remove the overlap between tWZ and tt¯Z
and tt¯. In the sample used it is required that the Z boson decays leptonically.
V V production The samples simulating WW , WZ, and ZZ events with at least
two charged leptons are all considered. In the trilepton topology, WZ is over-
whelmingly the dominant contributor to the V V background. Sherpa 2.2.1 [70]
is used to simulate V V events where one of the two bosons decays hadronically and
Sherpa 2.2.2 for the remainder. All V V samples with 0 or 1 jet are generated at
NLO and those with 2 or 3 jets at LO.
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Table 4.3: Summary of monte-carlo samples. All samples
Generator Diagram Removal
Sample PDF
tllq MadGraph5 aMC@NLO 2.6.0 + Pythia 8 -
NNPDF3.0 nlo as 0118 nf 6
tt¯ Powheg-Box + Pythia 8 -
NNPDF3.0 NLO w/ A14 tune
single-top Powheg-Box + Pythia 8 tt¯
NNPDF3.0 NLO w/ A14 tune
tt¯H Powheg-Box + Pythia 8 -
NNPDF3.0 NLO w/ A14 tune
tt¯V MadGraph5 aMC@NLO + Pythia 8 -
NNPDF3.0 NLO w/ A14 tune NNPDF2.3 LO
tWZ MadGraph5 aMC@NLO + Pythia 8 tt¯Z, tt¯
NNPDF3.0 NLO w/ A14 tune
V V Sherpa 2.2.1 + Sherpa 2.2.2 -
NNPDF3.0 NLO w/ A14 tune
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4.3 Object Definition
In general the object identification for this study follows the recommendation of the
ATLAS Top group for data collected by ATLAS in 2015-2018, as used in Ref. [42].
4.3.1 Electrons
Electron candidates are reconstructed from energy deposits in the electromagnetic
(EM) calorimeter associated with inner detector (ID) tracks [16, 20, 21]. The energy
deposit clusters are required to have transverse energy ET >15 GeV and be found
in the pseudorapidity range |η| < 2.7 region, excluding the transition region between
the barrel and end-cap EM calorimeters found between 1.37 < |η| < 1.52. Fur-
ther requirements are placed upon the EM shower shape, EM calorimeter energy to
tracker momentum ratio, and other discriminating variables that are combined into an
optimized likelihood-based object quality cut. Three quality requirements are avail-
able, in order of increasing background rejection power [43]: LooseLH, MediumLH, and
TightLH. For this analysis, all electron candidates are required to pass the TightLH
working point, in order to reject electrons from photon conversion, hadronic particle
decays, or fake (misidentified) electrons (to be described in detail in section 4.5.2).
Beyond the quality cut, electrons are required to be isolated using the Gradient
working point as defined in [43]. This working point varies the electron selection
efficiency depending on the electron pT : lower efficiency at a low pT with higher
efficiency at higher pT . For example, the isolation is 90% efficient at identifying
electrons with pT = 25 GeV and 99% efficient for electrons with pT = 60 GeV.
Electron tracks are also required to be consistent with the beam line, applying the
requirements to the perpendicular impact parameter d0 and longitudinal impact pa-
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rameter z0: |dBL0 significance| < 5 and |∆zBL0 sin θ| < 0.5 mm.
4.3.2 Muons
Muon candidates can be reconstructed in two ways: as ”standalone muons” by using
only information from the Muon Spectrometer (MS) or as ”combined muons” by com-
bining MS information with inner detector (ID) tracks [17]. To increase background
rejection, some additional requirements are placed on track-parameter quality. These
requirements are collectively set at three working points [76]: Loose, Medium, and
Tight.
Muon candidates for this analysis must be of the ”combined” type, have pT > 15
GeV, |η| < 2.5, and pass the Medium identification working point. The isolation
requirement for muons is the same for that of electrons, using the Gradient working
point [76] resulting in a similar pT -dependent efficiency.
Again similarly to electrons, muon tracks are also required to be consistent with the
beam line, with the requirement |dBL0 significance| < 3 and |∆zBL0 sin θ| < 0.5 mm.
4.3.3 Jets
Jets, which represent cascades of matter generated in the process of quark hadroniza-
tion, are reconstructed from topological calorimeter clusters [74] at the EM scale
using the anti− kt algorithm [35] with a radius parameter of 0.4. They are required
to have pT > 30 GeV and |η| < 4.5.
In order to reject forward jets originating from additional pp interactions (known as
pile-up), a forward jet vertex tagger (fJVT) requirement is applied. This combines
information about jet shapes and topological jet correlations in pile-up interactions
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in order to maximize the number of selected jets coming from hard scattering vertex
and reduce pile-up jets contamination. All jets with |η| < 2.5 are required to pass
the requirements of the fJVT Medium [95] working point. This has an efficiency of
selecting hard scattered jets of up to 97% and a pile-up fake rate of 53.4% for jets
with 40 < pT < 50 GeV [24].
4.3.4 b-jets
Jets containing B hadrons are identified with the MV2c algorithm [55]. Specifically,
the MV2c10 variant is used, corresponding to the current recommendations [23]. It is
based on a neural network taking as input weights the output weights of the JetFitter,
IP3D, and SV1 algorithms. This is described in [11] and the chosen working point
is 70% due to the optimal signal to background ratio.
4.3.5 Missing transverse momentum
The missing transverse momentum (EmissT ≡ |~pmissT |) is a measure of the transverse
momentum imbalance due to escaping neutrinos, which can not be detected directly
in the ATLAS detector. As there is no net transverse momentum in the initial state
of a pp collision, there should be no net transverse momentum in the final state. EmissT
is constructed by taking the negative vector sum of all identified jets with pT > 20
GeV, all identified electrons and muons with pT > 25 GeV, and a soft term built from
tracks that are associated with the hard-scattering vertex but unassociated with any
of the reconstructed objects. The soft term is included to account for low-momentum
particles that are not identified amongst the final state objects and is described in
[12, 25, 18].
79
4.3.6 Overlap removal
In order to avoid reconstructing final state particles incorrectly, resulting in a ”fake”
particle, care must be taken to ensure that signatures that are found in multiple
detector components are not double counted or allowed to imitate the signature of a
similar particle. For instance, a muon can ”fake” an additional electron signature by
radiating a photon inside of the EM calorimeter. By utilizing the tracking detectors,
this electron signature can be identified as fake by sharing a track with a reconstructed
muon.6. In this case, the electron would be removed from the list of final state particles
by the overlap removal.
The complete overlap removal list for the final state particles in the SingleTop group
ntuples is, in order of operations: Electrons sharing tracks with muons are removed,
as described above; The closest jet to each electron within an η − φ cone of size ∆R
= 0.2 is removed to reduce the proportion of electrons being reconstructed as jets;
Electrons within a distance of ∆R < 0.4 from any of the remaining jets are removed
in order to reduce backgrounds from non-prompt, non-isolated electrons coming from
heavy-flavor (c or b quark) hadron decays; Jets with fewer than three tracks and
distance ∆R < 0.4 from a muon are removed to reduce the number of fake jets due
to muons depositing energy in the calorimeters, akin to fake electron removal; and,
finally, muons with a distance ∆R < 0.4 from any of the surviving jets are removed
to avoid contamination of non-prompt muons from heavy-flavor hadron decays.
The overlap removal process reduces the number of events available matching final
selection criteria, but substantially reduces the effect of fake backgrounds. As fake
backgrounds are the most difficult to model using simulation and often must be
6An electron is highly unlikely to punch through to be detected by the MS, so it can be assumed
that the electron was the fake particle, rather than the muon.
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evaluated from data, every reduction in their impact is valuable.
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4.4 Signal region selection
4.4.1 Final-state reconstruction
In the trilepton state of the t-channel SM tZq process, the final state consists of three
charged leptons (two from leptonic Z decay and one from leptonic W decay), one
neutrino (from leptonic W decay), one b-quark (from the top quark decay), and one
light quark recoiling against the top quark (expected to propagate preferentially in
the forward direction).
Reconstructing the parent top quark and Z boson is critical to identify specific fea-
tures that can be used to separate signal from background. For example, the Z boson
mass distribution can contribute to the reduction of top quark background processes
that do not involve a Z boson in the final state.
In order to reconstruct the Z boson, a same flavor, opposite sign (SFOS) lepton pair
is required; Z bosons have no net charge or lepton flavor, and therefor must decay
into a SFOS pair. This is uniquely defined in the eeµ and eµµ channels. However,
multiple combinations are possible for the eee and µµµ channels, and in this case
the combination with an invariant mass closest to the Z boson mass of 91.2 GeV is
chosen. The W boson is then reconstructed from the remaining lepton and the EmissT .
Once the leptons have been assigned and the W boson has been reconstructed, the
top quark candidate is reconstructed from the W and b-tagged jet.
The untagged jet with the largest invariant mass in combination with the recon-
structed top quark (through combination with the b-jet) is then classified as the
forward-jet, which has kinematics substantially differentiating it from backgrounds
that are not dominated by t-channel kinematics.
82
4.4.2 Signal regions
Two orthogonal signal regions (SRs) are defined. The selection for both regions
contains exactly three leptons, one b-jet, substantial EmissT , and at least two total jets.
The only difference in particle selection between the two regions is the number of
total jets included in selection.
The first region, known henceforth as the 2j1b SR, contains two total jets: one b-
tagged jet, and one untagged ”forward” jet. The second region, 3j1b, contains three
total jets: one b-tagged jet, and two untagged jets. The one of two untagged jets that
contains the highest invariant mass with the b-jet is flagged as the forward-jet. All
references to selection will refer to both regions unless otherwise noted.
The three leptons are sorted by their pT , irrespective of flavor, and required to have
a pT of at least 28, 25, and 15 GeV, respectively. All leptons must be reconstructed
in the central region of the detector, |η| < 2.5.
Jets are required to have a pT > 30 GeV and |η| < 4.5. The η range is extended to
the forward region of the detector as one of the hallmark features of this process is the
presence of a forward and high energy jet. This can be seen clearly in plots of the η
variable for the jet identified as the forward jet, found in figure 4.1. Also shown is the
|η| variable for the radiated jet in the 3j signal region, which also shows a tendency
of forwardness, likely due to the possibility of the radiated jet originating from the
light jet. An additional cut of |η| < 2.5 is required for b-tagged jets, as the b-jet from
the decay of the top quark is less likely to be forward, and b-tagging algorithms are
optimized for the central region.
There are selections applied to the properties of the boson candidates in order to
reduce backgrounds with similar final state particles that do not have these bosons
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Figure 4.1: Normalized kinematic plots of the jet |η| variables. On the left are those
corresponding to the 2j signal region, and the right the 3j signal region. The top row
displays the forward jet and the bottom row displays the radiation jet (in the case of
3j).
as parents. In order to suppress backgrounds that do not contain a Z boson, the
reconstructed SFOS lepton pair representing the Z candidate are required to have an
invariant mass of within ± 10 GeV from the Z boson mass. Similarly, because a W
boson is expected in the final state, a requirement on the transverse mass, mT(l, ν) =
2 ∗ pT (lW ) ∗ EmissT ∗ (1− cos(∆φ(lW ,EmissT )), of the reconstructed W boson is applied.
This quantity is calculated using the momentum of the lepton assigned to the W
candidate, the EmissT , and the azimuthal angular difference between the two. In order
to be considered for the signal regions, mT(l, ν) > 20 GeV.
The selection requirements applied to the signal regions can be seen in either table 4.4
or 4.5. In these tables, there are also the selection requirements to define validation
and control regions. These regions are constructed such that they enrich two of the
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main sources of background, diboson and tt¯ production. Their definition is as close
as possible to the signal regions whilst remaining orthogonal. These validation and
control regions are discussed further in section 4.5.1.
Table 4.4: Comparison of the requirements applied for selecting events in the signal
regions versus V V control and validation regions.
Common selections
Exactly 3 leptons with |η| < 2.5 and pT >15 GeV
pT (l1) > 28 GeV, pT (l2) > 25 GeV, pT (l3) > 15 GeV
pT (jet) > 30 GeV
|mll −mZ | < 10 GeV
SR 2j1b V V VR V V CR
>= 1 SFOS pair >= 1 SFOS pair >= 1 SFOS pair
2 jets, |η| < 4.5 2 jets, |η| < 4.5 2 jets, |η| < 4.5
1 b-jet, |η| < 2.5 0 b-jets 0 b-jets
mT(lW ,ν) > 20 GeV mT(lW ,ν) > 20 GeV mT(lW ,ν) > 60 GeV
SR 2j1b V V VR V V CR
>= 1 SFOS pair >= 1 SFOS pair >= 1 SFOS pair
3 jets, |η| < 4.5 3 jets, |η| < 4.5 3 jets, |η| < 4.5
1 b-jet, |η| < 2.5 0 b-jets 0 b-jets
mT(lW ,ν) > 20 GeV mT(lW ,ν) > 20 GeV mT(lW ,ν) > 60 GeV
Signal-region yields
The two signal regions show similar signal to background ratios when studying sim-
ulated events using NNLO signal samples. The event yields in the SRs after the
full selection can be found in 4.6. The estimation procedure for the background
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Table 4.5: Comparison of the requirements applied for selecting events in the signal
regions versus tt¯ control and validation regions.
Common selections
Exactly 3 leptons with |η| < 2.5 and pT >15 GeV
pT (l1) > 28 GeV, pT (l2) > 25 GeV, pT (l3) > 15 GeV
pT (jet) > 30 GeV
mT(lW ,ν) > 20 GeV
1 b-jet, |η| < 2.5
SR 2j1b tt¯ VR tt¯ CR
>= 1 SFOS pair >= 1 SFOS pair >= 1 DFOS pair
|mll −mZ | < 10 |mll −mZ | > 10 -
2 jets, |η| < 4.5 2 jets, |η| < 4.5 2 jets, |η| < 4.5
SR 3j1b tt¯ VR tt¯ CR
>= 1 SFOS pair >= 1 SFOS pair >= 1 DFOS pair
|mll −mZ | < 10 |mll −mZ | > 10 No SFOS pair
3 jets, |η| < 4.5 3 jets, |η| < 4.5 3 jets, |η| < 4.5
contributions from different sources is explained in the following.
Signal region plots
Distributions of the four dominant variables for training the MVA can be found in
4.2 and 4.3.
More distributions for the lepton, jet, and event variables in the two signal regions
are shown in A.1.
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Figure 4.2: Comparison of data and MC predictions for the most important MVA
discrimination variables for the 2j1b SR.
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Figure 4.3: Comparison of data and MC predictions for the most important MVA
discrimination variables for the 3j1b SR.
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Table 4.6: Numbers of expected events in the 2j1b and 3j1b SRs. The top table shows
the number of events after weighting to match expected data normalization, while
the bottom table shows the raw number of events available.
Process Lumi weighted events
Region SR-2j1b SR-3j1b
tZq 69.1 ± 0.6 48.0 ± 0.5
tt¯ + tW 44.0 ± 5.0 24.4 ± 2.9
Z + jets 80.7 ± 19.5 11.0 ± 2.9
V V 131.7 ± 6.8 84.5 ± 4.3
ttV 67.6 ± 0.7 112.2 ± 1.0
Total expected 393.2 ± 21.2 280.2 ± 6.1
Data 343 ± 18.5 290 ± 17
Total background 324.1 ± 21.2 232.2 ± 6.1
S/B 0.2 0.2
S/
√
B 3.8 3.2
Process Unweighted events
Region SR-2j1b SR-3j1b
tZq 290 609 237 222
tt¯ + tW 877 460
Z + jets 946 488
V V 43 069 30 964
ttV 39 519 74 501
Total expected 375 020 343 635
Data 343 290
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4.5 Background modeling
There are multiple irreducible and reducible backgrounds that need to be accounted
for in order to measure the trilepton tZq process. The irreducible backgrounds are
other SM processes that have the same list of final state particles and therefore can
either not be separated from tZq or only separated through the use of kinematic
information. An example of a process like this is a diboson production of a W boson
and a Z boson in association with QCD jets that can radiate in any process. Irre-
ducible backgrounds such as these are modeled using monte-carlo (MC) simulations,
occasionally with adjustment from data. These are the sorts of backgrounds that will
be primarily investigated in this section.
Reducible backgrounds are those that stem from events where one or more final state
particles are misidentified or lost. For instance, if a b-jet were to radiate a lepton
that failed to be removed through isolation and overlap removal, it would be recorded
as an event with a final state that had an additional lepton that is ”fake”. These
reducible fake backgrounds are evaluated through the combined use of MC and data,
in dedicated control regions, using a process called the fake factor method. This
method will be elaborated upon in detail in section 4.5.2.
After applying the event selection requirements described in section 4.4.2, the major
backgrounds are comprised of diboson, Z + jets, tt¯, and tt¯V + tt¯H + tWZ. Diboson
dominates in the 2j1b SR while tt¯V + tt¯H + tWZ are the dominant source of
background in the 3j1b SR.
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4.5.1 Validation and control regions
For studying the irreducible, simulation driven backgrounds, validation regions are
defined as in tables 4.4 4.5. In the same table, control regions for constraining the
normalization of the V V and tt¯ backgrounds are also defined. All of the regions are
defined by their characteristic hard scattering process, but also take into account the
possibility of radiated QCD jets; more aptly they might be named ”V V +jets” or ”tt¯
+jets”, but moving forward, the ”+jets” affix will be taken as implicit.
Diboson control and validation regions
With the simultaneous goals of remaining as close as possible to the signal region phase
space and creating an enhanced, isolated diboson region, multiple diboson validation
regions (VRs) are defined. Each type of diboson validation region corresponds to the
neighboring signal region, by number of jets.
The first set of regions, known as the 2j0b or 3j0b VRs, are chosen to enhance the
light-flavor diboson backgrounds through the rejection of any b-tagged jets. Other
than the exclusion of the b-tagged jet, the phase space for each of these regions is
identical to the partnered signal region (2j0b to 2j1b and 3j0b to 3j1b).
These regions show contamination from the non-prompt background categorized to
mostly be from Z + jets, but only in the low mT(l, ν) regime. Therefore, in order to
isolate the V V from the Z + jets, a control region is defined to be a subspace of this
region that has a cut requiring mT(l, ν) > 60 GeV.
The Z+ jets estimation that can be found in each of these regions is generated under
the same fake factor procedure as for the signal regions, described in section 4.5.2,
but following the difference in b-jet selection.
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More plots of the V V kinematics can be found in A.2.
Diboson normalization using diboson control regions
The MC prediction for the normalization of the background events coming from the
V V samples has been found to be occasionally unstable under the source and version
of the MC generator. This is likely due to the partial composition of V V as ZZ → 4l,
with one of the leptons either misidentified or unrecorded7. While the shape has
always been good agreement with data, the overall weighted normalization for the
sample can vary version to version due to unforeseen factors. In order to ensure that
the normalization is correct relative to data predictions, the diboson control region is
used to extract a scale factor for the diboson normalization.
With Z + jets contamination found for mT(l, ν) < 60 GeV, the ratio of data to MC
prediction in high mT(l, ν) subspace of the Xj0b regions is used to extract a scale
factor to be applied to the equivalent signal region and orthogonal validation regions;
Z+jets contamination is found to be negligible above this mT(l, ν) cut. Studies of the
final version of the MC used to measure the tZq process found that this scale factor
was compatible with unity, and was ultimately not applied to the final sample due to
the additional systematic errors that would be introduced. Figure 4.4 demonstrates
this behavior.
tt¯ control and validation regions
In order for the final available particles for the tt¯ process to match tZq trilepton, at
least one final state particle must be misidentified or lost. This renders the tt¯ process
as somewhat unique compared to the other background processes, as it is a reducible
7Besides any possible machine error, there is the beam pipe itself where some particles can escape.
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Figure 4.4: Comparison of data and MC predictions in the mT(l, ν) distribution
for events in the diboson VRs. No scale factors have been applied to any of the
background processes.
fake background that is seemingly well modeled by simulation. However, this well
behaved modeling was discovered, rather than assumed; control regions for rescaling
the tt¯ background were defined and analyzed before ultimately not being utilized in
the final result.
Similarly to that of V V , the tt¯ validation and control regions are defined such that
they enhance the contribution of tt¯ events. They also serve to slightly enhance the
contribution of tt¯V and tt¯H events, but this is a secondary effect.
For the tt¯ validation regions, all requirements are maintained from the signal regions,
with the exception of the inversion of the |mll − mZ | cut, requiring mll < 81 GeV
or mll > 101 GeV. This ”Z-window” exclusion substantially suppresses the presence
of any event with a Z boson in the final state, essentially removing tZq, WZ, and
Z + jets contamination.
The tt¯ control regions have a slightly different definition, instead requiring that there
is a different-flavor opposite-sign (DFOS) pair, an explicit veto on a SFOS pair, and
no cut on the mll parameter. The combination of these adjustments results in an
exceptionally pure tt¯ channel, but one that is a bit too distant from the signal region
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selection to be used comfortably as a validation region. These tt¯ control regions serve
to check the normalization of the tt¯ simulation against that found in data, being
used to produce a scale factor similar to the V V scale factor, potentially to be (but
ultimately not) applied in other regions of phase space.
More plots of the tt¯ kinematics can be found in A.3.
tt¯ normalization using tt¯ control regions
Unlike the V V control regions, which are a subspace of the V V validation regions, the
tt¯ control regions are independent from the validation regions. They are seen to have
very good agreement between data and simulation, resulting in the apparent lack of
need of a normalization scale factor; the MC in this case well models the non-prompt
lepton contribution from the tt¯+X sample. This can be seen in figure 4.5.
Validation region yields
The number of observed data events in the diboson and tt¯ validation regions and the
expected numbers of signal and background events at 139fb−1 are listed in table 4.7
for the V V validation regions and 4.8 for the tt¯ validation regions.
Validation-region plots
Distributions of the four dominant variables for training the MVA can be found in
4.6 and 4.7.
Distributions of lepton, jet, and event variables in the diboson validation regions are
shown in A.7, A.8, and A.9 for the 2j1b SR and in A.10, A.11, and A.12 for the
3j1b SR.
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Figure 4.5: Comparison of data and MC predictions in the distribution of the pT of
the second lepton associated to the Z boson and the pT of the lepton associated to
the W boson for events in the tt¯ CRs. No scale factors have been applied to any of
the background processes.
Distributions of the four dominant variables for training the MVA can be found in
4.9 and 4.9.
Distributions of lepton, jet, and event variables in the tt¯ + X validation regions are
shown in A.13, A.14, and A.15 for the 2j1b SR and in A.16, A.17, and A.18 for
the 3j1b SR.
4.5.2 Fake leptons
The tZq trilepton final state selection consists of three prompt leptons, at least one b-
tagged jet, two or three jets total, and EmissT corresponding to a high-energy neutrino.
A ”prompt” lepton is defined to be one originating from the decay of a τ lepton or a
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Table 4.7: Number of observed and expected events in the diboson validation regions
for the 2j1b and 3j1b SRs. The top table shows the number of events after luminosity
weighting, while the bottom table shows the raw number of events available.
Process Lumi weighted events
Region SR-2j1b SR-3j1b
tZq 48.5 ± 0.5 24.7 ± 0.4
tt¯ + tW 28.5 ± 3.4 13.8 ± 1.8
Z + jets 404.5 ±108.4 145.8 ± 39.6
V V 2772.6 ±140.3 1147.3 ± 58.0
ttV 47.8 ± 0.7 54.6 ± 0.7
Total expected 3301.8 ±177.3 1386.2 ± 70.3
Data 3063 ± 55.3 1240 ± 35.2
Total background 3253.3 ±177.3 1361.6 ± 70.3
S/B 0.0 0.0
S/
√
B 0.9 0.7
Process Unweighted events
Region SR-2j1b SR-3j1b
tZq 216 238 140 437
tt¯ + tW 524 279
Z + jets 3540 1284
V V 977 921 466 648
ttV 26 169 36 158
Total expected 1 224 392 644 806
Data 3063 1240
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Table 4.8: Number of observed and expected events in the tt¯ +X validation regions
for the 2j1b and 3j1b SRs. The top table shows the number of events after luminosity
weighting, while the bottom table shows the raw number of events available.
Process Lumi weighted events
Region VR-ttbar-2j1b VR-ttbar-3j1b
tZq 9.1 ± 0.2 6.5 ± 0.2
tt¯ + tW 159.5 ± 18.3 83.1 ± 9.9
Z + jets 7.0 ± 1.8 1.9 ± 0.6
V V 26.4 ± 1.5 16.5 ± 0.9
ttV 49.4 ± 0.6 50.8 ± 0.6
Total expected 251.4 ± 18.5 158.9 ± 10.0
Data 283 ± 16.8 186 ± 13.6
Total background 242.3 ± 18.5 152.4 ± 10.0
S/B 0.0 0.0
S/
√
B 0.6 0.5
Process Unweighted events
Region VR-ttbar-2j1b VR-ttbar-3j1b
tZq 40 621 33 297
tt¯ + tW 3169 1633
Z + jets 1912 1005
V V 10 990 7132
ttV 35 101 43 661
Total expected 91 793 86 728
Data 283 186
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Figure 4.6: Comparison of data and MC predictions for the most important MVA
discrimination variables for the 2j0b VR.
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Figure 4.7: Comparison of data and MC predictions for the most important MVA
discrimination variables for the 3j0b VR.
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Figure 4.8: Comparison of data and MC predictions for the most important MVA
discrimination variables for the 2j1b ttbar VR.
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Figure 4.9: Comparison of data and MC predictions for the most important MVA
discrimination variables for the 3j1b ttbar VR.
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massive boson. That said, it is not always clear if the leptons involved in an event are
due to prompt or non-prompt sources such as the decay of a massive hadron, decay
of a pion or kaon, or electrons from photon conversions. Adding to the confusion, it
is possible that a jet can be misidentified as an electron. Collectively, these types of
leptons are referred to as ”fake”8 and must be accounted for as an additional source
of background.
As these sorts of behaviors are classified in the ”reducible” category of background,
and due to experimental resolution rather than unavoidable physical behaviors, they
tend to be more difficult to simulate accurately and require a data driven estimation.
There are two major sources of fake-lepton background that can affect trilepton tZq,
and they are evaluated separately. The first, and more difficult to estimate from
simulation, is the estimation of the Z + jets background. This estimate uses a tech-
nique known as the fake factor method. The second is the estimation of the tt¯+X
background, which is done successfully using a combination of data and tt¯ MC with
a simple scale factor correction.
tt¯+X background estimation
Non-prompt lepton origin In order to understand the fake-lepton background
composition coming from tt¯ + X, the origin of the fake leptons in the trilepton final
state is investigated using truth information from MC simulation and is checked for
the signal regions, tt¯ validation regions, and tt¯ control regions, keeping the selection
requirements described in previous sections.
The plots showing the MC truth origin of fake leptons in the tt¯ MC sample can be seen
8Really only the misidentified jets might be ”fake”, when the non-prompt leptons are just ”not
supposed to be there”, but the effect is the same.
99
in figure 4.10. For electron fakes, a mix of photon conversions and heavy flavor decays
are responsible for the non-prompt leptons at a ratio of roughly 1:2. However, the
muon fakes are overwhelmingly dominated by heavy flavor decays, likely due to the
huge mass of detector between the electronic calorimeter and the muon spectrometer.
Figure 4.10: Truth origin of leptons identified as fake in the tt¯ sample in the signal
regions and tt¯ control and validation regions. The top plot is of events that have a
fake electron and the bottom row those that have a fake muon.
100
MC modeling of non-prompt tt¯+X effects The MC prediction for the tt¯ sample
is within statistical error of the observed quantity within the dedicated validation
regions, as seen in 4.11 and is therefore not scaled in other regions. It is henceforth
taken as the tt¯+X estimate for the analysis.
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Figure 4.11: Kinematic plots showing the good agreement between tt¯ MC and data in
a tt¯ enhanced control region. The top plots are the number of electrons in an event,
the center plots are the number of muons in an event, and the bottom plots are the
sub-leading lepton pT (which is the kinematic used to calculate the tt¯ scale factor).
On left are two jet validation regions and on the right are three jet validation regions.
With the tt¯+X sample defined by the tt¯ MC, the tt¯ validation region is used to check
the performance of tt¯ backgrounds in a phase space closer to the signal regions. The
101
tt¯ validation regions in 4.12 show good agreement between data and MC.
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Figure 4.12: Kinematic plots showing the good agreement between tt¯ MC and data
in a tt¯ enhanced validation region. The top plots are the number of electrons in an
event, the center plots are the number of muons in an event, and the bottom plots
are the sub-leading lepton pT (which is the kinematic used to calculate the tt¯ scale
factor). On left are two jet validation regions and on the right are three jet validation
regions.
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Z + jets background estimation using the fake-factor method
In order to estimate the normalization and shape of the Z + jets fake-lepton back-
ground, a data-driven technique known as the fake factor method is used. This
method attempts to estimate the rate of fake-lepton misidentification by deriving a
fake factor from regions orthogonal to the region of interest. Unlike other regions
defined so far, these control regions change the isolation requirements of the leptons
involved in an event such that the fake-lepton rate is enhanced.
In order to understand the procedure, it is important to differentiate between the
three different regions that are required in order to generate a Z + jets estimate in
the region of interest. A common alternative name for the fake factor method is the
ABCD method, and the source of this moniker should become apparent by viewing
the schematic representation in figure 4.13.
Figure 4.13: Schematic view of the definition of the control and fake factor regions,
showing their ABCD values.
The three control regions, A, B, and C, for generating the Z + jets estimate are
defined through two cut inversions: the mT(l, ν) > 20 GeV cut, and the requirement
of exactly three ”tight” leptons changed to exactly two ”tight” leptons and one ”loose”
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lepton. The definitions of ”tight” and ”loose” leptons are found in table 4.9, and
the exact definitions of these three regions (with the region-to-estimate D included
for completeness) in table 4.10.
Table 4.9: Definition of electron and muon selection criteria for “loose” and “tight”.
Loose Tight
Definition Isolation Definition Isolation
Electrons MediumLH None TightLH Gradient
Muons Medium None Medium Gradient
Table 4.10: Overview of the three fake factor control regions (A, B, and C) and their
region-to-estimate (D). All unlisted selection criteria match whichever region is the
target of the estimate, such as the signal region or V V validation region.
A,FFTTT B, FFLTT C, CRLTT D, estimated region
3 tight leptons 2 tight leptons 2 tight leptons 3 tight leptons
0 loose leptons 1 loose leptons 1 loose leptons 0 loose leptons
mT(l, ν) < 20 GeV mT(l, ν) < 20 GeV mT(l, ν) > 20 GeV mT(l, ν) > 20 GeV
The fake factor F is calculated in order to account for the rate difference between the
1-loose-not-tight 2-tight (LTT) and 3-tight (TTT) datasets with an inverted mT(l, ν)
cut, using
F =
∆tight
∆loose
, ∆ = Ndata −NMC , NMC =
∑
MC
fiNi (4.1)
where N tight gives the number of events where all leptons pass the ’tight’ isolation
and identification criteria, and N loose gives the number of events where one lepton
only fulfills the ”loose” requirements while the other two pass the ”tight” criteria.
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Ndata is the number of observed data events in the region, while NMC is the sum of all
MC sources; in regions A and B, NMC accounts for all MC sources except for tt¯+X,
as tt¯ + X is also a fake source of leptons that has already been for in section 4.5.2.
Any difference in behavior between the LTT and TTT tt¯ + X estimate for mT(l, ν)
< 20 GeV will be captured into F and not cause a shift in the Z + jets estimate due
to double counting tt¯+X fake leptons.
Additionally, all ∆ values are calculated after the application of any relevant normal-
ization rescaling factors fi are applied to each MC sample, should they be found to
be required; the fake factor estimate is considered last out of all effects, and inherits
any corrections to simulation that have been applied before it is generated.
Once the LTT-to-TTT rescaling factor F is calculated, it is applied to ∆C to generate
a scale factor
SF =
F ×∆C
NdataC
(4.2)
which is used in order to generate the estimate for region D through application on
the data events in region C9.
∆C follows nearly the same procedure for calculation as ∆A and ∆B, the only differ-
ence from ∆A or ∆B being that ∆C includes the subtraction of the tt¯+X estimate, as
to leave it out in a non-ratio result would cause a double counting of the fake leptons
from tt¯ + X. Should it be required, tt¯ MC from the LTT dataset has a dedicated
scale factor calculated in the exact same manner as described in section 4.5.2, but
with the LTT dataset used in place of the TTT dataset.
9This is extracted as a scale factor and re-applied in order to acquire the individual kinematics
of each event in the dataset for region C
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F , SF , and ultimately the final Z + jets estimate are derived in bins corresponding
to the pT of the lepton associated with the W boson, as it is expected that in almost
all Z + jets events this is the lepton that will be fake. This statement, as well as the
fake composition in all the previously defined regions, was checked at truth level using
the MCTruthClassifier tool, similarly to that of the tt¯+X estimation. The results
for the truth studies of these regions are available in figure 4.14. In all three regions,
the leptons that are associated to the Z boson after event reconstruction appear to
be well assigned, validating the assumption that the fake lepton is associated to the
reconstructed W boson. Furthermore, the fake lepton composition is very familiar,
with most of the cases coming from heavy-flavor decays.
The estimate is performed separately for fake electrons and fake muons, as they have
different sources and contributions. Due to the low statistics in the high-pT bins,
as well as the relatively small Z + jets contamination compared with low-pT events,
only two values of F are calculated for each lepton flavor, one for low-pT and one
for high-pT . After studies to minimize statistical fluctuations and produce the most
consistent behavior, the pT boundary defining low- and high-pT is set to 25 GeV. The
resulting separations yield 4 values of F and SF for each region of interest, although
all of the resulting estimated Z + jets events are combined into a single dataset.
An expanded view of one of the Z + jets estimates is seen in figure 4.15, specifically
for the electron estimate of the 2j1b signal region. Other similar views can be seen in
the appendix, in figures A.19 for the 2j1b muons, and A.20 and A.21 for the 3j1b
signal region.
This estimation has a strong dependence on the statistics available in regions A, B,
and C, and suffers some drawbacks with the low statistics available even with the
full 139fb−1 dataset. One of these potential pitfalls is the possibility for the data to
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fluctuate under the MC estimation in a given bin, which can result in a negative value
of F or SF . In the event of a negative value of F or SF , the estimate is set to zero,
resulting in all events in the Z + jets estimate for that region having zero weight but
maintaining their statistical uncertainty. A table of all of the values of F and SF for
the signal regions can be found in table 4.11.
More plots of the Z + jets estimates for the other signal regions and lepton flavors
can be found in A.4.
Region pT (lW ) < 25GeV pT (lW ) > 25GeV
2j1be FF 0.112± 0.050 0.228± 0.134
SF 0.068± 0.033 0.071± 0.045
2j1bµ FF 0.171± 0.083 0.058± 0.113
SF 0.096± 0.053 0.013± 0.025
3j1be FF −0.012± 0.032 −0.138± 0.358
SF 0.000± 0.018 0.000± 0.023
3j1bµ FF 0.243± 0.127 0.278± 0.447
SF 0.132± 0.083 0.023± 0.050
Table 4.11: Fake factor (FF) and loose-not-tight data scale factor (SF) for generating
the Z+jets estimate, with statistical errors. Note: any negative value for a SF would
be set to zero. Negative FFs are not set to zero to allow statistical error calculation
for the SFs, but translate to no Z + jets events estimated in the region.
MC closure test for fake factor Z + jets estimate
In order to validate the fake factor method a monte-carlo closure test is performed.
Essentially, this is applying the fake factor method to Z + jets MC, in order to see
if the procedure accurately reproduces the MC estimate in the region of interest.
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The procedure is identical to that described in the previous section, but with all
references to data replaced with pseudo-data equal to the sum of all simulations,
known as Asimov data, including Z + jets MC.
The resulting number of MC events estimated is compared to SHERPA prediction for
the Z+ jets contribution in the signal region. Both sets of numbers have large errors
due to the limited statistics available for both the data driven and Asimov driven
fake factor method. This comparison is found in table 4.12.
Table 4.12: MC closure test comparing the estimate obtained using the fake factor
method only using MC predictions (top row) and the Z+ jets SHERPA MC prediction
for the signal region.
SR-2j1b SR-3j1b
Events with pT (lW ) < 25GeV
Fake-factor method 22.6± 4.3 5.8± 4.7
MC prediction 13.5± 5.0 5.1± 1.2
Events with pT (lW ) > 25GeV
Fake-factor method 9.1± 2.8 4.2± 1.5
MC prediction 5.4± 0.6 2.0± 0.6
Total events
Fake-factor method 31.7± 5.1 9.9± 4.9
MC prediction 18.1± 6.5 7.4± 1.7
108
0.0 0.2 0.4 0.6 0.8 1.0
%
NonDefined
PhotonConv
TauLep
ZBoson
CharmedMeson
BottomMeson
CCbarMeson
BottomBaryon
Tr
ue
 O
rig
in
FR-TTT: ZPlusJets Electrons (weighted)
Z1
Z2
W
0.0 0.2 0.4 0.6 0.8 1.0
%
TauLep
ZBoson
CharmedMeson
BottomMeson
CCbarMeson
CharmedBaryon
BottomBaryon
Tr
ue
 O
rig
in
FR-TTT: ZPlusJets Muons (weighted)
Z1
Z2
W
0.0 0.2 0.4 0.6 0.8 1.0
%
NonDefined
PhotonConv
DalitzDec
TauLep
ZBoson
LightMeson
CharmedMeson
BottomMeson
CCbarMeson
CharmedBaryon
BottomBaryon
Tr
ue
 O
rig
in
FR-LTT: ZPlusJets Electrons (weighted)
Z1
Z2
W
0.0 0.2 0.4 0.6 0.8 1.0
%
NonDefined
PhotonConv
TauLep
ZBoson
LightMeson
CharmedMeson
BottomMeson
CCbarMeson
CharmedBaryon
BottomBaryon
PionDecay
KaonDecay
Tr
ue
 O
rig
in
FR-LTT: ZPlusJets Muons (weighted)
Z1
Z2
W
0.0 0.2 0.4 0.6 0.8 1.0
%
NonDefined
PhotonConv
TauLep
ZBoson
LightMeson
BottomMeson
CCbarMeson
BottomBaryon
Tr
ue
 O
rig
in
SR: ZPlusJets Electrons (weighted)
Z1
Z2
W
0.0 0.2 0.4 0.6 0.8 1.0
%
NonDefined
ZBoson
CharmedMeson
BottomMeson
BottomBaryon
Tr
ue
 O
rig
in
SR: ZPlusJets Muons (weighted)
Z1
Z2
W
Figure 4.14: Origin of the leptons in the Z+ jets sample. On the left are events with
a fake electron, and on the right are events with a fake muon. The plot shows the
TTT fake factor region A (top), LTT fake factor region B (middle), and LTT control
region C (bottom). The particle of origin is shown on the y axis. The highest pT
lepton from the Z boson candidate is shown in blue, the second highest pT lepton
from the Z boson is shown in red, and the lepton associated to the W is depicted in
green. The source of the W lepton is overwhelmingly b-hadrons.
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Process FR-TTT FR-LTT SR-LTT
tZq 4.0± 0.1 1.8± 0.1 17.9± 0.3
tt¯ + tW 2.8± 0.6 33.6± 5.2 272.7± 40.8
Diboson 10.5± 0.8 7.2± 0.8 36.0± 2.7
ttV 3.7± 0.2 2.3± 0.1 17.3± 0.4
Total expected 21.0± 1.1 44.9± 5.2 343.9± 40.9
Data 52 ± 7.2 157 ± 12.5 597 ± 24.4
Figure 4.15: Expanded view of the Z + jets estimation due to fake electrons for the
2j1b signal region, organized to match the ABCD definition. Top left: the TTT fake
factor region (A); Bottom left: the LTT fake factor region (B); Bottom right: the
LTT control region region (C); and top right: the 2j1b SR (D) with the complete
Z+ jets estimate shown in orange. Below: A table of the expected MC and observed
data events in each of the three regions, with the numbers of ttV , diboson, tt¯ + tW ,
and tZq events from MC simulation; from left to right the columns are region A, B,
and C. Note that the plot of (D) is inclusive of both fake electrons and fake muons.
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4.6 Systematic uncertainties
4.6.1 Sources of systematic uncertainty
Many sources of systematic uncertainty are considered in the extraction of the tZq
cross-section. The systematic uncertainties are evaluated using the common Top
group prescription and standard ATLAS procedures as in [42]. Systematic uncertain-
ties are considered for the normalization of the individual backgrounds and signal
acceptance from various sources.
Object energy scale/resolution and efficiencies: Systematic uncertainties due
to residual difference between Monte Carlo simulations for jets, electron and muon
reconstruction after calibration, and calibration scale factors are propagated to the
event yield and observables.
• Lepton reconstruction:
The mis-modeling of muon (electron) trigger, reconstruction, and selection ef-
ficiencies in simulation is corrected by introducing scale factors derived from
measured efficiencies in data. Z → µ+µ− (Z → e+e−) decays are used to ob-
tain scale factors as functions of the lepton kinematics. The uncertainties are
evaluated by varying the lepton and signal selections and from the uncertainties
of in the background evaluations.
• Lepton momentum scale and resolution:
The Z → ll processes are used to measure lepton momentum scale and resolu-
tion. Calibration factors and associated uncertainties are derived to match the
simulation to observed distributions in collision data. The effect of momentum
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scale uncertainties is evaluated by repeating the event selection after varying
the lepton momentum up by 1σ and down by 1σ. For the momentum resolution
uncertainties the event selection is repeated by smearing the lepton momentum
[40].
• Jet energy scale (JES):
The JES was derived using information from test-beam data, LHC collision
data, and LHC simulation. The JES calibration consists of several steps that
account for detector problems, jet reconstruction algorithms, jet fragmentation
models, dense data-taking environment from high pile-up conditions, and re-
sponse difference between data and MC simulation. The fractional uncertainty
is stable in η and decreases with the pT of the reconstructed jet [73]. The JES
uncertainty has various components according to factors for which it accounts.
The 2015 jet calibration procedure is based on procedures described in [41].
• Jet energy resolution:
The impact of the jet energy resolution on tZq is evaluated by smearing the jet
energy in the MC samples.
• Missing transverse momentum:
Uncertainties of the soft-track component of the EmissT are derived from the level
of agreement between data and MC simulation of the pT balance between the
hard and soft EmissT components. Three different uncertainties are considered:
an offset along the pT (hard) axis, the smearing resolution along the pT (hard)
axis, and the smearing resolution perpendicular to the pT (hard) axis.
• b-tagging efficiency:
* The b-tagging efficiencies and mis-tag rate for the taggers have been measured
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in data using the same methods as described in [15, 14] and updated using the
2015 dataset. The impact on the tZq cross-section measurement due to the
uncertainties on the b-tagging data/MC scale factors is evaluated separately for
b, c, and light-flavor quark jets in the MC samples.
Monte Carlo modeling and parton densities: Systematic effects from MC
modeling are estimated by comparing different generators and varying parameters for
the event generation.
• MC modeling uncertainties MC modeling uncertainties are not included in
this analysis.
• PDF uncertainty: The systematic uncertainties related to the parton distri-
bution functions are taken into account for the signal sample. The events are
reweighted according to each of the PDF uncertainty eigenvectors. The uncer-
tainties are calculated using the formula given in equation 43 of ref [36]. The
uncertainty is calculated following the new PDF4LHC recommendation [34] of
the estimated uncertainties for the PDF4LHC15 PDF set.
• Monte Carlo statistics The uncertainty due to the limited size of Monte
Carlo samples is included.
Background rate uncertainty: The uncertainties on the normalization of the
various background processes are constrained using either the uncertainty estimated
during their determination (section 4.5), or using the uncertainties on the theoretical
cross-section predictions (tt¯V + tt¯H + tWZ). The uncertainties used are found in
table 4.13.
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Table 4.13: Uncertainties on the normalization of all background processes.
Process Uncertainty
Region 2j 3j
ttV 13 % 13 %
V V 10 % 10 %
Z + jets 43 % 25 %
tt¯ + tW 21 % 21 %
Luminosity: The uncertainty on the combined 2015-2018 integrated luminosity
is 3.2%. It is derived following a methodology found in [22], from a preliminary
calibration of the luminosity scale using x–y beam-separation scans performed in
August 2015 and May 2016.
Uncertainty on pile-up reweighting: The uncertainty on pile-up reweighting is
included.
Shape uncertainties: The following systematic uncertainties are only acceptance
uncertainties without a shape: background normalization and luminosity. For all
other systematics listed, rate and shape differences are taken into account.
Shape symmetrization: Due to some features having low available MC statistics,
the shape systematic uncertainties associated to those features will have fluctuations
due to non-systematic effects. To protect against this, a smoothing of shape uncer-
tainties is performed using the default smoothing algorithm available in TRExFitter.
The templates are symmetrized by taking the average difference around the nominal
template between the up and down variants. For bins where both the up and down
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variation are on the same size of the nominal, the largest variation is symmetrically
assigned for the final template.
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4.7 Multivariate analysis
In order to better separate signal tZq events from similar background, a supervised
learning style multivariate discriminant utilized. The application of this algorithm
increases the sensitivity of this tZq trilepton analysis substantially when compared
to either traditional cut-and-count or kinematic binned-likelihood methods.
By combining many kinematic variables into a single discriminant with a multivariate
algorithm, a single output discriminant can be generated which can be binned and
subsequently used in a binned-likelihood fit.
Multiple algorithms were evaluated for optimal performance, and in the end the
gradient boosting algorithm XGBoost [38] was chosen to create the final discriminant.
The NeuroBayes [62, 61] package for creating three-layer feed forward neural networks
was also studied in detail, and its performance can be found in appendix ¡¿.
This section is organized as follows: first, a description of generalized multivariate
analysis / machine learning (MVA/ML) techniques is given in 4.7.1. Following this, a
more detailed description of XGBoost and its underlying theory is found in 4.7.2. The
folding technique used to avoid overtraining bias in the final template is described
in 4.7.3. With folding in place, model selection is described in 4.7.4, and the final
model selection and templates are shown in 4.7.5.
4.7.1 What is machine learning
Multivariate analysis (MVA) techniques, known often these days as Machine Learning
(ML) techniques, are a category of analytical algorithms that strive to train a model
with the goal of evaluating a dataset, resulting in some sort of discrimination of
the results. The moniker ”Machine Learning” is apt to use as the goal is to train a
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”machine” (a model) to ”learn” (train on) something, and from this knowledge make
a decision about (evaluate) some new, previously unseen data-point.
MVA/ML techniques are split into two general categories: classification and regres-
sion. Classification has the goal of determining the type or class of unknown data,
while regression has the goal of determining a value instead. As an example, a classi-
fier might attempt to determine if an image is of an apple after training from a set of
images of apples (and not apples), while regression would attempt to determine the
temperature of the next day after training on a dataset of past weather information.
For the tZq analysis, classification is the type of technique required; the goal is to
determine if a recorded event is from the tZq process or merely something with
a similar signature. Unfortunately, due to the fundamentally random underlying
distributions, it is not actually possible to be perfectly sure if any given event is
a tZq process as there are multiple other physical events that can have the exact
same signature as a tZq trilepton event. That said, as the underlying kinematic
distributions of these events that have the same final state particles is different, they
can be separated. To this end, it is valuable that most methods of classification
are capable of generating a ”score” for a test event; rather than simply ”is” or ”is
not”, they can generate a sort of confidence about the identification, somewhere
between ”is” and ”is not”. The hope is that a model such as this can learn the
underlying distributions of tZq and its backgrounds, and separate them more than
their independent kinematics allow.
The general process is as follows: first, some training datasets are selected. In the case
of tZq, these datasets are the MC simulations (and data-driven estimates) generated
that are expected to participate in the study of the tZq trilepton final state. Once
these datasets are selected, a model with some set of hyper-parameters is trained upon
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them; as the source of the simulations are known, the model can be told whether a
given event is tZq or not. It is worth noting that it is important to give the model
both tZq and not-tZq events, as it can learn not only what tZq looks like, but also
what it does not look like.
Once the model is trained with all available simulation, it hopefully has some un-
derstanding of the underlying relationship between the input variables and can be
used to evaluate any event with the same input information as was used to train the
model10. For tZq, the resulting score of each of the testing events are then saved and
ultimately placed in a histogram and used as input to a binned-likelihood fit.
There are many details involved in the process that will be covered in the following
sections, most of which are related to the meta-evaluation of the model itself as well
as its proclivity towards the memorization of source events (known as overtraining)
rather than understanding the underlying distributions.
4.7.2 Gradient boosting
XGBoost is a package built to perform gradient boosting, which is a method of su-
pervised decision-tree boosting designed to operate under the mathematical model
of gradient descent by iteratively calculating a residual and fitting subsequent trees
to this residual. It is capable of both classification and regression, although only the
classification capabilities are needed for the analysis of tZq events. The following sec-
tion will break down the various components of XGBoost in order to better explain
its method of action, through the description of decision trees, boosting, and gradient
10Depending on the model used, it may be able to ignore information it knows nothing about. In
this case, it would be similar to if an apple-identifying model was trained on pictures of fruits and
subsequently given the sound of an apple being bitten into – it would not know what to do with
this information and would ignore it.
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Figure 4.16: An example of a binary decision tree with a depth of 3. This is the
equivalent of describing two 2-dimensional cuts: pT (lW ) at 37 GeV followed by either
|ηt| at 1.7 or pT (b) at 41 GeV. The blue and red numbers represent an arbitrary
distribution of signal and background populating the final leaves. In general, a binary
decision tree such as this has in each non-leaf node a true/false statement and sends
all events with condition true to one leaf with all condition false events to the other.
descent.
Decision trees are a simple model wherein a variable is chosen at a certain value,
and anything above this value is placed in one child node while anything below this
value is placed in another branch. This can be repeated for each node until such
a point as the tree is complete, whether that be due to a limit on the depth or a
limit on the statistics of a given leaf. Traditional kinematic cuts can be represented
as decision trees, and a depiction of a basic decision tree demonstrating this can be
found in figure 4.16.
A single decision tree can be made very deep, creating many leaves containing indi-
vidual assessments of the dataset it is built from. However, a deep decision tree like
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this is highly prone to overtraining11 and ultimately performs poorly on an orthogo-
nal dataset; the single tree would ”memorize” the input dataset instead of mapping
underlying correlations.
In order to improve this, an ensemble of shallower decision trees can be employed in
the place of fewer deeper trees. Each individual tree, or learner, has a weak ability
to predict the final result; by combining many weak learners, a strong learner can be
created. The most basic method for this is known as a randomforest, which simply
takes a majority vote of all of the trees it contains to decide the final classification
value of an event. While this can work for many things, it can be improved. A more
advanced method for aggregating weak learners is known as boosting.
Boosting is an iterative, ensemble based meta-algorithm that exploits the per-
formance increase of a group of weak learners relative to a single stronger learner.
Beyond simply taking the votes of the ensemble of weak learners, as a random for-
est would, a boosted algorithm adjusts the importance of individual training events
in between iterations in order to learn from its mistakes. This is done by assigning
weights to the individual events and then iteratively adjusting them depending on the
performance of the previous estimator; a correctly classified event is given a reduced
weight, while an incorrectly classified event is given a greater weight. The next itera-
tion of the training algorithm (creating another tree to fit the residual, in the case of
gradient boosting), uses the updated weights to give extra importance to those events
that were previously misclassified. The process is repeated until such a point as the
algorithm is terminated: either perfect classification is reached or it is instructed to
end through another means such as a time limit or strict limit on the number of
estimators (to prevent overtraining). Once trained, a given event to be evaluated will
11A model is overtrained when it has memorized statistical fluctuations.
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be voted upon by each of the trees, with the final values being also adjusted by the
error found in each tree during training (low error trees have higher impact). The
original implementation of adaptive boosting is known as AdaBoost [65].
Gradient boosting takes the boosting meta-algorithm and uses it to solve a
slightly different problem. After observing that boosting can be interpreted as an
optimization algorithm on suitable cost function [32], a new class of iterative func-
tional gradient descent algorithms was developed [66, 67, 78, 79].
Like other boosting methods, gradient boosting combines ”weak” learners into a
single strong learner. However, gradient boosting attempts to solve the classification
problem through the iteration of some imperfect model Fm to be improved through
constructing a new model that adds an estimator h: Fm+1(x) = Fm(x)+h(x). To find
h, the algorithm starts with the observation that a perfect h would imply Fm+1(x) =
Fm(x) + h(x) = y
12, or equivalently, h(x) = y − Fm(x). Thus each iteration Fm+1
attempts to correct the errors of its predecessor Fm by fitting h to the residual y −
Fm(x) [77]. In the end, after M iterations, the final model FM contains all of the
corrections given by each Fm while iteratively fitting the residuals to hm. Essentially,
gradient boosting is different from classical boosting in that it strives to solve for
the residual error of each iteration, rather than re-solving the entire problem with a
different set of event importances.
When comparing gradient boosting to another completely different method such as a
neural network, a few advantages and disadvantages can be identified. On the upside,
tree-based ensemble techniques in general require substantially less preprocessing of
data. The variables do not need to be normalized or remapped to the same range; it
12y being the true target values of the algorithm
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is not a problem to compare a pT cut in one branch to an η cut in another, as each
tree-cut is orthogonal. Additionally, the flow of tree-based MVA/ML techniques is
much more familiar to many high energy experimental physicists; for better or worse
it is an optimized algorithm for the traditional method of cut based analysis. On the
other side of the coin, gradient boosting can show a tendency to some overtraining if
not carefully monitored. This is not an insurmountable problem, but when compared
to many neural network packages, NeuroBayes included, it is something to be wary of.
In XGBoost there are multiple hyper-parameters specifically designed to mitigate this
through limiting the minimum size of leaves or early stopping when the performance
of a validation set stabilizes.
4.7.3 Folding technique
Even with a model that demonstrates minimal overtraining, extra precautions are
taken to ensure that there is no overtraining bias in the final discriminant produced
by XGBoost. To this end, a folding technique is employed. Folding is an advanced
version of a classical training/testing dataset split that allows all of the available
statistics to be used in training the final dataset, while ensuring no given training
event is evaluated by a model within which it is a training member. In the tZq
analysis, the folding technique chosen is known as k-folding.
The simplest method of the train/test split method is to take some fraction of a known
dataset and put it aside for evaluating the performance of a model that is trained
on the rest of the dataset. One major drawback to this method is that it sacrifices
some fraction of the dataset in order to have an orthogonal dataset for performance
evaluation. Another drawback is the possibility to bias your training based on which
subsets of the full dataset are chosen for training and testing. The k-folding method
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circumvents both of these drawbacks through training multiple models whilst rotating
the testing dataset throughout the entire dataset.
The first step of the k-folding method is to split the source dataset into k subsets of
size N/k, ki. This must be done carefully, and for tZq is done with a combination
of shuffling and stratification. Shuffling is as it sounds, a randomization of all events
in the dataset, done with a locked seed for consistent replication. Stratification is
the process of ensuring that the fraction of signal and background events in each
fold remains the same. This is especially important when there is a different level
of available statistics for signal and background samples; for tZq, there many more
more signal simulation events available than for the background. Beyond this, for the
tZq analysis, an advanced form of stratification is employed to not only ensure that
the ratio of signal to background is the same, but that the ratios of each source of
background remains the same across all folds. This is nearly as necessary as generic
stratification due to again to the difference between the available statistics across
different background samples; tt¯ + X and Z + jets have greater than an order of
magnitude fewer statistics available than V V .
Once the fold input subsets ki are generated, a set of models {Mi} ∀ i ∈ {1, 2...k}
is trained on the concatenation of all other fold input subsets ti = {kj} ∀ j 6= i.
Each model Mi is used to evaluate the score of all events in dataset ki, the so called
”testing” set, as well as all events in ti, the so called ”training” set. The performance
of stesti = Mi(ki) is compared to the performance of s
train
i = Mi(ti), so that overall
performance of the model Mi(ki) can be also understood in terms of its overtraining
Mi(ti). This is repeated for each fold ki, and in the end the k models Mi are evaluated
to produce scores sets Stest = {stesti }∀i and Strain = {straini }∀i. The final performance
of the overall model M = {Mi} ∀ i ∈ {1, 2...k} can be evaluated from Stest, with the
123
overtraining performance captured by Strain13.
Ideally, the performance between Stest and Strain would be identical, indicating no
overtraining. In reality, the training dataset will always perform better than the
testing set, and there is no clear threshold at which some overtraining becomes too
much overtraining. Especially while using folding, which eliminates overtraining bias
(but not variance) in the final discriminant, some overtraining can be allowed if it
increases the overall performance of the final fit result. Therefore in order to determine
the overall effect of the overtraining with respect to the final binned-likelihood fit,
the fit must be actually performed on each output template with an Asimov dataset.
Up through some threshold of overtraining, the training and testing results will be
compatible in the final result, and it can only be found by iterative testing.
One metric often used to evaluate the theoretical performance of a classification model
and its proclivity towards overtraining is the receiver operating characteristic (ROC)
curve. An expansion to the accuracy score of a model (the fraction of events correctly
classified given a score threshold) the ROC curve is the relationship between the true
positive rate and false positive rate when sweeping over all range of classification
thresholds14. The ROC curves for the 2j1b and 3j1b signal region trainings can be
found in figure 4.17.
The ROC curve can further be processed into the receiver operating characteristic area
under curve (ROC AUC), which is the integral value of the ROC curve and usefully
summarizes the performance of a ROC curve as a scalar value. The relationships
between the ROC AUC for the testing and training models can be seen in blue and
13The training score set must have its weights renormalized by a factor of 1/(k-1) due to double-
counting
14Classification thresholds being the MVA output score above which to classify as signal and below
which to classify as backgrounds
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(a) (b)
Figure 4.17: Receiver operating characteristic curves for the 2j (a) and 3j (b) signal
regions. Each plot has in gray the testing curve with the training curve in red. The
error seen is the statistical error given the 5-fold nature of the models. There is a
slight overtraining clear from the deviation between the test and training curves, but
not enough to have a significant effect on the final result.
red in figure 4.18.
4.7.4 Model selection
At this point, the input datasets (k-folded) and ML algorithm (gradient boosting)
have been selected, and so the hyper-parameters for the model must be selected.
Hyper-parameters are parameters that are used by the model algorithm (XGBoost)
itself, and have a substantial effect on the final result. Final selection of hyper-
parameters is an iterative effort, where some set of possible hyper-parameters are
selected and tested through k-folded grid search until such a time as an optimal set
of hyper-parameters is found for the dataset available. All hyper-parameter tuning is
done without access to unblinded data in the signal regions, although uses validation
region data-simulation comparisons to ensure that the performance is as expected.
The hyper-parameters tuned in this analysis with XGBoost are n estimators, learning rate,
max depth, and min child weight. A brief description of each follows.
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- n estimators: the number of trees / iterations to be used in the model before
halting training. By increasing this number, the model can learn more about the
dataset, increasing performance, but after a certain point it begins to learn statistical
fluctuations and overtrain.
- learning rate: also known as eta, this hyper-parameter shrinks the step size of
the weight change between iterations in order to control overtraining. A smaller
learning rate with a larger number of estimators allows for a smoother fit to the
dataset, reducing overtraining, although it will take longer to train.
- max depth: controls the maximum depth (number of splits) in a given tree. A
tree depth of 0 is defined through this API as a single cut on a single variable, a
tree with only two leaves. A max depth of 0 does not allow for variable correlations,
but any value greater than 0 will allow for higher-dimensional cuts. Increasing the
depth of the trees allows for more correlation between variables and more specific
groupings in phase space, allowing for improved performance, but also quickly allows
for overtraining.
- min child weight: this variable sets a minimum total weight of a child node in
order to allow for a branch splitting. It is very useful for preventing low statistic
high-specificity leaves, which are more often than not a result of fluctuations and not
representative of true distributions; it is almost entirely in order to prevent overtrain-
ing and not for increasing overall performance.
Studies made during model selection can be seen in figure 4.18. These studies
involve one-dimensional scans where all parameters but one are locked to an otherwise
accepted value (found during more coarse higher-dimensional scans). By iteratively
sweeping in one dimension and higher dimensions, a good set of hyper-parameters is
found.
126
Figure 4.18: One dimensional model selection plots. When not the x axis variable, the
hyper-parameters are locked at 21 features, 1000 estimators, maximum depth of 3,
learning rate of 0.05, minimum child weight of 1, with a k of 5. Overtraining evidently
has a limited correlation to the final significance compared to the test AUC score.
It is clearly seen that the dominant hyper-parameter for controlling final significance
is the number of estimators, which shows an optimal value for Asimov significance
around 1000. The maximum depth shows quick overtraining but very low correlation
to the final result. The learning rate shows a clear maximum in both expected
significance and testing auc score, in the midrange. The minimum child weight shows
flat performance as long as the value remains small enough to be granular.
Template validation While there is a large amount of useful data accrued through
hyper-parameter sweeping, ROC AUC score and expected significance are incomplete
as they lack any connection to measured data. The data can not yet be accessed for
the signal region due to the blinded nature of this analysis, but it can be accessed in
the dedicated validation and control regions that have very low signal contamination.
Thus in order to further confirm that these final templates will be well behaved, the
validation regions are checked using data.
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While the gradient boosting algorithm is trained on samples from the signal region,
it can be used to evaluate any event with the same input features. It is expected to
not have as great separation power when used on regions with a different phase space
than the signal regions, but it is imperative that it remains consistent in its evaluation
of simulation when compared to data; the goal of checking the validation regions is
not to evaluate the separation power of the algorithm, but to ensure that there is not
some difference between how the algorithm treats simulation versus yet-unseen data.
The gradient boosting output plots for the V V and tt¯ + X validation regions, as
well as the tt¯ control region, can be seen in figure 4.19. While not perfect, they are
consistent with the relationship between data and simulation within the kinematic
plots seen in section 4.5.
4.7.5 Final model selection and templates
Now that the model selection is locked and the validation regions checked against
data for consistency, the final templates for input to the binned-likelihood fit are
generated and unblinded. These templates can be seen in 4.20
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Feature 2j1b 3j1b Description
m(ji, jj)max 3.91 5.85 Maximum dijet invariant mass
m(t) 4.83 4.96 Mass of t candidate
η(jf ) 4.06 4.53 Pseudorapidity of forward jet
mT(l, ν) 3.82 3.65 Transverse mass of W candidate
pT (jr) - 3.25 Transverse momentum of radiation jet
pT (jf ) 2.81 3.18 Transverse momentum of forward jet
∆R(jf , Z) 2.37 2.82 Radial separation of forward jet and Z candidate
pT (b) 2.08 2.79 Transverse momentum of b-tagged jet
pT (lW ) 3.63 2.67 Transverse momentum of W candidate child lepton
∆R(lW , jmin∆R) 2.06 2.66 Radial separation of W child lepton and its nearest jet
η(jr) - 2.57 Pseudorapidity of radiated jet
m(lZ1 , lZ2) 2.38 2.55 Invariant mass of SFOS lepton pair
pT (lZ1 , lZ2) 2.91 2.45 Transverse momentum of Z candidate
∆R(b,W ) 2.10 2.29 Radial separation of b-tagged jet and W candidate
η(lW ) 2.29 2.19 Pseudorapidity of W candidate child lepton
∆R(t, Z) 2.07 1.72 Radial separation of t candidate and Z candidate
pT (W ) 2.29 1.57 Transverse momentum of W candidate
η(b) 1.00 1.39 Pseudorapidity of b-tagged jet
η(t) 1.17 1.21 Pseudorapidity of t candidate
η(W ) 1.60 1.19 Pseudorapidity of W candidate
pT (t) 1.06 1.00 Transverse momentum of t candidate
Table 4.14: List of features used in the gradient boosting algorithm. The values
represent the relative importance of the variables and are rescaled to be as a multiple
of the weakest feature.
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Figure 4.19: Validation plots of the gradient boosting output, using models trained
on the 2j1b and 3j1b signal regions. On the left are 2j regions and the right are
3j regions, each utilizing the respective signal region training with the same number
of jets. Top to bottom are the V V validation region, tt¯ + X validation region, and
tt¯ control region. These plots do not show the effect of systematic variations, only
statistical variation. The binning for these plots follows the ’TransfoD’ algorithm to
be used by TRExFitter. All templates are created using k-folding that ensures no
overlap between training events and evaluated events.
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Figure 4.20: Unblinded signal region gradient boosting score plots. On the left is the
2j1b signal region and the right is the 3j1b signal region. These plots do not show
the effect of systematic variations, only statistical variation. The binning for these
plots follows the ’TransfoD’ algorithm to be used by TRExFitter. All templates are
created using k-folding that ensures no overlap between training events and evaluated
events.
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4.8 Likelihood fit
In order to extract the tZq cross-section, a binned maximum-likelihood fit [56] is
performed using the templates generated by the gradient boosting algorithm. The
software framework used for performing the fit is TRExFitter, which combines the
functionalities of RooFit [97] and RooStats [82] and is designed to build probability
density functions that are fit to data and interpreted with statistical tests.
The likelihood function is comprised of histograms containing the MVA scores from
the 2j1b and 3j1b signal regions. The bin sizing is determined for each region indepen-
dently using the ’TransfoD’ algorithm contained in TRExFitter, which dynamically
adjusts the bin widths to increase signal sensitivity through attempted stratification of
each bin. Additionally, for MC samples (not Z + jets which is data-driven), separate
templates representing systematic variations are also included into the fit.
A global likelihood function is constructed describing the agreement between data
and prediction as a function of the parameter of interest as well as a set of nuisance
parameters. The parameter of interest is the signal strength parameter µSIG and is
defined as the ratio between the measured cross-section and theoretical prediction
µSIG = σtZq/σ
pred
tZq . The set of nuisance parameters (θ) contains all systematic event
variants, systematic weight variants, as well as unique systematics assigned to indi-
vidual samples. It also includes statistical uncertainty on both background sources
and binning. This global likelihood function is fit on the data and µSIG is extracted
along with its error. The null-hypothesis significance is also extracted from the global
likelihood fit.
Along with µSIG, various observations are extracted about the relationship between
the various nuisance parameters.
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4.8.1 Fits using the unblinded dataset
Prior to an unblinded fit, an Asimov analysis is performed to prepare and evaluate
expected performance of the fit. The results of this Asimov fit can be found in
appendix A.5.
Once fully prepared, a full fit with the unblinded dataset is performed to extract the
final null-hypothesis significance Z and the measured cross-section σ. The templates
for the pre- and post-fit 2j1b and 3j1b signal regions can be found in fig 4.21, and
their yields can be found in table 4.15.
The observed(expected) null-hypothesis significance of the fully unblinded fit on the
two signal regions is 9.0(9.1)σ and the extracted µSIG is 0.962 ± 0.150, corresponding
to a cross-section of 770 ± 108(stat.) ± 53(syst.).
4.8.2 Impact of systematic uncertainties
One nuisance parameter (θ) is associated with each systematic uncertainty. Before
the fit, each θ has a central value and associated uncertainty; the fit can change or
’pull’ the central value of θ while simultaneously changing the associated uncertainty.
Should this change of the uncertainty of θ be a reduction, θ is said to be ’constrained’
by the fit.
If θ is due to a systematic uncertainty such as the jet energy scale choice, it is
considered an α type nuisance parameter. The pull on the α nuisance parameters in
fig 4.22 is seen as an adjustment of the black dot from the center line, while pulls are
seen as the black error bar shrinking inside of the green background (which represents
±1σ). Many of the parameters sit with their value un-pulled and unconstrained,
representing minimal effect on the fit; nuisance parameters that have been removed
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Figure 4.21: GBDT output distributions in the signal regions. The top row is pre-fit
and the bottom row is post-fit, with 2j1b on the left and 3j1b on the right. “Other”
contains tt¯ and tW events.
from the fit due to minimal effect will not be seen in this figure.
In this plot it is seen that the Z + jets normalization in the 2j signal region is pulled
down nearly 1σ, which is likely due to the overestimation of the 2j Z + jets back-
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Table 4.15: Pre and post fit yields in the signal regions for the full unblinded dataset.
The errors shown are the statistical plus systematic uncertainties. The upper table
shows pre-fit yields, whereas the lower shows post-fit yields.
Channel SR 2j1b SR 3j1b
tZq 69.1 ± 5.3 48.0 ± 3.0
tt¯ + tW 44.0 ± 16.8 24.4 ± 6.0
Z + jets 80.7 ± 34.8 11.0 ± 2.8
V Vlight 24.2 ± 10.2 14.4 ± 6.1
V Vheavy 107.6 ± 12.1 70.1 ± 9.6
tt¯V + tt¯H + tWZ 67.6 ± 14.7 112.2 ± 17.2
Total Exp. 393.2 ± 46.8 280.2 ± 22.4
Data 343 290
Channel SR 2j1b SR 3j1b
tZq 69.4 ± 13.9 48.6 ± 8.8
tt¯ + tW 38.7 ± 26.7 26.0 ± 7.6
Z + jets 47.8 ± 12.9 11.3 ± 2.8
V Vlight 24.1 ± 10.4 14.5 ± 6.2
V Vheavy 103.5 ± 10.6 71.7 ± 13.8
tt¯V + tt¯H + tWZ 67.2 ± 25.0 112.3 ± 20.2
Total Obs. 350.7 ± 38.4 284.3 ± 16.3
Data 343 290
ground from the fake factor method. At the same time, the uncertainty is constrained
indicating a slight overestimation of the uncertainty.
The statistical uncertainty on each bin of the input MVA score histograms is also
considered to be a nuisance parameter, differentiated from the others by a designation
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Figure 4.22: Pull distributions of nuisance parameters associated to systematic un-
certainties using the full unblinded dataset. Only nuisance parameters substantial
effect are shown.
as a γ parameter. As such, there is one γ parameter per bin. Unlike the α nuisance
parameters, which follow a Gaussian distribution, these γ parameters follow a Poisson
distribution. They can also pull and constrain, and act as one sort of counterbalance
to the pulls of the α parameters. The γ nuisance parameters can be seen in figure
4.23.
Figure 4.23: Pull distributions of bin gamma parameters in the unblinded fit.
Additionally, by looking at the error matrix corresponding to the likelihood function,
136
one can obtain the correlation matrix of parameters included in the global fit. This
matrix is useful alongside the pull plots for understanding the underlying behavior of
the fit. For instance, the V V and Z + jets normalizations for the 2j region are no-
ticeably anti-correlated, which aligns with the previous observation of overestimation
of the Z + jets normalization from the fake-factor method, but is not clear from the
pull plot alone as they both are pulled down. This can be found in figure 4.24.
Figure 4.24: Correlation matrix of the parameters included in the likelihood fit for
the Asimov dataset. Only those uncertainties that are correlated by more than 7%
with another uncertainty are included.
In order to understand the effect of a given θ on µSIG, each θ must be varied and µSIG
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extracted again from a new fit. The result of performing this check on all θ can be
summarized in a ’ranking’ or ’impact’ plot, where the effect each nuisance parameter
θ is seen on µSIG.
Thus, to produce the ranking plot in figure 4.25, the fit is re-run several times for
each θ, each changing the central value of θ up or down by its ±1σ uncertainty value,
fixing it to this value, and re-fitting to µSIG. The difference between this µSIG and
the one extracted from the standard fit is the ’impact’ on µSIG due to this nuisance
parameter θ.
The reference scale for this information in the figure is the bottom x–axis, labeled
∆µSIG. This part of the plot helps to understand the size of the effect that the
uncertainty has on the signal strength.
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Figure 4.25: Impact of most correlated systematic uncertainties with the signal
strength parameter µSIG. The black dots and lines correspond to the pulls as seen
previously in figure 4.22, while the light and dark blue represent the effect of using the
up and down systematic variants on the signal strength parameter. The most dom-
inant variables are the γ variables representing the statistics available in the given
bin, and the normalization of different backgrounds.
139
Conclusions
This thesis describes the analysis and measurement of a signal consistent with ex-
pected Standard Model tZq process. This process has a cross-section calculated at
next-to-leading-order of 800 fb, with a +6.1−7.4% uncertainty obtained through adjust-
ments of the renormalization and factorization scales. This thesis presents the search
for tZq production performed in
√
s = 13 pp collisions recorded by the ATLAS de-
tector, using an integrated luminosity of 139fb−1.
Using a discriminant produced through a gradient boosting algorithm trained on
simulations of the signal and background sample, a binned likelihood fit is performed
using signal and background simulation and recorded data. This fit resulted in an
observed(expected) null-hypothesis significance of 9.0(9.1)σ, corresponding to a tZq
cross-section of:
σtZq = 770± 108 (statistical)± 53 (systematic)fb.
This presents a measurement of the tZq process with significance above discovery
threshold and a cross-section consistent with the Standard Model predicted value.
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APPENDIXA
Additional Figures
A.1 Signal region plots
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Figure A.1: Comparison of data and MC predictions for lepton quantities related to
reconstructed bosons for events in the 2j1b SR.
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Figure A.2: Comparison of data and MC predictions for lepton quantities related to
reconstructed bosons for events in the 3j1b SR.
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Figure A.3: Comparison of data and MC predictions for jet-related quantities for
events in the 2j1b SR.
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Figure A.4: Comparison of data and MC predictions for jet-related quantities for
events in the 3j1b SR.
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Figure A.5: Comparison of data and MC predictions for reconstructed particle quan-
tities for events in the 2j1b SR.
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Figure A.6: Comparison of data and MC predictions for reconstructed particle quan-
tities for events in the 3j1b SR.
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Figure A.7: Comparison of data and MC predictions for reconstructed lepton-related
quantities for events in the diboson VR of the 2j1b SR
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Figure A.8: Comparison of data and MC predictions for reconstructed jet-related
quantities for events in the diboson VR of the 2j1b SR.
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Figure A.9: Comparison of data and MC predictions for reconstructed event-related
quantities for events in the diboson VR of the 2j1b SR.
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Figure A.10: Comparison of data and MC predictions for reconstructed lepton-related
quantities for events in the diboson VR of the 3j1b SR.
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Figure A.11: Comparison of data and MC predictions for reconstructed jet-related
quantities for events in the diboson VR of the 3j1b SR.
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Figure A.12: Comparison of data and MC predictions for reconstructed event-related
quantities for events in the diboson VR of the 3j1b SR.
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Figure A.13: Comparison of data and MC predictions for reconstructed lepton-related
quantities for events in the tt¯+X VR of the 2j1b SR.
152
0 20 40 60 80 100 120 140 160 180 200
Ev
en
ts
 / 
20
 G
eV
0
20
40
60
80
100
120
Work in Progress ATLAS
-1
 = 13 TeV, 139.0 fbs
VR-ttbar-2j1b--nominal
mc events    : 251.4 +-  5.8
data events  : 283.0 +-  6.9
KS:   p = 0.9875
Chi2: p = 0.4854
Data
tZq
 + tWtt
Z+jets fakes
Diboson
ttWZH
Uncertainty
) [GeV]
1
(j
T
p
0 20 40 60 80 100 120 140 160 180 200D
at
a/
Pr
ed
.
0
0.5
1
1.5
2 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Ev
en
ts
0
20
40
60
80
100
120 Work in Progress ATLAS
-1
 = 13 TeV, 139.0 fbs
VR-ttbar-2j1b--nominal
mc events    : 251.4 +-  5.9
data events  : 283.0 +-  6.7
KS:   p = 0.9241
Chi2: p = 0.8989
Data
tZq
 + tWtt
Z+jets fakes
Diboson
ttWZH
Uncertainty
)
1
(jη
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5D
at
a/
Pr
ed
.
0
0.5
1
1.5
2
0 20 40 60 80 100 120 140 160 180 200
Ev
en
ts
 / 
20
 G
eV
0
20
40
60
80
100
120
140
160
180
200
Work in Progress ATLAS
-1
 = 13 TeV, 139.0 fbs
VR-ttbar-2j1b--nominal
mc events    : 251.4 +-  5.9
data events  : 283.0 +-  6.2
KS:   p = 1.0000
Chi2: p = 0.6764
Data
tZq
 + tWtt
Z+jets fakes
Diboson
ttWZH
Uncertainty
) [GeV]
2
(j
T
p
0 20 40 60 80 100 120 140 160 180 200D
at
a/
Pr
ed
.
0
0.5
1
1.5
2 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Ev
en
ts
0
20
40
60
80
100 Work in Progress ATLAS
-1
 = 13 TeV, 139.0 fbs
VR-ttbar-2j1b--nominal
mc events    : 251.4 +-  5.9
data events  : 283.0 +-  6.9
KS:   p = 1.0000
Chi2: p = 0.8852
Data
tZq
 + tWtt
Z+jets fakes
Diboson
ttWZH
Uncertainty
)
2
(jη
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5D
at
a/
Pr
ed
.
0
0.5
1
1.5
2
Figure A.14: Comparison of data and MC predictions for reconstructed jet-related
quantities for events in the tt¯+X VR of the 2j1b SR.
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Figure A.15: Comparison of data and MC predictions for reconstructed event-related
quantities for events in the tt¯+X VR of the 2j1b SR.
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Figure A.16: Comparison of data and MC predictions for reconstructed lepton-related
quantities for events in the tt¯+X VR of the 3j1b SR.
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Figure A.17: Comparison of data and MC predictions for reconstructed jet-related
quantities for events in the tt¯+X VR of the 3j1b SR.
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Figure A.18: Comparison of data and MC predictions for reconstructed event-related
quantities for events in the tt¯+X VR of the 3j1b SR.
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Diboson 10.1± 0.8 5.6± 0.6 31.7± 2.4
ttV 4.5± 0.2 2.0± 0.1 16.1± 0.4
Total expected 21.7± 1.0 35.6± 4.3 259.7± 31.0
Data 44 ± 6.6 118 ± 10.9 349 ± 18.7
Figure A.19: Expanded view of the Z + jets estimation due to fake muons for the
2j1b signal region, organized to match the ABCD definition. Top left: the TTT fake
factor region (A); Bottom left: the LTT fake factor region (B); Bottom right: the
LTT control region region (C); and top right: the 2j1b SR (D) with the complete
Z+ jets estimate shown in orange. Below: A table of the expected MC and observed
data events in each of the three regions, with the numbers of ttV , diboson, tt¯ + tW ,
and tZq events from MC simulation; from left to right the columns are region A, B,
and C. Note that the plot of (D) is inclusive of both fake electrons and fake muons.
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tZq 2.6± 0.1 1.2± 0.1 11.8± 0.3
tt¯ + tW 1.1± 0.3 18.9± 3.0 136.0± 20.5
Diboson 6.6± 0.5 4.1± 0.4 21.8± 1.7
ttV 7.3± 0.2 3.7± 0.2 28.7± 0.5
Total expected 17.7± 0.7 27.9± 3.1 198.3± 20.6
Data 22 ± 4.7 78 ± 8.8 300 ± 17.3
Figure A.20: Expanded view of the Z + jets estimation due to fake electrons for the
3j1b signal region, organized to match the ABCD definition. Top left: the TTT fake
factor region (A); Bottom left: the LTT fake factor region (B); Bottom right: the
LTT control region region (C); and top right: the 3j1b SR (D) with the complete
Z+ jets estimate shown in orange. Below: A table of the expected MC and observed
data events in each of the three regions, with the numbers of ttV , diboson, tt¯ + tW ,
and tZq events from MC simulation; from left to right the columns are region A, B,
and C. Note that the plot of (D) is inclusive of both fake electrons and fake muons.
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Total expected 18.1± 0.6 22.8± 2.5 151.6± 15.1
Data 20 ± 4.5 51 ± 7.1 188 ± 13.7
Figure A.21: Expanded view of the Z + jets estimation due to fake muons for the
3j1b signal region, organized to match the ABCD definition. Top left: the TTT fake
factor region (A); Bottom left: the LTT fake factor region (B); Bottom right: the
LTT control region region (C); and top right: the 3j1b SR (D) with the complete
Z+ jets estimate shown in orange. Below: A table of the expected MC and observed
data events in each of the three regions, with the numbers of ttV , diboson, tt¯ + tW ,
and tZq events from MC simulation; from left to right the columns are region A, B,
and C. Note that the plot of (D) is inclusive of both fake electrons and fake muons.
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A.5 Fits using the Asimov dataset
In order to understand the expected behavior of the fit without unblinding, and
Asimov dataset is used. This is automatically generated by TRExFitter by fixing
each parameter in the fit to its initial value; this corresponds to a µSIG = 1, a tZq
cross-section equal to the theoretical prediction. The templates for the pre- and post-
fit 2j1b and 3j1b signal regions can be found in fig A.22, and their yields can be found
in table A.1.
By looking at the error matrix corresponding to the likelihood function, one can
obtain the correlation matrix of parameters included in the global fit. This can be
found in figure A.23.
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Figure A.22: Pre-fit NN output distributions in the signal regions. The top row is
pre-fit and the bottom row is post-fit, with 2j1b on the left and 3j1b on the right.
“Other” contains tt¯ and tW events.
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Table A.1: Pre and post fit yields in the signal regions for the Asimov dataset. The
errors shown are the statistical plus systematic uncertainties. The upper table shows
pre-fit yields whereas the lower shows post-fit yields.
Channel SR 2j1b SR 3j1b
tZq 69.1 ± 5.3 48.0 ± 3.0
tt¯ + tW 44.0 ± 16.8 24.4 ± 6.0
Z + jets 80.7 ± 34.8 11.0 ± 2.8
V Vlight 24.2 ± 10.2 14.4 ± 6.1
V Vheavy 107.6 ± 12.1 70.1 ± 9.6
tt¯V + tt¯H + tWZ 67.6 ± 14.7 112.2 ± 17.2
Total Exp. 393.2 ± 46.8 280.2 ± 22.4
Channel SR 2j1b SR 3j1b
tZq 69.1 ± 14.2 48.0 ± 8.9
tt¯ + tW 44.0 ± 30.9 24.4 ± 7.2
Z + jets 80.7 ± 22.3 11.0 ± 2.8
V Vlight 24.2 ± 10.6 14.4 ± 6.2
V Vheavy 107.6 ± 11.4 70.1 ± 13.6
tt¯V + tt¯H + tWZ 67.6 ± 25.4 112.2 ± 20.4
Total Obs. 393.2 ± 40.8 280.2 ± 16.0
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Figure A.23: Correlation matrix of the parameters included in the likelihood fit for
the Asimov dataset. Only those uncertainties that are correlated by more than 7%
with another uncertainty are included.
Figure A.24: Pull distributions of all nuisance parameters associated to systematic
uncertainties using the Asimov dataset.
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Figure A.25: Pull distributions of gamma parameters in Asimov fit.
Figure A.26: Impact of most correlated systematic uncertainties with the signal
strength.
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A.6 MC sample list
This appendix summarizes the MC datasets for signal and background.
Process Generator Tune σ[pb] N -generated ×106
tZq
tllq–NLO MadGraph + Pythia8 A14 0.03 19.48
tt¯
tt¯
ttbar–dil Powheg + Pythia8 A14 76.95 94.32
Wt
Wt–t–dil Powheg + Pythia8 A14 4.00 132.97
Wt–tbar–dil Powheg + Pythia8 A14 3.99 223.96
tt¯H
ttH125–allhad Powheg + Pythia8 A14 0.05 145.13
ttH125–sl Powheg + Pythia8 A14 0.22 101.50
ttH125–dilep Powheg + Pythia8 A14 0.23 3.91
tt¯V
ttW aMc@NLO + Pythia8 A14 0.55 3.91
ttZnunu aMc@NLO + Pythia8 A14 0.15 3.91
ttZqq aMc@NLO + Pythia8 A14 0.53 3.90
ttee aMc@NLO + Pythia8 A14 0.04 7.88
ttmumu aMc@NLO + Pythia8 A14 0.04 13.12
tttautau aMc@NLO + Pythia8 A14 0.04 19.72
tWZ
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Process Generator Tune σ[pb] N -generated ×106
tWZ–Ztoll–DR1 aMc@NLO + Pythia8 A14 0.02 19.73
V V
ZqqZll Sherpa221 - 15.56 19.74
WqqZll Sherpa221 - 3.44 19.75
llll Sherpa222 - 1.25 19.75
lllv Sherpa222 - 4.58 19.74
llvv Sherpa222 - 12.50 19.76
Z + jets
Zee–0 70–L Sherpa221 - 1627.18 22.27
Zee–0 70–C Sherpa221 - 223.73 23.28
Zee–0 70–B Sherpa221 - 126.45 27.04
Zee–70 140–L Sherpa221 - 76.29 21.04
Zee–70 140–C Sherpa221 - 20.34 15.04
Zee–70 140–B Sherpa221 - 12.62 5.00
Zee–140 280–L Sherpa221 - 25.03 6.50
Zee–140 280–C Sherpa221 - 9.37 8.00
Zee–140 280–B Sherpa221 - 6.08 9.59
Zee–280 500–L Sherpa221 - 4.87 8.00
Zee–280 500–C Sherpa221 - 2.28 6.34
Zee–280 500–B Sherpa221 - 1.49 4.92
Zee–500 1000 Sherpa221 - 1.81 4.92
Zee–1000 Ecms Sherpa221 - 0.15 4.92
Zmumu–0 70–L Sherpa221 - 1630.22 4.92
Zmumu–0 70–C Sherpa221 - 223.72 4.45
Zmumu–0 70–B Sherpa221 - 127.18 4.01
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Process Generator Tune σ[pb] N -generated ×106
Zmumu–70 140–L Sherpa221 - 75.02 2.80
Zmumu–70 140–C Sherpa221 - 20.35 1.96
Zmumu–70 140–B Sherpa221 - 12.39 1.18
Zmumu–140 280–L Sherpa221 - 24.29 0.38
Zmumu–140 280–C Sherpa221 - 9.28 5.68
Zmumu–140 280–B Sherpa221 - 6.01 10.96
Zmumu–280 500–L Sherpa221 - 4.77 19.75
Zmumu–280 500–C Sherpa221 - 2.27 19.75
Zmumu–280 500–B Sherpa221 - 1.49 41.26
Zmumu–500 1000 Sherpa221 - 1.79 41.27
Zmumu–1000 Ecms Sherpa221 - 0.15 53.71
Ztautau–0 70–L Sherpa221 - 1627.73 62.80
Ztautau–0 70–C Sherpa221 - 223.88 79.52
Ztautau–0 70–B Sherpa221 - 127.73 77.22
Ztautau–70 140–L Sherpa221 - 76.03 73.33
Ztautau–70 140–C Sherpa221 - 20.21 74.44
Ztautau–70 140–B Sherpa221 - 12.29 73.90
Ztautau–140 280–L Sherpa221 - 24.80 71.77
Ztautau–140 280–C Sherpa221 - 9.33 69.87
Ztautau–140 280–B Sherpa221 - 5.48 62.87
Ztautau–280 500–L Sherpa221 - 4.79 42.89
Ztautau–280 500–C Sherpa221 - 2.28 31.27
Ztautau–280 500–B Sherpa221 - 1.50 28.27
Ztautau–500 1000 Sherpa221 - 1.81 24.51
Ztautau–1000 Ecms Sherpa221 - 0.15 19.55
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