Abstract-To detect the noise data in the datasets and remove them, a new approach for noise data detection based on fast search and find density peaks (FSFDP) and information entropy (IE) was proposed in this article. In the proposed method, FSFDP was used to cluster the original datasets and remove the outliers. Then construct the rectangular panes and mesh generation for each class according to the clustering results. Calculate the IE of each class after projecting all samples to the mesh, and remove the samples which have the lower local density in the class. If the IE value change obviously after the sample was removed from the class, the sample was marked as a noise. Finally, the result of the experiment shows that the presented approach is effective and accurately.
INTRODUCTION
With the rapid development of information technology, managers are more and more rely on the results of the data analysis when they making decisions. To support the correct decision, it requires reliable data that can reflect the actual situation of enterprise [1] - [2] . Data cleaning is an important method to ensure the quality of data and noise data detection is an essential process of data cleaning.
Scholars in the field of mathematical statistics, machine learning and data mining has proposed a variety of methods for noise data detection from different angles [3] - [4] . In summary, the method includes the following categories: (1) Noise data detection based on statistic [5] . (2) Noise data detection based on distance [6] . (3) Noise data detection based on density [7] . (4) Noise data detection based on deviation [8] - [9] . (5) Noise data detection based on information [10] . (6) Noise data detection based on cluster [11] .
Among these methods, cluster method has a complete theory system and accumulated rich clustering algorithms. Using clustering algorithm to detect the noise data point generally does not increase the complexity of the original algorithm. Once after clustering, the speed of the testing phase will be faster, because it only needs to traverse over the data set once. In this sense, the complexity of noise data detection method based on clustering basically depends on the complexity of the clustering algorithm. These are the advantages of noise data detection method based on clustering.
The proposed method in this paper based on the FSFDP cluster algorithm and IE theory called FSFDP-E is a noise detection method. FSFDP algorithm was used to cluster the data and remove the outliers. Then detect the noisy data in each cluster by using IE theory to get better result. Experimental studies shown that the method we proposed is considerably efficient.
The sections of this paper are organized as following. In section II, FSFDP algorithm is presented. In section III, FSFDP-E algorithm based on FSFDP and IE theory are proposed. Section IV illustrates the experiments for KDD CUP1999 network intrusion detection dataset. Conclusions are outlined in the last section.
II. FSFDP ALGORITHM
The FSFDP algorithm was proposed by Alex Rodriguez and Alessandro Laio [12] . The method is very attractive because it is simple and effective. Different from K-means algorithm, the FSFDP can complete the clustering only by calculate the distance between the data samples and this algorithm cluster the datasets regardless of their shape and size.
Firstly, for each data point i , the method computes two quantities: its local density i U and its distance i G from points of higher density. . It is noted that i G is much larger than the typical nearest neighbor distance only for points that are local or global maxima in the density. Thus, cluster centers are recognized as points for which the value of i G is anomalously large.
Then the observation of the cluster centers is the core of the algorithm. The sole points with high G and relatively high U are the cluster centers. After the cluster centers have been found, each remaining point is assigned to the same cluster as its nearest neighbor of higher density.
III. FSFDP-E ALGORITHM BASED ON FSFDP AND IE THEORY
In information theory, entropy is the average amount of information contained in each message received [13] . Entropy thus characterizes our uncertainty about our source of information.
For the limited-value random variable 1 2 ={x ,x ,...,x } n X , the occurrence probability of each random variable is 1 2 ={p ,p , ,p }
, and then the IE of random variable X is:
IE can be used to evaluate the distribution of data sample. If the IE changes significantly after deleting the specific point, which means reducing the uncertainty of datasets, the point is regarded as a noisy data.
FSFDP-E algorithm clusters the original datasets by FSFDP firstly, getting k classes luster (i 1, 2, , k) i C and global noise data and then remove them. Then construct the rectangular panes and mesh generation for each class according to the clustering results. We can calculate the IE of each class by counting the samples in every mesh and calculating its percentage. For each class, FSFDP-E removes the points has lowest density %(0 p 100)
according to the local density sequence. Then calculate the IE difference after the point is deleted and marked the point as noise data if the IE difference varies widely.
Assuming that the original datasets D has n dimensions, meshing steps for classes are as follows:
Calculate the mean value Finally, compare Var to the threshold set in advance. If Var is higher than the threshold, it indicates that the IE of the class changed a lot after remove the sample. The sample can be considered as noise data.
The total number of data samples of data set D is N, the dimension of data samples is n.
Then, the time complexity of FSFDP-E Step1 is . Though the algorithm efficiency is not very good, but still within an acceptable range at present.
IV. EXPERIMENT
To verify the validity of FSFDP-E algorithm, simulating experiments were done by using KDD CUP1999 network intrusion detection dataset. Experimental platform is Windows 7 Ultimate, Core(TM) 2 Duo CPU P8400 2.26GHz, the memory is 3GB and the hard drive is 320GB. The development tool is Visual Studio 2010.
As shown in Table I , the data samples are divided into Normal, DOS, Probing, R2L and U2R categories. The dataset has 41 network connection record characteristics in total, of which nine are discrete attributes, the rest are continuous attributes. This dataset is TCP connection records of aggressive behavior of USAF LAN. Because the original dataset is too large (about 4.9 million data samples), the dataset was reduced according to the specific properties. At the sampling dataset in Table II , there is the amount of five types of attacks, and each sample consists of 31 characterizing attributes, as shown in Table III . Fig. 1 . Although the FSFDP has higher detection accuracy, FSFDP-E algorithm, which combines fast search and find density peaks with the information entropy, has a low recall rate. It can ensure a high recognition accuracy and effectively compensate for the problem. However, clustering noise detection algorithms usually only recognize significant global noise data. Therefore, in view of comprehensive evaluation, FSFDP-E algorithm is better than FSFDP algorithm in terms of detection results.
Finally, FSFDP-E noise data detection algorithm is compared with the noise data detection algorithm based on the distance (Distance-based) and the noise data detection algorithm based on the density (LOF). The results are shown in Fig. 2 . Both in terms of accuracy and recall, FSFDP-E noise data detection algorithm has better performance than the noise data detection algorithm based on the distance (Distance-based) and the noise data detection algorithm based on the density (LOF). In summary, FSFDP-E algorithm is a detection algorithm which can effectively identify noise outlier samples. 
V. CONCLUSIONS
In this paper, FSFDP-E algorithm is proposed, which divides datasets into several categories by fast search and find density peaks clustering algorithm firstly. Then, detecting noise data samples existing in each clusters by using information entropy. Combining the method based on clustering with information entropy method effectively. Good noise data detection results are obtained in the experiments. But because selecting is a very important influence on the effect of the noise data detection in terms of cutoff distance c d and threshold , requiring research on selection issues of cutoff distance and threshold for further. It is significant to get a basic principles of parameter selection so that the algorithm can better applied to the practice.
