Parabolic Hecke eigensheaves by Donagi, Ron & Pantev, Tony
ar
X
iv
:1
91
0.
02
35
7v
1 
 [m
ath
.A
G]
  6
 O
ct 
20
19 Parabolic Hecke eigensheaves
R. Donagi T. Pantev
Abstract
We study the Geometric Langlands Conjecture (GLC) for rank two flat bundles
on the projective line C with tame ramification at five points {p1, p2, p3, p4, p5}. In
particular we construct the automorphic D-modules predicted by GLC on the mod-
uli space of rank two parabolic bundles on (C, {p1, p2, p3, p4, p5}). The construction
uses non-abelian Hodge theory and a Fourier-Mukai transform along the fibers of the
Hitchin fibration to reduce the problem to one in classical projective geometry on the
intersection of two quadrics in P4.
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1 Introduction
The goal of this work is to provide proof-of-concept for the authors’ approach [DP09,
DP12] to the Geometric Langlands Conjecture (GLC) via abelianization and non-abelian
Hodge theory (NAHT). We do this by carrying out all details in one non trivial case: rank
2 bundles on C = P1 with parabolic structure at 5 points. In this introduction we explain
the GLC, its parabolic version, and our approach to solving them, and we try to convince
the reader that the special case we consider here already exhibits many of the features that
should occur in the full version.
1.1 The conjecture
The input for the Geometric Langlands Conjecture consists of a smooth compact Riemann
surface C and a pair of Langlands dual complex reductive groups G, LG . With this data
we can associate moduli stacks:
Bun, LBun: the moduli stacks of principal G, LG bundles V on C.
Flat, LFlat: the moduli stacks of G, LG flat bundles1 V = (V,∇) on C.
The GLC predicts the existence of a canonical equivalence of derived categories, relating
coherent O-modules on LFlat to coherent D-modules on Bun:
(GLC) c : Dcoh(
LFlat,O) ∼=−→ Dcoh(Bun,D).
This c needs to intertwine the action of the tensorization functors on Dcoh(
LFlat,O) with
the action of the Hecke functors on Dcoh(Bun,D), uniformly over C. Explaining this last
sentence is unfortunately a bit technical:
1.1.1 Tensorization, Hecke, Intertwining
The tensorization functors LW µ,x : Dcoh(
LFlat,O)→ Dcoh(LFlat,O), and the Hecke func-
tors Hµ,x : Dcoh(Bun,D)→ Dcoh(Bun,D), are endofunctors of the respective categories of
1unfortunately some references, including our own [DP12], call this moduli stack Loc. We prefer to
reserve the term local systems for the Betti incarnation, parametrizing representations of the fundamental
group, rather than the de Rham incarnation involving bundles with flat connections.
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sheaves. They are labeled by the same data: pairs (x, µ), where x ∈ C is a closed point and
µ ∈ cochar+(G) = char+(LG) is a dominant cocharacter for G, or equivalently a dominant
character for LG.
Given such a pair (x, µ), one defines the tensorization functor LW µ,x as
LW µ,x : Dcoh(
LFlat,O) // Dcoh(LFlat,O)
F
✤ //F⊗ρµ (V|LFlat×{x}) ,
where V → LFlat × C is the principal LG-bundle underlying the universal flat bundle
V = (V ,∇), ρµ is the irreducible representation of LG with highest weight µ, and
ρµ
(
V|LFlat×{x}
)
is the vector bundle on LFlat associated with V|LFlat×{x} via the represen-
tation ρµ.
To define the Hecke functors, we need first to construct the Hecke correspondences:
• The Hecke stack is the moduli stack Hecke of quadruples (V, V ′, x, elm), where
– V , V ′ are principal G-bundles on C,
– x ∈ C is a point of the curve,
– elm : V|C−{x}
∼=
//V ′|C−{x} (an ”elementary modification” of V at x) is an isomor-
phism of principal bundles away from the point.
• Heckeµ is the closed substack of Hecke of quadruples (V, V ′, x, elm) where the or-
der of the pole of elm at x is bounded in terms of µ. The precise condition is that
if λ ∈ char+(G) is a dominant cocharacter and if ρλ is the irreducible representa-
tion of G with highest weight λ, then elm induces an inclusion of locally free sheaves
ρλ(elm) : ρλ(V ) →֒ ρλ(V ′)⊗OC(〈µ, λ〉x).
• Heckeµ,x is the closed substack of Heckeµ of quadruples (V, V ′, x, elm) with the spec-
ified x.
• These stacks are equipped with natural projections
Hecke
p
{{✈✈
✈✈
✈ q
&&▼▼
▼▼▼
▼
Bun Bun×C
Heckeµ
pµ
zz✉✉
✉✉
✉ qµ
&&◆◆
◆◆◆
◆
Bun Bun×C
Heckeµ,x
pµ,x
yyss
ss
s qµ,x
''❖❖
❖❖❖
❖
Bun Bun×C,
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where p(V, V ′, x, elm) := V , q(V, V ′, x, elm) := V ′, while pµ, qµ, pµ,x and qµ,x are the
restrictions of p and q to Heckeµ and Heckeµ,x respectively.
• TheHecke kernel Iµ,x is the Deligne-Goresky-MacPherson middle perversity exten-
sion j!∗ ((O, d) [dimHeckeµ,x]) of the trivial rank one flat bundle on the smooth part
j : (Heckeµ,x)smooth →֒Heckeµ,x of the Hecke stack. Iµ is defined similarly.
The Hecke functor Hµ is defined as the integral transform
Hµ : Dcoh(Bun,D) // Dcoh(Bun×C,D)
M
✤ // qµ! ((p
µ)∗M ⊗ Iµ) .
The Hecke functor Hµ,x is defined analogously, replacing the curve C by its point x:
Hµ,x : Dcoh(Bun,D) // Dcoh(Bun,D)
M
✤ // qµ,x! ((p
µ,x)∗M ⊗ Iµ,x) .
Finally, the intertwining property can and should be stated over C in terms of the Hµ rather
than point-by-point in terms of the Hµ,x:
Using the universal relative flat G-bundle V → LFlat × C, the tensorization functors
LW µ,x extend to
LW µ : Dcoh(
LFlat,O)→ Dcoh(LFlat× C, p∗CD),
and any functor
c : Dcoh(
LFlat,O)→ Dcoh(Bun,D).
extends naturally to a functor (which should be denoted c⊠ 1, but we still call it c to avoid
clumsy notation):
c : Dcoh(
LFlat× C, p∗CD)→ Dcoh(Bun×C,D).
Now the full intertwining condition is:
c(LW µ(F )) = Hµ(c(F ))
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for all µ and all coherent sheaves F on LFlat.
1.1.2 Hecke eigensheaves
The GLC implies that c sends the structure sheaves of points V in LFlat to Hecke eigen
sheaves (or more precisely, Hecke eigen D-modules) on Bun. This is simply the special case
of the intertwining property when F is the structure sheaf OV of a point:
(HES) Hµ (c(OV)) = c(OV)⊠ ρµ(V).
In fact, the GLC is uniquely characterized by this property. Due to some subtleties (see
[DP12, DP09, AG15, BNP13]) arising from choices of connected components, twists by
gerbes, and singular supports of coherent sheaves, the statement of GLC needs to be modified
in several ways. These modifciations have only a minor effect on the existence of Hecke eigen
sheaves. In the present work we focus on the explicit construction of Hecke eigen sheaves for
neutral components and generic inputs which suppresses all such modifications.
1.1.3 GLn
Consider the case G = GLn(C). Then LG = GLn(C) and LFlat can be identified with
the stack of rank n vector bundles on C equipped with an integrable connection. Among the
Hecke correspondences Heckeµ, those specified by the fundamental weights µ = i ∈ {0 . . . n}
of GLn(C) are particularly accessible:
Heckei :=
(V, V ′, x)
∣∣∣∣∣∣∣
V and V ′ are locally free sheaves of rank
n such that V ⊂ V ′ ⊂ V (x) and
length(V ′/V ) = i
 .
The Hecke operators H i given by the correspondences Heckei generate (the commutative
algebra of) all Hecke operatorsHµ,x. The fibers of the projection qi : Heckei → Bun×C are
all isomorphic to the Grassmanian Gr(i, n) of i-dimensional subspaces in an n-dimensional
vector space.
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1.1.4 The Abelian case
The abelian case G ∼= GL1(C) ∼= C× ∼= LG of GLC is the geometric analogue of Class
Field Theory. This is essentially the well-known theory of curves and their Jacobians.
In this case Bun = Pic(C) is the Picard stack of C. To avoid cumbersome technical
statements arising from derived structures and singular support conditions on Flat we will
focus on the part of the GL1(C) Geometric Langlands Conjecture that takes place on the
Picard variety Pic(C) of C.
Here there is only one interesting Hecke operator
H1 : Dcoh(Pic(C),D)→ Dcoh(C ×Pic(C),D)
which is simply the pull-back H1 := aj∗ via the classical Abel-Jacobi map
aj : C ×Picd(C) // Picd+1(C)
(x, L) ✤ // L(x).
In this case the geometric Langlands correspondence c can be described explicitly. Let
L = (L,∇) be a rank one flat bundle on C. Since the fundamental group π1(Picd(C)) of
the d-th component of the Picard variety Pic(C) is the abelianization of π1(C) and the
monodromy representation of L is abelian, it follows that we can view L as a flat bundle on
each component Picd(C) of Pic(C). We get:
c (OL) :=

the unique rank one flat bundle on
Pic(C) whose restriction on each
component Picd(C) has the same
monodromy as L
 .
1.1.5 Literature
Many cases of these conjectures have been proven through different approaches and constru-
cions [Dri80, Dri83, Dri87], [Lau87], [BD03], [Laf02], [FGKV98], [FGV01], [Gai01], [Lau03].
These include profs of versions of the conjecture for GL2 [Dri83] and later, using Lafforgue’s
spectacular work [Laf02], also for GLn [FGV01, Gai01]. In contrast only special cases of
the conjecture are understood for other groups, or in the parabolic case, but see [BD03],
[HNY13], [Laf18], [Yun17] and [AL97], [Ari01], [Hei04]. Even for GLn, the proof is indirect:
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no construction of non-abelian Hecke eigensheaves is known, except perhaps for the works of
Bezrukavnikov-Braverman [BB07], Shen [Shi18], and Travkin [Tra16] which for curves over
finite fields implement an approach similar to ours.
1.2 The program
The program outlined in [DP09] aims to convert the GLC for general group G to the
abelian case. Two key tools are Non-Abelian Hodge Theory (NAHT) and Hitchin’s inte-
grable system. This approach can be viewed as a mathematical incarnation of important
physics ideas introduced in the fundamental works of Kapustin-Witten [KW06], Gukov-
Witten [GW06], and Frenkel-Witten [FW08] where the geometric Langlands correspondence
is interpretted as a duality in quantum field theory.
NAHT sets up an equivalence between moduli spaces of three types of objects on a
projective variety X :
• HiggsX,G, parametrizing G-Higgs bundles on X (Dolbeault incarnation),
• FlatX,G, parametrizing G-bundles with a flat connection (de Rham incarnation), and
• LocX,G, parametrizing G-local systems (Betti incarnation).
The objects are subject to restrictions on their Chern classes, and the equivalence can be
interpreted as a categorical equivalence or as a diffeomorphism of underlying moduli spaces
Higgs,Flat,Loc of semistable objects.
Hitchin’s integrable system for a curve C and a groupG is a natural proper morphism
h : HiggsC,G → B called the Hitchin map. Here the Hitchin base B is an appropriate
vector space of pluridifferentials on C. HiggsC,G is the moduli space of semistable Higgs
G-bundles on C. It is a quasi projective variety which is birational to the cotangent bundle
T∨Bun of Bun, and has a natural symplectic structure for which the map h is Lagrangian.
For generic b ∈ B, the Hitchin fiber h−1(b) is an abelian variety that can be described
explicitly as a generalized Prym variety.
The main result of [DP12] is a duality of Hitchin systems for a Langlands-dual pair of
groups: the Hitchin bases for the two systems are identified, and the non-singular fibers over
matching base points are dual abelian varieties: a point on one determines a degree 0 line
bundle on the other, and vice versa. As explained there, this result can be viewed as an
abelianized version of GLC.
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Our approach, here as in [DP09], is based on using NAHT to reduce GLC to the abelian-
ized version proved in [DP12]. The idea is to use NAHT twice: first for flat LG-bundles
on C, then for flat vector bundles on open subsets of the moduli space Bun of semistable
G-bundles on C. The input is a LG-bundle with flat connection on C. The first applica-
tion of NAHT converts this to a LG-Higgs bundle on C. This is interpreted as a point of
LHiggs = HiggsC,LG. The duality for the Hitchin system transforms this to a line bundle
on a fiber of the Langlands-dual Hitchin system Higgs = HiggsC,G. Via the rational map
Higgs 99K Bun, we view this fiber as a (meromorphic) spectral cover of Bun, and refer to
it as the Modular Spectral Cover. Pushing down by the rational map Higgs 99K Bun
gives us a Higgs sheaf on Bun. This turns out to be a Higgs bundle (i.e. locally free) away
from a particular divisor that we call the Wobbly locus, Wob ⊂ Bun. The second appli-
cation of NAHT then converts this Higgs bundle back to a flat bundle on Bun−Wob. By
taking the Deligne-Goresky-MacPherson middle perversity extension we obtain the desired
Hecke eigen D-module on LBun.
It is crucial to note that the second application of NAHT takes place on the non-compact
space Bun−Wob. To handle this open case, one replaces objects on the open space by
parabolic objects on the compactification LBun, with parabolic structure on the boundary.
We discuss various kinds of parabolic objects in section 2. A major result is Mochizuki’s
open NAHT 2.4.1, cf. [Moc06] and [Moc09, Theorem 1.1 and Corollary 1.5].
Much of the hard calculations in the present work is needed in order to verify that the
conditions in Mochizuki’s theorem, especially the stability and the vanishing of parabolic
Chern classes, hold in our situation.
A key feature is the appearance of the wobbly locus. This is the locus of bundles on C
that are stable, but not very stable. According to Laumon [Lau88, Lau95], a vector bundle
V on a curve C is very stable if the only nilpotent Higgs field on V is the zero one. A
very stable bundle is automatically stable. A stable bundle that is not very stable is called
wobbly. The wobbly locus Wob ⊂ Bun is a divisor. As we see in section 5.4, it is the locus
over which the Hecke eigen sheaves will have singularities. In our application of Mochizuki’s
theorem we therefore consider Higgs and flat bundles with parabolic structure along Wob.
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1.3 Parabolic version
So, starting with flat bundles on C, we are led to Higgs bundles on Bun with poles
along the wobbly locus. Working a little more carefully, we see that these actually have the
structure of parabolic Higgs bundles on (Bun,Wob). By a theorem of Mochizuki, these are
equivalent to D-modules on Bun. The notion of parabolic bundle, and the basic results we
need, are reviewed in section 2.
Since parabolic bundles arise naturally, one may ask whether it is possible to extend the
GLC to include parabolic bundles in the input as well. In other words, we want to allow
the input V to be ramified along the parabolic divisor ParC , a reduced divisor on our C
consisting of k distinct points. We take V to be a tame parabolic flat bundle V = (V,∇) on
(C,ParC). From this we want to produce a Hecke eigensheaf whose eigenvalue is V. This is
a rather drastic extension, and it exhibits several new features.
1.3.1 The parabolic abelian case
To get a sense for this, start again with the abelian case. The first, obvious, observation is
that a ramified rank one flat bundle L on C−ParC cannot be the pullback of a similar object
on the Jacobian via the ajmap: the map on fundamental groups π1(C−ParC)→ π1(Picd(C))
sends loops around points of ParC to 0, so pulling back gives only unramified flat bundles.
Nevertheless, this is easy to fix: we simply replace J := Pic0(C) by a commutative
algebraic group J which has an Abel-Jacobi map aj : C−ParC → J inducing an isomorphism
on first homologies. This J is non-compact: it is a (C)×(k−1)-bundle over J. We can take it
to be the Albanese variety of the open curve C−ParC , i.e. the algebraic group built from the
mixed Hodge structure H1(C − ParC ,Z). Equivalently, we can take it to be the connected
component Pic0(C) of the Picard of the singular, compact curve C obtained from C by
gluing the k points of ParC to each other transversally into a normal crossings singularity.
Either way, the Abel-Jacobi map induces an isomorphism on first homologies. As in the
unramified case, this implies that every abelian local system on C − ParC extends uniquely
to a Hecke eigensheaf on J. In particular, it follows that aj does not extend to a morphism
of C to J. (One can construct a natural compactification of J to which aj does extend.)
1.3.2 The parabolic GLC
This suggests the natural formulation of the tamely ramified, or parabolic, version of
geometric Langlands which essentially goes back to the classical work of Drinfeld [Dri87]. For
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the parabolic version of LFlat we take the moduli stack of quasiparabolic LG-flat connections
on (C,ParC) with at most logarithmic poles along ParC . For the parabolic analogue of Bun
there are two options: the moduli stack Bun of G-bundles on C with a reduction of their
structure group over ParC to the Borel B ⊂ G, and the moduli stack Bun of G-bundles on C
with a reduction of their structure group over ParC to the unipotent radical [B,B] ⊂ B ⊂ G.
Note that Bun is fibered over Bun, the fiber being the Cartesian product T (k−1), where
T := B/[B,B] is the maximal torus of G, generalizing the relation between J and J in the
abelian case.
The parabolic GLC then predicts the existence of a fully faithful functor of derived
categories, relating coherent O-modules on LFlat to coherent D-modules on Bun:
(PGLC) c : Dcoh(
LFlat,O) ∼=−→ Dcoh(Bun,D).
This c needs to intertwine the action of the tensorization functors on Dcoh(
LFlat,O) with
the action of the Hecke functors on Dcoh(Bun,D), uniformly over C. The tensorization
and Hecke functors and their intertwining property are the straightforward analogues of the
unramified case.
The intertwining property implies the existence of parabolic Hecke eigen sheaves:
The Langlands functor c sends the structure sheaves of points V in the parabolic Flat to
Hecke eigen sheaves (or more precisely, Hecke eigen D-modules) on the parabolic Bun. As
previously, this is simply the special case of the intertwining property when F is the structure
sheaf OV of a point:
(PHES) Hµ (c(OV)) = c(OV)⊠ ρµ(V).
We see immediately that the objects and the correspondence specialize correctly to the
abelian case. In particular, Bun specializes to what we were calling above J, while Bun
specializes to J. As we will see in the appendix, the PGLC can be stated directly on
Bun. The Hecke eigen D-module we want on Bun can instead be interpreted as a twisted
D-module on the (LT )(k−1)-quotient Bun. The twisting itself is controlled by the residue
of the meromorphic connection ∇ for the eigenvlue V = (V,∇); the untwisted case arises
from ∇’s that do not have a pole. We discuss various versions of the conjecture in the
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appendix, where the emphasis is on the equivalent formulation in terms of twisted differential
operators, which is common in the literature.
The parabolic version of our program calls for a proof of the PGLC by reducing it to the
abelian case via open NAHT. We review the basic steps in this program in section A.2.2 of
the appendix.
1.4 Our results
Use of NAHT in the context of the Hecke eigensheaf condition requires calculation of
Chern classes for direct images of Higgs (and flat) bundles. In order for the open version
of NAHT to apply to the map q : Hecke → Bun×C where each of these spaces comes
with the appropriate parabolic divisor, the relevant objects must have vanishing (parabolic)
Chern classes. In [DPS16] we developed algebraic formulas for the direct images when the
fibers are semistable curves and the parabolic Higgs bundles are subject to a nilpotence
assumption (cf. (2.2) in [DPS16]).
In the Dolbeault setting the nilpotence assumption for a tame parabolic Higgs bundle
is just the condition that the residues of the Higgs field are nilpotent. In the de Rham setting
this is equivalent to Mochizuki’s purely imaginary condition [Moc06] which requires for
a tame parabolic flat vector bundle that the eigenvalues of the residues be purely imaginary
and the parabolic weights be the negative imaginary parts of these numbers. In the Betti
setting the condition is equivalent to the condition that the tame parabolic local system has
a trivial parabolic structure and that the eigenvalues of the local monodromies belong to the
unit circle. In the proof of the algebraic pushforward formula in [DPS16] the condition is
needed for a technical comparison between the growth filtration for a harmonic metric and
Kashiwara’s V -filtration for the associated D-module. We believe that the comaprison and
the direct image formula hold without imposing the nilpotence condition but we have not
pursued this issue.
In the setup of the PGLC the effect of imposing the nilpotence condition is that it restricts
the Hecke eigenvalues to be points in a symplectic leaf in the Poisson moduli of parabolic
Higgs (or flat) bundles. Again we believe that this restriction is unnecessary but we have
not developed the necessary NAHT to attempt to tackle other symplectic leaves.
One of the few cases where an explicit solution of PGLC is known over the complex
numbers is when G = PSL2(C) or GL2(C), C = P1 and ParC consists of 4 points [AL97].
In that case the moduli space itself is a curve. In fact, it can be identified with C, and
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then the wobbly locus is identified with ParC . The technique used in [AL97] is very different
than ours. They do not use NAHT and in particular they do not need the analogue of our
nilpotence assumption. (They do impose the analogue of the non-resonance condition, see
below.)
In order to test our proposal, we work it out in full detail for the case when G = PSL2(C)
or GL2(C), C = P1, the parabolic divisor ParC consists of 5 points, and the flat bundle is
purely imaginary - the condition that translates into the nilpotence assumption of [DPS16]
for the residues of the Higgs fields. We will see that in this case the moduli space is a del
Pezzo quartic surface X ⊂ P4 and the wobbly locus consists of the 16 lines on that surface.
We apply the results of [DPS16] to our situation, where the above map q is a conic bundle
over X × C.
Another (non-parabolic) instance of GLC with 3-dimensional Hitchin fibers arises when G =
SL2(C) or GL2(C), C is a smooth curve of genus 2, and ParC is empty. Our results in that
case should appear soon2 in [DPS19].
1.4.1 In more detail
We now describe the main results of the present work in more detail. Let V = (V, V F,∇)
be a flat tame quasi-parabolic LG-bundle on P1, with quasi-parabolic structure at 5 distinct
points {p1, . . . , p5}.
We will assume that V is a general point of LFlat in the following sense:
• Assume that the residue, respi(∇), is regular semisimple, purely imaginary and non-
resonant (i.e. its eigenvalues, which by assumption are real, do not differ by an integer.)
• Let λ be (−√−1 times) one of the two eigenvalues of respi(∇) (so λ is real). Endow V
with a parabolic structure by assigning to this eigenvalue parabolic weight = -λ. The
NAHT converts this to a parabolic Higgs bundle E = (E, θ, EF,−λ): the weights don’t
change, while the residue of the Higgs field θ at each pi is nilpotent. Assume that the
spectral curve for (E, θ) is smooth. This is an open condition on E and hence on V.
Using this notion of genericity our main result is the following
2On an appropriately renormalized time scale
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Theorem A Parabolic Hecke eigen sheaves exist for generic, purely imaginary flat tame
LG-bundles on P1 with parabolic structure at 5 distinct points, for G = PSL2(C) or GL2(C).
Concretely, if V is a generic, purely imaginary flat tame LG = SL2(C)-bundle, then there
is a Hecke eigensheaf cλ(OV) on the stack Bun of quasi-parabolic PSL2(C)-bundles on P1,
with parabolic structure at {p1, . . . , p5} with eigenvalue V. The sheaf cλ(OV) is a twisted
D-module on Bun with a twist determined by λ. Restricted to the very stable open subset
of Bun, cλ(OV) is a flat bundle of rank 4. The result for G = GL2(C) is analogous.
For a more technical discussion of the formulation of the PGLC in the language of TDOs,
see the appendix. In the appendix we also discuss, following our program in [DP09], the
translation of the tamely ramified geometric Langlands correspondence into a parabolic
Hecke eigensheaf problem for tamely ramified Higgs bundles on the moduli space of bundles.
Solving this parabolic Hecke eigensheaf problem for Higgs bundles is the main objective of
our paper. This is achieved by a detailed analysis of the geometry of the relevant moduli
spaces which we explain next.
Let C = P1 and let ParC = p1 + p2 + p3 + p4 + p5 be the sum of five distinct points.
The moduli space of rank two parabolic bundles on (C,ParC) depends on a set of numerical
invariants - the degree of the level zero bundle in the parabolic family and the set of parabolic
weights. The collection of weights has a chamber structure and the moduli space depends
only on the chamber and not on the particular collection of weights in that chamber. As a
first observation we have the following
Theorem B (see Lemma 3.1, Theorem 3.2) There is a dominant chamber of parabolic
weights for rank two parabolic bundles on (C,ParC) such that for all weights in this chamber:
• every semistable parabolic bundle is stable;
• the connected components of the moduli space corresponding to different degrees are
canonically isomorphic to the dP5 del Pezzo surface X = BlParC (S
2C).
Here C ⊂ S2C diagonally, i.e. X is obtained by blowing up the 5 points {pi}5i=1 on the conic
C ⊂ S2C ∼= P2.
Equivalently: X can be described in its anticanonical model as the intersection of two
quadrics in P4. The parameter space of the pencil of quadrics {Qt}t∈C vanishing on X is
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naturally identified with C and the divisor ParC corresponds to the locus of singular quadrics
in the pencil. Using this one checks
Theorem C (Proposition 5.10) The wobbly locus in X is the union of the 16 lines
LI ⊂ X ⊂ P4 which are naturally labeled by the subsets I ⊂ {1, 2, 3, 4, 5} of even cardi-
nality.
From the point of view of the anti-canonical model of X the basic Hecke correspondence
parametrizing the modifications of parabolic bundles at a single point can be compactified
and resolved (see Chapter 4) to the correspondence
(1.1) H
p
zztt
tt
tt q
''❖❖
❖❖❖
❖❖
X X × C
Here:
• H = Bl∐
I L̂I×LI
Bl∆(X ×X);
• the two maps H → X correspond to the blow down map H → X ×X followed by the
first or second projection;
• the map H → C is the resolution of the rational map X × X 99K C which sends
(x, y) ∈ X ×X to the unique t ∈ C such that Qt ⊂ P4 contains the line through the
two points x, y ∈ P4.
Note that H is smooth by construction. The general fibers of q are smooth rational curves
(Hecke lines) and the general fibers of p are smooth dP6 del Pezzo surfaces. Furthermore,
as explained in Section 6.1, all spaces in the Hecke diagram (1.1) are naturally equipped with
normal crossings parabolic divisors: ParC =
∑5
i=1 pi, ParX =
∑
I LI ,
ParX×C = ParX ×C + X × ParC , and ParH = p∗ ParX +q∗ ParX×C . This geometry provides
the setup needed to formulate the parabolic version of the Higgs Hecke eigensheaf problem.
The solution to this problem for G = GL2(C) is derived in Chapters 6 and 7 and is
summarized in the following theorem. The case G = PSL2(C) follows with obvious modifi-
cations.
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Theorem D Fix generic parabolic weights on ParC specified by a pair of real vectors a, b ∈
R5. Then
Hecke kernel: The pair (a, b) determines a natural parabolic line bundle I• on (H,ParH)
with parch1(I•) = 0.
Hecke eigensheaf: For any tame strongly parabolic rank two Higgs bundle (E•, θ) on (C,ParC)
with the given weights, parch1 = 0 and a smooth spectral cover, there exists a unique
(F•, ϕ) so that
• (F•, ϕ) is a stable, strongly parabolic, rank four Higgs bundle on (X,ParX) with
parch1 = 0, parch2 = 0.
• The parabolic Hecke eigensheaf condition
q∗(p
∗(F•, ϕ)⊗ (I•, 0)) = p∗X(F•, φ)⊗ p∗C(E•, θ)
holds for (F•, ϕ) and (E•, θ).
• The parabolic structure on (F•, ϕ) has two jumps of rank one and three resepec-
tively on each component LI of ParX .
• The parabolic weights of (F•, ϕ) are specified by two vectors e, d ∈ REven = R16
where
e =
5
8
σ − 3
8
(1− δ) (a− ⌊a⌋) + 3
2
δ (b− ⌊b⌋)
d =
1
8
σ − 1
8
(1− δ) (a− ⌊a⌋) + 1
2
δ (b− ⌊b⌋) .
Here σ ∈ REven is a vector with all its coordinates equal to 1, and 1 and δ are
16×5 matrices whose entries corresponding to i ∈ {1, 2, 3, 4, 5} and I ∈ Even are
given by 1Ii = 1 for all I, i, while δIi = 1 if i ∈ I and δIi = 0 if i /∈ I.
As explained briefly above, and in detail in Appendix A, Theorem A follows immediately
from Theorem D by conjugating the assignment (E•, θ) 7→ (F•, ϕ) by two non-abelian Hodge
correspondences (one on (C,ParC) and one on (X,ParX)) and by taking a twisted Deligne-
Goresky-MacPherson extension of the flat bundle corresponding to (F•, ϕ) from X − ParX
to the moduli stack Bun. Under the non-abelian Hodge correspondence the assignment on
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parabolic parameters (a, b) 7→ (e, d) becomes the Okamoto map which converts the spectrum
of the residue of the eigenvalue flat bundle V into the twisting parameters for the eigensheaf
twisted D-module c (OV). In Section 7.6 we carry out this translation and compute the
Okamoto map in our setting.
1.4.2 Organization
This work is organized as follows. Parabolic objects (bundles, Higgs bundles, flat bundles)
are reviewed in Chapter 2. In particular, section 2.3 discusses the natural operations one
can perform on parabolic bundles or parabolic Higgs bundles: pullbacks [Moc06, IS07, IS08],
tensor products [Moc06, IS07, IS08], and pushforwards [DPS16]. Notions of stability or
semistability are discussed in section 2.4. In particular, subsection 2.4.1 includes a state-
ment of Mochizuki’s non-abelian Hodge theorem, while subsection 2.4.2 begins the detailed
analysis we need for the case of rank 2 parabolic bundles on P1.
Chapter 3 studies the quasi projective moduli spaces determined by the above notions
of stability or semistability, focusing on P1 with parabolic structure at 5 points {p1, . . . , p5}.
We work out the moduli spaces produced by GIT. The main object that we will work with
in the rest of the paper turns out to be a del Pezzo quartic surface X ⊂ P4.
In Chapter 4 we construct explicit models for the version of the Hecke correspondences
relating the GIT moduli spaces in our case. Since a Hecke transform of a stable bundle need
not be stable, the naive Hecke correspondence needs to be compactified and resolved. We
will see that it is obtained from the product X×X by blowing up the diagonal X , and then
blowing up the proper transforms of the 16 surfaces L × L, where L runs through the 16
lines in the del Pezzo surface X . In particular, the Hecke correspondence in our case can be
described as a conic bundle over X × C.
In Chapter 5 we give a detailed description of the rational map from the Hitchin fiber to
the moduli of bundles. We show that a resolution of the base locus of this map gives rise to
a finite morphism and that this realizes a blow-up of (a connected component of) the Hitchin
fiber as a degree four cover of the moduli space X of parabolic bundles. We also show that
the blown-up Hitchin fiber is naturally embedded in the bundle of logarithmic one forms on
X with poles along the union of the sixteen (−1)-curves on X . Thus the blown-up Hitchin
fiber is a spectral cover for a meromorphic Higgs bundle on X . We will refer to this cover as
the modular spectral cover. In section 5.4 we analyze the wobbly locus in our situation and
show that it is the reduced divisor consisting of the 16 lines in X .
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Non-abelian Hodge theory converts the question of constructing the geometric Langlands
correspondence for tamely ramified local systems on C to the problem of solving an eigensheaf
problem for the Hecke action on tamely ramified semistable parabolic Higgs bundles on X .
To spell this problem out we need to first understand the configuration of parabolic divisors
in our birational model for the parabolic Hecke correspondence, as well as the relevant Higgs
data. This is done in detail in Chapter 6.
After this preliminary work we are ready to solve all constraints on the desired eigensheaf
so that both Mochizuki’s non-abelian Hodge theory conditions and the Hecke eigensheaf
condition are satisfied. This is carried out in Chapter 7, where the solution, unique up to
the obvious symmetries, is found explicitly.
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2 Parabolic objects
In this first chapter we introduce our main objects of study - parabolic bundles and
tamely ramified parabolic flat bundles and parabolic Higgs bundles. We also recall their
basic properties and fundamental invariants.
2.1 Parabolic bundles and Higgs bundles
The most basic notion we will deal with is the notion of a parabolic bundle. We will
follow the treatment adopted in [Sim90, Moc06, Moc09, Moc07a, Moc07b] and will focus on
parabolic vector bundles rather than the more general parabolic principal bundles.
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2.1.1 Parabolic bundles
Fix a pair (X,ParX), where X is a smooth complex projective variety, ParX ⊂ X is a
reduced divisor with simple normal crossings, and ParX =
∑
i∈S
Di are the irreducible compo-
nents of ParX . With this notation we have the following
Definition 2.1 A parabolic vector bundle on
(
X,
∑
i∈SDi
)
is a collection of locally free
coherent sheaves E• = {Et}t∈RS together with inclusions Et ⊂ Es of sheaves of OX-modules,
specified for all t ≤ s, and satisfying the conditions:
[semicontinuity] for every t ∈ RS, there exists a real number c > 0 so that Et+ε = Et for
all functions ε : S → [0, c].
[support] if δi : S → R is the characteristic function of i ∈ S, then for all t ∈ RS we have
Et+δi = Et(Di) (compatibly with the inclusion).
The real vectors t ∈ RS are called parabolic levels, and the vector bundles Et are called
level bundles or level slices of the parabolic bundle E•.
While dealing with abelianization and the formalism of pullbacks and pushforwards we will
sometimes need to work with parabolic bundles for which the parabolic structure is specified
along non-reduced normal crossing divisors. These are defined in a similar manner. To take
into account the non-reduced structure the parabolic data on non-reduced normal crossings
divisors must incorporate a choice of partitions of the multiplicities of the divisor components.
Fix a pair (X,ParX), where X is a smooth complex projective variety, ParX ⊂ X is
a possibly non-reduced effective divisor whose reduction has simple normal crossings, and
ParX =
∑
i∈S
miDi, where the Di are irreducible components of ParX . For every i ∈ S fix
a partition mi =
∑
j∈J(i)m
j
i of the multiplicity mi, with a finite set J(i) labeling the parts
of the partition. We will write ParX =
∑
i∈S
j∈J(i)
mjiDi for the associated partitioning of the
parabolic divisor. With this notation we now define:
Definition 2.2 A parabolic vector bundle on
(
X,
∑
i∈S
j∈J(i)
mjiDi
)
is a collection of lo-
cally free coherent sheaves {Et}t∈∏i∈S RJ(i) together with inclusions Et ⊂ Es of sheaves of
OX-modules, specified for all t ≤ s, and satisfying the conditions:
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[semicontinuity] for every t ∈∏i∈S RJ(i), there exists a real number c > 0 so that Et+ε =
Et for all functions ε : ⊔i∈SJ(i)→ [0, c].
[support] if δji : ⊔i∈SJ(i) → R is the characteristic function of j ∈ J(i), then for all
t ∈∏i∈S RJ(i) we have Et+δi = Et(mjiDi) (compatibly with the inclusion).
Remark 2.3 (i) Note that Definition 2.1 is a special case of Definition 2.2. Indeed, in
the case when all multiplicities mi are equal to 1 and the data of the partitions is vacuous,
the data and properties in Definition 2.2 become the same as the data and properties in
Definition 2.1. In this case we will say that E• is a parabolic bundle on (X,ParX).
(ii) Alternatively the partition data in Definition 2.2 can be encoded in a slight modification
of the geometry. Indeed, suppose we are in the setting when ParX is non-reduced and we
have partitioned the multiplicities of the components as above. Consider the nonseparated
scheme Z obtained by gluing copies of X along Xo := X −∪iDi so that in Z the component
Di is replaced by a collection of disjoint non-separated components labeled by the elements
in J(i). In other words
Z = colim
[
Xo //
⊔
i∈S
j∈J(i)
X × {j}
]
,
where the coproduct is taken in the category of schemes. By construction Z contains a
natural divisor ParZ =
∑
i∈S
j∈J(i)
mjiD
j
i , where the D
j
i corresponds to Di × {j} ⊂ X × {j} and
the Dji ’s are the irreducible components of ParZ.
Note that the data of a parabolic vector bundle E• on X with parabolis structure on
the non-reduced partitioned divisor
∑
i,j m
j
iDi defined as in Definition 2.2 is the same thing
as a collection of nested locally free sheaves on Z with the usual semicontinuity condition
specified on
∑
i,j D
j
i and with the suport condition as in Definition 2.2, i.e. a jump is
given by tensoring with OZ(mjiDji ). In other words, passing to the non-separated Z allows
us to formulate Definition 2.2 only in terms of multiplicities and without any reference to
partitions.
Note also that this interpretation of Definition 2.2 in terms of the non-separated scheme Z
is consistent with the non-separated versions of the moduli of bundles that naturally appear
in the tamely ramified GLC (see Appendix A).
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2.1.2 Flags and weights
Assume again that X is smooth projective and ParX ⊂ X is a reduced simple normal
crossings divisor. Fix a parabolic bundle E• on (X,ParX) and a vector c ∈ RS.
For every i ∈ S we get an induced filtration {iFa}ci−1<a≤ci of the restricted sheaf Ec|Di:
iFa =
⋃
t≤c
αi≤a
Et
Define
igraEc :=
iFa/
iF<a.
Now the [semicontinuity] property in Definition 2.1 implies that the set of parabolic
weights
weights(Ec, i) =
{
a ∈ (ci − 1, ci]
∣∣ igra 6= 0}
is finite.
Note that the single bundle Ec together with the flags {iFa| i ∈ S, a ∈ weights(Ec, i)}
reconstruct the parabolic bundle E• and so we can equivalently describe parabolic bundles
as bundles furnished with flags by subbundles along the components of the parabolic divisor
and with a collection of parabolic weights labeling each step of each flag.
2.1.3 Locally abelian parabolic bundles
The first and most basic examples of parabolic bundles are the parabolic line bundles.
In parallel to the usual theory parabolic line bundles are given by R-divisors:
Example 2.4 A parabolic line bundle on (X,
∑
iDi) is a parabolic vector bundle F• for
which all sheaves Ft are invertible.
Given a ∈ RS we define a parabolic line bundle OX
(∑
i∈S aiDi
)
•
by setting(
OX
(∑
i∈S
aiDi
))
t
:= OX
(∑
i∈S
⌊ai + ti⌋Di
)
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Tautologically, every parabolic line bundle F• is isomorphic to L⊗OX
(∑
i∈S aiDi
)
•
for some
L ∈ Pic(X), and some a ∈ RS.
For geometric considerations and crucially for the purposes of the non-abelian Hodge corre-
spondence it is useful to restrict attention to special types of parabolic bundles - Mochizuki’s
locally abelian parabolic bundles [Moc06, Moc09].
Definition 2.5 A parabolic bundle F• on (X,
∑
iDi) is a locally abelian bundle, if in a
Zariski neighborhood of any point x ∈ X there is an isomorphism between F• and a direct
sum of parabolic line bundles.
Remark 2.6 A parabolic bundle (Ec, {iF•}i∈S) specified by parabolic filtrations and weights
is locally abelian if and only if on every intersection Di1 ∩ · · · ∩ Dik the iterated graded
i1gra1 · · · ikgrak Ec does not depend on the order of the components.
We can define similarly locally abelian parabolic flat bundles, Higgs bundles, or more
generally locally abelian parabolic z-connections.
2.1.4 Locally abelian parabolic z-connections
Recall Deligne’s notion [Sim91, Sim97] of a z-connection:
Definition 2.7 Let z ∈ C. A z-connection with tame ramification along a normal
crossings divisor D ⊂ X, is a pair (E,Dz), where:
• E is an algebraic vector bundle on X;
• Dz : E → E ⊗ Ω1X(logD), is a C-linear map satisfying the z-twisted Leibnitz rule
Dz(f · s) = fDzs+ zs⊗ df .
We say that Dz is flat if Dz ◦ Dz = 0.
This notion naturally interpolates between flat bundles and Higgs bundles. Indeed, by
definition we have
(flat (z = 1)-connection) = (flat connection with regular singularities on D),
(flat (z = 0)-connection) = (Higgs bundle with logarithmic poles on D),
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Moreover, for every z 6= 0 and a flat z-connection Dz, we have that z−1Dz is a flat 1-
connection.
The notion of a z-connection also interacts in a straightforward manner with parabolic
structures:
Definition 2.8 Let X be a smooth projective variety and ParX ⊂ X be a reduced strict nor-
mal crossings divisor. A tame parabolic z-connection on (X,ParX) is a pair (E•,Dz•),
where
• E• is a parabolic bundle on (X,ParX);
• Dzt : Et → Et ⊗ Ω1X(logParX) is a tame flat z-connection specified for all t ∈ RS
(compatibly with the inclusions).
A tame parabolic z-connection (E•,Dz) is locally abelian if the underlying parabolic bundle
E• is locally abelian. It is strongly parabolic if the action of the residue of Dzt on the
associated graded for the parabolic filtration is zero.
In particular we get notions of tame parabolic (or locally abelian parabolic, or strongly
parabolic) flat bundles or Higgs bundles on (X,ParX).
2.2 Parabolic Chern classes
In this section we review the Iyer-Simpson formula for the parabolic Chern character of
a locally abelian parabolic vector bundle
Let E• be a locally abelian parabolic vector bundle on (X,
∑
iDi). The parabolic
Chern character of E• can be defined [IS08] in the usual way by using the splitting
principle and the normalization that for a parabolic line bundle given by a real divisor we
have c1(OX(
∑
i aiDi)•) =
∑
i ai[Di] ∈ H2(X,R). Explicitly the parabolic Chern character
can be computed [IS08] by the Iyer-Simpson formula:
(2.1) parch(E•) = parch(cE) =
∏
i∈S
∫ ci+1
ci
dti
[
ch (Eti) e
−
∑
i∈S tiDi
]∏
i∈S
∫ 1
0
dtie
−
∑
i∈S tiDi
,
where c ∈ RS is any base point.
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Remark 2.9 Given c ∈ RS we define the c-truncation cE of E• to be the collection
{Et}c<t≤c+δ, with δ =
∑
i∈S δi. The [support] condition in the definition of a parabolic
bundle implies that E• can be reconstructed effectively from any truncation cE. Notice that
the numerator of the Iyer-Simpson formula is independent of the choice of truncation.
For future reference note that we have an easy formula for the first parabolic Chern class in
terms of parabolic filtrations and weights:
Example 2.10 The first parabolic Chern class of E• is given by:
parch1(E•) = c1(Ec)−
∑
i∈S
 ∑
a∈weights(Ec,i)
a rank igraEc
 · [Di].
As usual here the right hand side is viewed as an element in H2(X,Z)
2.3 Natural operations
In this section we review, following the work of various authors, the natural operations one
can perform on parabolic bundles or parabolic Higgs bundles: pullbacks [Moc06, IS07, IS08],
tensor products [Moc06, IS07, IS08], and pushforwards [DPS16].
2.3.1 Pullbacks
Suppose f : Y → X is a morphism of smooth projective varieties and let ParY ⊂ Y and
ParX ⊂ X are reduced simple normal crossings divisors such that f ∗ ParX is a subdivisor
of ParY . In other words we have ParY = f
∗ ParX +
∑
k∈KDk. Let ParX =
∑
i∈SDi and let
f ∗Di =
∑
j∈J(i)D
j
i denote the components of the pullback of Di. Write J = ⊔i∈SJ(i). Then
the set J ⊔ K labels the components of ParY and a parabolic level u ∈ RJ × RK on (Y,ParY )
is given by a collection of real numbers
(∏
i∈S(u
j
i )j∈J(i)
)× (uk)k∈K.
The pullback of parabolic bundles from X to Y is defined [Moc06, IS07, IS08] so that
on parabolic line bundles it is given by the pullback of real divisors, it respects the locally
abelian condition, and in the case of rational weights is compatible with the usual pullback
of bundles on root stacks. These properties characterize the pullback uniquely and we can
define it again by using the splitting principle.
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We can also give an explicit description of the pullback in terms of the pullbacks of
the various level bundles of a parabolic bundle. Indeed from the above characterization it
follows that the pullback of a parabolic bundle will have trivial parabolic structure on the
complementary divisor
∑
k∈KDk = ParY −f ∗ ParX and for parabolic levels that take constant
values on each J(i) will be just the sheaf theoretic pullback of the corresponding level bundle
from X . This gives all level bundles of the pulled back parabolic bundle for which the level
values are constant on the preimages of the components of ParX . But this special family
of level bundles uniquely reconstructs the full pull back parabolic bundle. The key to the
reconstruction is the following straightforward remark.
Remark 2.11 Let Z be a smooth projective variety and let ParZ =
∑s
i=1Di be a reduced
strict normal crossings divisor. If E• is a parabolic bundle on (Z,ParZ), then all level bundles
E(t1,...,ts) of E• can be reconstruucted from the ’diagonal’ level bundles E(t,...,t), t ∈ Rs.
Indeed we have:
E(t1,...,ts) =
s⋂
i=1
[
E(ti,...,ti) ⊗OZ
(
M
∑
j 6=i
Di
)]
,
where M is an integer satisfying M≫ max{t1, . . . , ts}.
Using the procedure from this remark we can give an explicit description of pull backs of
parabolic bundles. Before we can spell this out we will need to introduce some notation.
Let Σ denote the set of all sections σ : S → J of the natural projection J = ⊔i∈SJ(i)→ S.
For every parabolic level u ∈ RJ × RK on (Y,ParY ) and every σ ∈ Σ write uσ for the vector
(u
σ(i)
i )i∈S ∈ RS. Also, given a parabolic level u ∈ RJ × RK and a label i ∈ S let M(u, i) be
an integer satisfying M(u, i)≫ max{uji | j ∈ J(i)}. With this notation we now have
Definition 2.12 The pullback of a parabolic bundle E• on (X,ParX) is the parabolic bundle
f ∗E• on (Y,ParY ) whose level bundle for a level u ∈ RJ × RK is given by
(f ∗E•)u =
⋂
σ∈Σ
f ∗(Euσ)⊗OY
∑
i∈S
M(u, i)
 ∑
j∈J(i)−σ(i)
D
j
i
⊗OY
(∑
k∈K
⌊uk⌋Dk
)
.
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Remark 2.13 (i) The definition is easily seen to be independent of the choice of the
integers M(u, i) and for all practical purposes we can take these integers to be infinitely
large.
(ii) The definition is tautologically compatible with locally abelian structures and the pull-
back of real divisors and thus is equivalent to the definition of pullbacks in [IS08]. In
particular this pullback is compatible with taking parabolic Chern classes, i.e. we have
parch(f ∗E•) = f
∗ parch(E•).
2.3.2 Tensor products
LetE• and F • be locally abelian parabolic vector bundles on (X,ParX), ParX =
∑
i∈S Di.
As explained in [Moc06, IS07, IS08] one can define a canonical tensor product of such bundles
which is uniquely characterized by requiring that it preserves the locally abelian property and
that for parabolic line bundles it corresponds to the addition of real divisors. Furthermore it
is shown in [IS08] that for bundles with rational parabolic weights, under the correspondence
of [Bor07], the tensor product is compatible with the usual tensor product of vector bundles
on an appropriate root stack. Again it is possible to express the tensor product in terms of
level bundles which leads to the following equivalent definition.
Definition 2.14 The tensor product of the locally abelia parabolic bundles E• and F • is
the locally abelian parabolic bundle E• ⊗ F • whose level bundle at level t ∈ RS is given by
(E• ⊗ F •) =
⋃
ξ∈RS
Eξ ⊗ F t−ξ.
Remark 2.15
(i) Suppose E• is an arbitrary parabolic bundle but F • is a prabolic line bundle on (X,ParX).
Then, as explained above,
F • = L
(∑
i∈S
diDi
)
•
, for some (di)i∈S = d ∈ RS, and some L ∈ Pic(X).
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In this case the formula for the level bundles of the tensor product
E• ⊗ F • = E• ⊗ L
(∑
i∈S
diDi
)
•
simplifies to (
E• ⊗ L
(∑
i∈S
diDi
)
•
)
t
= Et+d ⊗ L.
(ii) The compatibility of the tensor product with the locally abelian structures implies again
[IS08] that the parabolic Chern character is multiplicative for the tensor product, i.e.
parch(E• ⊗ F •) = parch(E•) · parch(F •)
2.3.3 Pushforwards
Let f : Y → X be a morphism between smooth projective varieties. Given a semistable
tame parabolic Higgs bundle (F•, ϕ) we want to understand the derived pushforward of
(F•, ϕ) via f in the category of Higgs sheaves. By definition this pushforward is the complex
of tame Higgs bundles which is the specialization at zero of the f -pushforward (in the sense
of [Sab05, Moc07a]) of the twistor D-module corresponding to (F•, ϕ). In [DPS16] we gave
the following direct algebraic description of such pushforwards.
Assume Y and X are equipped with simple normal crossings divisors ParY ⊂ Y and
ParX ⊂ X . Decompose ParY as a sum ParY = ParverY +ParhorY of a vertical and horizontal
part. That is ParverY is the sum of all components of ParY which map to proper subvarieties
in X , and ParhorY is the sum of all components that dominate X . Additionally we will assume
that ParverY = f
∗ ParX scheme theoretically, that f is smooth away from ParX , that Par
hor
Y is
smooth over X , and that ParhorY ∩ParverY is contained in the smooth locus of ParverY . Note that
these conditions imply that ParhorY =
∑
k∈KDk is a sum of disconnected smooth components
Dk each of which is also smooth over X .
Given a parabolic level t on X we will write up(t) for the parabolic level on Y which
assigns 0 to each component of ParhorY , while to each component of Par
ver
Y it assigns the value
of the level t on the image of that vertical component under f . Now for each component
Dk of the horizontal divisor we can consider the associated graded gr
Dk Fup(t) of Fup(t) with
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respect to the parabolic filtration along Dk. By definition this a vector bundle on Dk given
by
grDk Fup(t) = Fup(t)/Fup(t)−εδk ,
where δk is the characteristic fundtion of k (viewed as a parabolic level on Y ), and ε > 0 is
a small real number. Note that by construction grDk Fup(t) is a quotient of the vector bundle
Fup(t)|Dk and that the residue resDk ϕ : Fup(t)|Dk → Fup(t)|Dk descends to an endomorphism
gr− resDk ϕ ∈ End
(
grDk Fup(t)
)
. The nilpotent part of this endomorphism induces a mon-
odromy weight filtrationW•
(
grDk Fup(t)
)
on the vector bundle grDk Fup(t). The vector bundle
grDk Fup(t) on Dk can be viewed as a torsion sheaf on Y supported on Dk and so we get a
torsion sheaf
grPar
hor
Y Fup(t) :=
⊕
k∈K
grDk Fup(t)
which satisfies:
• grParhorY Fup(t) is a vector bundle on its support ParhorY = ⊔k∈KDk;
• grParhorY Fup(t) is naturally filtered by the subsheaves
Wℓ gr
ParhorY Fup(t) :=
⊕
k∈K
Wℓ gr
Dk Fup(t);
• there is a natural surjective map of OY -modules:
(2.2) Fup(t) → grParhorY Fup(t).
Let Wℓ(hor, Fup(t)) be the pullback of Wℓ gr
ParhorY Fup(t) ⊂ grParhorY Fup(t) via the surjetcive map
(2.2). Then W•(hor, Fup(t)) is a filtration of Fup(t) by locally free subsheaves which are equal
to Fup(t) away from Par
hor
Y .
For each i ≥ 1 we have a global and an f -relative residue maps:
ΩiY (logParY )
// Ωi−1
ParhorY
ΩiY/X(logParY )
// Ωi−1
ParhorY /X
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Tensoring with W0(hor, Fup(t)) gives maps
(2.3) W0(hor, Fup(t))⊗ ΩiY (logParY ) //W0(hor, Fup(t))|ParhorY ⊗ Ω
i−1
ParhorY
,
W0(hor, Fup(t))⊗ ΩiY/X(logParY ) //W0(hor, Fup(t))|ParhorY ⊗ Ω
i−1
ParhorY /X
.
We define locally free sheaves
W−2,0
(
hor, Fup(t) ⊗ ΩiY (logParY )
) ⊂ W0(hor, Fup(t))⊗ ΩiY (logParY )
W−2,0
(
hor, Fup(t) ⊗ ΩiY/X(logParY )
) ⊂ W0(hor, Fup(t))⊗ ΩiY/X(logParY )
as the preimages of
W−2(hor, Fup(t))|ParY ⊗ Ωi−1ParY (logParY ) ⊂W0(hor, Fup(t))|ParY ⊗ Ωi−1ParY (logParY )
W−2(hor, Fup(t))|ParY ⊗ Ωi−1ParY /X(logParY ) ⊂W0(hor, Fup(t))|ParY ⊗ Ωi−1ParY /X(logParY )
under the maps (2.3). These subsheaves are preserved by ϕ and so we get weight modified
global and relative Dolbeault complexes for (Fup(t), ϕ):
(2.4) DOLpar(Y, Fup(t)) :=

W0(hor, Fup(t))
↓ ∧ϕ
W−2,0
(
hor, Fup(t) ⊗ Ω1Y (logParY )
)
↓ ∧ϕ
W−2,0
(
hor, Fup(t) ⊗ Ω2Y (logParY )
)
↓ ∧ϕ
...
↓ ∧ϕ
W−2,0
(
hor, Fup(t) ⊗ ΩdimYY (logParY )
)

0
1
2
...
dimY
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and
(2.5) DOLpar(f, Fup(t)) :=

W0(hor, Fup(t))
↓ ∧ϕ
W−2,0
(
hor, Fup(t) ⊗ Ω1Y/X(logParY )
)
↓ ∧ϕ
W−2,0
(
hor, Fup(t) ⊗ Ω2Y/X(logParY )
)
↓ ∧ϕ
...
↓ ∧ϕ
W−2,0
(
hor, Fup(t) ⊗ ΩdimY/XY/X (logParY )
)

0
1
2
...
dimY − dimX
We also define inductively subcomplexes Ik(Fup(t)) in the global Dolbeault complex by set-
ting:
I0(Fup(t)) := DOL
par(Y, Fup(t)),
Ik+1(Fup(t)) := im
[
Ik(Fup(t))⊗ f ∗Ω1X(logParX)→ DOLpar(Y, Fup(t))
]
.
With this notation we get a short exact sequence of complexes
(2.6) 0

DOLpar(f, Fup(t))[−1]⊗ f ∗Ω1X(logParX)

DOLpar(Y, Fup(t))/I
2(Fup(t))

DOLpar(f, Fup(t))

0
which we can view as a morphism
d(ϕ) : DOLpar(f, Fup(t))→ DOLpar(f, Fup(t))⊗ f ∗Ω1X(logParX)
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in the derived category Dbcoh(Y,OY ).
For every parabolic level t on X consider the sheaf theoretic pusforward of the pair
(DOLpar(f, Fup(t)), d(ϕ)). This gives a parabolic Higgs complex
(2.7) f∗d(ϕ) : f∗DOL
par(f, Fup(•)) −→ f∗DOLpar(f, Fup(•))⊗ Ω1X(logParX)
on X which conjecturally coincides with Higgs pushforward f∗(F•, ϕ) defined above via
pushing forward the twistor D-module corresponding to (F•, ϕ).
In [DPS16] we proved this conjecture in the case when f : Y → X is a split semistable
family of curves and the residue of φ is nilpotent. We noted that the pushforward is uniquely
determined by its restriction to any open in X whose complement has codimension at least
two. We also explained how to apply the formula to a general family f : Y → X by using
the Abramovich-Karu semistable reduction theorem but we will not be needing this here
since we will only use the algebraic pushforward formula (2.7) for split semistable families
of curves.
2.4 Stability
In this section we will discuss stability of parabolic bundles and tame parabolic Higgs
bundles.
2.4.1 Semistable parabolic bundles in general
Let (X,OX(1)) be a polarized smooth projective variety of dimension d, and let ParX ⊂ X
be a strict normal crossings divisor. Let E• be a torsion free parabolic sheaf on (X,ParX).
Following [Moc06] we define the rank, parabolic degree, and slope of E• as follows:
• The rank of E• is by definition the rank of the coherent sheaf Et. Tautologically, this
is independent of the parabolic level t. We will denote this number by rankE•. Note
that from the Iyer-Simpson formula we also have that rankE• = parch0(E•).
• The OX(1)-parabolic degree of E• is
pardeg(E•) =
∫
X
parch1(E•) · c1(OX(1))d−1.
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• The OX(1)-parabolic slope of E• is
parµ(E•) =
pardeg(E•)
rank(E•)
With this notation we now have the following standard
Definition 2.16 A parabolic vector bundleE• on (X,ParX) is slope stable (slope semistable)
if for every saturated parabolic subsheaf E ′• ⊂ E• we have
(2.8) parµ(E ′•) < parµ(E•) (parµ(E
′
•) ≤ parµ(E•)) .
Similarly for a fixed z ∈ C, a tame parabolic z-connection (E•,Dz) on (X,ParX) is slope
stable (slope semistable) if for every Dz-invariant saturated parabolic subsheaf E ′• ⊂ E•
the inequality (2.8) holds. In particular a tame parabolic Higgs bundle (E•, θ) is slope
stable (slope semistable) if for every saturated parabolic subsheaf E ′• ⊂ E• for which
θ(E ′•) ⊂ E ′• ⊗ Ω1X(logParX), the inequality (2.8) holds.
Here as usual we call a parabolic subsheaf E ′• ⊂ E• saturated if for every parabolic level t
the quotient Et/E
′
t is torsion free.
For us the stability of tame parabolic Higgs bundles is important because of Mochizuki’s
non-abelian Hodge theorem:
Theorem. [Moc06] Let (X,OX(1)) be a polarized projective variety, and let ParX ⊂ X be
a Weil divisor. Assume that X is smooth and ParX has strict normal crossings away from
a closed subvariety S ⊂ X of codimension ≥ 3. Suppose (E•, θ) is a tame parabolic Higgs
bundle on X −S with vanishing parch1(E•) and parch2(E•). If (E•, θ) is slope stable, then
there exists a canonical analytic family (V z•,D
z) of stable tame parabolic flat z-connections
on X −S, which depends analytically on z, and satisfies (V 0•,D0) = (E•, θ).
2.4.2 Semistable parabolic bundles on P1
In this subsection we specialize the foregoing to the case that V has rank 2 on a base X
that is isomorphic to P1. We prove an explicit criterion for stability of such bundles.
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Let C ∼= P1 be a smooth proper rational curve, and let {p1, . . . pn} be a fixed collection
of n distinct points. We would like to understand the stability of rank two parabolic bundles
on C with a parabolic structure along the divisor ParC =
∑n
i=1 pi.
Suppose V is a rank two holomorphic bundle on C. As discussed in section 2.1, a non-
degenerate parabolic structure on V along ParC consists of the data:
• a collection F = {Fi}ni=1 of lines Fi ⊂ Vpi, and
• a collection (a, b), where a = {ai}ni=1, b = {bi}ni=1 of real parabolic weights {(ai, bi)}ni=1,
where −1 < ai < bi ≤ 0.
We can also consider degenerate parabolic structures by allowing ai = bi at some pi. In this
case the flag Fi ⊂ Vpi will not be a line but will be equal to 0.
The parabolic first Chern class (= parabolic determinant) of the parabolic bundle
(V,F, (a, b)) is (see section 2.2) the R-Cartier divisor
parch1(V,F, (a, b)) := det V ⊗OC
(
−
5∑
i=1
(ai + bi) pi
)
∈ Pic(C)⊗Z R,
and the parabolic degree of (V,F, (a, b)) is the real number pardeg(V,F, (a, b)) := deg V −∑5
i=1(ai + bi). Similarly, if we have a line bundle L, then a parabolic structure on L along
ParC is specified by a collection e = {ei}ni=1, −1 < ei ≤ 0, ei ∈ Q of parabolic weights. The
parabolic first Chern class of (L, e) is the R-Cartier divisor
parch1(L, e) := L⊗OC
(
−
n∑
i=1
eipi
)
∈ Pic(C)⊗Z R,
and the parabolic degree of (L, e) is the real number pardeg(L, e) := degL−∑ni=1 ei. Suppose
next that V = (V,F, (a, b)) is a rank two parabolic bundle and L ⊂ V is a line subbundle.
Define the critical weights ecrit(L,V) = {ecriti (L,V)} of L relative to V by setting
ecriti (L,V) := inf {ei ∈ e | (L, e) is a parabolic subsheaf of V } .
In particular (L, e) is a parabolic subsheaf of V if and only if ei ≥ ecriti (L,V) for all i = 1, . . . n.
From the definition (see Definition 2.16 and the formula in Example 2.10) of parabolic
stability it is straighforward to check that the critical weights are given by
ecriti (L,V) =
ai, if im [Lpi → Vpi] ⊆ Fi,bi, if im [Lpi → Vpi] * Fi.
The collection of all parabolic bundles with underlying bundle V and parabolic weights
(a, b) is naturally parameterized by points F = (F1, . . . , Fn) ∈ P(Vp1) × · · · × P(Vpn). The
projective line P(Vpi) can be viewed as the fiber of the ruled surface P(V ) → C over the
point pi ∈ C. Thus we can think of a parabolic bundle with a fixed underlying bundle V
and fixed parabolic weights (a, b) as a collection of n-points F1, . . . , Fn ∈ P(V ), mapping to
the points p1, . . . , pn ∈ C.
The surface P(V ) is a useful device for studying the moduli of parabolic bundles. We will
write γ : P(V ) → C for the natural projection and OV (1) for the tautological hyperplane
line bundle, uniquely characterized by the property γ∗OV (1) = V ∨. Now given a parabolic
bundle V = (V,F, (a, b)) and a d ∈ Z define kd(V) by
kd(V) := max
#(F ∩D)
∣∣∣∣∣∣
D is an irreducible curve
in the linear system
|OV (1)⊗ γ∗OC(deg V + d)|.
 .
With this notation we have the following
Lemma 2.17 Fix a rank two vector bundle V ∼= OC(k1) ⊕ OC(k2) on C ∼= P1, a divisor
ParC consisting of n distinct points of C, and a balanced system of weights (a, b) with respect
to the divisor ParC, i.e. one in which all ai’s are equal to some a ∈ (−1, 0] ∩ Q and all bi’s
are equal to some b ∈ [a, 0] ∩Q.
Let V = (V,F, (a, b)) be a rank two parabolic bundle on C with parabolic structure along
ParC. Then V is semistable if and only if for all integers d ≥ min{−k1,−k2} we have
(2.9) (b− a)kd(V) ≤ 1
2
deg(V ) + (b− a)n
2
+ d.
Furthermore V is stable if and only if (2.9) holds with a strict inequality.
Proof. The parabolic bundle V is semistable if and only if for every saturated line subbundle
L ⊂ V and every choice of weights e such that (L, e) is a parabolic subbundle of V we have
pardeg(L, e) < pardeg(V)/2.
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Indeed suppose that L ⊂ V is an arbitrary locally free subsheaf of rank one, and e
is a collection of parabolic weights for which (L, e) is a destabilizing parabolic subbundle
of V. First note that for every parabolic subsheaf (L, e) ⊂ V, we have pardeg(L, e) ≤
pardeg(L, ecrit(L,V)) and so (L, ecrit(L,V)) ⊂ V is also a parabolic subsheaf which destabi-
lizes V.
Let L ⊂ L˜ ⊂ V be the saturation of L ⊂ V . If pi is not in the support of the torsion
subsheaf of V/L, then im[Lpi → Vpi] = im[L˜pi → Vpi] and so ecriti (L,V) = ecriti (L˜,V). If pi is
in the support of the torsion subsheaf of V/L, then im[Lpi → Vpi] = 0, and so ecriti (L,V) = a,
whereas ecriti (L˜,V) can be either a or b. Hence ecriti (L˜,V)− a ≥ 0 for all such pi and so
pardeg
(
L˜, ecrit(L˜,V)
)
= pardeg(L, ecrit(L,V)−#(supp(Tor(V/L))− ParC)
−
∑
pi∈supp(Tor(V/L))∩ParC
(
ecriti (L˜,V)− a
)
≥ pardeg(L, ecrit(L,V)
> pardeg(V)/2.
In other words
(
L˜, ecrit(L˜,V)
)
is a saturated destabilizing parabolic line subbundle of V.
Suppose next that L ⊂ V is a saturated line subbundle of degree −d ∈ Z. The inclusion
L ⊂ V corresponds to a non-zero section in H0(C,OC(d+ k1)⊕OC(d + k2)). In particular
d ≥ min{−k1,−k2}. Since L is saturated we have that V/L ∼= OC(deg V + d) and the
quotient map V ։ OC(deg V + d) corresponds to a nonzero section
s ∈ H0(C, V ∨ ⊗OC(deg V + d)) = H0(P(V ),OV (1)⊗ γ∗OC(deg V + d)).
The zero divisor D ⊂ P(V ) of the section s ∈ H0(P(V ),OV (1) ⊗ γ∗OC(deg V + d)) is
irreducible by the saturation condition and is the section of γ : P(V )→ C that corresponds
to the line bundle L ⊂ V . Therefore we have
pardeg
(
L, ecrit(L,V)) = degL− a ·#(F ∩D)− b · (n−#(F ∩D)).
Thus V is semistable if and only if for all D we have
−d − bn + (b− a) ·#(F ∩D) ≤ 1
2
deg V − (a+ b)n
2
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or equivalently
(2.10) (b− a) ·#(F ∩D) ≤ 1
2
deg V + (b− a)n
2
+ d.
Replacing #(F ∩ D) in (2.10) with its maximal possible value kd(V) we get the inequality
(2.9). The strict inequality statement is obvious since the bound kd(V) is always achieved
for some D. The lemma is proven. ✷
3 Moduli Spaces
The goal of this chapter is to give an explicit description of a basic geometric object
of interest in this work, the moduli space of rank 2 semistable vector bundles on P1 with
parabolic structure at 5 marked points.
Let as before C ∼= P1, and let p1, p2, p3, p4, p5 be five fixed distinct points in C. We want
to describe in detail the geometry of the moduli space of semistable rank two parabolic vector
bundles on C with a specified parabolic structure along {p1, p2, p3, p4, p5}. To streamline the
discussion and avoid the analysis of several cumbersome cases we will make the following
two assumptions:
• The weights (a, b) determining the parabolic structure are balanced, i.e. all ai’s are
equal to some a ∈ (−1, 0] ∩Q and all bi’s are equal to some b ∈ (a, 0] ∩Q.
• The parabolic structure is non-degenerate, i.e. a < b.
These assumptions simplify the behavior of the spaces of stable parabolic bundles and re-
strict the possible shapes that these spaces may take. Nevertheless they do give us a rich
enough picture which exhibits all subtleties of the general story without the extra burden of
complicated notation. The complete story can be worked out in a similar way. In fact the
moduli space of parabolic SL2(C)-bundles on (P1, p1, . . . , pn) was studied by Bauer [Bau91]
and by Loray-Saito [LS15] for arbitrary choices of the weights. Here we essentially rederive
and refine Bauer’s results in the case n = 5 by a different method which allows us to analyze
the geometry of the moduli space in more detail, allows us to identify the wobbly locus,
and provides the structural properties that we will need later on for the description of the
parabolic Hecke correspondences.
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With these assumptions in mind let us fix numbers d ∈ Z, and a, b ∈ Q with −1 < a < b ≤
0. Consider the moduli problem N ♮d(a, b) of non-degenerate rank two parabolic bundles of
determinant O(d) on C, with parabolic structure along ParC = p1 + p2 + p3 + p4 + p5 with
balanced weights ai = a and bi = b. In other words N
♮
d(a, b) is the functor
N ♮d(a, b) : (Sch /C)
op → (Set)
from complex schemes to sets, which assigns to every complex scheme T the set N ♮d(a, b)(T ) of
isomorphism classes of T -families of semi-stable non-degenerate rank two parabolic bundles
of determinant O(d) on (C,ParC) with parabolic weights ai = a and bi = b.
By the classical Mehta-Seshadri theorem [MS80, Ses82] we know that N ♮d(a, b) is coarsely
represented by a projective moduli space Nd(a, b). Our goal is to describe Nd(a, b) explicitly
for the various choices of (d, a, b). For this it will be useful to understand the dependence of
Nd(a, b) on the parameters (d, a, b).
3.1 A family of moduli problems
In this section we will augment the family of moduli problems N ♮d(a, b) slightly, thereby
clarifying the symmetries of the situation.
Recall [Sim90, Bor07, IS08] that a rank two parabolic bundle V has two different equiv-
alent incarnations:
(†) as a bundle V = (V,F, (a, b)) equipped with flags F = {Fi ⊂ Vpi} and weights a = {ai}
and b = {bi} at the points pi ∈ ParC , and
(‡) as a collection V = V• = {Vw}w:ParC→R where
• Vw are locally free sheaves of on C;
• V• is semicontinuous, i.e. for every w we can find a real number c > 0 so that
Vw+ε = Vw for all functions ε : ParC → [0, c];
• if δpi : ParC → R is the characteristic function of pi ∈ ParC , then Vw+δpi = Vw(pi)
and this identification is compatible with the inclusions of Vw’s;
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If a parabolic rank two bundle V is given by the data V•, then we can reconstruct the data
(V,F, (a, b)) by setting V := V0, taking ai, bi to be the points of semicontinuity jumps of Vt·δpi
on the interval (−1, 0], and taking Fi ⊂ Vpi to be the lines corresponding to these jumps. In
other words the numbers −1 < ai ≤ bi ≤ 0 are uniquely determined by the identification
Vt·δpi =

V, for bi < t ≤ 0,
Vbi , for ai < t ≤ bi,
V (−pi), for − 1 ≤ t ≤ ai,
and Fi = im
[
(Vbi)pi → Vpi
]
. Conversely given data (V,F, (a, b)) of type (†) we can define
data V• of type (‡) by setting
Vt·δpi :=

V, for bi < t ≤ 0,
ker [V → Vpi/Fi] , for ai < t ≤ bi,
V (−pi), for − 1 ≤ t ≤ ai,
and
Vw :=
5⋂
i=1
Vw(pi)·δpi .
From this point of view it is natural to extend the definition of the data (†) to consist of
triples (V,F, (a, b)) for which the parabolic weights ai and bi are arbitrary real numbers
satisfying ai ≤ bi ≤ ai + 1. Again any such data (V,F, (a, b)) gives rise to data of type (‡)
via the assignment
Vt·δpi :=
V, for bi < t ≤ ai + 1,ker [V → Vpi/Fi] , for ai < t ≤ bi,
and
Vw :=
5⋂
i=1
Vw(pi)·δpi .
The parabolic Chern classes and the stability conditions transfer verbatim to this case and
so for every triple (d, a, b) with d ∈ Z, and a, b ∈ R5, satisfying ai < bi < ai + 1 we can
get a well defined moduli functor N ♮d(a, b) : (Sch /C)
op → (Set), which assigns to every
complex scheme T the set N ♮d(a, b)(T ) of isomorphism classes of T -families of semi-stable
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non-degenerate rank two parabolic bundles of determinant O(d) on (C,ParC) and parabolic
weights (a, b). The Mehta-Seshadri theorem [MS80, Ses82] again applies to this situation and
implies that for every (d, a, b) the functor N ♮d(a, b) is coarsely representable by a projective
moduli space Nd(a, b).
The family of functors N ♮d(a, b) parametrized by (d, a, b) ∈ Z×R5×R5 with a ≤ b ≤ a+1
has some very natural automorphisms:
(tensorization) Tensoring with OC(k) transforms a parabolic bundle (V,F, (a, b)) into a
new parabolic bundle
(
V ⊗OC(k), {Fi ⊗OC(k)pi}5i=1 , (a, b)
)
. This operation trans-
forms the associated data (‡) in an obvious manner by sending Vw to Vw ⊗OC(k) for
all w. In particular for any k tensoring with OC(k) gives rise to an isomorphism of
moduli functors:
tk : N
♮
d(a, b)→ N ♮d+2k(a, b),
and these isomorphisms satisfy tk ◦ tk′ = tk+k′.
(weight shift) The additive group Fun(ParC ,R) acts on parabolic bundles (V,F, (a, b)) by
shifting the weights: a function ε : ParC → R sends (V,F, (a, b)) to (V,F, (a+ε, b+ε)).
Equivalently ε acts on the associated data (‡) by shifting the labelling: it sends V = V•
to a new parabolic bundle V+ε which is defined by V+ε = (V +ε)• with (V +ε)w :=
Vw+ε. This gives rise to an isomorphism of moduli functors:
wsε : N
♮
d(a, b)→ N ♮d(a+ ε, b+ ε),
and these isomorphisms satisfy wsε ◦wsε′ = wsε+ε′ .
(parity shift) For a given pi ∈ ParC we can shift the pi-discontinuity of a parabolic bundle
to the right. Explicitly given V = (V,F, (a, b)) we define the parity shifted bundle
piV = (piV, piF, pi(a, b)) by setting
piV := ker [V → Vpi/Fi]⊗OC(pi),
piFi := ker [
piVpi → Fi ⊗OC(pi)pi] ,
pi(a, b) := (b, a+ δpi) .
In particular this operation does not change the associated data of type (‡). The parity
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shift across pi induces an isomorphism of moduli functors
pspi : N
♮
d(a, b)→ N ♮d+1 (b, a+ δpi) .
If we specialize to the balanced non-degenerate case, i.e. the case when the weights (a, b)
satisfy ai = a, bi = b, with a < b < a + 1, then we get a slightly more restricted family of
isomorphisms of moduli functors:
(tensorization) tk : N
♮
d(a, b)→ N ♮d+2k(a, b), for k ∈ Z.
(weight shift) wsε : N
♮
d(a, b)→ N ♮d(a+ ε, b+ ε), for ε ∈ R; here wsε := wsε·∑5i=1 δpi .
(parity shift) ps : N ♮d(a, b)→ N ♮d+5(b, a+ 1); here ps := psp1 ◦ psp2 ◦ psp3 ◦ psp4 ◦ psp5.
By using these isomorphisms we get many accidental isomorphisms among the moduli prob-
lems N ♮d(a, b). For future reference we record this fact in the following
Lemma 3.1 If a < b < a+1 the moduli problem N ♮d(a, b) is isomorphic to a moduli problem
N ♮0(0, q) with 0 < q < 1.
Proof. If d is even, then we have an isomorphism
t− d
2
◦ws−a : N ♮d(a, b)
∼=−→ N ♮0(0, b− a).
If d is odd, then we have an isomorphism
t− d+5
2
◦ws−b ◦ ps : N ♮d(a, b)
∼=−→ N ♮0(0, a− b+ 1).
This proves the lemma. ✷
In view of this lemma it suffices to understand the moduli spaces N ♮0(0, q) for 0 < q < 1.
3.2 Birational models and chambers
The stability condition for a bundle (V,F, (0, q)) depends on the parity of the degree of
V as well as the parameter q. This dependence is piecewise constant. In this section we
analyze this stability condition. For each parity, we find 4 chambers in q-space and tabulate
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the stability condition in each. For degree 0, it turns out that there are only two options for
the underlying vector bundle V : it can be OC(−k)⊕OC(k) for k = 0 or k = 1. We examine
these separately in the two subsections below. The results are then combined in the next
section 3.3 (in Table 1) and applied to identify the GIT moduli spaces in the four chambers.
For V of degre 0, det V = OC and V ∼= OC(−k) ⊕ OC(k) for some k ≥ 0. In this case
the stability criterion of Lemma 2.17 implies that V = (V,F, (0, q)) is semistable if and only
if for all d ≥ −k we have
(3.1) kd(V) ≤ 5
2
+
d
q
.
This allows us to classify completely the semistable parabolic bundles with balanced parabolic
weights. Indeed, note first that if k ≥ 2, then for any two points the linear system
|OV (1)⊗ γ∗OC(−1)| contains an irreducible curve through those points and so by taking
d = −1 in (3.1) we must have q ≥ 2 which is impossible. Thus we must have either k = 0 or
k = 1. We analyze these two cases in detail:
3.2.1 Semistable parabolic structures on OC ⊕OC
Suppose k = 0. Then P(V ) = P1×C is isomorphic to the Hirzebruch surface F0, and for
d ≥ 0 the linear system defining kd(V) is the linear system of all curves of bidegree (1, d). So
by (3.1) we get the following stability constraints on the 5-tuple of points F in P(V ) = P1×C:
d = 0 : At most 2 of the points F1, . . . , F5 can lie on a (1, 0) ruling. In particular
if we embed P1×C as a quadric in P3, no 3 of the points F1, . . . , F5 are colinear in P3.
This stability constraint is valid for all values of 0 < q < 1.
d = 1 :
2
3
< q < 1 No 4 of F1, . . . , F5 can lie on an irreducible (1, 1) curve. Combined
with the d = 0 constraint this implies that from the point of view of the embedding
of the quadric in P3, no 4 of the points F1, . . . , F5 are coplanar.
41
2
5
< q ≤ 2
3
The 5 points F1, . . . , F5 can not lie on an irreducible (1, 1) curve. From
the point of view of P3 this means that the 5 points can not all be coplanar.
0 < q ≤ 2
5
There is no constraint on the five points in this case.
d = 2 :
4
5
< q < 1 The 5 points F1, . . . , F5 can not lie on an irreducible (1, 2) curve.
Combined with the previous constraints this shows that there is no semistable
5-point configuration for such parabolic weights.
0 < q ≤ 4
5
There is no constraint on the five points in this case.
d ≥ 3 : There is no constraint on the five points in this case.
In summary: the semistable parabolic bundles with underlying bundle OC⊕OC and balanced
parabolic weights (0, q) correspond to all choices of 5-tuples of points F1, . . . , F5 ∈ P1 × C,
such that Fi projects to pi ∈ C for all i and the parabolic weights and the 5-tuple are
constrained as follows:
• 0 < q ≤ 2
5
and no three of the five points F1, . . . , F5 ∈ P1×C can lie on a (1, 0) ruling.
• 2
5
< q ≤ 2
3
, no three of the five points F1, . . . , F5 ∈ P1 × C can lie on a (1, 0) ruling,
and the five points can not all lie on an irreducible (1, 1) curve.
• 2
3
< q ≤ 4
5
, no three of the five points F1, . . . , F5 ∈ P1 × C can lie on a (1, 0) ruling,
and no four of the five points F1, . . . , F5 ∈ P1×C can lie on an irreducible (1, 1) curve.
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3.2.2 Semistable parabolic structures on OC(−1)⊕OC(1)
Suppose k = 1. Then γ : P(V ) → C is isomorphic to the Hirzebruch surface F2. In
this case d ≥ −1 and the linear system defining kd(V) is |OV (1)⊗ γ∗OC(d)| and we get the
following stability constraints on the 5-tuple of points F:
d = −1 : In this case the allowed values for k−1(V) are k−1(V) = 0, 1 and we
have
2
3
< q < 1 : At most one of the five points F1, . . . , F5 lies on the unique (−2)
curve in P(V ) ∼= F2.
2
5
< q ≤ 2
3
: None of the five points F1, . . . , F5 lies on the −2 curve in P(V ) ∼= F2.
0 < q ≤ 2
5
: No collection F of five points is stable.
d = 0 : At most 2 of the points F1, . . . , F5 can lie on an irreducible curve in the
linear system OV (1). This stability constraint is valid for all values of 0 < q < 1. Note
however that the linear system |OV (1)| has a base component, namely the unique (−2)
curve in P(V ) ∼= F2. Hence |OV (1)| does not have any irreducible members and so this
stability condition is vacuous.
d = 1 : In this case |OV (1)⊗γ∗OC(1)| ∼= P3 and so we have a curve in this linear
system that passes through every three points in P(V ). Thus k1(V) ≥ 3 for all V and
the interesting values for k1(V) are k1(V) = 4, 5. We have
2
3
< q < 1 : At most three of the five points F1, . . . , F5 can lie on an irreducible
curve in the linear system |OV (1)⊗ γ∗OC(1)|.
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2
5
< q ≤ 2
3
: At most four of the five points F1, . . . , F5 can lie on an irreducible
curve in the linear system |OV (1)⊗ γ∗OC(1)|.
0 < q ≤ 2
5
: There is no stability constraint on the five points.
d = 2 : In this case |OV (1)⊗γ∗OC(2)| ∼= P5 and so we have a curve in this linear
system that passes through every five points in P(V ). Thus k2(V) = 5 and we have
4
5
< q < 1 : There are no stable configurations of five points.
0 < q ≤ 4
5
: There is no stability constraint on the five points in this case.
d ≥ 3 : There is no stability constraint on the five points in this case.
In summary: the semistable parabolic bundles with underlying bundle V = OC(−1) ⊕
OC(1) and balanced parabolic weights (0, q) correspond to all choices of 5-tuples of points
F1, . . . , F5 ∈ P(V ), such that Fi projects to pi ∈ C for all i and the parabolic weights and
the 5-tuple are constrained as follows:
• 2
5
< q ≤ 2
3
, none of the five points lie on the unique irreducible −2 curve in P(V ), and
at most 4 of the five points lie on an irreducible curve in the linear system |OV (1) ⊗
γ∗OC(1)|.
• 2
3
< q ≤ 4
5
, at most 1 of the five points lies on the unique irreducible −2 curve in
P(V ), and at most 3 of the five points lie on an irreducible curve in the linear system
|OV (1)⊗ γ∗OC(1)|.
• 4
5
< q < 1, there are no stable configurations of five points.
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3.3 The GIT construction
We are now ready to construct and analyze the structure of our moduli spaces. This
is accomplished in Theorem 3.2 for N0(0, q) and in Proposition 3.11 for N1(0, q), for 0 <
q < 1. These spaces are of course isomorphic, via a parity shift interchanging q with 1 − q.
Nevertheless, we find it easier to analyze some chambers in one parity and the others in the
opposite parity. The discussion in the previous section shows that for both moduli problems
there are four natural chambers in the space of parabolic weights according to the value of
q (see Figure 1), and that the stability changes only after crossing from one chamber to an
adjacent one.
PSfrag replacements
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Figure 1: The four chambers in the space of parabolic weights in even degree
3.3.1 The moduli spaces N0(0, q)
The moduli spaces N0(0, q) are canonically identified for all q in the interior of any given
chamber. The semi-stable parabolic data V = (V,F, (a, b)) for the various chambers is
recorded in Table 1.
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V F q
OC ⊕OC • At most 2 points in F lie on a (1, 0) ruling in P(V ). 0 < q ≤ 2
5
OC ⊕OC
• At most 2 points in F lie on a (1, 0) ruling in P(V ).
• At most 4 points in F lie on an irreducible (1, 1)
curve in P(V ).
2
5
< q ≤ 2
3
OC(−1)⊕OC(1)
• No points in F lie on the unique rational (−2) curve
in P(V ).
• At most 4 points in F lie on an irreducible curve
D ⊂ P(V ), D ∈ |OV (1) ⊗ γ∗OC(1)|.
OC ⊕OC
• At most 2 points in F lie on a (1, 0) ruling in P(V ).
• At most 3 points in F lie on an irreducible (1, 1)
curve in P(V ).
2
3
< q ≤ 4
5
OC(−1)⊕OC(1)
• At most 1 point in F lie on the unique rational (−2)
curve in P(V ).
• At most 3 points in F lie on an irreducible curve
D ⊂ P(V ), D ∈ |OV (1) ⊗ γ∗OC(1)|.
OC(−1)⊕OC(1) • there is no stable configuration F 4
5
< q < 1
Table 1: Stability configurations for degree 0 bundles OC ⊕OC and OC(−1)⊕OC(1).
Note also that the characterization of stability in Lemma 2.17 implies that for weights (0, q)
in the interior of a chamber all semi-stable parabolic bundles are strictly stable. Thus by
the general theory of the dependence of GIT quotients on a linearization (see e.g. [MS80,
Ses82, BH95]) it follows that the corresponding moduli space N0(0, q) will be smooth and
projective. We are now ready to descibe these varieties explicitly:
Theorem 3.2 The moduli spaces N0(0, q) in the various chambers have the following shape:
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• If 0 < q ≤ 2/5, then the moduli space N0(0, q) is a smooth del Pezzo surface dP4.
Specifically N0(0, q) is the del Pezzo surface obtained by first blowing-up the projec-
tive plane S2C at the five points p1, p2, p3, p4, p5 ∈ C ⊂ S2C, and then contracting the
strict transform of the conic C ⊂ S2C.
• If 2/5 < q ≤ 2/3, then the moduli space N0(0, q) is a smooth del Pezzo surface dP5.
Specifically N0(0, q) is the del Pezzo surface obtained by blowing-up the projective plane
S2C at the five points p1, p2, p3, p4, p5 ∈ C ⊂ S2C.
• If 2/3 < q ≤ 4/5, then the moduli space N0(0, q) is a projective plane. Specifically
N0(0, q) = S
2C ∼= P2.
• If 4/5 < q ≤ 1, then the moduli space N0(0, q) is empty.
The moduli spaces N1(0, q) are given by N1(0, q) ∼= N0(0, 1− q).
The proof of this theorem will take up the remainder of this section. We start with an
explicit description of the moduli corresponding to q in the first chamber:
Proposition 3.3 Suppose 0 < q < 2/5. Then N0(0, q) is naturally isomorphic to the blow-
up of P1 × P1 at three points. Equivalently N0(0, q) is a del Pezzo surface dP4 obtained by
blowing up four general points on P2.
Proof. If 0 < q < 2/5 and V = (V,F, (0, q)) is stable, then V ∼= OC ⊕OC and thus we can
describe the moduli space N0(0, q) as the GIT quotient
N0(0, q) =
(
P1p1 × P1p2 × P1p3 × P1p4 × P1p5
)//
PSL2(C)
=
(
P1p1 × P1p2 × P1p3 × P1p4 × P1p5
)stable/
PSL2(C).
Here P1pi denotes the fiber of the ruled surface P(OC ⊕OC) over pi ∈ C, the subset(
P1p1 × P1p2 × P1p3 × P1p4 × P1p5
)stable ⊂ (P1p1 × P1p2 × P1p3 × P1p4 × P1p5)
is the open subset parameterizung stable configurations F of five points in P(OC ⊕OC) over
{pi}5i=1 ⊂ C, and PSL2(C) is viewed as the group of all projective bundle automorphisms of
γ : P(OC ⊕OC)→ C.
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Since P(OC ⊕ OC) = C × P1, then we can identify all P1pi with the fiber P1 and write
each point Fi as a pair: Fi = (pi, fi) ∈ C × P1. Thus the collection F is given by the point
(f1, f2, f3, f4, f5) ∈ P1×P1×P1×P1×P1 and the stability condition on F (see 3.2.1) becomes
the condition that no three of the fi’s coincide.
Let now I ⊂ {1, 2, 3, 4, 5} be a subset with #I = 3. Consider the subset U˜I ⊂ (P1)×5
defined by
U˜I :=
{
(f1, f2, f3, f4, f5) ∈
(
P1
)×5 ∣∣∣ fa 6= fb for all a 6= b ∈ I } .
Then U˜I ⊂ (P1 × P1 × P1 × P1 × P1)stable is a PSL2(C)-invariant open subset and {U˜I} is
an open covering of (P1 × P1 × P1 × P1 × P1)stable. PSL2(C) Thus N0(0, q) is glued out of
the quotients UI = U˜I/PSL2(C). Suppose for concretness we take the subset {1, 2, 3}. Since
for every (f1, f2, f3, f4, f5) ∈ U˜{1,2,3} the three points f1, f2, f3 ∈ P1 are distinct it follows
that we can fnd a unique element in PSL2(C) which sends (0, 1,∞) to (f1, f2, f3). So each
PSL2(C)-orbit in U˜{1,2,3} contains a preferred point, namely the unique point of the form
(0, 1,∞, ∗, ∗). This shows that the PSL2(C) action on U˜{1,2,3} is free, shows that the collection
of all (0, 1,∞, f4, f5) ∈ U˜{1,2,3} is a slice for the action and so for all I we get:
U˜I = UI × PSL2(C)
UI =
(
P1 × P1)− {(0, 0), (1, 1), (∞,∞)} .
It is not hard to see that when we glue all UI ’s together we get the blow-up of P1 × P1 at
the three points (0, 0), (1, 1), (∞,∞):
Lemma 3.4 Let X := Bl{(0,0),(1,1),(∞,∞)}(P1×P1), and let ϕ : N0(0, q) 99K X be the birational
map which on the open U{1,2,3} =
(
P1p4 × P1p5
)−{(0, 0), (1, 1), (∞,∞)} is given by the natural
inclusion
(
P1 × P1)− {(0, 0), (1, 1), (∞,∞)} ⊂ Bl{(0,0),(1,1),(∞,∞)}(P1 × P1).
Then ϕ is an isomorphism.
Proof. Consider the permutation action of S5 on (P1)×5 and look at the action of the 5-cycle
(12345) ∈ S5. The action of S5 on (P1)×5 commutes with the diagonal action of PSL2(C) and
so (12345) induces a birational automorphism of U{1,2,3} = (P1 × P1)−{(0, 0), (1, 1), (∞,∞)}
and hence a birational automorphism σ of P1×P1. We will check that σ extends to a biregular
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automorphism of X .
Let [(0, 1,∞, f4, f5)] ∈ U{1,2,3} be a generic point. The 5-cycle (12345) sends (0, 1,∞, f4, f5) ∈
U˜{1,2,3} to (1,∞, f4, f5, 0), which by genericity will again be in U˜{1,2,3}. The canonical repre-
sentative in the PSL2(C)-orbit of (0, 1,∞, f4, f5) is(
0, 1,∞, f5 − 1
f5 − f4 ,
1
f4
)
,
i.e. σ is the birational automorphism of P1 × P1 given by
(3.2) σ(x, y) =
(
y − 1
y − x,
1
x
)
for (x, y) ∈ P1 × P1.
The surface X is the blow-up of P1 × P1 at the three points (0, 0), (1, 1), (∞,∞) and so is
a del Pezzo surface dP4. It contains 10 lines (= (−1)-curves). From the point of view of
P1 × P1 these curves are the three exceptional divisors E0, E1, E∞ corresponding to (0, 0),
(1, 1), (∞,∞), and the strict transforms of the seven curves x = 0, x = 1, x = ∞, y = 0,
y = 1, y =∞, x = y - see Figure 2.
PSfrag replacements
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Figure 2: The ten lines on dP4.
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From the formula (3.2) we see that σ acts on X by mapping
E0
σ
//E∞
σ
//(y = 0)
σ
//(x = y)
σ
//(x =∞) σ //E0,
E1
σ
//(y = 1)
σ
//(x = 0)
σ
//(y =∞) σ //(x = 1) σ //E1,
and so σ acts on X as a biregular automorphism of order 5.
Next observe that the flipping involution τ : P1×P1 → P1×P1, given by τ(x, y) = (y, x)
preserves the three points (0, 0), (1, 1), (∞,∞) and so extends to a biregular involution of X .
The flipping involution and the 5-cycle generate the group of S5 of birational automorphisms
of P1 × P1 → P1 and so their extensions σ, τ ∈ Aut(X) generate S5 ⊂ Aut(X). This shows
that all permutations of the five factors in (P1)×5 extend to biregular automorphisms of X .
Since the rational map ϕ is S5-equivariant this implies that for every ξ ∈ S5 the restriction
of ϕ to U{ξ(1),ξ(2),ξ(3)} is ξ ◦ ϕ|U{1,2,3} ◦ ξ−1. But when ξ runs over S5 the opens U{ξ(1),ξ(2),ξ(3)}
cover all of N0(0, q) and therefore ϕ is an isomorphism. This proves the lemma and the
proposition. ✷
Next we give a description of the moduli spaces corresponding to q in the second chamber:
Proposition 3.5 Suppose 2/5 < q ≤ 2/3. Then N0(0, q) is naturally isomorphic to the
blow-up of P1 × P1 at four points. Equivalently N0(0, q) is a del Pezzo surface dP5 obtained
by blowing up five general points on P2.
Proof. By the general theory of variations of GIT quotients [DH98, Tha96] or from the
analysis in [BH95] we know that if we vary the parabolic weights (0, q) and cross from the
chamber 0 < q < 2/5 to the chamber 2/5 < q < 2/3 across the wall q = 2
5
, then the moduli
space N0(0, q) undergoes a flip. From Table 1 we see that the classes of semi-stable or stable
parabolic bundles do not change if q varies in the interval 0 < q ≤ 2/5 and so for q in this
chamber we have N0(0, q) = X = Bl(0,0),(1,1),(∞,∞)(P1×P1). In particular if 2/5 < q ≤ 2/3 we
must have a birational morphism ε : N0(0, q) → X . But both N0(0, q) and X parametrize
stable parabolic bundles. So they are both smooth surfaces and thus ε : N0(0, q)→ X must
contract consequtively finitely many smooth rational curves of self intersection (−1).
Table 1 also shows that when q crosses into the chamber 2/5 < q ≤ 2/3 the moduli space
N0(0, q) becomes a union
N0(0, q) = N0(0, q)k=0 ⊔N0(0, q)k=1
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where N0(0, q)k=0 ⊂ N0(0, q) parametrizes parabolic bundles whose underlying bundle is
OC ⊕ OC , and N0(0, q)k=1 ⊂ N0(0, q) parametrizes parabolic bundles whose underlying
bundle is OC(−1) ⊕ OC(1). Furthermore, from Table 1 it follows that the only effect the
wall crossing has on parabolic bundles of the form (OC ⊕ OC ,F, 0, q) is that an additional
stability constraint is imposed: the five points in F ⊂ C × P1 can not lie on an irreducible
(1, 1) curve in the surface C × P1. This is a closed condition on five-tuples of points and so
for 2/5 < q ≤ 2/3 we have that N0(0, q)k=0 ⊂ X is an open subset.
To describe this open subset explicitly we need to analyze the additional stability con-
straint in more detail. Write again F = {(pi, fi}5i=1 ⊂ C × P1 and for concreteness let us
suppose that (f1, f2, f3, f4, f5) ∈ U˜{1,2,3}. Then the same reasoning as before shows that with-
out a loss of generality we may assume that F = {(p1, 0), (p2, 1), (p3,∞), (p4, f4), (p5, f5)}.
Now consider the unique isomorphism C ∼= P1 which sends p1 to 0, p2 to 1, and p3 to ∞.
This identifies C × P1 with P1 × P1, and under this identification F becomes the five-tuple
of points
{(0, 0), (1, 1), (∞,∞), (p4, f4), (p5, f5)} ⊂ P1 × P1.
But the three points (0, 0), (1, 1), (∞,∞) already lie on the diagonal in P1 × P1, and so F
will be contained in an irreducible (1, 1) curve if and only if it is contained in the diagonal.
This means that F will be unstable if and only if f4 = p4 and f5 = p5. Therefore:
• the open subset U{1,2,3} ⊂ P1p4 × P1p5 contains a unique point (p4, p5) ∈ P1p4 × P1p5 which
becomes unstable for q in the chamber 2/5 ≤ q ≤ 2/3;
• this point corresponds to a F = {(pi, fi)}5i=1 in which all fi are distinct.
But if I ⊂ {1, 2, 3, 4, 5} is any subset of cardinality 3 and if we have an unstable
G = {(pi, gi)}5i=1 such that (g1, g2, g3, g4, g5) ∈ U˜I , then we can repeat the above reason-
ing to conlude that all gi must be distinct. In particular (g1, g2, g3, g4, g5) ∈ ∩J U˜J ⊂
U˜{1,2,3} and hence the image ϕ(g1, g2, g3, g4, g5) will be contained in U{1,2,3}. This shows
that ϕ(g1, g2, g3, g4, g5) = (p4, p5), and so (p4, p5) will be the unique point in the surface
Bl(0,0),(1,1),(∞,∞)(P1 × P1) that becomes unstable when we cross the wall b − a = 25 . This
shows that when b− a ∈ (2
5
, 2
3
)
we have
N0(0, q)k=0 = Bl(0,0),(1,1),(∞,∞)(P
1 × P1)− {(p4, p5)} = X − pt .
This shows that N0(0, q) is the blow-up of X at finitely many smooth points which are
infinitesimally close to (p4, p5).
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On the other hand the union of exceptional divisors for the birational morphism
N0(0, q) → X is precisely N0(0, q)k=1 and so the proposition will be proven if we can show
that N0(0, q)k=1 is irreducible. To argue the irreducibility we will describe N0(0, q)k=1 ex-
plicitly as a quotient.
Let V = OC(−1)⊕OC(1). Then N0(0, q)k=1 is the quotient
N0(0, q)k=1 = (P(V )p1 × P(V )p2 × P(V )p3 × P(V )p4 × P(V )p5)stable
/
Aut(P(V )),
where (P(V )p1 × P(V )p2 × P(V )p3 × P(V )p4 × P(V )p5)stable denotes the locus of stable five
tuples of points, and Aut(P(V )) is the group of global projective bundle automorphisms of
P(V ) acting by evaluation on each fiber P(V )pi by evaluation.
Note that in contrast with the OC ⊕ OC case the group of projective bundle automor-
phisms
Aut(P(V )) = C× ⋉H0(C,OC(2))
is not reductive but solvable. Nevertheless this group acts freely and with closed orbits on
(P(V )p1 × P(V )p2 × P(V )p3 × P(V )p4 × P(V )p5)stable which allows us to construct N0(0, q)k=1
as the above quotient. To analyze the structure of N0(0, q)k=1 we will again construct an
explicit slice to the action.
From Table 1 we see that a five tuple (f1, f2, f3, f4, f5) will belong to
(P(V )p1 × P(V )p2 × P(Vp3)× P(V )p4 × P(V )p5)stable if and only if
• none of the five points {(pi, fi)}5i=1 lie on the unique (−2) curve in P(V ) ∼= F2;
• the five points {(pi, fi)}5i=1 do not lie on any irreducible curve in the linear system
|OV (1)⊗ γ∗OC(1)|.
To understand better the first of these two conditions consider the identification P(V ) with
P(V ⊗ OC(1)) = P(OC ⊕ OC(2)). The (−2) curve in P(V ) is then given as the section of
γ : P(V ) → C which to each point p ∈ C assigns the point of P(V )p which corresponds to
the line (OC)p ⊂ (OC ⊕OC(2))p. Thus (P(Vp1)× P(Vp2)× P(Vp3)× P(Vp4)× P(Vp5))stable is
contained in the open subset
5∏
i=1
OC(2)pi ∼= C5 ⊂ P(Vp1)× P(Vp2)× P(Vp3)× P(Vp4)× P(Vp5).
Here we have embedded the total space of OC(2) in P(V ) by sending a point z ∈ (OC(2))p
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to the point (1 : z) ∈ P((OC ⊕OC(2))p) = P(V )p.
The second condition characterizes the stable points (f1, f2, f3, f4, f5) ∈
∏5
i=1OC(2)pi ∼=
C5 as the points which do not belong to the orbit of 0 ∈ C5 under the action of the subgroup
H0(C,OC(2)) ⊂ Aut(P(V )). But if g ∈ H0(C,OC(2)) is a global section then the corre-
sponding automorphism of P(V ) preserves the open subset tot(OC(2)) ⊂ P(V ) and acts on
each line OC(2)p as translation by the vector g(p) ∈ OC(2)p. Therefore such a g acts on∏5
i=1OC(2)pi ∼= C5 as translation by the vector (g(p1), g(p2), g(p3), g(p4), g(p5)).
In particular we see that
(P(Vp1)× P(Vp2)× P(Vp3)× P(Vp4)× P(Vp5))stable =
5∏
i=1
OC(2)pi −H0(C,OC(2)) = C5 − C3,
and that the group Aut(P(V )) = C× ⋊ C3 acts on this space in the obvious manner: an
element in C× acts on C5−C3 by scaling, and a vector in C3 acts on C5−C3 by translation.
Therefore we get
N0(0, q)k=1 =
(
C5 − C3
C3
)/
C×
=
(
C5
C3
− {0}
)/
C×
∼= P1.
This proves the irreducibility of N0(0, q)k=1 and finishes the proof of the proposition. ✷
Since the moduli space N0(0, q) corresponding to a choice of parabolic weights in the second
chamber will be our main object of study, it will be useful to have a better and intrin-
sic understanding of its geometric structure. For future reference we give three equivalent
synthetic descriptions of this moduli space. First we will need some notation.
Consider the plane S2C ∼= P2 with its natural diagonal conic C ⊂ S2C. Let ti ⊂ S2C be
the line tangent to the conic C at the point pi ∈ C.
Proposition 3.6 Suppose 2
5
< q < 2
3
. Then
(i) The moduli space N0(0, q) is canonically isomorphic to the blow-up of the quadric surface
C × C at the four points (p1, p1), (p2, p2), (p3, p3), and (p4, p5).
(ii) The moduli space N0(0, q) is equipped with a natural morphism β0 : N0(0, q) → S2C
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which is uniquely characterized by the following properties:
• β∗0OS2C(1) = K⊗−2N0(0,q)
• β0 is a finite Galois cover with Galois group (Z/2)4.
• β0 is unramified over S2C − ∪5i=1ti.
In particular N0(0, q) is isomorphic to the normalization of the fiber product
Y12 ×S2C Y23 ×S2C Y34 ×S2C Y45,
where Yij → S2C is the unique (square root) double cover branched along ti + tj.
(iii) The moduli space N0(0, q) is isomorphic to the blow-up of S
2C at the five points
p1, p2, p3, p4, p5 ∈ C ⊂ S2C.
Proof: (i) This is just Proposition 3.5.
(ii) Again we will choose a coordinate on C ∼= P1 so that p1, p2, and p3 are mapped to 0, 1,
and ∞. Consider the surface X = Bl(0.,0),(1,1),(∞,∞)(P1 × P1) i.e. the moduli space N0(0, q)
for 0 < b−a ≤ 2
5
. Recall that by its modular interpretation X is identified with the quotient
X =
(
P1 × P1 × P1 × P1 × P1)stable/PSL2(C)
where the stability corresponds to the chamber of weights 0 < b− a ≤ 2
5
.
However we have a natural rational map
ϕ : P1 × P1 × P1 × P1 × P1 //❴❴❴ P5
defined as follows.
• For any five tuple (f1, f2, f3, f4, f5) ∈ (P1)×5 consider the five tuple of points F =
{(0, f1), (1, f2), (∞, f3), (p4, f4), (p5, f5)} in the surface C × P1 ∼= P1 × P1.
• Consider the linear system |O(1, 2)| ∼= P5 on P1×P1. For a generic choice of (f1, f2, f3, f4, f5),
there will be a unique curve (see Figure 3) in this linear system passing through the
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five points F and so we define
ϕ : P1 × P1 × P1 × P1 × P1 //❴❴❴ P5 = P(H0(P1 × P1,O(1, 2)))
(f1, f2, f3, f4, f5) //
the unique (1, 2) curve inP1 × P1 through the five
tuple of points F.
 .
PSfrag replacements
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(p1, f1)
(p4, f4)
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p1 p2 p3 p4 p5
(1, 2) curve
Figure 3: The (1, 2) curve through a five-tuple of points
It is not hard to describe the fibers of the rational map ϕ geometrically. Indeed, if Φ ∈
|O(1, 2)| is any member of the linear system, then ϕ−1(Φ) consists of five tuples of points
(f1, f2, f3, f4, f5) ∈ (P1)×5 such that F ⊂ Φ. But the points p1, p2, p3, p4, p5 are fixed, and
so if Φ is a smooth curve which is not tangent to any of the rulings {pi} × P1, then there
are exactly two points in Φ mapping to each pi. Therefore for such Φ’s we get that ϕ
−1(Φ)
consists of the 25 five tuples of points corresponding to choosing one of the two preimages of
each pi in Φ.
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Next observe that we also have a natural rational map (see Figure 3)
b0 : P5 = P(H0(O(1, 2))) //❴❴❴❴❴❴❴ P2 = S2C
Φ //

the two branch points
of the projection
Φ
2;1→ C = P1p.

Furthermore note that the diagonal action of PSL2(C) on (P1)
5
corresponds to the action
on C × P1 = P1 × P1 which is trivial on the first factor and tautological on the second one.
This action preserves the linear system |O(1, 2)|, and so for every Φ ∈ |O(1, 2)| and every
g ∈ PSL2(C) the image g(Φ) will be another (1, 2) curve in P1 × P1. But if (p, f) ∈ Φ we
have that g(p, f) = (p, g(f)) ∈ g(Φ) and so Φ → C and g(Φ) → C have the same branch
points as depicted in Figure 4.
PSfrag replacements
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Figure 4: The image of a (1, 2)-curve under g ∈ PSL2(C)
In particular b0◦g = b0 for all g ∈ PSL2(C). This shows that b0 factors through the quotient
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by PSL2(C) and so we have a commutative diagram
(P1)5
ϕ
//❴❴❴❴❴

✤
✤
✤
P5
b0

✤
✤
✤
N0(0, q) β0
//❴❴❴ P2 = S2C
where N0(0, q) ∼= dP4 is the moduli space corresponding to the chamber 0 < b − a ≤ 25 and
β0 : N0(0, q) 99K S
2C is the induced rational map.
Lemma 3.7 Suppose 2/5 < q ≤ 2/3. Then the rational map β0 extends to a finite morphism
β0 : N0(0, q)→ S2C.
Proof. We can analyze the indeterminacy locus of β0 from the definition. First note that ϕ
is well defined at a point (f1, f2, f3, f4, f5) ∈ (P1)5 if and only if the corresponding five-tuple
of points F = {(p1, f1), (p2, f2), (p3, f3), (p4, f4), (p5, f5)} ⊂ C × P1 imposes five independent
conditions on the linear system |O(1, 2)|. Now suppose that (f1, f2, f3, f4, f5) is (0, q)-stable
for 0 < q ≤ 2/5. Note that all five points in F are distinct and by stability no two points
in F can lie on a (1, 0) ruling of C × P1. Thus there are three distinct points in F, say
(p1, f1), (p2, f2), (p3, f3), that impose independent conditions on |O(1, 2)|, and so we get
a well defined morphism from the blow up of C × P1 at (p1, f1), (p2, f2), (p3, f3) to the
projective plane P2 given by the linear system of all (1, 2) curves passing through the three
points (p1, f1), (p2, f2), (p3, f3). This map has degree 1 and so is a birational morphism.
It contracts four disjoint (−1) curves in Bl{(p1,f1),(p2,f2),(p3,f3)}(C × P1): the strict transforms
of the three (1, 0) rulings passing through eacho of (p1, f1), (p2, f2), (p3, f3), and the strict
transform of the unique irreducible (1, 1) curve through all three points (p1, f1), (p2, f2),
(p3, f3). Now the (1, 2) curves through (p1, f1), (p2, f2), (p3, f3) are pullbacks of lines in P2
and so the five points F will impose independent conditions if and only if (p4, f4) and (p5, f5)
map to distinct points in P2. But the (p4, f4) and (p5, f5) can only map to the same point
if they both lie on one of the rational curves contracted by the map. Since by stability
they can not lie on any of the three (1, 0)-rulings it follows that (p4, f4) and (p5, f5) must lie
on the (1, 1)-curve. As we saw in the proof of Proposition 3.5 this happens precisely when
(f1, f2, f3, f4, f5) is (0, q)-stable for 0 < q ≤ 2/5 but is not (0, q)-stable for 2/5 < q ≤ 2/3. In
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other words, the map φ is a morphism over the open subset of (P1)5 of all points that are
(0, q)-stable for 2/5 < q ≤ 2/3.
Suppose next Φ ⊂ C × P1 is a (1, 2)-curve, then b0 is well defined at the point Φ ∈ P5 as
long as the discriminant of the map Φ→ C is not all of C. But this discriminant will be all
of C if and only if Φ is of the form 2C×{f}+{p}×P1. In particular if Φ = φ(f1, f2, f3, f4, f5)
we must have that at least 4 of the five points in F lie on C×{f}. Therefore (f1, f2, f3, f4, f5)
can not be stable for any choice of the parabolic weights. This shows that if 2
5
< b− a ≤ 2
3
,
then β0 is a well defined morphism on N0(0, q)k=0. Similar but easier reasoning shows that
β0 is a well defined and injective morphism on the rational curve N0(0, q)k=1.
This implies that if 2
5
< b − a ≤ 2
3
, then β0 : N0(0, q) → P2 = S2C is a well defined
morphism. Next we will argue that in this case β0 is a finite morphism. Indeed, since
N0(0, q) is projective we only need to check that β0 is quasi-finite. Since β0 is an inclusion of
N0(0, q)k=1 in P2 this amounts to checking that β0 is quasi-finite over the open N0(0, q)k=0 ⊂
N0(0, q). By construction N0(0, q)k=0 is the quotient of the open subset
(
(P1)5
)stable
in (P1)5
consisting of (0, q)-stable points for 2/5 < q ≤ 2/3 by the free diagonal action of PSL2(C).
So to show that β0 is quasi-finite it suffices to check that eac positive dimensional component
of a fiber of b0 ◦ ϕ|((P1)5)stable is a PSL2(C)-orbit. This is clear for the fibers of b0 and so the
only problem can occur if ϕ
|((P1)5)
stable has a positive dimensional fiber. This happens only
over curves Φ which are the union of a (0, 1)-ruling of C × P1 sitting over one of the five
marked points pi ∈ C, and two distinct (1, 0)-rulings. Moreover by stability the ϕ-preimage
of such a Φ in
(
(P1)5
)stable
consists of five-tuples F in which one point lies on the (0, 1)-ruling
and each of the (1, 0)-rulings contains exactly two points from F. The positive dimensional
component of the ϕ-fiber then traced by moving the point on the (0, 1)-ruling arbitrarily.
But all such choices lie in a single PSL2(C)-orbit since PSL2(C) will move transitively the
triple of points in the fiber. This shows that β0 is quasi-finite on N0(0, q)k=0 and completes
the proof of the lemma. ✷
Next we describe the structure of the finite map β0:
Lemma 3.8 Suppose that 2/5 < q ≤ 2/3, then
β0 : N0(0, q)→ S2C
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is a finite branched Galois cover with Galois group
Gal(N0(0, q)/S
2C) ∼= (Z/2)4 .
Proof. From our analysis of the fibers of the rational map ϕ : (P1)5 → P5 it follows that
over a dense open set U ⊂ P5 the map ϕ : ϕ−1(U) → U is a torsor over a bundle of groups
G → U which is a twisted form of (Z/2)5. Indeed let U ⊂ |O(1, 2)| be the open subset of all
smooth Φ ∈ |O(1, 2)| that are not tangent to any of the rulings {pi} × P1. As we explained
before, for any Φ ∈ U the fiber ϕ−1(Φ) consists of the 25 five tuples of points corresponding
to choosing one of the two preimages of each pi in Φ. Consider the group GΦ generated by
the flips of the two preimages of pi in Φ acts naturally and simply transitively on the fiber
ϕ−1(Φ). This group is simply the product
GΦ =
5∏
i=1
SΦpi
of the symmetric groups SΦpi of the fibers Φpi of Φ→ C over pi ∈ C, and is thus isomorphic
to (Z/2)5. The bundle of groups G → U is then the natural bundle with fibers GΦ, Φ ∈ U .
In fact the bundle of groups G is trivial and can be described explicitly in terms of global
automorphisms of the Hirzebruch surface C × P1. The first observation that makes this
description possible is the following
Claim 3.9 Let Φ be a smooth (1, 2) curve in the surface C × P1, then there exists a unique
element αΦ ∈ PSL2(C) of order two, so that the automorphism idC ×αΦ : C × P1 → C × P1
preserves Φ and induces on Φ the covering involution of the double cover Φ→ C.
Proof. If we choose an inclusion of C × P1 as a quadric in P3, the (1, 2) curves in C × P1
become twisted cubics in P3. Note that the linear automorphisms of P3 act transitively on
the set of pairs consisting of a smooth quadric surface in P3 and a smooth twisted cubic
contained in that quadric surface. In particular, for any smooth (1, 2) curve Φ ⊂ C × P1 we
can choose an embedding of C × P1 in P3 with coordinates (z0 : z1, z2 : z3) so that
• Φ is the image of the map P1 → P3, (t0 : t1) 7→ (s30 : s20s1 : s0s21 : s31).
• C × P1 is the quadric with equation z0z3 = z1z2.
• The rulings {p} × P1 map to the lines z1µ1 = z3µ0, z0µ1 = z2µ0.
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The covering involution for the cover Φ → C now is given by (s0 : s1) 7→ (s0 : −s1), and it
obviously extends to the the global automorphism AΦ(z0 : z1 : z2 : z3) := (z0 : −z1 : z2 : −z3)
of P3. This automorphism preserves the quadric and preserves each ruling {p} × P1. The
assignment p 7→ AΦ|{p}×P1 is an regular morphism from C to the affine variety PSL2 and is
hence constant. Therefore if we take αΦ := AΦ|{p}×P1 for some p, then the restriction of AΦ
to the image of C × P1 will be the automorphism idC ×αΦ. This proves the claim. ✷
Let α : U → PSL2(C) denote the morphism which to each Φ ∈ U assigns the involution αΦ.
The map α and Claim 3.9 immediately yield a global isomorphism of bundles of groups :
U × (Z/2)5 T∼= //
((PP
PPP
PPP
G
{{✇✇
✇✇
✇✇
⊂ U × PSL2(C)5
U
given by the formula
T (Φ, ε1, ε2, ε3, ε4, ε5) := (Φ, α
ε1
Φ , α
ε2
Φ , α
ε3
Φ , α
ε4
Φ , α
ε5
Φ ) .
In other words we get an action of (Z/2)5 on the the variety ϕ−1(U) given by
(3.3) (ε1, ε2, ε3, ε4, ε5) · (f1, f2, f3, f4, f5) := T (ϕ(f1, f2, f3, f4, f5), ε1, ε2, ε3, ε4, ε5) .
From the formula (3.3) it is clear that (Z/2)5 preserves and acts simply transitively on the
fibers of ϕ. In other words ϕ−1(U)→ U is an etale (Z/2)5-Galois cover.
Next observe that since ϕ−1(U) ⊂ (P1)5 is open and dense, it follows the (Z/2)5-action
(3.3) extends to a birational action of (Z/2)5 on (P1)5. Note also that the proof of Claim 3.9
shows that the map α is PSL2(C)-equivariant, i.e. for every g ∈ PSL2(C) and every Φ ∈ U
we have
αg(Φ) = gαφg
−1.
So, the action (3.3) induces a birational action of (Z/2)5 on N0(0, q) which preserves the
fibers of β0 and acts transitively on the general fiber.
Let now g ∈ (Z/2)5. The graph of the induced birational automorphism of N0(0, q) will
be contained in the fiber product N0(0, q) ×S2C N0(0, q) ⊂ N0(0, q) × N0(0, q) and so the
closure of this graph will also be contained in N0(0, q) ×S2C N0(0, q). But by Lemma 3.7
N0(0, q)×S2CN0(0, q) is finite over N0(0, q) and so the closure of the graph of g in N0(0, q)×
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N0(0, q) maps birationally and finitely onto N0(0, q). Since N0(0, q) is a smooth surface
this implies that the closure of g is isomorphic to N0(0, q), i.e. g extends to a biregular
utomorphism of N0(0, q).
Since (Z/2)5 acts simply transitively on the general fiber of β0 it follows that the image of
(Z/2)5 in the automorphism group of the surface N0(0, q) will act simply transitively on the
general fiber of β0. But N0(0, q)k=0 is the PSL2(C)-quotient of the stable locus in (P1)
5
and
so the kernel of the map from (Z/2)5 to the automorphism group of N0(0, q) consists of all
elements (ε1, ε2, ε3, ε4, ε5) such that for every f = (f1, f2, f3, f4, f5) ∈ ϕ−1(U) we can find a
gf ∈ PSL2(C) so that
(ε1, ε2, ε3, ε4, ε5) · (f1, f2, f3, f4, f5) =
(
gf(f1), g
f(f2), g
f(f3), g
f(f4), g
f(f5)
)
.
Substituting the formula (3.3) for the action in this condition yields
gf = αεiϕ(f), i = 1, . . . , 5,
which is possible if and only if ε1 = ε2 = ε3 = ε4 = ε5. Therefore the kernel of the map from
(Z/2)5 to the automorphism group of N0(0, q) is Z/2 which sits diagonally in (Z/2)5. This
proves the lemma. ✷
We are now ready to prove part (ii) of Proposition 3.6. The proof of Lemma 3.8 shows that
the map β0 is unramified over the open set b0(U) ⊂ S2C. But the complement of this open
set parameterizes the branch divisors of all (1, 2) curves in C × P1 which are tangent to one
of the rulings {pi} × P1. Thus S2C − b0(U) = ∪5i=1(pi + C). But the curve pi + C ⊂ S2C
is precisely the line in P2 = S2C which is tangent to the diagonal conic C ⊂ S2C at the
point pi. Thus pi + C = ti and β0 : N0(0, q) → S2C is unramified over the complement of
the five lines ti, i = 1, . . . , 5. Furthermore a general point of each ti comes from a smooth
(1, 2) curve Φ which is tangent to {pi}× P1. Now the explicit definition of the Galois action
on (P1)5 immediately shows that β0 has a simple Galois ramification over such a point. In
particular the quotient of N0(0, q) by an index two subgroup in the Galois group will be a
double cover of S2C branched at two of the lines ti it is clear that all the pairs of lines arise
in this way and so from the universal property of the root cover branched at the pair of lines
we conclude that for every i 6= j ∈ {1, 2, 3, 4, 5} there is a finite morphism N0(0, q) → Yij
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which is more over equivariant for some surjective homomorphism (Z/2)5 → Z/2 of Galois
groups. This shows that we have a (Z/2)4-equivariant birational morphism
N0(0, q)→ Y12 ×S2C Y23 ×S2C Y34 ×S2C Y45.
But N0(0, q) is smooth and so this birational morphism must be the normalization morphism.
Finally, the interpretation of N0(0, q) as the normalization of the fiber product of root
covers shows that the branch divisor of β0 is the divisor B =
∑5
i=1 ti and so by the simple
Galois ramification property we have that the ramification divisor R of β0 satisfies
2R = β∗0B = β
∗
0
(
5∑
i=1
ti
)
.
Now by the Hurwitz formula we get
KN0(0,q) = ON0(0,q)(R)⊗ β∗0KS2C = ON0(0,q)(R)⊗ β∗0OP2(−3),
and so
K⊗2N0(0,q) = ON0(0,q)(2R)⊗ β∗0OP2(−3) = β∗0OP2(5− 6) = β∗0OP2(−1).
This completes the proof of part (ii).
The statement (iii) follows immediately from the statement (i). Indeed consider the blow-up
of C×C in the four points (p1, p1), (p2, p2), (p3, p3), and (p4, p5) contains five natural disjoint
(−1)-curves - the three exceptional divisors corresponding to (p1, p1), (p2, p2), (p3, p3) and
the strict transforms of the two rulings of C×C passing through (p4, p5). When we contract
these five curves we get a birational morphism from N0(0, q) which maps the diagonal copy
of C in C×C to a conic, and the five exceptional divisors to the points pi ∈ C on that conic.
Thus this P2 is canonically identified with S2C and N0(0, q) is identified with the blow-up
of S2C at the five points pi sitting on the conic C ⊂ S2C.
This completes the proof of Proposition 3.6. ✷
Remark 3.10 (a) Note that the isomorphisms in parts (i) and (iii) of Proposition 3.6
depend on the labelling of the points pi, or more precisely depend on partitioning the five
points into 3 and 2.
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(b) After the fact, the 16-sheeted cover picture from part (ii) of the proposition can be
described in very simple terms via the anti-canonical emebedding of N0(0, q) = dP5. Indeed
the anticanonical embedding realizes a general dP5 as a complete intersection of two quadrics
in P4. The corresponding pencil of quadrics has five singular members and the vertices of
these quadrics are five points in general position in P4. These five points give rise to a
system of projective coordinates on P4: the unique projective coordinate system (x1 : x2 :
x3 : x4 : x5) for which the five points are the vertices of the standard tetrahedron. In these
coordinates we can describe the dP5 as the intersection of the quadrics
5∑
i=1
x2i = 0,
5∑
i=1
λix
2
i = 0,
where the λi’s denote the positions of the singular fibers of the pencil of quadrics.
Now note that we have a natural morphism of degree 16
P4 → P4, (x1 : x2 : x3 : x4 : x5) 7→ (x21 : x22 : x23 : x24, x25),
which maps the dP5 to the plane with equations
∑5
i=1 yi = 0,
∑5
i=1 λiyi = 0 in the target P
4.
The restriction of this map to dP5 is precisely the morphism β0 as can be easily seen from
the branching behavior.
Next we should describe the moduli space N0(0, q) for 2/3 < q ≤ 4/5. However, it turns out
that the analysis of this moduli space is easier if we recast it as a moduli space of parabolic
bundles of underlying degree one. By Lemma 3.1 we have a natural isomorphism of N0(0, q)
and N1(0, 1− q). Thus it suffices to describe N1(0, q) for 1/5 ≤ q < 1/3.
3.3.2 The moduli spaces N1(0, q)
Fix a real number q with 1/5 ≤ q < 1/3 and suppose we have a parabolic rank two
vector bundles V = (V,F, (a, b)) equipped with an isomorphism det V ∼= OC(1) and with
fixed balanced parabolic weights: a = {ai}5i=1, b = {bi}5i=1, with ai = 0 and bi = q for all i.
In this case we will have V ∼= OC(−k)⊕OC(1+k) for some k ≥ 0 and the stability criterion
of Lemma 2.17 implies that V = (V,F, (a, b)) is semistable if and only if for all d ≥ −1 − k
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we have
(3.4) kd(V) ≤ 5
2
+
2d+ 1
2q
.
But if k ≥ 1, then for any two points the linear system |OV (1)| contains an irreducible curve
through those points and so by (3.1) we must have q ≥ 1 which is a contradiction. Thus we
must have k = 0, i.e. V ∼= OC ⊕OC(1).
It will be convenient to identify the surface P(V ) ∼= F1 with the blow-up of P2 at a
point pt ∈ P2. Under this identification the five fibers of γ : P(V ) → C over the points pi
become five distinct lines ℓp1, ℓp2, ℓp3, ℓp4, ℓp5 ⊂ P2 all passing through through pt. The quasi-
parabolic structures on V = OC ⊕OC(1) then correspond to configurations of five tuples of
points F = (F1, F2, F3, F4, F5) in P2, so that Fi ∈ ℓpi. It is straightforward to rewrite the
semi-stability conditions from Table 1 in terms of this geometry. The resulting conditions
are summarized in Table 2.
V F q
OC ⊕OC(1) • there is no stable configuration F. 0 ≤ q < 1
5
OC ⊕OC(1)
• Fi 6= pt for all i = 1, . . . , 5.
• At most 4 points in F are collinear.
1
5
≤ q < 1
3
OC ⊕OC(1)
• At most 1 point in F coincides with pt.
• At most 3 points in F are collinear.
1
3
≤ q < 3
5
OC ⊕OC(1)
• At most 1 point in F coincides with pt.
• At most 3 points in F are collinear.
• At most 4 points in F lie on a smooth conic through
pt.
3
5
< q < 1
Table 2: Stability configurations for OC ⊕OC(1)
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The moduli spaces corresponding to the various chambers can be described explicitly:
Proposition 3.11 Let 0 ≤ q < 1. Then:
(i) If 0 ≤ q < 1/5, then the moduli space N1(0, q) is empty.
(ii) If 1/5 ≤ q < 1/3, then the moduli space N1(0, q) is isomorphic to P2.
(iii) If 1/3 ≤ q < 3/5, then the moduli space N1(0, q) is isomorphic to a del Pezzo surface
dP5.
(iv) If 3/5 ≤ q < 1, then the moduli space N1(0, q) is isomorphic to a del Pezzo surface dP4.
Proof. Part (i) holds trivially since there are no stable parabolic bundles for the weights in
this chamber.
For part(ii) recall that V = OC ⊕OC(1) and that we have identified P(V ) with the blow-up
of a plane P2 at a point pt. Under this identification the five fibers of γ : P(V ) → C over
the points pi become five distinct lines ℓp1, ℓp2, ℓp3, ℓp4, ℓp5 ⊂ P2 all passing through through
pt. The moduli space N1(0, q) is constructed as a quotient
(ℓp1 × ℓp2 × ℓp3 × ℓp4 × ℓp5)stable
/
Aut(P(V )),
where:
• (ℓp1 × ℓp2 × ℓp3 × ℓp4 × ℓp5)stable ⊂ ℓp1 × ℓp2 × ℓp3 × ℓp4 × ℓp5 denotes the (0, q)-stable
five-tuples of points with the stability condition corresponding to 1/5 < q < 1/3.
• Aut(P(V )) = C× ⋉H0(C,OC(1)) ∼= C× ⋉ C2.
The first stability constraint in the second row of Table 2 shows that
(ℓp1 × ℓp2 × ℓp3 × ℓp4 × ℓp5)stable ⊂
5∏
i=1
(ℓpi − {pt}) ∼= C5.
Furthermore H0(C,OC(1)) maps to C5 by evaluation
g ∈ H0(C,OC(1)) 7→ (g(p1), g(p2), g(p3), g(p4), g(p5))
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and acts on
∏5
i=1 (ℓpi − {pt}) ∼= C5 by translation. Thus a point in C5 satisfies the second
condition from the second row of Table 2 if and only if modulo the translation action of
C2 ∼= H0(C,OC(1)) not all five coordinates of this point are equal to zero. In other words,
the set of stable points (ℓp1 × ℓp2 × ℓp3 × ℓp4 × ℓp5)stable consists of all points in C5 which are
not contained in the orbit of (0, 0, 0, 0, 0) ∈ C5 under the C2-action. This shows that
(ℓp1 × ℓp2 × ℓp3 × ℓp4 × ℓp5)stable
/
Aut(P(V )) =
(
C5 − C2)/ (C× ⋉C2)
=
(
C3 − {0})/C×
∼= P2.
Parts (iii) and (iv) follow immediately from Lemma 3.1, Proposition 3.3 and Proposition 3.5.
The proposition is proven. ✷
Together Proposition 3.3, Proposition 3.5, Proposition 3.11, and the synthetic picture from
Proposition 3.6 complete the proof of Theorem 3.2.
The description of the moduli spaces given in Theorem 3.2 provides a concrete geometric
setup for trying to understand the Hecke correspondences and the eigensheaf property in the
realm of parabolic bundles.
4 The Hecke correspondence
Hecke correspondences are correspondences between moduli problems of bundles or parabolic
bundles. They parametrize elementary modifications of bundles at points of the base curve
C and so have modular interpretation themselves. Elementary modifications do not preserve
stabillity in general and so Hecke correspondences are most naturally described in the con-
text of moduli for all, not necessarily stable, bundles. Alternatively, one can describe the
open subset of the Hecke correspondence involving stable bundles on both sides, and then
construct a compactified and resolved version of this open Hecke correspondence. This is
the approach we pursue here.
After a brief review of Hecke correspondences of moduli stacks and moduli spaces in
general, we focus on the case at hand where our parabolic moduli space Nd(0,
1
2
), for d = 0
or 1, is identified with the dP5 surface X . We describe the compactified and resolved Hecke
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correspondence explicitly. We will see that it is obtained from the product X×X by blowing
up the diagonal X , and then blowing up the proper transforms of the 16 surfaces L × L,
where L runs through the 16 lines in the del Pezzo surface X .
The Hecke correspondences have natural extensions, or rather abelianizations, that act
on Higgs bundles. The above issue regarding stability pertains to these abelianizations as
well. We will discuss and analyze these abelianized Hecke correspondences in a later chapter.
4.1 Hecke correspondences of moduli stacks and moduli spaces
In this section we review the geometry of Hecke correspondences in a general setting,
both for moduli spaces and for stacks.
Let as before (d, a, b) be a triple with d ∈ Z and a, b : ParC → R. We will write
Bund(a, b) for the moduli stack of all rank two parabolic bundles on C with determinant
OC(d) and parabolic weights (a, b) and we will write N d(a, b) ⊂ Bund(a, b) for the open
substack of stable parabolic bundles. It is well known (see e.g. [Fal93, LS97a, Hei04]) that
Bund(a, b) is an Artin algebraic stack of infinite but locally finite type, and that N d(a, b)
is a substack of finite type. The moduli problem N ♮d(a, b) for stable
3 parabolic bundles
that we studied in Section 3 is the sheaf of sets associated with N d(a, b) and so Nd(a, b) is
the coarse moduli space of the stack N d(a, b). In particular we have a natural morphism
N d(a, b)→ Nd(a, b).
Fix parabolic weights (a, b). The basic Hecke correspondence associated with the fun-
damental representation of GL2(C) is (see e.g. [Hei04]) the moduli stack Hecke(a, b) of
triples
((V,F, (a, b)), (V ′,F′, (a, b)), β) ,
where (V,F, (a, b)) and (V ′,F′, (a, b)) are parabolic bundles with det V = OC , det V ′ =
OC(1), and β : V → V ′ is an injective morphism of parabolic locally free sheaves, such that
length (V ′/V ) = 1. The moduli stack Hecke(a, b) is a correspondence:
Hecke(a, b)
p
uu❦❦❦
❦❦❦
❦ q
**❚❚❚
❚❚❚❚
❚
Bun0(a, b) Bun1(a, b)× C
3Here we assume that the weights are chosen generically so that every semi-stable parabolic bundle is
actually stable.
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where
p ((V,F, (a, b)), (V ′,F′, (a, b)), β) := (V,F, (a, b)), and
q ((V,F, (a, b)), (V ′,F′, (a, b)), β) := ((V ′,F′, (a, b)), supp(V ′/V )) .
If x ∈ C is a point, then we can also consider the Hecke correspondence Heckex(a, b) ⊂
Hecke(a, b) at x which is just the fiber at x of the natural map Hecke(a, b)→ C. We will
write
Heckex(a, b)
px
uu❦❦❦
❦❦❦
❦ qx
))❙❙
❙❙❙
❙❙
Bun0(a, b) Bun1(a, b)
for the restrictions of the projections. The stacks Bun0(a, b), Bun1(a, b), Heckex(a, b),
and Hecke(a, b) are smooth and the maps px, qx are P1-bundles [Fal93, Hei04]. The corre-
spondences Hecke(a, b) (respectively Heckex(a, b)) induce Hecke operators which send
(twisted) D-modules or Higgs sheaves on Bun0(a, b) to (twisted) D-modules or Higgs
sheaves on Bun1(a, b) × C (respectively Bun1(a, b)). These Hecke operators are defined
as integral transforms with kernels a (twisted) rank one local system and a (twisted) rank
one Higgs sheaf on Hecke(a, b) (respectively Heckex(a, b)). In particular, the Hecke op-
erators involve pushforwards of an (untwisted) D-module or a Higgs bundle via the map q
(respectively qx).
The restrictions of the Hecke correspondences to the stable loci:
Heckestable(a, b) := [Hecke(a, b)] ×
Bun0(a,b)×Bun1(a,b)×C
[N 0(a, b)×N 1(a, b)× C]
Heckestablex (a, b) := [Heckex(a, b)] ×
Bun0(a,b)×Bun1(a,b)
[N 0(a, b)×N 1(a, b)]
are no longer proper over either side and so before we can use them as correspondences we
need to compactify their fibers. Consider the coarse moduli spaces
Heckestable(a, b) ⊂ N0(a, b)×N1(a, b)× C, and
Heckestablex (a, b) ⊂ N0(a, b)×N1(a, b)
of the moduli stacks Heckestable(a, b) and Heckestablex (a, b). We can easily compactify these
spaces by taking their closure in N0(a, b)×N1(a, b)×C and N0(a, b)×N1(a, b) respectively.
68
We can further blow-up this closures to make them smooth and to make sure that the com-
plements of Heckestable(a, b) and Heckestablex (a, b) in the blow-up are divisors with normal
crossings. These blow-up closures will be our substitutes for the Hecke correspondences in
the parabolic context.
4.2 The Hecke correspondence on X
In this section we give explicit descriptions of the these compactified and resolved Hecke
correspondences in the case that we are interested in. Specifically we would like to understand
the Hecke correspondence for balanced parabolic weights (a, b) such that both N0(a, b) and
N1(a, b) are isomorphic to a dP5. For instance we can take (a, b) = (0, 1/2). By Lemma 3.1
we have a canonical isomorphism
(4.1) t−3 ◦ws− 1
2
◦ ps : N1
(
0,
1
2
)
∼=−→ N0
(
0,
1
2
)
.
We will use Proposition 3.6 and the isomorphism (4.1) to identify N0
(
0, 1
2
)
and N1
(
0, 1
2
)
with the del Pezzo surface X obtained by blowing up the projective plane P2 = S2C at the
five points p1, p2, p3, p4, p5 on the conic C ⊂ S2C.
It turns out that our resolved and compactified Hecke correspondence is closely related to
the dual variety of X in its anti-canonical embedding. Before we give its precise description
we will need some notation
Consider the embedding X ⊂ P4 given by the linear system |−KX |. As in Remark 3.10(b)
we can choose coordinates (x1 : x2 : x3 : x4 : x5) on P4 so that X is given as a complete
intersection of two quadrics:
X :
5∑
i=1
x2i = 0,
5∑
i=1
λix
2
i = 0.
In other words X is the base locus of the pencil of quadrics {Qλ}λ∈P1 , where
Qλ =
5∑
i=1
(λ− λi)x2i .
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Let Λ ∼= P1 be the parameter line for this pencil. Note that the pencil {Qλ}λ∈P1 has exactly
five singular fibers sitting over the points λ1, λ2, λ3, λ4, λ5 in Λ. Furthermore, the set of five
points {λ1, λ2, λ3, λ4, λ5} is in a natural bijection with the set of five points {p1, p2, p3, p4, p5}
in C. Indeed, by Proposition 3.6, we can also identify X with the 16-sheeted Galois cover of
S2C branched along the five lines tangent to the conic C ⊂ S2C at the points pi ∈ C. On the
other hand, as we saw in Remark 3.10(b), the covering map β0 : X → S2C is the restriction
to X of the morphism P4 → P4 that squares all coordinates. In particular the set of branch
lines of β0 is in a bijection with the set of five coordinate functions {x1, x2, x3, x4, x5} which
in turn is in bijection with the set {λ1, λ2, λ3, λ4, λ5}. Equivalently we can say that the two
sets {λi} and {pi} are in bijection since they can both be identified with the set of vertices of
the quadrics in the pencil cutting out X . From now on we will assume that the coordinates
in P4 that we choose in Remark 3.10(b) are ordered so that under the bijection matching
{λ1, λ2, λ3, λ4, λ5} and {p1, p2, p3, p4, p5} we have λi ↔ pi for all i = 1, . . . , 5.
We now have the following
Proposition 4.1 The bijection λi ↔ pi arising from the identification of the sets {λi} and
{pi} with the set of vertices of the singular quadrics in the pencil {Qλ}λ∈Λ extends to a global
isomorphism ι : Λ→ C of projective lines.
Proof. We will give two different geometric constructions of the isomorphism ι each of
which is interesting in its own right. Recall that in the process of proving Proposition 3.6
we argued that the preimage of the conic C ⊂ S2C under the 16-sheeted map β0 : X → S2C
is completely reducible and becomes the union of the 16 lines on the del Pezzo surface X .
In particular the map β0 identifies each line L on X with the conic C. Furthermore from
the basic geometry of a dP5 we know that each line meets exactly 5 other lines and so the
five marked points in C correspond under this identification to the five points on L where L
meets these five other lines. Now let us fix a line L ⊂ X . For instance we can fix the line
that gets contracted when we cross the chamber wall q = 2/5. Let PL ⊂ (P4)∨ be the P2
parametrizing all hyperplanes in P4 that contain the line L. There is a natural morphism
(4.2) Λ× L→ PL, (λ, x) 7→ TxQλ.
From the definition it follows immediately that this morphism sends curves of the form
Λ × {x} and {λ} × L to lines in PL. Thus the morphism (4.2) is a double cover branched
along a conic. The ramification divisor for (4.2) is a smooth rational curve of bidegree (1, 1)
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on Λ× L which can be viewed as the graph of an isomorphism Λ→ L.
Next suppose that x ∈ L is the point of intersection of L with another line L′ ⊂ X . Then
the L and L′ together span the tangent plane TxX . Each quadric Qλ in our pencil contains
X and hence contains the two lines L and L′. Therefore Qλ ∩ TxX ⊃ L ∪ L′, for all λ. This
shows that there must be a quadric in our pencil which contains the plane TxX . Indeed if
we assume that all the Qλ’s intersect the plane TxX properly, then we will get a pencil of
conics in TxX . Since each of these conics contains and is hence equal to the reducible conic
L + L′ we get a contradiction. Furthermore a quadric of full rank in P4 can not contain a
plane and so the quadrics in the pencil containing TxX must be singular. But if we have
two such quadrics, then they will generate the pencil and so all Qλ will have to contain TxX
which is impossible since the general Qλ is smooth. In other a point x of intersection of L
with another line L′ ⊂ X determines a unique singular quadric in the pencil or equivalently
determines one of the λi’s. Next note that since L ⊂ TxX ⊂ Qλi we will have that for all
y ∈ L the tangent space TyQλi will contain the plane TxX . In other words the image of
{λi}×L under the map (4.2) is the line l ⊂ PL parametrizing all hyperplanes through TxX .
On the othe hand, for every λ ∈ Λ we have TxQλ ⊃ TxX and so (4.2) sends Λ × {x} also
to l ⊂ PL. This shows that the preimage of the line l ⊂ PL under the map (4.2) splits as
(Λ×{x})∪ ({λi}×L), which in turn implies that l is tangent to the branch locus of (4.2) at
the image of the point (λi, x). Thus the point (λi, x) is a point of the ramification divisor of
(4.2), and so our isomorpism Λ→ L sends λi to x. Thus the composition of the map Λ→ L
with the map β0 is an isomorphism ι : Λ→ C which sends the set {λi}5i=1 to the set {pi}5i=1.
To finish the proof of the propositon it only remains to show that the bijection of the
set {λi}5i=1 and the set {pi}5i=1 that we just constructed is the same as the identification of
these two sets with the vertices of the singular quadrics in the pencil.
To argue that this is the case we will give an alternative construction of ι. Consider the
squaring map sq : P4 → P4 given by
sq(x1 : x2 : x3 : x4 : x5) = (x
2
1 : x
2
2 : x
2
3 : x
2
4 : x
2
5).
This is a branched Galois cover with Galois group (Z/2)4 which is branched along the
hyperplanes yi = 0, for i = 1, . . . , 5. Here (y1 : y2 : y3 : y4 : y5) are the homogeneous
coordinates in the target P1.
The squaring map sq sends each quadric Qλ to a hyperplane Hλ in the target P4 and the
del Pezzo X ⊂ P4 to the plane P2 ⊂ P4 cut out by the pencil {Hλ}λ∈Λ. Now fix a λ ∈ Λ. The
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five coordinate hyperplanes Hi := {yi = 0} intersect Hλ in planes Pi,λ. Passing to the dual
projective three space H∨λ we get six points: a point b ∈ H∨λ corresponding to the base locus
P2 = S2C of the pencil {Hλ}λ∈Λ, and five more points hλ,i ∈ H∨λ corresponding to the Pi,λ’s.
The six points b, hλ,1, . . . , hλ,5 sit on a unique twisted cubic Cλ ⊂ H∨λ . Now projecting out
of b we get a rational map H∨λ 99K (P
2)∨ whose restriction to Cλ gives an isomorphism from
Cλ to the conic C ⊂ S2C = P2. Under this isomorphism each of the five points hλ,i goes to
the corresponding point pi ∈ C and the point b goes to a point ι(λ) ∈ C. In this way we
get an isomorphism ι : Λ → C which manifestly sends λi to pi. Note that this map must
be equal to the previously constructed one since their composition is an automorphism of Λ
which preserves the set of λi’s and so must be the identity. The proposition is proven. ✷
Remark 4.2 The isomorphism ι constructed in the previous proposition can be computed
explicitly in coordinates. To simplify the calculation we will choose a better coordinate
system on the anti-canonical P4. By a linear change of variables we can rewrite X as the
intersection of two quadrics given by
x21 + x
2
3 + x
2
4 + x
2
5 = 0,
x22 + x
2
3 + λ4x
2
4 + λ5x
2
5 = 0.
The parameter line Λ for the pencil generated by these two quadrics has a natural coordi-
natization with an affine coordinate λ. The quadric in the pencil corresponding to λ ∈ P1 is
given by
Qλ := λx
2
1 − x22 + (λ− 1)x23 + (λ− λ4)x24 + (λ− λ5)x25 = 0.
The pencil has five singular fibers sitting over the points 0, ∞, 1, λ4, and λ5 in P1 = Λ.
The squaring map sq sends the del Pezzo X ⊂ P4 to the plane P2 ⊂ P4 which is cut by
the linear equations
(4.3)
y1 + y3 + y4 + y5 = 0,
y2 + y3 + λ4y4 + λ5y5 = 0.
In this P2 we have:
• The five branch lines for the covering map β0 = sq|X : X → P2. These lines are the
intersection of the P2 given by (4.3) with the coordinate hyperplanes, i.e. Li := {yi =
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0} ∩ P2, for i = 1, . . . , 5.
• The conic C ⊂ P2 tangent to these five lines.
• The five points p1, . . . , p5 ∈ C such that
TpiC = {yi = 0} ∩ P2, for i = 1, . . . , 5.
We want to show that Λ and C are identified by a linear isomorphism C → Λ for which
ι(p1) = 0, ι(p2) = ∞, ι(p3) = 1, ι(p4) = λ4, and ι(p5) = λ5. In other words we have to
show that the unique coordinate function u : C → P1 which satisfies u(p1) = 0, u(p2) =∞,
u(p3) = 1 also satisfies u(p4) = λ4 and u(p5) = λ5.
To do this we will use y3, y4, and y5 as the homogeneous coordinates on the P2 given
by (4.3). To simplify the notation we will relabel: x = y3, y = y4, and z = y5. In these
coordinates the five branch lines of the map β0 : X → P2 have equations:
L1 : x+ + y + z = 0
L2 : x+ + λ4y + λ5z = 0
L3 : x =0
L4 : y =0
L5 : z =0.
Let (P2)∨ be the dual plane with dual coordinates (x∨ : y∨ : z∨). In this dual plane the lines
Li correspond to the points
ℓ1 = (1 : 1 : 1)
ℓ2 = (1 : λ4 : λ5)
ℓ3 = (1 : 0 : 0)
ℓ4 = (0 : 1 : 0)
ℓ5 = (0 : 0 : 1).
The projectively dual conic C∨ ⊂ (P2)∨ is the unique conic passing through the points ℓ1,
ℓ2, ℓ3, ℓ4, ℓ5. The natural isomorphism C → C∨, given by p 7→ TpC sends pi to ℓi. Therefore
it suffices to show that the coordinate function u : C∨ → P1 which satisfies u(ℓ1) = 0,
u(ℓ2) =∞, u(ℓ3) = 1, also satisfies u(ℓ4) = λ4 and u(ℓ5) = λ5.
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Since (1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1) are in C∨ we have that
C∨ : αy∨z∨ + βx∨z∨ + γx∨y∨ = 0
for some α, β, γ ∈ C. It is not hard to write the desired affine coordinate u for such a conic.
To do this note first that if (s : t) are homogeneous coordinates on P1, then the map
c : P1 // (P2)∨
(s : t) ✤ // (αt(t− s) : βs(s− t) : γst)
parametrizes C∨ in such a way that c(0 : 1) = ℓ3, c(1 : 0) = ℓ4, c(1 : 1) = ℓ5. In other words
the ratio v := s/t is an affine coordinate on C∨ such that v(ℓ3) = 0, v(ℓ4) = ∞, v(ℓ5) = 1.
On the affine coordinate u : C∨ → P1 that we want should satisfy u(ℓ1) = 0, u(ℓ2) = ∞,
u(ℓ3) = 1. Therefore u and v are related by the fractional-linear transformation
(4.4) u =
v
v(ℓ1)
− 1
v
v(ℓ2)
− 1 .
Our next task is to compute u(ℓ3) and u(ℓ4). First we will need explicit formulas for the
coefficients α, β, γ of the conic C∨. We have that
(1 : 1 : 1) ∈ C∨ gives α + β + γ = 0,
(1 : λ4 : λ5) ∈ C∨ gives λ4λ5α + λ5β + λ4γ = 0.
So α = −β − γ and βλ5(1− λ4) + γλ4(1− λ5) = 0 and up to scale we have
α = λ5 − λ4
β = λ4(1− λ5)
γ = λ5(λ4 − 1).
Therefore the dual conic C∨ is given by the equation
C∨ : (λ5 − λ4)y∨z∨ + λ4(1− λ5)x∨z∨ + λ5(λ4 − 1)x∨y∨ = 0,
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and so the parametrization c is given by
c(s : t) = ((λ5 − λ4)t(t− s) : λ4(1− λ5)s(s− t) : λ5(λ4 − 1)st) .
Now solving the equations c(s : t) = (1 : 1 : 1) and c(s : t) = (1 : λ4 : λ5) we get
ℓ1 = c (λ4 − λ5 : λ4(1− λ5))
ℓ2 = c (λ5 − λ4 : λ5 − 1) .
Thus we have
v(ℓ1) =
λ4 − λ5
λ4(1− λ5)
v(ℓ2) =
λ5 − λ4
λ5 − 1
v(ℓ3) = 0
v(ℓ4) =∞
v(ℓ5) = 1
which after substituting in (4.4) gives
u(ℓ1) = 0
u(ℓ2) =∞
u(ℓ3) = 1
u(ℓ4) = λ4
u(ℓ5) = λ5.
This completes the calculation of ι in coordinates.
With the isomorphism ι : Λ→ C at our disposal we are now ready to describe the compact-
ified and resolved Hecke correspondence. Consider the blow-up Bl∆(X×X) of X×X along
the diagonal ∆ ⊂ X × X . Write ǫ1, ǫ2 : Bl∆(X × X) → X × X → X for the composition
of the blow-up map with the projections to the first and second factor respectively. The
fiber of the map ǫ1 : Bl∆(X × X) → X over a point x is the dP6 del Pezzo surface BlxX .
When x ∈ X − ∪ILI does not lie on one of the 16 lines in X ⊂ P4, the anti-canonical map
Blx(X)→ P3 is an embedding and the exceptional divisor Lx ⊂ BlxX corresponding to x is
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a line in P3. Projecting from Lx gives a morphism from BlxX to P1. The fibers of this map
are strict transforms of anti-canonical sections of X having a node at x. But the parameter
space for the pencil of such sections can be identified canonically with Λ. Indeed, if λ ∈ Λ
and x ∈ X the intersection TxQλ ∩X is an anti-canonical curve with a node at x. Thus the
assignment λ 7→ TxQλ ∩ X gives a parametrization of the pencil of anti-canonical sections
of X with singularity at x. In this way we obtain a morphism BlxX → P1 = Λ and after
composing with ι : Λ → C we get a morphism rx : BlxX → C. Note however that if x lies
on a line LI in X ⊂ P3, the anti-canonical image of BlxX is singular and the map rx is given
by a linear pencil which has a base component LI , i.e. rx is not a morphism in this case.
So we get a well defined rational map
(4.5) Bl∆(X ×X) 99K X ×X × C
by setting
a 7→ (ǫ1(a), ǫ2(a), rǫ1(a)(ǫ2(a))) ,
which is a morphism outside of the strict transforms L̂I × LI of the surfaces LI×LI ⊂ X×X
in Bl∆(X ×X).
Since ∆ intersects each surface LI × LI in the diagonal copy of LI , it follows that
L̂I × LI → LI × LI is an isomorphism, and that the surfaces L̂I × LI are all disjoint in
Bl∆(X×X). Blowing up the surfaces L̂I × LI resolves the singularities of the map (4.5) and
gives a morphism
ν : Bl
⊔I L̂I×LI
Bl∆(X ×X) −→ X ×X × C
To simplify notation we set
(4.6) H := Bl
⊔I L̂I×LI
Bl∆(X ×X).
The map ν allows us to identify H with a resolution of the compactified Hecke correspon-
dence. More precisely we have the following theorem:
Theorem 4.3 The morphism ν : H → X ×X × C maps H birationally onto the closure
of Heckestable(0, 1/2) ⊂ X ×X × C.
Proof. From the description of ν we see that the image of ν can be described as the
subvariety of X × X × C parametrizing all triples of points (x, y, p) ∈ X × X × C such
that y is a point on the anti-canonical curve Tx,p := TxQι−1(p) ∩X . Therefore to prove the
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theorem we only need to show that for a general x and p the curve Tx,p ⊂ X is equal to the
Hecke line Hx,p ⊂ X parametrizing all Hecke transforms at p ∈ C of the parabolic bundle
Vx corresponding to x ∈ X .
A necessary condition for the equaility Tx,p = Hx,p is that Hx,p ⊂ X is an anti-canoinical
section of X which is singular at x. To check this we will describe the Hecke line explicitly.
Let x ∈ X and let Vx be the corresponding parabolic bundle. Since the difference of the
weights is fixed to be q = 1/2 the parabolic bundle Vx is described by the data (V,F),
where V is a holomorphic rank two vector bundle with trivial determinant on C ∼= P1 and
F = {Fi}5i=1, where Fi ∈ P(Vpi). In the proof of Theorem 3.2 we showed that the moduli
space X is glued together out of natural open charts ÛI where I ⊂ {1, 2, 3, 4, 5} is a subset
with three elements. By genericity we may assume that x is in one fixed chart, e.g. that
x ∈ Û{1,2,3} ⊂ X . Specifically this means that Vx = (V,F), the bundle V is trivializable and:
• we identify C with the standard P1 so that p1, p2, p3 are idenitified with 0, 1, ∞
respectively;
• we trivialize the bundle V and identify the projectivization of its fiber with the standard
P1 so that lines F1, F2, F3 are idenitified with 0, 1, ∞ respectively;
• under the identification of P(V ) ∼= C × P1 with P1 × P1 the parabolic data F becomes
a five tuple of points (0, 0), (1, 1), (∞,∞), (p4, f4), (p5, f5);
• the chart Û{1,2,3} is the blow-up of P1×P1−{(0, 0), (1, 1), (∞,∞)} at the point (p4, p5);
• by genericity we may assume that x belongs to the open subset
P1 × P1 − {(0, 0), (1, 1), (∞,∞), (p4, p5)} of Û{1,2,3},
this means that (p4, p5) 6= (f4, f5) and
x = (f4, f5) ∈ P1 × P1 − {(0, 0), (1, 1), (∞,∞), (p4, p5)}.
Now suppose we are given a sixth point p ∈ C which is distinct from all pi. To specify a Hecke
transform of Vx at p ∈ C we need to specify a flag F ⊂ Vp, i.e by points f ∈ P1 = P(Vp). In
particular we have a natural morphism
heckex,p : P
1 → X
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whose image is the Hecke line Hx,p ⊂ X . It is not hard to analyze this map. If f ∈ P1,
then the Hecke transform of Vx centered at f is a parabolic bundle in N1(0, 1/2) which then
can be transported to N0(0, 1/2) = X via the isomorphism from Lemma 3.1. The resulting
point in X is precisely the point heckex,p(f) of the Hecke line Hx,p corresponding to x. In
other words heckex,p(f) is uniquely characterized by the property that if Vx = (V,F), then
Vheckex,p(f) = (V ′,F′), where:
• V ′ is the tensor product of the Hecke transform of V at the points p, p1, . . . , p5 centered
at F, F1, . . . , F5 and OC (p+ p1 + · · ·+ p5) ∼= OC(3), i.e.
V ′ :=
(
ker [V → Vp/F ] ∩
(
5⋂
i=1
ker [V → Vpi/Fi]
))
⊗OC(3),
• F′ are the induced flags in V ′pi, i.e.
F ′i := im
[
(V (−pi))pi → V ′pi
]
.
Recall (see e.g. [Bea83, Chapter III], [Mar82], [DOPW01, Appendix A]) that from the point
of view of the ruled surface P(V ) the Hecke transform of V centered at f ∈ P(Vp) amounts
to blowing up the point f ∈ P(V ), and then contracting the strict transform of the fiber
P(Vp). Therefore we can describe the point heckex,p(f) synthetically from the point of view
of the surface P(V ) ∼= P1 × P1 as follows:
• Consider the pencil P ∼= P1 of all curves on P1×P1 in the linear system O(3, 1) passing
through the six points (p, f), (0, 0), (1, 1), (∞,∞), (p4, f4), (p5, f5).
• Let Z be the blow-up of P1× P1 at the six points (p, f), (0, 0), (1, 1), (∞,∞), (p4, f4),
(p5, f5). The linear system gives a natural morphism π : Z → P with six singular fiber.
Thus we have six natural marked points in P - the discriminant of the map π.
• If x is generic each singular fibers of π has two rational components - the strict trans-
form of the (1, 0) ruling through one of the six points and the strict transform of the
unique (2, 1) curve through the remaining five points. Therefore we get a bijection
between the six marked points in P and the six points p, 0, 1, ∞, p4, p5 in C ∼= P1.
Therefore we can label the six points of Discr(π) as dp, d0, d1, d∞, dp4, dp5.
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• Identify P and the standard P1 so that d0, d1, d∞ are mapped to 0, 1, and ∞ respec-
tively. Then heckex,p(f) is the point in P
1 × P1 − {(0, 0), (1, 1), (∞,∞), (p4, p5)} given
by
heckex,p(f) = (dp4, dp5) ∈ P1 × P1 − {(0, 0), (1, 1), (∞,∞), (p4, p5)}.
The curve Hx,p is traced by all points heckex,p(f) = (dp4, dp5) obtained by the above procedure
with a varying f .
This synthetic description of the Hecke line allows us to parametrize Hx,p explicitly in
the natural coordinates on P1 × P1 − {(0, 0), (1, 1), (∞,∞), (p4, p5). Indeed let u and v be
the standard base and fiber affine coordinates on P(V ) ∼= P1 × P1. The pencil P consists of
all polynimials ∑
0≤i≤3
0≤j≤1
aiju
ivj
satisfying
(4.7)
∑
aijp
if j = 0, a00 = 0, a31 = 0,
∑
aij = 0,
∑
aijp
i
4f
j
4 = 0,
∑
aijp
i
5f
j
5 = 0.
Furthermore:
• d0 corresponds to the unique up to scale polynomial satisfying (4.7) and a01 = 0,
• d1 corresponds to the unique up to scale polynomial satisfying (4.7) and
∑3
i=0 ai0 = 0,
• d∞ corresponds to the unique up to scale polynomial satisfying (4.7) and a30 = 0.
We can normalize these three polynomials by requiring that in each of them the coefficient in
front of u2 is equal to 1. After that we can rescale the polynomials corresponding to d0 and
d∞ so that the polynomial corresponding to d1 is equal to their sum. Let v0(u, v), v∞(u, v),
and v1(u, v) deote the resulting rescalled and normalized polynomials. Let φ denote the
affine coordinate on P which takes values 0, 1, ∞ at d0, d1, d∞. Then
φ = −v0(u, v)
v1(u, v)
.
In terms of φ the parametrization of Hx,p is given by the rational map
heckex,p : P
1 //❴❴❴❴❴❴ P1 × P1
f //❴❴❴ (φ(p4, f4), φ(p5, f5)) .
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Solving the corresponding linear systems, normalizing and rescalling we get that
φ(p4,f4) =
(f + f5p− pfp5 + p5 − f5)(−pff4p5 − p4f4f5p+ pff5p4 + pf4p5f5 − p4fp5f5 + p4f4fp5)
(fp5f5 + f5p+ pfp5 − pp5f5 − fp5 − f5pf)(−f5p+ f4p+ f5p4 − f4p5 − fp4 + fp5)
φ(p5,f5) =
(f4p− fp4 − f4 − p+ p4 + f)(−pff4p5 − p4f4f5p+ pff5p4 + pf4p5f5 − p4fp5f5 + p4f4fp5)
(f4p− fp4 − pp4f4 + pfp4 − f4pf + fp4f4)(−f5p + f4p+ f5p4 − f4p5 − fp4 + fp5) .
From these formulas it is not hard to locate the singularity of Hx,p. In general consider a
rational map P1 //❴❴❴ P1 × P1 given by f → (A(f)/B(f), C(f)/D(f)), with A, B, C, and
D quadratic polynomials in f . Reading off their coefficients, we get a 4 × 3 matrix. Let
(a, b, c, d) generate its kernel, i.e. aA+ bB + cC + dD = 0. Then the image is a (2, 2) curve
singular at (−b/a,−d/c). Applying this to the map heckex,p we immediately get that the
image of heckex,p is singular at the point (f4, f5) ∈ P1 × P1. In other words Hx,p is singular
precisely at x.
Consider now the pencil of (2, 2) curves on P1×P1 that pass through (0, 0), (1, 1), (∞,∞),
(p4, p5), (f4, f5) and in addition have a singularity at (f4, f5). We have argued that both Hx,p
and Tx,p belong to this linear pencil. In other words we have two parametrizations of the
parameter line for this pencil sending p ∈ C to the curves Hx,p and Tx,p respectively. To
prove the theorem we have to show that these two parametrizations coincide (up to an
automorphism of P1). This can be seen as follows. A natural way to label the members of
this pencil is by the points of a line on X . More precisely, suppose e(0,0) ⊂ X ⊂ P4 is the
line which under the natural map X → P1 × P1 contracts to the point (0, 0). Since each
curve in our pencil is a hyperplane section of X , it follows that each such curve interects the
line e(0,0) at a single point. Thus we get two morphisms
hx : C → e(0,0), hx(p) := Hx,p ∩ e(0,0),
tx : C → e(0,0), tx(p) := Tx,p ∩ e(0,0).
The two curves C and e(0,0) are both isomorphic to P1, and the theorem will follow if we can
show that the maps hx and tx are linear isomorphisms. This is obvious for the map tx since
the family of hyperplanes {TxQp}p∈C depends linearly on p and tx(p) = TxQp ∩ e(0,0). To
show that hx is linear we will compute it explicitly. The Hecke line Hx,p is the image of the
map heckex,p : P
1 //❴❴❴ P1 × P1 , which in the affine coordinate f is given by heckex,p(f) =
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(φ(p4, f4)(f), φ(p5, f5)(f)). The curve e(0,0) parameterizes lines through the origin in the C2
with coordinates (u, v), and so we can choose as an affine coordinate on e(0,0) the slope of
such a line. Suppose that f0 is the unique point on the f -line which goes to (0, 0) under the
map heckex,p. Then
hx(p) =
∂φ(p5,f5)
∂f |f=f0
∂φ(p4,f4)
∂f |f=f0
.
As we saw above the components of heckex,p factor as
φ(p4, f4)(f) = F1(f) ·α(f),
φ(p5, f5)(f) = F2(f) ·α(f),
where F1, F2, α are the fractional linear transformations in f given by:
F1(f) =
(1− pf5)f + f5p+ p5 − f5
(p5f5 − f5 − p5 − f5p)f + f5p− pp5f5
F2(f) =
(1− pf4)f + f4p+ p4 − f4
(p4f4 − f4 − p4 − f4p)f + f4p− pp4f4
α(f) =
(−pf4p5 + pf5p5f5 + p4f4p5)f − p4f4f5pp4 + pf4p5f5 − p4
(p5 − p4)f − f5p+ f4p+ f5p4 − f4p5 .
Therefore f0 is the unique solution of α(f) = 0 and
h0 =
F2(f0)
F1(f0)
.
Solving for f0 and substituting in the above formulas we get that
hx(p) =
f5 (pf4p5 − pf5p4 − pf 24 p5 + p4f4f5p− f4p5f5 + f 24 p5 − p4f4p5 + p4p5f5)
f4 (−pf4p5f5 + p4pf 25 + pf4p5 − pf5p4 − f52p4 + p4p5f5 + f5p4f4 − p4f4p5)
which is manifestly linear in p.
Finally we need to check that hx(0) = tx(0), hx(1) = tx(1), hx(∞) = tx(∞). Substituting
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in the formula for hx we get
(4.8)
hx(0) =
(−f4 + p4)p5f5
f4(p5 − f5)p4 ,
hx(1) =
f5
f4
,
hx(∞) = (−1 + f4)f5
f4(−1 + f5) ,
To work out the images of 0, 1, and ∞ under the map tx note that the pencil of curves
{Tx,p}p∈C has 5 singular fibers which are all reducible. If we think of the curves Tx,p as
curves embedded in the quadric P1 × P1, then the five singular members of the pencil are
Tx,0, Tx,1, Tx,∞, Tx,p4, Tx,p5. Each of these curves in P
1×P1 has two irreducible components.
The components can be described explicitly as follows:
• Tx,0 = T′x,0 ∪ T′′x,0, where T′x,0 is the unique (1, 1) curve passing through the points
(f4, f5), (0, 0), and (p4, p5), and T
′′
x,0 is the unique (1, 1) curve passing through (f4, f5),
(1, 1), and (∞,∞);
• Tx,1 = T′x,1 ∪ T′′x,1, where T′x,1 is the unique (1, 1) curve passing through the points
(f4, f5), (1, 1), and (p4, p5), and T
′′
x,1 is the unique (1, 1) curve passing through (f4, f5),
(0, 0), and (∞,∞);
• Tx,∞ = T′x,∞ ∪ T′′x,∞, where T′x,∞ is the unique (1, 1) curve passing through the points
(f4, f5), (∞,∞), and (p4, p5), and T′′x,∞ is the unique (1, 1) curve passing through
(f4, f5), (0, 0), and (1, 1);
• Tx,p4 = T′x,p4 ∪ T′′x,p4, where T′x,p4 is the unique (0, 1) curve passing through the point
(f4, f5), and T
′′
x,p4
is the unique (2, 1) curve passing through (f4, f5), (0, 0), and (1, 1),
and (∞,∞);
• Tx,p5 = T′x,p5 ∪ T′′x,p5, where T′x,p5 is the unique (1, 0) curve passing through the point
(f4, f5), and T
′′
x,p5
is the unique (1, 2) curve passing through (f4, f5), (0, 0), and (1, 1),
and (∞,∞);
82
Now computing the slopes of T(0,0)T
′
x,(0,0), T(1,1)T
′′
x,(1,1), and T(∞,∞)T
′′
x,(∞,∞) we get precisely
the three values from (4.8). This shows that the values of hx and tx at 0, 1, and ∞ match
and completes the proof of the theorem. ✷
5 The modular spectral cover
In this chapter we give a detailed description of the rational map from the Hitchin fiber
to the moduli of bundles. We show that a resolution of the base locus of this map gives
rise to a finite morphism and that this realizes a blow-up of (a connected component of) the
Hitchin fiber as a degree four cover of the moduli space X of parabolic bundles. We also
show that the blown-up Hitchin fiber is naturally embedded in the bundle of logarithmic one
forms on X with poles along the union of the sixteen (−1)-curves on X . Thus the blown-up
Hitchin fiber is a spectral cover for a meromorphic Higgs bundle on X . We will refer to this
cover as the modular spectral cover.
5.1 The fiber of the Hitchin map
In this section we establish some elementary facts about the geometry of the parabolic
Hitchin system in our setup. In particular, we will see that it induces a rational map from
the Jacobian of a spectral curve to our del Pezzo moduli space X , and that the degree of
this map is 4. In subsequent sections we will refine this by resolving this map.
For concreteness we will identify the del Pezzo surfaceX with the moduli spaceN0(0, 1/2).
Consider also the moduli space Higgs0(0, 1/2) of stable rank two degree zero parabolic
Higgs bundles on (C, p1, . . . , p5) with balanced parabolic weights 0 < 1/2. The space
Higgs0(0, 1/2) has a number of remarkable geometric properties that we will exploit:
(i) Higgs0(0, 1/2) is a smooth connected quasi-projective variety [BR94, Yok95, BY96] of
dimension 13.
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(ii) Higgs0(0, 1/2) is equipped with two natural maps
Higgs0(0, 1/2)
h
//
π

✤
✤
✤
B
X
where
• π : Higgs0(0, 1/2) 99K X is the rational map of forgetting the Higgs field, i.e.
π(E, θ) := E for a parabolic Higgs bundle (E, θ);
• B := H0(C,Ω1C(
∑5
i=1 pi))⊕H0(C, (Ω1C(
∑5
i=1 pi))
⊗2) ∼= H0(OC(3))⊕H0(OC(6)) is the
Hitchin base (for G=GL(2)). It is a vector space of dimension (3 + 1) + (6 + 1) = 11;
• h : Higgs0(0, 1/2)→ B is Hitchin’s proper map, defined by h(E, θ) := (− tr(θ), det(θ)).
(iii) The connected component of the general fiber of h is a principally polarized abelian
surface. More precisely [Hit87], [Mar94], [Don95], [DM96, chapter 4] for a general point
β = (β1, β2) = B ∼= H0(OC(3)) ⊕ H0(OC(6)), each connected component of the Hitchin
fiber h−1(β) is isomorphic to the Jacobian of a genus 2 curve C˜β, where pβ : C˜β → C is the
two sheeted spectral cover given by
C˜β : λ
2 + p∗β1λ+ p
∗β2 = 0.
This equation describes C˜β as a divisor in the surface tot(Ω
1
C(
∑5
i=1 pi))
∼= tot(OC(3)). The
map p : tot(OC(3)) → C is the natural projection, and λ is the tautological section of
p∗OC(3).
More precisely we have the following
Lemma 5.1 Let β ∈ B be such that C˜β is smooth and such that p1, . . . p5 are not among
the six branch points of pβ : C˜β → C. Then:
(a) The 32 connected components of h−1(β) are labelled by the quintuples of points p˜1, . . . ,
p˜5 in C˜β, such that pβ(p˜i) = pi for i = 1, . . . , 5.
84
(b) Each connected component of h−1(β) is canonically isomorphic to Pic3(C˜β). For every
quintuple p˜1, . . . p˜5 as in (a), the embedding ip˜1,...,p˜5 : Pic
3(C˜β)→ h−1(β) of Pic3(C˜β)
as the component labelled by p˜1, . . . p˜5 associates to a line bundle L ∈ Pic3(C˜β) a
parabolic Higgs bundle ip˜1,...,p˜5(L) = ((V,F, (0, 1/2)), θ), where:
• V = pβ∗L;
• θ : V → V ⊗ Ω1C(
∑5
i=1 pi) is given by θ = pβ∗((•)⊗ λ);
• Fi = ker
[
Vpi = (pβ∗L)pi
evp˜i
//Lp˜i
]
.
Proof: Every point in h−1(β) is a parabolic Higgs bundle with spectral cover C˜β. Note
that the weights of the parabolic structure are fixed and so do not constitute extra data.
Furthermore by definition the spectral cover associated to a point ((V,F, (0, 1/2)), θ) ∈
Higgs0(0, 1/2) depends only on the meromorphic Higgs bundle (V, θ) and is independent
of the flags F. The fact that the meromorphic Higgs bundles underlying points in h−1(β)
are obtained from line bundles in Pic3(C˜β) via the prescription given in part (b) follows
from the general spectral construction for Higgs bundles [Hit87], [Mar94], [DM96]. But all
possible quasi-parabolic structures on a given meromorphic Higgs bundle (V, θ) correspond
to choosing Fi ⊂ Vpi which are eigenlines of Respi θ. Under our genericity assumption the
two eigenlines of Respi θ are simply the fibers of L at the two preimages of pi in C˜β. This
shows that all the parabolic structures on the meromorphic Higgs bundle pβ∗(L, (•)⊗λ) are
labelled by quintuples of points p˜1, . . . p˜5 such that pβ(p˜i) = pi. ✷
(iv) The space Higgs0(0, 1/2) has a natural holomorphic Poisson structure and the restric-
tion of the Hitchin map to a general symplectic leaf is an algebraically completely integrable
system [Mar94, Bot95].
(v) Suppose β ∈ B is a generic point and let p˜1, . . . , p˜5 ∈ C˜β be such that pβ(p˜i) = pi. Let
Par C˜β = p˜1 + . . .+ p˜5 be the divisor given by these five points. The composition
fPar
C˜β
:= π ◦ ip˜1,...,p˜5 : Pic3(C˜β) 99K X
is a rational map. We have the following
Lemma 5.2 The rational map fPar
C˜β
is generically finite and of degree 4.
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Proof. Since Pic3(C˜β) and X are irreducible surfaces, saying that the map fPar
C˜
,β is
generically finite is equivalent to saying that it is dominant. To show that this map is
dominant consider the open subset Pic3(C˜β)
stable ⊂ Pic3(C˜β) parametrizing line bundles
whose pushforwards to C are stable parabolic bundles. The map fPar
C˜β
: Pic3(C˜β)
stable → X
is a morphism of irreducible quasi-projective surfaces and so by the fiber dimension theorem
we know that this map will be dominant if and only if it has a zero dimensional fiber.
Let (V,F, (0, 1/2)) ∈ X be a very stable parabolic bundle, i.e. a bundle that does not
admit any non-zero nilpotent Higgs fields whose residues preserve the parabolic structure.
In Section 5.4 we will show that such bundles do exist. Let Π ⊂ Higgs0(0, 1/2) be the
vector space of all parabolic Higgs bundles with underlying parabolic bundle (V,F, (0, 1/2)) ∈
X . It is contained in the 16-dimensional H0(C,End(V ) ⊗ OC(3)) as the codimension 5
subspace of OC(3)-valued endomorphisms preserving F, so it is an 11 dimensional vector
space. If we restrict the Hitchin map to Π we get a morphism g : Π→ B of 11-dimensional
affine spaces. This morphism is given by 4 linear homogeneous polynomials and 7 quadratic
homogeneous polynomials and so descends to a rational map g¯ : P(Π) → WP(B) between
the projectivization of Π and the weighted projectivization ofB where H0(OC(3)) has weight
1 and H0(OC(6)) has weight 2. However the fact that (V,F, (0, 1/2)) was very stable implies
that the g-preimage of 0 ∈ B consists of the single point 0¯ ∈ Π. By the fiber dimension
theorem this implies that g is dominant. Furthermore this shows that g¯ is a morphism,
which is necessarily dominant, and hence surjective. This shows that g¯ is a generically finite
morphism. But since the source P(Π) is a projective space, so in particular it has Picard
number 1, it follows that no curve in it can be contracted unless all curves are contracted,
so any generically finite morphism must be finite. Hence g too is finite and surjective. This
implies that the intersection Π∩ip˜1,...,p˜5(Pic3(C˜β)) is a non-empty finite set. Therefore fPar
C˜β
is dominant and hence generically finite.
The fact that fPar
C˜β
is generically finite implies that the restriction of π to h−1(β) is
also generically finite. But the degree of the finite part of the map π|h−1(β) will be equal to
the number of points in the intersection Π∩h−1(β), where Π is the space of parabolic Higgs
fields on a generic very stable parabolic bundle. But by the same token the intersection of
Π ∩ h−1(β) is also equal to the degree of the finite map g : Π → B. Since the latter is
given by 4 linear polynomials and 7 quadratic ones it follows that g has degree 14 · 27 = 27.
This implies that the degree of π|h−1(β) is 2
7. Since by Lemma 5.1 h−1(β) has 25 connected
components it follows that the restriction fPar
C˜β
of π to a connected component of h−1(β)
will have degree 4. The lemma is proven. ✷
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5.2 The base locus
In this section we will identify the base locus of the rational map
fPar
C˜β
: Pic3(C˜β) 99K X.
with a set {PI}I∈Odd of 16 points which we describe below. In Theorem 5.4 we will see that
the rational map fPar
C˜β
lifts to a morphism
fβ : Yβ → X ⊂ P4,
where Yβ is the blowup of Pic
3(C˜β) at the 16 points of {PI}I∈Odd.
For the duration of the section we will fix β and the divisor ParC˜ .
Definition 5.3 For every subset I ⊂ {1, 2, 3, 4, 5} of odd cardinality set κ(I) = (#I−3)/2 ∈
{−1, 0, 1} and define a degree three line bundle PI on C˜β by setting
PI = K
⊗−κ(I)
C˜β
⊗OC˜β
(∑
i∈I
p˜i
)
The collection of line bundles {PI}I∈Odd, where Odd ⊂ 2{1,2,3,4,5} is the set of all subsets
of {1, 2, 3, 4, 5} of odd cardinality, can be viewed as a collection of 16 distinct points in
Pic3(C˜β). Let
µβ : Yβ := Bl{PI}(Pic
3(C˜β))→ Pic3(C˜β)
denote the blow-up of Pic3(C˜β) at those 16 points, and let EI ⊂ Yβ be the exceptional
divisor corresponding to the point PI .
Consider the Abel-Jacobi map aj : C˜β → Pic3(C˜β), given by aj(x) := KC˜β(x), and the
associated theta line bundle O
Pic
3(C˜β)
(
aj(C˜β)
)
on Pic3(C˜β). To simplify notation we will
denote the pull-back line bundle µ∗βOPic3(C˜β)
(
aj(C˜β)
)
by θ, and more generally for every
A ∈ Pic0(C˜β) we will denote by θA the pull-back µ∗βt∗AOPic3(C˜β )
(
aj(C˜β)
)
of the A-translated
theta line bundle.
With this notation we have the following
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Theorem 5.4 The rational map fPar
C˜β
: Pic3(C˜β) 99K X extends to a morphism
fβ : Yβ → X ⊂ P4
satisfying f ∗βK
−1
X = θA ⊗ θ⊗3
(−∑I∈OddEI), where A := K⊗5C˜β (−2ParC˜). The morphism
fβ : Yβ → X is finite of degree four.
Proof. Recall that the dP5 del Pezzo X contains 16 lines. If we use the model in which
X is identified with the blow-up of P2 = S2C at the five points p1, . . . , p5 on the conic
C ⊂ S2C, then the 16 lines are the five exceptional divisors, the strict transforms of the ten
lines through two of the points, and the strict transform of the conic through all five points.
In particular, the 16 can be labelled naturally by the subsets I ∈ Odd: if I = {i} we will
set LI ⊂ X to be the exceptional divisor corresponding to pi; if #I = 3, we will set LI to
be the strict transform of the line through the two points {pi}i/∈I ; if I = {1, 2, 3, 4, 5}, then
we will set LI to be the strict transform of the conic through all five points.
There are 40 hyperplanes in P4 that inersect X in quadrilaterals, each consisting of four
of the lines. We can describe these quadrilaterals as follows:
• L{1,2,3,4,5} ∪L{1} ∪L{2} ∪L{3,4,5} and its orbit under the action of the symmetric group
S5. There are 10 quadrilaterals of this type.
• L{1} ∪L{3,4,5} ∪L{2,4,5} ∪L{1,2,3} and its orbit under the action of the symmetric group
S5. There are 30 curves of this type.
In the modelX = Bl{p1,...,p5}(P
2) these quadrilaterals correspond to special reducible cubics in
P2 passing through the five points p1, . . . , p5. The quadrilateral L{1,2,3,4,5}∪L{1}∪L{2}∪L{3,4,5}
corresponds to the cubic (see Figure 5) which is the union of the conic through the five points
and the line through p1 and p2, whereas the quadrilateral L{1} ∪ L{3,4,5} ∪ L{2,4,5} ∪ L{1,2,3}
corresponds to the triangle (see Figure 6) with sides the line through p1 and p2, the line
through p1 and p3, and the line through p4 and p5.
Next given I ∈ Odd consider the translated theta divisor
TI := t
∗
K⊗−1
C˜β
(Par
C˜
)⊗P⊗−1I
(aj(C˜β)) ⊂ Pic3(C˜β),
and its strict transform DI ⊂ Yβ in the blown-up surface Yβ.
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In particular each DI is isomorphic to C˜β. Consider next the rational map fPar
C˜β
:
Pic3(C˜β) 99K X . Note that fPar
C˜β
maps the translate TI dominantly onto the line LI . This
follows immediately from the description of the parabolic bundles in LI given in the proof
of Proposition 3.5. In particular the closure of (fPar
C˜β
)−1(LI) in Pic
3(C˜β) is an effective
divisor whose support contains TI .
Now we have the following
Lemma 5.5 The closure in Pic3(C˜β) of the preimage (fPar
C˜β
)−1(LI) is equal to TI .
Proof. The statement is invariant under S5 and so it suffices to check it for I = {1, 2, 3, 4, 5},
{3, 4, 5}, {5}. We consider each of these cases separately:
Suppose I = {1, 2, 3, 4, 5}. In this case the curve T{1,2,3,4,5,} parametrizes all degree three
line bundles on C˜β of the form KC˜β(x), with x ∈ C˜β. On the other hand from the proof of
Proposition 3.5 we have that L{1,2,3,4,5} ⊂ X is the line parametrizing all parabolic bundles
(V,F, (0, 1/2)) ∈ X for which V ∼= OC(−1)⊕ OC(1). By definition fPar
C˜β
(L) is a parabolic
Higgs bundle whose underlying vector bundle is pβ∗L. Thus L ∈ Pic3(C˜β) will be in the
fPar
C˜β
-preimage of L{1,2,3,4,5} if and only if pβ∗L
∼= OC(−1) ⊕ OC(1). But if L is a line
bundle of degree 3 on C˜β, then pβ∗L will be isomorphic to OC(−1) ⊕ OC(1) if and only
if OC(−1) ⊗ pβ∗L has a unique section. By the projection formula this is equivalent to
p∗βOC(−1)⊗ L ∼= K−1C˜β ⊗ L having a unique section, i.e it is equivalent to L ∈ T{1,2,3,4,5}.
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Suppose I = {3, 4, 5}. In this case T{3,4,5} parametrizes all line bundles on C˜β of the form
OC˜β(p˜1 + p˜2 + x) for x ∈ C˜β. At the same time from the proof of Proposition 3.5 we have
that the generic point of L{3,4,5} ⊂ X is a parabolic bundles (V,F, (0, 1/2)) ∈ X for which
V ∼= OC ⊕OC and F corresponds to a five-tuple of points {(pi, fi)}5i=1, on the quadric P(V )
for which (p1, f1) and (p2, f2) lie on a (0, 1) ruling. From this description we see that if
L ∈ Pic3(C˜β), then fPar
C˜β
(L) ∈ L{3,4,5} if and only if we can find a trivialization of pβ∗L
so that if we identify the fibers (pβ∗L)p1 and (pβ∗L)p2 via this trivialization, then Lp˜1 and
Lp˜2 become the same line. Explicitly a trivialization of pβ∗L is given by choosing two global
sections s′, s′′ ∈ H0(C˜β, L) of L, and the condition on the two flags is equivalent to saying
that the meromorphic function s′/s′′ has the same values at the points p˜1 and p˜2. This
is equivalent to saying that a linear combination of s′ and s′′ vanishes at both p˜1 and p˜2.
In other words fPar
C˜β
(L) ∈ L{3,4,5} if and only if there is a holomorphic section in L that
vanishes at p˜1 and p˜2, i.e. L ∈ T{3,4,5}.
Suppose I = {5}. The curve T{5} parametrizes line bundles of the form K−1C˜β ⊗ OC˜β (p˜1 +
p˜2 + p˜3 + p˜4 + x), with x ∈ C˜β). Again from the proof of Proposition 3.5 we have that the
generic point of L{5} ⊂ X is a parabolic bundles (V,F, (0, 1/2)) ∈ X for which V ∼= OC⊕OC
and F corresponds to a five-tuple of points {(pi, fi)}5i=1, on P(V ) such that (p1, f1), (p2, f2),
(p3, f3), (p4, f4) lie on some curve of bidegree (1, 1). From this description we see that if
L ∈ Pic3(C˜β), then fPar
C˜β
(L) ∈ L{5} if and only if:
• we can find two sections s′ and s′′ of (pβ∗L) ⊗ OC(1) so that s′ and s′′ are linearly
independent at the general point of C, and
• if we use s′ and s′′ to trivialize pβ∗L generically, then in this trivialization the four lines
Lp˜1 , Lp˜2 , Lp˜3 , Lp˜4 coincide.
Rewriting this as a condition on C˜β we get that we must have two holomorphic sections
s′, s′′ ∈ H0(C˜β, p∗βOC(1) ⊗ L), such that the meromorphic function s′/s′′ on C˜β takes the
same values at the four points p˜1, p˜2, p˜3, p˜4. Similarly to the previous case this is equivalent
to saying that we have a section of p∗βOC(1) ⊗ L ∼= KC˜β ⊗ L which vanishes at the four
points p˜1, p˜2, p˜3, p˜4, i.e. this is equivalent to having L ∈ T{5}. In fact, we see easily that the
differential of fPar
C˜β
at the generic point of TI is an isomorphism, so the preimage equals
TI scheme-theoretically. The lemma is proven. ✷
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Next consider a hyperplane H ∼= P3 ⊂ P4 which cuts X in one of the 40 quadrilat-
erals. The closure of the preimage (fPar
C˜β
)−1(H ∩ X) is a divisor on Pic3(C˜β) and for a
generic β the Neron-Severi class of this divisor will be a multiple of the principal polariza-
tion ℓ ∈ NS(Pic3(C˜β)). Since each TI has Neron-Severi class ℓ, it follows that the closure of
f−1Par
C˜β
(H ∩X) will have a Neron-Severi class a · ℓ with a ≥ 4.
Since by Lemma 5.2 the map fPar
C˜β
is generically finite of degree four it follows that
the Neron-Severi class of this divisor is four times the principal polarization on Pic3(C˜β).
But as we just noticed, this divisor already contains four translates of the theta divisor, and
so the closure of f−1Par
C˜β
(P3) must be the sum of all t∗
K⊗−1
C˜β
(Par
C˜
)⊗P⊗−1I
(aj(C˜β)) where I ranges
through the four sides of the quadrilateral corresponding to P3. The lemma is proven. ✷
Conclusion of the proof of Theorem 5.4: Combining the previous two lemmas, we see
that for each I, the inverse image divisor (fPar
C˜β
)−1(LI) is equal to TI . Pulling back to Yβ,
we get that the inverse image divisor (fβ)
−1(LI), defined modulo the exceptional divisors EI ,
is equal to DI . The inverse image of KX can be calculated using any of our 40 quadrilaterals,
and equals, again modulo the EI : f
∗
βK
−1
X = θA ⊗ θ⊗3. So the line bundle on Yβ giving the
(a priori still rational) map to P4 must be of the form θA ⊗ θ⊗3
(−∑I∈Odd aIEI) for some
integers aI . By symmetry, all the aI must be equal to some a. However, the map to P4 has
degree 4 × 4 = 16, and this forces a = 1 as claimed. In particular, the rational map on the
Picard lifts to a morphism on Yβ, concluding the proof of the theorem.
✷
5.3 The case of nilpotent residues
In this section we specialize the general picture of the modular spectral cover and the
abelianized parabolic Hecke correspondence to the main case of interest for us - the case
of parabolic Higgs bundles with nilpotent residues. Concretely let us write Higgsnilp for
the moduli space of stable rank two degree zero parabolic Higgs bundles on (C, p1, . . . , p5)
with balanced parabolic weights 0 < 1/2 and nilpotent residues at all five parabolic points
p1, . . . , p5. The subvariety Higgsnilp ⊂ Higgs0(0, 1/2) is a closure of a maximal dimensional
symplectic leaf inside the Poisson variety Higgs0(0, 1/2), namely it is the closure of the
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moduli space of Higgs bundles (E, θ) such that for all i = 1, . . . , 5 the matrix respi θ is a
single 2× 2 nilpotent Jordan block. Again the space Higgsnilp has several useful properties
which follow in straightforward way from the definition:
(i) Higgsnilp is a smooth connected quasi-projective variety of dimension 4.
(ii) Higgsnilp is equipped with two natural maps
Higgsnilp
h
//
π

✤
✤
✤
Bnilp
X
where
• π : Higgsnilp 99K X is the rational map of forgetting the Higgs field, i.e. π(E, θ) := E
for a parabolic Higgs bundle (E, θ);
• Bnilp is the corresponding Hitchin base, i.e.
Bnilp := H
0
(
C,Ω1C
(∑5
i=1 pi
))
nilp
⊕H0
(
C,
(
Ω1C
(∑5
i=1 pi
))⊗2)
nilp
= H0
(OC(3) (−∑5i=1 pi))⊕H0 (OC(6) (−∑5i=1 pi))
∼= 0⊕H0(OC(1)) ∼= C2;
• h : Higgsnilp → Bnilp is the restriction of the Hitchin map to Higgsnilp, which is the
full inverse image of Bnilp.
(iii) In contrast with the case of a generic symplectic leaf, the fibers of h : Higgsnilp → Bnilp
are all connected. Again the generic fiber is a principally polarized abelian surface. More
precisely if β = (0, β2) ∈ Bnilp = 0 ⊕ ⊕H0(OC(6)(−
∑5
i=1 pi)) is such that div(β2) = p1 +
· · · + p5 + p6 with p6 not equal to one of the five points p1, . . . , p5, then the Hitchin fiber
h−1(β) is isomorphic to the Jacobian of a curve C˜β, where pβ : C˜β → C is the smooth two
sheeted spectral cover given by
C˜β : λ
2 + p∗β2 = 0.
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This again describes C˜β as a divisor in the surface tot(Ω
1
C(
∑5
i=1 pi))
∼= tot(OC(3)). The map
p : tot(OC(3))→ C is the natural projection, and λ is the tautological section of p∗OC(3).
Note that by definition the spectral cover C˜β is the hyperelliptic curve of genus two
branched over the points p1, . . . , p6. In this case we have a unique choice of a preimage of
each of the parabolic points pi, namely the corresponding ramification points of the cover
C˜β → C. This natural choice is the reason why the fibers of the Hitchin map are connected
in this setting.
For ease of reference let us write p˜1, . . . , p˜6 ∈ C˜β for the six ramification points. The
Hitchin fiber h−1(β) then is canonically isomorphic to Pic3(C˜β). The isomorphism ip˜1,...,p˜5 :
Pic3(C˜β) → h−1(β) associates to a line bundle L ∈ Pic3(C˜β) a parabolic Higgs bundle
ip˜1,...,p˜5(L) = ((V,F, (0, 1/2)), θ), where:
• V = pβ∗L;
• θ : V → V ⊗ Ω1C(
∑5
i=1 pi) is given by θ = pβ∗((•)⊗ λ);
• Fi = ker
[
Vpi = (pβ∗L)pi
evp˜i
//Lp˜i
]
Again the rational map
fPar
C˜β
:= π ◦ ip˜1,...,p˜5 : Pic3(C˜β) 99K X
can be resolved by blowing up the sixteen points {PI}I∈Odd in Pic3(C˜β).
Because in this case the points p˜i are all Weierstrass points on the genus two curve C˜β,
Definition 5.3 shows that the points {PI}I∈Odd in Pic3(C˜β) are simply all points of the form
KC˜β ⊗ κ where κ runs over the 16 theta characteristics of C˜β.
For convenience, let us use the sixth ramification point p˜6 to identify Pic
3(C˜β) with the
Jacobian Jβ := Pic
0(C˜β) of C˜β via the map Pic
3(C˜β) → Pic0(C˜β), L 7→ L(−3p˜6). Under
this identification the 16 points {PI}I∈Odd get mapped to the 16 2-torsion points {pI}I∈Odd
in the abelian surface Jβ. Again we will write
µβ : Yβ := Bl{pI}I∈Odd → Jβ
for the blow-up map, and
fβ : Yβ → X
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for the degree 4 finite morphism resolving the rational map fPar
C˜β
, and EI ⊂ Yβ for the
exceptional divisor corresponding to the point pI .
For future reference we will need to describe the structure of the map fβ in more detail.
Let Θ ⊂ Jβ be the theta divisor corresponding to the point p˜6, i.e. the image of C˜β under
the Abel-Jacobi map C˜β → Jβ, x → OC˜β (x− p˜6). Each 2-torsion point pI ∈ Jβ[2] defines a
translate ΘI = t
∗
pI
Θ of Θ and we will write GI ⊂ Yβ for its strict transform in Yβ. Note that,
as abstract varieties, both GI and ΘI are isomorphic to C˜β. With this notation we now have
the following:
Lemma 5.6 Let β ∈ Bnilp be a generic point, i.e. β = (0, β2) with β2 ∈ H0(C,O(6))
vanishing at six disctinct points, five of which are the parabolic points p1, . . . , p5 ∈ C. Then
the degree 4 finite morphism fβ : Yβ → X satisfies f ∗βLI = 2EI+GI . In particular
∑
I∈OddEI
is contained in the ramification divisor of fβ.
Proof. By specializing the reasoning of Theorem 5.4 we have that the degree 4 finite
morphism fβ : Yβ → X satisfies f ∗βK−1X = θ⊗4(−
∑
I∈OddEI), where θ is the canonical theta
line bundle on Yβ, i.e. θ = µ
∗
βOJβ(Θ).
In particular the morphism fβ : Yβ → X ⊂ P4 to P4 is given by the line bundle
θ⊗4(−∑I∈OddEI). By construction fβ maps both EI and GI to the line LI . Again fβ
must map EI isomorphically to LI since θ
⊗4(−∑I∈OddEI) restricted to any given EJ gives
OEJ (1).
Furthermore the restriction of fβ to GJ is given by the linear system
θ⊗4
(
−
∑
I∈Odd
EI
)
|GJ
= K⊗4GJ
− ∑
I∈Odd
pI∈ΘJ
pI
 .
Since the configuration of points pI and curves ΘI in Jβ is invariant under translations by
points of order 2, it suffices to understand this linear system on one of the curves GJ .
Take J = {1, 2, 3, 4, 5}. Then the curve Θ{1,2,3,4,5} is simply the canonical theta divisor
Θ which contains exactly six of the 2-torsion points , namely p{1}, p{2}, p{3}, p{4}, p{5},
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p{1,2,3,4,5}. Using the Abel-Jacobi map to identify G{1,2,3,4,5} = Θ with C˜β we therefore get
K⊗4G{1,2,3,4,5}
− ∑
I∈Odd
pI∈Θ{1,2,3,4,5}
pI
 = K⊗4G{1,2,3,4,5} (−p{1} − p{2} − p{3} − p{4} − p{5} − p{1,2,3,4,5})
∼= K⊗4
C˜β
(−p˜1 − p˜2 − p˜3 − p˜4 − p˜5 − p˜6)
= KC˜β .
Therefore fβ : GJ → LJ is the hyperelliptic map. Since fβ is of degree 4 we then must have
f ∗βLJ = 2EJ +GJ . ✷
Remark 5.7 (a) For the purposes of Chern class and Hecke calculations later on it will be
useful to spell out the intersection patterns of the curves EI and GI on the smooth surface
Yβ. To record these patterns efficiently we will write E and G for the 1×16 row vectors with
entries EI and GI respectively. The intersection patterns of the EI ’s and the GI ’s then are
captured completely in the three 16× 16 matrices EtE, GtE, and GtG with entries given by
the intersection numbers EI · EJ , GI · EJ , and GI ·GJ respectively.
Since the EI ’s are the exceptional divisors blowing up 16 distinct points on Jβ, they are
disjoint and for each I we have E2I = −1.
Similarly, the curves ΘI in Jβ all intersect transversally in the points pI and so the blow
up separates them from each other. In particular the strict transforms GI are all disjoint
from each other.
Since GI = µ
∗
βΘI(−
∑
J∈Odd,pJ∈ΘI
EJ) and each ΘI passes through exactly six points of
order 2 we have that
G2I = Θ
2
I +
∑
J∈Odd,pJ∈ΘI
E2J = 2− 6 = −4.
Finally from the proof of Lemma 5.6 it follows that the curve GI intersects transversally ex-
actly six of the exceptional divisors EJ : the divisor EI plus the five divisors EJ corresponding
to the five J ∈ Odd such that the line LJ intersects the line LI in X . To summarize we have
(5.1) EtE = −1, GtE = 21+ I, GtG = −41,
where 1 denotes the 16 × 16 identity matrix, and I := LtL is the intersection matrix of the
95
16 lines on the del Pezzo surface X .
(b) It is instructive to compare Yβ and the configuration of curves E and G with the
configuration of curves on the modular spectral cover coming from the generic symplectic
leaf in Higgs. As we saw in section 5, if γ ∈ B is a general point, and we choose a connected
component of the Hitchin fiber we again get a modular spectral cover fγ : Yγ → X . If we
identify Pic3(C˜γ) with Jγ = Pic
0(C˜γ) via the map
Jγ → Pic3(C˜γ), A 7→ A⊗KC˜γ (−
∑5
i=1 p˜i),
where p˜i are the five marked points on C˜γ that label the connected component of the Hitchin
fiber, then again we can view Yγ as the blow up of Jγ at 16 distinct points, and fγ is a finite
morphism of degree 4.
In section 5 we also argued that f ∗γLI = EI +DI , where DI
∼= C˜γ is a strict transform of
a copy of the theta divisor on Jγ and the map fγ : DI → LI is a 3-sheeted cover.
In this case we had the intersection pattern E2I = −1, EIDI = 0, D2I = −3. In particular
when we specialize the general symplectic leaf to the nilpotent symplectic leaf and specialize
γ ∈ B to β ∈ Bnilp, then Yγ specializes to Yβ so that
• EI in Yγ specializes to EI in Yβ,
• DI in Yγ specializes to EI +GI in Yβ.
We conclude this section with a synthetic description of the modular spectral cover
fβ : Yβ → X for a general β ∈ Bnilp. As we saw above the morphism
Yβ
fβ
// X 

// P4
is given by a subsystem of the linear system
∣∣θ⊗4(−∑I∈OddEI)∣∣ on Yβ. It is not hard to
describe this linear system explicitly.
Proposition 5.8 Let fβ : Yβ → X be the modular spectral cover corresponding to a general
β ∈ Bnilp, i.e. to a β = (0, β2) with β2 vanishing at six distinct points p1, . . . , p6 five of which
are the parabolic points on C. Then:
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(a) The inversion involution on the Abelian surface Jβ lifts to an involution σˆ on Yβ. The
linear subsystem H0(Yβ, θ
⊗4(−∑I∈OddEI)) ⊂ H0(Yβ, θ⊗4) coincides with the subsys-
tem of σˆ-anti-invariant sections H0(Yβ, θ
⊗4)− ⊂ H0(Yβ, θ⊗4). In particular
H0(Yβ, θ
⊗4(−
∑
I∈Odd
EI)) = H
0(Yβ, θ
⊗4)− = ∧2H0(Jβ,O(2Θ))
is 6 dimensional.
(b) The complete linear system |θ⊗4(−∑I∈OddEI)| = |θ⊗4|− gives a morphism Yβ → P5
which factors throught the Kummer K3 surface Y β = Yβ/σˆ:
Yβ
2:1
// Y β


// P5
(c) The six points p1, . . . , p6 are in one to one corrspondence with six points Π1, . . . ,
Π6 in P5 which do not lie in Y β and are the vertices of a tetrahedron. The linear
projection centered at Π6 gives a 2 : 1 morphism f¯β : Y β → X ⊂ P4 which realizes
the Kummer K3 surface as a double cover of the del Pezzo surface X branched at a
smooth bi-anti-canonical section. The modular spectral cover map fβ : Yβ → X is then
the composition
Yβ // Y β
f¯β
// X.
Proof. By definition H0(Yβ, θ
⊗4(−∑I∈OddEI)) = H0(Jβ,O(4Θ)⊗I), where I ⊂ OJβ is the
ideal sheaf of the 16 points {pI}I∈Odd. In other words we can identify
∣∣θ⊗4(−∑I∈OddEI)∣∣
with the linear system of all sections of OJβ(4Θ) that vanish at the 16 points {pI}I∈Odd.
This linear system is at least 6 dimensional. Indeed, let σ be the inversion involuton on
the Abelian surface Jβ. Since the theta divisor Θ is symmetric, the line bundle OJβ(4Θ)
has a natural σ equivariant structure. In particular every section of OJβ (4Θ) which is anti-
invariant with respect to σ will automatically vanish at the fixed points of σ, i.e. will belong
to H0(Jβ,O(4Θ)⊗ I). In other words if we denote the space of σ-anti-invariant sections by
H0(Jβ,O(4Θ))− we have a natural inclusion
H0(Jβ,O(4Θ))− ⊂ H0(Jβ,O(4Θ)⊗ I).
In fact one can argue that for a smooth C˜β this inclusion must be an isomorphism. Indeed this
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is equivalent to saying that if we look at the Kummer surface Jβ/σ ⊂ P(H0(Jβ,O(2Θ))∨) =
P3, there is no quadric in P3 that contains all 16 nodes of Jβ/σ. This can be checked by
specializing the curve C˜β to the union of two distinct elliptic curves. Under this specialization
the Kummer surface specializes to a double quadric and so in the limit there is a single
quadric containing the images of 16 points of order 2 and a 9 dimensional space of quadrics
not passing through all those points. However when we move away from the product of
elliptic curves, this special quadric moves away from the points and we get the statement.
The 6 dimensional linear system H0(Jβ,O(4Θ))− = ∧2H0(Jβ,O(2Θ)) gives a rational
map
(5.2) Jβ //❴❴❴ P5 = P((H0(Jβ,O(4Θ))−)∨),
with base locus the 16 points of order 2 in Jβ.
Blowing up this base locus resolves the rational map (5.2) to a morphism
(5.3) Yβ → P5.
The inversion involution σ : Jβ → Jβ lifts to an involution σˆ : Yβ → Yβ of the blow up and
the morphism (5.3) is given by the linear system H0(Yβ, θ
⊗4)− of σˆ-anti-invariant sections in
θ⊗4. In particular factors through the Kummer K3 surface Y β := Yβ/σˆ:
Yβ
2:1
// Y β


// P5
which embeds in P5 as a surface of degree 8.
Every K3 surface of degree 8 in P5 is an intersection of three quadrics. The Kummer K3
surfaces corresponds to nets of quadrics P2 ⊂ P(H0(P5,O(2))) such that the discriminant
curve inside P2 parametrizing singular quadrics in the net is the union of six lines tangent to
a conic. The points at which these lines are tangent to the conic are exactly the six branch
points of the cover C˜β → C. This allows us to identify the conic in parameter space P2 of
the net with C and the discriminant divisor with ∪6i=1ℓi, where ℓi ⊂ P2 is the line tangent
to C at pi.
All quadrics in the net corresponding to points in the line ℓi are singular with a comon
singularity at a point Πi ∈ P5. The six points {Πi}6i=1 do not lie on the K3 surface Y β ⊂ P5
and give a projective basis of P5.
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Projecting P5 from the sixth point Π6 gives a rational map
P5 //❴❴❴ P4
which maps the K3 surface Y β ⊂ P5 − {Π6} to the del Pezzo surface X ⊂ P4.
The resulting morphism
fβ : Y β → X
is a double cover branched along bicanonical curve X ∩ Qβ where Qβ ∈ H0(P4,O(2)) is a
quadric which is not in the pencil defining X .
In fact Y β is the root cover defined by Qβ:
Y β
f¯β

⊂ tot(OP4(1)|X)

⊂ tot(OP4(1))

= P5 − {Π6}

X = X ⊂ P4 = P4
By construction Qβ ⊂ X is a smooth genus 5 curve which is tangent to all 16 lines LI ⊂ X .
The preimage f¯−1β LI is thus a union EI ∪ GI of two smooth genus zero curves meeting
transversally at a point. The curves EI and GI are the images of EI and GI under the
double cover map Yβ → Y β and in fact Yβ is the root cover of Y β branched at the divisor∑
I∈OddEI ⊂ Y β. ✷
5.4 Wobbly, shaky and exceptional loci
In this section we will study the special loci in the moduli space X where the parabolic
Hecke eigensheaves will acquire a pole. The general analysis by Drinfeld and Laumon
[Lau88, Lau95] implies that the polar locus is contained in the image of the non-zero
(or equivalently non-dominant) components of the global nilpotent cone. Strictly speak-
ing the setting in [Lau88, Lau95] deals with the case of holomorphic (non-ramified) and
non-parabolic Higgs bundles on a compact curve. However parabolic tamely ramified Higgs
bundles with rational parabolic weights and nilpotent residues on C can be identified with
holomorphic non-parabolic Higgs bundles on an orbifold (root stack) curve mapping to C
[Gro12, CDDP15]. The reasoning and conclusions of [Lau88, Lau95] apply verbatim to such
orbifold curves.
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It will be useful to have a name for the points in this polar locus. For concreteness we
will think of X as the moduli space N0(0, 1/2). Recall that all points of X represent stable
parabolic bundles.
Definition 5.9 A parabolic vector bundle (V,F, (0, 1/2)) ∈ X is very stable if the only
tamely ramified nilpotent Higgs field on (V,F, (0, 1/2)) is the zero one. A parabolic vector
bundle (V,F, (0, 1/2)) ∈ X is wobbly if it is stable but not very stable. We will denote the
locus of wobbly bundles by Wob ⊂ X.
Thus we expect that the Hecke eigensheaves will have singularities along the wobbly locus
Wob ⊂ X . On the other hand, from the point of view of our approach [DP09] through non-
abelian Hodge theory, we expect that a Hecke eigensheaf will be singular along the so called
shaky locus, i.e. the locus in X over which the map from the Hitchin fiber passing through
the point representing the eigenvalue is not proper. From [Lau88, BNR89] we know that the
wobbly locus is contained in the shaky locus but apriori the two might be different. In fact
by definition the shaky locus seems to depend on the eigenvalue while the wobbly locus is
fixed and does not depend on a choice of an eigenvalue or a Hitchin fiber. In our setting
we have already checked that the shaky locus is independent of any choices. Indeed, by
definition the shaky locus is the image of the exceptional divisors from the modular spectral
cover Yβ. In the previous two sections we showed that the exceptional divisors {EI}I∈Odd
map to the 16 lines in X , i.e. the shaky locus is the normal crossings divisor ∪I∈OddLI in X .
To fix the details of the polar geometry here we will check that this divisor of lines
describes the wobbly locus as well:
Proposition 5.10 The wobbly locus Wob ⊂ X is the normal crossings divisor given by the
16 lines in X, i.e. Wob = ∪I∈OddLI .
Proof. As we saw in the proof of Proposition 3.5, the moduli space X can be identified
with the blow-up of a quadric surface:
(5.4) X = Bl(0,0),(1,1),(∞,∞),(p4,p5)
(
P1p4 × P1p5
)
.
For ease of bookkeeping we label the exceptional curves corresponding to the points (0, 0),
(1, 1), (∞,∞), (p4, p5) by E0, E1, E∞, and E respectively .
In the proof of Proposition 3.5 we also argued that the points in X − E correspond to
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stable parabolic bundles whose underlying vector bundle is OC ⊕ OC . A traceless tamely
ramified Higgs field θ on such a bundle is given by a 2× 2 matrix
θ =
(
θ11 θ12
θ21 −θ11
)
with θij ∈ H0(C,OC(3)) and such that Fi ⊂ ker θ(pi) for i = 1, 2, 3, 4, 5.
If a = gcd(θ11, θ12, θ21) then θ is nilpotent (i.e. det θ = 0) if and only if θ11 = abc,
θ12 = −ab2, and θ21 = ac2 for some homogeneous polynomials a, b, c on C of degrees ≤ 3.
Furthermore, since θ12 and θ21 have degree 3, the degrees of b and c must be equal and so
the degree of a has to be odd. Thus we have to consider two cases:
Case 1. deg a = 3. In this case b and c must be constant. If θ is not identically zero, then
b and c are both non-zero and the constant matrix(
bc −b2
c2 −bc
)
is a regular nilpotent matrix with eigenvector
(
b
c
)
. Since
(5.5) θ = a ·
(
bc −b2
c2 −bc
)
it follows that at any of the pi’s which is not a zero of a we must have Fi = C
(
b
c
)
. Since
a can vanish at most at three of the five points {pi}5i=1, it follows that at least two of the
lines Fi must coincide. Conversely, if two of the lines Fi coincide, we can choose a spanning
vector
(
b
c
)
for this line and then choose a to be the degree three polynomial vanishing at
the other three points. The Higgs field θ given by (5.5) is a non-zero nilpotent Higgs field
which is automatically compatible with the parabolic structure.
Case 2. deg a = 1. In this case deg b = deg c = 1. Again we have a dichotomy:
• If a(pi) = 0, then the flag Fi is uncostrained.
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• If a(pi) 6= 0, then Fi = C
(
b(pi)
c(pi)
)
.
Therefore if we encode a stable parabolic bundle (OC ⊕ OC ,F, (0, 1/2)) by the 5-tuple of
points {(pi, Fi)}5i=1 in C × P1, then this bundle is wobbly if either two of the five points
coincide, or four of the five points lie on a (1, 1) curve in C × P1.
The condition that two of the points coincide is easy to analyze in the model (5.4).
Suppose that we have chosen coordinates on C so that the three points are (p1, F1), (p2, F2),
and (p3, F3) do not coincide. This means that the parabolic bundle corresponds to a point
in the chart U{1,2,3} which we identified with the open set
P1p4 × P1p5 − {(0, 0), (1, 1), (∞,∞)},
and F1, F2, and F3 correspond respectively to the points 0, 1, and ∞ in the coordinatized
line P1p4 = P
1
p5
.
To get two coinciding points in the 5-tuple, then we must have one of the following
coincidences
F4 = 0 F4 = 1 F4 =∞
F5 = 0 F5 = 1 F5 =∞
F4 = F5
These coincidences exactly correspond to the points on the 7 lines in Figure 2. The remaining
coincidences for two of the five points are outside of the chart U{1,2,3} and correspond to points
on one of three exceptional divisor E0, E1, and E∞. All together these are the ten lines on
the dP4 given as the blow up of P1p4 × P1p5 at the three points (0, 0), (1, 1), (∞,∞).
Next we analyze the condition that four of the five points lie on a (1, 1) curve in C × P1.
Let us again choose affine coordinates p on P1 and f on P1 so that the parabolic bundle
is given by the 5-tuple of points (0, 0), (1, 1), (∞,∞), (p4, F4), and (p5, F5). If we assume
that say the four points (0, 0), (∞,∞), (p4, F4), and (p5, F5) lie on a (1, 1) curve, then this
curve will give an isomorphism C → P1 under which we have 0 7→ 0, ∞ 7→ ∞, p4 7→ F4, and
p5 7→ F5. However our choice of coordinates already gives an isomorphism of C ∼= P1 under
which 0 7→ 0 and ∞ 7→ ∞. Therefore in the cooordinates p and f the isomorphism given by
the (1, 1) curve is given by f = c·p for some scaling constant c. Therefore in these coordinates
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we must have f(F4) = c · p(p4) and f(F5) = c · p(p5), i.e. f(F4)/f(F5) = p(p4)/p(p5). In the
model (5.4) this corresponds to the condition that the point (F4, F5) ∈ P1p4 × Pp5 lies on the
unique (1, 1) curve passing through the points (0, 0), (∞,∞), (p4, p5).
Repeating this analysis for the other sub collections of four points we conclude that in
X − E the wobbly locus consists of the following fifteen curves:
• The seven lines on Figure 2.
• The three exceptional divisors E0, E1, and E∞.
• The strict transform of the unique (1, 1) curve in P1p4 × P15 passing through the points
(0, 0), (∞,∞), and (p4, p5).
• The strict transform of the unique (1, 1) curve in P1p4 × P15 passing through the points
(0, 0), (1, 1), and (p4, p5).
• The strict transform of the unique (1, 1) curve in P1p4 × P15 passing through the points
(1, 1), (∞,∞), and (p4, p5).
• The strict transform of the ruling {p4} × P15.
• The strict transform of the ruling P1p4 × {p5}.
Note that in the dP5 model ofX these curves are precisely the fourteen lines LI corresponding
to labels I ∈ Odd, I 6= {1, 2, 3, 4, 5}.
In the model (5.4) the last line L{1,2,3,4,5} corresponds to the exceptional divisor E so
to complete the proof of the proposition we have to show that E parametrizes wobbly
parabolic bundles. Again from the proof of Proposition 3.5 we know that E parametrizes
stable parabolic bundles whose underlying bundle is V = OC(−1)⊕OC(1). Recall that if we
encode a parabolic bundle (OC(−1)⊕OC(1),F, (0, 1/2)) by the 5-tuple of points {(pi, Fi)}5i=1
in the Hirzebruch surface P(V ) ∼= F2, then this parabolic bundle is stable if and only if:
• the five points do not lie in the unique −2 curve in P(V ), i.e. we can not have Fi =
O(−1)pi for all i = 1, . . . , 5, and
• the five points do not lie on any irreducible curve in the linear system |OV (1)⊗ γ∗OC(1)|.
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A traceless tamely ramified Higgs field on such a stable bundle is thus given by a matrix
θ =
(
θ11 θ12
θ21 −θ11
)
with θ11 ∈ H0(C,O(3)), θ21 ∈ H0(C,O(5)), θ12 ∈ H0(C,O(1)) and such that θ(pi)(Fi) ⊂ Fi.
Again there are two possibilities for θ to be nilpotent:
Case 1: θ12 = 0.
Case 2: θ12 6= 0.
In the first case we must have θ11 = 0 and θ21 is any homogeneous polynomial of degree
5. Notice that if θ21 is the unique up to scale polynomial that vanishes at {pi}5i=1, then
the flags Fi can be chosen arbitrarily, and so every stable parabolic bundle (V,F, (0, 1/2)) ∈
L{1,2,3,4,5} ⊂ X admits a non-zero nilpotent Higgs field, namely
θ =
(
0 0
θ21 0
)
where θ21 ∈ H0(C,O(5)) is a section with divisor p1 + p2 + p3 + p4 + p5. This shows that
L{1,2,3,4,5} is contained in the wobbly divisor and completes the proof of the proposition.
We can also analyze the remaining cases. This is not necessary but we record the answer
here for completeness. If θ21 does not vanish in all five points, then the Higgs field θ will only
be compatible with certain parabolic bundles in L{1,2,3,4,5} so for those special bundles we
will get extra nilpotent Higgs fields. Similarly from Case 2 we will have additional nilpotent
Higgs fields on bundles in L{1,2,3,4,5} corresponding to intersection points of L{1,2,3,4,5} with
one of the other lines in X . ✷
6 Hecke eigensheaves
Non-abelian Hodge theory converts the question of constructing the geometric Langlands
correspondence for tamely ramified local systems on C to an eigensheaf problem for the Hecke
action on tamely ramified semistable parabolic Higgs bundles on X . To spell this problem
out we need to first understand the configuration of parabolic divisors in our birational model
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for the parabolic Hecke correspondence, as well as the relevant Higgs data.
6.1 Parabolic divisors
As we saw in Section 4 the parabolic Hecke correspondence on the moduli space X ∼= dP5
can be compactified and resolved to the correspondence
H
p
zztt
tt
tt q
''❖❖
❖❖❖
❖❖
X X × C
where:
• H = Bl
⊔I L̂I×LI
Bl∆(X ×X);
• the map p : H → X is the composition of the blow down map H → X ×X followed
by the first projection pr1 : X ×X → X ;
• the first coordinate pX ◦ q : H → X of the map q : H → X × C is the composition of
the blow down map H → X ×X followed by the second projection pr2 : X ×X → X ;
• the second coordinate pC ◦q : H → C is the resolution of the rational map X×X 99K C
which for a pair of points (x, y) ∈ X × X assigns λ ∈ C such that Qλ ⊂ P4 is the
unique quadric in the pencil parametrized by C which contains the line through the
two points x, y ∈ P4.
To formulate the parabolic Hecke eigensheaf property we will use the maps p and q and
the projections pX : X × C → X and pC : X × C → C to pull back or push forward tamely
parabolic Higgs bundles. For this we need to ensure that the supports of the parabolic
structures on all participating spaces map to each other. The parabolic structures on C are
specified at the five points {pi}5i=1, while the parabolic structures on X can only occur along
the wobbly locus Wob = ∪ILI . Thus we get the following parabolic divisors:
ParC = p1 + p2 + p3 + p4 + p5.
ParX =
∑
I∈Odd LI .
ParX×C = p
−1
X (
∑
I∈Odd LI) + p
−1
C (
∑5
i=1 pi), that is
ParX×C =
∑
I∈Odd
LI × C +
5∑
i=1
X × pi.
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ParH is made up from all components of p
−1(ParX) and q
−1(ParX×C).
It is not hard to enumerate the components of ParH .
From the iterated blow up description of H we have that
p∗LI = LpI + LLCI ,
where LpI is the strict transform in H of the divisor LI ×X , while LLCI is the exceptional
divisor in H corresponding to blowing up the surface L̂I × LI inside Bl∆(X × X). By
symmetry between the two factors of X ×X we similarly get that
q∗(LI × C) = LqI + LLCI ,
where LqI is the strict transform in H of the divisor X × LI .
We can also analyze the q-preimages of the divisors X × pi ⊂ X × C. Consider the
natural morphism pC ◦ q : H → C and let RRλ ⊂ H denote the fiber of this morphism
over a point λ ∈ C. By definition RRλ = q∗(X × λ) parametrizes the (closure of the)
locus of all secant lines of X ⊂ P4 that are contained in the quadric Qλ. Since X is the
intersection of Qλ with another quadric, all lines in the quadric Qλ occur: the forgetful map
sends RRλ onto the family Rλ of lines in Qλ. In fact, RRλ is a small resolution of Rλ at
the 16 points corresponding to the LI , each of which is blown up to a line. In particular
if λ ∈ C − {p1, . . . , p5}, the divisor RRλ is smooth and irreducible. On the other hand for
every i = 1, . . . , 5 the divisor RRpi will have two components parametrizing secant lines of
X contaned in the two rulings of the quadratic cone Qpi. We will write R1,i and R2,i for the
two components of RRpi . Thus
q∗(X × pi) = R1,i +R2,i, for all i = 1, . . . , 5,
and so
ParH =
∑
I∈Odd
LpI +
∑
I∈Odd
LqI +
∑
I∈Odd
LLCI +
5∑
i=1
(R1,i +R2,i).
In order to perform computations with parabolic pullbacks and pushforwards efficiently
we will need to order the two components of the divisors RRpi consistently with the relative
position of the point pi to each of the lines LI .
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6.2 Consistent labeling
The labels I we use to enumerate the lines in X or the 2-torsion points in Jβ can be
thought of as members of any one of the following three bijective sets:
Odd =
(
subsets of {1, 2, 3, 4, 5}
of odd cardinality
)
,
Even =
(
subsets of {1, 2, 3, 4, 5}
of even cardinality
)
,
P =
(
even cardinality subsets of {1, 2, 3, 4, 5, 6}
modulo complementation
)
.
The bijections are given by
Even // Odd
A ⊂ {1, 2, 3, 4, 5} ✤ // Ac ⊂ {1, 2, 3, 4, 5}
and
Even // P
A ⊂ {1, 2, 3, 4, 5} ✤ // A ⊂ {1, 2, 3, 4, 5, 6},
where Ac is the complement of A in {1, 2, 3, 4, 5}.
Note that any of these indexing sets can be viewed as a 4-dimensional vector space over F2.
For instance we have an embedding
Even = Fun0 ({1, 2, 3, 4, 5},F2) ⊂ Fun ({1, 2, 3, 4, 5},F2)
as the subset of all functions whose values add up to zero. Similarly P is a subquotient of
Fun ({1, 2, 3, 4, 5, 6},F2), namely
(6.1) P = Fun0 ({1, 2, 3, 4, 5, 6},F2) /〈1〉,
where again Fun0 denotes the functions whose values add up to zero, and 1 is the constant
function which takes value one at each point of {1, 2, 3, 4, 5, 6}.
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Furthermore, we can map each element in {1, 2, 3, 4, 5, 6} to a natural vector in the F2-vector
space P = Even = Odd. Namely, in the interpretation given in equation (6.1), we set
6 ✤ // (the zero function)
i 6= 6 ✤ //
the function taking value 0at i and 6 and value 1 every-
where else
 .
We will write i for the vector in P = Even corresponding to i ∈ {1, 2, 3, 4, 5, 6}. In the
identification Even = Fun0({1, 2, 3, 4, 5},F2), we have that
6 = (the zero function)
i 6= 6 =
the function taking value0 at i and value 1 every-
where else
 .
Notation: For any I ∈ P = Even = Odd and any i ∈ {1, 2, 3, 4, 5, 6} we will write I + i for
the sum of the vectors I and i.
With this notation we now have the following algebraic characterization of incidences.
Remark 6.1 (a) If i ∈ {1, 2, 3, 4, 5} and I ⊂ {1, 2, 3, 4, 5} is a subset of even cardinality,
then
(i ∈ I) ⇐⇒
(
the i-th coordinate of the
vector I is 1
)
(b) Given I ∈ P = Even = Odd, the line LI ⊂ X intersects exactly five other lines in X ,
namely the lines {LI+i}5i=1.
After these preliminaries we can now explain our rule for consistent ordering of the two
components of the divisor RRpi.
Lemma 6.2 For all i ∈ {1, 2, 3, 4, 5} we can order the two components R1,i and R2,i of RRpi
so that:
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(i) For all I ∈ Even we have that i ∈ I if and only if the line LI ⊂ X belongs to the ruling
R1,i of Qpi.
(ii) Given a point pt ∈ X not lying on any of the lines write LI ×pt for the curve LI×pt ⊂
X ×X and also for the strict transform of this curve in H. Then(
LI belongs to the
ruling R1,i
)
⇐⇒
(
LI ×pt ⊂ H is disjoint from
the divisor R1,i ⊂ H
)
⇐⇒
 LI × pt ⊂ H intersects the divisorR2,i ⊂ H transversally at a single
point

Proof. (i) We need to specify how we label the two rulings of each singular quadric (as R1,i
and R2,i), as well as the set of 16 lines in X (by labels I ∈ Even). Note that each nodal
quadric Qpi contains two rulings, each 3-dimensional, and these intersect in the surface of
lines through the vertex of Qpi. A line L ⊂ X cannot contain the vertex, so it belongs
to precisely one of these rulings. We choose one of the lines and label it 00000 ∈ Even =
Fun0({1, 2, 3, 4, 5},F2). We denote the ruling of Qpi containing this line by R2,i, and we let
R1,i denote the other ruling of Qpi. We then label each of the 16 lines by the 5-tuple I
whose i-th entry rI,i is 1 if the line is in R1,i and 0 otherwise. This labeling has the following
properties:
• By definition, i ∈ I (or equivalently, rI,i = 1) if and only if the line LI ⊂ X belongs to
the ruling R1,i of Qpi .
• In particular, the original line is indeed labelled 00000.
• If line LI meets line LJ , the plane they span is contained in a unique quadric of our
pencil. This quadric must be singular, say Qpi. Then rI,i = rJ,i but rI,j 6= rJ,j for
j 6= i.
• It follows that for intersecting lines LI , LJ as above, J = I + i.
Our labeling system depends on the choice of the initial line L00000. If we replace it by
an intersecting line Li, the rulings R1,i, R2,i are preserved while the rulings R1,j , R2,j are
switched, for i 6= j. The effect is then to perform a translation on all the labels, J 7→ J + i.
Now each of the 16 lines meets either L00000 or another line meeting L00000, so iterating the
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above argument shows that the effect of changing our initial line from L00000 to LI simply
translates all the line labels, J 7→ J + I, and simultaneously it flips those ruling labels for
which i ∈ I (or equivalently rI,i = 1).
(ii) Choose the consitent ordering of the components of RRpi from (i). Fix a
pt ∈ X − ∪I∈EvenLI and consider the curve LI × pt ⊂ H . It is embedded as (the clo-
sure of) the set of points (x, pt, p) where x ∈ LI and Qp is the unique quadric in the pencil
containing the line x pt spanned by x and pt.
The intersection of the plane span(LI , pt) ⊂ P4 with Qpi is a conic which contains the
line LI and the points x and pt. Thus this intersection is LI ∪ x pt. Furthermore, the
plane span(LI , pt) can not pass through the vertex vi of the cone Qpi . Indeed, the cone Qpi
contains the plane span(LI , vi) and so span(LI , vi) intersects any other quadric Qp in the
pencil in LI plus a residual line ℓp. But then
ℓp ⊂ X = Qpi ∩Qp
so ℓp = LJ for some J ∈ Even. Since ℓp depends algebraically on p ∈ C it follows that there
exists a J ∈ Even so that ℓp = LJ for all p 6= pi. Since X is smooth we can not have LJ = LI
and so LJ must be a line intersecting LI . In particular LI and LJ belong to the same ruling
of Qpi . By the properties of the consistent labeling it follows that i ∈ I ∩J , and so J = I+ i.
Therefore:
• For any I the five lines intersecting LI obey the following pattern
– LI+i and LI belong to the same ruling of Qpi;
– for j ∈ {1, 2, 3, 4, 5}− {i} the lines LI+j and LI belong to different rulings of Qpi.
• For any pt ∈ X − ∪I∈EvenLI and any x ∈ LI the lines x pt and LI belong to different
rulings of Qpi
This shows that (LI belongs to the ruling R1,i) ⇐⇒ (i ∈ I) ⇐⇒ ((LI × pt) · R1,i = 0) ⇐⇒
((LI × pt) · R2,i = 1). ✷
Remark 6.3 For future reference note that the same analysis implies also that
(LI belongs to the ruling R1,i)⇐⇒ (i ∈ I)⇐⇒ ((pt×LI)·R1,i = 1)⇐⇒ ((pt×LI)·R2,i = 0).
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6.3 Parabolic Hecke data
The parabolic Hecke eigensheaf propery whose solution we will feed into the non-abelian
Hodge correspondence involves semistable parabolic Higgs bundles on the varieties C, X ,
and H . These enter the Hecke condition as the Hecke eigenvalue, the Hecke eigenvector, and
the integral kernel for the Hecke operator respectively.
6.3.1 Hecke eigenvalue
The eigenvalue for our problem is a tame parabolic rank 2 Higgs bundle
(
E•, θ : E• → E• ⊗ Ω1C (logParC)
)
on (C,ParC), satisfying the following conditions:
• parch1(E•) = 0.
• resParC (θ) is nilpotent.
• (E•, θ) is generic in the sense that it corresponds to a smooth spectral curve
C˜ 

//
π
''PP
PPP
PPP
PPP
PPP
tot (Ω1C(logParC))

C
Note that the condition that resParC (θ) is nilpotent implies that π : C˜ → C must be
ramified over the five parabolic points {p1, p2, p3, p4, p5} = ParC ⊂ C. In particular C˜
is uniquely determined by its 6-th branch point p6 ∈ C.
To carry out our abelianization calculation we will also need a spectral description of (E•, θ).
Since π : C˜ → C is ramified over the points of ParC , the spectral data for (E•, θ) will be a
parabolic line bundle on C˜ with parabolic structure along the non-reduced divisor π∗ ParC .
As explained in section 2.1.1 parabolic bundles with parabolic structures on non-reduced
normal crossings divisors depend on a choice of partitions of the multiplicities of the divisor
components and are given by semicontinuous families of nested locally free sheaves with
labels and jumps controlled by the parts of the partitions.
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Let p˜1, p˜2, p˜3, p˜4, p˜5 be the five ramification points of the cover π : C˜ → C sitting over the
points of ParC . Specializing from a general spectral cover for a Hitchin fiber in a symplectic
leaf corresponding to regular semislimple residues one checks that the multiplicity 2 of each
component of the non-reduced divisor π∗ ParC =
∑5
i=1 2p˜i has to be partitioned as 2 =
1 + 1. In other words, the partition decorated parabolic divisor on C˜ is ParC˜ = P˜ + P˜ with
P˜ =
∑5
i=1 p˜i. The spectral data for E•, θ) is then given by a parabolic line bundle A•,• on
(C˜, P˜ + P˜ ), i.e. a family of line bundles {As,t}s,t:P˜→R on C˜ such that
• As,t ⊂ As′,t′ for s ≤ s′ and t ≤ t′.
• A•,• is semicontinuous for each partial level, i.e. for every s and t we can find a real
number c > 0 so that As+ε,t = As,t+ε = As,t for all ε : P˜ → [0, c].
• If δp˜i : P˜ → R is the characteristic function of p˜i ∈ P˜ , then As+δi,t = As,t+δi = As,t(p˜i)
and this identifications are compatible with the inclusions of the As,t’s.
The fact that (E•, θ) is given by the parabolic spectral data A•,• means that for every
t : ParC → R we have
(Et, θ) = (π∗At,t, π∗λ) ,
where λ is the restriction of the tautological section in Γ(tot(Ω1C(logParC), pr
∗Ω1C(logParC))
to C˜ ⊂ tot(Ω1C(logParC), and we slightly abuse notation and write t both for the map
t : ParC → R and for the composition P˜ → ParC t→ R.
For future reference note that every parabolic line bundle A•,• on C˜, P˜ + P˜ ) is specified
by a choice of a fixed ordinary line bundle and two vectors in R5 specifying the jumps of the
parabolic levels of A•,• along each part of the partition. In other words, given A•,• we can
always find:
• a degree zero line bundle A ∈ Pic(0)(C˜);
• two fixed vectors a, b ∈ R5;
so that A•,• = A(aP˜ + bP˜ )•,•. Explicitly this means that for all s, t ∈ R5 we have
(6.2) As,t = A(aP˜ + bP˜ )s,t = A(⌊s+ a⌋P˜ + ⌊t+ b⌋P˜ ).
Note however that the parabolic line line bundle A•,• does not determine the triple (A, a, b)
uniquely. The formula (6.2) defines a surjective group homomorphism to the Picard group
112
of all parabolic line bundles on (C˜, P˜ + P˜ ):
Pic0(C˜)× R5 × R5 // parPic(C˜, P˜ + P˜ )
(A•,•, a, b) // A(aP˜ + bP˜ )•,•,
but this homomorphism is not injective. Its kernel consists of all triples(
OC˜(−(n +m)P˜ ), m, n
)
,
where m,n ∈ Z5 are such that deg((n + m)P˜ ) = 0 (and so OC˜(−(n + m)P˜ ) is a point of
order 2 in Pic0(C˜).
Finally, we can express the condition that parch1(E•) = 0 in terms of the spectral data
A•,•. Since Et = π∗At,t we have that the parabolic weights of E• at pi are −ai + ⌊ai⌋ and
−bi + ⌊bi⌋ and
E0 = π∗
(
A((⌊a⌋ + ⌊b⌋)P˜ )
)
.
By Grothendieck-Riemann-Roch then
degE0 =
5∑
i=1
(⌊ai⌋+ ⌊bi⌋)− 3,
and so
pardeg(E•) = −3 +
5∑
i=1
(⌊ai⌋ + ⌊bi⌋)−
5∑
i=1
(−ai + ⌊ai⌋ − bi + ⌊bi⌋) =
5∑
i=1
(ai + bi)− 3.
Thus the condition parch1(E•) = 0 is equivalent to
(6.3)
5∑
i=1
(ai + bi) = 3.
6.3.2 Hecke eigensheaf
As we saw in section 5.3 the assumption that Hecke eigenvalue (E•, θ) has nilpotent
residues and a smooth spectral curve C˜ implies that the map from the fiber of the Hitchin
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map h−1(C˜) ∼= J(C˜) to X has degree four over the very stable locus X − ParX and that the
associated modular spectral cover f : Y → X is a finite morphism of degree four.
Thus the eigensheaf corresponding to (E•, θ) will be a tame parabolic rank 4 Higgs
bundle (F•, ϕ) on (X,ParX), satisfying the conditions of the construction coming from the
non-abelian Hodge correspondence:
• parch1(F•) = 0, parch2(F•) = 0.
• resParX (ϕ) is nilpotent.
• (F•, ϕ) is a stable parabolic Higgs bundle with spectral cover Y → X .
In fact the requirement that the residues of ϕ are nilpotent is redundant since it is a conse-
quence of the fact the (F•, ϕ) is given by spectral data on Y .
To spell out the spectral construction of (F•, ϕ) recall (see section 5.3) that:
(a) The modular spectral cover Y comes equipped with a natural morphism
Y
α
//
f ))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙ tot (Ω
1
X(logL))

X
(b) The parabolic divisor ParY on Y is the non-reduced divisor f
∗L = 2E +G partitioned
as E + (E +G).
Statement (b) follows from the specialization picture described in Remark 5.7 (b). To
explain statement (a) we have to analyze in more detail the tautological one form on Y .
Consider the spectral cover π : C˜ → C with its natural inclusion C˜ →֒ tot(Ω1C(logParC)).
This inclusion corresponds to the tautological section
λ ∈ π∗(Ω1C(logParC)) = π∗(Ω1C(p1 + p2 + p3 + p4 + p5)).
By Hurwitz we have π∗(Ω1C(p1+ p2+ p3+ p4+ p5)) = Ω
1
C˜
(p˜1+ p˜2+ p˜3+ p˜4+ p˜5− p˜6). Since θ
has nilpotent residues at p1, . . . , p5 it follows that λ viewed as a meromorphic one form on C˜
has vanishing residues at p˜1, . . . , p˜5 and thus comes from the unique up to scale holomorphic
one form on C˜ that vanishes twice at p˜6.
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In particular λ corresponds to a holomorphic one form on the Jacobian J = Pic0(C˜)
of C˜. Pulling back this one form by the blow up map µ : Y → J we obtain a canonical
holomoprphic one form α ∈ H0(Y,Ω1Y ) on Y . At the same time the codifferential of f gives
an inclusion of sheaves f ∗(Ω1X(logL)) ⊂ Ω1Y (log f ∗L) = Ω1Y (log(E + G)). Statement (a) is
the statement that the form α aligns with this inclusion i.e. α is actually a section in the
subsheaf
f ∗(Ω1X(logL)) ∩ Ω1Y ⊂ Ω1Y (log(E +G)).
In particular α can be viewed as a map from Y to tot(Ω1X(logL)).
To see this alignment recall that the four sheeted cover f : Y → X decomposes as an
iterated double cover Y → Y → X where Y = Y/(−1) is the Kummer K3 for J, and
f¯ : Y → X is the double cover branched along a smooth curve Q ⊂ X which is tangent
to each line LI at a single point corresponding to the point p6 ∈ C under the natural
identification of LI with C.
Denote the ramification divisor of the cover Y → Y by Q, denote the preimage of Q in
Y by R. We will write ι : R → Y be the natural inclusion and q : R → Q for the double
cover map.
The iterated double cover picture gives a short exact sequence
0→ f ∗(Ω1X(logL))→ Ω1(log(E +G))→ ι∗(q∗N∨Q/Y )⊗OY (E +G)→ 0.
But α is the equation of Q ⊂ X and so at the points of R which are away from E and G the
projection of α to the conormal line of Q vanishes. In other words, when viewed as a section
in Ω1Y (log(E+G)), α belongs to the subsheaf f
∗(Ω1X(logL)). Note also that by construction
α ∈ Ω1Y (log(E +G)) has zero residues along the EI ’s and the GI ’s. Thus if we take any line
bundle M on Y , then the f -pushforward of the Higgs field
(−)⊗ α : M →M ⊗ f ∗(Ω1X(logL))
will yield a rank four meromorphic Higgs field
f∗((−)⊗ α) : f∗M → f∗M ⊗ Ω1X(logL)
with nilpotent residues along L. In particular the stable parabolic Higgs bundle (F•, ϕ) with
spectral cover f : Y → X will have nilpotent residues automatically.
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The modular spectral cover f : Y → X is not embedded in the total space of Ω1X(logL) but
rather maps birationally there. Indeed from the definition of α it follows that when viewed
as a map
Y
α
//

❄❄
❄❄
❄ tot (Ω
1
X(logL))
vv♥♥♥
♥♥♥
♥♥
X
it glues the pairs of points in Y sitting over the intersection points LI ∩LJ of a pair of lines
in X . As explained in Proposition 5.8 (c) we have f ∗LI = 2EI +GI and f : EI → LI is an
isomorphism, while f : GI → LI is a double cover that is naturally identified with the cover
C˜ → C. Note also that if two lines LI and LJ intersect, then EI intersects GJ transversally
at a point and is disjoint from EJ and GI . Similarly EJ intersects GI transversally at a
point and is disjoint from EI and GJ . The set theoretic preimage of the intersection point
LI ∩ LJ in Y consists of the two points EI ∩ GJ and EJ ∩ GI . The map α glues together
all such pairs of points and is an isomorphism everywhere else. The local shape of the cover
f : Y → X over a neighborhood of an intersection point LI ∩ LJ is illustrated in Figure 7
below.
PSfrag replacements
LILJ
EI
EJ
GI
GJ
X
Figure 7: Local picture for the cover f : Y → X
In particular, locally on X near the intersection point of LI and LJ the meromorphic Higgs
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field ϕ looks like
ϕ(x, y) =

0 0
0 0
0 y
1 0
 dxx +

0 x
1 0
0 0
0 0
 dyy ,
where x = 0 is the local equation of LI and y = 0 is the local equation of LJ . If u and v are
the coordinates along the fibers of Ω1X(logL) corresponding to the local frame {dx/x, dy/y},
then α(Y ) ⊂ tot(Ω1X(logL)) is locally given as:
α(Y ) :
{
x = u2
v = 0
}
∪
{
y = v2
u = 0
}
.
Thus the Higgs field ϕ in the parabolic Hecke eigensheaf (F•, ϕ) is just the pushforward
f∗((−)⊗α) while the parabolic bundle F• is the pushforward of a parabolic line bundle M•,•
on Y with parabolic structure on the non-reduced divisor E + (E +G).
Every such parabolic line bundle is of the form M•,• = L (eE+ d(E+G)•,• for some line
bundle L on Y and some row vectors of real numbers e = (eI)I∈Odd and d = (dI)I∈Odd, i.e.
for any parabolic levels S = (SI)I∈Odd and T = (TI)I∈Odd we have
MS,T = L (⌊e+ S⌋E + ⌊d+ T ⌋(E +G)).
Suppose the Hecke eigenvalue (E•, θ) is given by spectral data (C˜, A(aP˜ + bP˜ )•,•) where
A ∈ Pic 0(C˜), and a, b ∈ R5 are chosen so that ∑5i=1(ai + bi) = 3. In order to use the
compatibility with the action of the abelianized Hecke correspondences we will look for a
Hecke eigensheaf (F•, ϕ) given by modular spectral data (Y,LA(eE + d(E +G))•,•)), where
LA = µ
∗ FM(OA) ∈ Pic0(Y ). In other words for every parabolic level T ∈ R16 we will have
(6.4)
FT = f∗LA(⌊e+ T ⌋E + ⌊d+ T ⌋(E +G)),
ϕ = f∗(−⊗ α).
The vectors e, d ∈ R16 need to be chosen so that parch1(F•) = 0 and parch2(F•) = 0 and so
that the (F•, ϕ) is a Hecke eigensheaf with eigenvalue (E•, θ).
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6.3.3 Hecke kernel
The Hecke functor on parabolic Higgs sheaves is defined as an integral transform with
kernel a parabolic line Higgs bundle
(6.5) (I•, ξ)
on (H,ParH = Lp + Lq + LLC +R1 +R2). Via Mochizuki’s non-abelian Hodge and exten-
sion theorems the parabolic Higgs line bundle (6.5) should correspond to the Hecke kernel
definining the Hecke functor on the twisted D-modules appearing on the automorphic side
of the tamely ramified GLC (see Appendix A).
In other words the non-abelian Hodge correspondence should convert (6.5) to a tamely
ramified rank one parabolic flat bundle (I•,∇•) on (H,ParH). The restriction of I0 to the
open H − ParH should be trivial and the Hecke kernel for the tamely ramified GLC will be
a twisted D-module Deligne-Goresky-MacPherson extension of the holomorphic flat bundle
(I0,∇0)|H−ParH corresponding to the inclusion H−ParH →֒Hecke of this open in the Hecke
stack. The twisting needed for this Deligne-Goresky-MacPherson extension is determined
by the condition of compatibility with the twisting of the eigensheaf in the GLC. In our
setup we work with eigens twisted D-modules for which the twistings are real multiples
of the components of the wobbly divisor in Bun and correspond to the eigenvalues of the
residues of the flat bundle with regular singularities defined on the complement of the wobbly
locus. Furthermore we restricted to the purely imaginary case of Mochizuki’s non-abelian
Hodge correspondence and for simplicity chose to work with the closure of the symplectic
leaf selected on the Higgs side by requiring nilpotent residues. By the conversion table of
[Sim90] or [DPS16] this means that on the flat bundle side the parabolic weights are equal
to the negative eigenvalues of the residues and that the parabolic weights on the flat bundle
side are equal to the parabolic weights on the Higgs bundle side. In particular the twistings
for the GLC Hecke kernel will be equal to the residues of ∇0, or equivalently to the negative
of the parabolic weights for I•, or equivalently equal to the negative of the parabolic weights
for I•. Also, the logarithmic one form ξ in the Higgs bundle (6.5) has to have zero residues.
Since by construcion H is a smooth rational variety, H can not have any global holomorphic
one forms and so we must have that ξ is identically equal to zero.
This implies that the Hecke functor on parabolic Higgs sheaves must be given by a kernel
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which is a parabolic rank one Higgs bundle
(6.6) (I•, ξ) = (O(δ ParH)•, 0)
where
δ = (lp, lq, llc, r1, r2) ∈ R16 × R16 × R16 × R5 × R5
are chosen so that parch1(O(δ ParH)•) = [δ ParH ] = 0 in H2(H,R) and so that for the given
δ the parabolic Hecke eigensheaf property holds for all possible eigenvalue Higgs bundles on
(C,ParC).
6.4 The eigensheaf property
The parabolic Hecke eigensheaf condition is the non-abelian Hodge translation of the
oridnary Hecke eigensheaf condition that one imposes on the automorphic side of GLC.
Explicitly we have
Parabolic Hecke eigensheaf condition: There exists a natural δ = (lp, lq, llc, r1, r2) so
that the Hecke operator determined by the kernel (O(δ ParH)•, 0) has a unique irreducible
eigensheaf for any given eigenvalue. Explicitly for any stable (E•, θ) on (C,ParH) we can
find a stable (F•, ϕ) on (X,ParX) so that
(6.7) q∗ (p
∗(F•, ϕ)⊗ (O(δ ParH), 0)) = p∗X(F•, ϕ)⊗ p∗C(E•, θ).
The pullbacks, pushforwards, and tensor products in this formula are all taken in the dg
category of semistable parabolic Higgs bundles with vanishing parabolic Chern classes. That
is, we use the pullback, pushforward, and tensoring operations that are intertwined with
the respective operations on twisted D-modules via Mochizuki’s non-abelian Hodge and
extension theorems. In particular the pushforward is the one defined via the algebraic L2
Dolbeault complex of a Higgs bundle as in [DPS16]. We will review all these operations
next when we use abelianization to convert the Hodge and Hecke conditions to numerical
equations.
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Since ParX × C =∑I∈Odd LI ×C +∑5i=1X × pi. a parabolic level on (X ×C,ParX×C)
is labeled by a vector (T, t) ∈ R16×R5. Both sides of the condition (6.7) are parabolic tame
Higgs bundles onX×C. We will write LHST,t and RHST,t for the corresponding meromorphic
Higgs bundles at level (T, t). With this notation we have
RHST,t = (p
∗
X(F•, ϕ)⊗ p∗C(E•, θ))T,t
Taking into account that ParX ×C = p∗X ParX and X × ParC = X × ParC and applying the
pullback formulas in Section 2.3 we have
(p∗XF•)T,t = p
∗
XFT ⊗O (⌊t⌋(X × ParC)) ,
(p∗CE•)T,t = O (⌊T ⌋(ParX ×C))⊗ p∗CEt.
Furthermore by the tensor product formulas in Section 2.3 we get
(p∗XF• ⊗ p∗CE•)T,t =
⋃
(S′+S′′,s′+s′′)≤(T,t)
(p∗XF•)(S′,s′)
⊗
(p∗CE•)(S′′,s′′)
=
( ⋃
S′+S′′≤T
p∗XFS′ ⊗O (⌊S ′′⌋(ParX ×C))
)⊗( ⋃
s′+s”≤t
p∗CEs′′ ⊗O ((⌊s′⌋(X × ParC))
)
= p∗XFT ⊗ p∗CEt.
So altogether we get
(6.8) RHST,t = (p
∗
XFT ⊗ p∗CEt, p∗Xϕ⊗ 1+ 1⊗ p∗Cθ)
Similarly on the left hand side we need to understand the complex of meromorphic Higgs
sheaves
LHST,t = (q∗ (p
∗(F•, ϕ)⊗ (I•, 0)))T,t .
The first step is to describe the parabolic bundle p∗F• on (H,ParH). Since ParH = Lp+Lq+
LLC +R1 +R2 we can label the parabolic level on H by a five tuple of vectors
(TLp, TLq, TLLC , tR1 , tR2) ∈ R16 × R16 × R16 × R5 × R5.
Since for all I ∈ Odd we have p∗LI = LpI + LLCI , the definition of a parabolic pullback in
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Section 2.3 gives
(p∗F•)T,TLq,T,tR1 ,tR2 = p
∗FT ⊗O(⌊TLq⌋Lq + ⌊tR1⌋R1 + ⌊tR2⌋R2),
for every T ∈ R16. Thus for a level (TLp, TLq, TLLC , tR1 , tR2) we get
(p∗F•)TLp,TLq,TLLC ,tR1 ,tR2 =
(
p∗FTLp(∞LLC) ∩ p∗FTLLC
)
(∞Lp)⊗O(⌊TLq⌋Lq+⌊tR1⌋R1+⌊tR2⌋R2).
Next recall that the general parabolic tensor product formula from Section 2.3 simplifies
when one of the bundles in the tensor product is a parabolic line bundle. If F• is a parabolic
bundle on (Z,D) and E• = L (dD)• is a parabolic line bundle on (Z,D), then the level w of
the tensor product F• ⊗ E• is given simply by
(F• ⊗ E•)w = Fw+d ⊗L .
Applied to our setting this remark implies that(
p∗F•⊗O(δ ParH)•
)
TLp,TLq,TLLC ,tR1 ,tR2
=
=
(
p∗FTLp+lp(∞LLC) ∩ p∗FTLLC+llc(∞Lp)
)
⊗O(⌊TLq+lq⌋Lq + ⌊tR1 + r1⌋R1 + ⌊tR2 + r2⌋R2).
The last step is to compute the parabolic Higgs bundle pushforward of
(U•, ψ) := (p
∗F• ⊗O(δ ParH)•, p∗ϕ⊗ 1)
via the map q : H → X × C.
As explained in Section 2.3 this amounts to computing the sheaf theoretic hyperderived
image of an appropriately chosen parabolic Dolbeault complex for (U•, ψ). Concretely note
that q : H → X × C is a semistable proper flat morphism of relative dimension one,
and q∗(ParX × C) = Lq + LLC, and q∗(X × ParC) = R1 + R2. Therefore if we write
ParH = Par
hor
H +Par
ver
H for the horizontal and vertical parts of the parabolic divisor on H we
have
ParhorH = Lp,
ParverH = Lq + LLC +R1 +R2 = q
∗(ParX×C).
As usual (see Section 2.3) given a parabolic level (T, t) on (X × C,ParX×C) let us write
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up(T, t) for the parabolic level on (H,ParH) which assigns 0 to each horizontal component
of ParH , while to a vertical component of ParH it assigns the value of (T, t) on the image of
that vertical component. Thus we have
up(T, t) = (TLp, TLq, TLLC , tR1 , tR2) = (0, T, T, t, t).
The level (T, t) of the q-relative parabolic Dolbeault complex of (U•, ψ) is the two term
complex
DOLpar(q, Uup(T,t)) =
[
W0(hor, Uup(T,t))
ψq
//W−2(hor, Uup(T,t))⊗ ωq(Lp)
]
.
0 1
Here ψq is the composition of ψ and the projection onto the relative logarithmic forms, while
ωq denotes the relative dualizing sheaf of q. In the formula for DOL
par(q, Uup(T,t)) we have
tacitly used the fact that because q is semistable and of relative dimension one, there are
natural identifications
Ω1H/X×C(logParH) = Ω
1
H(logParH)/q
∗Ω1X×C(logParX×C)
= ωq(Par
hor
H )
= ωq(Lp).
Similarly, the level (T, t) of the absolute parabolic Dolbeault complex is
DOLpar(H,Uup(T,t)) =

W0(hor, Uup(T,t))
↓ ∧ψ
W−2,0
(
hor, Uup(T,t) ⊗ Ω1H(logParH)
)
↓ ∧ψ
W−2,0
(
hor, Uup(T,t) ⊗ Ω2H(logParH)
)
↓ ∧ψ
W−2,0
(
hor, Uup(T,t) ⊗ Ω3H(logParH)
)
↓ ∧ψ
W−2,0
(
hor, Uup(T,t) ⊗ Ω4H(logParH)
)

0
1
2
3
4
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These Dolbeault complexes fit in a short exact sequence of complexes
0

DOLpar(q, Uup(T,t))[−1]⊗ q∗Ω1X×C(logParX×C)

DOLpar(H,Uup(T,t))/I
2(Uup(T,t))

DOLpar(q, Uup(T,t))

0
which can be viewed as a morphism
d(ψ) : DOLpar(q, Uup(T,t)) −→ DOLpar(q, Uup(T,t))⊗ q∗Ω1X×C(logParX×C)
in the derived category Dbcoh(H,O).
The (T, t)-level of the Higgs pushforward of (U•, ψ) is then given by the sheaf theoretic
pushforward of DOLpar(q, Uup(T,t)) and d(ψ):
(q∗(U•, ψ))T,t =
(
q∗DOL
par(q, Uup(T,t)), q∗d(ψ)
)
.
To streamline the calculation of this pushforward it will be useful to introduce the following
notation. Given a parabolic level (T, t) on (X×C,ParX×C) we fix mI ≥ max(TI+llcI , lpI)+1
for all I ∈ Odd and we set
τ T,t = OH(⌊T + lq⌋Lq + ⌊t+ r1⌋R1 + ⌊t + r2⌋R2),
FT,t = p
∗Fm ⊗ τ T,t,
F′T,t = p
∗FT+llc (⌊m− T − llc⌋Lp)⊗ τ T,t,
F′′T,t = p
∗Flp (⌊m− lp⌋LLC)⊗ τ T,t.
Then by definition we have
Uup(T,t) = U0,T,T,t,t = F
′
T,t ∩ F′′T,t inside FT,t.
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Altogether this gives
(6.9) LHST,t =
(
q∗DOL
par(q,F′T,t ∩ F′′T,t), q∗d(ψ)
)
.
To compute the steps of the weight filtration appearing in the definition of this Dolbeault
complex we will also need to pass to the associated graded of the parabolic filtration on U•
along the q-horizontal divisor Lp. For this we need to choose small positive real numbers
εI > 0 for all I ∈ Odd and consider the subsheaves
Uup(T,t)(−ε) = U−ε,T,T,t,t ⊂ U0,T,T,t,t = Uup(T,t)
and the action of the residue of ψ on the quotient sheaves
Uup(T,t)/Uup(T,t)(−ε) = U0,T,T,t,t/U−ε,T,T,t,t.
To compute UupT,t(−ε) note that by definition small decreases in the Lp parabolic level
do not affect the family F′T,t and so we only need to trace how subtracting ε from the Lp
parabolic level will affect F′′. In particular setting
F′′T,t(−ε) = p∗F−ε+lp (⌊m− lp⌋LLC)⊗ τ T,t
gives the identification
Uup(T,t)(−ε) = F′T,t ∩ F′′T,t(−ε) inside FT,t.
6.5 Abelianization
Since (E•, θ) is described by spectral datum on C˜ and (F•, ϕ) is described by spectral datum
on Y we can rewrite the condition (6.7) as a condition on Y × C˜.
6.5.1 Abelianization of the right hand side of (6.7)
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As a first step we can rewrite the right hand side (6.8) as datum on Y → C˜. This is
straightforward. First note that we have a commutative diagram
Y × C˜
pY
{{①①
①①
①①
①① pC˜
""❋
❋❋
❋❋
❋❋
❋
f×π

Y
f

C˜
π

X × C
pX
zz✉✉
✉✉
✉✉
✉ pC
$$❍
❍❍
❍❍
❍❍
❍
X C
and these are fiber squares. As explained above for any level (T, t) we have
(Et, θ) = (π∗At,t, π∗(−⊗ λ))
=
(
π∗A((⌊t + a⌋+ ⌊t+ b⌋)P˜ ), π∗(−⊗ λ)
)
,
(FT , ϕ) = (f∗MT,T , f∗(−⊗ α))
= (f∗LA((⌊T + e⌋ + ⌊T + d⌋)E + ⌊T + d⌋G), f∗(−⊗ α)) .
Combined with the formula (6.8) this gives
RHST,t =
(
(f × π)∗(p∗YMT,T ⊗ p∗C˜At,t), (f × π)∗(p∗Y α⊗ 1+ 1⊗ p∗C˜λ)
)
,
or more explicitly after expanding our shortcut notation:
(6.10)
RHST,t =
(
(f × π)∗(p∗Y LA((⌊T + e⌋+ ⌊T + d⌋)E + ⌊T + d⌋G)
⊗ p∗
C˜
A((⌊t+ a⌋ + ⌊t+ b⌋)P˜ ),
(f × π)∗(p∗Y α⊗ 1+ 1⊗ p∗C˜λ)
)
,
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6.5.2 Abelianization of the left hand side of (6.7)
Next we need to rewrite LHST,t in a similar manner. To do this efficiently we need to
first rewrite the parabolic Higgs bundle (U•, ψ) on H in terms of spectral data.
Since up to tensoring with a parabolic line bundle U• is a pull back of a parabolic Higgs
bundle onX whose spectral cover is f : Y → X , it follows that the spectral cover fZ : Z → H
for (U•, ψ) will be the fiber product of Y and H :
Z
fZ
//
pZ

H
p

Y
f
// X
By the same token the corresponding spectral sheaf on Z will be the tensor product of a
pullback of a parabolic line bundle on H with the pullback with the spectral parabolic
line bundle on Y . Concretely, for a parabolic level (T, t) on (X × C,ParX×C) we fix
mI ≥ max(TI + llcI , lpI) + 1 and small εI > 0 for all I ∈ Odd and we set
MT,t = p
∗
ZMm,m ⊗ f ∗Zτ T,t,
M′T,t = p
∗
ZMT+llc,T+llc (⌊m− T − llc⌋f ∗ZLp)⊗ f ∗Zτ T,t,
M′′T,t(−ε) = p∗ZM−ε+lp,ε+lp (⌊m− lp⌋f ∗ZLLC)⊗ f ∗Zτ T,t,
Mup(T,t)(−ε) = M′T,t ∩M′′T,t(−ε) inside MT,t.
With this notation we now have
Uup(T,t)(−ε) = U−ε,T,T,t,t = fZ∗Mup(T,t)(−ε).
Furthermore, since Z = Y ×X H and p∗LI = LpI + LLCI and f ∗LI = 2EI + GI it follows
that p∗ZEI and p
∗
ZGI each have two components which we will denote by LpEI and LLEI ,
and LpGI and LLGI respectively. Explicitly these are Weil divisors on Z defined by
LpEI = EI ×LI LpI ,
LLEI = EI ×LI LLCI ,
LpGI = GI ×LI LpI ,
LLGI = GI ×LI LLCI ,
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and we have
p∗ZE = LpE + LLE,
p∗ZG = LpG+ LLG.
Tracing through the definitions we see that in terms of these divisors Mup(T,t)(−ε) is the
torsion free rank one divisorial sheaf on Z given by the formula
(6.11)
Mup(T,t)(−ε) = p∗ZLA ⊗OZ
(
(⌊−ε+ lp + e⌋+ ⌊−ε+ lp+ d⌋)LpE
+ (⌊T + llc + e⌋+ ⌊T + llc + d⌋)LLE
+ ⌊−ε+ lp + d⌋LpG+ ⌊T + llc + d⌋LLG
)
⊗ f ∗Zτ T,t.
The spectral data (Z,Mup(T,t)(−ε)) for (Uup(T,t)(−ε), ψ) should be treated somewhat carefully
since Z is not locally factorial in codimension two and the spectral sheaf Mup(T,t)(−ε) will
not in general be a line bundle. For the calculation of the Dolbeault complexes we will need
to analyze this in more detail.
Lemma 6.4 (a) The singular locus Sing(Z) of Z is the union of sixteen disjoint surfaces
ΞI , I ∈ Odd each of which is naturally isomorphic to C ×C = P1× P1. Each ΞI contains a
marked ruling ρI = C × p6 and the singularity type of Z is locally constant along the strata
of the stratification ∪IρI ⊂ ∪IΞI ⊂ Z.
(b) Near each ΞI the space Z is isomorphic to a family of surface singularities parametrized
by ΞI , with fibers of type A1 at points in ΞI − ρI and fibers of type A3 near points in ρI .
(c) In Z −∪IρI the divisors LpEI , LLEI are not Cartier and are transversally represented
by a ruling.
Proof. The fiber product Z = Y ×X H is smooth at points where at least one of the maps
f and p is submersive. In other words we have Sing(Z) ⊂ crit(f)×X crit(p).
The blowup description ofH in Section 4.2 implies that the discriminant of the projection
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p : H → X is the wobbly divisor in X : Discr(p) = Wob = ∪ILI . Furthermore for all I ∈ Odd
we have p∗LI = LpI +LLCI and the part of the critical locus of p mapping to the line LI is
scheme theoretically identified with the smooth surface
crit(p)I = LpI ∩ LLCI .
The blowdown map H → X × X maps crit(p)I isomorphically to LI × LI ⊂ X × X . But
recall that the line LI meets exactly five other lines, namely the lines LI+i for i = 1, . . . 5.
As explained in Section 4.2 the cross-ratios of the intersection points pI,I+i := LI ∩ LI+i
are equal to the crooss-ratios of the points pi in C and so there is a unique isomorphism
LI ∼= C under which pI,I+i is mapped to pi. Using this isomorphism we obtain a canonical
identification of crit(p)I with C × C, so that the map p : crit(p)I → LI corresponds to the
projection of C × C onto the first factor.
In Proposition 5.8 we saw that the four sheeted modular spectral cover f : Y → X arises
naturally as an iterated double cover Y → Y → X , where Y is the Kummer K3 surface for
the Jacobian of C˜. In fact
• Y → X is the double cover branched along the unique smooth bi-anticanonical curve
QC˜ in X which is tangent to each line LI at the point pI,I ∈ LI corresponding to
p6 ∈ C under the isomorphism LI ∼= C.
• The preimage of each LI in Y is the union EI ∪ GI of two smooth genus zero curves
meeting at a point and Y → Y is the double cover branced at the divisor ∑I EI .
Let RamC˜ ⊂ Y be the ramification divisor for the double cover Y → Y , and let RamC˜ ⊂ Y
be the preimage of RamC˜ . Then from the iterated double cover description we get that
crit(f) =
( ⋃
I∈Odd
EI
)
∪ RamC˜
and so scheme theoretically
crit(f)×X crit(p) = (EI ∪ RamC˜)×X crit(p)I = (EI ∪ RamC˜)×LI∪QC˜ crit(p)I .
Let ΞI denote the surface EI ×LI crit(p)I = crit(p)I ∼= LI × LI and let ρI ⊂ ΞI be the
preimage of the point pI ∈ LI . Then as a scheme crit(f)×X crit(p) is the disjoint union of
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sixteen components Ξ˜I where (Ξ˜I)red = ΞI and Ξ˜I has an embedded length two nilpotent
structure along ρI ⊂ ΞI .
This shows that the singiularity type of Z is locally constant along the strata of the
stratification induced by the inclusions ∪IρI ⊂ ∪IΞI ⊂ Z and essentially proves (a). The
part of (a) that is still missing is the statement that the singularity type actually jumps
from stratum to stratum. This is a local statement which again can be deduced from the
iterated double cover description of Y and the blowup description of H .
From these descriptions it immediately follows that locally near a curve ρI the maps f
and p are given by
H

(x, u, v, s)

Y // X (x, uv)
(x, y) // (x, 2xy2 − y4)
and so Z is locally isomorphic to the hypersurface in C5 with coordinates (x, y, u, v, s) given
by the equation uv = xy2 − y4.
In this local model the surface ΞI corresponds to the plane y = u = v = 0 while the curve
ρI corresponds to the line x = y = u = v = 0. Thus the singularity type indeed jumps from
stratum to stratum: we have a natural projection (x, y, u, v, s) 7→ (x, s) onto ΞI and we get
fibers with A1 surface singularities for x 6= 0 and fibers with A3 singularities for x = 0. This
completes the proof of (a) and (b).
Finally for the proof of (c) note that in this local model the divisors LpI and LLCI are
given by u = 0 and v = 0 in the coordinates (x, u, v, s) on H . So the Weil divisors LpEI and
LLEI will be given by the equations u = y = 0 and v = y = 0 respectively and so are not
Cartier and represented by transversal rulings. ✷
Remark 6.5 Note that MT,t, M
′
T,t, M
′′
T,t(−ε) are line bundles on Z being combinations
of pullbacks of Cartier divisors in Y or H . However the previous lemma shows that the
sheaf Mup(T,t)(−ε) is in general only defined by Weil divisors and so is a torsion free but not
necessarily locally free divisorial sheaf.
After these preliminaries we are now ready to compute the abelianization of the q-relative
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parabolic Dolbeault complex of (U•, ψ):
DOLpar(q, Uup(T,t)) =
[
W0(hor, Uup(T,t))
ψq
//W−2(hor, Uup(T,t))⊗ ωq(Lp)
]
.
We have already described Uup(T,t) as a push-forward of a spectral sheaf on Z. To undersand
W0(hor, Uup(T,t)) and W−2(hor, Uup(T,t)) we will need to undersand the maps ψ and ψq in the
language of spectral data.
By definition ψ = p∗ϕ and ψq is the composition of ψ with the projection
(6.12) Ω1H(logParH)→ Ω1H/X×C(logParH) = ωq(Lp).
But we already have a description of ϕ : F• → F• ⊗ Ω1X(logParX) in terms of spectral data.
By construction ϕ = f∗(α ⊗ −) where α ∈ H0(Y, f ∗Ω1X(logParX)) was the tautological one
form resolving the rational map Y → Higgsnilp 99K T∨X . Therefore
ψ = p∗ϕ = p∗f∗(α⊗−) = fZ∗ ((p∗Zα)⊗−) ,
where p∗Zα is viewed as a section in
p∗Zf
∗Ω1X(logParX) = f
∗
Zp
∗Ω1X(logParX) ⊂ f ∗ZΩ1H(logParH).
Pulling back the epimorphism (6.12) to Z we get an epimorphism of vector bundles
(6.13) f ∗ZΩ
1
H(logParH)→ f ∗Zωq(Lp).
Define
αq ∈ H0(Z, f ∗Zωq(Lp))
to be the image of p∗Zα ∈ H0(Z, f ∗ZΩ1H(logParH)) under the map (6.13). Tensorization with
αq gives a natural map of divisorial sheaves
αq ⊗− : Mup(T,t)(−ε)→Mup(T,t)(−ε)⊗ f ∗Zωq(Lp),
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and by the see-saw principle we get isomorphisms(
Uup(T,t)(−ε), ψ
)
=
(
fZ∗Mup(T,t)(−ε), fZ∗((p∗Zα)⊗−)
)(
Uup(T,t)(−ε), ψq
)
=
(
fZ∗Mup(T,t)(−ε), fZ∗(αq ⊗−)
)
which provide the desired spectral description of the absolute and q-relative versions of
(U•, ψ).
To understand the steps W•(hor, Uup(T,t)) we have to analyze the action of the residue of
ψ, or equivalently of ψq, on the associated graded gr
hor
0 Uup(T,t) of Uup(T,t) with respect to the
parabolic filtration along the q-horizontal divisor Lp ⊂ H . By definition grhor0 Uup(T,t) is a
rank four vector bundle on Lp and the action of gr− resLp ψq is induced from the action of
resLp ψq on Uup(T,t)|Lp. So to compute W•(hor, Uup(T,t)) we have to rewrite in terms of spectral
data the basic commutative diagram:
(6.14) Uup(T,t)
ψq
//
restriction

Uup(T,t) ⊗ ωq(Lp)
resLp

Uup(T,t)|Lp
resLp ψq
//

Uup(T,t)|Lp

grhor0 Uup(T,t) gr-resLp ψq
// grhor0 Uup(T,t)
For this it will be convenient to pull back the natural residue map resLp : ωq(Lp)→ OLp on
H to a map of sheaves on the spectral cover fZ : Z → H . By construction Lp pulls back
to the non-reduced and reducible divisor 2LpE + LpG and so we the pullback of resLp is
naturally a surjective sheaf homomorphism
f ∗Z resLp : f
∗
Zωq(Lp)→ O2LpE+LpG.
Therefore we have
resLp ψq = fZ∗ ((f
∗
Z resLp)(αq)⊗−)
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Furthermore we have
grhor0 Uup(T,t) = Uup(T,t)/Uup(T,t)(−ε)
= fZ∗Mup(T,t)/fZ∗Mup(T,t)(−ε)
= fZ∗(Mup(T,t)/Mup(T,t)(−ε)),
where as usual we write Mup(T,t) for Mup(T,t)(0).
In particular the diagram (6.14) can be rewritten as the fZ push forward of the following
diagram of sheaves on Z:
(6.15) Mup(T,t)
αq⊗−
//
restriction

Mup(T,t) ⊗ f ∗Zωq(Lp)
f∗Z resLp

Mup(T,t)|2LpE+LpG
f∗Z resLp(αq)⊗−
//

Mup(T,t)|2LpE+LpG

Mup(T,t)/Mup(T,t)(−ε)
gr-(f∗Z resLp(αq)⊗−)
//Mup(T,t)/Mup(T,t)(−ε).
Therefore W•(hor, Uup(T,t)) depends on order of vanishing of αq on LpE and LpG and
on the length of the scheme theoretic support of Mup(T,t)/Mup(T,t)(−ε) which we proceed to
analyze.
6.5.3 Abelianization of the Hecke correspondence
To understand the divisor of αq on Z we will need to understand the abelianized parabolic
Hecke correspondence
H˜
p˜
{{✇✇
✇✇
✇✇
✇ q˜
&&▲
▲▲
▲▲
▲
Y Y × C˜
which similarly to H is a compactification and a resolution of the usual abelian Hecke
correspondence acting along the fibers of the Hitchin map. In other words H˜ is a birational
lift of the graph of the Abel-Jacobi map
aj : C˜ × J→ C˜, aj(x,L ) = L ⊗OC˜(x− p˜6)
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As a first approximation of H˜ we can take the fiber product
(6.16) Y ×J (Y × C˜)
p˜

q˜
// Y × C˜
µ×1

J× C˜
aj

Y µ
// J
The geometry of this fiber product is easy to understand.
Lemma 6.6 (a) The fiber product Y ×J (Y × C˜) is a compact threefold with 96 conifold
singularities.
(b) The image of Y ×J (Y × C˜) in X ×X × C is contained in the image of H:
(6.17) (f × f × π) ◦ (p˜× q˜)
(
Y ×J (Y × C˜)
)
⊂ (p× q)(H).
In particular we have a natural rational map Y ×J (Y × C˜) 99K H.
Proof. (a) Indeed, let AJ : Y × C˜ → J denote the composition AJ = aj ◦ (µ × 1). Then
Y ×J (Y × C˜) is a blowup of Y × C˜ in the 16 disjoint one dimensional subschemes AJ−1(pI):
Y ×J (Y × C˜) = Bl ⊔
I∈Odd
AJ−1(pI)
(Y × C˜).
For a point of order two pI ∈ J the subscheme AJ−1(pI) ⊂ Y × C˜ is a reduced and reducible
curve which has the shape of a comb (see Figure 8). This curve has seven components:
(6.18) AJ−1(pI) = ΓI
⋃( 6⋃
i=1
EI+i × p˜i
)
,
where the curves EI+i × p˜i are the disjoint teeth of the comb and the spine of the comb is
the graph ΓI = Graph(C˜ → GI) of the canonical identification of C˜ with GI .
Thus Y ×J (Y × C˜) is locally isomorphic to the blow-up of C3 at the union of two
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PSfrag replacements
ΓI
0 EI+1 × p˜1
EI+2 × p˜2
EI+3 × p˜3
EI+4 × p˜4
EI+5 × p˜5
EI × p˜6
Figure 8: The curve AJ−1(pI)
coordinate axes. Explicitly the local picture is
Y × C˜

(x1, u1, p)

J× C˜

(x1, x1u1, p)

Y // J (x1 + p, x1u1)
(x2, u2) // (x2, x2u2)
and so locally the fiber product is defined by the equations∣∣∣∣∣ x2 = x1 + px2u2 = x1u1
or in C4 with coordinates (x1, x2, u1, u2) by the single equation x2u2 = x1u1.
For part (b) note that the standard fact [DP12, DP09] that the Abel-Jacobi map on Hitchin
fibers lifts the Hecke correspondence on the moduli of bundles gives the desired inclusion on
Zariski open sets. Since both the fiber product and H are irreducible this implies the global
inclusion (6.17). ✷
Because of these conifold singularities the fiber product is not locally factorial. To remedy
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this and avoid working with Weil divisors we can pass to a small resolution of Y ×J (Y × C˜).
The fiber product has two natural small resolutions that a related by flops, namely:
Bl
⊔
I,i
ÊI×p˜i
BlΓI (Y × C˜) and BlΓ̂I Bl⊔I,iEI×p˜i(Y × C˜).
For concreteness we will choose the first small resolution as our model for the abelianized
parabolic Hecke correspondence. We set
H˜ := Bl
⊔
I,i
ÊI×p˜i
BlΓI (Y × C˜),
and by a slight abuse of notation will write again p˜ and q˜ for the natural maps:
H˜
p˜
{{✇✇
✇✇
✇✇
✇ q˜
&&▲
▲▲
▲▲
▲
Y Y × C˜
We will denote by g the natural rational map
g : H˜ → H
which is the composition of the small blowdown map H˜ → Y ×J (Y × C˜) and the map
described in Lemma 6.6(b). Finally note that by construction the map p˜× g : H˜ → Y ×H
factors through the fiber product Z = Y ×XH and so we get another rational map gZ : H˜ →
Z wich is a closed immersion away from a closed subvariety in H˜ which maps to a curve in
Y × C˜.
Remark 6.7 Since we chose (E•, θ) and (F•, ϕ) to satisfy Mochizuki’s non-abelian Hodge
theorem conditions, by construction both the left hand side and the right hand side of the
Hecke conditions are complexes of parabolic Higgs sheaves that are specializations at zero of
twistor families of parabolic z-connections. Such parabolic objects are uniquely determined
by theie restrictions to any sufficiently ample hyperplane section curve inside X × C. Since
such a curve can be chosen to be disjoint from any finite collection of curves in X × C, it
suffices to to compare LHST,t and RHST,t on the complement of some finite collection of curves
in X×C. This means that in the geometric considerations above we can freely excise curves
in X × C (and their preimages in H , Y × C˜, H˜ , etc.) over which something pathological
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happens.
In the considerations of the Hecke condition that follow we will tacitly assume that the
following curves in X × C (and their preimages in H , Y × C˜, H˜ , etc.) were excised:
• all curves over which the map g : H˜ → H is not proper and over which the map
gZ : H˜ → Z is not a closed immersion;
• all curves over which the maps LpI → X × C is not finite;
• all curves over which the divisors LpI intersect with each other.
We will not indicate that these curves are excised in the notation but will trret all spaces
and maps as if these sources of pathological behavior are not present. In particular we will
treat g and gZ as proper morphisms with the unspoken understanding that sufficient chunks
of the spaces under consideration have been excised for this tobe indeed the case.
Together the maps g and gZ fit in a commutative diagram
H˜
gZ
⑧⑧
⑧⑧
⑧⑧
⑧⑧ g

❅❅
❅❅
❅❅
❅❅
Z
pZ

fZ
//H
p

Y
f
// X
and we can view H˜ as a Cartier divisor in H and a Weil divisor in Z via the maps g and gZ .
This is significant since the hypersurface H˜ ⊂ Z is naturally a component of the zero locus
of αq. More precisely we have the following
Lemma 6.8 The divisor of αq ∈ H0(Z, f ∗Zωq(Lp)) in Z is
(αq) = H˜ + LpE + LpG.
Proof. Since by definition Z is swept by preimages of Hecke curves in H it suffices to
understand the restriction of αq to the preimage of a Hecke curve. Fix a point (x, c) ∈ X×C
and let Hx,c = q
−1(x, c) be the Hecke curve corresponding to (x, c). For a generic (x, c) the
curve Hx,c is a smooth rational curve. The image Xx,c of Hx,c under p : H → X is a nodal
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P1. The preimage Yx,c = f−1(Xx,c) ⊂ Y is a curve of geometric genus 13 with four nodes
while the preimage Zx,c = f
−1
Z (Hx,c) is the smooth genus 13 curve normalizing Yx,c. Thus
we have a commutative diagram of curves
Zx,c
fZ
//
pZ

Hx,c
p

Yx,c f
// Xx,c
where the vertical maps are normalization maps.
From the blowup description of H it is immediate that LLC does not intersect Hx,c.
Furthermore by definition Xx,c is the intersection of X with the projective tangent space
TxQc ∼= P3 ⊂ P4 of the quadric Qc at the point x ∈ X ⊂ Qc ⊂ P4. In particular Xx,c
intersects each line LI transversally at a single point. Since p
∗(LI) = LpI + LLCI it follows
that Lpx,c := Lp ∩Hx,c = p∗(Xx,c ∩ L), i.e. the intersection Lpx,c of Lp with the curve Hx,c
consists of 16 distinct points.
In particular the line bundle ωq(Lp)|Hx,c = ωHx,c(Lpx,c) has degree 14 and so f
∗
Zωq(Lp))|Zx,c
has degree 56.
From the modular description of H we have a different but equally usefuld description
of Hx,z. If we view X as the moduli space N1(a, b) we can interpret the point x ∈ X as a
parabolic rank two bundle (V,F) on (C,ParC) with deg V = 1. By definition the Hecke curve
Hx,c is the projective space P(Vc) parametrizing all lines in the fiber Vc of V at c. From this
point of view the map
p : Hx,c → Xx,c ⊂ X
assigns to each line L ⊂ Vc the (down) Hecke transform (LV, LF) centered at L, i.e. assuming
c ∈ C − ParC we have
LV = ker [V → Vc/L] , and LF = F.
The section
αq |Zx,c ∈ H0
(
Zx,c, f
∗
ZωHx,c(Lpx,c)
)
is the image of p∗Zα ∈ H0(Z, f ∗ZΩ1H(logParH)) to logarithmic one forms on Hx,c. But L is
part of the branch divisor of f , the preimage of L in Y is f ∗L = 2E + G, and as we saw in
section 6.3.2 the residues of α on E and G have one dimensional kernel. Therefore αq |Zx,c
must vanish along the divisor LpEx,c + LpGx,c which has degree 48.
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Furthermore if z ∈ Zx,c is a smooth point which is not in the ramification locus of
fZ : Zx,c → Hx,c, then by definition αq(z) ∈ Ω1Zx,c,z is the restriction of α(pZ(z)) on the
tangent space of Yx,z at pZ(z). The assumption that fZ is unramified at z is equivalent to f
being unramified at pZ(z) and so we can use the differential of f to identify TYx,c,pZ(z) with
Hom(L,Q) where L ⊂ Vc is the line corresponding to fZ(z) ∈ P(Vc) = Hx,c and Q = Vc/L.
If we use the codifferential of f to identify Ω1Y,pZ(z) with Ω
1
X,p(L), and the codifferential of
fZ to identify Ω
1
Zx,c,z with Ω
1
Hx,c,L we see that the element
(6.19) αq(z) ∈ Ω1Zx,c,z ∼= Ω1Hx,c,L
is simply the image of the element
(6.20) α(pZ(z)) ∈ Ω1Y,pZ(z) ∼= Ω1X,p(L)
under the codifferential
dp∨L : Ω
1
X,p(L) → Ω1Hx,c,L
of the map p : Hx,c → X at the point L ∈ Hx,c.
Under our genericity assumption on z we can describe the point pZ(z) in modular terms
as a parabolic rank two Higgs bundle on (C,ParC), namely
pZ(z) =
(
LV, LF; zθ
)
where (LV, LF) = p(L) is the parabolic bundle defined above and
zθ : LV → LV ⊗ Ω1C(logParC)
is one of the four Higgs fields with nilpotent residues on LV whose spectral cover is precisely
C˜. Furthermore in modular terms we have the identification
(6.21) Ω1X,p(L) = H
0(C,End0(
LV )⊗ Ω1C(logParC))nilp
where H0(C,End0(
LV ) ⊗ Ω1C(logParC))nilp is the vector space of all traceless Higgs fields
LV → LV ⊗Ω1C(logParC) whose residues at the points pi ∈ ParC are nilpotent and preserve
the line Fi ⊂ LVpi = Vpi.
Now note that by definition of the modular spectral cover Y , the section α is simply the
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natural map from Y to the total space of Ω1X(logL). Thus in the identifications (6.20) and
(6.21) the element α(pZ(z)) corresponds to the element
zθ ∈ H0(C,End0(LV )⊗ Ω1C(logParC))nilp,
and so we get that under the identification (6.19) αq(z) corresponds to the element
dp∨L(
zθ) ∈ Ω1Hx,c,L.
The codifferential dp∨L can be computed explicitly. Indeed, since Hx,c = P(Vc) we have a
canonical identification
Ω1Hx,c,L = Hom(Q,L).
By definition we have a short exact sequence of vector spaces
(6.22) 0 //L //Vc //Q //0.
Since LV is the Hecke transform of V centered at L we have that the fiber LVc of
LV fits
canonically in a short exact sequence
(6.23) 0 //Q⊗OC,c(−c) //LVc //L //0.
If η ∈ H0(C,End0(LV )⊗ Ω1C(logParC))nilp is any Higgs field, then evaluating η at c gives a
linear map
η(c) : LVc → LVc ⊗ Ω1C,c
Pre composing η(c) with the inclusion map in (6.23) and post composing with the projection
map in (6.23) yields a linear map
Q⊗OC,c(−c)→ L⊗ Ω1C,c
or equivalently a linear map
η(c) : Q→ L⊗ Ω1C(c)c.
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Now standard deformation theory identifies the codifferential dp∨L with the map:
dp∨L : H
0(C,End0(
LV )⊗ Ω1C(logParC))nilp // Hom(Q,L)
η ✤ // resc ◦ η(c)
where resc : Ω
1
C(c)c → OC,c is the residue isomorphism at c.
In other words, up to the residue isomorphism, dp∨L assigns to η the off-diagonal matrix
entry η(c) of the map η(c). Finally, note that by definition H˜x,c ⊂ Zx,c is precisely the subset
of all points z ∈ Zx,c for which zθ(c) is diagonal, i.e. is a linear map preserving Q⊗OC,c(−c)
and inducing a linear endomorphism of L.
This proves that αq |Zx,c vanishes at the 8 points of the divisor H˜x,c ⊂ Zx,c. This accounts
for 56 zeroes of the section αq |Zx,c. But this is a nonzero section in a line bundle of degree
56 and so the divisor of αq |Zx,c is precisely H˜x,c + LpEx,c + LpGx,c.
Finally note that locus of zeroes of αq |Zx,c for non-generic (x, c) has codimension two in
Z and so the divisor of αq is
(αq) = H˜ + LpE + LpG.
This concludes the proof of the lemma. ✷
Using the formula for the divisor of αq and the spectral description (6.15) of the horizontal
weight filtration of (Uup(T,t), ψq) we can now derive a spectral description of the left hand side
entry LHST,tof the Hecke condition. To focus on cases of interest, note that by definition,
the right hand side entry RHST,t of the Hecke conditon is a parabolic rank 8 Higgs bundle
on X × C. Thus we only need to consider data for which the left hand side is also of rank
8. The relevant abeliazantion result then can be summarized in the forllowing proposition.
Proposition 6.9 Let (F•, ϕ) and the Hecke kernel be given by vectors e, d, lp, lq, llc ∈ R16
and r1, r2 ∈ R5 as above, and let
LHST,t =
(
q∗DOL
par(q, Uup(T,t)), q∗d(ψ)
)
be the associated left hand side of the Hecke condition. Then
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• For the complex q∗DOLpar(q, Uup(T,t)) to be a vector bundle of rank 8 it is necessary
that lp+ d ∈ Z16.
• If lp+ d ∈ Z16, then the two term complex DOLpar(q, Uup(T,t)) is quasi-isomorphic to a
single pure codimension one sheaf on H which is a direct image of a sheaf on H˜ under
the natural map g : H˜ → H.
Furthermore depending on the numerical values of lp, e, and d we have the following two
alternatives:
(i) either lp+ d ∈ Z16 and lp+ e ∈ Z16 in which case
DOLpar(q, Uup(T,t)) ∼= fZ∗
(
Mup(T,t)(H˜)|H˜
) ∼= g∗(g∗Z(Mup(T,t)(−LpE + H˜))),
(ii) or lp+ d ∈ Z16 and lp+ e ∈ R16 − Z16 in which case
DOLpar(q, Uup(T,t)) ∼= fZ∗
(
Mup(T,t)(H˜)|H˜
) ∼= g∗(g∗Z(Mup(T,t)(H˜))).
In other words DOLpar(q, Uup(T,t)) is quasi-isomorphic to a sheaf supported on g(H˜) ⊂ H
which in case (i) is given by the spectral datum (H˜,Mup(T,t)(−LpE+ H˜)|H˜) and in case (ii)
is given by the spectral datum (H˜,Mup(T,t)(H˜)|H˜).
Proof. Write W•(hor,Mup(T,t)) ⊂ Mup(T,t) for the divisorial subsheaves defined as the
pullbacks of the steps of the monodromy weight filtration on the sheaf Mup(T,t)/Mup(T,t)(−ε)
associated to the nilpotent endomorphism gr-(f ∗Z resLp(αq)⊗−).
By construction (see section 6.5.2) the pair (Z,W•(hor,Mup(T,t))) is the spectral datum for
the sheaves W•(hor, Uup(T,t)), that is W•(hor, Uup(T,t)) = fZ∗W•(hor,Mup(T,t)). In particular
we have
DOLpar(hor, Uup(T,t)) = fZ∗
[
W0(hor,Mup(T,t))
αq⊗−
//W−2(hor,Mup(T,t))⊗ f ∗Zωq(Lp)
]
.
In other words the complex
(6.24) W0(hor,Mup(T,t))
αq⊗−
//W−2(hor,Mup(T,t))⊗ f ∗Zωq(Lp)
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of divisorial sheaves on Z is the spectral datum for the complex DOLpar(hor, Uup(T,t)). It is
obtained from the complex
(6.25) Mup(T,t)
αq⊗−
//Mup(T,t) ⊗ f ∗Zωq(Lp)
by restricting the map in (6.25) to the torsion free subsheafW0(hor,Mup(T,t)) ⊂ Mup(T,t)
and observing that the image of the restricted map lands in the torsion free subsheaf
W−2(hor,Mup(T,t)) ⊗ f ∗Zωq(Lp) ⊂ Mup(T,t) ⊗ f ∗Zωq(Lp). Since the map in (6.25) is given
by tensoring with the non-zero section αq in the line bundle f
∗
Zωq(Lp) it follows that the
map in (6.25) is injective and therefore the map in (6.24) is injective.
This implies that the length two complex (6.24) has no cohomology in degree zero and so
is quasi isomorphic to its degree one cohomology sheaf H 1T,t. From the formula (6.11) we see
that the support of the quotient Mup(T,t)/Mup(T,t)(−ε) is contained in the divisor LpE+LpG
and the precise shape of this quotient depends on whether lpI + dI and lpI + eI are integers.
Specifically we see that the sheaf Mup(T,t)/Mup(T,t)(−ε) has rank
• 0 or 1 on LpGI = the number of integers in the set {lpI + dI};
• 0, 1, or 2 on LpEI = the number of integers in the set {lpI + dI , lpI + eI}.
Furthermore from the definition of αq (or equivalently ψq) we know that the action of
gr−(f ∗Z resLpI (αq)⊗−) on the restriction of Mup(T,t)/Mup(T,t)(−ε) on either LpGI of 2LpEI
is given by a single Jordan block of maximal size.
Thus we get the following possibilities for the terms and the degree one cohomology sheaf
of the complex (6.24):
W0Mup(T,t) W−2Mup(T,t) H
1
T,t
lpI + dI ∈ Z
lpI + eI ∈ Z
Mup(T,t)(−LpEI) Mup(T,t)(−2LpEI − LpGI) Mup(T,t)(−LpEI + LpEI + LpGI + H˜)|LpE
I
+LpG
I
+H˜
lpI + dI ∈ Z
lpI + eI /∈ Z
Mup(T,t) Mup(T,t)(−LpEI − LpGI) Mup(T,t)(LpEI + LpGI + H˜)|LpE
I
+LpG
I
+H˜
lpI + dI /∈ Z
lpI + eI ∈ Z
Mup(T,t) Mup(T,t)(−LpEI) Mup(T,t)(LpEI + LpG+ H˜)|LpE
I
+LpG+H˜
lpI + dI /∈ Z
lpI + eI /∈ Z
Mup(T,t) Mup(T,t) Mup(T,t)(LpE + LpG+ H˜)|LpE+LpG+H˜
Here we use the notation LpE
I
and LpG
I
for the the divisors
∑
J 6=I LpEJ and
∑
J 6=I LpGJ
respectively.
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Now note that if we view the threefolds LpEI , LpGI , and H˜ with their natural maps to
X × C, then by definition we have that q ◦ fZ : LpEI is birational, q ◦ fZ : LpGI → X × C
is generically of degree two, and q ◦ fZ : H˜ → X × C is genericall of degree eight. Since H˜
is always a component of the support of H 1T,t we see that the only way the pushforward of
H 1T,t to X ×C can have rank eight is if we are in one of the first two rows of the above table
and in fact if we are in the first two rows for all values of I ∈ Odd. This gives us the cases
(i) and (ii) - case (i) corresponding to row one and case (ii) corresponding to row two. ✷
6.5.4 Abelianization of the Hecke conditions
In summary we have reduced the parabolic Hecke eigensheaf condition (6.7) to the following
statement:
For any choice of a, b ∈ R5 with∑5i=1(ai+bi) = 3, there exists a natural δ = (lp, lq, llc, r1, r2)
and natural vectors e, d ∈ R16 so that:
• The vectors lp and d satisfy lp+ d ∈ Z16.
• For any smooth spectral curve C˜ → C branched over ParC and any line bundle
A ∈ Pic0(C˜), the parabolic rank two Higgs bundle (E•, θ) on (C,ParC) and the
parabolic rank four Higss bundle (F•, ϕ) on (X,ParX) defined in sections 6.3.1 and
6.3.2 respectively satisfy one of the following alternative conditions
Alternative (i): lp + e ∈ Z16 and for all levels (T, t) we have
q∗g∗g
∗
Z(Mup(T,t)(−LpE + H˜)) = p∗XFT ⊗ p∗CEt,
or equivalently, in terms of spectral data,
g∗Z(Mup(T,t)(−LpE + H˜)) = q˜∗(p∗YMT,T ⊗ p∗C˜At,t).
Alternative (ii): lp+ e ∈ R16 − Z16 and for all levels (T, t) we have
q∗g∗g
∗
Z(Mup(T,t)(H˜)) = p
∗
XFT ⊗ p∗CEt.
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or equivalently, in terms of spectral data,
g∗Z(Mup(T,t)(H˜)) = q˜
∗(p∗YMT,T ⊗ p∗C˜At,t).
Note that:
• In this formulation we deliberately ommited the Higgs fields on the two sides of the
Hecke condition. The reason is that from the spectral description we have already
argued that the Higgs fields will match generically, i.e. away form the exceptional loci
of the birational map H˜ → J× C˜ . Thus if we know that the underlying bundles match
everywhere, then the Higgs fields will have to match automatically.
• As explained in Remark 6.7 it suffices to check that one of Alternative (i) and
Alternative (ii) holds away from finitely many curves in X ×C and their preimages
in Y × C˜, H , and H˜. Since H˜ and Y × C˜ are isomorphic away from finitely many
curves in Y × C˜ this means that it is sufficient to verify the spectral version of the two
alternatives away from a codimension two locus in Y × C˜.
• Since the Fourier-Mukai bundle LA on the Jacobian satisfies the eigensheaf property
aj∗LA = LA⊠A, it follows that the dependence on A decouples from the conditions in
Alternative (i) and Alternative (ii). In other words, conditions Alternative (i)
and Alternative (ii) for At,t, MT,T , Et, FT , and Mup(T,t) correspondoing to a degree
zero line bundle A on C˜ are equivalent to the same conditions for the At,t, MT,T , Et,
FT , and Mup(T,t) corresponding to the trivial line bundle OC˜ .
In paticular this means that the Hecke condition is equivalent to one of the two alterna-
tive conditions above and that these conditions are in turn equivalent to linear equivalence
equations between divisors on the threefold Y × C˜ that we proceed to describe.
6.6 Linear equivalence conditions
To write down the equation in Pic(Y × C˜) equivalent to the above two alternatives we
will need notation for the natural divisors on the smooth threefolds Y × C˜ and H˜. Note that
the natural divisors on H˜ fall into two classes: the exceptional divisors for the blowup map
q˜ : H˜ → Y × C˜, and the pullbacks of the natural divisors on Y × C˜:
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• For every I ∈ Even and every i = 1, 2, . . . , 6 we will write NI and MI.i for the excep-
tional divisors corresponding to the curves ΓI and EI × p˜i respectively.
• For every I ∈ Even we will write q˜∗(EI × C˜), q˜∗(GI × C˜) for the q˜-pullbacks of the
divisors EI × C˜ and GI × C˜, and will write ÊCI and ĜCI for the q˜-strict transforms of
EI × C˜ and GI × C˜.
• For every I ∈ Even we will write AJ∗(ΘI) for the pullback via AJ = aj ◦ (µ × 1) :
Y × C˜ → J of the theta divisor ΘI introduced in Section 5.3, and will write SI for the
q˜-strict transform of the µ× 1-strict transform of the divisor aj∗(ΘI).
• For every i = 1, . . . , 5 we will write q˜∗(Y × p˜i) for the q˜-pullback of the divisor Y × p˜i
and Ŷpi for the q˜-strict transform of Y × p˜i.
From the definition of these divisors, the description of the basic divisors on H , and the
key diagram
H˜
gZ
⑧⑧
⑧⑧
⑧⑧
⑧⑧ g

❅❅
❅❅
❅❅
❅❅
Z
pZ

fZ
//H
p

Y
f
// X
we can compute the pullbacks of the standard divisors on H and Y × C˜ in terms of the
natural divisors on H˜. A straightforward calculation, which we leave to the reader, gives:
(6.26)
p˜∗EI = NI +
∑6
i=1MI,i, for I ∈ Even,
p˜∗GI = SI + ÊCI , for I ∈ Even,
q˜∗(EI × C˜) = ÊCI +
∑6
i=1MI,i, for I ∈ Even,
q˜∗(GI × C˜) = ĜCI +NI , for I ∈ Even,
q˜∗(Y × p˜i) = Ŷpi +
∑
I∈EvenMI,i, for i = 1, . . . , 5.
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and
(6.27)
g∗LpI = SI +NI + 2
∑5
i=1MI+i,i, for I ∈ Even,
g∗LqI = ÊCI + ĜCI + 2
∑5
i=1MI,i, for I ∈ Even,
g∗LLCI = ÊCI +NI + 2MI,6, for I ∈ Even,
g∗R1,i = Ŷpi + 2
∑
I∈Even δI,iMI,i, for i = 1, . . . , 5,
g∗R2,i = Ŷpi + 2
∑
I∈Even(1− δI,i)MI,i, for i = 1, . . . , 5.
Here we use the notation δI,i for the incidence function
δI,i =
1 if i ∈ I,0 if i /∈ I,
where i ∈ {1, 2, 3, 4, 5} and I ⊂ {1, 2, 3, 4, 5} is a subset of even cardinality.
Computing the gZ-pullbacks of the standard divisors on Z is slightly more subtle. The key
observation is that because we are pulling back Weil divisors which in general are not Cartier,
the natural pullbacks are well defined by intersections and so make sense as elements in the
rational Chow group of codimension one cycles or equivalently as elements in Pic(H˜)⊗Q.
Example 6.10 As a model example consider a two dimensional quadratic cone
Cone : z2 = xy,
in a three dimensional complex projective space with homogeneous coordinates (x : y : z : w).
Let Rul,Rul′ ⊂ Cone be two (possibly coincident) rulings, i.e. Rul and Rul′ are straingt lines in
P3, contained in the cone, and passing through the vertex. The rulings Rul and Rul′ are Weil
divisors on Cone with the property that 2Rul, 2Rul′, and Rul+Rul′ are all Cartier and belong to
the linear system OP3(1)|Cone. Since OP3(1)|Rul is the hyperplane line bundle on the projective
line Rul, it follows that the intersections of 2Rul and 2Rul′ with Rul are linearly equivalent
146
and are both represented by a class of a point. In particular both the self intersection Rul·Rul
and the intersection Rul′ · Rul belong to the rational Chow group of codimension one cycles
on Rul and are both represente by the class (1/2)pt. In summary, if ι : Rul →֒ Cone is the
inclusion, we get that the ι-pullbacks of the Weil divisors Rul,Rul′ ⊂ Cone are the rational
Cartier divisors
ι∗Rul =
1
2
pt ∈ Pic(Rul)⊗Q,
ι∗Rul′ =
1
2
pt ∈ Pic(Rul)⊗Q.
Going back to our situation in which we want to compute the gZ : H˜ → Z pullback of the
various Weil divisors on Z is a relative version of this model example. Indeed by Lemma 6.4
we know that away from finitely curves the fourfold Z has sixteen disjoint surfaces ΞI of
transversal A1-surface singularities, and that LpEI and LLEI are all Weil divisors on Z
which are Cartier away from ΞI , each of them passes through ΞI , and transversally to ΞI is
represented by a ruling. Also the divisor H˜ ⊂ Z is a Weil divisor in Z which modulo Cartier
divisors is transversally represented by a ruling. This can be seen locally from the definition
of Z and H˜ or by noting that by Lemma 6.8 the sum LpE + H˜ is Cartier.
Taking this into account and tracing the relations among the g and gZ pullbacks in the
basic diagram we get:
(6.28)
g∗ZLpEI =
1
2
NI +
∑5
i=1MI+i,i, for I ∈ Even,
g∗ZLLEI =
1
2
NI +MI,6, for I ∈ Even,
g∗ZLpGI = SI , for I ∈ Even,
g∗ZLLGI = ÊCI , for I ∈ Even.
Note also that in the basic diagram we have g = fZ ◦ gZ and so g∗ = g∗Z ◦ f ∗Z . Combined
with (6.27) this gives formulas for g∗Z(f
∗
ZLqI), g
∗
Z(f
∗
ZR1,i), and g
∗
Z(f
∗
ZR2,i).
Next observe that by definition the pullbacks g∗ZMup(T,t) and g
∗
ZLpE, as well as q˜
∗(p∗YMT,T )
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and q˜∗(p∗
C˜
At,t) can all be written uniquely as a sum: combination of q˜
∗(divisors on Y × C˜)
plus a combination of q˜-exceptionals. Furthermore, in this expression we can take the first
summand to be integral combinations of the q˜-pullbacks of {EI × C˜}I∈Even, {GI × C˜}I∈Even,
{AJ∗ΘI}I∈Even, and {Y × p˜i}5i=1.
In particular, to get the desired rewrite of the Alternative (i) and Alternative (ii) as
linear equivalence conditions we only need to express g∗ZOZ(H˜) as a linear combination of the
divisors {EI × C˜}I∈Even, {GI × C˜}I∈Even, {AJ∗ΘI}I∈Even, and {Y × p˜i}5i=1 plus q˜-exceptionals.
The formula for g∗ZOZ(H˜) is complicated and will not be symmetric in I and i if we insist
on combinations with integral coefficients. However if use the natural linear equivalence
relations among the divisors EI and GI on Y , and among the points p˜i viewed as divisors
on C˜, we can write a symmetric formula for this pullback.
Lemma 6.11 As an element in Pic(H˜) ⊗ Q the Q-Cartier divisor g∗ZH˜ is given by the
following combination:
(6.29)
g∗ZH˜ = −
1
8
∑
I∈Even
SI +
5
8
∑
I∈Even
ÊCI +
1
8
∑
I∈Even
ĜCI +
3
5
5∑
i=1
Ŷpi
+
3
8
∑
I∈Even
NI +
3
5
∑
I∈Even
i=1,...5
MI,i +MI,6.
Proof. By Lemma 6.8 we have OZ(LpE + LpG + H˜) = f ∗Z (ωq(Lp)). Since f ∗ZLp =
2LpE + LpG this implies that g∗ZOZ(H˜) = g∗ωq(g∗ZLpE). Since we already have a formula
(6.28) for the divisors g∗ZLpEI , we only need to express the line bundle g
∗ωq ∈ Pic(H˜) as a
combination of the standard divisors on H˜ .
By definition we have ωq = ωH ⊗ q∗ω−1X×C . But all points are linearly equivalent on C,
and the sum of all lines in X is linearly equivalent to four times the anti-canonical class of
X . Therefore we can express ω−1X×C as a symmetric linear combination of the components of
ParX , i.e.
ω−1X×C = p
∗
Xω
−1
X ⊗ p∗Cω−1C = OX×C
(
1
4
∑
I∈Even
LI × C + 2
5
5∑
i=1
X × pi
)
.
But as we saw in section 6.1 we have q∗(LI × C) = LqI + LLCI , and q∗(X × pi) = RRpi =
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R1,i +R2,i. Setting RR :=
∑5
i=1RRpi we get
q∗ω−1X×C = OH
(
1
4
Lq +
1
4
LLC +
2
5
RR
)
.
To compute ωH we will use the definition of H as an iterated blow-up:
H = Bl
⊔L̂I×LI
Bl∆(X ×X).
Write ̟ : H → X ×X for the total blow-up map, and denote by ∆̂ the strict transform in
H of the exceptional divisor of the first blow-up map Bl∆(X×). Then
ωH = (̟
∗ωX×X) (∆̂ + LLC).
But
ωX×X = OH
(
−1
4
∑
I
LI ×X − 1
4
∑
I
X × LI
)
,
and since ̟∗(LI ×X) = LpI + LLCI and ̟∗(X × LI) = LqI + LLCI we get
ωH = OH
(
−1
4
Lp− 1
4
Lq +
1
2
LLC + ∆̂
)
,
and so for the q-relative dualizing sheaf we get
ωq = OH
(
−1
4
Lp+
3
4
LLC +
2
5
RR + ∆̂
)
.
Since Pic(H) is spanned by the divisor components of ParH we can also express ∆̂ as a
combination of these divisor components up to linear equivalence.
To figure out this expression it suffices to intersect ∆̂ and the 58 divisor components of
ParH with a collection of curves in H that span H2(H,Z). We will use the follwing curves:
• LI × pt, where pt ∈ X − ∪ILI .
• pt× LI , where pt ∈ X − ∪ILI .
• ∆̂pt: the fiber of ∆̂→ ∆ over a point pt ∈ X − ∪ILI .
• ΣI : the fiber of LLCI → LI × LI over a general point in LI × LI .
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The intersections of these curves with the standard divisors are easily extracted from the
definitions and can be organized in the following table:
∆̂ LpJ LqJ LLCJ R1,i R2,i
LI × pt 0 II,J 0 0 1− δI,i δI,i
pt× LI 0 0 II,J 0 1− δI,i δI,i
∆̂pt −1 0 0 0 1 1
ΣI 0 1I,J 1I,J −1I,J δI,i 1− δI,i
where as above δI,i denotes the incidence function between a label and subset of even cardi-
nality, and 1 denotes the identity 16× 16 matrix, while I denotes the intersection matrix of
the configuration of 16 lines in X .
From these intersection patterns it immediately follows that in Pic(H) we have
∆̂ =
1
8
Lp+
1
8
Lq − 1
4
LLC − 1
10
RR.
Substituting in the above formula for ωq we get
ωq = OH
(
−1
8
Lp+
1
8
Lq +
1
2
LLC +
3
10
RR
)
,
which together with the formulas (6.27) and (6.28) gives the claimed expression for g∗ZH˜ and
proves the lemma. ✷
With this formula at our disposal we are now ready to write the linear equivalence versions
of the two alternatives representing the Hecke condition.
Proposition 6.12 For any choice of a, b ∈ R5 with ∑5i=1(ai + bi) = 3, there exists natural
vectors lp, lq, llc, e, d ∈ R16, and r1, r2 ∈ R5 so that:
• For any smooth spectral curve C˜ → C branched over ParC and any line bundle A ∈
Pic0(C˜), the parabolic rank two Higgs bundle (E•, θ) on (C,ParC) and the parabolic rank
four Higss bundle (F•, ϕ) on (X,ParX) defined in sections 6.3.1 and 6.3.2 respectively satisfy
the parabolic Hecke eigensheaf condition if and only if the vectors lp, lq, llc, e, d, r1 and r2
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are such that for all levels (T, t) the divisor
(6.30)
∑
I∈Even
(
⌊lpI + dI⌋ − 1
8
)
AJ∗ΘI
+
∑
I∈Even
(
⌊TI + llcI + dI⌋+ ⌊TI + lqI⌋ + 5
8
− ⌊TI + eI⌋ − ⌊TI + dI⌋
)
EI × C˜
+
∑
I∈Even
(
⌊TI + lqI⌋ + 1
8
− ⌊TI + dI⌋
)
GI × C˜
+
5∑
i=1
(
⌊ti + r1,i⌋+ ⌊ti + r2,i⌋ + 3
5
− ⌊ti + ai⌋ − ⌊ti + bi⌋
)
Y × p˜i
is linearly equivalent to zero on Y × C˜, and
• one of the following mutually exclusive numerical alternatives holds
Numerical alternative (i): lp + d, lp+ e ∈ Z16;
Numerical alternative (ii): lp+ d ∈ Z16, lp + e ∈ R16 − Z16.
Proof. In section 6.5.4 we wrote the abelianized (spectral cover) version of the conditions
in Alternative (i) and Alternative (ii) as equations in Pic(H˜) ⊗ Q. As explained in
section 6.5.4 it is enough to check these conditions for A = OC˜ and away from closed
subvarieties in H˜ that map to codimension two loci in Y × C˜. In particular, since the
exceptional divisors MI,i and NI for the birational morphism q˜ : H˜ → Y × C˜ contract to
curves we can check the respective equations modulo the span of those divisors.
Note however that the equation in Alternative (ii) is obtained by adding a copy of the
divisor g∗ZLpE to the left hand side of the equation in Alternative (i). Since by (6.28)
g∗ZLpE is a combination of MI,i’s and NI ’s we see that the divisor equations in the two
alternatives are the same modulo the span the q˜-exceptional divisors. Thus, the two divisor
equations become the same condition, and only the integrality/non-integrality conditions on
lp+ d and lp + e remain the same and separate the two alternatives.
Finally note that modulo the q˜-exceptional divisors the q˜-pullback of any divisor on Y ×C˜
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is equal to its q˜ strict transform. Therefore working modulo the MI,i’s and NI ’s we get:
g∗Z(Mup(T,t)(−LpE + H˜)) =
= g∗Z(Mup(T,t)(H˜))
= (g∗ZMup(T,t))⊗OH˜(g∗ZH˜))
= (g∗ZMup(T,t))⊗OH˜
(
−1
8
∑
I∈Even
SI +
5
8
∑
I∈Even
ÊCI +
1
8
∑
I∈Even
ĜCI +
3
5
5∑
i=1
Ŷpi
)
= (g∗ZMup(T,t))⊗
q˜∗OY×C˜
(
−1
8
∑
I∈Even
AJ∗ΘI +
5
8
∑
I∈Even
EI × C˜ + 1
8
∑
I∈Even
GI × C˜ + 3
5
5∑
i=1
Y × p˜i
)
.
Also, specializing the formula (6.11) to ε = 0 and A = OC˜ and taking into account the
pullback formulas (6.28) we get that modulo MI,i’s and NI ’s we have
g∗ZMup(T,t) = OH˜ (⌊T + llc+ d⌋g∗ZLpG+ ⌊lp + d⌋g∗ZLLG
+⌊T + llc+ d⌋g∗Lq + ⌊t+ r1⌋g∗R1 + ⌊t + r2⌋g∗R2)
= OH˜
(
⌊lp+ d⌋S + ⌊T + llc + d⌋ÊC
+⌊T + lq⌋(ÊC+ ĜC) + (⌊t+ r1⌋+ ⌊t+ r2⌋)Ŷp
)
= q˜∗OY×C˜
(
⌊lp+ d⌋AJ∗Θ+ (⌊T + lq⌋ + ⌊T + llc + d⌋)E × C˜
+⌊T + lq⌋G× C˜ + (⌊t+ r1⌋+ ⌊t+ r2⌋)Y × P˜
)
.
Similarly specializing the formulas (6.2) and (6.4) to A = OC˜ and taking into account the
pullback formulas (6.26) and we compute that modulo MI,i’s and NI ’s we have
q˜∗
(
p∗YMT,T ⊗ p∗C˜At,t
)
= q˜∗OY×C˜
(
(⌊T + e⌋ + ⌊T + d⌋)E × C˜ + ⌊T + d⌋G× C˜
+ (⌊t + a⌋+ ⌊t+ b⌋)Y × P˜
)
.
Now setting the expressions for g∗ZMup(T,t)(H˜) and q˜
∗
(
p∗YMT,T ⊗ p∗C˜At,t
)
to be equal to
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each other and taking into account that q˜∗ gives an isomorphism between Pic(Y × C˜)
and Pic(H˜)/〈MI,i, NI〉 we arrive at the condition (6.30). This concludes the proof of the
proposition. ✷
7 Solving the constraints
After all this preliminary work we are now ready to solve all constraints on e, d, and
δ = (lp, lq, llc, r1, r2) so that both Mochizuki’s non-abelian Hodge theory condition and the
Hecke eigensheaf condition are satisfied.
7.1 Chern characters
In this section we calculate the Chern characters of MT,T and FT . Recall our notation:
d, e, T are 16-dimensional, real-valued column vectors, as is σ which is the vector with all
entries equal to 1. To record the calculations more easily we will also introduce the shortcut
notation
e := ⌊T + e⌋, d := ⌊T + d⌋,
The vectors e,d, d, e, T, σ can all be paired with row vectors L,E,G whose entries are coho-
mology (or rational equivalence) classes on X, Y, Y respectively.
On Y we have the line bundle
MT,T := OY (Ee+ (E +G)d),
and we let FT be its direct image on X :
FT := f∗MT,T ,
where f : Y → X is our degree 4 map. We want to calculate the Chern classes of FT . A
straighforward calculation on the del Pezzo surface X and the blown-up abelian surface Y
gives the following formulas for the Todd classes:
Td(Y ) = 1Y − 1
2
Eσ,
Td(X)−1 = 1X − 1
8
Lσ,
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and the intersection pairings on Y , as given in formula (5.1):
EtE = −1, GtE = 21+ I, GtG = −41,
expressed in terms of the 16× 16 identity matrix 1 and the intersection matrix
I := LtL
of the 16 lines on the del Pezzo X .
Remark 7.1 In the formulas for the Todd classes and in all Chern class calculations below
we use the convention in which a cohomology class on an algebraic surface S is written as
a sum of three pieces which are classes in H0(S,Q), H2(S,Q), and H4(S,Q) respectively.
The first piece in H0(S,Q) will always be written as an integer multiple of the Poincare dual
1S ∈ H0(S,Q) of the fundamental class. The second piece inH2(S,Q) will be a rational linear
combination of divisors, and the third piece in H4(S,Q) will be a rational multiple of the
class pt ∈ H4 of a point. So for instance in the formula for Td(Y ) above, the first piece is just
the fundamental class 1Y , the second piece is the rational divisor −(1/2)Eσ = −(1/2)
∑
I EI ,
and the third piece which is supressed from the notation is the zero multiple of pt.
Upstairs we find:
ch(MT,T ) = e
Ee+(E+G)d
= 1Y + (Ee+ (E +G)d)
+
1
2
(−ete− 2etd+ 2et(21+ I)d+ dt(−1− 41+ 41+ 2I)d) pt
= 1Y + (Ee+ (E +G)d) +
1
2
(−(e− d)2 + 2(e+ d)tId) pt.
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Therefore downstairs:
ch(FT ) = Td(X)
−1f∗ [ch(MT,T ) Td(Y )]
=
(
1X − 1
8
Lσ
)
f∗
[(
1Y − 1
2
Eσ
)(
1Y + Ee+ (E +G)d
+
1
2
(
− (e− d)2 + 2(e+ d)tId
)
pt
)]
=
(
1X − 1
8
Lσ
)
f∗
[
1Y + Ee+ (E +G)d+
1
2
(
− (e− d)2 + 2(e+ d)tId
)
pt
− 1
2
Eσ(1Y + Ee+ (E +G)d)
]
=
(
1X − 1
8
Lσ
)
f∗
[
1Y + E(e+ d− σ
2
) +Gd
+
1
2
(
− (e− d)2 + 2(e+ d)tId+ σt(1(e− d)− Id)
)
pt
]
=
(
1X − 1
8
Lσ
)[
4 · 1X + L
(
e+ 3d− σ
2
)
+
1
2
(
(e− d)tσ − (e− d)2 + (2e+ 2d− σ)tId
)
pt
]
= 4 · 1X + L
(
e+ 3d− σ
)
+
1
2
(
− 8dtσ − (e− d)2 + 2(e+ d)tId+ 8
)
pt,
where in the last step we used the facts that σ is an eigenvector of I with eigenvalue 4 and
that σ2 = 16.
In summary we have
(7.1)
ch(MT,T ) = 1Y + (Ee+ (E +G)d) +
1
2
(−(e− d)2 + 2(e+ d)tId) pt,
ch(FT ) = 4 · 1X + L
(
e+ 3d− σ
)
+
1
2
(
− 8dtσ − (e− d)2 + 2(e+ d)tId+ 8
)
pt.
Next we will plug this into the Iyer-Simpson formula (2.1) from [IS08] to compute the
parabolic Chern character of F•.
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7.2 Parabolic Chern characters
By (2.1), the parabolic Chern character of F• is the ratio of two 16-dimensional integrals:[∏
I
∫ 1−dI
−dI
dTI
]
(ch(FT ) exp(−LT ))[∏
I
∫ 1
0
dTI
]
exp(−LT )
.
We recall that in this formula, the denominator involves integration from 0 to 1, while
the numerator is periodic and can be integrated over any unit length interval. We choose
[−dI , 1 − dI ] since this is the interval on which d = ⌊T + d⌋ ≡ 0, which will be quite
convenient in the next step.
In oder to be able to apply the non abelian Hodge correspondence, we need to set this
parabolic Chern character equal to 4 · 1X . We are led to the condition:
(7.2)
[∏
I
∫ 1−dI
−dI
dTI
]
(ch(FT ) exp(−LT )) = 4
[∏
I
∫ 1
0
dTI
]
exp(−LT ).
Since
exp(−LT ) = 1X − LT + 1
2
T tITpt,
we find that the RHS of (7.2) is:
RHS = 4
(
1X − 1
2
Lσ +
22
3
pt
)
= 4 · 1X − 2Lσ + 88
3
pt.
Indeed, the definite integral over [0, 1] of TI with respect to dTI is
1
2
, and integration with
respect to the remaining 15 variables does not change this value. Integration of the various
terms in T tIT is carried out similarly: the i-th row contains one diagonal term −T 2I , which
integrates to −1
3
, and 5 non-zero off-diagonal entries TITJ (occuring whenever II,J = 1)
which integrate to 1
4
. It follows that the total integral of T tIT is then −1
3
·16+ 1
4
·16 ·5 = 44
3
,
completing the verification of the RHS formula.
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On the left hand side we have:
ch(FT ) exp(−LT ) =
=
(
4 · 1X + L(e+ 3d− σ) + 1
2
(
− 8dtσ − (e− d)2 + 2(e+ d)tId+ 8
)
pt
)
·
(
1X − LT + 1
2
T tITpt
)
= 4 · 1X + L(e+ 3d− σ) + 1
2
(
− 8dtσ − (e− d)2 + 2(e+ d)tId+ 8
)
pt
− 4LT − (e+ 3d− σ)tITpt+ 2T tITpt
= 4 · 1X + L(e+ 3d− σ − 4T )
+
[1
2
(
− 8btσ − (e− d)2 + 2(e+ d)tId+ 8
)
− (e+ 3d− σ − 2T )tIT
]
pt,
which simplifies when we substitute d = 0 to:
(ch(FT ) exp(−LT ))|d=0 = 4 · 1X + L(e− σ − 4T ) +
[
4− e
2
2
− (e− σ − 2T )tIT
]
pt.
In order to carry out the integral on the LHS, we use the additional observation that the
integral
∫ 1−dI
−dI
dTIeJ =
∫ 1−dI
−dI
dTI⌊TJ + eJ⌋ equals ⌊TJ + eJ⌋ if I 6= J , while it equals eJ − dJ
when I = J . The multiple integral is therefore[∏
I
∫ 1−dI
−dI
dTI
]
aJ =
[∏
I
∫ 1−dI
−dI
dTI
]
⌊TJ + eJ⌋ = eJ − dJ .
Let C(d) ⊂ R16 denote the cube C(d) =∏I [−dI , 1− dI ]. To simplify notation we will write∫
C(d)
for the integral
∏
I
∫ 1−dI
−dI
dTI . With this notation the result of the previous calculation
can be written more succinctly as: ∫
C(d)
e = e− d.
Similarly ∫
C(d)
T =
σ
2
− d.
These formulas allow us to integrate the degree 0 and degree 2 pieces of ch(FT ) exp(−LT )
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over the cube C(d). Taking into account the fact that d = 0 over the cube C(d) we get∫
C(d)
[ch(FT ) exp(−LT )]0 =
(∫
C(d)
4
)
1X = 4 · 1X ,
and ∫
C(d)
[ch(FT ) exp(−LT )]2 =
∫
C(d)
L(e− σ − 4T ) = L
∫
C(d)
(e− σ − 4T )
= L (e− d− σ − 2σ + 4d)
= L(e + 3d− 3σ).
In particular the degree zero pieces of the LHS and the RHS are equal, and equating the
degree two pieces gives L(e+3d−3σ) = −2Lσ or equivalently L(e+3d−σ) = 0 in H2(X,R).
In other words parch0(F•) = 4 and parch1(F•) = 0 if and only if the vectors e and d
satisfy the equation L(e+ 3d− σ) = 0 in H2(X,R). The latter is a relation among the lines
on X and so equivalent to requiring that vectors e, d ∈ R16 satisfy the matrix equation
(7.3) I(e+ 3d− σ) = 0
To compute the degree four piece of the LHS we need to compute additional integrals whose
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verification is somewhat tedious but straightforward. The first is:∫
C(d)
T tIT = −
∑
I
(
d2I − dI +
1
3
)
+
∑
I,J
IIJ=1
(
dI − 1
2
)(
dJ − 1
2
)
= −
∑
I
(
d2I − dI +
1
3
)
+
∑
I
(
dI − 1
2
)2
−
∑
I
(
dI − 1
2
)2
+
∑
I,J
IIJ=1
(
dI − 1
2
)(
dJ − 1
2
)
=
∑
I
(
−d2I + dI −
1
3
+ d2I − dI +
1
4
)
+
(
d− σ
2
)t
I
(
d− σ
2
)
= 16 ·
(
− 1
12
)
+
(
d− σ
2
)t
I
(
d− σ
2
)
= −4
3
+ dtId− σtId+ 1
4
σtIσ
= −4
3
+ dtId− 4σtd+ 16
=
44
3
+ dtId− 4σtd.
Thus
(7.4)
∫
C(d)
(
2T tIT
)
=
88
3
− 8σtd+ 2dtId.
Note that when the dI vanish, this reduces to the same value 88/3 which we found on the
RHS. Similarly we verify:
(7.5)
∫
C(d)
(
−1
2
e
2
)
=
1
2
⌊e− d⌋2 − 1
2
⌊e− d⌋t(2e− 2d− σ)− 1
2
(e− d)tσ.
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Finally we compute the term∫
C(d)
(−(e− σ)tIT )
=
∑
I
∫ 1−dI
−dI
dTI((eI − 1)TI)−
∑
I,J
IIJ=1
(∫ 1−dI
−dI
dTI(eI − 1)
)(∫ 1−dJ
−dJ
dTJTJ
)
=
∑
I
∫ 1−dI
−dI
dTI((eI − 1)TI)−
∑
I,J
IIJ=1
(eI − dI − 1)
(
1
2
− dJ
)
.
The second summand simplifies:
∑
I,J
IIJ=1
(eI − dI − 1)
(
1
2
− dJ
)
=
∑
I,J
IIJ=1
(
1
2
eI − 1
2
dI − 1
2
− eIdJ + dIdJ + dJ
)
=
5
2
∑
I
eI +
5
2
∑
I
dI − 40−
∑
I,J
IIJ=1
(eI − dI)dJ
=
5
2
∑
I
eI +
5
2
∑
I
dI − 40−
∑
I,J
IIJ=1
(eI − dI)dJ
+
∑
I
(eI − dI)dI −
∑
I
(eI − dI)dI
=
5
2
etσ +
5
2
dtσ − 40− (e− d)tId− etd+ d2
= −etId+ dtId− etd+ d2 + 5
2
etσ +
5
2
dtσ − 40.
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For the first summand we compute:
∑
I
∫ 1−dI
−dI
dTI((eI − 1)TI) = 1
2
∑
I
[
(⌊eI − dI⌋ − 1)
(
(1− eI + ⌊eI − dI⌋)2 − d2I
)
+ ⌊eI − dI⌋
(
(1− dI)2 − (1− eI + ⌊eI − dI⌋)2
)
=
1
2
∑
I
[
− (1− eI + ⌊eI − dI⌋)2 + d2I + ⌊eI − dI⌋(1− 2dI)
]
=
1
2
∑
I
[
− ⌊eI − dI⌋2 + ⌊eI − dI⌋(2eI − 2dI − 1)− (1− eI)2 + d2I
]
= −1
2
⌊e− d⌋2 + 1
2
⌊e− d⌋t(2e− 2d− σ)− 1
2
(σ − e)2 + 1
2
d2
= −1
2
⌊e− d⌋2 + 1
2
⌊e− d⌋t(2e− 2d− σ) + etσ − 1
2
e2 +
1
2
d2 − 8.
Together the two summands give∫
C(d)
(−(e− σ)tIT ) = −1
2
⌊e− d⌋2 + 1
2
⌊e− d⌋t(2e− 2d− σ) + etσ − 1
2
e2 +
1
2
d2 − 8
−
(
−etId+ dtId− etd+ d2 + 5
2
etσ +
5
2
dtσ − 40
)
or
(7.6)
∫
C(d)
(−(e− σ)tIT ) = −1
2
⌊e− d⌋2 + 1
2
⌊e− d⌋t(2e− 2d− σ)
− 1
2
(e− d)2 + etId− dtId− 3
2
etσ − 5
2
dtσ + 32
Now combining the formulas (7.4), (7.5), and (7.6) we get an expression for the degree four
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piece of the LHS:∫
C(d)
[
ch(FT )e
−LT
]
4
=
∫
C(d)
(
4− 1
2
e
2 + 2T tIT − (e− σ)tIT
)
= 4
+
1
2
⌊e− d⌋2 − 1
2
⌊e− d⌋t(2e− 2d− σ)− 1
2
(e− d)tσ
+
88
3
− 8σtd+ 2dtId
− 1
2
⌊e− d⌋2 + 1
2
⌊e− d⌋t(2e− 2d− σ)
− 1
2
(e− d)2 + etId− dtId− 3
2
etσ − 5
2
dtσ + 32
= 36 +
88
3
− 1
2
(e− d)2 + etId+ dtId− (2e+ 10d)tσ
Equating this to the degree four piece of the RHS, i.e. the constant 88/3 we conclude that
the condition parch2(F•) = 0 is equivalent to the quadratic equation
(7.7) 36− 1
2
(e− d)2 + etId+ dtId− (2e+ 10d)tσ = 0
This can be simplified somewhat further. Taking into account the parch1(F•) = 0 condition
(7.3) we have that
Ie = −3Id+ 4σ.
Substituting this into (7.7) we get the quadratic equation
36− 1
2
(e− d)2 − 2dtId− (2e+ 6d)tσ = 0.
Therefore we have proven the following
Lemma 7.2 The conditions parch1(F•) = 0 and parch2(F•) = 0 are equivalent to the fol-
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lowing equations on the vectors e, d ∈ R16:
I(e+ 3d− σ) = 0,
36− 1
2
(e− d)2 − 2dtId− (2e+ 6d)tσ = 0.
7.3 Killing the Chern classes
To solve the conditions in Lemma 7.2, we start by introducing the vector:
v := e+ 3d− σ.
In terms of v the linear equation from Lemma 7.2 now says that Iv = 0, while the quadratic
equation from Lemma 7.2 becomes:
(7.8) − 1
2
v2 − 8d2 + 4vd− 2dtId+ 4dtσ − 4 = 0.
Recall that the intersection matrix I has three eigenspaces, of dimension 1, 5, 10, corre-
sponding to eigenvalues 4,−4, 0 respectively. We decompose the unknown vector d into its
components in the eigenspaces of I:
d = d{1} + d{5} + d{10}
Id{1} = 4d{1}, d{1} = x
σ
8
, x2 = 4d{1}
2
Id{5} = −4d{5}
Id{10} = 0.
Equation (7.8) simplifies to:
(7.9) − 1
2
(v − 4d{10})2 − 4(x− 1)2 = 0.
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The general solution is therefore:
(7.10)
d{5} and d{10} arbitrary
x = 1, so d{1} =
σ
8
v = 4d{10}, so:
e = 4d{10} − 3d+ σ
= d{10} − 3d{5} + 5σ
8
7.4 Hecke conditions
In this section we start with the geeral solution (7.10) and further impose the Hecke condition.
We are given weights ai, bi. This is a condition on the coefficients eI , dI , lpI , lqI , llcI , r1,i, r2,i.
As discussed previously, our convention is that these are column vectors, where I denotes
a 16-dimensional index while i is 5 dimensional. The corresponding vectors of cohomology
classes ΘI , LpI , LqI , LlcI , R1,i, R2,i are row vectors. We showed in Proposition 6.12 that the
Hecke condition is equivalent to one of the two Numerical alternatives (i) or (ii) and to
the vanishing in Pic(Y × C˜) of:
(7.11)
∑
I∈Even
(
⌊lpI + dI⌋ − 1
8
)
AJ∗ΘI
+
∑
I∈Even
(
⌊TI + llcI + dI⌋+ ⌊TI + lqI⌋ + 5
8
− ⌊TI + eI⌋ − ⌊TI + dI⌋
)
EI × C˜
+
∑
I∈Even
(
⌊TI + lqI⌋+ 1
8
− ⌊TI + dI⌋
)
GI × C˜
+
5∑
i=1
(
⌊ti + r1,i⌋+ ⌊ti + r2,i⌋ + 3
5
− ⌊ti + ai⌋ − ⌊ti + bi⌋
)
Y × p˜i.
A necessary condition for (7.11) to hold for all T, t is that it must remain unchanged as
either T or t goes through a value at which one of the floor functions above is discontinuous:
the positive jump must be offset by a negative one. This implies that (up to interchanging
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the a’s with the b’s if necessary) if we define new column vectors:
AI := lpI + dI
BI := lqI − dI
CI := llcI + dI − eI
n1,i := r1,i − ai
n2,i := r2,i − bi
we must have that all of BI , CI , n1,i, n2,i are integers. Additionally we must satisfy one of
the two Numerical alternatives (i) or (ii). In fact the condition on vanishing of the
Chern classes that we derived in the previous section requires that the vector e− d is not a
vector of integers. Therefore our only option is Numerical alternative (ii) which imposes
the condition: lpI + dI ≡ 0(mod 1), lpI + eI 6≡ 0(mod 1). In particular, AI joins our list of
integers. The remaining conditions are:
5∑
i=1
(n2,i − n1,i) = 3∑
I∈Even
AI = 2∑
I∈Even
BI = 12
Once these integralities are imposed, the behavior of the Hecke condition as T, t vary is under
control. We still need to make sure the equations hold for some specific values of T . For this
it is conveninet to take TI := −dI , so (7.11) becomes:
∑
I∈Even
AJ∗ΘI
(
⌊lpI + dI⌋ − 1
8
)
+
∑
I∈Even
EI × C˜
(
⌊llcI⌋+ ⌊−dI + lqI⌋ + 5
8
− ⌊−dI + eI⌋
)
+
∑
I∈Even
GI × C˜
(
⌊−dI + lqI⌋+ 1
8
)
+
5∑
i=1
Y × p˜i
(
⌊ti + r1,i⌋+ ⌊ti + r2,i⌋+ 3
5
− ⌊ti + ai⌋ − ⌊ti + bi⌋
)
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or equivalently:
∑
I∈Even
AJ∗ΘI
(
AI − 1
8
)
+
∑
I∈Even
EI × C˜
(
⌊llcI⌋ +BI + 5
8
− ⌊−dI + eI⌋
)
+
∑
I∈Even
GI × C˜
(
BI +
1
8
)
+
5∑
i=1
Y × p˜i
(
⌊ti + r1,i⌋+ ⌊ti + r2,i⌋+ 3
5
− ⌊ti + ai⌋ − ⌊ti + bi⌋
)
.
This needs to vanish in Pic(Y × C˜)⊗R. It is easier to solve first a slightly weaker condition:
the vanishing of the same expression in cohomologyH2(Y ×C˜,R). A full set of cohomological
relations among the natural divisors in Y × C˜ is:
• GI × C˜ + EI × C˜ +
∑
J :IIJ=1
EJ × C˜ is independent of I ∈ Even;
• AJ∗ΘI + EI × C˜ is independent of I ∈ Even;
• Y × p˜i is independent of i ∈ {1, 2, 3, 4, 5}.
We use these relations to simplify (7.11). Since Y × p˜i occurs only in the last relation, its
coefficent in (7.11) must vanish modulo this last relation, and the sum of the other terms:
∑
I∈Even
AJ∗ΘI
(
AI − 1
8
)
+
∑
I∈Even
EI × C˜
(
⌊llcI⌋ +BI + 5
8
− ⌊−dI + eI⌋
)
+
∑
I∈Even
GI × C˜
(
BI +
1
8
)
must vanish modulo the first two relations. These two in turn allow us to eliminate AJ∗ΘI
and GI × C˜, leading to the vanishing of the new coefficients of EI × C˜:
0 = ⌊llcI⌋ +BI − ⌊−dI + eI⌋ −AI + 3
4
− BI − 1
8
−
∑
J :II,J=1
(
BJ +
1
8
)
= CI −AI −
∑
J :II,J=1
BJ .
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More concisely, the Hecke condition is that:
(7.12)
CI = AI +
∑
J :II,J=1
BJ
all of AI , BI , CI , n1,i, n2,i are integers
Atσ = 2, Btσ = −2
To summarize, solutions to the equations considered so far are determined uniquely in
terms of the weights a, b and the unknowns A,B, d, n1, n2:
(7.13)
lp := A− d
lq := B + d
llc := C + e− d
C := A+ (I+ 1)B
e = d{10} − 3d{5} + 5σ
8
r1 := a + n1
r2 := b+ n2
The constraints are that d is a real vector whose 1-dimensional component is d{1} =
σ
8
,
while A,B, n1, n2 are vectors of integers satisfying:
Atσ = 2, Btσ = −2
Σ5i=1(n1,i + n2,i) = −3.
7.5 The class of the kernel
The remaining condition is that the class of the kernel I• = OH (δ ParH)• vanishes in
Pic(H):
(7.14) Lp · lp+ Lq · lq + Llc · llc+R1 · r1 +R2 · r2 = 0 ∈ Pic(H).
Since the rank of Pic(H) equals 2 × 6 + 1 + 16 = 29, this condition is equivalent to
29 numerical equations on the coefficients. Such conditions can be written explicitly by
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intersecting the divisor in the left hand side of (7.14) with any curve in H . To obtain a
compete set of equations, we need to intersect with a collection of curves that span H2(H,Z).
We use the following redundant collection of 49 curves:
LI × pt, pt× LI , ∆˜x, ΣI .
(We will see below that the conditions imposed by the last bunch, the ΣI , are linearly
dependent on the others.) We tabulate the intersection numbers of these curves with the
various divisors below. Here δI,i equals 1 if i ∈ I and 0 if i 6∈ I.
LpJ LqJ LlcJ R1,i R2,i
LI × pt II,J 0 0 1− δI,i δI,i
pt× LI 0 II,J 0 1− δI,i δI,i
∆˜pt 0 0 0 1 1
ΣI 1I,J 1I,J −1I,J δI,i 1− δI,i
The 49 conditions we get are therefore:
0 =
∑
J∈Even
II,J lpJ +
5∑
i=1
((1− δI,i)r1,i + δI,ir2,i)
0 =
∑
J∈Even
II,J(lpJ − lqJ )
0 =
5∑
i=1
(r1,i + r2,i)
0 = (lpI + lqI − llcI) +
5∑
i=1
((1− δI,i)r2,i + δI,ir1,i).
We rewrite these conditions in terms of the unknowns A,B, d, n1, n2:
0 = I(A− d) + (1− δ)(a+ n1) + δ(b+ n2)
0 = I(B + d) + (1− δ)(a+ n1) + δ(b+ n2)
0 = Σi(ai + n1,i + bi + n2,i),
where the omitted last row follows from the ones given.
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The general solution is:
A,B, n1, n2 are vectors of integers satisfying:
A{1} =
σ
8
, B{1} = −σ
8
(or equivalently: Atσ = 2, Btσ = −2)
A{5} +B{5} =
1
4
(1− δ)(a+ n1) + δ(b+ n2)
A{10}, B{10} are unconstrained
Σ5i=1(n1,i + n2,i) = −3.
while d is a real vector satisfying:
d{1} =
σ
8
d{5} =
1
2
(A{5} +B{5})
d{10} is unconstrained
We have found an essentially unique solution in cohomology. Uniquenes implies that this
solution also solves the slightly stronger problem with values in the Picard.
7.6 The Okamoto map
In section 7.5 we used the Fourier-Mukai transform along the Hitchin fibers and solved
the vanishing of parabolic Chern classes constraints and the Hecke eigesheaf conditions to
construct a canonical (eigenvalue)→ (eigensheaf) assignment
(7.15)
 stable purely imaginaryrank two parabolic Higgs
bundles (E•, θ) on (C,ParC)
 −→
 stable purely imaginaryrank four parabolic Higgs
bundles (F•, ϕ) on (X,ParX)
 .
As explained in Appendix A, the inputs and outputs of the assignment (7.15) can be con-
verted by application of Mochizuki’s tame non-abelian Hodge correspondence into stable
tame parabolic flat bundles V = (V•,∇) on (C,ParC) and (W•,∇) on (X,ParX) respectively.
Furthermore using the twisted Deligne-Goresky-MacPherson extension from X−ParX to the
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stack of quasi-parabolic bundles on (C,ParC), we can rewrite (W•,∇) as a twisted D-module.
Under these identifications the assignment (7.15) becomes the evaluation
OV 7→ c−λ(OV)
of the Langlands correspondence functor (see section A.1 in Appendix A)
c−λ : D(
LFlat−λ,O) −→ D(Bun,DOka(−λ))
on the skyscraper sheaf supported at the point V ∈ LFlat−λ.
In our specific setup LG = SL2(C), G = PSL2(C), λ : ParC → LtcptR ⊂ Lt are the
parabolic weights for (E•, θ),
LFlat−λ is the moduli stack of quasi-parabolic flat SL2(C)
bundles (V,∇, r) on (C,ParC) with resr ∇ = −λ, and Bun is the moduli stack of quasi
parabolic PSL2(C) bundles on (C,ParC).
We want to compute the Okamoto map
Oka : Γ(ParC ,
Lt) −→ Pic(Bun)⊗ C.
As explained in Appendix A, the condition that (E•, θ) and (F•, ϕ) are purely imaginary
translates under Simpson’s conversion table [Sim90] into the statement that the Okamoto
map is the projection to Pic(Bun)⊗ C of the map
(7.16)
(
parabolic weights
of (E•, θ)
)
−→
(
parabolic weights
of (F•, ϕ)
)
.
which is an essential part of the assignment (7.15).
In our setup the parabolic weights of the rank two bundle (E•, θ) were encoded in the
pair λ = (a, b), where
(a, b) ∈
5⊕
i=1
(Rpi)
⊕2 = Γ(ParC , tU(2)) ⊂ Γ(ParC , tGL2(C)) =
5⊕
i=1
(Cpi)
⊕2.
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Similarly, the parabolic weights of the rank four bundle (F•, ϕ) were encoded in the pair
(e, d) ∈ ⊕I∈Even(RLI)⊕2   // ⊕I∈Even(CLI)⊕2.
∩ ∩
Γ(ParX , tU(4))


// Γ(ParX , tGL4(C))
Thus in our setting the map (7.16) becomes the assignment (a, b) 7→ (e, d) which is the
C-affine linear extension of the R-affine linear map found in section 7.5.
To compute the Okamoto map we need to combine (7.16) with two more ingredients:
(i) The condition on (a, b) that ensures that E• is an SL2(C) parabolic bundle.
(ii) The projection from ⊕I∈Even(CLI)⊕2 to Pic(Bun)⊗ C.
Step (i) is straightforward. A direct calculation with the Weyl alcoves (see e.g. [TW03,
Section 2.1] or [BBP17, Remark 3.7]) shows that a parabolic bundle E• corresponding to
a pair (a, b) ∈ ⊕5i=1(Rpi)⊕2 will be an SL2(C) parabolic bundle if and only if we have
a + b ∈ ⊕5i=1Zpi. Recall also (see equation (6.3)) that the parch1(E•) condition imposed by
non-abelian Hodge theory gives the further restriction
∑5
i=1(ai + bi) = 3
Step (ii) is more delicate. First recall (see section A.2.1) that under the purely imaginary
condition, the non-abelian Hodge correspondence identifies ⊕I∈Even(RLI)⊕2 with the space
parametrizing eigenvalues of residues of the parabolic flat bundle (W•,∇). Next, as we
explain in section A.2.2(vii), we can use the eigenvalues of the residues of ∇ on the various
components LI of ParX to form a twisted Deligne-Goresky-MacPherson extension from the
very stable locus in X . By construction this extension is defined intrinsically on a non-
separated version of X in which every component LI of ParX is replaced by a number of
non-separated copies of itself, where the copies are labeled by the distinct eigenvalues of
resLI∇. Since in our setting the eigenvalues are the negatives of the parabolic parameters e
and d ,the intrinsic twisted Deligne-Goresky-MacPherson extension of (W•,∇) is defined on
the space X obtained from X by doubling each LI , thus replacing it by two non-separated
divisors LeI , L
d
I ⊂ X. Concretely X is obtained as the gluing ofX and sixteen surfacesX×{I},
I ∈ Even, where X × {I} is glued to X along the naturally identified opens X − LI and
(X − LI)× {I}. To keep track of divisors we will denote by LdI the copy of LI sitting inside
the chart X ⊂ X and will write LeI for the copy of LI in the chart X×{I}. By definition then
the intrinsic twisted Deligne-Goresky-MacPherson extension of (W•,∇) is a module over the
sheaf of TDO on X corresponding to the element OX(
∑
I∈Even(eIL
e
I + dIL
d
I) ∈ Pic(X) ⊗ C.
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In other words the natural twisted minimal extension from X − ParX to X corresponds to
the map on twistings given by⊕
I∈Even
(CLI)
⊕2 → Pic(X)⊗ C, (e, d) 7→ OX(Lee+ Ldd).
Thus to understand the map in step (ii) we need to relate the twisted D-module on the
space X to a twisted D-module on Bun. To that end recall [Ari01] that for non-resonant
twisting the twisted D-modules on Bun are all extensions by zero of the twisted D-modules
on the open Bun′ ⊂ Bun parametrizing indecomposable quasi-parabolic PSL2(C) bundles
on (C,ParC). In [AL97] it is shown that the stack Bun
′ is representable by a non-separated
algebraic space and that the restriction of line bundles from Bun to Bun′ induces an
isomorphism on Picard groups.
In fact, some time ago, Deligne noted that for P1 with any number of points, a quasi-
parabolic PSL2(C) bundle is indecomposable if and only if it is stable for some choice of
parabolic weights. Thus the moduli space Bun′ is glued from GIT moduli spaces of stable
quasi-parabolic bundles for various choices of weights. In a private communication [Ari19]
Arinkin pointed out that our analysis of the moduli of stable parabolic bundles for the various
chambers of weights leads to an explicit description of Bun′. A similar description was also
carried out in the recent work of Komyo-Saito [KS19]. Concretely Bun′ contains the del
Pezzo surface X so that the complement Bun′−X is a finite set. The entire space Bun′ can
be constructed [Ari19, KS19] from X as follows. For every I ∈ Even denote by XI the blow
down of LI ⊂ X , and let xI ∈ XI denote the image of LI . Then Bun′ is obtained as the
gluing ofX and all theXI where X is glued toXI along the openX−LI = XI−xI . Therefore
the closure of each line LI ⊂ X in Bun′ is isomorphic to P1 with five points doubled. In
particular we see that restrictions of line bundles to the two opens X ⊂ Bun′ ⊂ Bun induce
identifications of Picard groups Pic(Bun) = Pic(Bun′) = Pic(X).
The space X maps naturally to Bun′ where the map contracts all divisors LeI to the
non-separated points xI ∈ Bun′ and maps the divisors LdI isomorphically to LI ⊂ X ⊂
Bun′. Thus for λ = (a, b) the automorphic TDO c−λ(OV) is given by the OBun′(dL)-
twisted Deligne-Goresky-MacPherson extension of (W•,∇)|U to Bun′ where extending along
LI corresponds to the eigenvalue dI of resLI∇.
Remark 7.3 The previous discussion tacitly includes the statement that the intrinsic twisted
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minimal extension of (W•,∇)|U to X (corresponding to all eigenvalues eI and dI) and the
twisted minimal extension (W•,∇)|U to Bun′ (corresponding to the eigenvalues dI only) are
compatible. Concretely this means that the twisted D-module (jU⊂X)OX(eL
e+dLd)
!∗
(
(W•,∇)|U
)
on X is equal to the pullback of the twisted D-module (jU⊂Bun′)OBun′(dL
d)
!∗
(
(W•,∇)|U
)
on
Bun′ under the blow down map X→ Bun′. This feature is expected from the Hecke eigen
D-modules arising in the geometric Langlands correspondence and it can be checked directly
[Ari19] for the automorphic D-modules obtained by the Drinfeld-Laumon construction. In
our setting the compatibility amounts to checking that for each divisor LeI ⊂ X the sheaf of
nearby cycles of (jU⊂X)
OX(eL
e+dLd)
!∗
(
(W•,∇)|U
)
at LeI is trivial. This follows from the compat-
ibility of the six operations with the non-abelian Hodge correspondence, and the fact that
the eigenvalues eI correspond to the exceptional divisors EI ⊂ Y on the modular spectral
cover and that the tautological one form defining the Higgs field (F•, ϕ) does not have poles
along the EI .
With these preliminaries in place we can now assemble everything together and compute the
Okamoto map. As we saw, we can view the Okamoto map as a map that takes values in
H2(X,C) = Pic(X) ⊗ C = Pic(Bun′) ⊗ C = Pic(Bun) ⊗ C. It is instructive to note that
the map on parabolic weights computed in section 7.5 is affine linear while the Okamoto
symmetry relating the residues of the connection on C to the twisting of the corresponding
twisted D-module on Bun is linear. The discrepancy arises because in our discussion of
the ramified geometric Langlands problem we did not trace carefully the normalization on
twistings coming from trivializing the non-commutative deformation direction in the quan-
tum Langlands correspondence [Gai16, Tra16]. For a simple group G this normalization is
always a shift by a multiple of the canonical class of Bun. To avoid subtleties of discussing
such normalization we will conisder only the values of the Okamoto map modulo the span
of the canonical class, i.e. we will consider the reduced linear map
Oka : C5 → H2(X,C)/CKX
which on the nose will be equal to the linear part of the affine linear map on parabolic
weights.
Let (a, b) ∈ (⊕5i=1Rpi)⊕2 be the numbers defining the SL2(C) parabolic Higgs bundle
(E•, θ) with parch1 = 0. As explained above this means that the pair (a, b) ∈ ⊕5i=1(Cpi)⊕2
satisfies a + b ∈ ⊕5i=1Zpi, and
∑5
i=1(ai + bi) = 3. Let (e, d) be the corresponding parabolic
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weights for the Hecke eigensheaf (F•, ϕ) found in section 7.5. Explicitly e and d break
uniquely into a sum of components
e = e{1} + e{5} + e{10}
d = d{1} + d{5} + d{10}
which are eigenvectors of the intersection matrix I for eigenvalues 4, −4, and 0 respectively.
In section 7.5 we found that these components can be expressed in terms of (a, b) as
∣∣∣∣∣∣∣∣∣
e{1} =
5
8
σ
e{5} = −3d{5}
e{10} = d{10}
and
∣∣∣∣∣∣∣∣∣∣
d{1} =
1
8
σ
d{5} =
1
8
[(1− δ)(a+ n1) + 4δ(b+ n2)]
d{10} = unconstrained
,
where
• σ is a column vector with 16 components all of which are equal to 1.
• n1, n2 ∈ Z5 are arbitrary vectors satisfying
∑5
i=1(n1,i + n2,i) = −3.
• δ is the 16× 5 matrix given by δIi =
1 if i ∈ I0 if i /∈ I , for i = 1, . . . , 5, and I ∈ Even.
• 1 is the 16× 5 matrix given by 1Ii = 1, for i = 1, . . . , 5, and I ∈ Even.
The vectors n1 and n2 appear in these formulas to account for the redundancy arising when
parametrizating the parabolic weights on (C,ParC) in terms of the pair (a, b). Since we have
the freedom of choosing n1 and n2 we can simplify the formulas by taking∣∣∣∣∣n1 = 0,n2 = −(a+ b).
Thus a+ n1 = a and b+ n2 = −a and hence∣∣∣∣∣∣∣∣∣∣
d{1} =
1
8
σ
d{5} =
1
8
(1− 5δ) a
d{10} = uncostrained
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Since d{10} is in the kernel of the intersection matrix I we have that Ld{10} = 0 in H2(X,C).
Also Lσ = −4KX and so
(7.17) Ld = −1
2
KX +
1
8
L (1− 5δ) a in H2(X,C).
We want to express this sum in an appropriate basis of H2(X,C). From the modular point
of view we have a canonical basis of the Picard group of Bun which consists of line bundles
θ, F1, . . .F5, where θ is the determinant of the cohomology of the universal bundle, and Fi
is the line bundle corresponding to the quasi-parabolic structure on the restriction of the
universal bundle on Bun×{pi}. To transport this basis to H2(X,C) = Pic(X) ⊗ C we
need to also pay attention to the choice of an embedding of X in Bun. This embedding
depends on the choice of normalized universal rank two bundle (V , r) on X × C. In our
setting there are natural ways to choose such a universal bundle coming from the geometry
of the Hecke correspondence. As we saw before, the natural map q : H → X × C has 16
distinguished rational sections given by the divisors LpI ⊂ H . For any I ∈ Even we have a
universal bundle (IV , IF•) where the rank two vector bundle is
IV = q∗OH(LpI) and the quasi-
parabolic structure given by line subbundles IFi ⊂ IV|X×{pi} coming from imposing vanishing
of the fiberwise sections of OH(LpI) at the locus of intersection of the two components R1,i
and R2,i of the preimage RRi = q
−1(X × {pi}). Once we fix the parabolic weights, e.g. by
fixing the pair (a, b), we can view the pair (IV , IF•) as a family of stable rank two parabolic
bundles on (C,ParC) and hence we get a morphism
I : X →֒ Bun′ ⊂ Bun for which I∗
induces an isomorphism on complexified Picard groups.
We can use any of these isomorphisms to transport the standard basis θ, F1, . . . , F5
of Pic(Bun) to a basis I∗θ, I∗F1, . . . ,
I∗F5. Note that by construction we have that
I∗θ = det
(
Rq∗
IV
)−1
, and I∗Fi =
IFi for all i = 1, . . . , 5. To be specific we will choose the
normalized universal bundle corresponding to ∅ ∈ Even and will write
ϑ := ∅∗θ, f1 :=
∅F1, . . . , f5 :=
∅F5
for the corresponding basis of H2(X,C). One can express the elements of this basis as
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combinations of lines directly from the defnition. A straightforward computation gives∣∣∣∣∣∣∣∣∣∣∣
ϑ = −L∅,
f1 = L∅ − L1c ,
· · ·
f5 = L∅ − L5c ,
where ic ∈ Even denotes the complement of {i} in {1, 2, . . . , 5}. Using these expressions and
the relations among the lines in H2(X,C) we can compute the coordinates of all lines in the
given basis: ∣∣∣∣∣∣∣∣∣∣∣
L∅ = −ϑ
Lic = −ϑ− f i, i = 1, . . . , 5
L{ij} = −ϑ+ f i + fj − 1
2
5∑
k=1
fk, i 6= j, i, j ∈ {1, . . . , 5}.
Write ϑ, f1, f2, . . . , f5 for the images of ϑ, f1, f2, . . . , f5 in H
2(X,C)/CKX . Then
f1, f2, . . . , f5 is a basis of H
2(X,C)/CKX and our question becomes the question of com-
puting the matrix of the reduced Okamoto map
Oka : C5 // H2(X,C)/CKX
a // dL mod CKX
using the basis (e1, . . . , e5) for the source and the basis (f1, . . . , f5) for the target.
In view of (7.17) we have that for every a ∈ C5 the value of the Okamoto map is given
by
Oka(a) =
1
8
L (1− 5δ) a mod CKX .
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Evaluating on a standard basis vector ei ∈ C5 we then get
Oka(ei) =
1
8
L (1− 5δ) ei mod CKX
=
1
8
∑
I∈Even
(1− 5δIi)LI mod CKX
=
1
8
L∅ + Lic − 4∑
j 6=i
Ljc − 4
∑
j 6=i
L{ij} +
∑
k<l
k,l 6=i
L{kl}
 mod CKX
= −5
8
∑
j 6=i
(
Ljc + L{ij}
)
mod CKX
= 5ϑ− 5
2
f i +
5
4
5∑
k=1
fk mod CKX
= 5ϑ− 5
4
f i +
5
4
∑
j 6=i
fj mod CKX
Taking into account that
−KX = 3
2
L∅ +
1
2
5∑
k=1
Lkc
= −3
2
ϑ+
1
2
5∑
k=1
(−ϑ− fk)
= −4ϑ− 1
2
5∑
k=1
fk,
we see that ϑ = −1
8
∑5
k=1 fk in H
2(X,C)/CKX , and so for every i = 1, . . . , 5 we have
Oka(ei) = −5
2
f i +
5
8
5∑
j=1
fj .
In other words the matrix of the reduced Okamoto map Oka : C5 → H2(X,C)/CKX in the
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bases (e1, . . . , e5) and (f1, . . . , f5) is
5
8

−3 1 1 1 1
1 −3 1 1 1
1 1 −3 1 1
1 1 1 −3 1
1 1 1 1 −3
 .
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Appendix A: TDO and the tamely ramified GLC
In this appendix we briefly discuss the translation of the ramified geometric Langlands
correspondence into a parabolic Hecke eigensheaf problem for ramified Higgs bundles on the
moduli space of bundles. Since the Langlands transformation of Stokes data is not very
well understood, we focus on the case of tame ramification with generic residues where the
geometric Langlands conjecture has a clear formulation.
A.1 Setup for the tamely ramified GLC
One way to formulate the tamely ramified geometric Langlands correspondence, perhaps the
most natural, is as a family of dualities - one for each closure of a regular symplectic leaf
in the stack LFlat of logarithmic quasi-parabolic flat connections on principal LG-bundles
[AL97, Ari01].
Specifically LFlat is the moduli stack of triples (V,∇, r) where V is a principal LG bundle
on C, ∇ is a logarithmic flat connection on V , and r ∈ Γ(ParC , V/LB) is a Borel reduction of
the structure group of V at the points of ParC which is furthermore preserved by the residue
of ∇.
Next, fix a closure of a regular adjoint orbit for each point in the parabolic divisor,
i.e. a map Λ : ParC → Lg//LG = Lt//W . The map Λ labels a closure LFlatΛ of a
symplectic leaf in LFlat. This closure has also a modular interpretation as the closed
substack LFlatΛ ⊂ LFlat parametrizing quasi-parabolic flat bundles with residues in Λ.
On the other hand, using the isomorphism t∨ = Lt we can interpret Λ as an assignment of
a W -orbit of linear functions on t to each point in the parabolic divisor ParC .
When Λ is generic (i.e. has values not contained in any reflection hyperplane) it gives
rise (see Remark A.1) to a derived category ΛD(Bun,D) of Λ-twisted D-modules on the
stack of quasi-parabolic principal G-bundles on (C,ParC). Ignoring subtleties (see [DP12,
DP09, AG15, BNP13]) arising from choices of connected components, twists by gerbes, and
singular supports of coherent sheaves, the Λ-layer of the geometric Langlands conjecture in
this case predicts the existence of an equivalence of categories
(A.1) cΛ : D(
LFlatΛ,O)
∼=→ ΛD(Bun,D)
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which as usual intertwines tensorization and Hecke operators (see [DP12, DP09]).
Remark A.1 Suppose (V,∇, r) ∈ LFlat. The residue of the connection ∇ at the parabolic
divisor ParC is a section res∇ ∈ Γ(ParC , ad(V )). Since ad(V )//LG = V ×ad Lg//LG, the
bundle ad(V )//LG is naturally trivialized: ad(V )//LG ∼= (Lg ⊗ OC)//LG. Composing with
this trivialization we get a natural map
ParC
res∇
//
res∇
--
ad(V )|ParC
// ad(V )|ParC//
LG
∼=

(Lg//LG)× ParC .
By definition, the closed substack LFlatΛ ⊂ LFlat parametrizes (V,∇, r) ∈ LFlat with
res∇ = Λ.
On the other hand, for any (V,∇, r) ∈ LFlat, the quasi-parabolic structure r gives a
reduction of the structure group of V|ParC to
LB. Write V r ⊂ V|ParC for the corresponding
LB-bundle. The compatibility of ∇ and r implies that res∇ ∈ Γ(ParC , ad(V r)) is a section in
the adjoint bundle of the LB-bundle V r. Identifying LT with the quotient LB/[LB, LB], we
get a linear map Lb → Lt which intertwines the adjoint action of LB on Lb with the trivial
action of LB on Lt. (In other words, the map is LB-invariant.) Thus we get a natural map
of Lie algebra bundles
ad(V r)→ V r ×trivial Lt = Lt⊗OParC
on ParC . Composing with this map we get a different shadow of the residue:
ParC
res∇
//
resr∇ ))
ad(V r)

Lt× ParC .
Note that by construction, the section resr ∇ ∈ Γ(ParC , Lt ⊗ O) lifts the section
res∇ ∈ Γ(ParC , (Lt ⊗ O)//W ). In particular, if we choose any lift λ ∈ Γ(ParC , Lt ⊗ O) of
Λ, we will get a connected component LFlatλ of
LFlatΛ parametrizing all triples (V,∇, r)
with resr ∇ = λ. The symplectic leaf LFlatΛ thus is the disjoint union of the components
LFlatλ where λ ranges over all lifts of Λ.
On the other hand we consider the stack Bun of quasi-parabolic G-bundles, i.e. G-
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bundles on C equipped with a reduction of the structure group to B over the parabolic divisor
ParC ⊂ C. In particualr, applying this reduction to the universal bundle V → Bun×C,
we obtain a well defined B-bundle V r over Bun×ParC . The quotient V r/[B,B] is then a
well defined T -bundle on Bun×ParC or equivalently a collection {Tx}x∈ParC of T -bundles
on Bun, where
Tx = V
r/[B,B]|Bun×{x} .
The complexified character lattice of T is naturally identified with the dual space t∨ of the
Cartan algebra t = Lie(T ). Thus we get a natural linear map
Ξ : Γ(ParC , t
∨ ⊗O)→ Pic(Bun)⊗ C, c 7→ Ξc,
where
Ξc =
⊗
x∈ParC
c(x) (Tx) ∈ Pic(Bun)⊗ C
and c(x) (Tx) is the element in the complexified Picard of Bun which is associated to the
T -bundle Tx via the complexified character c(x) ∈ t∨. The map Ξ is known to be injective
[LS97b]. In fact when G is simple it is well known [LS97b] that the Picard group of Bun is
finitely generated and that the finite dimensional vector space Pic(Bun) ⊗ C decomposes
as Pic(Bun)⊗C = C · θ⊕ Γ(ParC , t∨ ⊗O). Here as usual θ denotes the non-abelian theta
line bundle, i.e. θ := det(RpBun ∗ ad(V ))
∨, where pBun : Bun×C → Bun is the natural
projection.
As usual, each element ξ ∈ Pic(Bun)⊗ C gives rise [Kas89], [BB93, Section 2], [Bjo¨93,
Section I.9] to a sheaf of twisted differential operators (TDO) Dξ and to the associated
derived category D(Bun,Dξ) of twisted D-modules.
But the Langlands duality isomorphism Lt = t∨ allows us to view each λ : ParC → Lt
as an element in Γ(ParC , t
∨ ⊗ O). The geometric Langlands conjecture now predicts the
existence of the so called Okamoto map which is a natural map
Oka : Γ(ParC , t
∨ ⊗O)→ C · θ ⊕ Γ(ParC , t∨ ⊗O) = Pic(Bun)⊗ C
with the property that for each λ ∈ Γ(ParC , Lt⊗O) there exists an equivalence of categories
(A.2) cλ : D(
LFlatλ,O)
∼=→ D(Bun,DOka(λ)).
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These can be put together to give the Langlands correspondence (A.1). Indeed, since
LFlatΛ is a disjoint union of connected components
LFlatλ, it follows that the derived
category D(LFlatΛ,O) decomposes into a direct sum
D(LFlatΛ,O) =
⊔
λ∈Γ(ParC ,
Lt⊗O)
a lift of Λ
D(LFlatλ,O).
Similarly we can define the category ΛD(Bun,D) of Oka(λ)-twisted D-modules on Bun as
the direct sum
ΛD(Bun,D) =
⊔
λ∈Γ(ParC ,
Lt⊗O)
a lift of Λ
D(Bun,DOka(λ)).
Now the conjectural Langlands correspondence cΛ is just the assembly ⊔ cλ of the Langlands
correspondences for the individual components.
A.2 The non-abelian Hodge theory approach
The images of structure sheaves of points under cλ are λ-twisted D-modules which satisfy
the Hecke eigensheaf property. As explained in [DP09], our strategy for constructing such
Hecke eigensheaves is to conjugate a Fourier-Mukai transform with two non-abelian Hodge
correspondences: one for semistable parabolic flat logarithmic LG connections on (C,ParC)
and the other for semistable parabolic vector bundles on (Bun,ParBun) equipped with flat
logarithmic connections. Here Bun is the projective moduli space of semistable parabolic G
bundles on (C,ParC), and ParBun is the divisor in Bun parametrizing wobbly bundles.
To carry this out we must choose parabolic weights for quasi-parabolic LG bundles
on (C,ParC) and compatible parabolic weights for the quasi-parabolic vector bundles on
(Bun,ParBun). The weights have to be chosen so that the respective bundles have zero
parabolic Chern classes and so can be inserted in the non-abelian Hodge correspondence.
A.2.1 An assumption
In order to proceed, we make an assumption on our objects, namely that they fit in
the “purely imaginary” case of the non-abelian Hodge correspondence. This assumption is
needed in order for the results of [DPS16] to apply. In terms of the flat LG local systems, the
assumption is that the eigenvalues of the local monodromies are in the unit circle and that
the associated local systems are not filtered, i.e. they have trivial parabolic structure along
182
ParC . According to the conversion table from [Sim90] or [DPS16] (we use the sign convention
of [DPS16] here), this means that the residues of the Higgs field of the corresponding Higgs
bundle are nilpotent.
In terms of our original bundle with flat LG connection, the condition is:
• The map λ : ParC → Lt takes values in the subspace LtcptR , where LtcptR denotes the real
form of Lt corresponding to the compact real form of LG.
• The parabolic weights for the quasi-parabolic flat LG-bundles, which in general are
specified by a map [TW03, Definition 2.1], [BS15, Section 6.1 and Remark 1.0.4(2)]
ParC → LtcptR //W aff ⊂ LtcptR = char(LT ) ⊗ R, must be equal to −λ. Here the group
LG is assumed to be simple and the quotient LtcptR //W
aff is embedded in LtcptR via its
natural identification with the (real) Weyl alcove
{
x ∈ LtcptR
∣∣ αmax(x) ≤ 1, α(x) > 0, for all LB-positive roots α} .
In terms of the table in [Sim90, page 720], where the three real parameters are denoted α, b, c,
the purely imaginary condition is b = c = 0, so (E, θ) has weights α and eigenvalues 0; (V,∇)
has weights α and eigenvalues −α; and L has weights 0 and eigenvalues exp(−2π√−1α).
The second table in [DPS16, page 12] specifies our condition. In terms of the parameters
ri, βi in the more general first table there, the condition is that ri = 0.
Now fix λ : ParC → LtcptR ⊂ Lt. Under Simpson’s non-abelian Hodge theorem, [Sim90]
tame semistable parabolic flat LG bundles (V,∇, r) on (C,ParC) that have parabolic weights
λ and conjugacy classes of residues resr ∇ = −λ ∈ Γ(ParC , (Lt ⊗ O)) correspond to tame
semistable parabolic LG Higgs bundles (E, θ, r) with parabolic weights λ and nilpotent
residues, i.e. resr θ = 0 ∈ Γ(ParC , (Lt ⊗ O)). Using this choice of λ and following the
strategy from [DP09] we can now formulate the parabolic Hecke eigensheaf problem that is
equivalent to the existence of c−λ in (A.2). As in [DP12, DP09] we fix once and for all a
G-invariant bilinear pairing on g and we use it to identify the Cartan subalgebras of G and
LG: Lt = t∨ →˜ t. Using this identification we will also view λ as a map λ : ParC → t.
Next consider
LHiggs0(λ) - the moduli space of semistable
LG parabolic Higgs bundles on (C,ParC) with
parabolic weights λ : ParC → LtcptR ⊂ Lt and nilpotent residues.
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X - an appropriate resolution of the moduli space Bun(λ) of semistable parabolic G bundles
on (C,ParC) with parabolic weights λ : ParC → tcptR ⊂ t.
Here “appropriate” means that X should be chosen so that (see [DP09]) the hypotheses
of Mochizuki’s non-abelian Hodge theorem hold. Concretely this means that X should
be a proper Deligne-Mumford stack whose coarse moduli space maps birationally onto the
projective variety Bun(λ) and X contains a closed substack Z of codimension at least three
so that X is smooth away from Z, and the preimage ParX ⊂ X of the wobbly locus in
Bun(λ) is a (possibly non-reduced) normal croosing divisor away from Z.
By definition the moduli space LHiggs0(λ) is the closure of a symplectic leaf in the Pois-
son space LHiggs(λ) of all semistable tame parabolic Higgs bundles (with no constrains on
the residues). Similarly the analogous moduli space Higgs0(λ) of semistable tame parabolic
G Higgs bundles with nilpotent residues is the closure of a symplectic leaf. The reasoning in
[DP12] generalizes to show that the spaces LHiggs0(λ) and Higgs0(λ) are dual integrable
systems, i.e. their generic Hitchin fibers are dual abelian varieties. The strategy of [DP09] is
to use this duality to construct the Oka(−λ)-twisted D-modules that correspond to structure
sheaves of points under c−λ.
A.2.2 The parabolic program
The construction is done in several steps, reviewed here from [DP09, section 3.2 (page
101)], with a slight twist explained at the end of the present section:
(i) Start with a stable tame parabolic flat LG bundle V = (V,∇, r) on (C,ParC) with
parabolic weights λ and resr ∇ = −λ, and a vanishing parabolic first Chern class.
(ii) Let E = (E, θ, r) = nahC,ParCV be the stable tame parabolic Higgs
LG bundle corre-
sponding to V by the non-abelian Hodge theorem [Sim90, Moc09]. Note that since by
(i) the flat bundle V satisfies Mochizuki’s purely imaginary condition, the non-abelian
Hodge theory conversion table from [Sim90, page 720] implies that E has parabolic
weights λ and nilpotent residues.
We will furthermore assume that V is general in the sense of [DP12]. Concretely this
means that under the Hitchin map Lh : LHiggs0(λ)→ B the point E maps to a point
Lh(E) ∈ B which corresponds to a smooth cameral cover C˜ → C which has simple
Galois ramification. In particular E belongs to a smooth Hitchin fiber in LHiggs0(λ).
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(iii) Use the Fourier-Mukai transform along the Hitchin fibers to convert the skyscraper
sheaf OE on LHiggs0(λ) to a coherent complex
FM(OE) ∈ Dbcoh(Higgs0(λ))).
By the genericity assumption on V and E, this coherent complex is just a translation
invariant line bundle on the Prym variety P for the cameral cover C˜ over C which under
our assumptions can be identified with the Hitchin fiber h−1(C˜) ⊂ Higgs0(λ). In
other words, if we write iP : P →֒ Higgs0(λ) for the inclusion map, we will have
FM(OE) = iP∗LE for some translation invariant line bundle LE ∈ Pic(P ) on the
abelian variety P .
(iv) The cotangent bundle to the smooth locus of Bun(λ) embeds as a Zariski open subset
in Higgs0(λ). This allows us to treat the pair (P,LE) as spectral data for a meromor-
phic Higgs bundle on Bun(λ), and use it to construct a tame parabolic Higgs bundle
on X as follows.
Consider the ’forgetting of the Higgs field’ map
Higgs0(λ)
π
//❴❴❴❴ Bun(λ)
(E, θ, r) // (E, r)
This is a rational map which is not defined at points which are stable as Higgs bundles
but whose underlying bundles are unstable.
Composing this map with the inclusion iP gives a quasi-finite rational map
π ◦ iP : P 99K Bun(λ)
which we expect to be proper over the open set of very stable bundles (see [PP17] for
a proof in the non-parabolic case). Choose a birational modification
(A.3) µ : Y → P
of P so that the rational map π ◦ iP becomes a generically finite morphism f : Y → X
with ParY := f
∗ ParX being a normal crossing divisor away from codimension three,
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and such that the natural rational map P 99K T∨
Bun(λ) factors through a morphism
α : Y → T∨X (logParX). Thus the birational modification Y of a Hitchin fiber, together
with the map α, is a spectral cover of the resolutionX of the moduli space Bun(λ). We
call it themodular spectral cover. The fact that the input parabolic Higgs bundle E
on C had nilpotent residues at ParC now translates into the statement that the map α
and the map f align in the sense that α is actually a section of f ∗ (Ω1X(logParX))∩Ω1Y ⊂
Ω1Y (log f
∗ ParX). In other words, viewed as a logarithmic form on Y , α has zero
residues, i.e. is holomorphic. (In our setting we verify all these properties in detail in
chapter 5.)
In particular for any line bundle M ∈ Pic(Y ) the pushforward (f∗M, f∗(α ⊗ −)) will
be a meromorphic Higgs sheaf on X with logarithmic poles on ParX and nilpotent
residues.
Hence for any assignment of real coefficients to the components of the parabolic divisor
on Y , i.e. any locally constant map:
δY : ParY → R,
we get a tame parabolic Higgs bundle (F•, ϕ) on (X,ParX) with nilpotent residues,
defined as
(A.4)
F• = f∗ (µ
∗
LE(δY · ParY )•) ,
ϕ = f∗(α⊗−),
where µ is the map defined in (A.3) and LE is the translation invariant line bundle
defined in step (iii). Since the spectral cover Y is irreducible, the pair (F•, ϕ) will
be automatically stable as a a parabolic Higgs bundle. (Any potentially destabilizing
Higgs subsheaf would have to be supported on a component of Y .) Therefore it can be
fed into Mochizuki’s non-abelian Hodge correspondence provided that it satisfies the
vanishing of Chern classes needed for the correspondence.
Therefore we must solve the overdermined system of affine linear and quadratic equa-
tions on δY given by
(A.5) parch1(F•) = 0 and parch2(F•) = 0.
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(v) We need to impose a further constraint on δY in order for (F•, ϕ) to be a parabolic
Hecke eigensheaf. This will then allow us to convert (F•, ϕ) to an automorphic twisted
D-module on Bun0(λ) which is a Hecke eigensheaf with eigenvalue V. Concretely this
means the following. Given a representation ρ : LG→ GLN (C) we consider the moduli
Heckeρ of quadruples ((E, r), (E ′, r′), x, elm) where (E, r), (E ′, r′) ∈ Bun(λ), x ∈ C,
and
elm : (E, r)|C−{x}
∼=−→ (E ′, r′)|C−{x}
is an isomorphism of parabolic bundles away from x whose pole at x is bounded by
the highest weight highρ of ρ, i.e. for every finite dimensional irreducible complex
representation σ : G → GLR(C), the isomorphism elm induces an injective map of
locally free sheaves on C:
σ(elm) : σ(E) →֒ σ(E ′)⊗OC (〈highσ, highρ〉 · x) .
Here σ(E) and σ(E ′) denote the vector bundles associated with E and E ′ via σ,
highσ and highρ denote the highest weights of σ and ρ respectively, and 〈−,−〉 is the
Langlands duality pairing between characters of G and LG.
The moduli space Heckeρ has natural morphisms
(A.6) Heckeρ // Bun(λ)
((E, r), (E ′, r′), x, elm) // (E, r)
Heckeρ // Bun(λ)× C
((E, r), (E ′, r′), x, elm) // ((E ′, r′), x)
and so gives a correspondence between Bun(λ) and Bun(λ)× C.
We have to choose a compactification and a resolution H of the Hecke correspondence
Heckeρ so that
• The maps (A.6) extend to proper morhisms
H
p
zztt
tt
tt q
''❖❖
❖❖❖
❖❖
X X × C
• If we set ParH = p∗ ParX +q∗(ParX ×C) + q∗(X × ParC), then away from some
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subvariety of codimension three in H we have that H is smooth, and ParH is a
normal crossings divisor.
• Away from subvarieties of codimension three in H and X × C the map
q : H → X × C is a proper semistable morphism with discriminant contained
in ParX ×C +X × ParC and such that the horizontal part of the divisor ParH is
smooth over X ×C. In particular the algebraic formula from [DPS16] for the L2
pushforward via q of tame parabolic Higgs bundles on H will hold.
For this H we need next to choose an assignment δH : ParH → R of real coefficients
for the components of ParH so that (F•, ϕ) is a Hecke eigensheaf with eigenvalue E for
the Hecke operator given by a kernel parabolic Higgs line bundle on H . This parabolic
Higgs line bundle is the non-abelian Hodge counterpart of the intersection cohomology
sheaf on the Hecke stack and so [DP12, Section 2] its restriction to the complement
of the parabolic divisor is equal to the trivial line bundle equipped with zero Higgs
field. Therefore in the Higgs setting the Hecke kernel is given by a parabolic Higgs line
bundle of the form (OH(δH ParH)•, 0) on H . In other words we have to choose the real
vectors δY and δH so that (F•, ϕ) satisfies the parabolic Hecke eigensheaf condition
(A.7) q∗ (p
∗(F•, ϕ)⊗ (OH (δH ParH)•, 0)) = p∗X(F•, ϕ)⊗ p∗C (ρ(E)•) .
Note that ρ appears implicitly on the left hand side of (A.7) since H is a resolution of
Heckeρ and so p, q, and δH all depend on ρ. Similarly δY appears implicitly on both
sides of (A.7) becuase F• is defined in terms of δY through the formula (A.4).
Also, since the Hecke operators (and similarly the abelianized Hecke operators) form a
commutative algebra [DP12, Section 2] it is enough to verify condition (A.7) for any
coleection of ρ’s generating the representation ring of LG. Thus in our case where LG is
SL2(C) it suffices to check (A.7) only for the basic Hecke correspondence corresponding
to the fundamental representation of SL2(C).
(vi) Once we have ensured that δY is chosen so that (A.5) holds for all ρ, apply Mochizuki’s
non-abelian Hodge correspondence on (X,ParX) and convert (F•, ϕ) to a tame purely
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imaginary parabolic flat bundle
(W•,∇) = nah(X,ParX)(F•, ϕ).
If in addition δH is chosen so that (A.7) holds, the parabolic flat bundle (W•,∇)
will satisfy the de Rham version of the parabolic Hecke eigensheaf property. This
is automatic since [DPS16] ensures that the algebraic de Rham and Dolbeault L2
pushforwards by q will be compatible with the non-abelian Hodge corresponcences on
H and X × C.
The choice of δY determines the parabolic weights of F•. Using the conversion table
from [Sim90, page 720] or the equivalent table from [DPS16, page 12], these in turn
determine the eigenvalues of the residues of the purely imginary tame parabolic flat
bundle (W•,∇). Taking the sum of copies of the components of the parabolic divisor
with coefficients the eigenvalues of the residues of (W•,∇) yields an element in the
complexified Picard of Bun. This element depends only on δY which in turn is a
solution of a set of equations determined by λ so we will define Oka(λ) to be this
element in the complexified Picard.
(vii) Finally note that the very stable locus U = X − ParX is a Zariski open subset in
the moduli stack Bun of quasi-parabolic G bundles on (C,ParC). Using the open
immersion j : U →֒ Bun we can construct an Oka(λ)-twisted D-module cλ (OV) on
Bun by setting
cλ (OV) := jOka(λ)!∗
(
(W•,∇)|U
)
.
Here (W•,∇)|U is the holomorphic flat bundle on U obtained by restricting any level of
the parabolic flat bundle (W•,∇) and jOka(λ)!∗ is the twisted middle perversity Deligne-
Goresky-MacPherson extension to Bun.
A twisted reformulation of Mochizuki’s extension theorem then implies that the twisted
D-module cλ (OV) will be a Hecke eigensheaf with eigenvalue V.
The steps (i)-(vii) follow the strategy from [DP09] almost verbatim. The only difference
is in step (vii) where instead of of the standard Deligne-Goresky-MacPherson extension we
have to use a twisted Deligne-Goresky-MacPherson extension. This is necessary since in the
setting of the unramified GLC from [DP09] the Hecke eigensheaf is an ordinary D-module
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while in our setting of the tamely ramified GLC, the Hecke eigensheaf is a twisted D-module.
For completeness we review twisted Deligne-Goresky-MacPherson extensions and the twisted
reformulation of Mochizuki’s extension theorem in the next two sections.
A.3 Twisted Deligne-Goresky-MacPherson extensions
In the last step of the strategy explained in the previous section we needed to construct
a minimal extension of a holomorphic flat bundle defined on a quasi-projective variety U
to a twisted D-module on a compactification of U . This is a minor modification of the
Deligne-Goresky-MacPherson extension functor which we review next.
Suppose X is a complex smooth irreducible variety, let j : U →֒ X be the inclusion of
a Zariski open subset, and i : Z = X − U →֒ X the complementary closed embedding.
These give (see e.g. [HTT08]) the standard functors/adjunctions i∗ ⊣ i∗ = i! ⊣ i! and
j! ⊣ j! = j∗ ⊣ j∗ of the recollement picture relating the derived categories of holonomic
D-modules on X , U , and Z. We also have the classical notion of a minimal (or middle
perversity) Deligne-Goresky-MacPherson extension j!∗ for holonomic D-modules:
For every holonomicD-moduleN on U there exists a unique extension ofN to a holonomicD-
module j!∗N on X characterized completely (see [BBD82, GM80, HTT08]) by the properties:
• j∗j!∗N = N , i.e. j!∗N is an extension of N ;
• j!∗N has no sub or quotient DX-module supported on Z.
The D-module j!∗N is selected by cohomological bounds. We have a natural morphism
j!N → j∗N in the derived category of holonomic D-modules. Since for an open immersion,
pushforward of D-modules is right exact, while compactly supported pushforward of D-
modules is left exact, we will have j!N ∈ D≤0hol(X,D) and j∗N ∈ D≥0hol(X,D).
Thus the morphism j!N → j∗N has to factor through the degree zero cohomology sheaves:
j!N → H 0(j!N)→ H 0(j∗N)→ j∗N
and j!∗N is defined as the image
j!∗N := im
[
H
0(j!N)→ H 0(j∗N)
]
.
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Checking the support condition is straightforward from this construction.
The Deligne-Goresky-MacPherson functor j!∗ has many useful features. It com-
mutes with Verdier duality by definition and sends irreducible D-modules to irreducible
D-modules. Also, all irreducible holonomic D-modules are minimal extensions of irreducible
flat bundles from irreducible locally closed subvarieties.
In particular the category of irreducible holonomic D-modules is equivalent to the cate-
gory of equivalence classes of pairs (U,N) where U ⊂ X is a locally closed subvariety, N is
an irreducible flat bundle on U , and the equivalence relation is generated by the elementary
equivalences (U,N) ∼ (U ′, N|U ′) for all open immersions U ′ ⊂ U .
Finally, recall that the Deligne-Goresky-MacPherson extension is the de Rham counter-
part of the middle perversity extension on the Betti side. That is, under the Riemann-Hilbert
equivalence the action of j!∗ on regular holonomic D-modules corresponds to the middle per-
versity extension functor for complexes of constructible sheaves [BBD82].
A.3.1 Deligne-Goresky-MacPherson extensions of flat bundles
Suppose that D = X−U is a strict normal crossings divisor. Let D = D1∪D2∪ . . .∪Dk
be the smooth irreducible components of D and let (VU ,∇U) be a flat bundle on U with
regular singularities along D. For the generalization to the TDO setting we will need to have
a more explicit model for the Deligne-Goresky-MacPherson extension of (VU ,∇U) to X . We
will use the following construction explained to us by D. Arinkin.
Choose a meromorphic flat bundle (V,∇) on X such that4
• V is a vector bundle on X satisfying V|U = VU and ∇ : V → V ⊗ Ω1X(logD) is a
logarithmic connection with ∇|U = ∇U .
• For any i the residue resDi(∇) ∈ H0(Di,End(V )) has no eigenvalues that are negative
integers.
Next consider the quasicoherent sheaf V (∗D) of sections in V with poles of arbitrary order
along D. The connection ∇ endows V (∗D) with a natural DX -module structure - the unique
action generated by multiplication by functions and the action of vector fields given by ∇ξ for
ξ ∈ TX . By definition V is a subsheaf of V (∗D) and we can construct the sub DX-module V!∗
4It is easy to construct such an extension of (VU ,∇U ), e.g. we could take Deligne’s canonical extension.
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of V (∗D) generated by V . The D-module V!∗ is the Deligne-Goresky-MacPherson extension
of (VU ,∇U), i.e. we have
V!∗ = j!∗(VU ,∇U).
Indeed the question is local near each component since by the normal crossings property
the local fundamental group of U near D is abelian and so the local contributions of the
components of D commute in the Deligne-Goresky-MacPherson extension. But locally near
a component of D the comparison question is essentially one dimensional since only the
transversal direction to the component matters.
This reduces the question to the following
Example: Let X be a smooth curve and let p ∈ X be a point with U = X − {p}. Let
(VU ,∇U) and (V,∇) be as above. Now if z is a local coordinate centered at p we have by
definition that V!∗ is the subsheaf in V (∗p) given by
V!∗ = V +∇ d
dz
V +
(
∇ d
dz
)2
V +
(
∇ d
dz
)3
V + · · · ⊂ V (∗p).
On the other hand j!∗(VU ,∇U) in this case is very simple to describe. Since for an open
immersion j∗ is exact and is the same for D-modules and O-modules we get
R0j∗(VU ,∇U) = j∗(VU ,∇U) = j∗VU = V (∗p).
Similarly we have R0j!(VU ,∇U) = j!(VU ,∇U), and since j!(VU ,∇U) is a subsheaf in j∗VU ,∇U)
we have that in this case
j!∗(VU ,∇U) = j!(VU ,∇U).
To compare with V!∗ note that the submodule j!(VU ,∇U) ⊂ j∗(VU ,∇U) = j∗VU can be
understood as the kernel of the map from j∗VU onto its “D-module fiber at p”.
Explicitly from the standard D-module recollement (see [BBD82]) for the inclusions
U
j→֒ X i←֓ p we have that
j!∗(VU ,∇U) = j!(VU ,∇U) = ker [j∗VU → i∗i∗j∗VU ] = ker [V (∗p)→ i∗i∗V (∗p)] ,
where i∗ assigns the D-module fiber at p and i∗ assigns this fiber as a D-module with
support at p (necessarily a sum of delta-function D-modules). Equivalently i∗i∗V (∗p) is the
maximal quotient of V (∗p) that is a direct sum of delta-function D-modules at p and so
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j!∗(VU ,∇U) ⊂ V (∗p) is the minimal submodule of V (∗p) that has no nonzero maps to any
delta-function D-module at p. Because of our condition that resp∇ has no negative integer
eigenvalues this extension is minimal and so must be equal to j!∗(VU ,∇U). Also by definition
V!∗ has no nozero maps to the delta-function D-module at p and again the condition on
resp∇ ensures that V!∗ is minimal with this property yielding the equality V!∗ = j!∗(VU ,∇U)
as promised.
As a consistency check note that if we choose a different extension (V ′,∇′) of (VU ,∇U)
satisfying spectrum(resp∇′) ∩ Z<0 = ∅, then V (−Mp) ⊂ V ′ ⊂ V (−Np) for some M ≥
N > 0. In particular V (∗p) can be identified with V ′(∗p) and since (∇d/dz)NV ′ ⊂ V and
(∇d/dz)MV ⊂ V ′ we get V ′!∗ = V!∗ as we should.
In low brow terms we can construct the minimal extension V!∗ via Hecke modifications of
V . As above the question reduces readily to the curve case so we will only spell out the
construction in this setting.
The subsheaf V!∗ ⊂ V (∗p) can be described as the result of an infinite sequence of
iterated up Hecke transforms of V at p. Indeed, we defined V!∗ as the sub D-module of
V (∗p) generated by V , i.e. we had
V!∗ = V +∇ d
dz
V +
(
∇ d
dz
)2
V +
(
∇ d
dz
)3
V + · · · ⊂ V (∗p).
Explicitly we can think of V!∗ as a union (colimit) of successive up Hecke transforms. Start
with 0V = V ⊂ V (∗p) and consider
1V = V +∇ d
dz
V ⊂ V (∗p).
1V is a locally free sheaf which is the up Hecke modification of 0V such that the kernel of
the map
0Vp → 1Vp
between fibers is the image of the residue of ∇ at p.
This process iterates in an obvious manner. The D-module structure on V (∗p) induces
a logarithmic connection 1∇ on 1V and we can consider
2V = 1V + 1∇ d
dz
1V ⊂ V (∗p)
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which is the up Hecke modification of 1V such that the kernel of the map
1Vp → 2Vp
between fibers is the image of the residue of 1∇ at p. Continuing in this manner we get a
nested sequence of logarithmic connections
(V,∇) = (0V, 0∇) ⊂ (1V, 1∇) ⊂ (2V, 2∇) ⊂ · · · ⊂ (V (∗p),∇)
and we have V!∗ = (
⋃
i
iV,∇).
The above descriptions of V!∗ are tailor made for generalization to the twisted setting. Con-
sider again the case when X is a smooth compact curve, p ∈ X is a point, U = X − {p},
j : U →֒ X and (VU ,∇U) is a flat bundle on U with at worst regular singularity at p. Fix
c ∈ C and let Dc be the sheaf of TDO associated to the element OX(c · p) ∈ Pic(X)⊗ C in
the complexified Picard of X .
As before we choose an extension (V,∇) of (VU ,∇U) to X for which:
• V is a vector bundle on X with V|U = VU and ∇ : V → V ⊗Ω1X(log p) is a logarithmic
connection with ∇|U = ∇U .
• The residue resp∇ ∈ End(Vp) has no eigenvalue in c+ Z<0 ⊂ C.
Now define a subsheaf V c!∗ ⊂ V (∗p) by setting
V c!∗ = V +
(
∇ d
dz
− c
z
· id
)
V +
(
∇ d
dz
− c
z
· id
)2
V +
(
∇ d
dz
− c
z
· id
)3
V + · · · V (∗p).
This subsheaf V c!∗ ⊂ V (∗p) carries a natural structure of a Dc-module. Indeed since Dc|U is
naturally isomorphic to the ordinary differential operators DU , we can view Dc as a subsheaf
of rings in the sheaf DX(∗p) of differential operators onX whose coefficients are meromorphic
functions with poles at most at p. In fact Dc ⊂ DX(∗p) is the subsheaf generated by
multiplication by sections in OX and the meromorphic differential operator d/dz − c/z ∈
D≤1(∗p) .
As before the connnection ∇ endows V (∗p) with a DX(∗p)-module structure and by
construction the subsheaf V c!∗ ⊂ V (∗p) is preserved by the subring Dc ⊂ DX(∗p). Thus V c!∗
is a well defined Dc-module which again is easily seen to be independent of the particular
extension (V,∇) of (VU ,∇U).
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Alternatively we can define V c!∗ as a union of a sequence of up Hecke transforms
kV c of
V by setting 0V c = V , 0∇ = ∇, and defining inductively k+1V c to be
k+1V c = kV c +
(
k∇ d
dz
− c
z
· id
)
kV c V (∗p),
that is - k+1V c is the up Hecke transform of kV c for which the kernel of the natural map(
kV c
)
p
→ (k+1V c)
p
is the image of resp
k∇− c · id. To continue the iteration we set k+1∇ to
be the connection on k+1V c induced from the DX(∗p) module structure on V (∗p). Similarly
to the untwisted case we get V c!∗ = (
⋃
i
iV c, i∇)
Now suppose we have a smooth (space or stack) X and a strict normal crossing divisor
D =
∑
iDi in X . Fix a collection of complex numbers c = {ci}i and let Dc be the sheaf
of twisted differential operators corresponding to the element OX(c ·D) := OX(
∑
i ciDi) ∈
Pic(X) ⊗ C). If U = X − D and (VU ,∇U) is a flat bundle on U with at worst regular
singularities along D, we can apply the above construction of the twisted Deligne-Goresky-
MacPherson extension for each component of the divisor. As usual the commutativity of the
local fundamental group of U near D implies that the order in which we do the extensions
across the different Di does not matter.
Explicitly, we choose an extension (V,∇) of (VU ,∇U) so that V is a vector bundle, and ∇
is a flat logarithmic connection such that resDk ∇ does not have any eigenvalues in ck+Z<0.
If p ∈ D ⊂ X and D has local equation z1 · · · zs = 0 for some locally defined coordinate
functions centered at p, then Dc can be described as the subring in the sheaf DX(∗D) of
differential operators with coefficients meromorphic functions with poles at D, generated by
multiplication by holomorphic functions and the first order meromorphic differential oper-
ators d/dzi − ci/zi. Note that even though these generators depend on the choice of local
equations of the components of D, the subring Dc depends only on the twisting parameters
c and not on the particular functions zi.
Following the above prescription we can now describe the c-twisted Deligne-Goresky-
MacPherson extension of (VU ,∇U) to be the subsheaf jc!∗(VU ,∇U) in V (∗D) given locally
by
jc!∗(VU ,∇U) =
∞∑
n=0
s∑
i=1
(
∇ ∂
∂zi
− ci
zi
)n
V ⊂ V (∗D).
By the same token this subsheaf does not depend on the choice of local equations zi and is
preserved by the TDO Dc.
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A.4 Remarks on untwisting
The final input needed in step (vii) of the strategy from section A.2 is a twisted re-
formulation of Mochizuki’s extension theorem. In the context of the unramified Langlands
correspondence the extension theorem says that the (usual) Deligne-Goresky-MacPherson
extension gives an equivalence of the category of tame stable parabolic flat bundles on
(X,ParX) with fixed parabolic weights and the category of simple regular holonomic D-
modules on X which are smooth on X−ParX . This gives a compatibility between the Hecke
functors acting on parabolic flat bundles and the Hecke functors acting on D-modules.
For the tamely ramified Langlands correspondence we need a variant of this statement in
which the ordinary Deligne-Goresky-MacPherson extension is replaced by a twisted Deligne-
Goresky-MacPherson extension for a twisting coming from a complex linear combination
of the components of the boundary divisor. This variant is in fact not a new statement
but rather an application of the standard Mochizuki extension theorem in the equivariant
setting. This follows immediately from the observation that the category of modules over
TDO coming from elements in the complexified Picard variety can be “untwisted”, i.e. can
be viewed as ordinary untwisted D-modules on a different space satisfying an appropriate
equivariance condition. This interpretation of twisted D-modules is well known to experts
but does not seem to appear in the literature. For completeness we recall it here in the form
explained to us by D. Arinkin.
Given a complex number c let Kc = (OGm , d+ c · d log z) denote the Kummer rank one
flat bundle on Gm, where z is the coordinate on Gm. Thus Kc has residue c at z = 0 and
residue −c at z = ∞. The Kummer flat bundle Kc is a character D-module on the group
Gm, i.e. on Gm × Gm we have a canonical isomorphism mult∗Kc ∼= p∗1Kc ⊗ p∗2Kc satisfying
the obvious cocycle condition on Gm ×Gm ×Gm.
Let now X be a smooth space or stack and let L be a line bundle on X . Let
Y = tot(L×) = tot(L)−(0−section) denote the total space of its frame bundle, i.e. the total
space of the principlal Gm-bundle L× = IsomX(OX , L). The group Gm acts freely on Y and
we have Y/Gm = X . Write p : Y → X for the natural projection and act : Gm × Y → Y for
the action map.
Consider the category D(Y,D)Gmc of Kc-twisted Gm-equivariant D-modules on Y. By
definition, the objects of D(Y,D)Gmc are D-modules M on Y equipped with an isomorphism
γM : act
∗M
∼=−→ p∗GmKc ⊗ p∗YM on Gm × Y.
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The isomorphism γM has to satisfy the natural cocycle condition on Gm × Gm × Y corre-
sponding to the character D-module structure on Kc. The morphisms in D(Y,D)Gmc are
simply morphisms M1 → M2 of D-modules on Y intertwining the Kc-twisted equivariant
structures γM1 and γM2.
Now the untwisting statement is the claim that the category D(Y,D)Gmc is equivalent to
the category D(X,Dc) of modules over the TDO Dc acting on L⊗c ∈ Pic(X) ⊗ C. Indeed
suppose {Ui} is an open cover of X trivializing L and let ℓi ∈ Γ(Ui, L) be a local frame for
L|Ui. Let gij = ℓj/ℓi ∈ Γ(Uij ,O×). Then a section of L⊗c over say some open U ⊂ X is a
collection of functions si ∈ Γ(U ∩Ui,O) such that ζij = si/sj is a solution to the differential
equation (d + c · d log gij)(ζij) = 0. In D-module language this means that a Dc-module
on X is simply a collection {Mi} of D-modules on Ui, together with compatible D-module
isomorphisms αij : Mi→˜Mj ⊗ (O, d + c · d log gij) over Uij satisfying the natural cocycle
condition on triple overlaps.
On the other hand a Kc-twisted equivariant D-module M on Y gives rise to D-modules
Mi = ℓ
∗
iM where we view the local section ℓi as maps ℓi : Ui → Y. Since ℓj = ℓigij,
the twisted equivariant structure on M gives isomorphisms Mi ∼= g∗ijKc ⊗Mj satisfying the
cocycle condition. But g∗ijKc = (O, d + c · d log gij) so this is precisely the structure of a
Dc-module. It is straightforward to check that this construction on objects extends to an
equivalence of categories D(X,Dc) →˜ D(Y,D)Gmc .
More generally if L1, L2, . . . , Lk is a collection of line bundles on X , and c = {ci}ki=1 is a
collection of complex numbers we can form the TDO Dc of differential operators acting on
⊗ki=1L⊗cii ∈ Pic(X)⊗ C. We can also consider the principal G×km -bundle Y → X defined as
the fiber product over X of the principal Gm-bundles Yi = tot(L
×
i ).
Now the above construction gives an equivalence between the category D(X,Dc) of
Dc-modules and the category D(Y,D)G×kmc of twisted G×km -equivariant D modules on Y, i.e.
D-modules M on Y equipped with isomorphisms
act∗M ∼= p∗G×km (Kc1 ⊠ · · ·⊠Kck)⊗ p
∗
YM.
This allows us to recast statements about twisted D-modules on a space X as statements
about quasi equivariant ordinary D modules on the principal torus bundle Y over X . In
particular conjugating the ordinary Deligne-Goresky-MacPherson extension functor on Y
with this untwisting equivalence and applying Mochizuki’s extension theorem on Y will give
us the twisted version of Mochizuki’s extension theorem on X .
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A.5 Geometric class field theory revisited
We conclude this appendix and the entire work by returning to the abelian case presented
in sections 1.1.4 and 1.3.1. The untwisting functor allows us to show that in the case when
G = LG = GL1 the ramified Langlands correspondence (A.2) is equivalent to the familiar
character property from the tamely ramified geometric class field theory.
Geometric class field theory is the abelian case of geometric Langlands. The unrami-
fied case is the elementary statement that every rank one flat bundle on a compact curve
C extends, uniquely, to a rank one flat bundle on the Jacobian J = J(C) := Pic0(C).
Equivalently, pulling back by the Abel-Jacobi map aj : C → J gives an isomorphism
aj∗ : FlatJ,G → FlatC,G for G = GL1(C) = C×, or more generally for any affine abelian
G. Of course, the map aj depends on a base point in C. The more natural map is
aj : C × Pic(C) → Pic(C) sending x ∈ C, L ∈ Picd(C) to L ⊗ OC(x) ∈ Picd+1(C). The
graph of this aj is the abelian Hecke correspondence H ⊂ C ×Pic(C)×Pic(C). Geometric
class field theory is the statement that every rank one flat bundle L on C determines a flat
bundle, say c(OL), on Pic(C), which is an eigensheaf for aj∗ with eigenvalue L:
aj∗(c(OL)) = pr∗C L⊗ pr∗Pic(C) c(OL).
We want to describe the ramified version of this. We give ourselves the compact curve
C of genus g and a divisor D = p1 + · · · + pk consisting of k distinct points of C. These
determine a curve C of arithmetic genus g + k − 1, obtained from C by gluing the k points
of D to each other, transversally into a normal crossings singularity. (In particular, for
k ≥ 3, this curve is not locally planar.) We replace the Jacobian J of C and its Picard
Pic(C) by the generalized Jacobian Pic0(C) and the Picard variety Pic(C). There is still
an Abel-Jacobi map aj : (C −D)×Pic(C)→ Pic(C) sending x ∈ C −D, L ∈ Picd(C) to
L⊗OC(x) ∈ Picd+1(C) as before. But now this map does not extend from C −D to C nor
to C.
One way to see this is to construct a compactification of (each component of) Pic(C).
Note that Pic(C) fibers over Pic(C), the fibers being torsors for the k−1-dimensional affine
algebraic torus T := Hom(K,Gm), where K := ker
[
Zd
sum−→ Z
]
. The fiber of Pic(C) over
L ∈ Pic(C) is canonically identified with the quotient by the diagonal action of Gm of the
product of punctured fibers
∏k
i=1 L
×
pi
of L. More globally Pic(C) is the quotient by the
diagonal action of Gm of the direct image under the projection Pic(C)×D → Pic(C) of the
restriction to Pic(C)×D of the universal Gm-bundle on Pic(C)×C.) The compactification
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Pic+(C) is constructed as the fiber product over T with the toric variety Pk−1. Fiber by
fiber, this replaces the fiber, which is the torus
(∏k
i=1 L
×
pi
)
/Gm, by the projective space
P
(⊕ki=1Lpi). Now the Abel-Jacobi map extends to a rational map
aj+ : C ×Pic+(C)→ Pic+(C)
whose indeterminacy locus has codimension k − 1 and is the union of k sections of
Pic+(C) → Pic(C) - one for each pi ∈ D ⊂ C. The inverse image under aj+ of the
boundary ∆ := Pic+(C) − Pic(C) is the union (D × Pic+(C)) ∪ (C × ∆). In particular,
this verifies that the map aj : (C −D)×Pic(C)→ Pic(C) does not extend from C −D to
all of C nor to C.
Tamely ramified geometric class field theory can now be stated analogously to the unram-
ified case: every meromorphic rank one flat bundle L on C with tame ramification along D
determines a meromorphic rank one flat bundle c(OL), on Pic+(C), with tame ramification
along ∆, which is an eigensheaf for aj+∗ with eigenvalue ℓ:
aj+∗(c(OL)) = pr∗C L⊗ pr∗Pic+(C) c(OL).
By construction the flat bundle c(OL) is holomorphic on the Pic(C) and is twisted equivari-
ant for the natural G×(k−1)m action. The descent of c(OL) to Pic(C) will then be the twisted
D-module which is the Hecke eigensheaf in the sense of (A.2).
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Flat, 3, 11
FlatX,G, 8
(F•, ϕ), 188
G, 3
GL2(C), 12
H , 187
h, 8
Hecke, 4
Heckei, 6
Heckeµ, 4
Heckeµ,x, 4
H i, 6
Higgs, 8
Higgs0(λ), 184
HiggsC,G, 8
HiggsX,G, 8
highρ, 187
h, 185
Hµ, 5
Hµ,x, 3, 5
Iµ,x, 5
i!, 190
i∗, 190
i!, 190
i∗, 190
J, 10, 198
J, 10
j!∗, 190–192
j!, 190
j∗, 190
j!, 190
j∗, 190
Λ, 179
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λ˜, 14
lan, 183
LB, 179
LBun, 9
LBun, 3, 11
LBun, 11
LFlat, 3, 170, 179, 180
LgLoc
Λ
, 179
LG, 3, 180
LHiggs0(λ), 184
Lh, 185
L , 181
Lc, 181
Loc, 8
Loc, 3
LocX,G, 8
LT , 11
Lt
cpt
R , 183
Lt, 179
LW µ,x, 3
µ, 4
nahC,ParC , 184
nahX,ParX , 189
Oka, 170, 181, 184, 189
p, 5
ParC , 10, 170, 179
ParH , 187
ParX , 184
Pic(Bun)⊗ C, 181
Pic(C), 7
Picd(C), 7
Pic(C), 7
Pic(X)⊗ C, 194
pµ, 5
pµ,x, 5
q, 5
qµ, 5
qµ,x, 5
r, 170, 179
res, 14, 180, 194
ρ, 187
ρµ, 4
σ, 187
SL2(C), 12, 14
T , 11
t, 179
θ, 181
T∨X (logParX), 186
V, 3, 10, 14
(V,∇), 3, 10, 170, 179
V!∗, 192, 194
V c!∗, 194
V (∗D), 192, 195
(VU ,∇U), 192, 195
V , 4
V, 4, 5
V , 181
W µ, 5
Wob, 9
X , 13, 17, 186
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Abel-Jacobi map, 7, 198
adjoint orbit
regular, 179
Albanese variety
of a non-compact curve, 10
associated vector bundle, 4
Betti
version, 3, 8, 12
blow-up, 17
Borel
reduction
of the structure group, 179
subgroup, 179
bundle
stable, 9
verry stable, 9
wobbly, 9
C, 13
character
complexified, 181
Class Field Theory, 198
Class Field Theory, 7
ramified, 198
conversion table
of the ramified nah, 118, 183, 184, 189
de Rham
version, 8, 12, 189
del Pezzo surface
quartic, 13, 17
Deligne-Goresky-MacPherson
extension, 5, 9, 16, 118, 171, 172, 189–
191
twisted, 195
functor, 191
delta function
D-module, 193
D-module, 3, 9, 10, 14
Λ-twisted, 180, 181
holonomic, 190
twisted, 170, 181
Dolbeault
version, 8, 12
dominant
character, 4
cocharacter, 4
flat
bundle, 3, 8, 9, 198
logarithmic, 194
quasi-parabolic, 179
ramified, 10
unramified, 10
connection, 3
logarithmic, 11
vector bundle, 6
Fourier-Mukai
transform, 169, 185
genericity condition, 13, 85, 184, 185
Geometric Langlands Conjecture, 3, 8, 9
abelian case of, 7
tamely ramified, 10, 11, 13, 179
GL2(C), 14
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GLC, see Geometric Langlands Conjecture
growth filtration, 12
Hecke
correspondence, 4, 17
eigensheaf, 6, 10, 14, 169, 179, 198
eigensheaves
parabolic, 11, 188
eigenvalues, 12
fibers, 6
functor, 5
functors, 3, 11
kernel, 5, 188
modification, 194
stack, 4
HES, see Hecke eigensheaf
Higgs
bundle, 8, 9
tame, 186
tamely ramified, 179
field
nilpotent, 9
sheaf, 9
highest weight, 187
Hitchin
base, 8, 84, 92
fiber, 8, 13, 17, 83, 84, 86, 92, 93, 96,
100, 112, 114, 134, 184–186
integrable system, 8
map, 8, 83–85, 92, 132, 184, 185
system, 83, 85
intertwining property, 5, 11
Jacobian, 7, 10, 83, 198
generalized, 10
of a singular curve, 10
of spectral curve, 83, 84, 92, 93
Langlands
functor, 11, 182
Laumon, 9
line
on a quartic del Pezzo, 17
local system, 3, 8
logarithmic
cotangent bundle, 186
poles, 186
middle perversity extension, see
Deligne-Goresky-MacPherson
extension
minimal extension, see
Deligne-Goresky-MacPherson
extension
Mochizuki’s
conditions, 9, 186
open NAHT, 9
theorem, 10, 184
moduli space
of parabolic bundles, 17
moduli stack
of quasiparabolic bundles, 11
of quasiparabolic flat connections, 11
of bundles equipped with a reduction
of their structure group to a unipo-
tent radical of a Borel over ParC , 11
of flat bundles, 3
of Higgs bundles, 3
of principal bundles, 3
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NAHT, see Non-abelian Hodge theory
natural operations, 17
nilpotence assumption, 12
nilpotent residues, 186
Non-abelian Hodge theory, 3, 8, 9, 12, 22,
32, 100, 104, 118, 119, 153, 169
normal crossings
singularity, 10
Okamoto
map, 17, 170, 181
parabolic
bundle, 10, 17
locally abelian, 21
bundles, 187
Chern character, 23, 27, 153, 155, 156
Chern classes, 9, 12, 23, 26, 38, 119,
163, 169, 186
divisor, 10, 12
first Chern class, 24, 33, 184
flat bundle, 17
tame, 10, 12
Hecke correspondence, 17
Higgs bundle
tame, 12
Higgs bundle, 10, 17, 18, 186
line bundle, 21
objects, 9, 17, 18
principal bundle, 18
structure, 13, 17, 23, 25, 33, 34, 36, 105
along a non-reduced divisor, 19, 21,
111
balanced, 36
degenerate, 33
non-degenerate, 36
semistable, 43
vector bundles, 18, 19, 21
weights, 183, 184
parabolic GLC, see Geometric Langlands
Conjecture, tamely ramified
ParX , 196
PGLC, see Geometric Langlands
Conjecture, tamely ramified
Picard
group
complexified, 181, 194
stack, 7
variety, 7
component of, 7
Poisson
moduli of parabolic flat bundles, 12
moduli of parabolic Higgs bundles, 12
principal
bundle, 3
flat bundle, 3, 8
Higgs bundle, 8
Prym
variety, 185
generalized, 8
purely imaginary condition, 12, 13, 118,
182, 184
pushforward
of parabolic Higgs bundles, 188
quasi-parabolic, 14
flat bundle, 183
structure, 13, 64, 175, 180
rational
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map, 17
recollement, 190
adjunctions, 190
functors, 190
representation
of highest weight µ, 4
residue
nilpotent, 14
of a logarithmic connection, 170, 179
semistability, 17
sheaf
skyscraper, 170, 185
singular support conditions, 6, 7
spectral cover
modular, 9, 17, 186
stability, 17
strongly parabolic
z-connection, 23
symplectic leaf
in LFlat, 179
tame parabolic
z-connection, 23
TDO, see twisted differential operators
tensorization
functors, 3, 11
theta
line bundle
nonabelian, 181
twisted
D-module, 14
differential operators, 14, 194
twisted differential operators, 181
universal
bundle, 4
flat bundle, 4
untwisting, 196
V -filtration, 12
Weyl
alcove, 183
group, 183
affine, 183
wobbly
divisor, 9
locus, 9, 17, 184
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