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1. Introduction
Microwave remote sensing is a powerful technique used to sense an object and deliver in-
formation about that object without physical contact. It has been successfully contributing to
the understanding of the Earth system and to the monitoring of our natural resources. Space-
borne Synthetic Aperture Radar (SAR) has been playing an essential role in these contributions.
It consists of an imaging radar sensor on a moving platform, which collects back-scattered sig-
nals during its movement and coherently synthesizes the signal in order to construct a large
aperture, leading to a high resolution image. Since the idea of aperture synthesis proposed by
Carl Wiley [132] in 1951 was first demonstrated, its high potential promoted intensive research
activities on the SAR techniques. As a result, in 1978, the first civilian SAR satellite, SEASAT
[68], was launched and opened a new era of Earth observation from space. Spaceborne SAR
provided weather-independent radar images over a wide area, which airborne systems could
not cover. In the 1990s, increasing awareness of the prominence of SAR led to several space-
borne SAR missions: the first European spaceborne SAR mission ERS-1 (1991), the following
mission ERS-2 (1995) [2], the Shuttle Imaging Radar SIR-C/X-SAR (1994) [1], and Radarsat-1
(1995) [98, 5] have consecutively acquired plenty of data over the Earth. Thanks to the revo-
lutionary improvement of observation capability, modern spaceborne SAR expands its utility
into a wide spectrum of applications.
1.1. State-of-the-Art SAR System
A spaceborne SAR system is an aggregation of cutting-edge technologies which provide out-
standing imaging capability and high performance. In this sense, state-of-the-art SAR has been
leading revolutionary progress in microwave technology. The low-cost, high-efficiency Mono-
lithic Microwave Integrated Circuit (MMIC) technology dramatically reduces the profile of Trans-
mit/Receive (T/R) modules and the multilayer circuit technique improves the signal distribu-
tion of complex electronics. Above all, one of the most important technologies in the modern
SAR system is the phased-array antenna, which can electrically steer the antenna beam and re-
alize multiple data acquisition modes. Its beam-steering capability is exploited to enhance the
swath width or the azimuth resolution. Those operation modes are commonly introduced in
most modern SAR systems along with the standard stripmap data acquisition mode. Figure 1.1
shows the multiple modes based on the phased array antenna. In the spotlight mode shown
in Figure 1.1 (b), the antenna beam continuously tracks a target area during the movement of
satellite in a range of azimuth steering angles. Thus the signal integration time over the target
area of interest is lengthened in comparison to the stripmap mode in Figure 1.1 (a). Thereby a
fine azimuth resolution image can be achieved [126, 113, 20].
The scanSAR mode is specialized to substantially improve the swath width in the spaceborne
SAR. The data acquisition of the scanSAR mode is illustrated in Figure 1.1 (c). In the scanSAR
mode, the wide area of terrain is divided into multiple subswaths. The antenna beam illumi-
nates each subswath during a specific period. Following this, the beam is steered to the next
subswath and acquires the data in the same manner. A continuous SAR image over the wide
area is reconstructed by stitching the subswath images, however with poor azimuth resolution
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Figure 1.1.: Multiple SAR operation modes implemented by the phased array antenna in the
state-of-the-art SAR system.
[90, 29]. The single-channel SAR images present the 2-D intensity maps of a target scene. How-
ever, the intensity information of targets may be insufficient for the classification and the identi-
fication of the targets and their properties. Therefore along with the single-channel modes, the
modern SAR also employs multiple data acquisition channels in space, time or polarization.
The use of dual orthogonal polarizations, typically horizontal and vertical, on transmission
and reception allows the measuring of full scattering coefficients. More detailed information
about geophysical properties and electromagnetic scattering process can be obtained by the po-
larization synthesize techniques, which is called polarimetry [144, 17]. Hence Polarimetric SAR
(PolSAR) is an indispensable tool in modern airborne and spaceborne SAR remote sensing.
Figure 1.2 (a) shows a fully polarimetric SAR image obtained by DLR’s airborne SAR system,
E-SAR [3]. The first full polarimetry in a SAR satellite was demonstrated by Japanese Earth
Observation Satellite ALOS at L-band (1.27GHz) [108]. Recent spaceborne SAR missions, such
as TerraSAR-X, COSMO-SkyMed, and Radarsat-2, also adopt the fully polarimetric data acqui-
sition mode for a wide scope of applications.
A further benefit of the multichannel data acquisition in the modern spaceborne SAR is also
found in its global 3-D imaging, motion estimation and change detection capabilities. SAR In-
terferometry (InSAR) is a radar technique to extract such information using the data acquired at
different positions or times. The InSAR produces an interferogram by coherently processing
differences in phase between multiple complex SAR images, and provides several measures of
geophysical quantities, such as topography, deformation and ocean currents on a global scale
[12]. As an example, Figure 1.2 (b) shows an interferogram produced by the ShuttleRadar Topog-
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(a) (b)
Figure 1.2.: Examples of multichannel SAR images: (a) fully polarimetric SAR image at C-band,
German Aerospace Center (DLR), Oberpfaffenhofen, Germany and (b) SRTM C-
band SAR interferogram, Los Angeles, California, USA ( c©JPL/NASA).
raphy Mission (SRTM) in the year 2000, which has proved the capability of topographic mapping
from space and has generated nearly global topographic data.
In summary, the contribution of the spaceborne SAR to scientific and technological progress,
environment monitoring and understanding our planet is beyond doubt. Additionally, it is
expected that the commercial use of the spaceborne SAR data will be increasingly popular in
future. The German TerraSAR-X satellite built in public-private partnership may be a repre-
sentative example. From a technical point of view, the modern SAR has been making technical
progress on the basis of a monostatic system configuration, combined with analog beam steer-
ing capacity, however has not been able to overcome inherent restrictions in SAR performance.
Therefore there are increasing demands for a new paradigm for the next generation spaceborne
SAR.
1.2. Motivation and Contributions of this Work
Expanding utilities of SAR data in various fields, capabilities of frequent monitoring, wide
coverage and high geometric resolution are becoming issues of greater and greater importance
in spaceborne SAR missions. In particular, the observation of a wide area with fine resolution
is of great interest for various applications, such as the surveillance of geological formations,
biomass and other dynamic features. However, the state-of-the-art SAR sensors do not simul-
taneously satisfy these demands. This work aims to establish a novel SAR system concept and
techniques based on a digital multichannel radar concept, in order to overcome the modern
SAR performance and satisfy the demands in a wide range of applications. Through this, the
work seeks to open up a new perspective to approaching the ultimate goal of an adaptive high-
performance SAR system. Figure 1.3 displays the background and the contributions of this
work in diagram form.
Figure 1.3 presents the challenges in the modern SAR in ➊, a new digital system approach
as a transition from the current SAR to a future SAR concept in ➋, and the final goal pursued
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Figure 1.3.: Motivation and new contributions of this work.
in the present work in ➌. Based on Figure 1.3, the following sections concretely address the
motivation and the contributions of this work.
1.2.1. Challenges in Modern SAR
Challenges facing the modern SAR are inherent limitations originating in the SAR operation
principles or difficulties emerging from technological issues. This section addresses several
important challenging topics in the modern SAR, stated in Figure 1.3 ➊.
Trade-off between Azimuth Resolution and Swath Width
The performance of modern SAR systems is limited by a strict rule regarding the antenna
area to avoid ambiguities, a so-called minimum antenna area constraint [122]. The relationship
is derived by considering the antenna pattern, Pulse Repetition Frequency (PRF) and the SAR
geometric parameters. It is given by
Aant >
PRF
PRFlow
· 4·Vp ·λ·Rs
co
·tan θinc (1.1)
where co denotes the speed of light; Vp is the sensor velocity; λ is the wavelength of carrier
frequency; Rs and θinc denote the slant range at the boresight of antenna and the incident angle
respectively; and PRF low is the PRF lower bound for a desired azimuth resolution. For the
given geometric parameters, the antenna area Aant is determined by only the ratio between
PRF and the lower limit PRF low. The theoretical minimum antenna size is hence found when
the ratio is equal to unity1:
1In practical system design, the ratio near unity is undesirable since it allows no design margins.
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Aant,min =
4·Vp ·λ·Rs
co
·tan θinc. (1.2)
It means the minimum antenna area is determined by the geometric parameters. To increase
the swath width, the antenna height must be reduced according to the reciprocal proportion be-
tween the antenna height and elevation beam width. Therefore the total antenna area becomes
smaller but is limited by the lower bound of PRF. If the antenna height is reduced for further
increment of the swath width, PRF must be set lower than its lower bound, and consequently,
it leads to azimuth ambiguities in SAR images. On the other hand, for the improvement of
the azimuth resolution, the lower bound of PRF must be increased, since it corresponds to the
spatial sampling frequency in along-track. As a result of this, the swath width is reduced. In
conclusion, the azimuth resolution can be improved at the cost of the swath width and vice
versa [122, 30, 31].
As aforementioned, a time-multiplex imaging mode, such as the scanSAR mode, improves
the swath width but deteriorates the azimuth resolution due to limited data acquisition time
for each subswath [90]. In contrast, the spotlight mode dramatically improves the azimuth
resolution only on a confined narrow area. Therefore the current SAR operation modes, based
on the analog beam steering, cannot enhance both the swath width and the azimuth resolution
at the same time.
Interleaved Polarimetric Data Acquisition
A SAR system employing an orthogonal dual-polarized antenna on both transmission and re-
ception can acquire the complete scattering matrix, which accounts for polarimetric scattering
characteristics of targets. The modern SAR systems transmit the orthogonally polarized pulses
alternatively, so that only two scattering components for each transmitted polarization are ac-
quired. In consequence, the entire scattering matrix is measured through two successive pulse
transmissions, as shown in Figure 1.4.
H-pol. 
SVH, SHH 
V-pol. 
SHV, SVV 
t
0 
+PRI t
0 
Figure 1.4.: Conventional mode for the fully polarimetric data acquisition.
Since the inter-pulse interval corresponds to the Pulse Repetition Interval (PRI), which is the
reciprocal of PRF, a shorter interval leads to a narrower coverage, according to (1.1). As a
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result, the current interleaved acquisition mode requires either a twofold increase of the PRF
or the azimuth resolution reduction [144, 17, 64]. This trade-off can be more severe, when
the polarimetry is combined with the interferometry, a so-called Polarimetric SAR Interferometry
(Pol-InSAR) [24]. In this emerging technique, the PRF must be increased fourfold to achieve the
maximum baseline between two sensors2.
System Complexity and Calibration
Modern SAR systems employ the phased array antenna composed of hundreds of radiating el-
ements and Radio Frequency (RF) electronics. Phase shifters and Variable Gain AmpliÞers (VGAs)
integrated in the T/R modules make electrical beam steering possible. Thanks to Low Temper-
ature CoÞred Ceramic (LTCC) and MMIC technologies, a compact and low-loss T/R module is
available [114]. Nevertheless, the phased array remains the most complicated and the heaviest
subsystem among spaceborne SAR subsystems. In addition, the complex feed networks with
many cables and connectors introduce the loss, which degrades receiver sensitivity [103].
Regarding the system calibration, the SAR antenna can be a major source of calibration error.
The SAR electronic is characterized by the internal calibration process using inserted known
reference signals, called calibration pulses. However, the major difficulty of the phase array
calibration lies in the characterization of the performance of each array element. This is because
signals from the hundreds of array elements and T/R modules are combined before digitization
and storage devices [30]. This makes it difficult to measure the individual performance.
Another calibration issue is the correction of dynamic errors occurring in operation, such as
phase drift or gain variation. For this calibration, each T/R module monitors temperature vari-
ations in flight and adjusts a control voltage of the phase shifter, according to the look-up table
which accounts for the pre-measured thermal behavior of the phase shifter. Unfortunately, a
difficult problem arises from the fact that the relationship between the phase shifter behavior
and the control voltage is slightly time-variant. It will result in an additional source of error
[134, 23].
In future SAR systems, it is desired to improve the calibration quality and also reduce the
calibration efforts. A digital array system allows a sophisticated error estimation and correction
by signal processing either on-board or on-ground [130]. Therefore the current phased-array
antenna system may be replaced by a software-defined adaptive digital systems in the future.
1.2.2. HRWS SAR Concept
An innovative SAR concept, called a High-Resolution Wide-Swath (HRWS) SAR, was proposed
in order to resolve the fundamental trade-off between the coverage and the azimuth resolution
[117, 119]. As stated in Figure 1.3 ➋, this system enables the production of high resolution SAR
images over a wide area with the aid of Digital Beamforming (DBF). Its operation and an example
configuration are illustrated in Figure 1.5.
The system operates with a low PRF in order to increase the swath width. According to its op-
eration principles, this system is equipped with a small transmit antenna and the broad beam
of this transmit antenna in both elevation and azimuth illuminates a wide area. On the other
2This acquisition mode is called ping-pong mode [71].
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hand, a large array is employed on receive. The low signal gain resulting from the small trans-
mit antenna is compensated by high-gain beam scanning on receive [117, 119]. The receive
array consists of multiple independent receive channels in along-track, as shown in Figure 1.5.
Data acquired by these channels are combined for increasing the spatial sampling rate, and
thereby the azimuth resolution can be improved as well.
p oV t
Tx
Rx array
Flight direction
Tx antenna footprint
Swath width
Multiple digital beams in azimuth
Beam scanning in elevation
x
1
x
2 3
x
1 2
3
( )p oV t PRI 
Spatial sa
mples
Figure 1.5.: Illustration of the HRWS SAR imaging system and its conceptual operation.
If the multiple receive channel data are simply interleaved in along-track, the azimuth samples
can be increased. However, it causes additional azimuth ambiguities in the case of non-uniform
azimuth sampling [139, 58]. To put it simply, only using a specific PRF, one can achieve the op-
timal imaging performance. DBF algorithms presented in [69, 79] make it possible to suppress
the azimuth ambiguities and increase the effective PRF, even using the non-uniformly sampled
data.
This system provides more stability and flexibility in hardware design and implementation,
since the system consists of mostly digital hardware. The separated and independent multiple
receive channels allow real-time adaptive calibration using image signals by means of digital
signal processing techniques. Investigations of the HRWS SAR do not just remain at conceptual
studies, but also continue towards the implementation of the system. For instance, a digital
array antenna and RF breadboards are developed and used to verify this advanced system
concept and the DBF technique [42].
1.2.3. Contributions and Outline of this Work
As introduced up to this point, the challenges and the desired performance in spaceborne SAR
systems motivate a novel system approach, which enables the multimodal operation and the
high performance imaging simultaneously. To build a new SAR system concept satisfying this
demand, this work encompasses with a wide range of technical topics from hardware to digital
signal processing. The main contributions of the present work are as follows:
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• Establishment of a novel multimodal SAR system concept
• Development of a novel waveform scheme and processing algorithms
• Development of a laboratory measurement system
• Experimental validation of novel techniques
The need of multi-functionality in future SAR systems is emphasized when it is intended to
combine multichannel acquisition modes with the HRWS SAR imaging mode3. In the case of
single-pass interferometry, a secondary large receive array will be required for producing hy-
brid HRWS SAR images. If these large arrays must be carried on a single satellite, it can be
problematic in the system implementation. Furthermore, the conventional interleaved mode
(see section 1.2.1) costs either the coverage or the resolution in the fully polarimetric data ac-
quisition in any case. Therefore the full HRWS SAR imaging performance cannot be achieved
in such combinational modes.
This work adopts multiple antennas both on receive and transmit in order to realize the mul-
timodal operation and outperform the modern SAR, as shown in Figure 1.3 ➌. Such systems
are known as Multiple-Input Multiple-Output (MIMO) systems. This work establishes a novel
MIMO SAR concept, combined with DBF and orthogonal waveform scheme, and develops the
operational principles of the MIMO SAR. Although the term MIMO SAR was previously used
in literatures [128, 37, 78, 107, 65], the MIMO SAR system presented in this work will be dis-
tinguished from previous system approaches in regard to the system purpose, operation and
technique.
A vital issue in the MIMO SAR system is multiple waveform design. The MIMO SAR system
needs new waveforms that must be separable from each other, and SAR images reconstructed
from the waveforms should be sufficiently coherent for the interferometric and the polarimet-
ric post-processing. In other words, the new waveform should fulfill the requirement of the
orthogonality and the high coherence. The present work develops a novel waveform scheme
and relevant processing algorithms inspired by the Orthogonal Frequency Division Multiplexing
(OFDM) principle. Uniqueness of the novel waveform scheme is the fact that it still uses a chirp
signal as a basic waveform function, but it is highly orthogonal in frequency domain. It implies
that the multiple orthogonal waveforms can be produced from the same frequency band, and
focused SAR images from these waveforms are highly coherent. This work intensively inves-
tigates the orthogonality and the coherency of the developed waveforms regarding a typical
distributed target scenario.
The scope of this work is not limited to develop the new technique and evaluate performances,
but also expanded by experimental verification for the MIMO SAR techniques. As one of core
techniques in the MIMO SAR, the digital beamforming plays an essential role in selective data
acquisition and ambiguity suppression. This work presents the first experiment for the digital
beamforming in along-track and also demonstrates its capability. For this purpose, a laboratory
experimental system is developed and is dedicated to the demonstration. This work addresses
hardware design issues for successful demonstration and hardware system aspects, as well as
experimental results. This dissertation is composed of two main parts. One part copes with the
theory and principle of the MIMO SAR system operation and techniques, and the other part
focuses on the subject of experiments and verification.
3The term ”HRWS SAR imaging” is used to indicate an imaging mode to overcome the inherent trade-off between
the swath width and the azimuth resolution, but does not name a specific system in this dissertation.
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Chapter 2 presents an overall MIMO system concept and operational principles. Starting with
the description of a generic system configuration, this chapter introduces the main functionality
of each subsystem and technical issues regarding its implementation. In this chapter, some
example modes are presented in order to show exploitation of increased degrees of freedom
of this system for the multimodal operation. Based on those modes, a general MIMO SAR
processing strategy is established. Before coming to detailed signal processing, this chapter
briefly points out challenging topics in MIMO SAR and in current approaches. Through this,
the next chapters will highlight the uniqueness of this work.
Chapter 3 deals with the basic principles and theories of MIMO SAR techniques. First of all,
a MIMO SAR signal model is developed in Cartesian coordinates and used to describe the
principle of digital beamforming, plus its cooperative roles in the MIMO SAR system. This
chapter also introduces principles of the classical OFDM technique, which was originally de-
veloped to counteract a frequency selective channel in wireless communications, and addresses
the key idea exploited in this work for the multiple OFDM waveform generation. In addition,
a schematic implementation model of the OFDM technique is presented and certain issues re-
garding the system realization are discussed.
Chapter 4 focuses on a MIMO SAR transmission strategy and novel waveform technique,
based on the OFDM principle introduced in Chapter 3. Starting with reinterpreting the conven-
tional chirp waveform, this chapter derives the novel orthogonal waveform scheme for dual
transmit antennas. In particular, this chapter develops an analytic signal model for the OFDM
waveform and describes the detailed modulation and demodulation algorithm combined with
spatial filtering using this model. The rest of the chapter is dedicated to the intensive evalua-
tion of the waveform performance and feasibility in regard to real SAR target scenarios through
simulations and experiments.
Chapter 5 introduces several important system design parameters, particularly antenna pa-
rameters regarding the digital beamforming and the OFDM demodulation performance. This
chapter also presents an example system design and evaluates the performance of the designed
system in terms of the system sensitivity and image quality.
Chapter 6 and 7 cope intensively with the theme of Ground-Based (GB) SAR experiments. To
begin with, in a short range radar scenario, system parameters are specified, and thereby a GB
multichannel SAR system is built for the demonstration of the MIMO SAR techniques. The
system is composed of several subsystems, such as Tx/Rx antennas, RF front-end subsystem,
digital instruments and a moving platform including a precise stepper motor and its controller.
Chapter 6 describes the design, development and characterization of each subsystem in detail.
The developed GB SAR demonstrator is used to carry out several multichannel SAR experi-
ments in side-looking SAR geometries. Specific geometries and data acquisition methods in the
measurements are presented in Chapter 7. This chapter starts with introducing an experimen-
tal MIMO SAR processor which is implemented for the experiments. The ω−k SAR processing
algorithm is adopted and combined with the digital beamformer algorithm and the OFDM de-
modulator. The experiment addresses a channel imbalance effect on the digital beamforming
performance. In this work, a digital channel balancing algorithm is implemented for the correc-
tion of the channel imbalance in phase and amplitude. This chapter introduces every processing
step and corresponding result, and finally reveals the first experimental results of DBF in SAR.
Furthermore, an equivalent experiment for the developed OFDM waveform scheme is carried
out using the measured GB SAR data.
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Finally, Chapter 8 summarizes the contributions of this work with a conclusion and empha-
sizes the benefits of the system and techniques developed in this work. This chapter also
includes a discussion about potential techniques that are expected to boost the MIMO SAR
imaging capabilities as well as challenges to be investigated, and encourages them for future
research.
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In the early 1990s, for the purpose of increasing channel capacity, Paulraj and Kailath have
proposed the use of multiple antennas for both the transmission and the reception in wire-
less communications [99]. This multiple antenna concept has been showing great potential for
various applications not only for wireless communications, but also for radar sensors. It has
triggered active research works on the multiple antenna systems. Consequently, a radar system
with multiple antennas, called MIMO radar, is currently one of the most popular topics in radar
communities [43].
An early idea behind the MIMO concept for radar was to realize a large co-array by combining
multiple transmit and receive antennas. The co-array principle was widely applicable for both
coherent and incoherent sources withMT transmit andMR receive antennas. If the MIMO radar
transmits multiple independent waveforms through spatially uncorrelated antennas, each re-
ceiver acquires multiple angular responses from a target delivered by the independent wave-
forms. The angular responses provide MT×MR independent phase centers, and thereby a large
equivalent array is constructed [53]. The array elements must be arranged to avoid angular am-
biguities within the angular range of interest. Adjusting the antenna constellations, the MIMO
radar brings astonishing improvements to the angular resolution [13, 14, 6, 106, 137, 109]. In
addition, the MIMO radar permits the use of spatial or angular diversity techniques to im-
prove the detection capability. For example, the independence of the multiple channel data
is exploited in order to compensate the fluctuation of Radar Cross Section (RCS) or the angular
spread. As a result, the probability of detection can be substantially improved [14, 43, 110, 76].
Approaches for MIMO SAR imaging can be different from the MIMO radar, which is mostly
dedicated to detect certain target objects. The present work suggests to utilize the MIMO an-
tennas for multimodal operation and improving SAR image quality. Depending on the MIMO
antenna constellation, multiple complex SAR images can be simultaneously produced and used
for the coherence post-processing. Furthermore, suppressing ambiguities using the multichan-
nel data contributes to SAR image quality enhancement synchronistically. To make use of the
potentials and the advantages provided by the MIMO SAR concept, proper multiple waveforms
and involved processing techniques must be developed.
Prior to dealing with concrete MIMO SAR techniques, this chapter presents a novel MIMO
SAR system concept, a generic system configuration, and operational principles in a wider
sense. In particular, the multimodal operation principles show the uniqueness of this approach
to overcome the limitations of current systems and achieve the multi-functionality required.
This chapter concludes by giving an overview of existing approaches and addresses an impor-
tant technical issue on the present MIMO SAR approach. The MIMO SAR is not only based on
a single platform system but multiple platforms as well. This chapter draws the system con-
cept, data acquisition strategies, and multimodal operation principles for a single platform case
for simplicity. However it must be emphasized that the theoretical background is the same for
multistatic configurations as well.
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2.1. System Configuration
Figure 2.1 depicts a conceptual system block diagram. The proposed MIMO SAR system con-
sists of the transceiver subsystems with multiple antennas, the digital waveform modulator
and demodulator block, and the multiple HRWS SAR processing units.
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Figure 2.1.: Generic MIMO SAR system block diagram.
2.1.1. Transmit and Receive Antennas
The antenna block is composed of dual-polarized MR receive subarrays displaced in azimuth
and MT transmit antennas. According to the HRWS SAR imaging principle, each receive subar-
ray consists of a number of array elements in elevation, so the whole receive antenna becomes a
2-D array. Each element within the subarray is connected to an independent receiver containing
its own Analog-to-Digital Converter (ADC). Considering the large number of antenna elements,
a low-profile and low-cost antenna technology would be essential. For instance, the microstrip
patch antenna could be considered as a good candidate due to its light weight and easy inte-
gration with other RF components, such as the Low Noise AmpliÞer (LNA) [42]. The multiple
transmit antennas can be independently accommodated or likewise, a part of the receive sub-
arrays can also be used for the transmission.
The transmit antenna is combined with an independent transmitter and Digital-to-Analog Con-
verter (DAC) unit, most likely the receive antenna. An important requirement would be a
highly efficient transmit antenna since each transmit antenna should illuminate a wide area.
Thus, the low antenna gain due to a small antenna size should be taken into account. Trav-
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eling wave antennas such as horn antennas can be adequate for the MIMO SAR. Moreover, a
rapid progress of antenna technology leads to highly efficient deployable reflector antennas,
which are available for lower frequency bands as well [45, 84]. The reflector antenna, combined
with a digital feed array, offers the important benefit to generate a broad beam by activating
all feed elements [141]. Further issues regarding the antenna block are the polarization purity,
which is a common topic in modern polarimetric radars, and the homogeneous characteristic
of receive array elements to mitigate calibration efforts and optimize the digital beamforming
performance.
2.1.2. Transceiver Subsystem
The basic function of the transceiver (see Figure 2.1 ①) is not too dissimilar to that of conven-
tional SAR systems. It basically amplifies signals and converts them to the baseband on receive,
or similarly converts them to a RF band on transmit. Compared to RF frontend modules of the
conventional SAR, the main aspect is the independent transmit and receive channels, including
individual DAC and ADC units for each channel. This is a typical configuration of the digital
radar concept, and leads to simpler optimization and higher integration than the conventional
system [130]. Unlike the conventional PolSAR mode, the present MIMO system aims at simul-
taneous polarimetric data acquisition. For this purpose, each polarization channel needs its
own transceiver subsystem instead of the polarization switch of the conventional SAR. There-
fore, the number of transceiver subsystems increases. Concerning mass, power consumption,
and cost of the transceivers for all subarray elements, the digital-IF receiver topology can be
eligible for this system, since it reduces the number of analog devices by performing the I-Q de-
modulation in digital domain [42]. Regarding the wide coverage, highly efficient Traveling Wave
Tubes (TWTs) can be used for high power amplifiers. For the coherent detection, this subsystem
contains a local signal distribution network, either with a single local oscillator or multiple local
oscillators which are synchronized to each other. In any case, the distribution network must be
designed to minimize the leakage of the local signal and to achieve a sufficient isolation level.
Furthermore, stable power generators will be included in this subsystem.
2.1.3. Digital Waveform Modulator and Demodulator
The main function of these parts is to generate multiple waveforms for the transmitters and to
separate those waveforms on receive. Figure 2.1 ② and ③ show the waveform modulator and
demodulator block, respectively. According to operation commands, the waveform control
subsystem adjusts waveform parameters and assigns them to individual waveform generators.
The waveform generator is based on a Direct Digital Synthesis (DDS) technique, which enables
numerical determination and digital tuning of the frequency and phase of sinusoidal signals
to produce various waveforms [120, 8]. The waveforms are then stored in fast Random Access
Memory (RAM) and reused or modified by software, even in flight.
On receive, the spatial filter block (DBF in elevation) preliminarily processes received signals
and afterwards the demodulator separates the transmitted waveforms. This block includes
Fast Fourier Transform (FFT) and inverse FFT (IFFT) blocks, digital correlation filters (matched
filters), and other digital signal processing units that may be needed for the demodulation.
To effectively handle a large volume of data from multiple receive channels, the demodulator
consists of parallel on-board processors, which are supposed to be highly reliable, cost-efficient,
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and adaptable. It could be achievable by intensive use of FieldProgrammable Gate Array (FPGA)
based solutions [55].
2.1.4. HRWS SAR Processing Unit
The HRWS SAR processing unit in Figure 2.1 ④ consists of two main parts. One is the digital
beamforming unit for the azimuth ambiguity suppression, and the other is the conventional
SAR processor. Since the DBF is a linear processing, the digital beam former can be modularized
and integrated with the SAR processor. Therefore, a significant modification of the conventional
SAR processor is not required. The HRWS SAR processing unit consists of a bank ofMT parallel
processors and each unit reconstructs a HRWS SAR image. The reconstructed multiple SAR
images will be used for post-processing. As a rule, this block is not deployed on the flight
system but is implemented on the ground segment.
2.2. System Operation
A large digital array forms separate multiple phase centers, which can be regarded as spatial
samples. The present MIMO SAR operation is closely associated with strategies to acquire such
multiple spatial samples and exploit them for mission objectives. This section describes the
data acquisition mode for standard SAR imaging and the multimodal operation principles.
2.2.1. Data Acquisition
The data acquisition of the present MIMO SAR system is divided into fast-time1 and slow-
time2 domain. In both domains, the digital beamforming plays a key role in data acquisition
and enhances the system imaging performance.
Fast-Time Data Acquisition
First, the data acquisition in fast-time domain is discussed. This data acquisition is closely
associated with the digital beamforming in elevation. Each element of the receive array in el-
evation illuminates a target scene with a broad beam and captures back-scattered signals from
the target simultaneously. The digital beam former at the end of the elevation channels coher-
ently sums the signals and realizes a high gain beam in elevation. Figure 2.2 illustrates two DBF
approaches in fast-time.
The first approach shown in Figure 2.2 (a) divides a long echo signal into multiple data subsets,
depending on Angle of Arrival (AoA). In this case, the multiple digital beams are regarded as
multiple spatial filters. Each beam collects signals only from an angular range of interest and
suppresses signals outside of the angular range. This functionality will play a vital role in
MIMO SAR imaging and details regarding that shall be dealt in Chapter 4.
The second approach in Figure 2.2 (b) is to continuously steer a high gain digital beam over
the whole swath, the so-called SCan-On-REceive (SCORE) technique [117, 119]. This technique
1The fast-time is the commonly used definition of time in terms of range processing.
2The slow-time is the temporal domain representation of SAR sensor positions in along-track.
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Figure 2.2.: Spatial filtering in elevation angle via (a) simultaneous multiple digital beams and
(b) continuous digital beam scanning (SCORE).
changes the steering angle at each time instant from SAR geometries, so that the digital beam
traces the ground pulse over the whole swath continuously.
Those beamforming functions can be incorporated into a real-time processor with the aid of a
parallel signal processing. It would be of important merit to handle a burden of data acquired
from the wide area [70]. Additionally, the DBF in elevation improves the Signal-to-Noise Ratio
(SNR) and suppresses the range ambiguities by forming nulls.
Slow-Time Data Acquisition
The data acquisition in slow-time is carried out by the separate multiple receive channels with
low PRFs, which allow a wide area observation. However this either deteriorates the azimuth
resolution or results in the azimuth ambiguities [139, 49].
Figure 2.3 illustrates the spatial sampling in along-track with the four receive subarrays. The
transmit antenna is positioned in the middle of the whole receive array. The sensor transmits a
pulse and the four receive subarrays collect signals simultaneously. According to the Displaced
Phase Center Antenna (DPCA) principle (see Appendix A), each transmit and receive antenna
pair can be regarded as an equivalent monostatic antenna and its effective phase center is situ-
ated in the middle between the phase centers of the transmit and receive antennas [94]. In fact,
the spatial sample positions are coincident with the effective phase centers of every bistatic pair.
Every transmission event produces a set of multiple spatial samples in along-track. Thereby the
effective spatial sampling rate3 increases. In Figure 2.3, the effective phase centers in along-track
are indicated by different symbols.
The multiple phase centers provide the optimum performance in the case of a uniform sam-
pling in along-track. However uniform sampling leads to the strict requirement which de-
mands that the travel distance ∆d within successive pulses, must be equal to half of the receive
array length [139, 137]:
∆d =
Vp
PRF
=
MR ·Lrs
2
(2.1)
3The spatial sampling rate or frequency corresponds to PRF in a side-looking SAR system.
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whereMR is the number of receive subarrays andLrs is the length of a single subarray. It means
that the uniform sampling can be achievable only with a particular PRF, called uniform PRF.
Otherwise, the spatial sampling becomes non-uniform and the performance is degraded. Ro-
bust digital beamforming algorithms in [69, 79] overcome the rigid uniform sampling require-
ment and provide steady performance for various PRFs. Therefore, a possible PRF selection
range is expanded.
'u
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Effective phase cetner
of Tx-Rx1 in azimuth
Tx
Lrs
X
Rx1
X
Rx2 Rx3 Rx4
'd
m·PRF
XX
'Lrs
(m+1)·PRF
Tx-Rx1
Tx-Rx2
Tx-Rx3
Tx-Rx4
Figure 2.3.: Slow-time data acquisition via the multiple receive antennas and the spatial sam-
pling representation by the effective phase centers between transmit and receive
antennas. For clarity, a single transmit antenna is assumed.
2.2.2. Spatial Sampling Criteria
This section describes detailed spatial sampling rules based on a uniform receive array of a
single platform system. As shown in Figure 2.3, the spatial samples are acquired at the effec-
tive phase center positions and are distributed in along track. The spacing between receive
subarrays is described as the following:
∆Lrs = ζ ·Lrs (2.2)
where ζ is the scaling factor indicating the relative separation with respect to the subarray
length Lrs. For example, if ζ is equal to one, then there are no gaps between the subarrays
(∆Lrs = Lrs). This is typical array geometry of a single platform case. A very large ζ may mean
a uniform multistatic constellation4. In the same manner, (2.1) is generalized as
∆d = %·MR ·Lrs
2
(2.3)
where % is the spatial sampling scaling factor and dependent on PRF. Although the multiple
subarrays in along-track increase the number of spatial samples, the travel distance ∆d must
4A more general formulation regarding antenna position and the sampling is derived in [69]
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satisfy the Nyquist sampling criteria. Therefore, % must fulfill the following condition:
% =
2·∆d
MR ·Lrs ≤ 1 (2.4)
Using (2.2) and (2.3) the spatial sample position u is formulated as follows:
u = %·MR ·Lrs ·(m− 1)
2
+ 0.5·(i − 1)·∆Lrs (2.5)
where m denotes the sensor position in along-track and i is the receive subarray index. (i =
1, 2, 3, · · · ,MR)
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Figure 2.4.: Examples of the spatial sample distribution according to the sampling criteria:
(a),(c) uniform sampling, (b) non-uniform sampling, and (d) uniform-overlapping
sampling.
From (2.5) and (2.2), sampling criteria can be built for the non-overlapping uniform spatial
sampling. First of all, ζ% must be positive odd numbers
ζ
%
= 1, 3, 5, · · · (2.6)
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and not be even numbers:
ζ
%
6= 2, 4, 6, · · · (2.7)
Only if the above conditions are satisfied, the spatial samples will be uniform and will not
overlap. In some cases, the intention is to form several overlapping spatial samples at different
instances. The criteria offer an easy determination of PRF for various sampling requirements.
Several examples are plotted in Figure 2.4 in the case of four receive subarrays (MR=4), where
the circles indicate the effective phase centers of the array. The vertical axis is the real spatial
sample position in the along-track direction, and the horizontal axis is the sample position in
the case of uniform sampling. Both axes are normalized by the single subarray length Lrs. If
the real spatial samples are uniform, then their projection (dashed line) in along-track increases
linearly versus the ideal sample position, as shown in Figure 2.4 (a). In contrast, if the spatial
sampling violates the first criterion (2.6), the projection loses the linearity, which means a non-
uniform sampling, like that shown in Figure 2.4 (b). Figure 2.4 (c) shows the spatial sample
distribution in the case of a large separated array. ζ% meets both criteria (2.6) and (2.7), so that
the spatial samples are uniformly distributed, except the outermost samples, due to a larger
antenna separation than Lrs (ζ > 1). Figure (d) is a typical case of a uniform distribution of
overlapping samples. This occurs since the sampling meets only the criterion (2.6) and not
(2.7).
2.2.3. Multimodal Operation Principles
Increased phase centers in the MIMO configuration provide a great opportunity to merge two
or more advanced multichannel modes into a single system. The basic idea behind the multi-
modal operation is to adjust the phase center distributions by reconfiguring antenna constella-
tions for multiple modes. This principle is only realizable if multiple waveforms are available
for a parallel transmission through multiple antennas. On the premise that such orthogonal
waveforms are available, the following sections describe operation principles for several exam-
ple modes.
HRWS SAR Across-Track Interferometry
SAR interferometry considered here, is the across-track interferometry5 for topography. A
conventional InSAR mode can be problematic if it is combined with a system utilizing MR
receive antennas for another purpose, such as the HRWS SAR imaging. An example of this
would be a multichannel SAR system with MR receive subarrays, which must have at least
total 2MR receive channels in order to implement the InSAR mode without any performance
loss, such as the azimuth resolution and the coverage. Such a large number of receive channels
are impractical with regard to the system weight and size.
The present MIMO SAR uses the second transmit antenna instead of an additional large re-
ceive array and deploys it at an exact baseline in across-track. Figure 2.5 draws the combina-
tion of the HRWS SAR imaging and the InSAR operation modes in the MIMO SAR, which in
5For convenience, the term “InSAR” in this section means the across-track SAR interferometry.
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Figure 2.5.: Antenna constellation and the spatial sample distribution in the combination of the
HRWS SAR imaging, and the across-track SAR interferometry. The effective base-
line is defined as a distance between spatial samples in across-track.
a word, is HRWS InSAR mode. A parallel orthogonal pulse transmission produces two sepa-
rated phase center arrays denoted by the symbols “x” and “o” in Figure 2.5 respectively. Each
spatial sample array contributes to the HRWS SAR imaging mode independently and thereby
two SAR images are reconstructed. In this case, the total MR+2 antennas are needed in the
HRWS InSAR mode, whereas in the conventional approach, 2MR antennas are necessary to
give out the same performance. Consequently, the presented MIMO configuration facilitates
the effective combination of both advanced modes.
HRWS SAR Imaging for GMTI
In a similar way, when the second transmit antenna is arranged with a certain baseline in
along-track, MR additional phase centers are produced between the second Tx antenna and
the receive array, as shown in Figure 2.6. Their positions depend on the baseline. At the time
instance, to, both transmit antennas send pulses simultaneously and thereby two phase center
arrays marked by ”x” and ”o” are formed in along-track. In the next transmission at to+PRI, the
other phase centers are formed consecutively. Thus, 2MR samples in along-track are obtained
by every single pulse transmission event. The increased number of spatial samples improves
GroundMoving Target Indication (GMTI) performance and also relieves the conflict between PRF
and coverage.
To give an example, the MR samples are used for the HRWS SAR imaging, so that two high
resolution SAR images are produced over a wide area. Due to the along-track baseline, the two
images contain different information for non-stationary objects. Therefore, using the Along-
TrackInterferometry (ATI) or the DPCA technique, the moving objects can be distinguished from
the stationary clutter. This operation mode can be very fascinating for applications, such as ship
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Figure 2.6.: Antenna constellation and the spatial sample distribution for GMTI.
surveillance and ocean surface current monitoring. Another example is the motion parameter
estimation of moving targets and the ground clutter suppression, which may require more than
two channels to improve performance [38]. In the case of a system with MR receive channels
only, a high PRF is mandatory in order to reconstruct MR SAR images from every single chan-
nel. Therefore, the high PRF limits the swath width. Use of a second Tx channel relaxes the
high PRF requirement by increasing the number of spatial samples by a factor of 2. By combin-
ing two successive channels for the HRWS SAR imaging, the same MR images can be obtained
with half of the PRF that would have been required for the single Tx system. The MIMO SAR
presents a great opportunity to improve both the GMTI performance and the coverage of SAR
imaging simultaneously.
HRWS PolSAR
As introduced in section 1.2.1, in the conventional PolSAR mode, each vertically and hori-
zontally polarized signal is radiated by an alternative transmission mode, and two scattering
components are acquired by each transmission event. Hence, a full scattering matrix can be
obtained through the interleaved data acquisition. In the MIMO SAR, orthogonal waveforms
assigned to each polarization allow a simultaneous acquisition of fully polarimetric data [61]
and thereby the present system overcomes the restriction of the conventional PolSAR data ac-
quisition. Figure 2.7 depicts the operation principle.
The orthogonal waveforms are radiated through both polarization channels of transmitter.
Depending on target properties, the polarization state of a reflected signal is transformed, and
the receive array collects two orthogonally polarized signals from each waveform. Unlike the
conventional scattering matrix in the polarization and slow-time domain, the scattering matrix
is built in the polarization and waveform domain in the MIMO SAR, as shown in Figure 2.7.
The vertical and horizontal polarization channels of each receive array acquire h1,VV and h2,VH ,
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Figure 2.7.: Fully polarimetric data acquisition based on orthogonal waveforms in the HRWS
PolSAR mode. For clarity, a single transmit antenna with dual-polarizations is as-
sumed.
and h1,HV and h2,HH , respectively. Each polarization channel signal is composed of both the
waveforms, which can then be separated by the waveform demodulator. As a result, a complete
scattering matrix is obtained by every single acquisition.
2.3. Generic MIMO SAR Processing
The primary objectives of the MIMO SAR processing are the successful demodulation of mul-
tiple waveforms and the reconstruction of multiple HRWS SAR images from the waveforms.
Figure 2.8 draws the generic MIMO SAR processor schematic diagram. In the figure, the num-
ber of Tx and Rx antennas are denoted by MT and MR, respectively. The MIMO SAR processor
is conjunctively formed up of multiple parallel SAR processors and MIMO processing blocks:
digital beam formers and a waveform demodulator. In fact, each block may contain a number
of subunits carrying out common functions, such as FFT/IFFT and switching. However for
simplicity’s sake, these are skipped in the schematic. The main functionalities of the processor
are summarized as follows:
• Digital beamforming in elevation and Doppler domain
• Multiple waveform demodulation and separation prior to the conventional SAR proces-
sor
• SAR processing, based on MT parallel multiple processors
The first step is the spatial filtering, performed by digital beamforming in elevation. As in-
troduced before, the digital beamforming is an inseparable option for wide swath imaging in
order to achieve a predefined SNR. The DBF divides a large amount of data into Nsub data
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Figure 2.8.: Generic MIMO SAR processing schematic. Two major functions of the generic
MIMO SAR processor are the MIMO signal processing and the conventional SAR
processing. In this figure, the ω-k algorithm is considered as an example, so that the
range cell migration correction is performed by the Stolt interpolation [29].
subsets (Nsub subswaths) for the purpose of effective parallel processing and for the waveform
demodulation. Thus, MR×Nsub data subsets are constructed.
Each subset signal contains multiple waveforms, delivering individual channel impulse re-
sponses. The second step is to demodulate and separate those waveforms without the loss of
channel impulse responses. Generally, an orthogonal waveform scheme requires a very good
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aperiodic auto-correlation property. In this case, the waveform separation process can be di-
rectly completed by range focusing, which in turn is done by a correlation filter, i.e. matched fil-
ter. In this schematic, it is assumed that the waveform demodulation block is separated from the
range processing for clarity. From this point onwards, the whole swath is divided into the Nsub
data subsets of each waveform. Therefore, the demodulator output becomes a MT×MR×Nsub
data cube.
The Nsub blocks can be stitched at this stage or after the range compression. It can even be
stitched after the full image focusing, in order to recover the whole coverage. This section
assumes the Nsub divisions are concatenated before SAR processing. So, the data dimension is
reduced to MT×MR but the total amount of data remains unchanged.
The next step is the digital beamforming in Doppler domain. In principle, this digital beam-
forming can be carried out at any stage of the processing, since it is a linear operation6 [79, 69,
139]. The beam former block is therefore linearly combined with the SAR processor. Detailed
DBF processing will be introduced in section 3.3. The DBF coherently combines MR azimuth
channel signals and reconstructs a wide Doppler spectrum from those by suppressing the alias-
ing of Doppler spectrum. This procedure should be carried out for each waveform, so that
MT data sets are processed by a set of parallel SAR processors. Finally, MT SAR images are
reconstructed independently. At the post-processing stage, the multiple images or data can be
exploited to retrieve geometric and physical information of interest.
In summary, the MIMO SAR processor consists of the digital signal processors for the MIMO
techniques and theMT parallel multiple conventional SAR processors. This implies the fact that
the digital processors for the MIMO techniques can be independently developed and verified,
and afterwards can be integrated to the SAR processors. It may also be worth noting that
details of a practical MIMO SAR processor may differ from the generic schematic shown in this
section. However the basic functionalities and frameworks of processing will be based on this
schematic.
2.4. Challenge in MIMO SAR Implementation
One of the most critical issues in the MIMO SAR is a design of multiple waveforms and de-
velopment of related processing algorithms. In particular, the orthogonality of waveforms is a
premise in the MIMO SAR. If there are two waveforms si(t) and sj(t), the orthogonal condition
7
is then given as [40]: ∫ ∞
−∞
si(t)·s∗j (t+ τ)dt = δij if τ = 0 (2.8)
where τ is the time shift and δij is the Kronecker delta function defined by
δij =
{
1 if i = j
0 if i 6= j (2.9)
6This beamforming can be performed either before or after the range focusing. However considering SNR, the
range compression prior to the beamforming would be recommended.
7This is actually the orthonormal function since the amplitude of the correlation is normalized. The term “or-
thonormal” originates from the combination of “orthogonal” and “normalize”.
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(2.8) implies the ideal aperiodic autocorrelation condition. The reason for such rigorous condi-
tioning required for the MIMO SAR is the distributed targets. The following simple simulation
shows the importance of the orthogonality in the MIMO SAR.
250 300 350 400 450 500 550 600
−60
−50
−40
−30
−20
−10
0
Range [m]
P
o
w
e
r 
[d
B
]
(a)
250 300 350 400 450 500 550 600
−60
−50
−40
−30
−20
−10
0
Range [m]
P
o
w
e
r 
[d
B
]
(b)
Figure 2.9.: Impulse responses produced by matched filtering with respect to the up-chirp for
(a) a single target and (b) 6 point targets. The peaks correspond to the autocorre-
lation functions of the up-chirp for point targets. The cross-correlation functions
between the up- and down-chirp are spread over range.
By using the up- and down-chirp, their correlation property is evaluated. Figure 2.9 plots the
correlation between them. Firstly, a single point target scenario is considered. Echoes of the
waveforms from the target are superposed in the received signal. When the correlation filtering
is performed for the up-chirp, the target response from the up-chirp is focused on the corre-
sponding delay time instance and the cross-correlation is suppressed up to -30dB, as shown in
Figure 2.9 (a). The same operation is carried out with 6 point targets and the result is shown
in Figure 2.9 (b). The target responses are significantly deteriorated due to the high noise floor,
since the cross-correlation responses are only spread over the range and not eliminated. It is
straightforward to anticipate that this phenomenon will be even more significant for distributed
targets in a real SAR. Therefore, the orthogonality of waveforms is the most critical property for
SAR applications.
2.4.1. Overview of Current Approaches
Most of the current orthogonal waveform schemes are based on multi-dimensional mod-
ulation techniques. Before dealing with a novel waveform technique, this section gives an
overview of the current MIMO transmission schemes using orthogonal waveforms. This overview
will clarify a difference between the existing approaches and the novel approach presented in
this work.
• Space-Time Modulation: This scheme assigns respective waveforms to separated Tx an-
tennas and transmits them at different time instances. Figure 2.10 shows an example
modulation.
Recently, an InSAR system employing a MIMO array on an UnmannedAerial Vehicle (UAV)
was presented in [66, 65]. The system builds a virtual array in across-track by using a
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Figure 2.10.: An example of space-time modulation.
switching mode, and reconstructs a high resolution 3-D topographic map. The space-
time modulation scheme is also beneficial for detecting and recognizing a particular tar-
get, such as a ground moving target or difficult targets in complex environments [38].
However this approach yields an increase in PRF or a reduction of azimuth resolution in
order to avoid azimuth ambiguities. A combination of the spatiotemporal encoding and
the DBF on receive in elevation is provided as a solution to avoiding the increase of PRF
[70], but it is only possible if DBF in elevation is available.
• Space-Frequency Modulation: The frequency diversity technique in radar improves the
target detection performance and reduces the RCS fluctuation of target [145, 9, 41, 9]. Mul-
tiple frequency bands, called subbands, can easily be created by splitting a whole system
bandwidth into several non-overlapping subbands. This scheme allows a simultaneous
pulse transmission based on the orthogonality of the subbands, as shown in Figure 2.11.
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Figure 2.11.: An example of space-frequency modulation.
A significant drawback of this scheme is the spectral incoherence between the subbands.
This modulation scheme may however only be suitable for permanent scatterers and in-
appropriate for distributed targets. Thus, the coherent multichannel measurements, such
as the interferometry and polarimetry, are limited. Additionally, the range resolution of
each subband image is deteriorated in case the whole bandwidth is sectioned. A wide
subband for each transmitter improves the range resolution but requires the system band-
width to be expanded by a factor of the number of Tx antennas on receive. With the aid
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of frequency-dependent beamforming on both transmit and receive, the subband signals
can be coherently combined, and the whole bandwidth can be recovered [41]. However in
practice, non-ideal band pass filter characteristics cause a spectral overlap or gap between
the subbands. Hence, the recovered spectrum can contain some discontinuities, which in
turn increase the side lobe level in target range responses.
• Space-Time-Frequency Modulation: The technique introduced here merges the previous
two modulation schemes in order to maximize the diversity effect between waveforms.
As shown in Figure 2.12, each transmit antenna radiates an individual subband signal
in turns. This switching mode leads to an decreased SNR by a factor of the number of
Tx antennas, since only one antenna is activated and the others are silent [37]. This ap-
proach can be improved by a cyclic shift in the space-frequency modulation, i.e. frequency
multiplexing. In this case, the subband assigned to each transmit antenna is rotationally
changed from pulse to pulse, so that the whole bandwidth is used at every transmission
event. This scheme maximizes its robustness in combination with Space-Time Adaptive
Processing (STAP) [36, 37]. This technique focuses on the performance enhancement of
GMTI, but at the cost of a high PRF and low spectral coherence.
Tp
S1
S2
S3
S4 Time
Space - Tx
Frequency - subband
Figure 2.12.: Space-time-frequency modulation without rotational subband transmission.
• Orthogonal Code Modulation: Orthogonal coding techniques have been intensively in-
vestigated in MIMO radar, whereas it is barely considered in MIMO SAR due to its non-
ideal autocorrelation property.
There are several approaches that attempt to optimize the autocorrelation property using
a cyclic phase coding, such as Pseudo-Noise (PN) sequences or constant modulus signals
based on the cyclic algorithm [57, 78]. Another interesting approach is to apply the phase
coding to multiple discrete frequency [93, 77, 32]. Those schemes still suffer from a degra-
dation of SNR in a distributed target scenario. In addition, these schemes mostly yield a
complicated optimal receive filter design for SAR imaging, which means that the conven-
tional SAR processor may be inapplicable for those types of signal.
In summary, the current orthogonal waveform approaches are based on the multiple dimen-
sional modulation techniques and allow the use of multiple transmitters for enhanced SAR
imaging or target detection. However those approaches cost either a high PRF, or coherence
between multiple images. It restricts the degrees of freedom of the MIMO SAR system and
possible application areas. The maximum degree of freedom can be achieved by a simultane-
ous pulse transmission and the coherence can be further improved by generating multiple and
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Figure 2.13.: Orthogonal code modulation: C1-C4 denote orthogonal codes assigned to the
transmit antennas.
separable waveforms within a common frequency band. Regarding the present MIMO SAR,
this work pursues both goals.
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3. Principles of MIMO SAR Techniques
This chapter presents the principles of the core techniques, the digital beamforming and the
orthogonal waveform scheme. The chapter starts by defining a MIMO scenario in Cartesian
coordinates under the flat Earth assumption for simplicity. First of all, in order to develop a
MIMO SAR signal model, a MIMO Radar signal model is developed and then extended to a
side-looking SAR scenario. The digital beamforming algorithms introduced in [79, 69] will be
described using this signal model in a 2-D wavenumber domain.
When it comes to the orthogonal waveform, this work focuses on the principles of a multiple
subcarrier technique, called Orthogonal Frequency Division Multiplexing (OFDM), so as to derive
a novel orthogonal waveform scheme. Specific theories and investigations about the new wave-
form scheme will be intensively presented in Chapter 4. This chapter gives an overview of the
classical OFDM principle and the system schematic.
3.1. MIMO SAR Signal Model
This section describes a MIMO SAR signal model. The MIMO signal model is composed of
the input data, propagation channel, and output signals. It ought to be noted that the input and
output are defined with respect to the MIMO channel.
3.1.1. MIMO Geometry
A MIMO geometry is considered within the Cartesian coordinate, like shown in Figure 3.1.
The multiple transmit and receive antennas are situated at arbitrary positions and illuminate
a target area. Taking a simple propagation channel into consideration, the signal transmitted
by the jth Tx antenna (xt,j , yt,j , zt,j) reaches a target (x, y, z) and is scattered back to the ith Rx
antenna (xr,i, yr,i, zr,i).
The distance between the jth Tx antenna and the target, and between the target and the ith Rx
antenna are denoted by Rtx,j and Rrx,j , respectively:
Rtx,j =
√
(xt,j − x)2 + (yt,j − y)2 + (zt,j − z)2, (3.1)
Rrx,i =
√
(xr,i − x)2 + (yr,i − y)2 + (zr,i − z)2. (3.2)
In a side-looking scenario, the antennas move along the u-axis, which is parallel to the y-axis.
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Figure 3.1.: Geometry of a generic MIMO antenna constellation.
3.1.2. MIMO Radar Signal Model
A simplified MIMO radar system model with MT transmitters and MR receivers is portrayed
in Figure 3.2. In this case, the MIMO radar model consists of the MT input and MR output,
which are defined with respect to the MIMO channel.
For simplicity, it is assumed that the transmitters and the receivers have a gain of unity without
any phase change, and the channel impulse response hij(t) accounts for only the reflectivity
and the phase information of the round-trip path between the jth Tx and ith Rx antennas, for a
point-like target at (x, y, z):
hij(t) = aij ·δ(t − τ) (3.3)
where aij denotes the complex coefficient representing the scattering and the path loss. δ(t) is
the Kronecker delta function and τ is the round-trip delay time, which depends on the distance
between the antennas and the target position:
τ(i, j, x, y, z) =
Rtx,j(x, y, z) +Rrx,i(x, y, z)
co
. (3.4)
The received signal at the ith receiver is represented as a convolution of the channel impulse
response and the transmitted signal. Since all transmitters in the MIMO data acquisition are
simultaneously activated, the received signal contains all of the transmitted waveforms and the
channel impulse responses:
ri(t) =
MT∑
j=1
[sj(t) ∗ hij(t)] + ni(t) (3.5)
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Figure 3.2.: Simplified MIMO radar system model.
where sj(t) is the waveform transmitted by the jth Tx antenna. The asterisk ∗ is the convolution
operator and ni(t) is the Additive White Gaussian Noise (AWGN) at the ith receiver. By applying
the Fourier transform, one obtains the frequency domain representation of (3.5):
F{ri(t)} =
MT∑
j=1
[F{sj(t)} · F{hij(t)}] +Ni(f) (3.6)
where F{·} stands for the Fourier transform operator and Ni(f) is the Fourier transform of the
noise term in (3.5). The Fourier transform of the channel impulse response for a point target
leads to the channel transfer function Hij(f):
F{hij(t)} = Hij(f)
= Aij ·exp (−j(2pifτ + ϕ))
= Aij ·exp
(
−j
(
2pi
λ
(Rtx,j +Rrx,i) + ϕ
))
(3.7)
where Aij denotes the amplitude of the channel transfer function and the exponential term
represents the phase history of the i−j channel. ϕ is a constant phase of the complex coefficient
aij , and is omitted in further developments.
In radar imaging, the target is generally specified as an area of interest. Assuming a flat surface
(z=0), the channel transfer function is represented by an integral of the overall target area, as
follows:
Hij(f) =
∫∫
Aij(x, y)·exp
(
−j 2pi
λ
(Rtx,j(x, y) +Rrx,i(x, y))
)
dxdy. (3.8)
Let Sj(f) = F{sj(t)} and subsequently the spectrum of the receive signal Ri(f) is given by
Ri(f) =
MT∑
j=1
[Sj(f) ·Hij(f)] +Ni(f). (3.9)
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3.1.3. Expansion to the MIMO SAR Signal Model
In a side-looking SAR geometry, the SAR system moves and acquires data at every position
in along-track. The SAR operation at any given position in along-track can be regarded as the
radar operation. In this sense, a MIMO SAR model can be represented by an array of the MIMO
radar models in along-track. Figure 3.3 illustrates the expansion of the MIMO radar model to
a MIMO SAR model. The number of spatial samples, denoted by M , is decided by a spatial
sampling distance and a synthetic aperture length.
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Figure 3.3.: MIMO SAR model expanded from the MIMO radar model.
In the case of a MIMO SAR on a single platform, whereby both transmit and receive anten-
nas are moving along the u-axis with the same velocity, and recalling (3.9), the received signal
spectrum can be rewritten in the frequency-space domain:
Ri(f, u) =
MT∑
j=1
Sj(f)·Hij(f, u) +Ni(f, u) (3.10)
where u represents the sensor position in the flight track. The effective phase center position of
the i−j pair is then given by u = (yt,j + yr,i)/2, according to the DPCA principle (see Appendix
A). Following this, (3.10) is transformed into the Doppler wavenumber domain ku:
Ri(f, ku) =
∫ ∞
−∞
MT∑
j=1
Sj(f)·Hij(f, u) +Ni(f, u)
·e−j·ku·udu. (3.11)
Since the integral is a linear operator and the waveform Sj(f) is constant with respect to u,
(3.11) can be rearranged as follows:
Ri(f, ku) =
MT∑
j=1
Sj(f)
∫ ∞
−∞
Hij(f, u)·e−j·ku·udu︸ ︷︷ ︸
Hij(f,ku)
+Ni(f, ku). (3.12)
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Using the principle of stationary phase, the 2-D spectrum of the channel transfer function
Hij(f, ku) can be derived in a closed form [113, 29, 30]:
Hij(f, ku) = Aij(f, ku)·exp
−j
√
4
(
2pi
λ
)2
− k2u ·Xs,ij − jku
(
y − yt,j + yr,i
2
) (3.13)
whereAij(f, ku) represents the amplitude of the 2-D spectral channel transfer function andXs,ij
is the minimum slant range of the i−j bistatic pair, which is given by
Xs,ij =
√(
xt,j + xr,i
2
− x
)2
+
(
zt,j + zr,i
2
− z
)2
. (3.14)
Finally, the 2-D signal spectrum of the ith receiver is derived as:
Ri(f, ku) =
MT∑
j=1
Aij(f, ku)·Sj(f)·exp
−j
√
4
(
2pi
λ
)2
− k2u ·Xs,ij − jku
(
y − yt,j + yr,i
2
)
+Ni(f, ku). (3.15)
In the next step, (3.15) is rewritten in the 2-D wavenumber domain, which is defined for both
the range and the azimuth, as follows:
kr =
√
4
(
2pi
λ
)2
− ku (3.16)
and
ka = ku (3.17)
where kr is the range wavenumber, accounting for the Range Cell Migration (RCM) in the SAR
data. The azimuth wavenumber ka is identical to ku, due to the linear movement of the sensor
along the u-axis. Using (3.16) and (3.17), (3.15) is rewritten as:
Ri(kr, ka) =
MT∑
j=1
Sj(f)·Hij(kr, ka) +Ni(kr, ka) (3.18)
where the 2-D channel transfer function is
Hij(kr, ka) = Aij(kr, ka)·exp
(
−jkr ·Xs,ij − jka
(
y − yt,j + yr,i
2
))
. (3.19)
Due to the periodicity of Discrete Fourier Transform (DFT), the Doppler spectrum of SAR sig-
nal repeats at each order of PRF and the higher ordered spectra partially overlap the original
baseband spectrum. It causes azimuth ambiguities in SAR images, depending on the azimuth
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Figure 3.4.: Aliasing of the sub-sampled single channel data. The first repetition of the original
baseband signal is considered.
antenna pattern and PRF [30]. Figure 3.4 illustrates the spectral aliasing in Doppler frequency
domain.
The spectral aliasing is introduced in this signal model. Firstly, the PRF is represented by the
wavenumber ks, which is defined as
ks =
2pi
Vp
·PRF = 2pi
∆d
(3.20)
where Vp is the sensor velocity and ∆d is the travel distance for the pulse repetition interval.
Let β denote the order of aliasing, and consequently the spectrum in 2-D wavenumber domain
is expressed as
Ri(kr, ka) =
MT∑
j=1
Sj(f)·
( ∞∑
β=−∞
Hij(kr, ka + βks)
)
+Ni(kr, ka) (3.21)
The array signal can simply be described using vector and matrix notations. The inner sum-
mation in (3.21) of each receiver is expressed by a MR×1 vector:
Hj =

H1j(kr, ka) H1j(kr, ka + ks) . . . H1j(kr, ka + β ·ks)
H2j(kr, ka) H2j(kr, ka + ks) . . . H2j(kr, ka + β ·ks)
...
...
. . .
...
HMRj(kr, ka) HMRj(kr, ka + ks) . . . HMRj(kr, ka + β ·ks)
·I (3.22)
where I is aMR×1 vector of unity. This vector is arranged forMT waveforms (j = 1, 2, · · · ,MT ).
One obtains a MR×MT channel transfer function matrix in the wavenumber domain:
H(kr, ka) = [H1 H2 · · · HMT ] (3.23)
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The transmitted waveforms, received signal spectra, and noise are given in a matrix form
shown as follows:
S = [S1 S2 · · · SMT ]T (3.24)
R = [R1 R2 · · · RMR ]T (3.25)
N = [N1 N2 · · · NMR ]T (3.26)
where the superscript [·]T denotes the vector transpose. Finally a linear equation of the received
signal spectrum is established:
R(kr , ka) = H · S+N (3.27)
The signal model in the wavenumber domain is used in ground-based SAR experiments in
which a sensor velocity is not defined.
3.2. Digital Beamforming in Elevation
The beamforming can be classified into two different categories in regard to implementation:
the analog beamforming and the digital beamforming. The latter technique, digital beam-
forming, has been a subject of great interest in many applications, since it provides a flexible and
adaptive filtering capability, such as adaptive null steering for the jammer rejection, direction
finding, and multiple spatial filtering [123, 142, 56, 89].
In the present MIMO SAR, the digital beamforming contributes to both elevation and azimuth
processing. The DBF in elevation aims to fulfill the following two objectives. The first is to
compensate for a low SNR resulting from the increase of a swath width and a small Tx antenna.
The other is to divide a long echo signal into multiple data sets for parallel signal processing.
In the present MIMO SAR, two DBF strategies are considered. One is multiple spatial filtering
and the other is continuous beam scanning. This section introduces the basic principles of DBF
using an elevation array and presents the two DBF approaches in a side-looking SAR scenario.
3.2.1. Fundamentals
The DBF differs from the analog beamforming in its implementation, yet the basic principles
are the same. When ME receive array elements are assumed in the elevation array, the time
delay in (3.4) at the gth array element can be given by a relative value, with respect to the first
Rx array element:
τg =
Rtx +Rrx,1 +∆Rrx,g
co
= τ1 +
∆Rrx,g
co
(3.28)
where ∆Rrx,g is the range difference between the gth element and the reference element, and
depends on the separation of elements and the impinging angle (g = 1, 2, 3, · · · ,ME). In the
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case of the Uniform Linear Array (ULA) as shown in Figure 3.5, the range difference between the
receiving element is represented in a phase:
∆ϕg(θ) =
f
co
·∆Rrx,g = 2pi
λ
·Wrs ·(g − 1)·sin θ (3.29)
where Wrs is the separation between the array elements, and θ is the elevation angle where the
signal originates.
wavefront
Digital Beamforming
A/D
Wrs
T
rxR'
A/DA/D
Wrs
Reference
element
Figure 3.5.: Uniform linear array geometry receiving a plane wave from the direction θ.
If the signal bandwidth is comparable to the carrier frequency, the beamforming is frequency-
dependent. Thus the broadband beamforming is commonly performed in the frequency do-
main [89, 56]. In the case of a narrow band signal, the signal at the gth array element in the
ULA is described by
rg(t) = s(t)·exp(j2pif(t − τ1)− j∆ϕg(θ)) + ng(t) (3.30)
where ng(t) is the Gaussian noise at the gth receiver and s(t) is the transmitted pulse. The phase
differences between the array elements are represented by a ME × 1 vector, called the steering
vector [52]:
a = [exp(−j∆ϕ1(θ)), exp(−j∆ϕ2(θ)), · · · , exp(−j∆ϕME (θ))]T . (3.31)
The received signal is a product of the reference channel signal and the steering vector:
r = s(t)·exp(j2pif(t− τ1))·a+ n(t) (3.32)
where n denotes the ME×1 Gaussian noise vector.
A basic antenna synthesis step is the compensation of the phase difference by the multiplica-
tion of its complex conjugate [11]. Therefore, the beam former weight vector is given by
w = [exp(j∆ϕ1(θ)), exp(j∆ϕ2(θ)), · · · , exp(j∆ϕME (θ))] (3.33)
= aH
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where [·]H denotes the Hermitian transpose. The beam former output y(t) is then given by
y(t) = w · r (3.34)
= aH ·(s(t)·exp(j2pif(t− τ1))·a + n(t))
= s(t)·exp(j2pif(t− τ1))·aH ·a+ aH ·n
=ME ·s(t)·exp(j2pif(t − τ1)) + aH ·n,
where
aH ·a =ME . (3.35)
The output signal power is calculated by taking the expected value of the output power as:
E{y · yH} =E{(ME ·s(t)·exp(j2pif(t− τ1)) + aH ·n) (3.36)
·(ME ·s(t)·exp(j2pif(t− τ1)) + aH ·n)H}.
Since the noise is spatially white and orthogonal to the signal s(t), (3.36) is simplified as:
E{y · yH} = E{|ME ·s(t)|2}+ E{aH ·n·nH ·a} (3.37)
=ME ·So +No
where So and No denote the signal power |sj(t)|2 and the noise power |n|2, respectively. If the
SNR of a single receiver is given by
SNRin =
So
No
, (3.38)
then in turn, the output SNR of the beam former becomes
SNRout =ME · So
No
=ME · SNRin. (3.39)
Consequently, the beamforming enhances the SNR in the optimal case by a factor of ME .
3.2.2. Multiple Spatial Filtering
In the MIMO SAR, and as a spatial filter, the digital beam former simultaneously generates
multiple beams in elevation and collects echo signals from each angular segment indepen-
dently. The multiple spatial filtering concept is illustrated in Figure 3.6, in the scenario that
three beams cover the whole swath.
The dashed line denotes a broad Tx antenna beam and the solid lines denote multiple digital
Rx beams, which are fixed at each look angle and time-invariant. This operation permits the di-
vision of a long echo into several subsets depending on the elevation angle, and thereby parallel
processing becomes feasible. It is important to note that the echo signal length of each beam is
limited by the angular range, i.e. the beam width. In Figure 3.6, the length of a horizontal slice
at any angle corresponds to the transmitted pulse length. A total echo length of a single beam
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Figure 3.6.: Spatial filtering by three digital beams simultaneously collecting echoes within in-
dividual angular sectors. For example, the angular sector2 covered by the beam2 is
highlighted. The received signal length within the angular sector2 is a sum of the
delay spread and the transmitted pulse length.
is the sum of the length of delay spread1 and the pulse length, so that it is always longer than
the latter.
If an entire swath is specified by the Half Power BeamWidth (HPBW) of Tx antenna, θ3dB,Tx, the
angular scope of the echo signal is then
θ ∈ [θc − θ3dB,Tx/2, θc + θ3dB,Tx/2] (3.40)
where θc is the look angle at the scene center. The phase of each receiver for the lth beam is
given by
∆ϕg(θl) =
2pi
λ
·Wrs ·(g − 1)·sin θl (3.41)
where θl is the steering angle of the lth beam. The corresponding steering vector for the lth
beam is obtained in the same manner:
al = [exp(−j∆ϕ1(θl)), exp(−j∆ϕ2(θl)), · · · , exp(−j∆ϕME (θl))]T . (3.42)
If a total of Nsub Rx beams cover the entire swath, the beamforming weight is composed of
Nsub steering vectors, in order to form Nsub beams, so that it becomes a Nsub×ME matrix:
w = [a1, a2, a3, · · · , aNsub ]H . (3.43)
The output signal of the spatial filters, y, is a Nsub × 1 vector as follows:
y = w · r. (3.44)
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Figure 3.7.: Geometric parameters of multiple spatial filtering concept. Each subswath is over-
lapping the adjacent subswaths. Thereby, the spatial filter pattern effect can be com-
pensated in images.
For the enhancement of the spatial filtering, an amplitude tapering can be applied to the array.
Typical tapering techniques suppress the side lobes at the cost of the broadening of a main
beam. For example, a Dolph-Chebyshev windowing is considered in order to generate the
narrowest possible main lobe for a specific uniform side lobe level [33].
When the Dolph-Chebyshev window matrix is denoted by wcheb, which is a ME×ME diagonal
matrix, the resulting output signal is
y = w ·wcheb·r (3.45)
In practice, the multiple subswaths are set to slightly overlap, in order to compensate for a sig-
nal intensity variation due to the spatial filter pattern. As shown in Figure 3.7, the subswaths
are partially overlapping each other. The overlapping regions are doubly illuminated by adja-
cent spatial filter beams. The processed signal of those regions can be exploited to compensate
for the narrow array pattern effect. For example, if five beams cover a whole area and are sepa-
rated by the HPBW of the Rx array beam, by synthesizing the multi-beam data, one can obtain
a quasi-uniform amplitude pattern on receive, as shown in Figure 3.8.
1The delay spread is defined as the delay time difference between the first and the last echo signal.
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Figure 3.8.: Synthesized amplitude pattern of the spatial filters (solid line), a single Rx array
pattern (dash-dot line), and Tx pattern (dashed line). Dolph-Chebyshev amplitude
taper for the side lobe level of -50dB is applied.
3.2.3. SCORE Technique
Alternatively, the digital beamforming in elevation can be performed by the SCORE technique
presented in [119, 117]. The main idea of the SCORE is to form a time-varying array beam and
continuously track the pulse echo on the ground. The primary goal of this technique is data
acquisition using a full array gain over a wide area.
The array beam sweeps the elevation angle, which is then directly related to the delay time.
On a spherical Earth model without topographic height, there is a one-to-one correspondence
between the scan angle and the echo delay time, as follows [117]:
θ(τ) = cos−1
(
4(ho +RE)
2 − 4R2E + (co ·τ)2
4(ho +RE)·co ·τ
)
(3.46)
where RE denotes the local radius of Earth, with the SAR geometry sketched in Figure 3.9. It is
noted that the scan angle range is determined by a Tx antenna beam.
In the case of a chirp waveform being used, the SCORE beam boresight looks at the middle
of chirp and pursues it at every time instant, as depicted in Figure 3.10. If the pulse extension
on ground is larger than the array beam, only a part of the pulse receives the full array gain,
and pulse extension loss occurs [140]. Exploiting the linear time-frequency relationship of chirp
signal, the SCORE compensates for this effect by adding a frequency-variant phase in the fre-
quency domain. Thereby the whole pulse is processed utilizing the full gain of the array beam.
In addition to this, the range ambiguity can be suppressed by the SCORE beam. Detailed for-
mulations and the SAR performance associated with the SCORE are specifically presented in
[117, 140, 15].
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Figure 3.9.: Spherical SAR geometry in the vertical slant range plane. θc is the elevation angle
from the nadir direction to the center of the swath.
Using the multiple spatial filtering approach, several high gain beams can be generated for
parallel data acquisition in the SCORE mode as well. In this case, each beam scans the received
signal within a specific angular sector (or echo delay range). The main difference between the
SCORE and the spatial filtering is that the SCORE beam is time-variant, whereas the spatial
filters are fixed consistently over time. If a beam is sufficiently narrow, then the SCORE beam
can be used for an angle-dependent decomposition of the echo signal.
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Figure 3.10.: Principle of beam scanning by the SCORE technique. The multiple frequency
signals arriving at the same time instance from different angles form a linearly
frequency-modulated signal (chirp) on ground. The SCORE beam chases this
ground chirp pulse at the delay time instance. The SCORE beam narrower than
the ground pulse extension requires the frequency-variant phase compensation.
41
3 Principles of MIMO SAR Techniques
3.3. Digital Beamforming in Azimuth
Multiple receive apertures, which are deployed in along-track, produce more spatial samples
than a single channel system. By rearranging those spatial samples, PRF can be increased ef-
fectively [31]. However, a simple interleaving of the increased spatial samples leads to a rigid
uniform sampling requirement [139]. Advanced signal processing techniques based on the
beamforming theory overcome the severe sampling criterion, and widen the range of PRF se-
lection available [69, 79]. This section describes the major role of DBF in azimuth and formulates
the DBF algorithms in [69, 79], in a 2-D wavenumber domain.
3.3.1. Principle of Azimuth Ambiguity Suppression
The azimuth ambiguities are caused by the Doppler spectral aliasing of spatially sampled
signal, and they become more significant if the sampling rate (PRF in side-looking SAR) is lower
than the Nyquist sampling rate. In the HRWS SAR imaging mode, the SAR data is acquired
using a lower PRF than the optimum rate, so that the Doppler spectrum of a single channel is
severely distorted by aliasing. This section describes the theoretical background of the azimuth
ambiguity in side-looking SAR, and derives the principle of a Doppler spectrum reconstruction
from the spectral aliasing.
( )df \DopplerfrequencySARantenna
Sector1Sec
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Figure 3.11.: Correspondence between the azimuth angle and the Doppler frequency.
In a side-looking SAR geometry, the azimuth angleψ and the Doppler frequency are in the one-
to-one correspondence relationship. Figure 3.11 depicts the angle-dependency of the Doppler
spectrum. Each angular sector yields the individual subbands in the Doppler spectrum, as
shown in Figure 3.11. For example, the spectral aliasing occurs if the subband by angular sector
1 folds back into the subband by angular sector 2, due to sub-sampling. This implies that the
overlapping subbands originate from different azimuth angles and have a difference in the
phase. Therefore, the aliasing is decomposable in the azimuth angle domain2.
DBF techniques, which are presented in the following sections, exploit the angle dependency
of Doppler frequency. They create multiple beams, only tracing signals from desired azimuth
angles and suppressing interferences (aliasing). This operation is equivalent to a parallel filter-
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Figure 3.12.: Concatenation of the Doppler subbands to reconstruct a wide Doppler spectrum.
Each beam recovers the individual subband (top) and the beam former recon-
structs the wide Doppler spectrum using the concatenation of the subbands (bot-
tom).
ing for each subband with the bandwidth of PRF. The extracted subbands are concatenated to
reconstruct a wide Doppler spectrum, as in Figure 3.12.
3.3.2. Multichannel Reconstruction Algorithm
The multichannel sampling technique in [18] divides a band-limited baseband signal into mul-
tiple independent subbands, and samples each subband signal with a lower frequency than the
sampling rate required for the entire bandwidth. The original signal is then reconstructed from
the sub-sampled subband signals using a reconstruction filter bank. A beam former introduced
in [69] was inspired by the subband sampling technique. This method regards the sub-sampled
SAR data as pre-processed data by a bank of multiple filters, and thereby attempts to find re-
construction filter coefficients through solving a linear system equation for the pre-filtered data.
This technique is therefore called a Multichannel Reconstruction Algorithm [69, 49]. This algo-
rithm considers a general antenna constellation, which can be on single or multiple platforms.
In this section, the algorithm is derived in the 2-D wavenumber domain using the developed
signal model in the case of a uniform linear array system.
In section 3.1.3, the channel transfer function of the MIMO SAR signal has already been de-
2According to this theoretical background, azimuth ambiguity suppression techniques using multiple antennas are
called “beamforming”.
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rived in the wavenumber domain. From (3.19) and (3.21), the channel transfer function3, in-
cluding the spectral aliasing, is given by
Hij(kr, ka + β ·ks) =
MR−1∑
β=0
Aij ·exp
(
−jkr ·Xs,ij − j (ka + β ·ks)
(
y − yt,j + yr,i
2
))
(3.47)
where β is the order of aliasing and MR is the number of receive subarrays in azimuth. Xs,ij is
the minimum slant range, which is identical for all receive apertures in a uniform linear array.
The channel transfer function can be reformulated in relation to the first antenna. The receive
antenna position in azimuth is described by
yt,j + yr,i
2
=
yt,j + yr,1
2
− (i− 1)·∆Lrs
2
(3.48)
where ∆Lrs is the spacing between the antenna phase centers. (3.47) can be rewritten by using
a multiplication of the first Rx channel transfer function and a phase shift term, due to the sep-
aration of the antenna. For simplicity, when the range wavenumber kr is omitted, the channel
transfer function becomes:
Hij(ka + β ·ks) =
MR−1∑
β=0
H1j(ka + β ·ks)·exp
(
−j (ka + β ·ks) (i− 1)·∆Lrs
2
)
(3.49)
where the exponential term accounts for the phase difference between the reference channel
and the rest. This term is regarded as the distortion filter (pre-filter) coefficient of the ith receive
channel:
Hdist,iβ = exp
(
−j(ka + β ·ks)(i− 1)·∆Lrs
2
)
. (3.50)
Similarly, the reference channel H1j is denoted by Ho,j , and then the ith receive channel trans-
fer function is expressed as
Hij(kr, ka) =
MR−1∑
β=0
Ho,j(kr, ka + β ·ks) ·Hdist,iβ(kr, ka + β ·ks). (3.51)
Now all receive channel transfer functions are rewritten in a matrix form. A column vector
Ho,j consists of MR components:
Ho,j(ka) = [Ho,j(ka),Ho,j(ka + ks), · · · ,Ho,j(ka + (MR − 1)·ks)]T . (3.52)
This vector is extended to MT waveforms, so that one obtains the reference channel matrix:
Ho = [Ho,1, Ho,2, · · · , Ho,MT ] . (3.53)
3This function is an approximation of full channel transfer function including antenna patterns and slant range
terms [69]. However, this approximation is sufficient to use, since those terms can be negligible in the case of a
single platform system.
44
3.3 Digital Beamforming in Azimuth
In the same manner, (3.50) is used to derive the MR×MR distortion channel matrix as follows:
Hdist =

Hdist,11(ka) Hdist,12(ka+ks) . . . Hdist,1MR(ka+(MR − 1)·ks)
Hdist,21(ka) Hdist,22(ka+ks) . . . Hdist,2MR(ka+(MR − 1)·ks)
...
...
. . .
...
Hdist,MR1(ka) Hdist,MR2(ka+ks) . . . Hdist,MRMR(ka+(MR − 1)·ks)
 (3.54)
where its column and row represent the aliasing and the receive channel. The whole chan-
nel transfer function matrix H is given by a matrix product of the reference channel and the
distortion filter matrix. From the above formulation, a linear system equation is established:
H = Hdist ·Ho. (3.55)
The reconstruction algorithm attempts to recover the reference channel matrix from the entire
channel matrix by multiplying a reconstruction filter matrix Wrec. So in principle, one should
find a solution for
Ho = Wrec ·H = Wrec · (Hdist ·Ho). (3.56)
Fortunately, the distortion matrix has a full rank as long as the effective phase centers are not
collocated. Therefore, the solution for (3.56) is the inverse of the distortion filter matrix [69]:
Wrec = H
−1
dist. (3.57)
3.3.3. Minimum Variance Distortionless Response Method
J. Capon has proposed a high resolution spectral analysis method, which is called Minimum
Variance Distortionless Response (MVDR) method [19]. This method provides robust AoA esti-
mation performance, so that this is also well-known as Capon’s beam former [56]. This beam
former determines a weight vector to keep unit gain on a desired direction (angle), yet remain-
ing orthogonal to other directions. Thereby the beam former considerably improves the angular
resolution [19, 56, 89].
This technique is applied to the azimuth ambiguity suppression in SAR images [79]. In the
azimuth ambiguity suppression, a weight function for a desired azimuth angle is derived in
the Doppler frequency domain. This method attempts to find a weight preserving the signal
energy of the desired Doppler component and aims to minimize the interference energy of other
Doppler components [79]. The beamforming weight is then obtained by solving the following
optimization problem, with respect to a desired angle ψo:
min
W
WH ·Rrr ·W subject to W·A(ψo) = 1 (3.58)
where Rrr is the covariance matrix of the received signals including noise. In this work, the co-
variance matrix is generated in a 2-D wavenumber domain. Under the assumption of a narrow
band signal4, the frequency-independent weight of the MVDR beam former is obtained:
Wmvdr =
R−1rr ·A(ψ)
AH(ψ)·R−1rr ·A(ψ)
. (3.59)
4This dissertation describes all formulas for a narrow band signal.
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This solution is derived using the Lagrange method, which is described in detail in Appendix
B. The MVDR beam former weight provides the optimum solution for the desired angle ψo:
Wmvdr = A
−1(ψo). (3.60)
The steering vector for an azimuth angle ψo is derived from a corresponding Doppler fre-
quency, using
fd =
2Vp
λ
·sinψ. (3.61)
The Doppler wavenumber is defined as a ratio of the Doppler angular frequency and the plat-
form velocity:
ka =
2pifd
Vp
= 2· 2pi
λ
·sinψ. (3.62)
By introducing the spectral aliasing to (3.62), the Doppler wavenumber is rewritten as follows:
ka + β ·ks = 2k ·sinψ (3.63)
where β = 0, 1, 2, · · · ,MR−1. The azimuth angle corresponding to the given Doppler wavenumber
is obtained from (3.63):
sinψ ≈ ψ = ka + β ·ks
2k
. (3.64)
The above approximation is valid if the divergence azimuth angle is much smaller than the
unit radian (ψ  1 [rad]). The azimuth angle ψ is a function of β, and is therefore replaced by
ψ(β). Using (3.64), the weight for the ith antenna is given by
ai(β) = exp
(
−j 2pi
λ
·∆Lrs(i− 1)·sinψ(β)
)
(3.65)
= exp
(
−j(ka + β ·ks)·∆Lrs ·(i− 1)
2
)
.
The steering vector is an array of each antenna weight:
a(β) = [a1(β), a2(β), · · · , aMR(β)]T . (3.66)
In order to suppress the MR spectrum repetition, MR beams are required. Taking this into
account, a steering matrix is built in a MR ×MR matrix form as follows:
A = [a(0),a(1), · · · , a(MR − 1)]. (3.67)
Comparing the resulting steering vector in (3.65) with the distortion filter coefficient in (3.50),
it is noticeable that both algorithms result in the identical beam former weight in the case of
a uniform linear array, although they are derived from different points of view. For multiple
platform systems (sparse arrays), a large antenna separation and antenna patterns must be
taken into account, like a full version of the reconstruction filter [49].
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3.4. Multiple Subcarrier Technique: OFDM
In a typical multipath scenario, a wide band signal is strongly distorted by the frequency-
selective fading channel. A possible solution to negate this effect is to divide a wide band
channel into multiple subbands (subchannels), and transfer data through these multiple sub-
channels in parallel. This is the basic idea behind the OFDM technique. This technique is
implemented effectively within digital systems, and is widely used in modern digital commu-
nications.
3.4.1. Principle of OFDM
The OFDM scheme was proposed and patented in the mid 1960s [22]. Figure 3.13 illustrates a
schematic view of the basic multiple subcarrier modulation scheme.
[1]S
e
j2Sf1t
e
j2Sf2t
e
j2Sf N t
[2]S
[ ]S N
ä s(t)
Figure 3.13.: Basic configuration of the multiple subcarrier modulation.
Within an available signal bandwidth, N input data, S[p](p = 1, 2, · · · , N ), are modulated by
independent subcarriers and summed up. Each subchannel bandwidth is specified to be nar-
rower than the channel coherence bandwidth, in order to avoid the frequency-selective channel
effect [100, 39]. The modulated output signal s(t) is given by
s(t) =
N∑
p=1
S[p]·exp(j2pifpt) · rect
[
t
Tp
]
(3.68)
where Tp is the symbol duration and rect [·] denotes the rectangular window function. In order
to demodulate all of the input data, each subchannel must fulfill the orthogonal condition of
∫ ∞
−∞
exp (j2piflt)·exp (−j2pifpt) dt = δlp (3.69)
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where
δlp =
{
1 if l = p,
0 if l 6= p. (3.70)
Under the assumption of an ideal system, the receiver demodulates the OFDM signal and re-
covers the transmitted data using the orthogonality of the subcarriers, which is defined in (3.69).
The OFDM demodulation is accomplished by a bank of correlation filters for each subcarrier.
Therefore, The demodulation process is equivalent to the Fourier transform of the input signal
(3.68):
F{s(t)} = ∫ Tp/2
−Tp/2
s(t)·exp (−j2pifpt) dt (3.71)
=
Tp
2
N∑
p=1
[S[p] ∗ sinc((f − fp)Tp]
where sinc(·) denotes the sinc function (sinc(x) = sin(pix)pix ). The Fourier transform of s(t) is rep-
resented by a convolution sum of the transmitted data S[p] and the sinc function, which result
from the Fourier transform of the rectangular time window in (3.68). Let ∆f denote the subcar-
rier spacing. If the symbol period Tp is set to be the reciprocal of the subcarrier spacing (1/∆f ),
then the different subcarriers do not interfere with each other at every subcarrier frequency, as
shown in Figure 3.14. Indeed, they are orthogonal.
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Figure 3.14.: Orthogonality between the subcarriers in frequency normalized by the subcarrier
distance ∆f . For example, all the zero-crossings of a reference subcarrier (solid
line) occur at the peaks of adjacent subcarriers (dashed lines).
OFDM wireless communication systems prefix the data symbol with a repetition at the end
in order to counteract time-dispersive channels. The redundant addition is called Cyclic PreÞx
(CP)5, and its length must be longer than the delay spread of the channel [101, 100]. This gives
a guard interval between successive data symbols. The CP is discarded at the receiver before
5In the first proposal, this redundant addition was called “cyclic extension” by authors, since it increases the symbol
length.
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the demodulation, in order to remove interferences between the data symbols, a so-called Inter-
Symbol Interference (ISI). In the present MIMO SAR, the CP is not applied at the transmission, but
the principle of the CP is used. This present work exploits the orthogonality of subcarriers, in
order to produce multiple orthogonal waveforms. As long as the orthogonality is maintained,
the multiple waveforms can be distinguished from one another.
3.4.2. Implementation of OFDM Systems
It can be intuitively figured out that the implementation of an OFDM system requires a num-
ber of oscillators and integrators for multiple subcarriers. In 1971, Weinstein and Ebert proved
that the Fast Fourier Transform (FFT) and its inverse FFT (IFFT) could replace such complex sys-
tem configurations and implement the OFDM system in digital [129]. In order to improve the
computation efficiency of FFT/IFFT, the number of subcarriers is chosen to be a power of 2 as a
rule. Under the assumption of the synchronization between transmitters and receivers, in terms
of the sampling frequency and the length of FFT/IFFT, a generic schematic of OFDM systems
is drawn in Figure 3.15. It is noted that DFT/IDFT are used in the following formulations.
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Figure 3.15.: A generic implementation model of an OFDM system using FFT/IFFT.
The input data S [p] is modulated by N -point IDFT:
s [n] =
N−1∑
p=0
S [p]·exp
(
j
2pi
N
np
)
(3.72)
wheren and p denote the discrete time and the subcarrier index, respectively (n, p = 0, 1, 2, · · · , N−
1). After the modulation, the CP is added to the modulated symbol, so that the symbol length is
increased. For instance, if the CP length is L, then the symbol length becomes N + L. Through
the multiplexer and DAC, the data symbol is converted into an analog data signal, which trav-
els into the channel h(t). The implementation of demodulation is an inverse of the modulator.
ADC converts the analog input signal into a digital sequence and the CP is discarded from
the digitized receive sequence. The symbol length once again becomes N without a loss of
information. The final data retrieval is completed by DFT with the length N .
As aforementioned, the CP in SAR is not an applicable technique, due to echo delay spread
much longer than the pulse length. To apply the OFDM principle to SAR systems, a remarkably
long received signal must be partitioned to fit the N -point DFT in any case. The present MIMO
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SAR resolves this issue via digital beamforming in elevation or using the deramping6 technique
followed by low-pass filtering, which is widely used in spotlight SAR signal processing [87]. In
this section, an ideal partition is assumed. It is now straightforward to show the demodulation
using DFT. The demodulated signal is henceforth given by
R [p] =
N−1∑
n=0
[h [n] ∗ s [n]]·exp
(
−j2pi
N
np
)
+N [p] (3.73)
where N [p] is the noise spectrum. Substituting (3.72) for s [n], (3.73) is rewritten as
R [p] =
N∑
n=1
[
h [n] ∗
N−1∑
p=0
S [p]·exp
(
j2pi
N
np
)]
·exp
(
−j2pi
N
np
)
+N [p] . (3.74)
According to the convolution theorem, the Fourier transform of the convolution between the
channel and signal becomes a multiplication. From the MIMO signal model, the received signal
can be denoted in matrix form:
R [p] = H [p] · S [p] +N [p] (3.75)
where H [p] is the channel transfer function given in (3.19) inside section 3.1.3. In this case, the
range wavenumber kr, in (3.16), is written using the discrete subcarriers.
kr =
√
4
(
2pi(p·∆f − fo/2)
co
)2
− k2u (3.76)
where fo denotes the signal bandwidth. Note that the range frequency in the square root is
shifted by fo/2, in order to describe the baseband (p·∆f ∈ [−fo/2, fo/2, ]). If the channel trans-
fer function is known, then the data sequence S [p] is estimated by compensating the channel
transfer function:
S˜ [p] = H−1 [p]·(H [p] · S [p] +N [p]) (3.77)
where H−1 [p] is inverse of the channel transfer function matrix.
Unlike communication systems, radar systems exploit the knowledge of transmitted wave-
forms, in order to obtain target information, which is delivered by the channel transfer func-
tion. The channel transfer function can be estimated in the same manner. Generally, the wave-
form and the channel are complex, so this processing is achieved via the multiplication of the
complex conjugate of the input sequence. The process is equivalent to the range focusing by
matched filtering:
H˜ [p] = (H [p] · S [p] +N [p])·SH [p] (3.78)
= |S [p] |2 ·H [p] + N˜ [p] .
An important aspect of this is that the OFDM processing is independent of the input sequence
S[p]. In other words, any type of waveforms can be applied to this technique as the input se-
quence. The orthogonality is provided by the subcarriers, not the input sequence. In addition,
6This is relevant only to in the case that a chirp waveform is used.
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the modulation and the demodulation are linear processes, so that they can be implemented
separate from conventional SAR processing. In the next chapter, the orthogonality of subcar-
riers is exploited in order to generate multiple orthogonal waveforms for this present MIMO
SAR system, and a relevant processing algorithm is developed.
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In 2007, several spaceborne SAR missions, TerraSAR-X, COSMO-SkyMed, and Radarsat-2,
were launched and thus opened a new era of spaceborne SAR remote sensing [71, 51, 81].
The TerraSAR-X in particular is flying with a second satellite in a closely controlled formation
for the purpose of a consistent global DEM generation, so the mission was therefore named
as TanDEM-X(TerraSAR-X add-on for Digital Elevation Measurement). Despite the need for
multiple spacecrafts and sophisticated orbit control, its benefits overwhelm its costs. For in-
stance, the High Resolution Terrain Information (HRTI)-3 specification is then achievable [71]. An
interesting point is that both the TerraSAR-X and the TanDEM-X implement a 2 × 4 MIMO
configuration, since each satellite carries dual receive antennas. It may well be regarded as the
first spaceborne MIMO SAR. However, uncolored waveform transmission forces the innovative
mission to pursue the conventional data acquisition modes. Hence, the inherent problems of
the conventional SAR system still remain. The waveform design is the most important and also
the most critical issue in realizing the multimodal high-performance imaging capability in the
present MIMO concept. Besides the orthogonality between waveforms for simultaneous multi-
ple pulse transmissions, a new waveform should provide easy implementation and integration
for a conventional SAR processor. In addition to this, a constant envelope of the waveform is
desired considering the High Power AmpliÞer (HPA) in transmitters. The HPAs in spaceborne
SAR systems operate in saturation in order to generate the maximum available power and en-
sure a stable power level for variations in the input signal [30]. A significant envelop variation
therefore yields a clipping effect, and thereby the orthogonality can be broken.
This chapter presents a novel waveform which satisfies the above requirements. The idea
behind the new waveform is to combine the chirp waveform and the OFDM technique. A
major problem of the typical OFDM signal is the fast variation of the signal envelope [77]. The
present work resolves the problem through the application of the OFDM principle to the chirp
waveform. Thereby, one can exploit the orthogonality of multiple subcarriers and achieve the
constant envelope of waveforms at the same time. For a dual transmit antenna scenario, this
chapter derives the novel waveform scheme consisting of the modulation and demodulation
algorithm, based on the conventional OFDM processing algorithm, and validates its potential
in regard to distributed target scenarios. Special attention has to be paid to the demodulation,
since the classical OFDM demodulation assumes that the delay spread of received signal is
shorter than the length of cyclic prefix (see section 3.4), but a SAR echo signal is generally much
longer than the transmitted pulse length. A demodulation strategy of such a long SAR signal is
to divide it into several angle-dependent subsets and apply the classical demodulation scheme
to these subsets. For this purpose, the present work uses the digital beamforming in elevation
in order to implement spatial filtering, as introduced in Chapter 3.
In spotlight SAR processing, the dechirp-on-receive technique combined with low-pass filter-
ing performs the angular decomposition of received signals [87, 88, 20]. Every single echo after
the dechirp process is converted to a sinusoidal signal with a frequency dependent on its delay
time. The low-pass filtering selects signals within a specific range of the delay. As shown in
Chapter 3, according to the one-to-one correspondence between the delay and the AoA, this
low pass filtering is equivalent to the spatial filtering. However, this approach is valid only for
a chirp waveform used for both demodulators. In order to provide a framework for the demod-
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ulation process, this work is concerned with general scenarios. Therefore this chapter derives a
demodulation algorithm based on the DBF function of the MIMO SAR.
4.1. Orthogonal OFDM Waveforms using Chirp Signals
The development of novel waveforms starts with a derivation of the combination of the chirp
waveform and the OFDM technique to achieve the design goal. In the following section, it is
shown that a conventional chirp signal can be interpreted as an OFDM signal. From this, the
principle and aspects of this waveform scheme are explained.
4.1.1. Reinterpretation of Chirp Signal
Under the assumption that a chirp waveform is generated in frequency domain, this section
draws the waveform generation step-by-step and points out an analogy within the traditional
OFDM modulation.
The instantaneous frequency of a chirp signal is linearly increasing or decreasing with time, a
so-called up-chirp or down-chirp signal. In the case of an up-chirp signal, the spectrum is given
by
S(f) = exp
(
−j pif
2
Kr
)
(4.1)
where fo is the signal bandwidth (f ∈
[
− fo2 , fo2 ,
]
), and Kr is the chirp rate
1 defined as Kr =
fo
Tp
where Tp is the chirp signal length. The chirp spectrum is inversely Fourier transformed to give
a time domain signal:
s(t) = F−1{S(f)} (4.2)
= exp
(
jpiKrt
2
) · rect [ t
Tp
]
where F−1{·} denotes the inverse Fourier transform. In practical implementation using digital
instruments, the spectrum S(f) is replaced by a 1×N complex data sequence S:
S = [S(f0), S(f1), · · · , S(fN−1)] . (4.3)
As mentioned in Chapter 3, the OFDM modulation and demodulation can be effectively im-
plemented by using IDFT and DFT [129]. Thus the inverse Fourier transform of the complex
sequence S is equivalent to the OFDM modulation using IDFT:
s = F−1 · ST (f) (4.4)
where F is the DFT matrix and its inverse matrix is multiplied by the input sequence. The
superscript {·}T denotes the vector transpose, which can be understood to be the serial-to-
parallel conversion2 of S in this case. The output vector s is recovered to a serial data sequence
and converted to an analog signal at the end. As depicted in Figure 4.1, the above procedure is
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OFDM modulation 
S/P P/S IFFT D/A 
Analog signal s(t) complex sequence S 
Figure 4.1.: Chirp generation schematic in frequency domain, interpreted as the OFDM modu-
lation.
identical to the classical OFDM modulation process, except for the cyclic prefix (see also Figure
3.15).
In a signal model, the same conclusion is derived. The OFDM signal is the sum of the input
sequence modulated by N orthogonal subcarriers:
s(t) =
N−1∑
p=0
S(fp)︸ ︷︷ ︸
data
·exp(j2pi ·(p·∆f)·t)︸ ︷︷ ︸
orthogonal subcarriers
(4.5)
where the exponential term accounts for the orthogonal subcarriers. Using the relationship
t = nTs and ∆f = 1/NTs where Ts is a sampling interval, (4.5) is rewritten in a discrete signal
form:
s [n] =
N−1∑
p=0
S [p]·exp
(
j
2pi
N
pn
)
(4.6)
which is the general expression of DFT, except for the amplitude scaling term, 1N . (4.6) is accor-
dance with the OFDM implementation model in (3.72). Consequently, the chirp waveform can
be regarded as an OFDM signal.
The Peak-to-Average Power Ratio (PAPR) is the ratio between the maximum power and the aver-
age power of an OFDM signal for a pulse duration,3 and indicates flatness of the OFDM signal
envelop [121, 127]. OFDM’s primary drawback is a high PAPR caused by wild amplitude fluc-
tuations. The chirp waveform as an OFDM signal, by contrast, has a constant envelop. The
waveform of an OFDM signal depends on the input data sequence, while the orthogonality is
provided by the orthogonal subcarriers. This is the most important concept of the present novel
OFDM waveform scheme.
On this basis, multiple orthogonal waveforms can be produced by modulating an input se-
quence with different subcarriers, and the constant envelop can be achieved by employing a
chirp spectrum as the input data sequence. In the following section, two OFDM waveforms for
the present MIMO SAR are derived.
1This is also called Frequency Modulation (FM) rate in literatures.
2The row vector is converted to a column vector.
3In OFDM communications, this parameter is generally defined as a symbol duration.
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4.1.2. OFDM Modulation using Chirp for Dual Tx Antennas
In this section, the modulation principle of new waveform scheme is described from the OFDM
principle viewpoint. Let us take into account two OFDM modulators containing the same num-
ber of orthogonal subcarriers. The subcarriers of each modulator are separated by 2∆f , and
both sets are mutually shifted by ∆f , as shown in Figure 4.2. Since those subcarriers are or-
thogonal, although the same input data sequence S is modulated by both OFDM modulators,
the output signals, s1(t) and s2(t), are separable on receive after the demodulation.
S
f2n1
X X X X X
'f 2'f
f2n
X X X X X
s1(t)
s2(t)
OFDM Modulator 1
OFDM Modulator 2
Input:
subcarriers
subcarriers
Figure 4.2.: OFDM modulation of a single input sequence with two non-overlapping subcarrier
sets.
For a successful demodulation on receive, a total number of subcarriers should be taken into
account. If the length of the input data S is N , in principle, N subcarriers are required for the
OFDM modulation. However, the two OFDM waveform signals are superposed and therefore
return to a receiver. In this case, the received signal contains total 2N subcarrier components
from both waveforms, so that DFT with the length N fails to demodulate the signal. Thus the
modulator (IDFT) and the demodulator (DFT) should both have the same length of 2N . The
number of subcarriers is increased by interleaving zeros indicated by the symbol “x” in Figure
4.2. Thereby both modulators have the length of 2N but use only N subcarriers to carry the
input data. In the same manner, the input sequence S is modified to also have the length 2N in
order to fit the length of IDFT/DFT. The input sequence is interleaved by zeros and shifted by
the subcarrier difference ∆f , as shown in Figure 4.3.
As aforementioned, a chirp signal spectrum is used in the present work to achieve the constant
envelop. In the case of a up-chirp waveform, two orthogonal spectra produced by the zero-
interleaving and the frequency shift are formulated as follows:
S1[p] =
So[p] = exp
(
−jpi (p·∆f)
2
Kr
)
if
p
2
is integer
0 otherwise
(4.7)
56
4.1 Orthogonal OFDM Waveforms using Chirp Signals
29
f'
Input spectrum S[p] with N
S1[p] with 2N
S2[p] with 2N
Figure 4.3.: Preprocessing of the input sequence S, in order to produce two orthogonal inputs
for each OFDM demodulator with the length of 2N .
and
S2[p] =
Se[p] = exp
(
−jpi ((p − 1)·∆f)
2
Kr
)
if
p+ 1
2
is integer
0 otherwise
(4.8)
where p = 0, 1, 2, · · · , 2N − 1. So[p] and Se[p] are odd and even components of S1[p] and S2[p],
respectively. Time domain signals are obtained by IDFT:
s1[n] = F−1{S1[p]}, (4.9)
s2[n] = F−1{S2[p]}. (4.10)
According to the Cooley-Tukey algorithm [54], the DFT/IDFT can be performed by separate
transforms with respect to the odd and even components of the input. Since the even com-
ponents in S1 are zeros, the inverse Fourier transform of S1[p] is equivalent to that of So[p].
Substituting p¯ for p2 , the modulated waveform s1 is given by
s1[n] = F−1{So[p]}
=
N−1∑
p¯=0
So[p¯]·exp
(
j
2pi
N
p¯n
)
, (4.11)
and in the same way, using p+12 = p¯+
1
2 , the other modulated waveform s2 is derived as
s2[n] = F−1{Se[p]}
=
N−1∑
p¯=0
Se[p¯]·exp
(
j
2pi
N
p¯n
)
· exp
(
j
pi
N
n
)
(4.12)
where p¯ = 0, 1, 2, · · · , N − 1 and n = 0, 1, 2, · · · , 2N − 1. The extra exponential term in (4.12) ac-
counts for the subcarrier offset between the two OFDM waveforms. According to the repetitive
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property of DFT (see Appendix C.2), s1[n] and s2[n] are expressed by a repetition of the inverse
Fourier transform of So[p] and Se[p], respectively:
s1 = so[n] · rect
[ n
N
]
+ so[n−N ] · rect
[
n−N
N
]
(4.13)
and
s2 =
(
se[n] · rect
[ n
N
]
+ se[n−N ] · rect
[
n−N
N
])
·exp
(
j
pi
N
n
)
. (4.14)
These modulated OFDM waveforms are converted to analog forms by DAC. The OFDM wave-
forms in time domain are plotted in Figure 4.4.
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Figure 4.4.: Complex baseband OFDM waveforms with 50MHz bandwidth and N=1024. The
overshoots due to a limited signal bandwidth are observed in the real part of s1(t)
and the imaginary part of s2(t).
Using the signal model above, the OFDM waveforms can be directly produced in time domain.
The time domain generation is valuable, since a band-limited input sequence can cause an
overshoot in time domain waveforms, as shown in Figure 4.4 [97].
4.1.3. Time Domain Generation
Based on the relationship ∆f = 12NTs , (4.13) and (4.14) can be rewritten in analog forms:
s1(t) = so(t) · rect
[
t
Tp
]
+ so(t− Tp) · rect
[
t− Tp
Tp
]
(4.15)
and
s2(t) =
(
se(t) · rect
[
t
Tp
]
+ se(t− Tp) · rect
[
t− Tp
Tp
])
·exp (j2pi ·∆f ·t) . (4.16)
58
4.1 Orthogonal OFDM Waveforms using Chirp Signals
Since s(t) = so(t) = se(t) = exp
(
jpiKrt
2
)
, (4.15) and (4.16) are rewritten as follows:
s1(t) = exp
(
jpiKrt
2
)·rect [ t
Tp
]
+ exp
(
jpiKr(t− Tp)2
)·rect [ t− Tp
Tp
]
(4.17)
and
s2(t) =
(
exp
(
jpiKrt
2
)·rect [ t
Tp
]
+ exp
(
jpiKr(t− Tp)2
)·rect [ t− Tp
Tp
])
·exp (j2pi ·∆f ·t) (4.18)
= s1(t)·exp (j2pi ·∆f ·t) .
From (4.17) and (4.18), s1(t) and s2(t) are directly generated in time domain. Figure 4.5 depicts
the time domain generation schematic, which is the graphical expression of (4.17) and (4.18).
Tp 
+ 
s(t)
s(t Tp )
Tp 
2Tp 
s
1
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e
j2ft
s
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Figure 4.5.: Schematic of the time domain generation for two OFDM chirp waveforms: (a) s1(t)
and (b) s2(t).
It may be notable that the subcarrier offset ∆f in s2(t) should be multiplied after the serial
connection of two chirps, as shown in Figure 4.5 (b). In the time domain generation, a phase dis-
continuity at the junction of successive chirps is considered. This discontinuity can be avoided
by selecting N to meet the following condition:
piKrt
2|t=Tp != piKr(t− Tp)2|t=Tp . (4.19)
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The above condition means that the preceding and the succeeding chirp phases of an OFDM
signal are equal at the time instance Tp. Substituting fo/Tp for Kr, one obtains
fo ·Tp != even integer, (4.20)
and, using fo = 2N ·∆f and ∆f = 1/2Tp, the final requirement is derived as:
N
!
= even integer. (4.21)
4.1.4. Signal Power Consideration
Since the IDFT is a linear operation, the input power of each OFDM modulator must remain
unchanged after the modulation. However, due to the increment of the spectral components
(N → 2N ), the OFDM chirp waveform generation, with the zero-interleaving in frequency
domain, yields a change in the signal peak power. This section is dedicated to the description
of the relationship between the peak power and the total energy of the OFDM waveform. In the
Fourier analysis, Parseval’s theorem states that the average power of a periodic signal is equal to
the sum of the average powers in all of its harmonic components [97]:
N−1∑
p=0
|S[p]|2 = 1
N
·
N−1∑
n=0
|s[n]|2 (4.22)
where s[n] is the discrete time signal and S[p] is its Fourier transform pair. The average power
of s[n] is given by
1
N
·
N−1∑
n=0
|s[n]|2 = 1
N
N ·A2 = A2 (4.23)
where A denotes the signal amplitude. According to Parseval’s theorem (4.22), this average
power is conserved in frequency domain as well:
N−1∑
p=0
|S[p]|2 = A2. (4.24)
If two OFDM chirp waveforms, S1[p] and S2[p], are produced from S[p] and their Fourier
transform pairs are denoted by s1[n] and s2[n], each OFDM spectrum consists of N non-zero
subcarrier components and N zeros. The sum of the average power |S1[p]|2 is hence calculated
by
2N−1∑
p=0
|S1[p]|2 =
N−1∑
p¯=0
|S1[p¯]|2 = A¯2 (4.25)
where A¯ is the amplitude and p¯ = 0, 1, 2, · · · , N − 1. Its time domain signal s1[n] conserves the
same energy:
1
2N
·
2N−1∑
n=0
|s1[n]|2 = A¯2. (4.26)
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The N harmonic components in S1[p] are zeros. Therefore, although the zero-interleaving in
frequency domain increases the signal length in time domain, the total energy of s[n] and s1[n]
must remain unchanged:
2Tp ·A¯2 != Tp ·A2. (4.27)
Finally the amplitude of the modulated waveform is found:
A¯ =
A√
2
. (4.28)
Without loss of generality, the same rule is applied to S2[p] and its pair s2[n]. Therefore its
signal amplitude is also equal to A/
√
2. All these relationships are depicted in Figure 4.6.
S[p]
S1[p]
S2[p]
s[n]
s1[n]
s2[n]
Figure 4.6.: The relationship between the signal amplitude and length in the OFDM chirp wave-
forms: the original input spectrum and its Fourier transform pair(top), the zero-
interleaved spectrum and its Fourier transform pair for the odd (middle), and even
subcarriers(bottom). The zero-interleaving increases the time domain signal length
twofold with an amplitude reduction.
Consequently, the zero-interleaving in the OFDM waveform generation from the input se-
quence S[p] does not affect the total energy. The OFDM modulated waveforms conserve the
total energy, however the peak power is reduced by a factor of 2 in this case. It is worth noting
that a duty cycle of the OFDM signal also increases by a factor of 2 for a given PRF, due to the
pulse length extension:
Duty cycle [%] = 2
Tp
PRI
× 100. (4.29)
4.2. OFDM SAR Signal Demodulation
This section is dedicated to the development of an OFDM demodulation algorithm applicable
to a received SAR signal, which is typically much longer than the OFDM pulse length. The
demodulation algorithm developed in this section consists of the segmentation of echo signal by
spatial filtering (digital beamforming), the circular-shift addition, and the conventional OFDM
demodulation using DFT. Before pursuing a development, the following requirements must be
clearly highlighted.
61
4 Novel Waveform for MIMO SAR
4.2.1. Requirements for the OFDM Demodulation
According to the classical OFDM demodulation scheme, the orthogonality of subcarriers can
be exploited only if the following requirements are strictly fulfilled:
• The same length of modulator (IDFT) and demodulator (DFT)
• Maintenance of entire waveforms in IDFT/DFT windows
The above conditions are necessary to implement the traditional and efficient DFT-based de-
modulator [129], and to also recover two orthogonal spectra without mutual interferences in
the present MIMO SAR system. Detailed explanations are given as follows.

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f=1/2NTs 1/NTs 
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f=1/2NTs 1/(N-L/2)Ts 
LTs 
cos(2f x )
fx
(b)
Figure 4.7.: Illustration of the waveform truncation effect on the orthogonality: (a) optimum
condition and (b) truncated waveform increasing the main lobe width of the sinc
function at fx in spectrum.
As shown in Figure 4.7, a sinusoidal pulse with a single subcarrier frequency fx, and its length
2NTs is considered. If the whole pulse fits the DFT window exactly, the spectrum is repre-
sented by a sinc function sampled with the sampling rate 1/2NTs. Since the sampling rate
corresponds to the null spacing of the sinc function, the spectrum has a single peak at the sub-
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Figure 4.8.: A simple DFT division example for a long OFDM SAR echo signal.
carrier frequency fx, and the other spectral components remain as zeros, like shown in Figure
4.7 (a).
In any other case, where the pulse does not exactly fit the time window, the pulse is truncated
by the window. If the sinusoidal pulse is shifted by L samples from the original position, the
time window captures only 2N − L samples of the pulse and the first L samples are filled by
zeros, as shown in Figure 4.7 (b). The sinc function in its spectrum is broadened due to a trun-
cated pulse with the length (2N − L)Ts, while the sampling rate remains constant (1/2NTs).
Therefore the sampling rate is not equal to the null spacing and energy of the subcarrier fre-
quency fx is distributed over other frequencies, which means the interference. It occurs via a
simple division of a SAR return signal longer than the window length. Figure 4.8 depicts this
time division.
For instance, let us assume three separated point targets with the delay times τ1, τ2, and τ3.
Each echo signal is denoted by rk(t) (k = 1, 2, 3), and then the received signal is a superposition
of these (r(t) = r1(t)+ r2(t)+ r3(t)). When this signal is divided into three blocks by successive
DFT windows, with the length 2Tp, as shown in Figure 4.8, every DFT window truncates at
least one signal, and thereby the orthogonality of those waveforms is broken. To avoid the
truncation, the present work decomposes the echo signal into several angular sectors by means
of DBF. The following section describes the angular segmentation approach, as the first step of
demodulation, in detail.
4.2.2. Segmentation: Spatial Filtering
A respective choice of weighting factors allows the steering of a sharp and high-gain beam
to the corresponding angular region. This angular sectoring is called spatial Þltering, which is
an important functionality of digital beamforming. This process divides a whole swath into
multiple subswaths, so that the echo length of each subswath is significantly reduced. It should
be emphasized that the spatial filter is time-invariant, providing a constant gain over the delay
time domain, and its pattern only varies with the elevation angle.
A signal model for the spatial filtering is developed on the flat Earth model. Figure 4.9 shows
the geometry used in the signal model. The ground range from the nadir (x = 0) to the swath
center is denoted by xc, and the whole swath width is 2xo. The main lobe width of the spatial
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Figure 4.9.: Spatial filter pattern parameters and geometric parameters. The wide pattern in-
dicates the transmit antenna beam illuminating the wide swath, and the narrow
pattern depicts the main lobe of a spatial filter beam.
filter is denoted by ∆θrx, and the boresight angle of lth beam is indicated by the offset θl from
the incident angle θinc. Firstly, only the main lobe signal is considered:
rl,main(t) =
MT∑
j=1
∫ xf
xn
Ctx(θ(x))·Crx(θ(x))·aj(x)·sj
(
t− Rtx,j +Rrx
co
)
dx (4.30)
where Ctx(θ(x)) is the transmit antenna pattern in elevation on receive; Crx(θ(x)) is the spatial
filter pattern; MT is the number of transmit antennas; aj(x) denotes the complex scattering
coefficient for the OFDM chirp waveform sj(t); xn and xf denote the nearest and the furthest
ground range covered by the main lobe of a spatial filter. The subswath width is then given by
xf − xn. It must be noted that Rrx is the range from the target to the phase center of the receive
array. Under the assumption that the Tx antenna patterns are identical, the two-way antenna
pattern C2way(θ) is introduced in (4.30):
rl,main(t) =
MT∑
j=1
∫ xf
xn
C2way(θ(x))·aj(x)·sj
(
t− Rtx,j +Rrx
co
)
dx. (4.31)
In practice, the side lobes of the beam capture echo signals, which are given by
rl,side(t) =
MT∑
j=1
∫ xn
xc−xo
C2way(θ(x))·aj(x)·sj
(
t− Rtx,j +Rrx
co
)
dx+ (4.32)
MT∑
j=1
∫ xc+xo
xf
C2way(θ(x))·aj(x)·sj
(
t− Rtx,j +Rrx
co
)
dx.
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A total received signal is expressed by the sum of the main lobe and the side lobe signals,
which correspond to the signals from within the subswath and signals coming from outside the
subswath respectively:
rl(t) = rl,main(t) + rl,side(t). (4.33)
It is required that the spatial filtering sufficiently suppresses the side lobe signal. Put simply,
the spatial filtered signal is desired to be
rl(t) ≈ rl,main(t). (4.34)
The performance of the spatial filtering plays a critical role in the demodulation. A further
consideration is made to the main lobe width, since it determines the received signal length.
The main lobe width ∆θrx is defined as
∆θrx = θ(xf )− θ(xn), (4.35)
and the subswath width Ssub is given by [30]
Ssub =xf − xn (4.36)
=∆θrx · ho
cos2 (θinc − θl) .
The spatial filtering leads to a selection of the subswath, which corresponds to a specific range
of delay times. The delay spread ∆τ is proportional to the subswath width and the main lobe
width. Using (4.35) and (4.36), the relation between the delay length and the main lobe width
is formulated as follows:
∆τ =2 · Ssub · sin(θinc − θl)
co
(4.37)
=2 ·∆θrx · ho ·tan(θinc − θl)
co ·cos (θinc − θl) .
In spite of the spatial filtering, the signal length within the main lobe is still longer than 2Tp.
The following section presents a processing step, which converts the spatially filtered signal to
fit the length of 2Tp.
4.2.3. Circular-Shift Addition
The approach presented in this section is to exploit the periodicity of the discrete Fourier trans-
form, which implies that a finite segment of DFT is a single period of an infinitely extended
periodic signal [97]. Figure 4.10 compares an aperiodic and a periodic signal shift. Let s(t) be
the aperiodic in Figure 4.10 (a). In the infinite time domain, the aperiodic signal s(t) is shifted
by τ , and the shifted signal is just partially included in the fixed time window. On the other
hand, the shift in a periodic signal is circular, so that the shifted part reappears in the window,
as in Figure 4.10 (b).
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Figure 4.10.: Illustration of the shift of an aperiodic signal (a) and a periodic signal (b).
In the case of periodic signals, the time shift is represented by the phase rotation. If the time
shift reaches the signal period length, the phase rotation via the shift becomes 2pi, and the orig-
inal and shifted signals are no longer distinguishable. Therefore, on the premise that the max-
imum delay spread does not exceed the signal period, any delay of the periodic signal can be
represented within the single period. Based on this principle, the spatially filtered signal is cir-
cularly shifted to fit the length 2N , and the delay information is conserved. Since the OFDM
pulse is a combination of two successive chirps, and the original chirp duration is Tp, the echo
delay of Tp results in 2pi phase rotation. In other words, two signals separated by Tp delay over-
lap after the circular-shift addition. Therefore the spatially filtered signal must satisfy a strict
condition that
Lemma 1. The maximum delay spread ∆τ of the main lobe signal must be shorter than Tp (
∆τ < Tp).
Assuming a total of K point scatterers within a subswath (K <N ), each target delay time is
then given by t = Tn + (n − k)·Ts where Tn is the round-trip delay from the sensor to a target
at xn. Using these discrete time indices n and k, (4.34) is rewritten in a discrete signal form of
rl[n] =
MT∑
j=1
K−1∑
k=0
C2way[k]·aj [k]·sj [n− k]
 · rect [ n
2N +K
]
(4.38)
where n = 0, 1, 2, · · · , 2N+K−1. Note that the echo signal length within the subswath is equal
to (2N +K)·Ts which is the sum of the OFDM pulse length (2Tp = 2NTs) and the delay spread
(KTs). If the first 2N samples are directly taken by a DFT window, the 2N data samples contain
only one complete waveform, and the rest are truncated by the DFT window. In this case, even
though the IDFT/DFT is synchronized, its result will be spoiled. To resolve this problem, the
aforementioned periodic property is exploited.
Using two successive time windows each with lengths of 2N and K respectively, the signal is
divided into two parts as follows:
rl[n] =
MT∑
j=1
K−1∑
k=0
C2way[k]·aj [k]·sj [n− k]
 · rect [ n
2N
]
+
MT∑
j=1
K−1∑
k=0
C2way[k]·aj [k]·sj [n− k]
 · rect [n− 2N
K
]
. (4.39)
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Figure 4.11.: Received signals from the subswath with the length (a) before and (b) after the
circular-shift addition.
In (4.39), the second term on the right-hand side is circularly shifted and added to the first term
in order to make the main lobe signal periodic at each 2N sample. The signals before and after
the circular-shift addition are illustrated in Figure 4.11 (a) and (b) respectively. The circular-shift
addition process can be described by the modulo operation:
rl[n] =
MT∑
j=1
K∑
k=1
C2way[k]·aj [k]·sj [〈n − k〉2N ] (4.40)
where n = 0, 1, 2, · · · , 2N − 1, and 〈·〉2N denotes the arithmetic modulo 2N [4]. Therefore the
circular-shift addition reduces the signal length from 2N+K to 2N (see Figure 4.11 (b)). Follow-
ing this, the first 2N samples contain all delayed waveforms, so that no truncation of the signal
occurs. In the following section, the classical OFDM demodulation based on DFT is derived.
4.2.4. Demodulation with 2N-DFT
The traditional demodulation by DFT with the length 2N is now applicable to the OFDM
signals. The Fourier transform of (4.40) is
F{rl[n]} =
2N−1∑
n=0
MT∑
j=1
K−1∑
k=0
C2way[k]·aj [k]·sj [〈n − k〉2N ]
 · exp(−j 2pi
2N
np
)
. (4.41)
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Since the transmitted signal sj[n] is the inverse Fourier transform of its spectrum Sj[p], (4.41)
becomes
F{rl[n]} =
2N−1∑
n=0
MT∑
j=1
K−1∑
k=0
C2way[k]·aj [k]·
1
2N
2N−1∑
p=0
Sj[p]·exp
(
j
2pi
2N
(n− k)p
)
·exp
(
−j 2pi
2N
np
)
. (4.42)
Rearranging (4.42) with respect to indices, the following formula is obtained:
F{rl[n]} =
MT∑
j=1
K−1∑
k=0
C2way[k]·aj [k]·exp
(
−j 2pi
2N
kp
)
·
2N−1∑
n=0
 1
2N
2N−1∑
p=0
Sj[p]·exp
(
j
2pi
2N
np
)·exp(−j 2pi
2N
np
)
=
MT∑
j=1
K−1∑
k=0
C2way[k]·aj [k]·exp
(
−j 2pi
2N
kp
)
·Sj [p] (4.43)
where Sj[p] for j = 1, 2 is derived in (4.7) and (4.8). Finally, the demodulated signal is given by
F{rl[n]} =
K−1∑
k=0
C2way[k]·a1[k]·exp
(
−j 2pi
2N
k
p
2
)
·exp
(
−jpi (p·∆f)
2
Kr
)
+
K−1∑
k=0
C2way[k]·a2[k]·exp
(
−j 2pi
2N
k
p−1
2
)
·exp
(
−jpi ((p−1)·∆f)
2
Kr
)
=H1S1[p] +H2S2[p] (4.44)
where H1 and H2 denote the channel transfer functions delivered by the OFDM waveform S1
and S2, respectively. The demodulated signal is indeed separable with respect to each wave-
form by the polyphase decomposition, which divides the demodulated signal spectrum into
odd and even components. Hence each spectrum length is reduced by N . This reduction never
leads to any loss of information since the waveforms s1 and s2 are actually carried by N sub-
carriers, and the other N subcarrier frequencies are redundant zeros, so as to apply 2N -point
DFT in demodulation. The channel transfer functions H1 and H2 can be recovered by the con-
ventional matched filtering for each waveform:
H1 =
K−1∑
k=0
C2way[k]·a1[k]·exp
(
−j 2pi
N
k
p
2
)
·exp
(
−jpi (p·∆f)
2
Kr
)
︸ ︷︷ ︸
S1[p]
·exp
(
jpi
(p·∆f)2
Kr
)
︸ ︷︷ ︸
S∗1 [p]
=
K−1∑
k=0
C2way[k]·a1[k]·exp
(
−j 2pi
N
k
p
2
)
. (4.45)
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In the same manner, the channel transfer function, H2, is recovered:
H2 =
K−1∑
k=0
C2way[k]·a2[k]·exp
(
−j 2pi
N
k
p+ 1
2
)
·
exp
(
−jpi ((p−1)·∆f)
2
Kr
)
︸ ︷︷ ︸
S2[p]
·exp
(
jpi
((p−1)·∆f)2
Kr
)
︸ ︷︷ ︸
S∗2 [p]
(4.46)
=
K−1∑
k=0
C2way[k]·a2[k]·exp
(
−j 2pi
N
k
p
2
)
·exp
(
−j pi
N
k
)
whereby the second exponential term accounts for the linear phase ramp depending on the
target delay, which is caused by the subcarrier spacing ∆f . Therefore there is a linear phase
difference between two images reconstructed by each OFDM chirp waveform, which should be
compensated, prior to coherent post-processing.
In summary, the developed OFDM chirp waveform demodulation scheme is diagrammed in
Figure 4.12. First of all, the spatial filters divide the echo signal to satisfy Lemma 1. Secondly,
the circular-shift addition is carried out, so that 2N samples from each spatial filter are obtained.
As a conventional OFDM demodulation, 2N -point DFT block demodulates the OFDM signals.
Consequently, the polyphase decomposition block easily separates the waveforms. The decom-
posed signals are independently compressed by parallel matched filters. Reference functions
for the matched filters can be directly obtained from the input data sequence, or can also be
generated, using the signal model.
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Figure 4.12.: A generic schematic of the OFDM demodulator combined with the spatial filtering
and parallel matched filters for the range compression.
4.2.5. Verification
The OFDM chirp waveform scheme is verified by simulations in this section. The simulation
is carried out under the following two assumptions: the optimum spatial filter and the simple
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delay channel. The optimum spatial filter means a rectangular filter pattern covering the angu-
lar range of interest, i.e. a perfect side lobe suppression. The channel is assumed only to cause
delay and to include the thermal noise.
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Figure 4.13.: Simulation schematic for the verification: two independent channels and demod-
ulation blocks.
The simulation schematic is depicted in Figure 4.13. The first step of simulation is to generate
two OFDM chirp waveforms. The spectrum of up-chirp signal, S[p], is chosen as the input
sequence. As described in (4.7) and (4.8), the zero-interleaving block inserts N zeros to each
spectrum in order to make them 2N long and afterwards one of these spectra is shifted by
∆f . The resulting two orthogonal spectra, S1[p] and S2[p], are modulated by the IDFT block
4.
Thereby two OFDM waveforms in the time domain are obtained. The modulated OFDM chirp
parameters are summarized in Table 4.1.
The signal power is set to be 0dBm, and the thermal noise with its power, No of -94dBm (kbol ·
fo ·T = 1.38 × 10−23[J/Kelvin] · 1 × 108[Hz] · 300[Kelvin]), is added to the generated waveform
signals, which are transferred into channels h1 and h2 respectively. The optimum spatial filter
ensures that the maximum delay does not exceed Tp. The circular-shift addition block converts
the signals to fit 2N -point DFT, which demodulates the converted signals.
Table 4.1.: Parameters used in simulation.
Parameter Value Parameter Value
2N 2048 fo 100MHz
2Tp 17.067µsec No -94dBm
So 0dBm
Figure 4.14 (a) shows the spectra of demodulated signals within 1MHz range from 3MHz
to 4MHz for clarity. The circular symbols denote the spectral components of H1S1, and the
triangular symbols indicate them for H2S2. It is clearly observed that these two spectral com-
ponents are out of joint, which translates to an orthogonal meaning. To measure the orthogo-
4In practice, DFT/IDFT are carried out by FFT/IFFT.
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nality between the demodulated output signal before the polyphase decomposition, the cross-
correlation function is calculated and plotted in Figure 4.14 (b). Let Y1 = H1S1 and Y2 = H2S2,
so that their correlation is obtained by calculating
σxy = F−1
{ 2N−1∑
p=0
Y1[p] · Y ∗2 [p]
}
. (4.47)
3 3.2 3.4 3.6 3.8 4
−3
−2
−1
0
1
2
3
Frequency [MHz]
S
p
e
c
tr
u
m
 
 
waveform1
waveform2
(a)
0 2 4 6 8
−60
−50
−40
−30
−20
−10
0
Delay time [µsec]
C
ro
s
s
 c
o
rr
e
la
ti
o
n
 [
d
B
]
(b)
Figure 4.14.: Demodulated discrete spectra of both waveforms within 3MHz and 4MHz (a), and
cross-correlation function between the output signals (b).
In the ideal case, the cross-correlation between two OFDM signals will be zero. However, in
this simulation, the added thermal noise yields the cross-correlated level under -55dB.
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Figure 4.15.: Simulation schematic for verification: two independent channels and a single de-
modulator.
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Next, the two OFDM signals are combined to demonstrate that the waveforms are separable as
shown in Figure 4.15. Both of them are processed by a single demodulator. In this simulation,
each channel transfer function is reconstructed by the range matched filtering and compared to
its original channel impulse response. Figure 4.16 shows the original channel impulse response
functions h1 and h2, which are used in this simulation. These channels contain several impulses,
indicating the delay and scattering coefficient of each target. Note that the maximum delay of
each channel never exceeds Tp of 8.53µsec (see Table 4.1).
85 86 87 88 89 90 91 92
0.2
0.4
0.6
0.8
1
Delay time [µsec]
h
1
85 86 87 88 89 90 91 92
0.2
0.4
0.6
0.8
1
Delay time [µsec]
h
2
Figure 4.16.: Impulse response functions of channel h1 and h2
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Figure 4.17.: Reconstructed channel impulse responses from each OFDM signal.
The reconstructed channel impulse responses are plotted in Figure 4.17. Apart from a slight
change of the peak magnitude due to the Fourier transform of the band-limited signal, both
range profiles recovered by the single demodulator and independent matched filters corre-
spond to the original channel impulse response functions.
To summarize, the introduced demodulation scheme was verified by simulations. The OFDM
waveforms preserve the orthogonality, so long as they are processed by the presented demod-
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ulation scheme. This has been directly shown in their spectra and by measuring the cross-
correlation. The restriction arising from the fixed DFT length in the demodulation can be mit-
igated by the multiple spatial filters in elevation, possibly increasing the pulse length with a
consideration of the duty cycle and PRF also.
4.3. Performance Investigation for Doppler Effect
The orthogonality between the subcarriers with a small spacing is fragile in complex prop-
agation channels. A typical example is the Doppler effect. In side-looking SAR, the Doppler
effect resulting from the relative motion between the sensor and targets is exploited in order to
obtain a high spatial resolution in azimuth. In contrast, the Doppler shift in fast-time domain
is ignored in SAR processing since it is not recognizable within a SAR pulse length. To detect
the Doppler shift, the pulse length should be at least one period of the Doppler frequency. This
condition is generally not met in a pulse-based radar operation [110]. However, it is worth in-
vestigating the Doppler effect in fast-time signals when the OFDM chirp length is increased,
in order to extend a subswath width. In this case, the Doppler effect becomes more signifi-
cant. This section investigates the performances of the proposed waveform scheme regarding
the Doppler shift and derives a compensation algorithm to improve Doppler tolerance in the
OFDM waveform.
4.3.1. Inter-Carrier Interference (ICI)
In OFDM communication systems, the Doppler shift is a major cause of disturbance to the or-
thogonality between subcarriers. Figure 4.18 shows the Doppler shift effect on a single subcar-
rier. The horizontal axis denotes the subcarrier frequency normalized by ∆f . The dotted line
indicates an ideal orthogonal subcarrier (sinc function) at the normalized frequency of unity.
This subcarrier function is sampled with the sampling rate equal to ∆f , due to the periodicity
of DFT, and this suppresses the other frequency components with its nulls. The Doppler shift
moves the subcarrier function, so that the original subcarrier function produces other non-zero
samples corresponding to interferences. In addition, the amplitude at the original subcarrier
frequency is reduced.
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Figure 4.18.: Doppler shift effect disturbing the orthogonality with an attenuation of the subcar-
rier amplitude.
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In many cases, this Doppler influence is mitigated by increasing the subcarrier spacing ∆f .
However, for a fixed symbol duration, a reduction in the subcarrier spacing leads to a reduction
in the number of subcarriers, which decreases the data rate. In the present MIMO SAR with
the OFDM chirp waveform, the reciprocal of the subcarrier spacing ∆f corresponds to the
pulse length, which determines the subswath width. Therefore the subcarrier spacing should
be properly chosen.
The parameter Inter-Carrier Interference (ICI) is used to specify a boundary of the minimum
subcarrier spacing for given channels. The ICI is a ratio between single subcarrier power and
interference power contributed by all other subcarriers due to the Doppler shift. Thus the ICI
indicates the degree of orthogonality loss. To sum up, the Doppler shift results in the ICI and
the amplitude attenuation of the subcarrier, as shown in Figure 4.18. Since the Doppler shift
is not described by a single value due to multipath signals, the Doppler spectrum model is
commonly used in the ICI estimation. In this section, the ICI is formulated for the MIMO SAR
system by using the analytical model in [136].
If s[n] is a conventional OFDM signal, the received signal, r[n] is described as follows:
r[n] =
1
2N
2N−1∑
p=0
S[p]·exp
(
j
2pi
2N
(n − k)(p +∆p)
)
rect·
[
n−k
2N
]
(4.48)
where ∆p represents the Doppler shift of the pth subcarrier. Note that the signal amplitude and
antenna pattern5 are omitted in this derivation for simplicity. The signal is demodulated by the
2N -point DFT on receive. As in the prior section, the demodulated signal is derived as
F{r[n]} =
2N−1∑
n=0
 1
2N
2N−1∑
p=0
S[p]·exp
(
j
2pi
2N
(n−k)(p+∆p)
)
·rect
[
n−k
2N
]·exp(−j 2pi
2N
np
)
(4.49)
= S[p]·exp
(
−j 2pi
2N
k(p+∆p)
)
·sinc (p+∆p) .
In the following, this signal spectrum with the Doppler shift is reformulated in terms of a
specific subcarrier and the rest. Figure 4.19 depicts the principle of the following signal model.
The received signal spectrum is decomposed into the discrete frequency domain p, and the sub-
carrier domain q. Thereby one can describe the interferences from the side lobes of subcarrier
functions (q 6= qo) to the reference subcarrier qo. Of course if there is no Doppler shift, the side
lobes of all subcarrier functions correspond to the nulls. Put simply, they are orthogonal.
To derive the ICI on the qo subcarrier, (4.49) is described again as:
F{r[n]} = R[p] =S[p]·sinc (p− qo +∆qo)·exp
(
−j 2pi
2N
k(p− qo +∆qo)
)
+
2N−1∑
q=0
q 6=qo
S[p]·sinc (p− q +∆q)·exp
(
−j 2pi
2N
k(p− q +∆q)
)
(4.50)
5The antenna pattern is reflected to a Doppler spectrum model for a side-looking SAR geometry.
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Figure 4.19.: ICI contributions of other subcarriers (q 6= qo) to the reference subcarrier qo.
where ∆qo and ∆q denote the Doppler shift of the reference qoth subcarrier and the other sub-
carriers, respectively. (4.50) consists of two terms: the first term describes the qo subcarrier
with the Doppler shift, and the second term presents the ICI contribution of the others to the
qo subcarrier. For convenience, (4.50) is rewritten in a continuous signal form, according to the
relationship 2pi/NTs = 2pi∆f and Tp = 2NTs, as follows:
R(fp) =S(fp)·sinc
(
2(fp − fqo + f qod )Tp
)·exp (−j2pi(fp − fqo + f qod )kTs)+
2N−1∑
q=0
q 6=qo
S(fp)·sinc
(
2(fp − fq + f qd )Tp
)·exp (−j2pi(fp − fq + f qd )kTs) (4.51)
where fq = 2pi ·q ·∆f and f qd = 2pi ·∆q ·∆f . In the same way, fp = 2pi ·p ·∆f . The interest is
the power level of interference. The exponential terms in (4.51) have no effect on the ICI due to
the amplitude of unity, and |S(fp)| is also assumed to be unity. Therefore these can be omitted
in further power calculations. The spectral power at fqo (i.e. p = qo) is a sum of the reference
subcarrier power and the ICI power:
|R(fqo)|2 = sinc2
(
2·f qod ·TP
)︸ ︷︷ ︸
reference
+
2N−1∑
q=0
q 6=qo
sinc2
(
2(fqo−fq+f qd )·Tp
)
︸ ︷︷ ︸
ICI
= |Rsig(fqo)|2 + |Rici(fqo)|2 (4.52)
where |Rsig|2 is the reference subcarrier signal power, and |Rici|2 denotes the total interference
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power from the other subcarriers (q 6= qo) to the qoth subcarrier. For a large number of subcar-
riers (N →∞), the ICI power on the subcarrier is estimated as [105]:
lim
N→∞
2N−1∑
q=0
q 6=qo
sinc2
(
2(fqo−fq+f qd )·Tp
) ≈ (1− sinc2 (2·f qd ·Tp)) . (4.53)
The above derivation is expanded to a practical SAR scenario. In reality, multipath signals
from a wide target area in SAR yield a Doppler spectrum broadening, known as Doppler spread
[138, 102]. Therefore the total ICI power should be calculated by applying a statistical distri-
bution for the Doppler frequency. If the total ICI power is denoted by PICI , it is defined as an
expected value of the Doppler distribution [136]:
PICI
!
=
∫ ∞
−∞
(
1− sinc2 (2·fd ·Tp)
)·pd(fd)dfd (4.54)
where pd(fd) is the Doppler Probability Density Function (PDF), and f
q
d is replaced by fd since f
q
d
denotes the Doppler shift for the arbitrary qth subcarrier. In SAR, the Doppler spectral power is
limited by the antenna azimuth pattern. Thus a certain Doppler bandwidth can be considered
in order to calculate PICI . Using the fact that the integral of a PDF is defined to be unity, (4.54)
is simplified as follows:
PICI ≈ 1−
∫ fd,max
−fd,max
pd(fd)·sinc2 (2·fd ·Tp) dfd (4.55)
where fd,max is the maximum Doppler shift. In the case of a known Doppler PDF, the total
ICI power can be directly estimated by (4.55). A study has shown that the Doppler PDF in a
3-dimensional scattering environment has a uniform distribution rather than the classic Jake’s
model [105]. Furthermore, a narrow SAR antenna pattern must be taken into account. Therefore
the Doppler PDF in side-looking SAR is equivalent to the azimuth pattern of a SAR antenna.
Figure 4.20 shows the calculated ICI versus the maximum Doppler shift, normalized by the
subcarrier spacing ∆f . The circular symbols in Figure 4.20 indicate the ICI power for the az-
imuth antenna pattern distribution, and the triangular symbols show this for the uniform dis-
tribution. The lower gain of the antenna for large azimuth angles diminishes the high Doppler
frequency contribution, unlike that in the uniform model. Therefore the estimated ICI value is
lower than that of the uniform distribution. This plot could be used to specify a lower bound
of acceptable subcarrier spacing, in regard to the number of subcarriers. For example, if the
threshold of the ICI level is set to -30dB, then the maximum allowable Doppler frequency must
be lower than approximately 6% of a given subcarrier spacing from Figure 4.20. Fortunately,
the restriction can be relaxed by compensating the Doppler shift in the 2-D frequency domain
of SAR signal. This will be specifically presented in section 4.3.3.
4.3.2. Compression Loss
In this section, the compression loss caused by the Doppler shift is explored. As shown in Fig-
ure 4.18, the Doppler shift affects the subcarrier amplitude as well as the ICI. The compression
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Figure 4.20.: Estimated ICI power for the uniform Doppler PDF and the antenna pattern PDF
(sinc function).
loss is a measure of this attenuation, which occurs in the Doppler effect. From (4.51), only the
qoth subcarrier component is considered:
Rsig(fqo) = S(fqo)·sinc
(
2·f qod ·Tp
)·exp (−j2pi ·f qod ·k ·Ts) (4.56)
where the exponential term accounts for the phase response due to a delay in the qoth sub-
carrier and an additional phase change caused by the Doppler frequency, called the Doppler
phase rotation. The compression loss Lc is defined as the reciprocal of the power of the shifted
subcarrier [44]:
Lc =
1
|Rsig(fpo)|2
=
1
sinc2
(
2·f qod ·Tp
) . (4.57)
In [44], the maximum Doppler is specified by 1dB point of the compression loss, which is
remarked in Figure 4.21.
To conclude, the OFDM signals allow greater tolerance for the attenuation due to the Doppler
shift, by comparison with the ICI. Therefore OFDM signal parameters in regards to the ICI will
meet a desired compression loss level.
4.3.3. Doppler Tolerance Improvement
In a complex mobile communication channel, it is very difficult to remove the Doppler effect.
By comparison, in the spaceborne SAR, the continuous platform movement is the predominant
cause of Doppler shift, even in fast-time signals. Moreover, the spaceborne sensor movement
is much more stable than the airborne sensor flight. Hence the Doppler shift due to the sensor
motion can be more precisely estimated.
By exploiting the well-known SAR geometry, this section derives a modified matched filter to
compensate for the Doppler effect on fast-time signals, and thereby improves the Doppler toler-
ance of the OFDM waveform scheme. This idea is based on the matched filtering for Frequency
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Figure 4.21.: The compression loss for the ratio of the maximum Doppler frequency and sub-
carrier spacing. The 1dB point indicates the maximum Doppler shift to be approx-
imately 26% of the subcarrier spacing.
Modulated Continuous Wave (FMCW) SAR signals [86]. The Doppler shift is introduced to the
2-D frequency domain signal model in Chapter 3, and a modified matched filter is derived from
this signal model. From (3.10) and (3.14), the channel transfer function Hij for a point target is
given by
Hij(f, u) = Aij(f)·exp
(
−j 4pi
λ
√
X2s,ij + (y − u)2
)
(4.58)
where Xs,ij is the minimum slant range from the sensor to a target at the boresight direction;
u is the effective phase center position of i− j bistatic antenna pair in azimuth; and y is the
azimuth coordinate of the point target. The continuous platform movement is introduced in
(4.58):
Hij(f, u) = Aij(f)·exp
(
−j 4pi
λ
√
X2s,ij + (y − (u+ Vp ·t))2
)
. (4.59)
The term added to the azimuth position implies that the platform position is consecutively
changing within a pulse period. The channel transfer function is transformed into 2-D fre-
quency domain. Substituting u¯ for u+ Vp ·t, the Fourier transform is performed in azimuth:
Hij(f, ku)=
∫
Aij(f)·exp
(
−j 4pi
λ
√
X2s,ij + (y − u¯)2
)
·exp (−jku ·u¯)·exp (jku ·Vp ·t)) du¯ (4.60)
where the third exponential term including Vp ·t is independent of u¯. Applying the principle of
stationary phase, the integral can be solved as follows:
Hij(f, ku) = Aij(f)·exp
−jXs,ij
√
4
(
2pi
λ
)2
− k2u − jku ·y
·exp(jku ·Vp ·t) (4.61)
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where the last exponential term represents the frequency shift due to the sensor motion, which
is linear and range-independent. This frequency shift term is denoted by e(f, ku) in further
developments. As aforementioned, the Doppler shift within a single pulse is detectable if the
pulse length is longer than one cycle of the Doppler shift. To show the relationship between the
pulse length and the Doppler shift term, the fast-time is transformed into the range frequency
f , based on the linear frequency modulation of chirp signals, as follows:
t =
Tp
fo
·f (4.62)
where fo is the signal bandwidth. The frequency shift term, e(f, ku) is modified with (4.62):
e(f, ku) = exp(jku ·Vp ·t)
= exp
(
jku ·Vp ·Tp
fo
·f
)
. (4.63)
For a specific PRF, (4.63) can be expressed for the duty cycle Tp ·PRF :
e(f, ku) = exp
j ku
PRF
·Vp · f
fo
·(Tp ·PRF )︸ ︷︷ ︸
duty cycle
 . (4.64)
By substituting 2pifdVp for ku, the final form is derived as follows:
e(f, fd) = exp
(
j2pi · fd
PRF
· f
fo
·(Tp ·PRF )
)
(4.65)
where fd ∈ [−PRF/2, PRF/2] and f ∈ [0, fo]. It is relatively straightforward to eliminate this
term from the 2-D spectrum by multiplying its complex conjugate. Hence a matched filter
function to compensate for the Doppler shift is given by the complex conjugate.
Me(f, fd) = e
∗(f, fd). (4.66)
Figure 4.22 plots e(f, fd) for several duty cycle values. In the case of the stripmap mode, its
duty cycle is typically smaller than 20%. Thus the Doppler shift is negligible in signal pro-
cessing in fast-time domain. On the other hand, it is obvious that the Doppler effect becomes
significant for the subcarrier orthogonality, as the duty cycle increases, as shown in Figure 4.22
(a)-(e). In the case of the 100% duty cycle, which is a FMCW system, the phase varies 360◦ over
the frequency as shown in Figure 4.22 (f).
The Doppler shift threatening the orthogonality of the OFDM waveforms can be removed
in the 2-D frequency domain. It brings an enhancement of the ICI and the compression loss,
and therefore the Doppler tolerance of the developed OFDM waveform can be improved. For
example, the minimum subcarrier spacing regarding the ICI is relaxed, so that the OFDM pulse
length can be extended. This is an important merit for the MIMO SAR system design since the
receive array height in the MIMO SAR system is inversely proportional to the pulse length.
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(f) duty cycle: 100%
Figure 4.22.: Doppler shift reflected on the phase in radian. The influence becomes more crucial
for higher frequencies and higher duty cycles.
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4.4. Performance Investigation for Multiple Targets
In this section, the developed OFDM waveform scheme is evaluated for practical SAR channel
characteristics. First of all, the spatial filtering performance for a wide image scene is considered
since the rigid requirement of the OFDM demodulation is met by this spatial filtering. Secondly,
the orthogonality of the OFDM waveforms is tested for speckle noise.
4.4.1. Signal-to-Leakage Power Ratio
Mutual interference between two OFDM waveforms due to imperfection of the spatial filter
is considered in this section. As described in (4.33), the received signal includes the side lobe
signal rl,side(t) as well as the main lobe signal rl,main(t). Since the received signal is processed
by the circular-shift addition in order to have the length 2Tp, some part of the side lobe signals
are also circularly shifted and their energy permeates the main lobe signal. This effect has a
significant impact on the orthogonality between both of the OFDM chirp waveforms since the
side lobe signals are mostly truncated after the circular-shift addition process.
Figure 4.23 illustrates the leakage effect. The truncation distributes the spectral power of the
even subcarrier components in S2[p], over the odd spectral components. These odd components
interfere S1[p] in the main lobe, consisting only of the odd spectral components and vice versa
(S1 → S2). This interference power is defined as the leakage power from one to the other
waveform.
2Tp FFT window
Main lobe signal
Truncated signals
Truncated signals
^ `1 1( )oddFFT s S f 
^ `2 2 2( ) ( )even oddFFT s S f S f 
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Figure 4.23.: Leakage due to imperfect spatial filtering. Truncated waveforms in the side lobes
cause the leakage after the circular-shift addition process.
This leakage impact is quantified by measuring the Signal toLeakage Power Ratio (SLPR) which
is the ratio of a total spectral power of one waveform pulse in the main lobe to a total leakage
power from the other OFDM waveform pulses in the side lobes. In the present OFDM wave-
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form scheme, the leakage occurrence can be measured after the demodulation (DFT), so this
parameter is defined in the frequency domain.
From (4.44), the total power of the demodulated single pulse is given as follows:
Ps =
∫ fo/2
−fo/2
∣∣∣∣C2way(θo)·a1(θo)·exp(−jωτ(θo))·S1(fodd)∣∣∣∣2df, (4.67)
and similarly, the total leakage signal power is defined as:
Pl =
∫ fo/2
−fo/2
∣∣∣∣ ∫
∆θside
C2way(θ)·a2(θ)·exp(−jωτ(θ))·S2(fodd)dθ
∣∣∣∣2df (4.68)
where ∆θside denotes the angular range of side lobes. For clarity, the discrete signal notation
in (4.44) is rewritten in the continuous signal form. θo denotes the boresight angle where the
main lobe signal is acquired. S1 is modulated by the odd subcarrier fodd, and S2 is modulated
by the even subcarrier feven. Thus the leakage from S2 to S1 means the odd components of S2
that overlap S1. From (4.67) and (4.68), SLPR is defined as
SLPR =
Ps
Pl
(4.69)
=
∫ fo/2
−fo/2
∣∣∣∣C2way(θo)·a1(θo)·exp(−jωτ(θo))·S1(fodd)∣∣∣∣2df∫ fo/2
−fo/2
∣∣∣∣ ∫
∆θside
C2way(θ)·a2(θ)·exp(−jωτ(θ))·S2(fodd)dθ
∣∣∣∣2df
for the signal spectrum S1(fodd), or
SLPR =
∫ fo/2
−fo/2
∣∣∣∣C2way(θo)·a2(θo)·exp(−jωτ(θo))·S2(feven)∣∣∣∣2df∫ fo/2
−fo/2
∣∣∣∣ ∫
∆θside
C2way(θ)·a1(θ)·exp(−jωτ(θ))·S1(feven)dθ
∣∣∣∣2df
(4.70)
for the signal spectrum S2(feven). In real SAR scenarios, a1 and a2 are random variables, there-
fore this work adopts the Monte-Carlo method in order to estimate this parameter. Under the
assumption of a homogeneous clutter scene, a2(θ) and a1(θ) can be given by Raleigh random
variables [50]. A total of 29(=512) point targets is assumed in the side lobe region.
This section estimates the SLPR for two different side lobe levels. Two spatial filter patterns for
the side lobe level of -50dB and -60dB are generated, using Dolph-Chebyshev windows. The
angle θ is converted to the time delay according to (3.46), and thereby the spatial filter pattern is
drawn in terms of the delay time. Figure 4.24 (a) and (b) show the pattern versus the delay time
normalized by Tp. Figure 4.24 (c) and (d) present the estimated SLPR distribution by means of
the Monte-Carlo simulations.
The mean values of each histogram are 35.66dB and 45.36dB, and the standard variations
are 0.34dB and 0.365dB respectively. As a consequence, these simulations verify that the pro-
posed demodulation scheme provides reasonable performance, even in multiple target scenar-
ios. However, the performance is strongly dependent on the spatial filter pattern. Therefore, to
improve SLPR, a lower side lobe level may be required at the cost of antenna size (height).
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Figure 4.24.: Spatial filter patterns and estimated SLPR histograms from the Monte-Carlo simu-
lations. (a) and (b) show two different spatial filter patterns with the side lobe level
of -50dB and -60dB, respectively. (c) and (d) present the estimated SLPR after the
demodulation including the circular-shift addition (Number of iterations: 2000).
4.4.2. Speckle Effect
A typical phenomenon of SAR signals is the speckle produced by interferences in scattered
pulses of randomly distributed scatterers, in a unit resolution cell that is much larger than the
signal wavelength [34, 74]. An important aspect of the speckle noise is its signal-dependent
multiplicative behavior. It means that the speckle noise level increases proportionally to the
signal power. The following shows 1-D simulations which are carried out in order to test the
orthogonality of OFDM waveforms under the speckle noise condition. In real systems, the noise
is added to the received OFDM signal, and afterwards the orthogonality is barely observable in
the frequency domain, since the interleaved zeros in the odd or the even spectrum are filled by
the spectral noise. Therefore the orthogonality of the demodulated signal is tested in the time
domain before the polyphase decomposition.
The idea behind the time domain observation is as follows: according to the time domain
repetition property of the OFDM waveform (see section 4.1.2), the focused channel response,
i.e. the range Impulse Response Function (IRF), will have a repetition with the separation of Tp
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in the fast-time domain only if the orthogonality is preserved. Therefore, in these simulations,
the repetition in the received signal before and after the range focusing is the major point of
observation. Additionally, the impulse responses are compared to the reference response of the
conventional chirp simulated in the same channel condition.
Figure 4.25 shows the simulation schematic of the speckle noise effect. For this simulation, a
chirp signal at the carrier frequency of 5.2GHz, with 100MHz bandwidth, and 100µsec long,
is adopted, and is modulated only by odd subcarriers. The resulting OFDM pulse length is
double that of the original chirp (2Tp = 200µsec). The channel, which is denoted by h in Figure
4.25, is composed of 1000 resolution cells in range and each unit resolution cell of 1.5×3m2
includes 200 randomly distributed point targets, each with different scattering coefficient.
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Figure 4.25.: Simulation schematic for the speckle effect.
Under the assumption of homogenous clutters, the amplitude and phase of speckle noise are
modeled by a Rayleigh and uniform distribution [34, 74, 50]. The amplitude distribution is then
given by
p(a) =
2|a|
σ
exp
(
−|a|
2
σ2
)
(4.71)
where |a| is the amplitude of complex scattering coefficient as defined in (3.3), and σ2 denotes
the variance. In these simulations, the variance and the mean value are 0.427 and 1.25 respec-
tively. The phase distribution is, as a rule, given by the uniform distribution:
p(ϕ) =
2pi
2× 105 (4.72)
whereϕdenotes the arbitrary phase change of scattered signal. It is worth noting that frequency-
dependent scattering coefficient of a single point target is not directly applied, since it is very
slow-varying compared to the phase variation of signal spectrum. Nevertheless, the frequency
dependency becomes observable in the spectrum of both signals, due to the superposed target
responses. The probability density functions of the amplitude and the phase are plotted in Fig-
ure 4.26. As the simulation schematic in Figure 4.25 shows, both the chirp and OFDM signals
are transmitted into the same speckle noisy channel, and the same Gaussian noise is added to
both signals as well. Figure 4.27 shows received baseband signals of the chirp and OFDM signal
in time domain.
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(a) Rayleigh (b) Uniform
Figure 4.26.: Simulated speckle noise PDF of the amplitude (a) and the phase (b).
The time domain signals show the characteristic of random noise signal in amplitude, which
is caused by the superposition of numerous amplitudes and phases of echo signals. As the az-
imuth antenna pattern is reflected in the amplitude pattern of the Doppler spectrum [30, 113],
this amplitude fluctuation directly affects the signal spectrum. As a result, the frequency-
dependent scattering is equivalently included in this investigation. An interesting observation
point is the periodic pattern of the OFDM signal, since the periodicity means the orthogonal-
ity of the OFDM waveform. However, it is difficult to figure periodic pattern out due to the
noise-like signal as shown in Figure 4.27 (b). To test the orthogonality of the OFDM signal, both
reference chirp and OFDM signal are compressed by the same matched filter function, respec-
tively. It must be noted that the OFDM signal in Figure 4.27 (b) is already processed by the
circular-shift addition. The compressed range signals are presented in Figure 4.28.
(a) reference chirp (b) OFDM
Figure 4.27.: Received baseband signal of the reference chirp (a) and the OFDM signal (b). The
OFDM signal amplitude is lower than that of the reference chirp, in accordance
with the Parseval’s theorem.
The repetition is clearly observed in the range impulse response function before the polyphase
decomposition. As shown in Figure 4.28 (b), the IRF of the OFDM signal shows the typical
repetitive characteristic and the separation between peaks corresponding to half of the OFDM
pulse length, 100µsec. For clarity, the IRF of the even components of the received OFDM signal
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(a) reference chirp (b) OFDM
Figure 4.28.: Full range view of the impulse response functions under the same speckle noise
condition, prior to the polyphase decomposition.
is also plotted in Figure 4.29. This IRF shows approximately the coupling level of -60dB, which
indicates the orthogonality of the OFDM signal for the simulated speckle channel. Moreover,
to check the imaging performance, the IRFs of the OFDM signal and the reference chirp are
compared in Figure 4.30. It is clear that both IRFs are quasi-identical.
Figure 4.29.: Cross-correlation of the even spectral components of the OFDM signal. This is
equivalent to the coupling level from the odd spectral components to the even
components in the speckle channel.
As a consequence, the OFDM chirp waveform maintains the orthogonality in the speckle chan-
nel, and its imaging performance is equivalent to the conventional chirp. According to the
property of repetition and expansion in Fourier transform (see Appendix C), the time domain
repetition leads to zero-interleaving in its spectrum. It implicates that two OFDM waveforms
modulated by odd and even subcarriers will preserve the orthogonality between them.
Also remarkable is the frequency dependence of the scattering coefficient, which is not directly
involved in the simulation. However, the frequency dependency has barely any influence on
the orthogonality of the novel waveform. This is because the spectral variation is repeated
over the pulse duration as well. Consequently, the OFDM waveform scheme preserves the
orthogonality and provides comparable performance with the conventional chirp waveform,
even in regard to distributed targets.
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(a) reference chirp (b) OFDM
Figure 4.30.: Close-up of impulse response functions of (a) the reference chirp and (b) the OFDM
signal.
4.5. Coherence Evaluation
A high spectral-temporal coherence is one of the most important design goals in the present
MIMO SAR acquisition for both InSAR and PolSAR applications. This section evaluates the
coherence of the novel waveforms using real SAR image data. The evaluation is carried out
by measuring the interferometric coherence between equivalent OFDM SAR images6 produced
from real SAR image data and comparing them to the original data.
Figure 4.31.: Single polarization (VV) E-SAR image of the DLR site in Oberpfaffenhofen, Ger-
many. The horizontal axis is the flight direction (azimuth), and the vertical axis is
the range direction.
This work exploits image data acquired by the E-SAR, which is an airborne SAR system of the
German Aerospace Center (DLR) with four operation frequency bands (X-, C-, L- and P-band)
[3]. In this section, the L-band (1.3GHz) image data is used for the experiment. The data acqui-
sition parameters are listed in Table 4.2. The used data sets are fully processed, which means
focused SAR images composed of 1365×2000 pixels in the range and the azimuth dimension.
6This term represents a SAR image based on the OFDM chirp waveform.
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Table 4.2.: Parameters of E-SAR data.
Parameter Value Parameter Value
fc 1.3GHz Bandwidth 93MHz
polarization quad Tp 5µsec
PRF 400Hz sampling rate 100MHz
range samples 1365 azimuth samples 2000
Figure 4.31 shows the E-SAR image produced from VV polarization signals. To generate equiv-
alent OFDM SAR image data, this E-SAR image data is used as a complex channel impulse
response function of target scene, h(t), in this test.
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Figure 4.32.: Equivalent OFDM SAR image data generation from the original E-SAR image data
for coherence evaluation.
According to the OFDM modulation process described in section 4.1.2, two OFDM waveforms,
s1(t) and s2(t), are produced. Equivalent SAR echo signals are obtained by the convolution sum
between each waveform and the channel impulse response function h(t), respectively. Assum-
ing a single receive channel, these echo signals are superposed and captured by a single receive
antenna. The OFDM demodulator followed by parallel matched filters for the waveforms de-
composes both waveforms in frequency domain. After this, both demodulated signals are com-
pressed by the matched filtering and transformed into time domain. Therethrough, two OFDM
SAR images, h˜1 and h˜2, are reconstructed. Figure 4.33 shows these two OFDM SAR images.
4.5.1. Interferometric Coherence
In this section, the feasibility of the OFDM waveforms for the SAR interferometry is tested
by evaluating the interferometric coherence between the odd and even spectrum images. The
interferometric coherence ρ is defined as [12]:
ρ =
E {h1 · h∗2}√
E {h1 · h∗1}·E {h2 · h∗2}
(4.73)
where h1,2 are the OFDM image data sets. In this experiment, these are the two OFDM SAR
image data sets produced in the previous section. The coherence is calculated for every 30× 30
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(a) h˜1 (b) h˜2
Figure 4.33.: Two OFDM SAR images generated from the E-SAR image data (VV polarization).
image pixel matrix selected by a 2-D window shifting pixel by pixel on the overall image. The
resulting coherence map is plotted in Figure 4.34 (a). This result is compared to a case where
the original spectrum is split into two non-overlapping bands.
An important point here is the fact that the split spectra are orthogonal as well as the OFDM
SAR image spectra. However, as shown in Figure 4.34, the coherence maps are completely
different. The coherence of the split spectrum is high exclusively for permanent scatters, such
as artificial structures, whereas the the OFDM spectrum shows an overall high coherence. A
coherence study for multiple polarizations and frequency bands in [143] lends support to these
experimental results.
1.0
0.99
(a)
1.0
0.0
0.2
0.4
0.6
0.8
(b)
Figure 4.34.: Interferometric coherence map of the OFDM SAR images (a) and two non-
overlapping spectra of the original image (b). Note that the color map scale of
(a) is adjusted in order to clearly exhibit the result.
To evaluate the obtained coherence value, SNR of the E-SAR image is estimated. In a real SAR
channel, the coherence is affected by diverse physical parameters, so that it is given by a scalar
product of several coherence components. In this section, the following three components are
considered. Using the same notation in [12], one can describe the coherence as follows:
ρ = ρSNR · ρH · ρa (4.74)
where ρSNR stands for the influence of receiver noise; ρH represents the decorrelation due to
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two different systems; and finally ρa accounts for the temporal scene coherence [12]. Since the
two images in this test are generated from one SAR image acquired by the same system at single
pass, ρH and ρa have no influence on the coherence (ρH = ρa = 1). Thus the coherence can be
simply rewritten as
ρ =
1√(
1 +
1
SNRo
)(
1 +
1
SNRe
) (4.75)
where SNRo and SNRe denote the signal to noise ratio of the odd and even spectrum images,
respectively, and are assumed to be identical. Under this assumption, SNR of the OFDM image
can be estimated as follows:
SNR =
1(
1
ρ
− 1
) . (4.76)
The calculated SNR value from the average coherence, 0.9986, is 28.53dB, and this result is
reasonable if compared to the SNR of the original E-SAR data within 23.5∼29.7dB [104].
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Figure 4.35.: Average interferometric coherence for various spectrum shifts with a step shift of
1.47MHz. The OFDM signals operate in a very high level of coherence, and the
split spectra should pay the coherence for the orthogonality.
The split spectra are used for further investigation in order to derive the relationship between
the coherence and the spectral separation. First, both spectra are converted into the base-
band, so that they are completely overlapping. One of them is shifted by the frequency step
of 1.47MHz, and the average coherence is calculated for every shift. Through this iterative
calculation, an average coherence pattern for the spectral separation is obtained. Figure 4.35
presents the resulting plot about the relationship. In this experiment, when the spectrum sepa-
ration is 46.5MHz, the two spectra are equivalent to the split spectra. In this case, the computed
coherence reaches approximately 0.163.
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Figure 4.36.: Interferometric coherence for various target scene delay spread. The scene delay
length is normalized by the OFDM pulse length. The diamond symbols denote the
simulation values and the solid line is a curve-fitting using spline interpolation.
Although SAR imagery is modeled as stationary random process due to speckle [74, 91, 82, 73],
the two images with a small subcarrier frequency offset are highly correlated. The reason is as
follows: the image scene is a convolution sum with an OFDM pulse, which is at least two times
longer than the image scene length (delay spread), and consequently its common spectral com-
ponents between subcarrier bands are recovered. Therefore, images reconstructed from such
long OFDM chirp pulse exhibit a high coherence. This is characterized by simulations using
2-D Gaussian7 speckle noise data with various image scene length. All simulation procedures
are equivalent to the previous experiment, depicted in Figure 4.32. The E-SAR image data are
only replaced by the generated Gaussian speckle data in this simulation.
As shown in Figure 4.36, the simulation result shows the quasi-constant coherence values
within the OFDM operation range, whereas the coherence rapidly drops and converges on ap-
proximately 0.2 with the increase of the scene length. When a scene length is shorter than a half
OFDM pulse, the OFDM signals are successfully demodulated, and the resulting image data
spectra contain overlapping frequency components. However, as the scene length increases,
the interpolation effect is reduced and the OFDM demodulation also fails in the reconstruction
of the image scene. Therefore, the coherence deteriorates strongly due to range ambiguities
caused by OFDM demodulation as well as leakage from one to the other OFDM pulse.
To conclude, the sufficient coherence for the coherent post processing can only be obtained
for a shorter scene length than the OFDM pulse length, further the operation range of OFDM
waveforms is bounded by the Lemma 1 in section 7.2. This conclusion corresponds to the basic
idea behind traditional OFDM transmission that the information symbols are sent within a
narrow coherence bandwidth, inversely proportional to the delay spread of channel, in order
to avoid the frequency selective fading [102]. Therefore, these simulations demonstrate that the
present OFDM signals offer orthogonality and high coherence at the same time.
7Strictly speaking, this Gaussian hypothesis is valid for describing scattering mechanism of homogeneous scene
[82].
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4.5.2. Coherence between Quad-Polarization Data
This section focuses on the verification of the coherence between quad-polarization OFDM
SAR images. In a similar way, the full scattering matrix is constructed from the original E-
SAR data using the quad-polarization (HH, HV, VH, VV) and compared with the original data.
The data conversion is completed in accordance with the fully polarimetric data acquisition
scenario, with the OFDM waveforms drawn as in Figure 4.37.
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Figure 4.37.: Fully polarimetric data acquisition scenario with the two OFDM waveforms.
On the transmission, two waveforms are modulated by odd and even subcarriers, and radi-
ated through the vertically and horizontally polarized antennas respectively. According to the
polarimetric behavior of targets, each polarization either remains or is transformed from the
original. On receive, the scattering components, SV V and SV H , are acquired by the vertical
polarization channel, and SHV and SHH are captured by the horizontal polarization channel.
Based on the orthogonality of the OFDM signals, all the scattering components are separated
by the polyphase decomposition in frequency domain in each receive channel. The spectrum
and polarization assignments in this acquisition mode are summarized in Table 4.3.
Table 4.3.: Equivalent OFDM quad-polarization data set.
Polarization Tx spectrum Rx spectrum
odd even odd even
V SV 0 SV V SV H
H 0 SH SHV SHH
According to the above scenario, all quad-polarization E-SAR images are decomposed into the
odd and the even spectra. From the polyphase-decomposed images8, four images correspond-
ing to the above acquisition scenario are used for the coherence test. Figure 4.39 shows the
computed coherence maps between HH-HV, HV-VH, and VV-HH from the equivalent OFDM
8Two images from each polarization are generated, so that total eight images are reconstructed.
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SAR data and the original quad-polarization E-SAR data. Since the HV and VH polarization
images yield identical coherence maps, these three combinations are presented in Figure 4.39.
In Figure 4.39 (a) and (b), the very high coherence is obtained in the overall scene, except for
the runway due to the low SNR over the flat and homogenous runway material scattering back
the energy weakly. Figure 4.39 (c) and (d) present the relatively high coherence for the region
where permanent scatterers are dominant. An additional remark should be made for Figure
4.39 (e) and (f). In the case of airborne SAR data, the SNR of an image is strongly dependent
of the incident angle because of a low altitude. Thus Figure 4.39 (e) and (f) present the higher
coherence in near range in comparison with far range, since the SNR in the near range is much
higher. In Figure 4.40, histograms of each coherence map clarify the similarity between the
original E-SAR data and the OFDM data in regards to the coherence.
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Figure 4.38.: Linear phase ramp of the coherence between the HV-VH components due to the
subcarrier spacing.
To conclude, the coherence maps between the equivalent OFDM and the original quad-polarization
data are quasi-identical. Therefore the OFDM signals provide sufficient coherence equivalent
to the conventional polarimetric SAR signals. However, it must be noted that there is a linear
phase ramp in the coherence map, which results from the subcarrier spacing, as previously
mentioned. As an example, the mean phase of the coherence between HV and VH images is
plotted in Figure 4.38. This phase term can be easily removed in time domain.
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Figure 4.39.: Comparison of the coherence maps between the equivalent OFDM quad-
polarization images (a),(c),(e) and the original E-SAR quad-polarization images
(b),(d),(f).
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Figure 4.40.: Comparison of histograms between the equivalent OFDM quad-polarization im-
ages (a),(c),(e) and the original E-SAR quad-pol. images (b),(d),(f).
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5. System Design Parameters
This chapter presents system design parameters for the MIMO SAR system implementation.
Special attention is paid to the antenna design, which is directly linked to the DBF and the
OFDM waveform performance. The first part of this chapter is dedicated to establishing the
antenna design criteria, in regard to the digital beamforming and the OFDM waveform scheme.
In the second part, according to the established design criteria, an example MIMO SAR system
is designed and its performance is briefly evaluated, in terms of the system sensitivity and the
range ambiguity. In this chapter, all of those design parameters and their determinations are
derived under the assumption of a single platform system.
5.1. Receive Antenna Design Criteria
The receive antenna design is the most critical step in the MIMO SAR system design. In fact,
the array patterns in elevation and azimuth have a direct connection to both the OFDM de-
modulation and the azimuth ambiguity suppression performance. This section formulates the
receive array design rules for a considered planar array antenna.
5.1.1. Receive Antenna Length
The maximum spatial sampling distance in along-track is a half that of a SAR antenna length,
according to the Nyquist sampling theory [118]. This rule is also applied to SAR systems with
multiple apertures [137]. It is therefore straightforward to derive a total array length Lrx for a
given PRF, using the relationship
Lrx =
2Vp
PRF
. (5.1)
If the number of subarrays is MR, the DBF in azimuth increases PRF by a factor of MR. So an
initial value of MR can be derived by dividing the maximum Doppler bandwidth by the PRF.
From (2.1) in Chapter 2, the subarray length Lrs is derived as follows:
Lrs =
Lrx
MR
=
2Vp
MR · PRF . (5.2)
It is worth noting that the half of the subarray length is equal to the spatial sampling distance
of SAR image data processed by the DBF in the present MIMO SAR. Thus the subarray length is
inversely proportional to the effective PRF1. However one should take into account the antenna
gain reduction due to the small antenna size. On the basis of the Azimuth Ambiguity-to-Signal
Ratio (AASR), this section attempts to specify a reasonable boundary for the subarray length.
1The “effective” PRF is a reconstructed PRF from the multichannel data by the azimuth DBF.
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Azimuth Ambiguity-to-Signal Ratio
The AASR is the power ratio of the ambiguous signal to the designed signal, within the SAR
correlator (i.e. matched filter) azimuth processing bandwidth [30]:
AASR =
∞∑
β=−∞
β 6=0
∫ Bp/2
−Bp/2
A22way (fd + β ·PRF ) dfd
∫ Bp/2
−Bp/2
A22way (fd)
(5.3)
where Bp is the Doppler processing bandwidth, β denotes the order of aliasing, and A2way
is the amplitude pattern of the Doppler spectrum, which is obtained from the 2-way antenna
pattern2 in azimuth. In this design, the AASR is calculated with respect to a subarray length
which normalized by a transmit antenna length, as presented in Figure 5.1.
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Figure 5.1.: AASR for the normalized receive subarray length. The dash-dot line with triangular
symbols is the AASR for a sinc antenna pattern, and the dashed line shows the
cosine tapered pattern.
The AASR value varies over the normalized antenna length in the smooth step fashion, due
to side lobes of the antenna pattern. If the AASR of -25dB is required, then the subarray length
should be approximately 90% of the transmit antenna length, in regard to the sinc antenna
pattern (no tapering). Figure 5.1 portrays an interesting result, in that the amplitude tapering
on each subarray deteriorates the AASR of the uniform linear array. This is because the phase
center spacing between the subarrays is unchanged, while the antenna main lobe broadens.
Therefore the spatial sampling distance is insufficient for the widened pattern. In a practical
design, this fact should also be taken into account.
2The amplitude pattern is a scaled version of the 2-way azimuth antenna pattern [111].
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5.1.2. Receive Antenna Height
In the MIMO SAR system, the receive array height is an important parameter which influences
the spatial filtering performance. As stated in section 4.2, the main lobe width of spatial filter
pattern should be specified within the maximum delay spread, which is no longer than half of
an OFDM pulse length, in order to fulfill the strict requirements of the OFDM demodulation3.
In this section, the receive array height is formulated as a function of the OFDM pulse length for
a given SAR geometry. The well-known approximation of the main lobe beam width between
the first nulls is given by [115]
∆θrx =
λ
Wrx
(5.4)
where Wrx is the receive array height and λ is the wavelength. Using (5.4), the receive array
height will be determined.
Wrs
1T
rxT'
Swath width =
oh
2T
Wrx
cT
wS
Transm
it antenna
pattern
cR
Figure 5.2.: Geometric parameters for receive array height determination. θc is the look angle,
and Rc is the slant range from the sensor to the middle of swath. ∆θrx denotes the
main lobe width of the array pattern. θ1 and θ2 are the first null angles of the main
lobe.
In Figure 5.2, the time delay at the first null angle θ1, from the look angle towards the nadir
direction, is given by
τ(θ1) =
2ho
co ·cos θ1 . (5.5)
In the same manner, the other null angle θ2, from the look angle toward the off-nadir direction,
is derived. The delay difference between signals from these two angles must be shorter than
3The beam width is defined in angle, but not in time. In a spaceborne SAR geometry, the one-to-one correspon-
dence between the elevation angle and the delay time is valid under the assumption of no topographic height
(refer to (3.46) in Chapter 3).
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the half of the OFDM pulse length. Hence the allowed maximum delay of the signal from θ2 is
described as follows:
τ(θ1) + Tp =
2ho
co ·cos θ2 (5.6)
where Tp is half of the OFDM waveform length (2Tp). To determine the beam width, one needs
to convert the delay in (5.5) and (5.6) into the corresponding elevation angles:
θ1 = cos
−1
(
co ·τ(θ1)
2ho
)
, (5.7)
θ2 = cos
−1
(
co ·(τ(θ1) + Tp)
2ho
)
. (5.8)
The beam width is given by the difference between those two angles:
∆θrx = θ2 − θ1 (5.9)
= cos−1
(
co ·(τ(θ1) + Tp)
2ho
)
− cos−1
(
co ·τ(θ1)
2ho
)
.
Since the sensor altitude is known, ∆θrx is a function of θ1 for the given Tp. Replacing θ1 with
an arbitrary elevation angle θ, the minimum receive array height is specified for the elevation
angle and the OFDM pulse length, from (5.4):
Wrx(θ, Tp) ≥ λ
∆θrx(θ, Tp)
(5.10)
≥ λ
cos−1
(
co ·(τ(θ) + Tp)
2ho
)
− cos−1
(
co ·τ(θ)
2ho
) .
Note that the above derivation is based on the flat surface model. Taking the Earth’s curvature
into account but no topography, the arc-cosine terms of the denominator in (5.10) are replaced
by (3.46):
Wrx(θ, Tp) ≥ λ
cos−1
(
4(ho+RE )
2
−4R2
E
+(co·(τ(θ)+Tp))
2
4(ho+RE )·co·(τ(θ)+Tp)
)
−cos−1
(
4(ho+RE)
2
−4R2
E
+(co·τ(θ))
2
4(ho+RE)·coτ(θ)
)
.
(5.11)
The side lobes of the receive array beam must also be considered in order to achieve the
required SLPR value (see Chapter 4). For example, a Dolph-Chebyshev amplitude taper is
adopted and through this, the main lobe width becomes broader. The beam-broadening, due
to the Dolph-Chebyshev taper, can be quantified by introducing a broadening factor bHP of the
HPBW [116]:
bHP =
√
1
pi
ln(20−
SL
20 ) (5.12)
100
5.1 Receive Antenna Design Criteria
where SL denotes the desired side lobe level in decibel and ln means the natural logarithm. This
broadening factor can be slightly different for the null-to-null beam width. It is nevertheless an
acceptable approximation, since the main lobe pattern decreases rapidly from the 3dB points to-
wards the null points. Multiplying this broadening factor by (5.10), the minimum array height,
with respect to the desired beam width and the side lobe level, is obtained as follows:
Wrx(θ, Tp) ≥ bHP λ
∆θrx(θ, Tp)
. (5.13)
Figure 5.3 shows the minimum array height calculated by (5.11) and (5.13), in the case of -
50dB and -60dB side lobe levels. The upper plots portray the array heights, derived using
(5.13), in 3-dimensional coordinates, and the lower plots are their contour plots. The broadening
factor is 1.51 for -50dB, and 1.56 for -60dB. The minimum array height is proportional to the
elevation angle, due to an extension of antenna footprint on the Earth’s surface. In contrast,
the array height is inversely proportional to the OFDM pulse length since a long pulse relaxes
the required array beam width. To fulfill the OFDM demodulation requirements within the
whole angular range of interest, the array height should be determined in regard to the largest
incident angle for a selected OFDM pulse length.
5.1.3. Height of Array Elements in Elevation
Another issue associated with the antenna height is the determination of the number of multi-
ple beams covering the whole swath width. As a rule, assuming the 3dB beam width of a single
beam covers one subswath, the required number of subswaths (or angular sectors) Nsub can be
calculated as follows:
Nsub = ceil
[
θ3dB,Tx
θ3dB,Rx
]
(5.14)
where ceil[·] is the operator which is used to round up the argument towards the positive in-
finity. θ3dB,Tx and θ3dB,Rx denote the 3dB beam width of both transmit and receive antennas
in elevation respectively. The derived number of subswaths, Nsub, is equivalent to the mini-
mum number of array elements in elevation, since an array with ME elements can generateME
multiple beams simultaneously [56]. Thus the number of array elements must be equal to or
more than Nsub (Nsub ≤ME), and then the single element heightWrs should meet the following
condition:
Wrs ≤ Wrx
Nsub
. (5.15)
The height of the array element is determined by considering the grating lobes at each array
beam direction. The decision formula in [137] is used to specify the element height in this
design:
Wrs =
λ
sin
(
θ3dB,Tx
2
)
+ sin
(
η
θ3dB,Tx
2
) (5.16)
where η is the positive integer describing the grating lobe order, which is set to be a higher value
than 3 for separating grating lobes of the array further away from the main lobe. The high η
is also of use for the side lobe reduction using an amplitude tapering, because it increases the
number of elements in the array for a fixed total array size [115].
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Figure 5.3.: Receive array height versus elevation angle and OFDM pulse length for the side
lobe level of -50dB (a), (c), and for -60dB (b), (d).
5.2. Transmit Antenna Design Criteria
The transmit antenna is specified from the SAR geometric parameters, such as the look angle,
swath width, and spatial resolution. In the following formulations, a single aperture antenna,
not an array, is considered for the transmission.
5.2.1. Transmit Antenna Height
If the sensor altitude ho and the look angle θc are known, then the transmit antenna height Wtx
is derived from the relation [30]
Sw = 0.886
λ·Rc
Wtx ·cos(θc) (5.17)
= 0.886
λ·ho
Wtx ·cos2(θc)
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where Sw is the swath width, and Rc is the slant range from the sensor to the center of a target
area. The transmit antenna height is easily obtained by
Wtx = 0.886
λ·Rc
Sw ·cos(θc) (5.18)
= 0.886
λ·ho
Sw ·cos2(θc) .
5.2.2. Transmit Antenna Length
A straightforward approach to determine the SAR antenna length is to take the antenna length,
which is double that of the finest geometric azimuth resolution [30]. If this theoretical antenna
length of a monostatic SAR system is denoted by Lmono for a given azimuth resolution, the
antenna length is described as
Lmono = 2δA (5.19)
where δA is the azimuth resolution. For example, if a desired azimuth resolution is 2m, then
the monostatic SAR antenna length becomes 4m in principle. This SAR antenna theory is used
to formulate the Tx antenna length in the MIMO SAR system. Let us assume two SAR systems,
a monostatic and a bistatic system. If the azimuth resolution is defined by the HPBW of 2-way
antenna pattern in azimuth, both systems should have the same HPBW in order to achieve the
same azimuth resolution:
(0.886·λ)2
Ltx ·Lrs
!
=
(
0.886·λ
Lmono
)2
(5.20)
where Ltx and Lrs denote the transmit and receive subarray length respectively. The numera-
tors in (5.20) can be eliminated. Therefore one obtains
Ltx ·Lrs != L2mono. (5.21)
Substituting (5.19) for Lmono, the transmit antenna length Ltx can be determined as:
Ltx =
(2δA)2
Lrs
(5.22)
where the azimuth resolution δA will be given in the system specification. It is worth noting
that the receive antenna length Lrs derived in (5.2), can be changed by the AASR and then the
transmit antenna length must be recalculated with respect to a new receive antenna length.
5.3. OFDM Parameters: ∆f and N
Dealing with OFDM parameters is valuable, since the OFDM pulse length is a key parameter
to determine the receive array height, as presented in section 5.1.2. Relationships between the
subcarrier spacing, number of subcarriers, and pulse length are given by simple formulas in
this section.
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A sampling frequency is usually set at a slightly higher frequency than the Nyquist sampling
rate, in order to include guard bands in practical systems. The ratio between the sampling
frequency and signal bandwidth α is defined as
α =
fs
fo
(5.23)
where fs is the sampling frequency and fo is the signal bandwidth. The subcarrier spacing ∆f
is calculated from
∆f = α
fo
2N
=
fs
2N
(5.24)
where 2N is the total number of subcarriers of the OFDM waveform. An important remark
in (5.24) is that the subcarrier spacing is calculated with respect to the sampling frequency fs,
but not the signal bandwidth fo. Substituting the reciprocal of the sampling interval Ts for fs, the
subcarrier spacing for the pulse length is rewritten as:
∆f =
1
2NTs
=
1
2Tp
. (5.25)
The simple relationship shown above implies that a longer OFDM pulse results in a smaller
subcarrier spacing, which could be highly sensitive to a Doppler shift. However, the long pulse
length is desirable in order to reduce the receive array height. Therefore the OFDM pulse length
and the Doppler tolerance have the trade-off relationship. Fortunately, as shown in section 4.3.3,
the trade-off can be relaxed by compensating the Doppler effect in 2-D wavenumber domain.
5.4. System Design Example
Using the design parameters and the formulations, an example MIMO SAR system is designed
in this section. In this design, the orbital and the radiometric parameters are referred to as
TerraSAR-X. Table 5.1 lists the design goals and specifications.
Table 5.1.: System specifications
Parameter Value Parameter Value
altitude 560km Pulse length 150µsec
range resolution, δR max. 1m azimuth resolution, δA max. 1.5m
swath width ∼ 100km SLPR ≤ −35dB
NESZ ≤ −19dB AASR ≤ −25dB
The MIMO SAR system designed in this section is an X-band system centered at 9.65GHz as
TerraSAR-X. The desired swath width is up to 100km on ground and is selected within the
angular range, from 20◦ to 50◦ in elevation, as a rule. This design aims for the geometric res-
olution 1m, optimally both in range and azimuth. The OFDM pulse length of 150µsec, with a
250MHz bandwidth, is chosen and the SLPR of -35dB is desired. To achieve the required SLPR
value, the side lobe level of -50dB is needed, according to the study in section 4.4.1. The NESZ
and the AASR values of this example system should meet the specification of -19dB and -25dB
respectively. In this design, no beam-steering capacity of transmit antennas is assumed.
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5.4.1. PRF Selection
For the given orbit, one can select a proper PRF range using the timing diagram [35] (see the
derivation in Appendix E). The timing diagram shows the nadir echo arrival time instance
and the pulse transmission time instance, as a function of PRF and look angles. Using this dia-
gram, one can determine the adequate PRF range and incident angles, in which the sensor can
acquire backscattered signals without any interruption. Figure 5.4 shows the timing diagram
with respect to the orbit parameter in Table 5.1.
Figure 5.4.: Timing diagram with respect to an altitude of 560km and the OFDM pulse duration
of 150µsec.
To satisfy the requirement of the 100km swath width, two candidate PRF ranges, [1565, 1610 ]
and [1295, 1355 ], are considered. For these two PRF ranges, the corresponding angular ranges
are [32◦, 42.5◦] and [33.7◦, 45◦] respectively, as highlighted in Figure 5.4. Table 5.2 summarizes
the selected PRFs and angular ranges.
Table 5.2.: Candidate PRF ranges and the corresponding angular ranges
Swath No. PRF Angular range Swath width
1 1565 − 1610Hz 32◦ − 42.5◦ ∼ 100km
2 1295 − 1355Hz 33.7◦ − 45◦ ∼ 100km
If transmit antennas enable the steering of the beam in elevation or the variation of the beam
width, the available PRF range will be increased. However, the transmit antennas are fixed in
this design. Thus the first PRF range is chosen in regard to the antenna length and height.
5.4.2. Antenna Dimension Specification
For the given specification and the PRF, the transmit and receive antenna parameters are de-
termined in this section.
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Antenna Height Determination
The height of transmit and receive antennas can be derived from the OFDM pulse length and
SAR geometric parameters in Table 5.1. Figure 5.5 exhibits the antenna height design proce-
dures and the formulas used in each step.
Minimum no. of subswathes Nsubi i  . f t  sub
Selection of Kl ti  f 
(5.7)-(5.9)
Rx array beam width : 'Trx rr   i t : rx
Total Rx array height: Wrxt l  rr  i t: rx
OFDM Pulse length 2Tp l  l t p
(5.14)
(5.16)
(5.13)
Geometric parameters
(altitude, swath width, look angle)
tri  r t r
( ltit , t  i t , l  l )
Rx subarray height: Wrs rr  i t: rs
Tx antenna height: Wtxt  i t: tx
(5.18)
No. of elements ME. f l t E
rx
E
rs
W
M ceil
W
ª º
 « »
¬ ¼
Nsub < MEsub  E
Yes
No
Final decision of ME , Wrs , Wrx,Wtx
Figure 5.5.: Antenna height decision flow chart.
Firstly, the transmit antenna height is determined from (5.18), with respect to the given sen-
sor altitude, look angle at the scene center, and the swath width. Figure 5.6 plots the required
transmit antenna height to illuminate the swath width of 100km over look angles. From the tim-
ing diagram, the center look angle 37.5◦ is determined, and the corresponding antenna height
0.248m is found in Figure 5.6.
The receive array height is determined by the specified OFDM pulse length. Using (5.9), the
required beam width is calculated and the array height can then be decided. During these
steps, the SLPR must be taken into account. The example system adopts a Dolph-Chebyshev
window in order to reach the side lobe level of -50dB and satisfy the desired SLPR value. Thus
the antenna height is derived from (5.13). From Figure 5.3 (a) and (c), one can also decide the
array height with respect to the selected angular range. In this design, the height of 3.5m is
sufficient to cover the selected angular range [32◦, 42.5◦]. The calculated transmit and receive
antenna heights are used to calculate the minimum number of subswaths Nsub in (5.14). This
value provides the low bound of the number of array elements in elevation, determined by the
relationship between η, ME , and Wrs, as shown in Figure 5.7 at a glance.
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Figure 5.7.: Subarray height Wrs versus the order of grating lobes η and the required number
of subarray elements ME are presented by dash-dot line with circular symbols and
solid line with triangular symbols respectively.
The dash-dot line with the circular symbols indicates the subarray height versus the order of
grating lobes, and the solid line with the triangular symbols shows the number of array ele-
ments for each subarray height. In this design, η in (5.16) is set to be 5 and 42 elements are then
required. The corresponding Wrs is 0.0762m, which is 2.458λ. Before finalizing the parameter
values, the number of subswaths Nsub is used to see if the determined ME is sufficient for it.
Antenna Length Determination
The antenna length decision is closely related to spatial sampling specifications. Figure 5.8
presents the decision procedures. To begin, the receive array length Lrx is derived from the
minimum PRF of 1.565kHz and the platform velocity Vp by (5.1). To recover the Doppler pro-
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cessing bandwidth required for the 1.5m azimuth resolution, at least 5 subarrays in azimuth
are necessary. In this case, the subarray length Lrs is 1.93m from (5.2) and the transmit antenna
length Ltx of 2.07m is decided by (5.22). This initial design is evaluated in regard of the AASR.
In Figure 5.1, the AASR value for this design is approximately -23dB, which does not satisfy the
design goal. This is because the ratio between Lrs and Ltx is 0.93. Hence the number of subar-
rays MR is increased by 6 and the above procedures are repeated. The receive subarray length
is reduced to 1.61m and the transmit antenna length is adjusted to 2.48m. The ratio between the
new designs becomes 0.648 yielding the AASR of -29dB. Table 5.3 compares the final receive
subarray length with its initial design value.
Adjusting MRj ti R
AASR
2-way pattern-  tt r
thresholdt r l
(5.1)
Yes
Total Rx array length: Lrxt l  rr  l t : rx Spatial resolution: GA
ti l r l ti : G
Rx subarray length: Lrs rr l t : rs Tx antenna length: Ltxt  l t : tx
PRF, Velocity Vp, l it  p
(5.22)
(5.22)
No
(5.3)
(5.2)
Final decision of MR Lrs, Ltx
Iterative optimization
Figure 5.8.: Antenna length decision flow chart.
Table 5.3.: Comparison between the initial and final designs
Initial design Final design
Lrx Lrs MR AASR Lrs MR AASR
9.66m 1.93m 5 -23dB 1.61m 6 -29dB
5.4.3. Summary of Design
This section summarizes the designed example MIMO SAR system. Beside the antenna pa-
rameters, other system and geometric parameters, which are not introduced in this chapter, are
chosen according to traditional rules, such as the radar equation, or the parameters of prior
systems. The transmit antenna constellation is assumed to be changeable, depending on the
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operation mode. The baseline between transmit antennas is directly associated with satellite
structures and mechanical design issues. Accordingly, the baseline issue is excluded in this
design.
Table 5.4 lists the designed system and geometric parameters. The pulse duration of 150µsec
leads to the duty cycle of 24.1% for the highest PRF of 1610Hz. This value can be reduced by
employing a shorter OFDM pulse at the cost of increasing the receive array height Wrx. The
spatial sampling distance varies from 4.70m to 4.83m, depending on the PRF. In this system
operation, a serious non-uniform sampling will not occur due to the narrow PRF range. In
the case that a wide range of PRF is considered, the degree of non-uniform sampling will be
significant and reach the maximum at the highest PRF.
In this designed system, it is assumed that all receive channels have the identical noise figure
3.75dB, and cable loss 3dB. The required peak and average power of this system are much
higher than the TerraSAR-X system (its peak power of 2kW) in order to achieve the desired
NESZ over the 100km swath width. As a rule, the sampling frequency of 275MHz includes a
10% guard band, and then the pulse length 150µsec leads to 41250 subcarriers with the 6.67kHz
subcarrier spacing. To improve the computation speed of DFT/IDFT, one can select a number
of subcarriers equal to a power of 24.
This example system was designed for the multimodal operation, based on the developed
techniques. If the designed MIMO SAR system is dedicated to the HRWS SAR imaging opera-
tion mode, the multiple transmit antennas can be used to reduce the total antenna size as well.
The total area of the 6 receive subarrays and two transmit antennas in this design is 35.04m2.
By arranging the second transmit antenna in along-track at a proper distance, only 3 receive
subarrays are required for the same HRWS SAR imaging performance of the original design,
instead of the 6 subarrays, according the co-array concept [53]. In this case, the total antenna
area is reduced to 18.14m2, which is 51.76% smaller than the original design.
4It must be emphasized that within a given signal bandwidth, changing N leads to the variation of Tp.
109
5 System Design Parameters
Table 5.4.: System parameters of the example design.
Parameters Values Remarks / Symbols
Geometry
swath width ∼100km Sw
No. of subswaths 14 No. of spatial filters
orbit height 560km ho
velocity 7560 m/sec Vp
PRF 1565-1610Hz
incident angle 32◦- 42.5◦
spatial resolution ∼ 1m, ∼ 1.5m δR, δA
Tx antenna
length 2.48m Ltx
height 0.248m Wtx
gain 39.05dBi GT
No. of antennas 2 identical characteristics
Tx baseline ∼ 40m
Rx array
total length 9.66m Lrx
total height 3.5m Wrx
gain 56.46dBi GR
subarray length 1.61m Lrs
subarray height 0.0762m Wrs
azimuth panel 6 MR
elements in elevation 42 ME
H/W system
peak power 6kW 67.8dBm
average power max. 1.407kW 61.48dBm
bandwidth 250MHz fo
pulse duration 150µsec 2Tp
duty cycle 24.1% for max. PRF
system NF 3.75dB noise figure
loss 3dB Lant
sampling frequency 275MHz fs
subcarrier spacing 6.67kHz ∆f
No. of subcarriers 4.125 × 104 FFT/IFFT length
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5.5. Performance Estimation
This section is dedicated to the evaluation of the performance of the designed MIMO SAR
system, in terms of the system sensitivity and the range ambiguity.
5.5.1. Noise Equivalent Sigma Zero
The NoiseEquivalent Sigma Zero (NESZ) is a parameter indicating the system radiometric sensi-
tivity, which is defined as the back scattering coefficient, corresponding to SNR equal to unity5
[118]. The bistatic configuration of the MIMO SAR leads to different antenna gains in the trans-
mission and reception, meaning that the NESZ is formulated for these gains as follows:
NESZ =
256(pi ·Rs)3 ·kbol ·Tsys ·Lant ·Vp ·fo ·sin θ
Pt ·2Tp ·PRF ·GT (θ)·GR(θ)·λ3 ·co (5.26)
where Tsys is the equivalent system noise temperature; kbol is the Boltzmann’s constant of
1.3807 × 10−23J ·K−1; Pt is the peak transmit power; Lant is loss of antenna feed networks;
Rs is the slant range; fo is the signal bandwidth; Tp is the half of the OFDM pulse length; and fi-
nallyGT andGR are the gain patterns of the transmit antenna and the receive array respectively.
Figure 5.9 shows the estimated NESZ values for the designed 2×6 MIMO SAR system.
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Figure 5.9.: NESZ of the example system. The dash-dot line denotes the NESZ of each subswath
and the solid line highlights the coherent combination of the subswath data.
The calculated NESZ of each subswath is indicated by the dash-dot line. There is approxi-
mately 5dB difference between the best and the worst values within the whole swath. In the
designed system, 14 beams, i.e. subswaths, cover the whole swath. The multiple subswaths
cause a ripple of the NESZ over the whole swath, however this effect can be compensated by
coherently combining each subswath data after the co-registration and phase synchronization
5The back scattering coefficient is often denoted by σo (sigma zero).
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in the stitching process, which is commonly used in the SPECtral ANalysis (SPECAN) algorithm
[29]. The solid line shows the NESZ after the coherent combination process.
It should be emphasized that the NESZ was separately calculated for each transmit antenna.
In other words, one transmit antenna does not contribute to the NESZ calculation of the other
transmit antenna. For the multimodal operation, this system reconstructs multiple images in-
dependently for the interferometry or the polarimetry. The multiple transmit antennas can be
used for the NESZ improvement as well, so long as the multiple images are coherently summed
after the co-registration.
5.5.2. Range Ambiguity-to-Signal Ratio
Range ambiguities are caused by overlapping echoes from preceding and succeeding pulses
to desired signals [30]. The antenna side lobes have a decisive influence on the range ambiguity
level. The Range Ambiguity-to-Signal Ratio (RASR) is used to indicate the range ambiguity effect
in SAR images. For the MIMO SAR system, this parameter is defined as follows:
RASR =
R3s ·sin(θinc)
|C2way(θ)|2 ·
( Nf∑
m6=0
m=−Nn
|C2way(θm)|2
R3s(m)·sin(θinc,m)
+
|C2way(θ +∆θ)|2
R3s ·sin(θinc +∆θinc)
)
(5.27)
=
R3s ·sin(θinc)
|C2way(θ)|2 ·
Nf∑
m6=0
m=−Nn
|C2way(θm)|2
R3s(m)·sin(θinc,m)︸ ︷︷ ︸
RASRcon
+
R3s ·sin(θinc)
|C2way(θ)|2 ·
|C2way(θ +∆θ)|2
R3s ·sin(θinc +∆θinc)︸ ︷︷ ︸
RASRofdm
where θinc denotes the incident angle and θ denotes the elevation angle. Nn and Nf give the
number of pulses considered in the calculation in both the near and far range respectively.
(5.27) is composed of two parts. The first stands for the conventional RASR value, denoted by
RASRcon, and the second represents the additional value, RASRofdm, caused by the circular-
shift addition process in the OFDM demodulation, which are 2Tp apart from the original posi-
tion in time domain (see section 4.2). ∆θ and ∆θinc are the elevation look angle and incident
angle separations corresponding to 2Tp respectively.
Figure 5.10 (a) shows the conventional RASR term in (5.27). The range ambiguities are sup-
pressed in the antenna pattern by 60dB. The narrow elevation beam of the receive array reduces
the echo spread of each subswath and the reduced PRF, via the multiple receive subarrays in
azimuth, results in an increase of the angular separation between the desired signal and the
range ambiguity signals. In addition, the side lobe reduced by the Dolph-Chebyshev tapering
also improves the range ambiguity suppression in this design.
However, the range ambiguity caused by the circular-shift addition in Figure 5.10(b) has a
major contribution to the final RASR shown in Figure 5.10 (c). It is noted that the RASRofdm
indicates the interference level from adjacent subswaths, since the circularly shifted signal orig-
inates from the succeeding subswath region. This result implies that the spatial filtering perfor-
mance is critical in this system.
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Figure 5.10.: Computed RASR over the whole swath: (a) the conventional RASR, (b) the addi-
tion section of RASR due to the circular-shift addition in the OFDM demodulation,
and (c) the final RASR.
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6. Ground-Based Multichannel SAR Demonstrator
This chapter presents a ground-based SAR system composed of multiple receive channels,
which contributes to experiments of the MIMO SAR techniques, the digital beamforming and
the OFDM chirp waveform scheme, introduced in the earlier chapters. From the design con-
sideration to the system characterization, this chapter deals with overall system development
issues. In the next section, an overview of the GB SAR system configuration and operation is
given, and subsequently each subsystem block is separately presented in detail.
6.1. System Configuration and Specification
This demonstrator is an X-band pulsed radar system where the platform moves along rails.
The whole system is composed of the antenna subsystem, the transceiver subsystem, the posi-
tioning system, and the operation software. Figure 6.1 depicts the system block diagram.
The antenna subsystem includes a separated single transmit antenna and five receive sub-
arrays, which are connected to the receiver through a Single-Pole 5-Through (SP5T) RF switch
module with the control digital circuitry. The antennas are mounted upon a reconfigurable
antenna holder, so that various antenna constellations are feasible. The switch control unit dis-
tributes 5V Transistor-Transistor Logic (TTL) signals to select an operating receive subarray. The
transceiver subsystem is composed of a transmitter directly fed by an Arbitrary WaveformGener-
ator (AWG) and the data acquisition block. Owing to the integrated analog circuitry (amplifiers
and filters) in the AWG, the transmitter has a relatively simple architecture. The AWG creates a
chirp signal directly at the Intermediate Frequency (IF) band with its center frequency at 200MHz.
The transmitter amplifies and converts the IF signal to the RF signal. The data acquisition block
includes a Low-IF receiver and a wide band oscilloscope for digitizing analog input signals.
The analog part of the receiver, implemented using surface-mounted devices, converts the ac-
quired RF signal to the IF band. The wide band oscilloscope digitizes the IF signals in each I-Q
channel. A set of parallel mixers, implemented by software, converts the IF digital signals to
the baseband. During the final conversion, image frequencies are rejected. The digital baseband
signal which is ready for SAR processing is stored in the main computer. The positioning sys-
tem consists of a stepper motor and its controller, which enables the precise movement control
of the platform. Figure 6.2 shows the antenna and RF subsystems mounted on the platform
with the stepper motor under test.
All instruments used in the demonstrator are synchronized with a 10MHz reference clock
and are connected to the main computer. The operation software, programmed using Matlab,
adjusts parameter setting of each system, and commands those instruments and the RF switch.
The system specifications are summarized in Table 6.1.
The demonstrator operates at the center frequency of 9.65GHz with the signal bandwidth of
300MHz and the IF band specified within 50MHz and 350MHz. To digitize the IF signal, in
principle a sampling rate higher than 700MHz is required. However, the implemented system
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Figure 6.1.: Block diagram of the GB multichannel SAR demonstrator.
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6.2 SAR Data Acquisition
Tx antenna
Rx antennas
Moving platform
Waveform generator
Low-IF receiver
Oscilloscope
Figure 6.2.: GB multichannel SAR demonstrator assembled with a stepper motor and gears for
moving the platform and external instruments for a test.
Table 6.1.: Specifications of the GB multichannel SAR system.
Parameter Symbol Value Parameter Symbol Value
center frequency fc 9.65GHz bandwidth fo 300MHz
pulse length Tp 1 µsec Rx window 2 µsec
noise figure NF 4.65dB SFDR 49.5dB
No. of Tx MT 1 No. of Rx MR 5
Tx power PT max 19dBm sampling rate fs 1.067GHz
is disturbed by a strong interference at 420MHz1. To filter it out, the sampling frequency is
increased up to 1.067GHz. With the higher sampling rate, the overlapping of the interference
with the baseband signal after the digitization is avoided. The receiver Noise Figure (NF) of
4.65dB is achieved in this system due to the 3dB insertion loss in the SP5T RF switch and the
coaxial cables, connecting the receive antennas and the RF switch. The Spurious Free Dynamic
Range (SFDR)2 of 49.5dB is achieved without any gain control blocks, such as Automatic Gain
Control (AGC) devices. At the early design stage, several types of receiver topologies were
evaluated in terms of the SFDR for a given design condition, and among these, the Low-IF
topology provided the best SFDR [47]. Therefore the demonstrator is equipped with the Low-
IF receiver. The chirp signal length and the data acquisition time are set to 1µsec and 2µsec
respectively, considering the short-range geometry of GB measurements.
6.2. SAR Data Acquisition
A notable feature of this system is the use of a single receiver for all receive subarrays. The
transmitter sends the generated chirp pulse, and the SP5T RF switch subsequently activates the
receive subarrays at each transmission event one after another. Hence a measurement cycle is
1If the signal is sampled with 700MHz, this interference is folded back into the baseband (aliasing) and cannot be
filtered out.
2SFDR is defined as a difference between the minimum detectable signal power level and the third-order intercep-
tion point (IP3) of a receiver [103].
117
6 Ground-Based Multichannel SAR Demonstrator
completed after five transmission and reception events in one position. Afterwards, the sensor
moves to the next position and repeats the data acquisition. This acquisition mode is only valid
for temporally invariant channels with stationary targets. Figure 6.3 shows the time diagram of
command sequences in the case of three receive antennas for the acquisition of data.
Antenna
selection
Trigger
Tx
Platform
movement
2.5 sec
1 µsec
13 sec
Figure 6.3.: Command sequences and operation timing of the GB SAR demonstrator in the case
of three receive antennas.
First of all, a receive subarray is selected by the RF switch controller, and then a trigger source
signal activates the synchronized waveform generator and the oscilloscope, which enables the
data acquisition. The transmitter sends a chirp pulse, and the activated receive subarray ac-
quires reflected signals during the time window of 2µsec. This data acquisition is repeated for
the other receive subarrays every 2.5sec, including a guard interval, to ensure the data storage
and the data transfer from the oscilloscope to the main computer. After a complete measure-
ment cycle, the platform slowly moves to the next position, in order to avoid any vibration of
the antenna holder.
6.3. Antenna Subsystem
During the acquisition period, undesired signals, such as the nadir echo and the signal coupled
from the transmit antenna, are captured by the subarray, as illustrated in Figure 6.4. In short
range radar measurements, these signals cause considerable interference in the measured data,
since these signals overlap the desired signal and cannot be easily separated. Regarding the
interference, the antenna subsystem is designed with an aim to minimize its side lobes and
focus on the target area.
6.3.1. Transmit Antenna: Corrugated Pyramidal Horn Antenna
This demonstrator employs a pyramidal horn antenna for transmission, due to its high gain
and the ease of excitation over broadband signal through a waveguide. The feed waveguide
is flared to produce a narrow beam in both E- and H-planes. The pyramidal horn antenna has
the uniform field distribution in E-plane, so that it causes the typical side lobe level of -13dB.
On the other hand, in an optimal design with a cosine-tapered field distribution, this antenna
has no side lobes in H-plane [116]. This is a positive aspect of the pyramidal horn for the GB
118
6.3 Antenna Subsystem
Height
Azimuth
Target area
Nadir
Scatterer
Rx
Sidelobe
S
id
e
l
o
b
e
M
ain
lobe
Tx
Coupling
Figure 6.4.: Consideration of interferences in the ground-based SAR measurement.
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wa
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]
h
]
e
Figure 6.5.: Implemented corrugated horn antenna with its geometric parameters.
Table 6.2.: Geometric parameters of the corrugated horn antenna.
Parameter Value Parameter Value
wa 0.26 cm lb 0.13 cm
La 12 cm Wa 9 cm
ξh 20
◦ ξe 16
◦
Ph 12.3 cm Pe 12.3 cm
measurement. To reduce the side lobes in E-plane, the inner surface of the horn is corrugated.
Therefore the surface currents of the corrugated wall are destructively interfered with each
other, leading to the significant reduction of the electric field strength near the surface [11].
The built corrugated horn antenna is shown in Figure 6.5. The corrugations are implemented
on surfaces perpendicular to the electric field vectors. The geometric parameters of the antenna
are determined, in regard to the specified radiation patterns which were required to illuminate
the area of interest. Table 6.2 summarizes the geometric parameters of the implemented corru-
gated horn antenna [95]. The aperture size Ws×La is calculated from the relationship between
the feed waveguide size a×b and the flare angles, ξe and ξh.
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Radiation Characteristics
The measured radiation patterns are plotted in Figure 6.6 and listed in Table 6.3. The E-plane
pattern shows that the implemented corrugation suppresses the side lobes by up to 18.9dB. As
mentioned before, the H-plane pattern presents no side lobes since the tangential component of
the electric field on the inner metal surface perpendicular to the H-plane is zero, according to
the electrostatic boundary conditions [11].
Table 6.3.: Radiation characteristics of Tx horn antenna [95]
Parameter E-plane H-plane
HPBW 21.5◦ 19.5◦
peak side lobe -18.9dB none
Gain 18.2 - 18.8dBi
The measured gain of the antenna varies from 18.2 to 18.8dBi over the signal bandwidth, which
means 0.6dB fluctuation. This gain variation results from the electrical aperture size change,
which is inversely proportional to the wavelength. The measured 3dB beamwidth at the center
frequency, 9.65GHz, is 21.5◦ and 19.5◦ in E-plane and H-plane respectively.
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Figure 6.6.: Measured radiation patterns of the implemented corrugated horn antenna at the
center frequency of 9.65GHz.
Return Loss
The operation bandwidth of an antenna is commonly defined by the frequency range where
the return loss3 is better than -10dB. To improve the antenna efficiency, the design goal in terms
of the return loss is set to be better than -15dB over the system bandwidth (9.5-9.8GHz) and
is achieved by adjusting tuning screws of the feed waveguide. The measured result meets the
desired specification, as shown in Figure 6.7. Within system bandwidth, the return loss level is
below -18dB with its minimum of -28.3dB at 9.6GHz.
3The return loss is also defined by S11 of the S parameters. To avoid any confusion with other symbols in this
dissertation, only the term “return loss” will be only used.
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Figure 6.7.: Measured return loss of the corrugated horn antenna.
6.3.2. Receive Antenna: Microstrip Patch Array
As aforementioned in Chapter 5, design of receive antennas is closely related to the AASR
performance, since the length of the receive antennas corresponds to an effective spatial sam-
pling distance in the case of a linear uniform array (see section 5.1.1). Using the implemented
transmit horn antenna, a virtual two-way antenna pattern is calculated, and thereby the AASR
is estimated.
Array Geometry
For the reception, microstrip patch arrays, based on the aperture-coupling technique, are im-
plemented. In this antenna structure, patch elements and a feed network are geometrically
isolated, yet electrically coupled through rectangular slot arrays on the ground plane. The ar-
ray geometry is illustrated in Figure 6.8. The array consists of 4× 2 rectangular patch elements
below the upper substrate Rogers RT5880 with the dielectric constant r of 2.2 and the thick-
ness of 0.508mm. The same substrate is also used for the microstrip feed network. To achieve
300MHz bandwidth, a Rohacell foam with the thickness of 2.2mm is inserted between the patch
array and the ground plane. The patch length is preliminarily selected to be 140% of the theo-
retical patch length for the purpose of increasing the radiation efficiency. The single element of
the array is optimized by electromagnetic field simulations using CST Microwave Studio. The
optimized geometries of a single element are listed in Table 6.4.
Four patch elements are arranged in the E-plane with a separation of 21.756mm from the patch
center to center, and the two elements are arrayed in the H-plane in the same manner. The
parallel feed network distributes signals to each radiation element. To reduce the side lobes
and meet the design specification, the feed network is tapered by the cosine amplitude window
in E-plane. The current intensity ratio, normalized by the maximum incoming to the radiation
elements, is [0.71, 1, 1, 0.71]. The resulting antenna array is 100.91mm in length, 61.436mm in
width and vertically polarized. Figure 6.9 shows the realized Rx array.
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Figure 6.8.: Geometry of the aperture-coupled microstrip patch array for the reception.
Table 6.4.: Geometric parameters of a single element.
Parameter Value
patch dimension
length 14.14mm
width 10.1mm
slot dimension
length 9.168mm
width 0.7mm
50Ω line width 1.585mm
The microstrip patch array is combined with an aluminium frame and a reflector to reduce its
back radiation. The aluminium frame shields the array and sustains the multilayered structure
of the array. The implemented antennas are equipped with the flexible antenna holder. The
corrugated horn antenna and the microstrip subarrays compose the antenna constellation for
the MIMO SAR experiment. Figure 6.10 shows the photos of these antennas, mounted on the
antenna holder.
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Figure 6.9.: Photo of each layer of the implemented microstrip patch array (left) and the com-
plete subarray combined with an aluminium shield (right).
(a) front view
(b) side view
Figure 6.10.: Transmit antenna and receive array combined with the antenna holder for the side-
looking SAR measurement.
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Radiation Characteristics
The radiation pattern of each subarray is characterized in both E- and H-planes. The measured
patterns of all arrays are plotted in Figure 6.3.2. The measurements present quasi-identical
radiation characteristics for all antennas. In E-plane, the cosine amplitude taper suppresses the
side lobes by 19dB in the worst case. The aluminum shield minimizes the back radiation effect
from the coupling slot. It is observable that the beamwidth in H-plane is wider than that of the
transmit antenna, while the E-plane beamwidth is analogous to the transmit antenna case.
Table 6.5.: Radiation characteristics of the microstrip patch arrays.
Parameter E-plane H-plane
HPBW 19◦ 36.5◦
peak side lobe -19.4dB -20.3dB
Gain 14 - 14.3dBi
cross-pol. level -23.7dB -27.7dB
The GB SAR antennas contain the vertical polarization characteristic. The polarization purity
of an antenna is characterized by measuring its cross-polarization level. The implemented mi-
crostrip antennas provide the cross-polarization level of -23.7dB and -27.7dB in the E- and the
H-plane respectively. Average radiation characteristics of the arrays are summarized in Table
6.5.
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Figure 6.11.: Measured radiation patterns of all implemented microstrip array antennas at
9.65GHz.
Return Loss
In the microstrip patch antennas, increasing the distance between the patch and ground plane,
as well as using a lower permittivity of substrate, improves the antenna bandwidth [48]. The
inserted Rohacell foam therefore contributes to the bandwidth improvement in this antenna.
The return loss of each implemented microstrip patch array is measured in the integration with
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the aluminium frame. Figure 6.12 shows the measured return loss of the microstrip patch array.
The return loss is optimized at around 9.5GHz but not at the center frequency of 9.65GHz. A
possible reason for this shift is the changing in reactance from the aluminum shield at the array
input port. Nevertheless, the return loss meets the required value over the signal bandwidth of
interest.
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Figure 6.12.: Measured return loss of all arrays.
6.4. Transceiver Subsystem
The transceiver subsystem in the demonstrator is responsible for the chirp signal generation,
the signal conversion, the amplification and finally, the digitization. This subsystem is divided
into the RF and the digital parts, depending on signal frequencies. The RF part is implemented
using mostly commercial components and the digital part is composed of several digital in-
struments. This section considers the transceiver subsystem in more detail. In particular, the
Low-IF receiver is highlighted.
6.4.1. Transmitter
The block diagram of the transmitter is illustrated in Figure 6.13. The transmitter is simply
implemented using an Arbitrary Waveform Generator instrument, AWG710 from Tektronix,
based on the DDS technique. The chirp signal is generated at the IF band which its center fre-
quency is 200MHz, and then converted to the carrier frequency of 9.65GHz. Before the antenna,
the high power amplifier pulls the signal power up to the maximum 19dBm.
An image rejection filter is usually needed in order to suppress the image frequencies resulting
from the real signal multiplication. However, in this transceiver, the image rejection is carried
out by digital processing on receive. Thus, no image rejection filter is used in this transmitter.
Detailed principles will be encountered in the next section and in Appendix F. A chirp wave-
form with specific parameters is pre-programmed and stored in AWG710 as a source file. The
waveform has the maximum 0.25nsec in time (4GHz sampling rate) and 8bits vertical (ampli-
tude) resolution. The AWG710 recalls the stored waveform function and generates it when a
126
6.4 Transceiver Subsystem
Receiver
Transmitter 9.65s0.15 GHz
AWG710
Poweramp.19dBm
Triggersignal
33250A
functiongenerator
IF200s150MHz
LO9.45GHz
Figure 6.13.: Transmitter configuration.
trigger command impinges on. The transmit signal amplitude can vary from 200mV to 2V with
50Ω input impedance. The most important point here is the coherence between the transmitter
and the receiver. For this purpose, the AWG710 is also synchronized with other instruments us-
ing the 10MHz reference clock and an external trigger source is used to activate all instruments
simultaneously.
6.4.2. Receiver
The main feature of the receiver is the employment of the Low-IF topology, which is a combina-
tion of the heterodyne and the homodyne receiver topology. The transmitter always generates
a double-sideband signal, since there is no I-Q modulator included. Therefore the image band4
is unavoidable and must be suppressed on receive. A typical approach is to filter the image
band out at the RF stage. However, the signal bandwidth of the demonstrator, 300MHz, is only
3.1% of the carrier frequency (9.65GHz). Thus a narrow band image rejection filter is required.
Such a narrow band filter suffers from a high Q-factor (Quality factor) and a large insertion loss
[124]. In the Low-IF receiver, the image band rejection is carried out at either the IF band or
the baseband [28]. Therefore specification of the image rejection filter is alleviated or not even
needed at all. For this reason, the Low-IF topology simultaneously improves the selectivity and
sensitivity of the receiver.
Low-IF Receiver Principles and Configuration
The Low-IF receiver is based on the heterodyne type of conversion, which means a double-
stage down-conversion. Depending on filter types, there are two possible approaches in the
implementation of the Low-IF receiver. One is to directly use polyphase IF band pass filters5,
and the other is to implement a set of parallel I-Q demodulators at the final baseband conver-
sion. In the former approach, after the first I-Q demodulation, only the desired IF band signal is
4The term, “image band”, means one of the sidebands resulting from the signal conversion by the mixer. De-
pending on the local signal frequency, the upper or the lower sideband is regarded as the image band. In some
literatures, the image band is also called the mirror band.
5The polyphase filter is also called complex signal filter because it filters only the positive frequency band or the
negative frequency band of a real signal, while the real signal filter operates symmetrically in both bands.
127
6 Ground-Based Multichannel SAR Demonstrator
selected by the polyphase filters suppressing the image and then the final baseband conversion
is carried out by the second I-Q demodulator in digital domain. In the latter approach, real
band pass filters can be employed instead of the polyphase filters, but the set of parallel I-Q de-
modulators realizes complex signal filtering in order to remove the image. In the demonstrator,
the latter method is chosen since the receiver can be realized using commercial devices at the
desired IF band (50-350MHz).
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Figure 6.14.: Principle of baseband conversion through two-stage demodulations using com-
plex local signals in the Low-IF topology.
The Low-IF receiver structure is derived from the complex signal theory discussed in [85].
Figure 6.14 (a) shows a real RF signal spectrum consisting of both the positive and negative
frequency bands. The first I-Q mixer shifts the positive frequency bands close to the baseband,
which is the very Low-IF band obtained through the complex LO signal mixing. At this stage,
the IF band signal is filtered by two real LPFs in the block diagram, and then multiplied by the
second complex LO signal as Figure 6.14 (b) shows. Following this, the resulting baseband is
also presented by a simple shift of the IF bands, as shown in Figure 6.14 (c). Eventually, the
image band is canceled out during the complex signal multiplication.
The procedure in Figure 6.14 is described by a simple multiplication of a real RF signal input
s(t), and the cascade complex local signal, xLo(t) and xIF (t):
sb(t) = s(t) · xLo(t) · xIF (t) (6.1)
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Figure 6.15.: Block diagram of the implemented Low-IF receiver. Actual implementation of dig-
ital I-Q demodulation following the ADC is realized in software.
where xLo(t) and xIF (t) are given by
xLo(t) = exp(j2pi ·fLo ·t), (6.2)
xIF (t) = exp(j2pi ·fIF ·t) (6.3)
where fLo and fIF denote the first and the second LO oscillator frequency respectively. The
complex signal multiplication is implemented through multiple real signal mixing [28, 85]. Us-
ing Euler’s identity, the complex local signal is expanded as follows:
xLo(t) · xIF (t) = exp(j2pi ·fLo ·t) · exp(j2pi ·fIF ·t) (6.4)
=(cos(2pi ·fLo ·t) + j sin(2pi ·fLo ·t)) · (cos(2pi ·fIF ·t) + j sin(2pi ·fIF ·t))
= (cos(2pi ·fLo ·t)·cos(2pi ·fIF ·t)− sin(2pi ·fLo ·t)·sin(2pi ·fIF ·t))+
j (cos(2pi ·fLo ·t)·sin(2pi ·fIF ·t) + sin(2pi ·fLo ·t)·cos(2pi ·fIF ·t)) .
The Low-IF receiver structure is designed according to (6.4). Its configuration is shown in Fig-
ure 6.15. The RF signal is amplified by LNA and converted to the IF band, centered at 200MHz.
The real LPF selects the IF band signal at each channel, and the drive amplifier improves the
signal strength. The IF signal is digitized after the IF amplifiers and the final down-conversion
is implemented digitally. Detailed formulations of the image rejection in this architecture are
described in Appendix F.
Implementation
The Low-IF receiver is implemented on the basis of the multilayer technology, as shown in
Figure 6.16. The substrate Rogers4004 with the dielectric constant r of 3.38 is used for the RF
layer and is isolated from other DC signal networks.
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Hr=3.38
Thickness= 0.2mm
RF layer
Digital layer
Ground layer Prepreg
Thickness=1.2mm
Buried-via holeBlind-via hole
Through-via hole
SMD
Metal layer
Thickness=0.017mm
Figure 6.16.: The multilayer structure used in the receiver implementation.
Digital signal layers are located under the ground layer in order to minimize the interference
between the RF and digital signals. All RF components and DC bias circuits are mounted on
the upper layer and the analogue signal is transferred through Grounded Coplanar Wave Guide
(GCPW) on the same layer. The ground layers are electrically connected by three different types
of via holes: through-via holes, blind-via and buried-via. The implemented Low-IF receiver
before ADC is exhibited in Figure 6.17.
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Figure 6.17.: RF and IF sections of the implemented Low-IF receiver. All components are
mounted on the RF layer. The GCPW RF transmission line is surrounded by
densely implemented blind-via holes, in order to block the leakage of analog sig-
nals.
The Low-IF receiver is shielded by an aluminium frame, along with the SP5T RF switch and
its control circuit as shown in Figure 6.18. The digital SP5T switch controller is isolated from
the Low-IF receiver by the aluminium housing as well. The switch controller receives three bits
TTL signal from the main computer through the parallel port, and thus selects an operating
channel.
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RF switch control unit
Low-IF receiver
SP5T RF switch
Figure 6.18.: Deployed Low-IF receiver and SP5T RF switch with its control unit.
Evaluation
The image rejection performance of the implemented Low-IF architecture strongly depends on
the I-Q channel balance [85, 83, 28, 133]. The gain and phase imbalances between I-Q channels
are defined as
∆A =
|Q(t)|
|I(t)| , (6.5)
∆φ = ∠I(t)− ∠Q(t)− pi
2
(6.6)
where I(t) and Q(t) denote the IF band signals of I- and Q-channels respectively. The I-Q
channel imbalances are measured over the system bandwidth and plotted in Figure 6.19.
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Figure 6.19.: Measured gain and phase imbalance of the implemented Low-IF receiver.
The gain imbalance reaches the maximum of 0.65dB, and the phase imbalance increases up to
4 degrees at the highest frequency (9.8GHz). Unfortunately, it is relatively tough to measure
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the residual image power. Consequently this work estimates the image rejection performance
using the analytic signal model presented in [133]. The model used in this work is derived in
Appendix F. The implemented receiver may yield approximately 30dB image suppression.
To evaluate the implemented receiver performance, a single pulse experiment is carried out.
The transmitter and the receiver are directly connected by a coaxial cable. A chirp signal with
the given specification is used to measure the receiver performance. The obtained baseband
spectrum of the single chirp pulse is shown in Figure 6.20. In the negative frequency, the residue
of the desired signal and the image band signal is suppressed by approximately -27dB. This
level is equivalent to the power level of image band signal within the baseband (see Appendix
F). The negative band signal can be suppressed using a digital LPF. However, the image band
signal in the baseband is not easily removed. To see its influence on SAR imaging, a cross-
correlation function between the received chirp signal and the ideal chirp signal is compared to
the optimum response, which is the auto-correlation function of the ideal chirp signal.
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Figure 6.20.: Baseband spectrum of the single pulse experiment.
Figure 6.21 shows the ideal response and the experimental result in time domain. The 3dB
width of the main lobes are 0.48m in both cases. Compared to the ideal response, the experi-
mental result presents only the slight reduction of its peak value by 0.53dB and the asymmetric
side lobes. In conclusion, the implemented receiver presents acceptable performance for the
ground-based SAR experiment.
6.5. Platform and Operation Software
The developed subsystems and instruments are carried by a metallic platform which travels
discretely along the rails set on the roof of a building. Considering the switching interval and
data storage time, the platform stays at the fixed position during one measurement cycle6. This
operation is easily achieved by employing a stepper motor. It must be noted that, since the
PRF is not specified in this system, the travel length of the platform is only decided by the
6One measurement cycle is defined for the multiple data acquisition events equal to the number of the receive
antennas. See section 6.2.
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Figure 6.21.: Comparison of the ideal correlation response and the measurement.
spatial sampling distance. Hence it requires precise movement control. The stepper motor
employed for the platform contains a 56:1 internal gear and rotates 360 degrees in 22400 steps.
One rotation step leads to a movement of 0.1215mm in the case of the wheel diameter of 8.7cm
used in the demonstrator.
Stepper motor
with 56:1gear inside
Wheel diameter=8.7 cm
Aluminiumplatform
Driving belt
Figure 6.22.: Photo of the assembled stepper motor and gears for the moving platform
All instruments and subsystems are sophisticatedly controlled by the main operation software
programmed using Matlab. The operation software consists of four major functions: the SAR
parameter set-up, instrument control, raw data storage and transfer control, and platform oper-
ation. Figure 6.23 shows the instrument control, plus the SAR parameter set-up window of the
software, as an example. The antenna configuration and SAR geometric parameters are speci-
fied through the Graphic User Interface (GUI) window and the other required parameters are at
first computed. According to the parameters, the main software conducts all system operation.
Refer to Figure 6.3 regarding the command sequence.
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Trigger source control AWGsetrup
Oscilloscope(ADC)
control
IrQchannel setrup
(a)
Antenna configureation
setrup
Antenna geometric
parameters
Spatial sampling
setrup
SARgeometric
parameter setrup
(b)
Figure 6.23.: GUI set-up windows for the instrument control (a) and the SAR geometric param-
eters (b).
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This chapter presents ground-based experiments of the MIMO techniques derived in prior
chapters. In particular, the first laboratory demonstration of the DBF algorithm for the azimuth
ambiguity suppression is carried out by this experiment. The GB SAR experiment is extended to
the OFDM waveform scheme, so that the whole MIMO techniques are experimentally verified.
The GB SAR demonstrator introduced in Chapter 6 is used for measuring multichannel SAR
signals and from this data, hardware-related issues, such as a channel imbalance between the
receive channels, are addressed. This experiment is aimed at the following main objectives:
• Demonstration of the DBF capability of the azimuth ambiguity suppression for the HRWS
SAR imaging
• DBF performance evaluation for spatially uniform and non-uniform sampling
• Verification of the overall processing combined with the OFDM scheme and the DBF
This chapter starts with the development of an experimental MIMO SAR processor. Besides
the SAR imaging module, this processor contains the digital beamformer, OFDM demodula-
tor, channel balancing module, and post-processor for a residual phase error correction. Using
this processor, the acquired GB SAR data are processed and evaluated. Section 7.2 presents the
demonstration of the DBF for the uniform sampling. The experimental geometries and calibra-
tion results are shown in this section, and then the SAR imaging with the DBF is presented. The
DBF performance for the non-uniform sampling is described in section 7.3 separately. Using the
comparison between the processed images by the reconstruction algorithm and the spatial data
interleaving, this work highlights the distinction of the reconstruction algorithm in the ambigu-
ity suppression. Finally, section 7.4 describes the experiment for the OFDM waveform scheme.
Due to the single transmission channel of the demonstrator, desired OFDM signals could not
be acquired at the same time. In this experiment, the DBF SAR measurement data is converted
to the equivalent OFDM data. Section 7.4 illustrates the detailed experiment procedures and
results.
7.1. Experimental MIMO SAR Processor
For the GB SAR experiment, an experimental MIMO SAR processor is implemented. As
pointed out in section 2.3, an important advantage of the MIMO SAR processing is that the
DBF and the OFDM demodulation can be easily integrated to the conventional SAR process-
ing algorithms. The MIMO SAR processor is modularized exploiting this aspect. This section
gives an overview of the experimental SAR processor and briefly introduces the principle of the
channel balancing technique, implemented for this experiment.
7.1.1. Overview
Figure 7.1 depicts the block diagram of implemented processor. The experimental processor
is based on the ω−k SAR processing algorithm, which is known as the wavenumber domain
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processor [113]. The OFDM demodulator, digital beamformer, channel balancing block and
residual phase error correction block are properly integrated into the conventional SAR proces-
sor based on ω−k algorithm. These additional blocks are indicated by the circled number from
① to ⑤, and their functions are briefly described as follows.
① OFDM demodulation block
As introduced in Chapter 4, this module performs the circular-shift addition, the FFT in
fast-time and the polyphase decomposition. The output signals at this module are the
separated odd and even spectra of each receive channel data. This module is switched off
for an experiment using the conventional chirp waveform.
② Correction of frequency offset
This module is used for the correction of the linear phase ramp in time-domain, result-
ing from the subcarrier offset. This module is switched off for an experiment using the
conventional chirp waveform.
③ Channel balancing block
This part synchronizes the multiple receive channels in phase and amplitude prior to
performing the DBF. The detailed method is derived in the following section 7.1.2.
④ Digital beamformer
In this experiment, the reconstruction algorithm in [69] is the default module. For further
experiments, it can be replaced by any other beamformers.
⑤ Post-signal processor
This module estimates residual phase errors in reconstructed SAR images, using the Phase
Gradient Autofocus (PGA) algorithm.
Every receive channel data is independently processed for each waveform, up to the DBF block
which coherently combines all channel data. In the following section, the channel balancing
issue is further investigated and some comments to the post-processing are given due to its
importance in this experiment.
7.1.2. Channel Balancing
For processing the multichannel data acquired from experiments, the receive channels of the
GB demonstrator must have identical characteristics. Otherwise, azimuth ambiguities resulting
from a spatial sub-sampling are not completely eliminated by the DBF process [58, 63]. This
section describes a channel balancing approach for both phase and amplitude. Since the GB
SAR demonstrator has no function for internal calibration, the technique introduced in this
section therefore estimates the imbalances from the measured image data signals. The phase
imbalance issue is dealt with in the following section.
Phase Balancing
For the array calibration, the most well-known approach is to measure the array antenna mani-
fold in an anechoic chamber with a single point target at a known position, and then to estimate
the phase error by comparing the ideal antenna manifold. If any additional phase distortion oc-
curs in operation with the SAR antenna array, then this error must be compensated in flight.
In the case that point-like targets or dominant scatterers exist in SAR images, the array can be
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Figure 7.1.: Experimental MIMO SAR processor signal flow chart.
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calibrated by using the angle of arrival estimated from the eigenstructure of the array signals
[46]. In an other case, a study in [10] has shown that the phase of all array elements can be syn-
chronized on the basis of the spatially incoherent signal property. For the GB SAR experiment,
this work adopts the phase balancing algorithm based on the method in [10] for the correction
of constant phase imbalances between the receive channels.
According to the Van Cittert-Zernike theorem [16], the spatial coherence between two channels
is given by the Fourier transform of the intensity distribution over the target scene. When the
ith channel contains a constant phase offset denoted by ϕe,i, the receive signal is described by
si(t, u) = sd,i(t, u)·exp(jϕe,i) (7.1)
where sd,i is the complex signal of the distortionless ith channel, and the exponential term
stands for the phase offset. The spatial covariance between adjacent two channels is calculated
as
σi,i+1(u) = E{si(t, u)·s∗i+1(t, u)} (7.2)
where σi,i+1 denotes the covariance between the i- and (i+1)th channels, and is calculated at
every azimuth position u. The amplitude of spatial covariance is used to estimate the amplitude
imbalance, dealt with in the next section. Here, the only interest is its phase. The phase term is
given by
arg{σi,i+1(u)} = ϕi(u) + (ϕe,i − ϕe,i+1) (7.3)
where arg{} is the complex argument, and ϕi(u) denotes the phase of covariance between the
ideal i and i+1 channels. The phase function ϕi plays a major role in this algorithm. If ϕi varies
rapidly in a nonlinear fashion which occurs in a non-uniform array, this approach will fail to
detect the phase imbalance [10]. However, the ϕi is linear in a uniform array over the azimuth
position, and is identical for all adjacent channel pairs:
∆ϕ(u) = ϕ1(u) = ϕ2(u) = ϕ3(u) · · · = ϕMR−1(u). (7.4)
Therefore the only difference is caused by the two channel phase offsets (ϕe,i−ϕe,i+1) in (7.3).
This employed method attempts to synchronize the phase offset of each channel (not to remove
these offsets), using the accumulated sum of the covariance phase. From (7.3) and (7.4), the
accumulated sum of phase Ψi is derived as follows:
Ψν(u) =
ν−1∑
i=1
(ϕi(u) + ϕe,i − ϕe,i+1) (7.5)
=
ν−1∑
i=1
ϕi(u) + (ϕe,1 − ϕe,ν)
where i and ν denote the receive channel and the accumulated receive channel index respec-
tively (i = 1, 2, 3, · · · ,MR − 1 and ν = 2, 3, · · · ,MR). According to (7.4), the summation can
be replaced by (ν − 1)∆ϕ. Thus, the phase is composed of a constant plus a linear term. If the
covariance is real and positive, then
∑ν−1
i=1 ϕi becomes null, which means the ideal balancing. If
not, the linear phase term will exhibit a beam pointing error, which is proportional to ∆ϕ [10].
To minimize this phase effect, the expectation of the cumulated phase term is used in this work.
Thanks to the symmetry of the antenna pattern and the zero squint angle, its expected value is
close to null in this experiment:
E{Ψν(u)} ≈ ϕe,1 − ϕe,ν . (7.6)
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Figure 7.2.: Schematic of the phase balancing algorithm based on the spatial correlation method.
When the accumulated phase is added to each channel, the signal in (7.1) becomes
si(t, u) ≈ sd,i(t, u)·exp (j ·ϕe,1) . (7.7)
It must be noted that, in a real distributed target scenario, the linear phase term leads only to
an image shift. For optimizing the phase balancing, the iteration can be extended. Figure 7.2
illustrates the schematic of the synchronization algorithm.
Amplitude Balancing
The basic idea behind the amplitude balancing is to compare azimuth antenna patterns esti-
mated from the auto-correlation of each channel data over the azimuth positions. In the similar
way to the phase balancing, the first channel is set to be a reference channel, and all other chan-
nels are synchronized to the reference channel. The amplitude balancing coefficient gν for the
νth channel is given by
gv(ν) =
√
E{s1(t, u) · s∗1(t, u)}
E{sν(t, u) · s∗ν(t, u)}
. (7.8)
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The expectation of the individual channel is taken with respect to the fast-time t. The auto-
correlation functions in (7.8) provide the signal intensity, so that the square root of the auto-
correlation value should be used for the amplitude balancing. In the experimental MIMO SAR
processor, this channel balancing is carried out with the range-focused signal (see Figure 7.1).
In the practical implementation, the amplitude balancing can be combined with the phase bal-
ancing. Following this, a complex channel balancing factor is derived:
sν(t, u) = sν(t, u)·gν(u)·exp(j ·E{Ψν(u)})︸ ︷︷ ︸
channel balancing factor
. (7.9)
7.1.3. Post-Processing: Higher Order Phase Error Correction
This section briefly introduces the need of post-processing for the correction of higher order
phase error. This residual phase error is possibly caused by a non-linear platform motion and
system hardware. In the experiment, a total platform track is realized by a serial connection
of 7 pieces of sub-track each with a length of 2.1m. Although the GB SAR demonstrator mo-
tion is precisely controlled by the stepper motor controller IXE-α during the data acquisition
(see Chapter 6), a non-linear motion can take place at the junctions between the sub-tracks and
may result in a higher order phase error. The experimental processor takes such possible sys-
tematic distortion into consideration. In this experiment, the PGA algorithm is adopted and
implemented into the experimental MIMO SAR processor. The PGA makes a robust estimation
of the derivative of the higher order phase errors, using only defocused point-like targets in a
complex SAR image [125]. The detailed principles are described in Appendix D.
7.2. Demonstration of Digital Beamforming in SAR
This section deals with the GB SAR measurement of multiple targets for the uniform sampling.
In this section, the channel balancing and post-processing results are also presented stage by
stage, in order to highlight the influence of the systematic distortions. Following this, the final
imaging results demonstrate the azimuth ambiguity suppression capability of the DBF in a sub-
sampling condition.
7.2.1. Geometry of the Ground-Based SAR Experiment
The ground-based SAR demonstrator collects raw data from targets deployed on ground in a
side-looking SAR geometry. The GB demonstrator is set up on the roof of a building and looks
down at a target scene from a height of 13.6m. Unlike a real SAR geometry, strong nadir reflec-
tions occur at the edge of the building. For the purpose of the minimization of this influence
and the line-of-sight between the sensor and targets, the demonstrator is placed close to the
edge of the building as shown in Figure 7.3.
The geometry of GB SAR experiment is depicted in Figure 7.4, and Table 7.1 summarizes the
geometric parameters of this experiment. The antenna look angle is set to 40◦ for all antennas.
A total of 5 Rx subarrays are used, so that its total length is 0.34m. For a uniform sampling in
along-track, the spatial sampling distance should be a half of the total Rx array length, which
is 0.17m in this system. This sampling distance leads to 71 samples acquired by each receive
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(a) (b)
Figure 7.3.: Photos of the demonstrator for the ground-based SAR experiment: (a) the set-up of
the demonstrator on the test site and (b) the side view to indicate the sensor position
close to the edge of the building and the look angle.
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16r
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Figure 7.4.: Geometry of the GB side-looking SAR experiment
subarray in along track, and the GB demonstrator travels 12.07m along the track. As introduced
in Chapter 6, the data acquisition in fast-time is 2µsec, which is sufficient to gather signals
from the target scene. The transmit and receiver antennas are separated vertically by 0.25m
in order to minimize coupling between them. The azimuth resolution calculated from the 6dB
width of the round-trip azimuth antenna pattern is 0.039m, however, a real resolution will be
worst than this theoretical resolution, due to an amplitude taper effect via the 2-way azimuth
antenna pattern. The swath width is determined in regard to the HPBW of the transmit antenna
pattern in elevation. In the experiment, several different types and sizes of corner reflectors are
used and deployed in the target area. A photo of targets and their coordinates are shown in
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Figure 7.5. Assuming that the target height above ground is negligible, target positions are
expressed in Cartesian coordinates. The broad 3dB beamwidth of a trihedral corner reflector
(approximately 40◦) is a sufficient condition to regard the corner reflector as a point target, even
in the case of wide beam SAR measurements [96].
Table 7.1.: Parameters of the GB SAR experiment
Parameter Value Parameter Value
Rx subarray length 0.068m Nr. of Rx subarrays 5
Rx array length 0.34m spatial sampling 0.17m
acquisition time 2µsec azimuth samples 70
Tx-Rx separation 0.25m Tx-Rx coupling ≤-80dB
synthetic aperture 5.85 m slant range 15.2∼20.9m
HPBW of Tx
azimuth 19.5◦
HPBW of Rx
azimuth 36.5◦
elevation 21.5◦ elevation 19◦
2way HPBW
azimuth 17.6◦
2way 6dB width
azimuth 23◦
elevation 16◦ elevation 20.3◦
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Figure 7.5.: Photo of the target scene (a) and coordinates of the targets (b).
The target A is a big trihedral corner reflector with the length of 60cm from the trihedral vertex
to the dihedral vertex, and is situated at the center of the target scene. Absorbing materials
in front of the reflectors prevent the multi-bounded reflection, which could result in multiple
responses of the reflectors in SAR image [131]. A square trihedral and a flat plate marked by
B and D are used as well. The target C , three small trihedral corner reflectors, are located at
near range, regarding their small RCS. These are approximately 30cm apart from each other in
y-axis at the same range, and used to show the fine azimuth resolution. The maximum RCS is
obtained when the incident angle is matched to the broadside of a corner reflector. However in
this experiment, the maximum RCS is not considered a critical parameter, since the radiometric
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calibration is not performed, and yet only the calibration between receive channels is taken into
account.
7.2.2. SAR Image Reconstruction with DBF
This section presents detailed SAR imaging procedures and results. Before coming to the fi-
nal image, this section exhibits imaging results at intermediate processing stages in order to
show the influence of the channel imbalance and the higher order phase error on DBF and SAR
imaging. Subsequently, the first experimental SAR image with the DBF is presented.
Channel Balancing
From the measured GB SAR data, the covariance matrix is obtained for the channel balancing.
First, the phase imbalance is considered. Figure 7.6 shows the phase functions of covariance
between adjacent receive channels before the balancing. For clarity, each phase is fitted by the
Least Square (LS) method.
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Figure 7.6.: Phase histories of the calculated spatial covariances between the adjacent receive
channels in along-track.
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Figure 7.7.: Phase functions of the covariance after the phase balancing.
As aforementioned, the phases and the slopes of all covariances are supposed to be identical in
an ideal uniform array, since they are only dependent on the array geometry. However, due to
different phase offsets of each channel, these phase functions are vertically shifted by the offset
difference (ϕe,i−ϕe,i+1) in (7.3). The phase balancing technique derived in the previous section
synchronizes those offsets, and then all the phase functions appear identical. Figure 7.7 reveals
the balanced covariance phases.
In the same manner, the amplitude imbalance is estimated from the covariance. In Figure 7.8
(a), all azimuth intensity patterns before the the amplitude balancing are plotted. During the
experiment, it was detected that channel 2 was incorrectly connected to the RF switch, so this
channel delivers only 15% of signal power to the receiver, compared to the reference channel.
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Figure 7.8.: Amplitude imbalance correction.
The amplitude balancing compensates for this loss in the misconnected channel 2, and equal-
izes all the channel amplitudes. The resulting azimuth patterns after the balancing are shown
in Figure 7.8 (b). These balanced data are applicable to the DBF and the further process.
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SAR Imaging
The channel-balanced data is processed by the digital beamforming block implementing the
reconstruction algorithm, introduced in section 3.3.2. The output signal at the beamformer
is equivalent to a monostatic signal with an improved Doppler bandwidth by a factor of the
number of receive subarrays. The experimental processor based on the ω−k algorithm focuses
the data and produces a SAR image. Figure 7.9 shows the preliminary SAR image distorted by
the channel imbalance and the image improved by the channel balancing.
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Figure 7.9.: GB SAR images before the channel balancing (a) and after the channel balancing (b)
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The target responses in Figure 7.9 (a) exhibit strong azimuth ambiguities caused by the channel
imbalance, and the maximum level reaches approximately -10dB even after the DBF. Note that
the target D (circular metal plate) is not shown in the image. This is because the target D
reflects the pulse impinging on its flat surface forward and as a result, the reflected signals from
this target are not synthesized by the SAR processing.
Figure 7.9 (b) presents the image of the same scene after the channel balancing. Despite the
strong sub-sampling (only 25% of the optimum sampling rate), the azimuth ambiguities are
suppressed up to 28dB by the DBF. For clarity, the azimuth profiles of the focused images are
compared. Figure 7.10 plots the azimuth profiles of the target A (big corner reflector) at the
center of the scene. The ambiguity level in these plots clearly reflects the channel imbalance in-
fluence. It is worth emphasizing that the channel imbalance is not corrected by post-processing
like an autofocus algorithm, and must therefore be compensated prior to the digital beam-
forming.
In this experiment, the processed Doppler bandwidth is 122.57[rad/m] which leads to the
theoretical resolution of 0.0512m in azimuth. However, the target responses are still dispersive,
which implies that the image data is disturbed by a residual phase error independent from the
DBF and channel the balancing. In the next section, this residual phase error is estimated and
corrected.
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Figure 7.10.: Comparison of the azimuth profiles of the target A© after the DBF without the chan-
nel balancing (a) and with the balancing (b). In this experiment, the phase imbal-
ance is a dominant cause which produces such high ambiguities.
Image Improvement by Post-Processing
The GB multichannel SAR imaging is completed with the addition phase error correction using
the PGA algorithm (see Appendix D). The PGA algorithm exploits the redundancy of the phase
error information contained in the imagery, which is independent of the range and the azimuth
position of targets [125, 21]. A typical example is the motion error in spotlight image mode.
Since the spotlight mode produces a SAR image over an entire target scene with data acquired
within a common synthetic aperture, phase errors caused by the non-linear motion of sensor
are identical for all target responses. By contrast, in stripmap imagery, this type of phase error is
dependent on each target coordinate. Consequently, the direct application of the PGA algorithm
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to a stripmap image yields a wrong estimation of phase error. To apply the PGA algorithm to
this experiment, the focused SAR image data is divided into three segments, which contain
one or more corner reflectors, as shown in Figure 7.11. Phase error estimated from the each
segment will reveal a particular segment of the phase error in the stripmap SAR image. Thus,
combining these phase error segments in along-track, one can estimate the whole phase error
function contained in the image.
Æ
Ç
È
É
[1:230] [231:270] [271:500]
Total 500 samples in azimuth
Segment 1 Segment 2 Segment 3
Figure 7.11.: Segmentation of the target scene in order to apply the PGA algorithm to this
stripmap SAR data.
Figure 7.12 shows the estimated phase error of each segment. The estimated phase errors are
theoretically the residues of phase functions of Doppler spectra, after removing linear phase
ramps of the focused target responses. Note that the small corner reflectors are positioned close
to each other, so they are included in the same segment.
The phase error of each channel varies in the Doppler domain in a similar fashion. A possible
cause is a non-linear motion of the sensor, due to the cascade sub-track connection. The PGA
compensates for those errors separately and optimizes the estimation and the correction by
means of iteration.
Figure 7.13 presents the phase function of target A before and after the non-linear phase re-
moval. The main lobe phase in Figure 7.13 (a) is significantly disturbed by the non-linear, i.e.
higher order phase error. The PGA removes this phase error, and in consequence, only the lin-
ear phase remains after the correction. It should be pointed out that the channel balancing and
the PGA are independent of the DBF process and only affect to the systematic distortions.
Figure 7.14 exhibits the fully processed SAR image and compares it with a single channel SAR
image in the same spatial sampling condition. In Figure 7.14 (a), the achieved spatial resolution
is 0.53m in range and 0.046m in azimuth. The DBF reduces the spatial sampling distance from
0.17m to an effective sampling distance of 0.034m, and suppresses the azimuth ambiguity by
up to approximately 30dB in this experiment. On the other hand, the single channel SAR image
is disturbed by the strong ambiguities resulting from the sub-sampling, and the azimuth reso-
lution is degraded to 0.22m. This result demonstrates that the DBF reconstructs a wide Doppler
spectrum from the sub-sampled multichannel data, whereas the single channel system suffers
from the severe spectral aliasing in the same sampling condition. Table 7.2 summarizes the
achieved parameters.
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Figure 7.12.: Estimated residual phase error of each receive channel.
Table 7.2.: Achieved radiometric performance parameters.
Parameter Value Parameter Value
range resolution 0.53m azimuth resolution 0.046m
AASR approx. -30dB effective sampling distance 0.034m
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	
(a)
	
(b)
Figure 7.13.: Phase of the target A© (big trihedral corner reflector) (a) before and (b) after the
PGA processing, which only removes the non-linear phase functions in Doppler
frequency domain.
In principle, the DBF SAR image is equivalent to an image of a single channel SAR system,
in that its spatial sampling distance is equal to the effective sampling distance 0.034m of the
DBF system. In Figure 7.15, the azimuth profiles of both the DBF SAR image and the reference
single channel (receive channel Nr.1) SAR image are compared. To put simply, both responses
are identical but are mutually shifted by approximately 0.07m. This shift takes place since the
phase center of the reference channel is 0.068m away from the receive array phase center.
Accordingly, this experiment successfully demonstrates the azimuth ambiguity suppression
capability and the Doppler spectrum reconstruction of the DBF in the sub-sampling condition.
So far, the DBF algorithm is experimentally verified for the uniformly sampled data. In the next
section, the performance for non-uniform sampling cases is presented.
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Figure 7.14.: Fully processed GB SAR image from (a) the whole receive channels with the DBF,
and (b) a single channel SAR in the same spatial sampling condition (0.17m).
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Figure 7.15.: Azimuth profiles of the target responses produced by the reference single channel
SAR with the sampling distance of 0.034m (a),(c),(e) and by the DBF SAR with the
sampling distance of 0.17m (b),(d),(f).
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7.3. Digital Beamforming with Non-uniformly Sampled Data
One of the critical issues in the digital beamforming is the capability to effectively suppress
the ambiguity for non-uniformly sampled data, which occurs when the travel distance within
the pulse repetition interval does not match a half of the receive antenna length [139, 69]. In
the practical SAR operation, it is desirable to have a specific range of PRF selection. Thus the
non-uniform sampling scenario should be taken into account. This section is dedicated to an
experiment of DBF in terms of various non-uniform sampling rates.
7.3.1. Geometry and Data Acquisition
For clarity, this experiment employs a single corner reflector. Figure 7.16 illustrates the geom-
etry of the non-uniform sampling experiment.
Tx 
Rx 
Figure 7.16.: Geometry of the GB SAR experiment for the non-uniform sampling with a single
corner reflector. Three receive channels are used and the corner reflector is ap-
proximately 5m apart from the sensor. The total travel distance of the sensor is
3.06m.
Table 7.3.: Parameters of the non-uniform sampling experiment.
Parameter Value Parameter Value
Rx subarray length 0.068m No. of Rx subarrays 3
total length of Rx array 0.204m spatial sampling 0.0102m
acquisition time 2µsec azimuth samples 300
The experiment is carried out in a simple 2-D geometry using three receive antennas. To obtain
SAR image data with diverse non-uniform sampling from this experiment, the GB demonstra-
tor acquires data with a very high spatial sampling rate. Figure 7.17 depicts the highly dense
data acquisition concept. The total array length is 0.204m, and the corresponding uniform sam-
pling distance is 0.102m, denoted by ∆d◦ in Figure 7.17. In this experiment, the GB SAR system
captures data at every 0.0102m, which is tenfold higher than the uniform sampling distance
of this given array geometry. Through such a dense sampling, various non-uniform sampling
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Figure 7.17.: Dense spatial sampling for the non-uniform data acquisition.
rates can be effectively recovered. Table 7.3 summarizes the geometric parameters of this mea-
surement.
7.3.2. Ambiguity Suppression Performance
In this experiment, SAR images are generated in the same manner as the previous experiment.
To highlight the adaptive ambiguity suppression capability of the reconstruction algorithm, the
resulting images are compared with images produced by interleaving the multichannel data1.
First, the non-uniform rate is defined in this chapter as follows:
non-uniform rate = 100 ×
[
1− ∆d
∆d◦
]
(7.10)
where ∆d is the real sampling distance, and ∆do is the uniform sampling distance. The non-
uniform rate basically indicates a decrement or increment of the sampling distance from the
uniform sampling distance ∆d◦ before the DBF process. For example, a positive value indicates
a decrement which is over-sampling, and a negative value implies an increment of the sampling
distance, i.e. sub-sampling.
Figure 7.18 shows the SAR images produced by the reconstruction algorithm plus the data
interleaving for several over-sampling rates, and Figure 7.19 presents the azimuth profiles of
each target response in Figure 7.18. In both beamformers, the uniform sampling yields the
same results. When the non-uniform rate becomes negative, the sampling distance becomes
larger than the Nyquist sampling distance of 0.102m. Therefore the strong ambiguities occur in
both images regardless of beamformer, as shown in Figure 7.18 (a) and (b).
1The spatial data interleaving is equivalent to the beamforming using multiple orthogonal beams, generated by
the conventional steering vector.
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If the sampling distance decreases, i.e. over-sampling, there are obvious differences between
the reconstruction algorithm and the interleaving. For instance, the non-uniform rate of 10%
(sampling distance of 0.0918m) raises the ambiguity level up to -22dB, in the case of the inter-
leaving. If the non-uniform rate increases further, the ambiguities in the images also increase,
but shift outwards from the target response, since the azimuth ambiguity separation is pro-
portional to the sampling rate (PRF) [30]. If the non-uniform rate increases over 50%, then the
ambiguities will disappear in the image.
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Figure 7.18.: The reconstructed point target images: (a),(c),(e),(g),(i) from the data interleaving
and (b),(d),(f),(h),(j) from the reconstruction algorithm.
Contrary to this, the reconstruction algorithm shows the steady suppression performance over
the various non-uniform rates. As explained in Chapter 3, the reconstruction algorithm (as well
as the MVDR algorithm) compensates the additional phase rotation, due to the non-uniform
sampling and afterwards combines multichannel signals. Therefore it presents a stable perfor-
mance.
This work attempts to quantify the performance by measuring the Peak Side lobe Ratio (PSLR)
and the Integrated Side Lobe Ratio (ISLR) of both images. The PSLR expresses the difference
between the peak value and the maximum side lobe of target response. In the data interleaving,
the maximum side lobe is equivalent to the azimuth ambiguity. In Figure 7.20 the measured
PSLR is plotted.
The PSLR presents the azimuth ambiguity suppression performance of both beamformers at a
glance. An interesting point in this plot is that the reconstruction algorithm fails in the ambigu-
ity suppression and even in the SAR focusing at the non-uniform rate of 70%. An explanation
for this phenomenon is that the spatial samples coincide in space at approximatelyLrs/2, and in
consequence of these spatial samples overlapping, the channel matrix used for the reconstruc-
tion filter matrix becomes singular, i.e. not invertible. In contrast, the same sampling condition
leads to the performance enhancement for the interleaving, since the spatial sampling distance
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(0.0306m) becomes shorter than the Nyquist sampling distance of 0.034m for every single chan-
nel.
The ISLR is the ratio of all energy in the side lobes of the system impulse response to energy
in the main lobe2 [20]. The increase of ISLR reflects the influence of a wide band phase error
2This parameter is commonly defined in one-dimension. In this work, this is defined in azimuth.
156
7.3 Digital Beamforming with Non-uniformly Sampled Data
−1.5 −1 −0.5 0 0.5 1 1.5
−40
−35
−30
−25
−20
−15
−10
−5
0
Azimuth [m]
[d
B
]
(g) 30%, interleaving
−1.5 −1 −0.5 0 0.5 1 1.5
−40
−35
−30
−25
−20
−15
−10
−5
0
Azimuth [m]
[d
B
]
(h) 30%, reconstruction
−1.5 −1 −0.5 0 0.5 1 1.5
−40
−35
−30
−25
−20
−15
−10
−5
0
Azimuth [m]
[d
B
]
(i) 50%, interleaving
−1.5 −1 −0.5 0 0.5 1 1.5
−40
−35
−30
−25
−20
−15
−10
−5
0
Azimuth [m]
[d
B
]
(j) 50%, reconstruction
Figure 7.19.: Azimuth profiles of the reconstructed point target image: (a),(c),(e),(g),(i) from the
data interleaving and (b),(d),(f),(h),(j) from the reconstruction algorithm.
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Figure 7.20.: Measured PSLR versus non-uniform rate.
on SAR images [30]. In this experiment, this parameter may indicate the influence of a residual
phase error, which is possibly caused by the non-uniform sampling and the imperfect compen-
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Figure 7.21.: Measured one-dimensional ISLR versus non-uniform rate.
sation by DBF. Figure 7.21 shows the measured ISLR versus the non-uniform rate within -20%
and 60%.
Figure 7.21 (a) presents the ISLR of the data interleaving. Increasing degrees of the non-
uniform sampling will degrade the ISLR in both cases. However, beyond the non-uniform
rate of 40%, the ISLR of the interleaving is improved again, since the ambiguities move out-
wards and the increased spatial sampling rate contributes to the reduction of the noise level
in the image. That of the reconstruction algorithm is shown in Figure 7.21 (b). Thanks to the
steady performance of the reconstruction algorithm, a large fluctuation of ISLR does not occur
for sampling rate changes. However, it is the worth noting that the variation of noise floor is
reflected in the ISLR. For example, the increase of noise floor in Figure 7.19 (h) resulted in the
degradation of the corresponding ISLR value. The measured ISLR sustains the study result of
that the non-uniformity increases noise floor in the reconstruction filtering as well [69]. There-
fore the ISLR can be used to indicate the variation of the noise level after the DBF, in the case of
the reconstruction algorithm.
In summary, these experiments demonstrated the adaptivity of the DBF in the azimuth ambi-
guity suppression. In particular, it was proven that the reconstruction algorithm provides the
reliable suppression performance even in the non-uniform cases.
7.4. Experiments of MIMO OFDM SAR
In this section, the novel OFDM waveform scheme is validated on the basis of virtual MIMO
SAR configurations. The term “virtual” implies that the MIMO configuration is equivalently
realized by exploiting multiple Rx data sets from the GB SAR demonstrator. Such a virtual
configuration is effective in the following conditions:
• Time-invariant channel for a data acquisition period
• Delay spread much shorter than a transmitted pulse length
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For this experiment, MIMO OFDM SAR signals are produced by converting two subsequent
Single-Input Multiple-Output (SIMO)3 data sets to MIMO data sets. This signal conversion is
valid only for the time-invariant channel within the successive data acquisition cycles. Other-
wise, serious temporal decorrelation can occur during the measurement cycles, meaning that
those data sets cannot be equivalent to real MIMO data sets. In addition, a short delay spread
is desired for making a converted signal more equivalent to the original OFDM signal design.
The equivalent MIMO OFDM SAR data is processed by the developed OFDM demodulation
scheme, and final images are reconstructed with the DBF in the same way in the previous ex-
periments.
7.4.1. Virtual MIMO Antenna Constellation
Figure 7.22 (a) depicts the original SIMO configuration and its spatial sample positions within
two successive data acquisitions. For clarity, two subsequent phase center groups (three sam-
ples for each) are marked by the symbols “x” and “o” respectively in the figure. In reality, the
first three phase centers are acquired at the nth data acquisition, and afterwards, the remaining
group of three is obtained at the (n+1)th data acquisition. For these spatial sample distribution,
one can draw an equivalent MIMO antenna constellation, which produces the same spatial
samples according to the DPCA principle (see Appendix A.). The corresponding MIMO an-
tenna constellation is shown in Figure 7.22 (b). In this configuration, two transmit antennas are
symmetrically positioned around the receive array center, and their separation is equal to the
receive array length. Resultantly, the two subsequent phase center groups become equivalent
to the phase centers of the 2×3 MIMO antenna which produces six spatial samples at the same
time. The spatial sampling distance of this MIMO antenna system therefore becomes double
that of the original SIMO antenna system. In the following section, the detailed data conversion
process is described.
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Figure 7.22.: Original 1×3 SIMO configuration for the nth and the (n + 1)th data acquisition,
plus the phase center positions (a), and the virtual 2×3 MIMO configuration using
two subsequent data samples and the phase center positions (b).
3According to the definition of input and output in MIMO channel model in Chapter 3, the SIMO configuration
corresponds to a single Tx and multiple Rx antennas configuration.
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7.4.2. Data Conversion
The data conversion is based on the time domain properties of the OFDM signal, which are
the repetition and the phase shift, as stated in section 4.1.3. Figure 7.23 depicts the conversion
procedures in fast-time. First, the received signal is duplicated and concatenated to the origi-
nal signal in time domain. As stated in Table 6.1, the window length in fast-time is 2µsec, yet
the whole duration is not required, since the delay spread is only approximately 0.1387µsec in
the GB SAR measurement. Therefore the first 1.183µsec of the signal with a guard interval is
selected and duplicated for the concatenation. The guard interval is added to avoid any phase
discontinuity at the junction between the preceding and the succeeding chirps. The original
signal of the ith receiver at nth acquisition, ri(t, u), is converted to an OFDM signal s1,i(t, u),
modulated by odd subcarriers. In the same manner, the signal ri(t, u + ∆d) at the (n + 1)th
acquisition is converted to s2,i(t, u). An additional step for the even subcarrier signal is the
multiplication of an exponential term representing a phase shift, due to a subcarrier offset be-
tween the odd and even spectra.
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Tx pulse
1 secP
2 secPRx acquisition window length
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1.183 secPSelection window length
Each channel data
duplicated
2.3866 secPSignal length 
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even-spectrum
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- tr
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Figure 7.23.: Schematic of the data conversion process from the received signal to the equivalent
OFDM signal in fast-time domain.
The converted signals are described as follows:
s1,i(t, u) = ri(t, u)·rect
[
t
Tp
]
+ ri(t− Tp, u)·rect
[
t− Tp
Tp
]
(7.11)
s2,i(t, u) =
(
ri(t, u+∆d)·rect
[
t
Tp
]
+ ri(t − Tp, u+∆d)·rect
[
t−Tp
Tp
])
·ej2pi∆ft (7.12)
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Figure 7.24.: Along-track process of the data conversion. The three channel data are converted
to the odd subcarrier signals, and the same channel data at the next position are
converted to the even-subcarrier signals. They are merged in along-track.
where u is the sensor position in along-track, and ∆d is the spatial sampling distance before
the DBF. The rectangular window length equals to the half of OFDM pulse length Tp, which
is 1.183µsec in this experiment. The equivalent received OFDM signal ri,o(t) at the ith receive
antenna is now given by
ri,o(t, u) = s1,i(t, u) + s2,i(t, u) + ni(t, u) (7.13)
where ni(t) is the noise added after the conversion
4. Figure 7.24 illustrates the conversion pro-
cess of each channel data in along-track. The converted signal of each channel is combined with
the same channel data at the next position. Therefore the spatial sampling distance is increased,
and the number of spatial samples in the equivalent MIMO SAR is reduced by a factor of 2. All
these data will be recovered by the OFDM demodulation.
Figure 7.25 shows the converted MIMO OFDM signals. The phase of s2,i varies over time
due to the subcarrier offset ∆f of 422.4kHz, while s1,i shows the repetition of the same chirp.
It may be emphasized that the guard interval does not affect the orthogonal property of the
OFDM signal, as long as the repetition behavior is ensured in fast-time.
4The conversion process duplicates and concatenates the original noise signal as well. It leads to the perfect or-
thogonal condition of the converted signal. In order to allow a more realistic scenario, this noise signal is added
to the equivalent OFDM signal after the conversion.
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Figure 7.25.: Equivalent OFDM modulated chirp signal: real part of s1,i (top) and real part of
s2,i (bottom).
7.4.3. Processing of MIMO OFDM SAR signal
As shown in Figure 7.1, the processing algorithm of the MIMO OFDM SAR signal is quasi-
identical to the previous experiment, except for the OFDM demodulation parts (see ① and ②
in Figure 7.1). A notable thing about the OFDM demodulation in this processor is the fact that
the processor dispenses with the spatial filtering and the circular-shift addition process. This
is because the delay spread of the target scene does not exceed the guard interval 0.183µsec.
Therefore the received signal length is equal to the pulse length (2.3866µsec), and the spatial
filtering and the circular-shift addition are not required.
The converted raw data in the previous section is transformed into the frequency domain.
Subsequently, the polyphase decomposition block separates the received OFDM waveform sig-
nal into the odd and even spectra. Each spectrum signal is independently compressed by the
matched filtering in range. In practice, the demodulated waveforms are different in phase.
The frequency offset ∆f results in an additional phase rotation, which is proportional to delay
time. This phase rotation term remains after the OFDM demodulation, and thus must be com-
pensated prior to DBF processing. The range compression filter focuses energy at the target
position, so that the phase rotation appears as a linear function 2pi∆fτ in every azimuth bin5.
The rest of processing is the same as in the former experiment. To optimize the performance, the
array calibration and the higher order phase error correction by the PGA algorithm are carried
out as well.
7.4.4. MISO OFDM SAR Experiment
This section presents an experiment of the equivalent OFDM SAR signal for a single target,
using a single receive channel. In this case, the converted data are equivalent to 2× 1 Multiple-
Input Single-Output (MISO) data.
5This effect has been actually shown in Figure 4.38 with E-SAR data experiment.
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Geometric and Data Acquisition Parameters
Before showing this experimental results, geometric and data acquisition parameters of this
MISO SAR system are briefly described. The target geometry of this experiment accords to the
single target experiment in section 7.3. Regarding the single receive subarray length 6.8cm, data
at the every sampling distance ∆d of 3.06cm is taken and converted. The MISO antenna constel-
lation is similar to Figure 7.22. Two transmit antennas are symmetrically arranged around the
single receive channel and separated by 6.12cm, since the phase centers of the original Tx and
Rx antennas coincide in azimuth. The spatial is sampling distance of the MISO system is equal
to 6.12cm (2∆u=6.12cm). Table 7.4 summarizes these geometric and acquisition parameters.
Table 7.4.: MISO geometric and acquisition parameters.
Parameter Value Parameter Value
OFDM pulse length 2.366µsec original sampling distance ∆d 0.0306m
virtual Tx baseline 0.0612m ∆d after the conversion 0.0612 m
Imaging Results
Figure 7.26 shows the phase history of both OFDM signals before and after the DBF. The top
and middle plots are showing the phase history of each OFDM waveform, where azimuth am-
biguities are obviously visible due to the spatial sub-sampling. Both waveform responses, sep-
arated by the OFDM demodulation, are coherently combined by the DBF block in order to
recover a wide Doppler spectrum. The bottom plot in Figure 7.26 is the phase history of the
reconstructed signal after the DBF. It is obvious that the phases of higher frequencies are recov-
ered from the aliasing.
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Figure 7.26.: Phase history of the odd subcarrier signal (top), the even subcarrier signal (mid-
dle), and the reconstructed signal (bottom).
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The fully processed target image is presented in Figure 7.27. From the range and the azimuth
profiles in Figure 7.27 (a) and (b), it can be shown that the OFDM waveforms were successfully
separated and processed. The achieved spatial resolution in both directions is equivalent to the
prior experiment (see Table 7.2). Figure 7.27 (c) and (d) exhibit the 2-D image in linear scale
and in decibels respectively. Despite the sub-sampling, the azimuth ambiguities are properly
suppressed by the DBF. Hence this result shows that two OFDM waveform signals separated
from a single receiver can be used for the DBF like a SIMO system.
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Figure 7.27.: Fully processed MISO SAR image: (a) the range profile, (b) the azimuth profile, (c)
2-D image in linear scale and (d) 2-D image in decibels.
The residual phase rotation via the frequency offset and the delay is also considered. The phase
rotation of the target in this experiment yields only 0.014 radian (422.4kHz × 33.36nsec), which
is 0.807◦. Therefore the phase rotation effect is negligible in this experiment. The phase histories
before and after the residual phase correction are plotted in Figure 7.28. It is worth noting once
again that, in practical spaceborne systems, the phase rotation effect must be removed in time
domain before performing the digital beamforming. Since the phase rotation results from the
subcarrier offset and varies with the delay time in the linear fashion, its removal can be easily
accomplished with range compressed data.
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Figure 7.28.: Comparison of the phase histories before and after correction.
7.4.5. MIMO OFDM SAR Experiment: Multiple Targets Imaging
The equivalent MIMO OFDM SAR experiment is extended to a 2×5 MIMO SAR configuration
on a multiple targets scenario.
Geometric and Data Acquisition Parameters
Geometric parameters of this experiment in Table 7.5 are analogous to the DBF demonstration
in section 7.2. In this experiment, 5 receive subarrays are used, so that the spatial sampling
distance and the virtual transmit antenna baseline are extended. Like the former experiment,
the used OFDM pulse is 2.366µsec, which is sufficiently long for the delay spread of this target
deployment.
Table 7.5.: MIMO geometric parameters.
Parameter Value Parameter Value
OFDM pulse length 2.366µsec original sampling distance ∆d 0.17m
virtual Tx baseline 0.34m ∆d after the conversion 0.34m
The transmit antenna baseline is determined by the original spatial sampling distance, and
then the effective sampling distance of the equivalent MIMO system becomes 0.34m, which is
double of the optimum sampling distance of the original 1×5 SIMO SAR system. Compared to
the 70 azimuth samples in the previous DBF SAR experiment (Table 7.1), the 35 azimuth sam-
ples are acquired for each waveform in this MIMO configuration. The OFDM demodulation
separates the waveforms and thereby the total 70 samples are recovered.
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Imaging Results
The OFDM demodulation is carried out for each receive antenna independently, so that two
waveform signals from a single receive channel are recovered at every spatial sample position.
These signals actually originate from different spatial positions due to the Tx baseline, so that
the separated MIMO signals increase azimuth spatial samples. The DBF exploits these spatial
sample data for the azimuth ambiguity suppression.
The measured data is processed with respect to several Doppler processing bandwidths, 100%,
50% and 25% of the full Doppler bandwidth. The resulting images are presented in Figure 7.29.
The results do not differ from the DBF demonstration in the prior experiments. The obtained
azimuth resolution is 0.046m, 0.092m and 0.184m for each processing bandwidth and the az-
imuth ambiguity is suppressed up to -30dB. Therefore those overall performances correspond
to the DBF SAR experimental results.
Based on the experimental results, the conclusion to be drawn here is that the OFDM wave-
forms can be successfully separated by the developed demodulation scheme in the multiple
targets scenario and exploited in the present MIMO SAR. Furthermore, this experiment veri-
fied that the OFDM processing algorithm can also be easily combined with the conventional
SAR processing and the DBF.
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Figure 7.29.: Multiple targets images of the equivalent MIMO OFDM SAR experiments with
various Doppler processing bandwidths. The first column presents images in the
linear scale, and the second column presents the images in decibels. Each row
shows the images built with 25%, 50%, and 100% of the full Doppler processing
bandwidth, respectively.
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8. Conclusions
The use of multiple antennas in SAR imaging has been spotlighted as a promising method to
overcome the current system limitations, however this has also been the most challenging topic
at the same time. The state-of-the-art SAR also utilizes multiple receive channels for stereo
imaging, in order to retrieve geometric, dynamic and physical information of targets. Yet the
ongoing approaches have difficulty expanding current systems to simultaneous multimodal
operation systems, due to deficient degrees of freedom in modern system concepts.
In this context, the underlying work has developed a novel multichannel SAR system concept
based on multiple antennas both on transmit and receive, called MIMO SAR, and has inten-
sively investigated relevant processing techniques, the digital beamforming and the OFDM
waveform scheme. The main achievements of this work are listed as follows:
• Development of a novel MIMO SAR concept and multimodal operation strategies
• Establishment of a new orthogonal waveform scheme based on the OFDM principle and
processing algorithms for SAR applications
• Feasibility studies of the novel OFDM waveform scheme with respect to practical SAR
channel characteristics and coherence evaluation using real airborne SAR (E-SAR) data
• Hardware development for ground-based multichannel SAR experiments
• Demonstration of the MIMO SAR techniques, in particular digital beamforming in az-
imuth for the HRWS SAR imaging.
The MIMO SAR aims at the multimodal operation, overcoming the inherent limitations of
the state-of-the-art SAR system. The basic idea behind the multimodal operation is to increase
spatial samples, which are regarded as degrees of freedom, and to exploit them for various
operation modes without any loss of SAR imaging performance. To put it more concretely, this
work has extended a digital receive array system by adding extra transmit antennas in order to
increase the number of effective antenna phase centers. By reconfiguring the transmit antenna
constellation, the MIMO SAR system composes baselines between the phase centers in along- or
across-track, and can effectively satisfy the needs of the HRWS imaging and other multichannel
data acquisition modes at the same time.
The premise of the versatility of the MIMO SAR system is the simultaneous transmission of
multiple orthogonal waveforms through the spatially separated antennas and appropriate pro-
cessing on receive. However the parallel transmission of multiple waveforms has been a bot-
tleneck, since the complex SAR channel effects, such as the speckle and the RCS fluctuation,
lead to the degradation of orthogonality between waveforms, and even a small impurity of
orthogonality significantly deteriorates the SAR image quality in distributed target scenarios.
This work has resolved the problem by exploiting the OFDM principle for the purpose of mul-
tiple orthogonal waveform generation. The novel waveform scheme is based on the polyphase
decomposition of orthogonal subcarriers and provides a simple and robust orthogonality be-
tween waveforms. In the present work, it has been demonstrated that dual OFDM waveforms
from a single chirp signal can be developed. The generated OFDM chirp waveforms have the
same characteristics of the original chirp signal. This aspect will be of a special interest for
169
8 Conclusions
the implementation of the MIMO SAR system with the modern hardware and digital synthesis
technologies. Another very important feature of the novel waveform scheme is high adaptabil-
ity. It implies that the novel waveform scheme can be easily combined with other waveform
schemes, such as the orthogonal phase coding or the multidimensional encoding technique [70].
This is because the waveform scheme is based on the orthogonality of every single subcarrier,
which is independent of the type of modulated input signal and dimensions. For example, if
the space-frequency modulation is combined with this OFDM waveform scheme, then it will
create multiple orthogonal waveforms from each subband via the polyphase composition. In
general, any phase coding technique can be applied to input sequences, in order to improve the
OFDM demodulation performance or for any other purpose.
In the frame of this work, a relevant processing algorithm for the modulation and the de-
modulation of the waveform has also been developed, and its feasibility has been intensively
investigated in regards to the real SAR channel properties, such as the Doppler effect and the
speckle noise, using simulation models. This study result has shown that the developed wave-
form scheme ensures the orthogonal property in the complex SAR channel, if the OFDM pulse
length is shorter than the coherence time1 of the channel. Furthermore, this work has evaluated
the coherence between the waveforms, which is the most critical parameter for the radar po-
larimetry and interferometry, using real airborne SAR (E-SAR) data. The experimental results
lead to the conclusion that the interferometric coherence between two OFDM waveform im-
ages is sufficiently high both for distributed and permanent scatterers. In terms of polarimetry,
this work has produced equivalent quad-polarization image data from the OFDM waveforms
according to the fully polarimetric data acquisition scenario, and thereby investigated the po-
larimetric performance. By comparison with conventional quad-polarization images, this work
has shown that the novel OFDM waveform scheme provides the polarimetric coherence compa-
rable to that of the conventional polarimetric SAR image data. One thing that should be noted
is a linear phase ramp in the coherence image, due to the subcarrier offset between the wave-
forms. This phase term however can be easily estimated and compensated from known OFDM
parameters. In conclusion, these experimental results produce decisive evidence to sustain the
multimodal operation principles of the present MIMO SAR system.
The underlying work has contributed not only to the development of a new system concept
and techniques but also to experimental verifications. For this purpose, a hardware demonstra-
tor has been designed and built up for GB SAR measurements. The GB SAR demonstrator is
implemented using commercial RF and digital devices and instruments. This demonstrator has
contributed to the first experiment of digital beamforming in SAR and has successfully demon-
strated the azimuth ambiguity suppression capability of digital beamforming in a wide range
of non-uniform sampling rates.
Throughout the experiment, it has also been found that an imbalance between receive channels
leads to significant performance degradation, due to redundant spectral aliasing not eliminated
by the digital beamforming or an autofocus technique. In this work, the influence of the chan-
nel imbalance has been analyzed and corrected by a time domain channel balancing algorithm
based on the spatial covariance between the uniform linear array elements. The channel balanc-
ing issue would be of great value when it comes to a practical spaceborne SAR system. How-
ever, it is no severe impediment towards the system realization, since the DBF system offers the
software-based channel balancing opportunities, which can be more flexible and sophisticated.
1The coherence time is inversely proportional to the Doppler spread. For a coherence time longer than the OFDM
pulse length, the Doppler spread is narrower than the subcarrier spacing.
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The experimental data have also been dedicated to the verification of the novel OFDM wave-
form scheme by means of converting the data to equivalent MIMO OFDM SAR data sets. This
experiment is important for the following reasons. Firstly, the experiment provides support-
ive evidence for the OFDM waveform scheme to be separable on receive. Secondly, the ex-
periment demonstrates that the novel OFDM scheme can be easily combined with the digital
beamforming. Therefore, based on the novel waveform scheme and the digital beamforming,
the proposed system can achieve the system goal of the multimodal HRWS SAR imaging.
To conclude, there have been numerous approaches and attempts to enhance the SAR imaging
performance. A MIMO system is regarded as the most advanced and robust way to exploit
multidimensional resources for detecting and imaging targets, and for desired information re-
trieval. The present study regarding the MIMO SAR concept and techniques lays the founda-
tion for exploiting the spatial, temporal and spectral resources for multiple purposes. It is em-
phasized that the digital beamforming and the OFDM waveform scheme are the predominant
tools to manage such resources and to successfully take advantage of the MIMO system. An
important future issue that should be further investigated is the performance validation for the
random scattering behavior of nature scenarios [61, 62]. Experimental studies using a ground-
based or airborne system is expected to provide a full understanding of the presented OFDM
signal responses for a general imaging scenario with distributed targets. Besides, from a tech-
nical viewpoint, the present work also inspires further ideas to accelerate technical progress in
the MIMO SAR. Here several points are suggested to be pursued and investigated in the future.
The presented OFDM waveform scheme can be combined with advanced Space-Time Coding
(STC) techniques, such as the Alamouti coding [59, 60]. In practice, the subcarriers in OFDM
signals can be encoded by a STC scheme in the frequency domain, a so-called Space-Frequency
Coding (SFC). Such coding techniques offer the diversity order equal to the number of transmit
antennas. For instance, the Alamouti scheme with dual transmission channels provides the
maximum 3dB diversity gain, if the total transmission power of both channels is equal to that
of a single transmission channel system (half power transmission of individual channels) [7,
100]. By using the full power in each transmission channel, the maximum 6dB gain and 3dB
SNR improvement can be achieved. These gain and SNR improvement are very beneficial
to the MIMO SAR when covering a wide target area. However, the large delay spreads in a
real SAR channel result in a strong frequency selective fading even for the subcarrier spacing,
so that the received SFC OFDM signal loses the orthogonality crucial to the decoding [75].
Modern communication systems attempt to resolve this problem using stochastic sub-optimum
receiver design approaches, such as the maximum likelihood decoder, zero-forcing detector and
decision feedback detector [80]. In the MIMO SAR, the frequency selective channel effect can
be mitigated by the spatial filtering that reduces the delay spread of each subswath and then
the sub-optimum solution can be used like the communication systems. Further investigations
on this issue should be contained in future works in order to fully gain the benefits of the STC.
Another potential is to employ Frequency Modulated Continuous Wave (FMCW) signaling in the
MIMO SAR. The FMCW technology provides advantages in the compact and simple hardware
system, low power consumption and SNR enhancement. In fact, the feasibility of FMCW SAR
has been demonstrated using an airborne system [86] and a simple ground-based polarimetric
SAR system [135]. This small system design ability is especially valuable for the MIMO SAR
composed of multiple transmitters and receivers. Moreover, the 100% duty cycle of an FMCW
signal improves the SNR in a SAR image and allows to mitigate the peak transmission power
[112]. These aspects also have a special significance in wide area SAR imaging, which is the
operational goal of MIMO SAR imaging. From a signal processing point of view, FMCW signal
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processing based on the chirp de-ramping technique is highly efficient when combined with the
OFDM demodulation algorithm. Exploiting the extended length of FMCW signals, the MIMO
SAR can increase the maximum allowable delay spread of a single subswath and relax the strict
requirement on the spatial filtering as well. It may allow the more effective implementation of a
multistatic MIMO SAR system, based on a fleet of small satellites equipped with light and low-
profile antennas instead of a large array. Accordingly, the combination of the FMCW technology
and the present MIMO techniques will provide high flexibility from a system design point of
view.
Lastly, in future SAR missions, it is of a great interest to employ a large reflector antenna
for SAR data acquisition. Tandem-L mission, which is a German proposal for an innovative
interferometric L-band radar mission, is a representative example [92]. When combined with
a digital feed array, the reflector antenna system allows various advanced modes with the aid
of digital beamforming techniques [141, 72]. Therefore the MIMO SAR concept and techniques
developed in this work should be extended and further investigated for the reflector antenna
system in terms of data acquisition strategies.
A fully adaptive and high performance SAR system, so-called Smart SAR, is the ultimate goal
of this work as well as various research activities in SAR communities. The MIMO approach
presented in this work exhibits a novel way to reach the goal, combining advanced SAR tech-
niques with emerging digital communication techniques. Although different routes and ap-
proaches are taken and attempted, the collaborative efforts will substantially boost SAR imag-
ing capabilities and bring a technical synergy effect.
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A. DPCA Principle: Geometric Aspect
In this Appendix, the geometric aspect of the DPCA is highlighted. The DPCA technique was
originally developed for the purpose of the performance improvement of the Ground Moving
Target Indicator (GMTI) [31, 67, 94, 110]. From an antenna constellation, as shown in Figure A.1,
two separated effective phase centers are produced. The DPCA technique exploits these two
antenna phase centers in order to suppress stationary clutter responses and to detect moving
target responses.
X
Flight direction
mth pulse
Tx
Rx
1
Rx
2
X
Tx
Rx
1
Rx
2
X Xm+1th pulse
x : effective phase center
Figure A.1.: Distribution of the effective phase centers generated from the quasi-bistatic config-
uration with a single Tx antenna and two Rx antennas along the flight direction in
the successive pulse transmission.
The first two effective phase centers are generated at the mth data acquisition, and subse-
quently the other two phase centers are obtained at the next (m + 1)th acquisition, due to the
sensor movement. The number of the effective phase centers are equal to the number of bistatic
pairs (Tx-Rx1 and Tx-Rx2), and located at the middle of the baseline between the Tx and Rx
antennas [31]. The effective phase center of the i−jth bistatic pair is illustrated in Figure A.2.
In this figure, it is assumed that the transmit and receive antennas are separated in only the
flight direction, plus the distances from both antennas to the target is incomparably longer than
the baseline (dash line). Thus the interior angle ϕ is small enough (ϕ  1). The round-trip
distance of the bistatic pair is equivalent to the diagonal length from the target position to the
opposite in the parallelogram. In other words, the round-trip distance is two times the value of
the diagonal vector length, |~Pe,ij |, in Figure A.2:
|~Pe,ij | = |
~Txj + ~Rxi|
2
. (A.1)
According to the property of that the the diagonals of a parallelogram bisect each other, the
other diagonal (baseline) from the transmitter to the receiver is equally divided. Therefore the
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Figure A.2.: Effective phase center position vector of the i-jth bistatic pair using a parallelogram.
vector ~Pe,ij points to the center of the parallelogram and this point is the effective phase center
of the bistatic configuration.
In summary, the DPCA principle makes it possible to map the separated Tx-Rx constellation
into an equivalent monostatic configuration and simplifies the establishment of the spatial sam-
pling criterion in multiple aperture SAR systems [69, 139, 137]. Although higher order phases
remain, they can be estimated by an analytic signal model and compensated in the case of a
single platform system [137].
186
B. Derivation of MVDR Beamformer
The section describes a mathematical derivation of the MVDR method, which allows a high-
resolution spectral estimation, by means of adaptively altering a weight [19]. The wavenumber,
also known as the spatial frequency, is the magnitude of a wave vector which indicates its prop-
agation direction. When the wavenumber is measured in the boresight direction of a sensor,
then it varies with the incident angle ψo. Figure B.1 depicts the wavenumber change, depend-
ing on the incident angle.
k =
2

sensor 
k
o
=
2

sin
o

o
incident wave 
Boresight of sensor 
Figure B.1.: Illustration of the wavenumber depending on the incident angle.
Therefore the estimation of the wavenumber is in accordance with finding the direction of the
wave impinging on the sensor. Recalling the constrained optimization problem described in
(3.58) in section 3.3.3, it is rewritten as the general form:
min
w
wHRrrw subject to w ·a(ko) = 1 (B.1)
where ko is the wavenumber of desired signal; Rrr is the covariance matrix; w is the optimum
weight vector; and a is the steering vector. An optimum beamforming weight can be found by
minimizing the following Lagrangian:
L = wHRrrw + ξ ·(w·a− 1) (B.2)
where L is the Lagrangian that is a function of the angular frequency ω and wavenumber, and
ξ is the Lagrange multiplier. To find the minimum value of (B.2), the gradient is taken with
respect to the angular frequency ω, and the minimum value can be found at the point of that
the gradient is equal to zero:
∂
∂ω
L != 0. (B.3)
Using the symmetry of the covariance matrix Rrr, the gradient of the first term in (B.2) can be
simplified as the following:
∂
∂w
wHRrrw = 2Rrrw, (B.4)
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Figure B.2.: Relationship between the constraint, optimum solution and interference in the
MVDR beamformer.
and the gradient of the second term in (B.2) is given by
∂
∂w
ξ ·(w·a− 1) = ξ ·a. (B.5)
Rewriting (B.3) with (B.4) and (B.5) yields
2Rrrw + ξ ·a = 0. (B.6)
An optimum weight is now determined by solving (B.6):
w = −1
2
·ξ ·R−1rr a (B.7)
where ξ remains to be determined. The weight in (B.7) is substituted into the constraint given
in the optimization problem. Thus, it leads to
w·a = −1
2
·ξ ·(R−1rr a)H a = 1 (B.8)
Since the multiplier is a constant, by rearranging (B.8) with respect to the Lagrangian multi-
plier ξ, one can obtain
ξ = − 2
aHR−1rr a
. (B.9)
Finally, the optimum solution of the optimization problem is determined by
wmvdr =
R−1rr a
aHR−1rr a
. (B.10)
The physical meaning of this optimum beamformer is illustrated in Figure B.2. When a steer-
ing vector for a desired wavenumber ko is given as a(ko), the constraint of the MVDR method
allows the weight vector to only change along the dotted line which is perpendicular to the de-
sired steering vector in Figure B.21. Thereby the optimum weight preserves the inner product
between the desired steering vector and the optimum weight to be unity, while the weight is
orthogonal to the undesired (or interference) steering vector a(k).
1It is in accordance with the orthogonal projection of the weight vector on the desired steering vector.
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C. Discrete Signal Theories
Information data carried by an analog signal will experience miscellaneous physical phenom-
ena in the propagation channel and will arrive at the receivers. The acquired signal may hence
be strongly distorted and the desired information cannot be directly retrieved from the acquired
signal. Digital processing techniques have been contributing to improving the detection and
estimation performance of such a dirty signal in radar and communication. In MIMO systems,
the digital processing will play an even more critical role. This section gives a review of several
important digital signal theories that form the keynote in MIMO SAR techniques.
C.1. Polyphase Decomposition
The idea behind the polyphase decomposition is to divide a discrete sequence, here called
a mother sequence, into several subsequences, in order to implement efficient parallel signal
processing known as the multirate processing. This technique is increasingly used in modern
digital systems [25, 26, 27, 54]. The polyphase decomposition is a primary operation of the
multirate processing and reduces the data rate (or sampling rate) of a single data stream without
the loss of desired information.
x n[ ]
y
0
n[ ]
0 1 2 3 
y
1
n[ ]
y
2
n[ ]
Figure C.1.: Polyphase decomposition concept of the sequence x[n] into three subsequences
(MT = 3).
The polyphase decomposition is illustrated in Figure C.1. Assuming a digital sequence x[n]
with the length of N , the polyphase decomposition takes every MT th component of the mother
sequence to compose subsequences. Thus, the length of a single sequence becomes NMT .
The subsequences are consequently sub-sampled by a factor of MT . The jth subsequence yj
resulting from the polyphase decomposition is formulated as:
yj[n] = x[MT ·n + j] where j=0, 1, 2, · · · , MT -1. (C.1)
In a practical implementation, the polyphase decomposition consists of several decimators
and shifters, as shown in Figure C.2. The input x[n] is fed into the delay line one step at a time.
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The collection process of every MT th sample in the polyphase decomposition is basically the
decimation symbolized by the down-arrow [54]. The Zj indicates the advance of j samples in
the block diagram. The decomposed sequences are followed by parallel multiple filters1 Hj .
The processed version of the mother sequence is reconstructed by parallel interpolators and
single step shifters in the same manner [54].
M
M
M
x[n]
Z1
Zl
Polyphase decomposition
H0
H1
H
l
y0[n]
y1[n]
y
l
[n]
Z0
Figure C.2.: Implementation model of the polyphase decomposition combined with multiple
parallel filters.
C.2. Expansion and Repetition Properties of DFT
The scaling properties of the DFT are important for understanding the time domain wave-
forms and range focusing in the proposed MIMO SAR concept. There is a sequence x[n] with
the length of N , defined in discrete time domain. When the sequence is expanded by a positive
integer MT as illustrated in Figure C.3 for MT = 2, the resulting sequence x(MT )[n] is described
as:
x(MT )[n] =
{
x
[
n
MT
]
for nMT = integer
0 otherwise
(C.2)
where the subscript denotes the integer factor of the expansion. It must be noted that the dis-
crete time domain sampling interval is unchanged in (C.2). Fourier transform of x(MT )[n] is
given by
X(MT )[p] =
N−1∑
n=0
x(MT )[n]·exp(−j
2pi
N
np). (C.3)
Substituting n¯ for
n
MT
, (C.3) is modified with respect to MT n¯ = n, and (C.3) is rewritten as
X(MT )[p] =
N−1∑
n=0
x[n¯]·exp(−j 2piMT
N
n¯p). (C.4)
1Here, the same symbol H for the channel transfer function is used to describe the parallel filter bank, since the
parallel channel transfer functions will follow the decimators in the MIMO SAR scenario.
190
C.2 Expansion and Repetition Properties of DFT
It is found out that, during the expansion in time domain by a factor of MT , its Fourier trans-
form pair is compressed as MT . The compressed spectrum is repeated within the range of
sampling frequency [97]. Ignoring the envelope of the sequence and spectrum for simplicity,
Figure C.3 illustrates this relationship for MT = 2.
-fs/2
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FT
compresseion
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repetition
fs/2
> @( )TMx n
> @x n
> @( )TMX p
> @X p
Figure C.3.: Time domain expansion and repetition in its Fourier transform by the factor of 2
(MT = 2).
In practice, this property should be interpreted, taking the sampling rate into consideration.
Since the discrete signal is denoted only by the discrete time index n, any change of sampling
interval is not presented. For example, assume that a continuous time signal is sampled at every
Ts interval. The sampled signal is denoted by x[nTs] where n = 0, 1, 2, · · · . Now this signal is
interleaved by zeros. Following this, the sampling rate becomes double that of the first case,
i.e. the sampling interval becomes Ts/2. As shown in Figure C.4, MT zeros between successive
values of the sequence x[n] are inserted.
FT
Zero-interleaving
FT
expansion
&
repetition
-fs/2
-fs/2 fs/2
fs/2
2
snTx
ª º
« »¬ ¼
> @sx nT
> @X p
> @X p
Figure C.4.: Comparison of time domain interleaving with zeros and its Fourier transform pair
by a factor of 2 (MT = 2).
In this case, the sampling interval is shortened by a factor of MT , so that it yields the wider
visible range in spectrum. The envelope of the spectrum is reduced by 1/
√
MT , since the total
power of both spectra must be same according to Parseval’s theorem [97].
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D. Phase Gradient Autofocus Method
The PhaseGradient Autofocus (PGA) algorithm is a robust tool used to correct the phase error in
high resolution spotlight SAR [125]. A focused SAR image is reconstructed using 2-dimensional
matched filtering, which removes the quadrature phase term from the chirp waveform by mul-
tiplying a complex conjugate of the transmitted chirp waveform, and consequently the phase
remains linear [113]. The slope of linear phase terms depends on the target position, and its
Fourier transform appears at a corresponding position in a SAR image. The PGA algorithm
exploits the gradient property of an exponential function in order to estimate a higher order
phase term. After taking the gradient, the higher order term remains as a function of the az-
imuth position, whereas the linear phase term becomes a constant.
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Figure D.1.: Selection of several point-like targets, rearrangement at the center of azimuth, and
windowing with the length Yw.
The first step in the PGA algorithm is to select point-like targets in a SAR image. In practice,
systematic higher order phase errors can be estimated from a calibration site, encompassed by
some dominant scatterers in distributed target. The selected peak blurs are circularly shifted
to the azimuth center Yc for every range bin. The circular shift of the peaks in each range bin
transforms the linear phase variation into a constant phase in the case of a zero-squint SAR
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geometry [125]. Furthermore, to maximize SNR, all point targets are summed up over the
range. The selected peaks are windowed and the outside of the window region is zero-padded
to maintain the same number of pixels. All of the above procedures are illustrated in Figure
D.1. Regarding the SAR image as a function of target coordinate x and y, the image is denoted
by f(x, y) and its windowed and integrated version, fw(y), is given by
fw(y) =
∫ (
f(x, y − Yc) · rect
[
x,
y − Yc
Yw
])
·dx (D.1)
where Yw is the window size. The size of the window plays an important role in the PGA. In
[125], 10dB threshold of the window is recommended. If a peak blur is surrounded by strong
clutters, a wide window will include the clutter responses, so that the selected peak is affected
by the phase of the clutters. This means the estimation will be perturbed by the clutter noise.
Therefore the window size should be carefully determined. Further steps are carried out in
frequency domain. The Fourier transform of the complex image function Fw(ka) is described
in complex form as
Fw = |Fw| exp (jΨ(ka) + jΨe(ka)) (D.2)
where the phase term is a superposition of the desired linear phase Ψ and the non-linear phase
error Ψe. Taking the gradient of this, the phase error terms can be estimated by means of re-
moving the linear trend:
∇Fw(ka) = j
(
Ψ′ +Ψ′e
) |Fw| exp (jΨ(ka) + jΨe(ka)) (D.3)
where ∇ denotes the gradient operator. In (D.3), the derivative of the desired phase term must
be minimized in order to estimate the true phase error from the derivative of the total phase. As
mentioned above, the linear phase of target response, depending on the target azimuth position,
is removed by the circular shift. Hence the phase of the selected point-like target responses are
constants. The derivative of the phase error is extracted as follows:
∇Ψ˜e =
N∑
Im{∇Fw(ka) · F ∗w(ka)}
N∑
Fw(ka) · F ∗w(ka)
(D.4)
where the upper asterisk denotes the complex conjugate, and Im· denotes the imaginary part of
a complex number. The optimum estimation is accomplished by several iterations of the whole
procedures. It is noted that the initial output of the PGA is the gradient of an estimated phase
error. Therefore the output must be integrated over the range, before determining the phase
error in our interest. Figure D.2 shows the signal flow chart of the PGA algorithm implemented
for the side-looking SAR experiment in Chapter 7.
Generally, the PGA works properly in the case that the phase errors are identical over the target
scene. That is a typical situation in the spotlight SAR mode, therefore the method is popularly
used in the spotlight SAR data. However in the stripmap SAR mode, the phase error caused
by a non-linear motion of the platform depends on target positions, as illustrated in Figure D.3.
In the target area, two selected targets are focused from different synthetic aperture 1 and 2 as
an example. Therefore their phase errors estimated by the PGA algorithm will be wrong, since
those errors are caused by two different non-linear flight trajectories.
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Figure D.2.: Signal flow chart of the implemented PGA algorithm.
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Figure D.3.: Motion error depending on the target position in the stripmap SAR mode.
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E. Timing Diagram
A proper PRF range of spaceborne SAR systems can be efficiently determined by using a tim-
ing diagram for echo signals. The time diagram indicates incident angles where the echo can be
correctly received without overlapping transmission events and nadir echo arrival times over
various PRF [35]. Under the assumption of flat terrain over a target scene, a round-trip time
delay, dependent of the incident angle can be approximated as follows:
τ =
2ho
co ·cos θinc (E.1)
where ho denotes the orbital height of the SAR sensor, and θinc is the incident angle. When
the echo arrival time coincides with the transmission events, the signal reception fails in the
case of the monostatic systems. However, the present MIMO SAR system is equipped with
independent Tx and Rx channels, so that the transmission and reception can be carried out at
the same time. Consequently the echo delay arrival time should meet the condition of
m′
PRF
< τ <
m′ + 1
PRF
− Tp (E.2)
where m′ is the order of the pulse transmission events. In the other words, the delay echo
shouldn’t arrive at the receiver within the time range of
m′
PRF
− Tp < τ < m
′
PRF
. (E.3)
Using the relation in (E.1), the time range can be converted into the incident angle. Then the
angular range θun where unambiguous signals can be received is described as
θun ∈
[
cos−1
(2ho ·PRF
co ·m′
)
, cos−1
( 2ho ·PRF
co ·(m′ − Tp ·PRF )
)]
. (E.4)
In addition, the acquisition time should avoid overlapping with the nadir echo arrival instant.
The nadir echo arrival time is given by
2ho
co
+
m
PRF
< τn <
2ho
co
+
m
PRF
+ Tp (E.5)
where m is also the order of PRF. It is noted that the order m and m′ are integers but indicate
different transmission events. For example, the first pulse will return after the fourth pulse
transmission event from the nadir, but return after the sixth event from the targets of interest,
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due to the high altitude. The nadir echo arrival time range is converted into an unobservable
incident angle range:
θna ∈
[
cos−1
( 2ho ·PRF
2ho ·PRF + co ·m
)
, cos−1
( 2ho ·PRF
2ho ·PRF + co ·(m+ Tp ·PRF )
)]
. (E.6)
A reasonable assumption would be that the nadir echo is separated by the range compression
since the nadir echo is focused away from the targets of interest. Assuming five degrees near to
the nadir affect the timing diagram, (E.5) can be replaced by
2ho
co
+
m
PRF
< τn <
2ho
co ·cos(5◦) +
m
PRF
, (E.7)
and the nadir angle is changed as follows:
θna ∈
[
cos−1
( 2ho ·PRF
2ho ·PRF + co ·m
)
, cos−1
( 2ho ·PRF ·cos(5◦)
2ho ·PRF + co ·m·cos(5◦))
)]
. (E.8)
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F. Low-IF Topology: Image Rejection Principle
This appendix deals with detailed principles of the Low-IF topology used in the receiver of
GB SAR demonstrator. The main feature of it is found in the image band rejection. There are
two approaches regarding the implementation of this receiver topology. One is to directly use
polyphase IF band pass filters and the other is to use successive I-Q demodulations, combined
with real band pass filters. In the former approach, after the first I-Q demodulation, only the de-
sired IF band signal is selected by the polyphase filters. Therefore the final baseband conversion
does not produce the image band signal. In the latter approach, the real band pass filters are
employed instead of the polyphase filters, and a cascade I-Q demodulator removes the image
band during the down-conversion. In the demonstrator, the latter method was chosen since the
receiver could be realized with commercial filter products at the desired IF band (50-350MHz).
Additionally, the second I-Q demodulation is easily implemented by software.
F.1. Image Rejection Principle
This section describes the principles of image rejection in detail for the second approach. First,
a real RF signal s(t) is fed to the second type of Low-IF receiver and is given by
s(t) = sd(t)·cos (2pi ·fc ·t) + i(t)·cos (2pi ·(fc − 2fIF )·t) (F.1)
where sd(t) and i(t) denote the desired baseband signal and the image band signal that are
carried at frequency fc respectively. In the frequency domain, the RF signal is depicted as the
upper plots in Figure F.1 and F.2. Without any image rejection filter at the RF stage, the spectrum
of the RF signal contains the desired band and the image band originated from the transmitter.
However, if the RF antenna plays a role as a preliminary band pass filter, the amplitude of the
image band is weaker than the desired band signal. This RF signal is mixed with a complex
local signal by the first I-Q demodulator and converted into a low intermediate frequency. The
IF band is chosen in regard to the performance of available IF band pass filters and ADCs
(sampling frequency). In reality, one should consider the quantization effect as well, but in this
section an ideal ADC is assumed for both I- and Q-channels. The I-channel signal is multiplied
by a cosine LO signal, and the Q-channel is multiplied by a sine LO signal. Then the IF signal
of each channel is given by:
I(t) = s(t)·cos(2pi ·fLO ·t) = 1
2
(sd(t)·cos(2pi ·fIF ·t) + i(t)·cos(2pi ·fIF ·t)) , (F.2)
Q(t) = s(t)·sin(2pi ·fLO ·t) = 1
2
(−sd(t)·sin(2pi ·fIF ·t) + i(t)·sin(2pi ·fIF ·t)) . (F.3)
Each channel output is given as a superposition of the desired signal and the image signal,
due to the absence of the image rejection filter in this topology up to this point. The lower parts
of Figure F.1 and F.2 show the low IF signal spectra of the respective channels, which result
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Figure F.2.: Spectrum of Q-channel at the RF band (top) and the low intermediate frequency
(bottom).
from the real band pass filters. Hence both positive and negative frequency bands remain after
filtering. For simplicity, a constant spectrum amplitude is assumed.
As the digital IF topology, those signals are digitized at the IF stage and multiplied by the
second local signal in order to convert them to the baseband. At this procedure, the image
bands will be rejected. As explained in section 6.4.2, this final conversion is accomplished by
four parallel complex down-conversions. Firstly, the ADC of the each channel digitizes the
IF signal, so that all signals are treated by digital processors. Since sIF (t) = I(t) + jQ(t), the
baseband signal sb(t) is obtained:
sb(t) = I(t)·ej2pi·fIF·t + jQ(t)·ej2pi·fIF·t. (F.4)
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Using Euler’s formula, it is decomposed as follows:
sb(t) = I(t)·cos(2pi ·fIF ·t)−Q(t)·sin(2pi ·fIF ·t)︸ ︷︷ ︸
Ib(t)
(F.5)
+ j (I(t)·sin(2pi ·fIF ·t) +Q(t)·cos(2pi ·fIF ·t))︸ ︷︷ ︸
Qb(t)
.
The first term of (F.5) is the in-phase component Ib(t), and the second term is the quadrature
component Qb(t) of the baseband signal. The second I-Q demodulator is directly implemented
according to (F.5). The four parallel mixers realize the parallel I-Q demodulations of the de-
composed signals in (F.5), and the following real low pass filters suppress higher frequency
products of the I-Q demodulators. Following this, one obtains the ideal complex baseband
signal, which means that the image signal is removed during this final down-conversion, as
depicted in Figure F.3.
F.2. Effect of I-Q Channel Imbalance
The second down-conversion performed in the digital domain improves the image rejection
performance. However, the first I-Q demodulation is carried out by the analog mixer around
the carrier frequency band. Hence possible errors within the analog mixer or RF devices affect
the image rejection performance. In particular, an imbalance between the I- and Q-channel
will degrade the performance significantly. This section derives a mathematical model of the
channel imbalance in amplitude and phase, referred to [133]. The RF signal given in (F.1) is
rewritten using Euler’s formula as follows:
s(t) = sd(t)
(
ej2·pifc·t + e−j2pi·fc·t
2
)
+ i(t)
(
ej2pi·(fc−2fIF )·t + e−j2pi·(fc−2fIF )·t
2
)
. (F.6)
Here, the amplitude and the phase imbalance between the I- and Q-channel, ∆A and ∆φ, are
introduced in the local signal, xLO(t). The amplitude imbalance ∆A is defined as a normalized
amplitude by the I-channel (reference), and ∆φ is the phase difference between the I- and Q-
channels. The local signal with the I-Q imbalance is described as
xLO(t) = cos(2pi ·fLO ·t) + j∆A·sin(2pi ·fLO ·t+∆φ). (F.7)
The local signal can be described by a complex exponential form based on the Euler’s formula
as follows:
xLO(t) =
ej2pi·fLO·t + e−j2pi·fLO·t
2
+ j∆A· e
j2pi·fLO·t+∆φ − e−j2pi·fLO·t−∆φ
2j
. (F.8)
Rearranging (F.8) with respect to the exponentials, (F.8) is simplified
xLO(t) = K1 ·ej2pi·fLO·t +K2 ·e−j2pi·fLO·t (F.9)
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Figure F.3.: Digital baseband down-conversion and the image rejection through the complex
local signal, implemented with the real band pass filters
where K1 and K2 are the imbalance factors [133], which are defined by
K1 =
1 +∆A·ej∆φ
2
(F.10)
K2 =
1−∆A·e−j∆φ
2
(F.11)
The IF signal is obtained by multiplying the local signal with the RF signal (sIF (t) = s(t)xLO(t)).
The real low pass filters after the demodulation reject the high frequency products. Thus, the
filtered IF signal is written by
sIF (t) =
1
2
[
sd(t)·
(
K1 ·e−j2pi·fIF·t +K2 ·ej2pi·fIF·t
)
+ i(t)·
(
K1 ·ej2pi·fIF·t +K2 ·e−j2pi·fIF·t
)]
(F.12)
Digitization and quantization are skipped for simplicity in this formulation. The final base-
band conversion is now the complex multiplication of the IF and the second local signals, and
consequently the baseband signal of each channel is filtered by the final low pass filter:
sb(t) = sIF (t)e
j2pifIF t =
1
2
(K1sd(t) +K2i(t)) (F.13)
(F.13) implies that the image signal, i(t), remains in the baseband with the desired signal, sd(t).
If there is no channel imbalance in amplitude and phase (∆A=1,∆φ=0), then K1 is equal to
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one and K2 becomes zero. The degradation of image rejection performance can be estimated
by measuring the Signal-to-Interference (Image) Ratio (SIR) defined as
SIR =
∣∣∣∣K2K1
∣∣∣∣ = ∣∣∣∣1−∆A·e−j∆φ1 + ∆A·ej∆φ
∣∣∣∣. (F.14)
Figure F.4 presents the calculated SIR over the amplitude imbalance, and the phase imbalance
varies from 0.5 to 4.5 degrees.
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Figure F.4.: SIR over the amplitude and phase imbalance in decibel
This plot shows that the phase imbalance has the dominant affect when the amplitude imbal-
ance varies within a ±10% range from the optimum point (100%). However, if the amplitude
imbalance becomes more significant, then the phase imbalance effect becomes negligible, and
the image rejection performance depends on the amplitude imbalance.
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