The paper applies an algorithm for recursive estimation of variables and parameters in general dynamic networks that has been developed by [Brdys 99] to robust on-line monitoring of the mixing water quality in dynamic water networks. A complete hydraulic information is assumed to be available on-line. First a parsimonious parametrisation of a mathematical model of mixing quality is derived. Next a recursive estimation algorithm is designed that uses the model and available measurements to generate on-line robust estimates of unknown quantities. The parameters and variables are estimated simultaneously. Robustness of the estimates is achieved through non-probabilistic set-bounded modelling of uncertainty in the measurement and modelling errors. The stable and tight bounds on the estimated quantities are obtained by employing a concept of moving information window. The estimation scheme is very flexible in integrating the information available. In particular, if only concentrations of the quality parameters in a network inputs are measured, the estimator operates as the quality simulator under uncertain models and not accurately known inputs. This can be viewed as a sort of generic soft sensor. Performance of the monitoring scheme is illustrated by applications to two case-study networks.
Introduction
Estimation of variables and parameters based on the available measurements and mathematical model became a routine activity which is carried out on-line during operation of water networks. Estimation of unmeasured flows and heads, concentrations of water quality parameters, parameters of pipes and other network elements can serve as the examples. The estimates are required for planning, decision making, operational control and network monitoring purposes. A proper integration of both the measurements and the model information into one estimation scheme is crucial in obtaining robust and quality estimates. These so called soft sensors can save on hard sensor investment. Moreover, using the dynamic models unable us to carry out a prediction. There exists an uncertainty in the estimation problem due to the measurement and modelling errors. Also, values of certain external inputs to the system are not exactly known. A traditional approach to modelling the uncertain factors utilises a probability theory. The estimates are produced by minimising a selected criterion which is typically mean of square of an estimation error . Often the probabilistic model is questionable regarding both the structure and the distribution parameters. Hence, it may not be possible to robustly assess a quality of the statistical estimates. An alternative approach to modelling an uncertainty for general estimation purposes was proposed by [Schweppe 1973 ] and applied to electrical power networks. An excellent survey paper by [Walter 1990 ] covers the parameter estimation area. In this approach, bounded sets are used to describe the limits of unknown instantaneous values of the uncertain quantities. The corresponding envelopes (tubes) constitute bounds on the unknown trajectories. This a priori information is more natural and can be easier obtained. The estimates are sets in which the unknown parameters and states are contained. The smallest sets bounding the estimated quantities which are consistent with the system model and the measurements available when the estimation problem is being solved are the optimal estimates. They represent the tightest possible bounds on the unknown quantities. Once the set-estimates have been computed the specific points can be selected depending on their future usage. Regardless of a choice of the point estimates the error made can be always robustly assessed as the set-estimates provide for the guaranteed bounds on the unknown quantities. The approach is known as set-membership or set-bounded estimation and it was applied to off-line estimation of water quantity based on linear models [Bargiela 89, Brdys 94] and [Brdys 95 ] for the nonlinear hydraulic models. In this paper joint variable and parameter set-bounded estimation problem for mixing water quality in dynamic networks is considered. The hydraulic information about the network state is assumed to be available on-line.
Modelling of Mixing Quality
Quality of water is characterised by concentrations of so called quality parameters, e.g, chlorine, conductivity, manganese, pH or nitrate. The water quality issues have attracted increasing research and industrial interest over last decade , e.g., [Boulos 92 There are three basic mechanisms driving transformation of the quality parameters throughout a network: transportation, mixing and a decay due to the chemical reactions. The paper considers the conservative quality parameters which are subject only to the first two mechanisms. Utilising the mixing of water of different qualities provided from different sources in order to obtain desired concentrations of quality parameters at the output is commonly used in an operational control and management of water supply networks. A water supply network is composed of water resources, reservoirs and tanks, treatment works, pipes, valves, pump stations, aqueducts and water consumers. By mixing we shall understand throughout the paper the transportation and physical mixing. A soft sensor integrates all information available in order to produce estimates of concentrations of the quality parameters at different points at the network as required by the monitoring objectives. Mathematical models of mixing relating the concentrations constitute the a priori information. We shall present in the sequel the element models. A fundamental assumption made in this paper is that a complete hydraulic information is available. It means that all the flows and reservoir volume trajectories needed are known. For simplicity of presentation it is assumed that the flow directions do not change. This is valid for typical supply networks. A soft sensor uses discrete -time models. Although the discretisation is not uniform in general we shall assume, in order to simplify the notation, constant discretisation time interval ∆t. Denoting concentration of a quality parameter by c , we assume that c(t) = c(k) for k∆t ≤ t < (k+1)∆t. Finally, we shall consider one quality parameter. Clearly, the results are also valid for more than one parameters characterising the quality provided that they do not react between themselves.
A long pipe
Let us denote the length and cross section area of a pipe l by L l and A l , respectively. The head and tail ends of the pipe are constant as the flow q l through the pipe does not change its direction. Hence, the quality parameter concentrations on the input and output at time t are c l (0, t) and c l (L l , t), respectively. The output value is equal to the delayed input value, that is ))
where T t l ( ) is the delay value. The delay is time varying as it depends on the flow velocity υ l ( ) t . Indeed, the distance dt travelled by the flow along the pipe during ∆t is υ l t dt ( ) . As
then the delay value at t can be calculated form the following equation:
The discrete delay value T k l ( ) at time instant k∆t can be easily calculated from the Eq.2 by applying backwards integration in order to determine T k t l ( ) ∆ satisfying this
and rounding down the result to the nearest integer number. The discrete version of the Eq.1 can then be written as :
The time interval ∆t should be selected in such a way that not only changes of c t l ( ) are small enough over k t t ∆ ≤ < ( ) k + 1 ∆t but also the rounding error is small.
A short pipe
For the short pipes the delay is negligible and there is no change of the concentration due to this transfer. They need to be introduced only as carrying out the flows.
A junction node
It is assumed that the mixing is instantaneous. Denote the sets of flow indices into node i as IN i ( ) and out of this node as OUT i ( ) . A mass balance law gives
is a concentration of the quality parameter carried out by the flow q k l ( ) at time stage k at the tail and of the l-th pipe and α l is the corresponding model parameter, c k i ( ) is the resulting nodal concentration. Notice that for 'conventional mixing', α l = 1 . The parameters α l weight contributions of the quality parameter carried out by the pipe flows that are met at the junction node i to the resulting concentration after the mixing. The model parameter values are constant or slowly varying. The exact values are not known and only the a priori lower and upper bounds α l l , and α l u , are available so that α α α
Clearly, for the pipes carrying the junction node flows the following hold:
Although the concentration are not known, certain nontrivial bounds on the concentrations are also available, that is
The external inputs to the network supplied from the treatment works and water sources e.g., boreholes can be modelled by applying the junction nodes. In this model the input q in l , , c in l , is the output from a dedicated junction node.
A dynamic reservoir node
A reservoir flow q r i , is defined as the net flow into the reservoir as
where IN i r ( ) and OUT i r ( ) denote the sets of flow indices into and out of the reservoir i. Applying standard mass balance principle and parametrising the resulting equation similarly as in the case of the junction node, that is by weighting masses of the quality parameter carried out by individual flows the following model can be obtained:
, ( ) are the volume of water and concentration of the quality parameter at the reservoir i at time instant t, respectively. The model described by Eqns. 9 has been thoroughly validated [Brdys 98 ]. It turns out that excellent results can be obtained often for
( ), thus with only one parameter α r i , remaining unknown, giving truly parsimonious parametrisation. Integrating the second equation over
we obtain the discrete time model which is used in the soft sensor design as:
The integrals in the Eq. 10 are calculated based on the hydraulic information available at the time stage k. The parameters α l , α r i , and the concentrations )
, ( ) + 1 are unknown in general. Hence, the Eq. 13 is bilinear in terms of the unknown variables involved. As previously, for the pipes carrying out the reservoir node flows the following hold:
The a priori bounds c k
, ( ) and α ri l , , α ri u , on α r i , are also available.
A static reservoir node
If the quality parameter concentration in a reservoir varies slowly then the Eq. 10 can be simplified to the static equation as follows:
An aqueduct
An aqueduct can be viewed as an element which possess a distributed in space storage capability. As the storage is distributed, there is a delay associated with transferring the quality parameter along the aqueduct. The delay is not constant but depends on the flow. The flow and storage dynamics are accurately described by Saint Venant partial differential hyperbolic equations. A numerical procedure for solving these equations involves dividing the aqueduct into small enough interconnected cells which can be viewed as standard dynamic storage nodes described previously and complicated lumped dynamics describing spatial and time interconnections between the cells [Linke 97 ]. The resulting mathematical architecture could be assumed as a model for the estimation purposes. It is felt however, that it would be the model too complicated for the on-line monitoring. We shall propose much simpler model in which the simplification errors are accommodated into the model parameters. With the parameter bounds needed to explain the measurement data over an operating range not too excessive such model would well compromise between the complexity and accuracy of the resulting soft sensor. A structure of the proposed model consists of a long pipe representing the transportation delay and a dynamic reservoir representing the aqueduct storage, in cascade. The inputs to the l-th aqueduct are: flow q k a l , ( ) into the aqueduct and concentration c k a l , ( , ) 0 at the head end of the aqueduct. It is assumed that there are on other flows into the aqueduct. If such exist in a real situation then 'our aqueduct' is fit between the flow entry points in order to satisfy the assumption. The concentration at the tail end of the long pipe is 
The concentration c L k
( , ) at the aqueduct output is defined as:
The equations (13), (14) and (15) define the mixing quality model for the l-th aqueduct and α a l , is the model parameter. Due to the origin of this parameter the corresponding a priori bounds α al l , and α al u , should be based on a storage of real aqueduct section and the bounds on the pipe parameters. As previously, the nontrivial bounds c L k
and c L k , ( ) are also available. The model is very simple and parsimonious yet reflecting the basic mechanisms. An aqueduct is connected to another aqueduct or network elements through a junction node.
Formulation of Integrated Estimation Problem
The mixing quality model derived in Section 2 of the network element models and the element interconnection equations (6) and (11). Certain interconnections are also directly incorporated into the element equations. As far as the variables involved we shall distinguished between the vectors of external inputs u, internal network variables and parameters γ γ γ γ. The vector of internal variables is composed of the variables representing the network dynamics, that is state variables s, and other variables y. The quality concentrations at the storage nodes are the state variables. We shall now cast the long pipe model into a state-space form so that the overall model can be written uniformly in this format. Applying a standard technique the long pipe state variables are defined as past input variables, that is s k c k
. The state equations can now be written as:
Notice, that a dimension of the state vector is equal to T k l ( ) and can vary in time as the delay is flow dependant. If the dimension decreases then the state at k+1 is a subvector of the vector obtained by the equations (16).
1 t h e dimension may increase when the time changes from k to k+1 but not more than by one. In this case T . A set of model static equalities can be described as
The operator F F F F is not exactly known and the equations developed in Section 2 constitute only its approximation F F F F m . The following holds:
The vector function ε ε ε ε s (⋅) represents the modelling error and it is assumed that the bounds ε ε ε ε s,l and ε ε ε ε s,u on this error are known so that
holds for all operational values of the variables and parameters. The static part of the model can be used to bound robustly the real variable and parameter values as:
The network dynamics is described by:
where the dimension of s(j) and consequently the structure of the vector function f f f f may vary. As previously, only the approximate model f f f f m of the operator f f f f has been derived in Section 2. Denoting by ε ε ε ε d (.) the modelling error and by ε ε ε ε d,l and ε ε ε ε d,u the error bounds we can write inequalities which robustly bound the network variables and parameters as
The inequality (20) taken at j-th time stage and the inequality (22) constitute a static a priori knowledge and a dynamic a priori knowledge at the j-th time stage, respectively. The errors due to a discretisation of the continuous time model equations are incorporated into ε ε ε ε s (⋅) and ε ε ε ε d (.). This includes also the rounding errors in the delays. Not all variables are measured. We denote by z vector of the measured (observed) variables. Clearly, z ⊂ ⊂ ⊂ ⊂ x. The measurements are taken at j = 1, …,k,.. The measurement equations (23) together with the error bounds constitute the measurement information available at time step k. As the actual measurement error vector trajectory over 1: k is not known the Eqs. 23 are replaced by inequalities in which knowledge about the measurement error bounds is utilised as:
The inequalities (29) constrain possible values of the measured variables over time
,..., vector of the variable trajectories over 1 : k by we can write the measurement inequalities (24) shortly as
We shall denote by x min (j), x max (j), γ γ γ γ min , γ γ γ γ max the a priori bounds on the variables and parameters so that the following hold
For the sake of convenience these inequalities at j and the static a priori information at j which jointly represent an overall static a priori knowledge at j are written shortly as 
Enq. 22 hold for j=0,…,k } (25) In other words Ω Ω Ω Ω(k) is the smallest set containing all variable trajectories and model parameter values which are consistent with a priori information and the measurement data available at k -th time stage. The input and state values u(k), s(k) at k time step to be estimated enter the Enq. (22) for j=k. Hence, this inequality is included in the set of inequalities used in formulation of the estimation problem at the k-th step. However, the state vector at k+1 time step is also present in this equation so that it will be automatically estimated as well, although it is not originally needed. This is in fact a prediction of the state vector value at the next time step and it will be shown in a sequel that the prediction is very useful for a recursive formulation of the estimation algorithm. This set may be empty . If this happens at least two conclusions could be drown:
• there are bad data in the measurement data set what would indicate the sensor failure • modelling the structural errors is not correct what would indicate serious error in the model structure made initially or changes in the network structure during its recent operation due to e.g., pipe burst or leakage in a water network . It is extremely difficult to determine exact boundaries of Ω Ω Ω Ω(k). On the other hand, the bounds on individual variables and parameters rather than the overall set are needed for operational control purposes. Hence, the estimates of the unknown vectors of variables and parameters are calculated at k time step as orthogonal projections of the set Ω Ω Ω Ω(k) on the subspaces of x i (k), s i (k+1) and γ i . As the result the orthotope type of bounds on the estimated quantities (x(k), s(k+1), γ γ γ γ) are produced. 
The intervals constitute so called set-estimates and they represent hard bounds on the unknown quantities. The point estimates can be selected from these intervals according to specific needs. Mid points of the intervals serve as the guaranteed point estimates in a sense that the estimation errors are guaranteed to be not greater than half of the interval lengths.
Recursive Algorithm
The batch formulation of the estimation problem in form of (26) is not practical for on-line applications. It requires to consider the model and measurement relationships over all past time steps what makes computations extremely cumbersome during real time applications. A need for the recursive algorithms is obvious. As the estimation problem is nonlinear its exact recursive form does not exist in general. However, it is possible to obtain good suboptimal recursive algorithms. We shall apply the recursive algorithm developed in [Brdys 1999 )] that introduces a concept of moving information window in order to stabilise the bounds. It should be pointed out that the moving window idea has nothing to do with the one used in signal processing literature. Increasing the measurement information constitutes a major motivation in the latter while limiting the generation and propagation of additional and unwanted values of the variables and parameters due to the outer orthotopic approximations of the sets involved needed to derive the recursive structure motivates application of the moving window concept in this paper. As a matter of fact our estimation algorithms will perform very well if only the tight a priori bounds on the inputs and parameters are available together with good quality models. No on-line measurements are then needed to produce tight bounds on the outputs and states. The estimation scheme can then be viewed as the network simulator which is based on good but still uncertain network model under not perfectly well known inputs. This can be used as generic soft sensor for on-line monitoring purposes. None of the existing simulation packages is capable of performing robustly such function because none of them is capable of handling properly an uncertainty in the model and input data. It is the present practise that a sort of uncertainty scenario (nominal realisation) is typically selected and purely deterministic simulation is performed. This is followed by a sensitivity analysis of the simulation results. The analysis is a rather painful computationally exercise as the worst case scenario of uncertainty yielding robust bounds on the nominal network response is very difficult to obtain. During our application exercises good results were obtained for the window lengths of reasonable size. In order to formalise the algorithm let us introduce the sets of the network variable and measurement trajectories over the time interval
, where L denotes the window length. The set of all parameter and variable trajectory values over that time interval which are consistent with the measurements gathered and static a priori information over this time period is defined as
Let us consider projections Ω
the subspaces of s(k-L), s(k), and γ γ γ γ respectively. These set have very complicated topology and that would lead to not tractable optimisation tasks. However, their outer orthotopic approximations
and Ω Ω Ω Ω γ a (k-1) are available as a result of the estimation performed at the time stage k-1. The dynamic recursive estimation algorithm with the moving window of the length L is formulated as follows:
Thus, at the k-th time step apart from estimating the current values of the network variables and parameters the predictions Ω Ω Ω Ω s a (k, k-L+1) and Ω Ω Ω Ω s a (k, k+1) of the initial condition and the estimated state for the next k+1 time step are also produced. This way of structuring a utilisation of the information available is crucial for rejecting the false points or reducing their unwanted effect. One of key theoretical question is concerned with an existence of stabilising window length and selecting the suitable value which compromises between the computational effort and the estimation accuracy achieved. Performing the estimation at k-th time stage we do not know the flow value at the next k+1 time stage. Hence, the state vector dimension at k+1 is also not known. In order to calculate at the time stage k the predictions Ω Ω Ω Ω s a (k, k-L+1) and
) needed by the estimation problem (28) to be solved at k+1 time stage we assume that the state dimension will increase by one. Being at k+1 and knowing the flow value we calculate the real dimension and delete the state information which is not needed. Thus, the state dimension does not unnecessarily increase when the estimation is carried out.
Application Results
We shall present application of the theory presented in the paper to monitoring of a conductivity in two physical water networks. The optimisation problems (28) were solved by employing solver developed in [Brdys 95 ] which is based on piece-wise linearisation of the nonlinear terms. The linearisation error was incorporated into the modelling error. The resulting linearised optimisation problem is mixed-integer and it was solved by using CLP technology within CLOCWiSe package [Brdys 99a ].
Case study 1 -dynamic reservoir node and short pipes
The network structure is illustrated in Fig. 1 . This is a part of large water network and nodes 1 and 4 are the connecting ones. The node 2 represents a borehole which supplies the reservoir node 3. Water quality is represented by the conductivity and in order to achieve desired conductivity level at the node 4 the flows q 1 , q 2 and q 3 must be selected properly. The flows trajectories as well as the reservoir node 3 volume trajectory W 3 (k) are known from the measurements. The conductivities at the nodes are denoted as c i , i=1,2,4 and c r . The distances between the nodes are small enough to assume that there are no transportation delays. This means that the transportation delays in the pipes 1,2 and 3 can be neglected and that c r = c 4 . The conductivity at the source is known and does not vary in time as opposed to the conductivity at the node 1 which is measured and the measurement error bounds are ± 5% or ± 30 [µS/cm]. The output conductivity c 4 is also measured with the same accuracy. The sampling period is 5min. The parameters α 1 , α 2 , α 3 values are known and equal to 1 while α r is the unknown parameter with the a priori bounds 0 ≤ α r ≤ 2. The a priori bounds on the conductivities are 340 ≤ c i r ( ) ≤ 1124 [µS/cm], i =1, 2, 4. The differential equations were discretised according to the sampling period 5min to and the time discrete model of the required format was produced. Suitable window length was found experimentally as L=10 time steps. The approximation error was incorporated into the modelling error with the error bounds: ε ε ε ε d,l = −2.5 [µS/cm] and ε ε ε ε d,u = 2.5
[µS/cm]. First, the parameter was estimated in an integrated manner giving the tightest bounds 0.89639 ≤ α r ≤ 0.98428. The on-line results are illustrated in Fig. 2 . Next, taking these parameter bounds as the a priori bounds the output conductivity was estimated on different than the parameter time interval. The on-line results under full set of measurements are illustrated in Fig. 3 where the measured values are also shown. Measurements of the output conductivity c 4 are also illustrated in the Fig. 3 allowing to appreciate the soft sensor performance. The error bounds ± 30 [µS/cm] in the measurements of c 4 have been reduced by 58.5% to 91.7%. Finally, ability of the soft sensor to perform as the network simulator, using the uncertain model and uncertain inputs without output measurements, was tested and the results are shown in Fig. 4 . The simulator produces the output conductivity bounds comparable to those provided by direct measurements of the conductivity. Hence, it can replace the hard conductivity sensor. The computing time needed to perform one estimation step on Sparc-Altra 2 workstation was about 10 seconds of real time.
Case study 2 -aqueduct network
The network structure is illustrated in Fig. 5 . As previously, this is a part of larger network and the nodes 1, 6 and 7 are the connecting ones. Input conductivity concentrations to the nodes 6 and 7 are our network outputs. In terms of the elements involved there are four short pipes carrying out flows q 1 , q 2 , q 4 and q 5 , long pipe with flows q 6 and aqueduct with the input flow q 3 . The flows q 2 , q 3 , q 4 , q 6 are measured while the flows q 5 and q 1 are calculated. The conductivity concentrations in the flows q 4 and q 2 are constant and known exactly as 973 [µS/cm] and 708 [µS/cm]. The conductivity is measured at the output from the node 1 and at the input to the node 7. The sampling and measurement errors are the same as previously. The delay in the long pipe was varying from 25min to 35 min. Suitable window lengths were found experimentally as L=10 time steps for the aquaduct and L=5 time steps for the long pipe, where the time step length was 5 min. The computing time needed to perform one estimation step was about 20 seconds of real time. The Fig.6 illustrates performance of the soft sensor in monitoring conductivity at the input to the node 6 under the conductivity measurements available. Again, as in the previous case study the excellent results were obtained even when the output measurements were not available (see Fig.7 ).
Conclusions
The paper has considered robust monitoring of mixing quality in water supply networks. The recursive estimation algorithm has been designed which uses the model and available measurements to generate on-line robust estimates of unknown variables jointly with the model parameter estimates. Robustness of the estimates has been achieved through non-probabilistic set-bounded modelling of uncertainty in the measurement and modelling errors. The estimation scheme is very flexible in integrating the information available. In particular, it can be used as a network simulator under uncertain mathematical model and the network inputs. The mixed integer solver of the optimisation tasks needed to be solved during the estimation steps has been used after the nonlinear terms had been piece-wise linearised. The corresponding error has been incorporated into the estimation problem as a modelling error. Performance of the soft sensor have been validated by application to two casestudy networks and excellent results have been obtained. Deriving the constructive conditions characterising stable length of the moving information window is under current research. Node 6 -Input Quality Estimation 
