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Abstract
We sketch in this article a new theory, which we call Symplectic Field Theory
or SFT, which provides an approach to Gromov-Witten invariants of symplectic
manifolds and their Lagrangian submanifolds in the spirit of topological field
theory, and at the same time serves as a rich source of new invariants of con-
tact manifolds and their Legendrian submanifolds. Moreover, we hope that the
applications of SFT go far beyond this framework.1
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Disclosure
Despite its length, the current paper presents only a very sketchy overview of
Symplectic Field Theory. It contains practically no proofs, and in a few places where
the proofs are given their role is just to illustrate the involved ideas, rather than to
give complete rigorous arguments.
The ideas, the algebraic formalism, and some of the applications of this new theory
were presented and popularized by the authors at several conferences and seminars
(e.g. [12]). As a result, currently there exists a significant mathematical community
which is in some form familiar with the subject. Moreover, there are many math-
ematicians, including several former and current students of the authors, who are
actively working on foundational aspects of the theory and its applications, and even
published papers on this subject. Their results show that already the simplest ver-
sions of the theory have some remarkable corollaries (cf. [63]). We hope that the
present paper will help attracting even more people to SFT.
Of course, our ideas give just a small new twist to many other active directions of
research in Mathematics and Physics (Symplectic topology, Gromov-Witten invariants
and quantum cohomology, Floer homology theory, String theory, just to mention
few), pioneered by V.I. Arnold, C. Conley-E. Zehnder, M. Gromov, S.K. Donaldson,
E. Witten, A. Floer, M. Kontsevich and others (see [2, 9, 35, 10, 18, 57, 67, 68, 46, 47]).
Many people independently contributed results and ideas, which may be considered as
parts of SFT. Let us just mention here the work of Yu.Chekanov [8], K.Fukaya–K.Ono–
Y.-G.Oh–H.Ohta [22], A. Gathmann [24], E.Ionel–T.Parker [43, 41] , Y.Ruan–A.-M.Li
[58]. It also draws on other results of the current authors and their coauthors (see
[15, 17, 29, 28, 27, 37, 38, 1, 39, 40]). The contact-geometric ingredient of our work is
greatly motivated by two outstanding conjectures in contact geometry: Weinstein’s
conjecture about periodic orbits of Reeb fields [66], and Arnold’s chord conjecture [4].
3Presently, we are working on a series of papers devoted to the foundations, ap-
plications, and further development of SFT. Among the applications, some of which
are mentioned in this paper, are new invariants of contact manifolds and Legendrian
knots and links, new methods for computing Gromov-Witten invariants, new restric-
tions on the topology of Lagrangian submanifolds, new non-squeezing type theorems
in contact geometry etc. We are expecting new links with the low-dimensional topol-
ogy and, possibly, Physics. It seems, however, that what we see at the moment is just
a tip of an iceberg. The main body of Symplectic Field Theory and its applications
is yet to be discovered.
Guide for an impatient reader. The paper consists of two parts. The first part,
except Section 1.9 and the end of Section 1.8, contains some necessary background
symplectic-geometric and analytic information. An impatient reader can try to begin
reading with Section 1.9,and use the rest of the first part for the references. The
second part begins with its own introduction (Section 2.1) where we present a very
rough sketch of SFT. At the end of Section 2.1 we describe the plan of the remainder
of the paper.
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agi, and the Department of Mathematics of the University of Pennsylvania for the
possibility to present SFT in a series of lectures. The third author acknowledges the
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1 Symplectic and analytic setup
1.1 Contact preliminaries
A 1-form α on a (2n − 1)-dimensional manifold V is called contact if the restriction
of dα to the (2n− 2)-dimensional tangent distribution ξ = {α = 0} is non-degenerate
(and hence symplectic). A codimension 1 tangent distribution ξ on V is called a
contact structure if it can be locally (and in the co-orientable case globally) defined
by the Pfaffian equation α = 0 for some choice of a contact form α. The pair (V, ξ) is
called a contact manifold. According to Frobenius’ theorem the contact condition is a
condition of maximal non-integrability of the tangent hyperplane field ξ. In particular,
4all integral submanifolds of ξ have dimension ≤ n − 1. On the other hand, (n − 1)-
dimensional integral submanifolds, called Legendrian, always exist in abundance. We
will be dealing in this paper only with co-orientable, and moreover co-oriented contact
structures. Any non-coorientable contact structure can be canonically double-covered
by a coorientable one. If a contact form α is fixed then one can associate with it the
Reeb vector field Rα, which is transversal to the contact structure ξ = {α = 0}. The
field Rα is uniquely determined by the equations Rα dα = 0; α(Rα) = 1 . The flow
of Rα preserves the contact form α.
The 2n-dimensional manifold M = (T (V )/ξ)∗ \ V , called the symplectization of
(V, ξ), carries a natural symplectic structure ω induced by an embeddingM → T ∗(V )
which assigns to each linear form T (V )/ξ → R the corresponding form T (V ) →
T (V )/ξ → R. A choice of a contact form α (if ξ is co-orientable) defines a splitting
M = V × (R \ 0). As ξ is assumed to be co-oriented we can pick the positive half
V ×R+ of M , and call it symplectization as well. The symplectic structure ω can be
written in terms of this splitting as d(τα), τ > 0. It will be more convenient for us,
however, to use additive notation and write ω as d(etα), t ∈ R, onM = V ×R. Notice
that the vector field T = ∂∂t is conformally symplectic: we have LTω = ω, as well
as LT (etα) = etα, where LT denotes the Lie derivative along the vector field T . All
the notions of contact geometry can be formulated as the corresponding symplectic
notions, invariant or equivariant with respect to this conformal action. For instance,
any contact diffeomorphism of V lifts to an equivariant symplectomorphism of M ;
contact vector fields on V (i.e. vector fields preserving the contact structure) are
projections of R-invariant symplectic (and automatically Hamiltonian) vector fields
on M ; Legendrian submanifolds in M correspond to cylindrical (i.e. invariant with
respect to the R-action) Lagrangian submanifolds of M .
Notice that the Hamiltonian vector field on V × R, defined by the Hamiltonian
function H = et is invariant under translations t 7→ t + c, and projects to the Reeb
vector field Rα under the projection V × R→ R.
The symplectization of a contact manifold is an example of a symplectic manifold
with cylindrical (or rather conical) ends. We mean by that a possibly non-compact
symplectic manifold (W,ω) with ends of the form E+ = V +× [0,∞) and E− = V −×
(−∞, 0], such that V ± are compact manifolds, and ω|V ± = d(e
tα±), where α± are
contact forms on V ±. In other words, the ends E± of (W,ω) are symplectomorphic,
respectively, to the positive or negative halves of the symplectizations of contact
manifolds (V ±, ξ± = {α± = 0}). We will consider the splitting of the ends and
the the contact forms α± to be parts of the structure of a symplectic manifold with
cylindrical ends. We will also call (W,ω) a directed symplectic cobordism between the
contact manifolds (V +, ξ+) and (V −, ξ−), and denote it by
−−−−→
V −V +.
Sometimes we will have to consider the compact part W 0 =W \ (IntE+ ∪ IntE−)
of a directed symplectic cobordism
−−−−→
V −V +. If it is not clear from the context we will
refer to W 0 as a compact, and to W as a completed symplectic cobordism.
Let us point out that “symplectic cobordism” is not an equivalence relation, but
rather a partial order. Existence of a directed symplectic cobordism
−−−−→
V −V + does not
imply the existence of a directed symplectic cobordism
−−−−→
V +V −, even if one does not fix
contact forms for the contact structures ξ±. On the other hand, directed symplectic
5cobordisms
−−→
V0V1 and
−−→
V1V2 can be glued, in an obvious way, into a directed symplectic
cobordism
−−→
V0V2 =
−−→
V0V1 ⊚
−−→
V1V2.
Contact structures have no local invariants. Moreover, any contact form is locally
isomorphic to the form α0 = dz −
n−1∑
1
yidxi (Darboux’ normal form). The contact
structure ξ0 on R
2n−1 given by the form α0 is called standard. The standard contact
structure on S2n−1 is formed by complex tangent hyperplanes to the unit sphere in
C n. The standard contact structure on S2n−1 is isomorphic in the complement of
a point to the standard contact structure on R2n−1. According to a theorem of J.
Gray (see [34]) contact structures on closed manifolds have the following stability
property: Given a family ξt, t ∈ [0, 1], of contact structures on a closed manifold M ,
there exists an isotopy ft : M →M , such that dft(ξ0) = ξt; t ∈ [0, 1]. Notice that for
contact forms the analogous statement is wrong. For instance, the topology of the
1-dimensional foliation determined by the Reeb vector field Rα is very sensitive to
deformations of the contact form α.
The conformal class of the symplectic form dα|ξ depends only on the cooriented
contact structure ξ and not on the choice of the contact form α. In particular, one
can associate with ξ an almost complex structure J : ξ → ξ, compatible with dα
which means that dα(X, JY );X,Y ∈ ξ, is an Hermitian metric on ξ. The space of
almost complex structures J with this property is contractible, and hence the choice
of J is homotopically canonical. Thus a co-oriented contact structure ξ defines on M
a stable almost complex structure J˜ = J˜ξ, i.e. a splitting of the tangent bundle T (V )
into the Whitney sum of a complex bundle of (complex) dimension (n − 1) and a
trivial 1-dimensional real bundle. The existence of a stable almost complex structure
is necessary for the existence of a contact structure on V . If V is open (see [36]) or
dimV = 3 (see [51, 50]) this property is also sufficient for the existence of a contact
structure in the prescribed homotopy class. It is still unknown whether this condition
is sufficient for the existence of a contact structure on a closed manifold of dimension
> 3. However, a positive answer to this question is extremely unlikely. The homotopy
class of J˜ξ, which we denote by [ξ] and call the formal homotopy class of ξ, serves as
an invariant of ξ. For an open V it is a complete invariant (see [36]) up to homotopy
of contact structures, but not up to a contact diffeomorphism. For closed manifolds
this is known to be false in many, but not all dimensions. The theory discussed in this
paper serves as a rich source of contact invariants, both of closed and open contact
manifolds.
1.2 Dynamics of Reeb vector fields
Let (V, ξ) be a (2n− 1)-dimensional manifold with a co-orientable contact structure
with a fixed contact form α. For a generic choice of α there are only countably
many periodic trajectories of the vector field Rα. Moreover, these trajectories can
be assumed non-degenerate in the sense that the linearized Poincare´ return map Aγ
along any closed trajectory γ, including multiples, has no eigenvalues equal to 1. Let
us denote by P = Pα the set of all periodic trajectories of Rα, including multiples. 2
2As it is explained below in Section 1.8 the orientation issues require us to exclude certain multiple
periodic orbits out of consideration. Namely, let us recall that real eigenvalues of symplectic matrices
6The reason for a such choice is discussed in Section 1.8 below. We will also fix a
point mγ on each simple orbit from P . Non-degenerate trajectories can be divided
into odd and even depending on the sign of the Lefshetz number det(I−Aγ). Namely,
we call γ odd if det(I −Aγ) < 0, and even otherwise. The parity of a periodic orbit γ
agrees with the parity of a certain integer grading which is defined if certain additional
choices are made, as it is described below.
If H1(V ) = 0 then for each γ ∈ P we can choose and fix a surface Fγ spanning
the trajectory γ in V . We will allow the case H1(V ) 6= 0, but will require in most of
the paper that the torsion part is trivial 3. In this case we choose a basis of H1(V ),
represent it by oriented curves C1, . . . , CK , and choose a symplectic trivialization of
the bundle ξ|Ci for each chosen curve. We recall that the bundle ξ is endowed with
the symplectic form dα whose conformal class depends only on ξ. For any periodic
orbit γ ∈ P let us choose a surface Fγ with [∂Fγ ] = [γ]−
∑
ni[Ci]. The coefficients
ni are uniquely defined because of our assumption that H1(V ) is torsion-free.
The above choices enable us to define the Conley-Zehnder index CZ(γ) of γ as
follows. Choose a homotopically unique trivialization of the symplectic vector bundle
(ξ, dα) over each trajectory γ ∈ P which extends to ξ|Fγ (and coincides with a chosen
trivialization of ξ|Ci if Ci is not homologically trivial). The linearized flow of Rα
along γ defines then a path in the group Sp(2n− 2,R) of symplectic matrices, which
begins at the unit matrix and ends at a matrix with all eigenvalues different from 1.
The Maslov index of this path (see [3, 56]) is, by the definition, the Conley-Zehnder
index CZ(γ) of the trajectory γ. See also [39], Section 3, for an axiomatic description
of the Conley-Zehnder index using our normalization conventions.
Notice that by changing the spanning surfaces for the trajectories from P one can
change Conley-Zehnder indices by the value of the cohomology class 2c1(ξ), where
c1(ξ) is the first Chern class of the contact bundle ξ. In particular, mod 2 indices
can be defined independently of any spanning surfaces, and even in the case when
H1(V ) 6= 0. In fact,
(−1)CZ(γ) = (−1)n−1sign (det(I −Aγ)) .
1.3 Splitting of a symplectic manifold along
a contact submanifold
Let V be a hypersurface of contact type, or in a different terminology, a symplectically
convex hypersurface in a symplectic manifold (W,ω). This means that ω is exact,
ω = dβ, near V , and the restriction α = β|V is a contact form on V . Equivalently,
one can say that the conformally symplectic vector field X , ω-dual to β, is transversal
to V . Let us assume that V divides W, W = W+ ∪W−, where the notation of the
parts are chosen in such a way that X serves as an inward transversal forW+, and an
outward transversal for W−. The manifolds W± can be viewed as compact directed
symplectic cobordisms such thatW− has only positive contact boundary (V, α), while
the same contact manifold serves as a negative boundary of W+.
different from ±1 come in pairs λ, λ−1. Let γ ∈ P be a simple periodic orbit and Aγ its linearized
Poincare´ return map. If the total multiplicity of eigenvalues of Aγ from the interval (−1, 0) is odd,
then we exclude from P all even multiples of γ.
3 The case when H1(V ) has torsion elements is discussed in Section 2.9.1 below.
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Figure 1: Splitting of a closed symplectic manifold W into two completed symplectic cobor-
disms W∞− and W
∞
+
Let
(W∞− , ω
∞
− ) = (W−, ω) ∪
(
V × [0,∞), d(etα)
)
and
(W∞+ , ω
∞
+ ) =
(
V × (−∞, 0], d(etα)
)
∪ (W+, ω)
be the completions, and
(W τ−, ω
τ
−) = (W−, ω) ∪
(
V × [0, τ ], d(etα)
)
and
(W τ+, ω
τ
+) =
(
V × [−τ, 0], d(etα)
)
∪ (W 0+, ω)
partial completions of W±. Let us observe that the symplectic manifolds
(W−, e
−τωτ−), (V × [−τ, τ ], d(e
tα)) and (W+, e
τωτ+)
fit together into a symplectic manifold (W τ , ωτ ), so that W 0 = W . Hence when
τ →∞ the deformation (W τ , ωτ ) can be viewed as a decomposition of the symplectic
manifold W = W 0 into the union of two completed symplectic cobordisms W∞+ and
W∞− . We will write W =W− ⊚W+ and also W
∞ =W∞− ⊚W
∞
+ .
Let us give here two important examples of the above splitting construction.
Example 1.3.1 Suppose L ⊂ W is a Lagrangian submanifold. Its neighborhood is
symplectomorphic to a neighborhood of the 0-section in the cotangent bundle T ∗(L).
The boundary V of an appropriately chosen neighborhood has contact type, and thus
we can apply along V the above splitting construction. As the result we split W into
W∞+ symplectomorphic to W \ L, and W
∞
− symplectomorphic to T
∗(L).
8Example 1.3.2 Let M be a hyperplane section of a Ka¨hler manifold W , or more
generally a symplectic hyperplane section of a symplectic manifold W , in the sense
of Donaldson (see [11]). Then M has a neighborhood with a contact boundary V .
The affine part W \M is a Stein manifold in the Ka¨hlerian case, and in any case
has a structure of a symplectic Weinstein manifold W˜ (notice that the symplectic
structure of W˜ does not coincide with the induced symplectic structure on W \M
but contains W \M as an open symplectic submanifold). The Weinstein manifold
W \ M contains an isotropic deformation retract ∆. The splitting of W along V
produces W∞− symplectomorphic to W˜ , and W
∞
+ symplectomorphic to W \∆. If ∆
is a smooth Lagrangian submanifold, then we could get the same decomposition by
splitting along the boundary of a tubular neighborhood of L, as in Example 1.3.1.
1.4 Compatible almost complex structures
According to M. Gromov (see [35]) an almost complex structure J is called tamed
by a symplectic form ω if ω is positive on complex lines. If, in addition, one adds
the calibrating condition that ω is J-invariant, then J is said compatible with ω. For
symplectic manifolds with cylindrical ends one needs further compatibility conditions
at infinity, as it is described below.
At each positive, or negative end (V × R±, d(e
tα)) we require J to be invariant
with respect to translations t 7→ t± c, c > 0 at least for sufficiently large t. We also
require the contact structure ξ±|V×t to be invariant under J , and define J
∂
∂t = Rα,
where Rα is the Reeb vector field (see 1.2 above) of the contact form α. In the case
when W = V × R is the symplectization of a manifold V , i.e. W is a cylindrical
manifold, we additionally require J to be globally invariant under all translations
along the second factor.
To define a compatible almost complex structure J in the above Examples 1.3.1
and 1.3.2 one needs to specify a contact form α on the contact manifold V . In the
case of the boundary of a tubular neighborhood of a Lagrangian submanifold L a
natural choice of a contact form is provided by a Riemannian metric on L. The Reeb
vector field for such a form α generates on V the geodesic flow of the metric.
When V is the boundary of a neighborhood of a hyperplane section M then there
exists another good choice of a contact form. It is a S1-invariant connection form
α on the principal S1-bundle V → M , whose curvature equals the symplectic form
ω|M . The contact manifold (V, ξ = {α = 0}) is called the pre-quantization of the
symplectic manifold (M,ω). Orbits of the Reeb field Rα are all closed and coincide
with the fibers of the fibration, or their multiples. Notice that though the Reeb flow in
this case looks extremely nice and simple, all its periodic orbits are highly degenerate,
see Section 2.9.2 below. Notice that the symplectizationW of V can be viewed as the
total space of a complex line bundle L associated with the S1-fibration V →M with
the zero-section removed. It is possible and convenient to choose J compatible with
the structure of this bundle, and in such a way that the projection W →M becomes
holomorphic with respect to a certain almost complex structure JM onM compatible
with ω.
Let us describe now what the symplectic splitting construction from Section 1.3
looks like from the point of view of a compatible almost complex structure.
9First, we assume that the original almost complex structure J on W is chosen in
such a way that the contact structure ξ = {α = 0} on V consists of complex tangencies
to V , and that JX = Rα, where X is a conformally symplectic vector field, ω-dual to
α, and Rα is the Reeb vector field of α. Next we define an almost complex structure
Jτ on W τ = W− ∪ V × [−τ, τ ] ∪W+ by setting Jτ |W± = J and requiring J
τ to be
independent of t ∈ [−τ, τ ] on V × [−τ, τ ]. When τ →∞ the almost complex structure
Jτ− on W
τ
− =W− ∪ V × [−τ, τ ] converges to an almost complex structure J
∞
− on W
∞
−
compatible with ω∞− , and J
τ
+ on W
τ
+ = V × [−τ, τ ] ∪ W+ converges to an almost
complex structure J∞+ on W
∞
+ compatible with ω
∞
+ .
1.5 Holomorphic curves in symplectic cobordisms
Let (V, α) be a contact manifold with a fixed contact form and (W = V × R, ω =
d(etα)) its symplectization. Let us denote by πR and πV the projections W → R and
W → V , respectively. For a map f : X → W we write fR and fV instead of πR ◦ f
and πV ◦ f .
Notice that given a trajectory γ of the Reeb field Rα, the cylinder R× γ ⊂ W is
a J-holomorphic curve. Let us also observe that
Proposition 1.5.1 For a J-holomorphic curve C ⊂ W the restriction dα|C is non-
negative, and if dα|C ≡ 0 then C is a (part of a) cylinder R × γ over a trajectory γ
of the Reeb field Rα.
Given a J-holomorphic map f of a punctured disk D2 \ 0 → W we say that the
map f is asymptotically cylindrical over a periodic orbit γ of the Reeb field Rα at
+∞ (resp. at −∞) if lim
r→0
fR(re
iθ) = +∞ (resp. = −∞), and lim
r→0
fV (re
iθ) = f¯(θ),
where the map f¯ : [0, 2π]→ V parameterizes the trajectory γ.
The almost complex manifold (W,J) is bad from the point of view of the theory
of holomorphic curves: it has a pseudo-concave end V × (−∞, 0), or using Gromov’s
terminology its geometry at this end is not bounded. However, it was shown in [37]
that Gromov compactness theorem can be modified to accommodate this situation,
see Theorems 1.6.2 and 1.6.3 below. We will mention in this section only the fol-
lowing fact related to compactness, which motivates the usage of holomorphic curves
asymptotically cylindrical over orbits from Pα.
Proposition 1.5.2 Suppose that all periodic orbits of the Reeb field Rα are non-
degenerate. Let C be a non-compact Riemann surface without boundary and f : C →
W a proper J-holomorphic curve. Suppose that there exists a constant K > 0 such
that
∫
C
f∗dα < K. Then C is conformally equivalent to a compact Riemann surface
Sg of genus g with s
+ + s− punctures
x+1 , . . . , x
+
s+ , x
−
1 . . . , x
−
s− ∈ Sg,
such that near the punctures x+ = (x+1 , . . . , x
+
s+) the map f is asymptotically cylin-
drical over periodic orbits Γ+ = {γ+1 , . . . , γ
+
s+} at +∞, and near the punctures x
− =
{x−1 , . . . , x
−
s−} the map f is asymptotically cylindrical over periodic orbits Γ
− =
{γ−1 , . . . , γ
−
s−} at −∞.
10
Thus holomorphic maps of punctured Riemann surfaces, asymptotically cylindrical
over periodic orbits of the Reeb vector field Rα, form a natural class of holomorphic
curves to consider in symplectizations as well as more general symplectic manifolds
with cylindrical ends. We will define now moduli spaces of such curves.
Let W =
−−−−→
V −V + be a (completed) directed cobordism, α± corresponding contact
forms on V − and V +, P± the sets of all periodic orbits (including multiple ones) of
the Reeb vector fields Rα± . We assume that α
± satisfies the genericity assumptions
from Section 1.2. Choose a compatible almost complex structure J on W . Let Γ±
be ordered sets of trajectories from P± of cardinality s±. We also assume that every
simple periodic orbit γ from P± comes with a fixed marker mγ ∈ γ.
Let S = Sg be a compact Riemann surface of genus g with a conformal struc-
ture j, with s+ punctures x+ = {x+1 , . . . , x
+
s+}, called positive, s
− punctures x− =
{x−1 , . . . , x
−
s−}, called negative, and r marked points y = {y1, . . . , yr}. We will also
fix an asymptotic marker at each puncture. We mean by that a ray originating at
each puncture. Alternatively, if one takes the cylinder S1 × [0,∞) as a conformal
model of the punctured disk D2 \ 0 then an asymptotic marker can be viewed as
a point on the circle at infinity. If a holomorphic map f : D2 \ 0 → V ± × R± is
asymptotically cylindrical over a periodic orbit γ, we say that a marker µ = {θ = θ0}
is mapped by f to the marker mγ ∈ γ, where γ is the simple orbit which underlines
γ, if lim
r→0
fV ±(re
iθ0 ) = mγ . Let us recall (see Section 1.2 above) that we provided each
periodic orbit from P± with a “capping” surface. This surface bounds γ ∈ P± in V±
if γ is homologically trivial, or realizes a homology between γ and the corresponding
linear combination of basic curves C±i . We will continue to rule out torsion elements
in the first homology (see the discussion of torsion in Section 2.9.1 below) and choose
curves Ck ⊂W which represent a basis of the image H1(V − ∪ V +)→ H(W ) and for
each curve C±i fix a surface G
±
i which realizes a homology in W between C
±
i and the
corresponding linear combination of curves Ck. All the choices enable us to associate
with a relative homology class A′ ∈ H2(W,Γ− ∪ Γ+), Γ± ⊂ P±, an absolute integral
class A ∈ H2(W ), which we will view as an element of H2(W ;C ).
Let us denote byMAg,r(Γ
−,Γ+;W,J) the moduli space of (j, J)-holomorphic curves
Sg \ (x− ∪ x+)→W with r marked points, which are asymptotically cylindrical over
the periodic orbit γ+i from Γ
+ at the positive end at the puncture x+i , and asymp-
totically cylindrical over the periodic orbit γ−i from Γ
− at the negative end at the
puncture x−i , and which send asymptotic markers to the markers on the corresponding
periodic orbits. The curves fromMAg,r(Γ
−,Γ+;W,J) are additionally required to sat-
isfy a stability condition, discussed in the next section. We write MAg (Γ
−,Γ+;W,J)
instead ofMAg,0(Γ
−,Γ+;W,J), andMAg,r(Γ
−,Γ+) instead ofMAg,r(Γ
−,Γ+;W,J) if it
is clear from the context which target almost complex manifold (W,J) is considered.
Notice, that we are not fixing j, and the configurations of punctures, marked points
or asymptotic markers. Two maps are called equivalent if they differ by a conformal
map Sg → Sg which preserves all punctures, marked points and asymptotic markers.
When the manifoldW = V ×R is cylindrical, and hence the almost complex structure
J is invariant under translations along the second factor, then all the moduli spaces
MAg,r(Γ
−,Γ+;W,J) inherit the R-action. We will denote the quotient moduli space
by MAg,r(Γ
−,Γ+;W,J)/R, and by MAg,r,s−,s+(W,J) the union
⋃
MAg,r(Γ
−,Γ+;W,J)
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taken over all sets of periodic orbits Γ± ⊂ P± with the prescribed numbers s± of
elements. We will also need to consider the moduli space of disconnected curves of
Euler characteristic 2− 2g, denoted by M˜Ag,r(Γ
−,Γ+).
1.6 Compactification of the moduli spaces MAg,r(Γ
−
,Γ+)
To describe the compactification we need an appropriate notion of a stable holomor-
phic curve.
Given a completed symplectic cobordism W =
−−−−→
V −V + we first define a stable
curve of height 1, or a 1-story stable curve as a “usual” stable curve in a sense
of M. Kontsevich (see [46]), i.e. a collection of of holomorphic curves hi : Si →
W from moduli spaces MAgi,r(Γ
−
i ,Γ
+
i ) for various genera gi which realize homology
classes Ai, and collections of periodic orbits Γ
±
i , such that certain pairs of marked
points (called special) on these curves are required to be mapped to one point in W .
The stability condition means the absence of infinitesimal symmetries of the moduli
space. Let us point out, however, that in the case when W is a cylindrical cobordism,
and in particular the almost complex structure J is translationally invariant, we
would need to consider along with the above moduli space its quotient under the R-
action. The stability for this new moduli space still means an absence of infinitesimal
deformations, but it translates into an additional restriction on holomorphic curves.
Namely, in the first case the stability condition means that each constant curve has,
after removal of the marked points, a negative Euler characteristic. In the second case
it additionally requires that when all connected components of the curve are straight
cylinders γ×R, γ ∈ P then at least one of these cylinders should have a marked point.
One can define an arithmetic genus g of the resulting curve, the total sets x± and
y (equal to the union of sets x±i and yi for the individual curves of the collection),
and the total absolute homology class A ∈ H2(W ) (see the discussion in Section 1.5
above), realized by the union of all curves of the collection.
Moduli of stable curves of height 1, denoted by 1MAg,r(Γ
−,Γ+), form a part of
the compactification of the moduli space MAg,r(Γ
−,Γ+). However, unlike the case of
closed symplectic manifolds, the stable curves of height 1 are not sufficient to describe
the compactification of the moduli space MAg,r(Γ
−,Γ+).
A finite sequence (W1, . . . ,Wk) of symplectic manifolds with cylindrical ends is
called a chain if the positive end of Wi matches with the negative end of Wi+1,
i = 1, . . . , k − 1. This means that all data, assigned to an end, i.e. a contact form,
marking of periodic orbits, and an almost complex structure, are the same for the
matching ends.
Let us first suppose that none of the cobordisms which form a chain (W1, . . . ,Wk)
is cylindrical. Then a stable curve of height k, or a k-story stable curve in the chain
(W1, . . . ,Wk) is a k-tuple f = (f1, . . . , fk), where fi ∈ 1M˜Aigi,ri(Γ
−
i ,Γ
+
i ;Wi, Ji), such
that the boundary data of the curve fi at the positive end match the boundary
data of fi+1 on the negative one. One also needs to impose the following additional
equivalence relation regarding the asymptotic markers on multiple orbits. Suppose
that γ is a k-multiple periodic orbit, so that the holomorphic curve fi is asymptotically
cylindrical over γ at the positive end at a puncture x+, and fi+1 is asymptotically
cylindrical over γ at the negative end at a puncture x−. There are k possible positions
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µ+1 , . . . , µ
+
k and µ
−
1 , . . . , µ
−
k of asymptotic markers at each of the punctures x
±. We
assume here that the markers are numbered cyclically with respect to the orientation
defined by the Reeb vector field at each of the punctures, and that the markers µ+1
and µ−1 are chosen for the curves fi and fi+1. Then we identify f = {. . . , fi, fi+1, . . . }
with (k − 1) other stable curves of height k obtained by simultaneous cyclic shift of
the asymptotic markers at the punctures x+ and x−.
The curves fi, which form a k-story stable curve f = (f1, . . . , fk) are called floors,
or levels of f .
If some of the cobordisms which form the chain (W1, . . . ,Wk), say Wi1 , . . . ,Wil ,
are cylindrical then we will assume that the corresponding floors of a k-story curve
in W = (W1, . . . ,Wk) are defined only up to translation. In other words, if Wi is
cylindrical for some i = 1, . . . , k (i.e. Wi = Vi ×R and Ji is translationally invariant)
then fi should be viewed as an element of 1M˜Aigi,ri(Γ
−
i ,Γ
+
i ;Wi, Ji)/R, rather than
1M˜
Ai
gi,ri(Γ
−
i ,Γ
+
i ;Wi, Ji). It will be convenient for us, however, to introduce the fol-
lowing convention. When speaking about stable holomorphic curves in chains which
contain cylindrical cobordisms, we will treat the corresponding floors as curves rep-
resenting their equivalence classes from 1M˜Aigi,ri(Γ
−
i ,Γ
+
i ;Wi, Ji)/R. Any statement
about such curves should be understood in the sense, that there exist representatives
for which the statement is true.
Let us define now the meaning of convergence of a sequence of holomorphic curves
to a stable curve of height l. For l = 1 this is Gromov’s standard definition (see [35]).
Namely, with each stable curve h = {Si, hi} ∈ 1M
A
g,r(Γ
−,Γ+) of height 1 we associate
a nodal surface Ŝ obtained by identifying special pairs of marked points on
∐
Si. The
maps hi fits together to a continuous map Ŝ →W for which we will keep the notation
h. Let us consider also a smooth surface S obtained by smoothing the nodes of Ŝ.
There exist a partitioning of S by circles into open parts diffeomorphic to surfaces
Si with removed special points, and a map g : S → Ŝ which is a diffeomorphism
from the complement S˜ of the dividing circles in S to the complement of the double
points in Sˆ, and which collapses the partitioning circles to double points. A sequence
of holomorphic ϕl : (S, jl) → (W,J) is said to converge to a stable curve h if the
sequence ϕl|S˜ converges to hi ◦ g|S˜, and jl converges to g
∗(j) uniformly on compact
sets, where j is the conformal structure on the stable curve. Of course, we also require
convergence of marked points and asymptotic markers. A sequence of stable curves
hj = {Sji , h
j
i}i=1,...,k ∈ 1M
A
g,r(Γ
−,Γ+), j = 1, . . . , is said to converge to a stable curve
h, if h can be presented as a collection of stable curves hi, i = 1, . . . , k, such that h
j
i
converges to hi in the above sense for each i = 1, . . . , k.
The convergence of a sequence of smooth curves to a stable curve of height l > 1
is understood in a similar sense. Let us assume here for simplicity that l = 2 and that
the floors f1 : S1 →W1 and f2 : S2 →W2 of a stable curve f in a chain (W1,W2) are
smooth, i.e. have no special marked points. As in the height 1 case let us consider
- the smooth surface S partitioned according to the combinatorics of our stable curve
by circles into two open (possibly disconnected) parts U1 and U2 diffeomorphic
to the punctured surfaces S1 and S2,
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- the surface Sˆ with double points obtained by collapsing these circles to points, and
- the projection g : S → Sˆ.
Let (W,J) = (W1, J1) ⊚ (W2, J2) be the composition of (completed) directed sym-
plectic cobordismsW1 and W2 with compatible almost complex structures J1 and J2.
This means that
- there exists a contact hypersurface V ⊂ W which splits W into two cobordisms
W 01 and W
0
2 ;
- W1 =W
0
1 ∪ V × [0,∞), W2 = V × (−∞, 0] ∪W
0
2 ;
- J |W 0j = J1|W 0j , j = 1, 2;
- J1 and J2 are translationally invariant at the ends V × [0,∞) and (−∞, 0]× V .
We denote by W k, k = 1, . . . , the quotient space of the disjoint union
W 01
∐
V × [−k, k]
∐
W 02
obtained by identifying V = ∂W 01 with and V × (−k) and V = ∂W
0
2 with and V × k,
and extend the almost complex structures J1|W 01 and J2|W 02 to the unique almost
complex structure Jk on W k which is translationally invariant on V × [−k, k]. We
also consider W k1 obtained by gluing W
0
1 and V × [0, k] along V = ∂S
0
1 = V × 0, and
W k2 glued in a similar way from V × [−k, 0] and W
0
2 . We haveWj =
∞⋃
k=0
W kj , j = 1, 2.
On the other hand, W k1 and W
k
2 can be viewed as submanifolds of W
k.
Definition 1.6.1 Suppose that we are given a sequence jk of conformal structures
on the surface S and a sequence of 1-story (jk, Jk)-holomorphic curves fk : S →W k.
We say that this sequence converges to a stable curve f = (f1, f2) of height 2 in
(W1,W2) if there exist two sequences of domains U
1
1 ⊂ · · · ⊂ U
i
1 ⊂ · · · ⊂ U1 and
U12 ⊂ · · · ⊂ U
i
2 ⊂ · · · ⊂ U2, such that
∞⋃
k=1
Uki = Ui, i = 1, 2 ;
fk(Uki ) ⊂W
k
i for i = 1, 2, k = 1, . . . ;
for i = 1, 2 the holomorphic curves fk|Uki converges to fi ◦ g : Ui → Wi, and the
conformal structures jk|Uk1 converge to g
∗ji when k →∞ uniformly on compact
sets. As in the case of stable curves of level 1 we also require convergence of
marked points and asymptotic markers.
Let us emphasize that when some of the cobordisms are cylindrical then according to
the convention which we introduced above one is allowed to compose the correspond-
ing curves with translations to satisfy the above definition.
Notice that if the cobordism W2 is cylindrical, i.e. W2 = V × R and J2 is trans-
lationally invariant, then W1 ⊚ W2 can be identified with W1, and thus one can
14
B
W
A
W
Figure 2: A possible splitting of a sequence of holomorphic curves in a completed symplectic
cobordism
talk about convergence of a sequence of curves fk ∈ 1MAg,r(Γ
−,Γ+;W,J1) (where
the almost complex structure J1 is fixed!) to a 2-story curve (f1, f2), where f1 ∈
1M˜A1g1,r1(Γ
−,Γ;W1, J1), f2 ∈ 1M˜A2g2,r2(Γ, Γ˜
+;V ×R, J2)/R, g = g1+g2, r = r1+r2, A =
A1 + A2, and J2 is translationally invariant. It is important to stress the point that
the curve f2 is defined only up to translation.
Theorem 1.6.2 Let fk ∈ 1MAg (Γ
−,Γ+), k = 1, . . . , be a sequence of stable holo-
morphic curves in a (complete) directed symplectic cobordism W . Then there exists a
chain of directed symplectic cobordisms
A1, . . . , Aa,W,B1, . . . , Bb,
where all cobordisms Ai and Bi are cylindrical, and a stable curve f∞ of height a+b+1
in this chain such that a subsequence of {fi} converges to f∞. See Fig. 2.
Theorem 1.6.3 Let W be a completed directed symplectic cobordism, V ⊂ W a
contact hypersurface, and Jk a sequence of compatible almost complex structures on
W which realizes the splitting of W along V into two directed symplectic cobordisms
15
W
B
W
-
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Figure 3: A possible splitting of a sequence of holomorphic curve when Jk → J∞
W∞− and W
∞
+ (see Section 1.4 above). Let fk be a sequence of stable Jk-holomorphic
curves from 1MAg (Γ
−,Γ+;W,Jk). Then there exists a chain of directed symplectic
cobordisms
A1, . . . , Aa,W−, B1, . . . , Bb,W+, C1, . . . , Cc
where all cobordisms Ai, Bj , Cl are cylindrical, such that a subsequence of {fi} con-
verges to a stable curve of height a+ b+ c+ 2 in the chain
A1, . . . , Aa,W−, B1, . . . , Bb,W+, C1, . . . , Cc.
See Fig. 3. The reader may consult [40] for the analysis of splitting CP 2 along the
boundary of a tubular neighborhood of CP 1 ⊂ CP 2.
The definition of convergence can be extended in an obvious way to a sequences
of stable curves of height l > 1. Namely, we say that a sequence of l-story curves
fk = (fk1 , . . . , f
k
l ), k = 1, . . . ,∞, in a chain (W1, . . . ,Wl) converge to a stable L-story,
L = m1 + · · ·+ml, curve f = (f11, . . . , , f1m1 , . . . , fl1 . . . flml) in a chain
(W11, . . . ,W1m1 , . . . ,Wl1 . . .Wlml)
if for each i = 1, . . . , l the cobordism Wi splits into the composition
Wi =Wi1 ⊚ · · ·⊚Wimi
and the sequence fki , k = 1, . . . ,∞, of stable curves of height 1 converges to the mi-
story curve fi = (fi1, . . . , fimi) in the chain (Wi1, . . . ,Wimi) in the sense of Definition
1.6.1.
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It is important to combine Theorems 1.6.2 and 1.6.3 with the following observation
which is a corollary of Stokes’ theorem combined with Proposition 1.5.1.
Proposition 1.6.4 A holomorphic curve in an exact directed symplectic cobordism
(and in particular in a cylindrical one) must have at least one positive puncture.
In particular, we have
Corollary 1.6.5 Let fn ∈ M0(W,J) be a sequence of rational holomorphic curves
with one positive, and possibly several negative punctures. Suppose that the sequence
converges to a stable curve
F = {g1, . . . , ga, f, h1, . . . , hb}
of height a+ b+ 1 in a chain
A1, . . . , Aa,W,B1, . . . , Bb.
Then the W -component f ∈ M0(W,J) of the stable curve F has precisely one positive
puncture as well.
1.7 Dimension of the moduli spaces MAg,r(Γ
−
,Γ+)
One has the following index formula for the corresponding ∂¯-problem which compute
the dimension of the moduli space MAg,r(Γ
−,Γ+;W,J) for a generic choice of J .
Proposition 1.7.1
dimMAg,r(Γ
−,Γ+;W,J) =
s+∑
1
CZ(γ+i )−
s−∑
1
CZ(γ−k )
+ (n− 3)(2− 2g − s+ − s−) + 2c1(A) + 2r,
(1)
where s± are the cardinalities of the sets Γ±, and c1 ∈ H2(W ) is the first Chern class
of the almost complex manifold (W,J)
Making the moduli spaces non-singular by picking generic J is needed for the
purpose of curve counting but does not always work properly. It is therefore crucial
that the moduli spaces of stable J-holomorphic curves are non-singular virtually. This
means that for any J the moduli spaces, being generally speaking singular, can be
equipped with some canonical additional structure that make them function in the
theory the same way as if they were orbifolds with boundary and had the dimension
prescribed by the Fredholm index. In particular, the moduli spaces come equipped
with rational fundamental cycles relative to the boundary (called virtual fundamental
cycles) which admit pairing with suitable de Rham cochains and allow us to use the
Stokes integration formula.
Technically the virtual smoothness is achieved by a finite-dimensional reduction
of the following picture: a singular moduli space is the zero locus of a section defined
by the Cauchy-Riemann operator in a suitable orbi-bundle over a moduli orbifold
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of stable C∞-maps. More general virtual transverality properties for families of J ’s
also hold true (cf. [20, 21, 49, 48, 59, 61, 52] at al.). We are reluctant to provide in
this quite informal exposition precise formulations because of numerous not entirely
innocent subtleties this would entail. Fortunately, what we intend to say in the rest
of this paper does not depend much on the details we are omitting.
As it was explained in Section 1.6 above the moduli spaceMAg,r(Γ
−,Γ+;W,J) can
be compactified by adding strata which consist of stable holomorphic curves of differ-
ent height. This compactification looks quite similar to the Gromov-Kontsevich com-
pactification of moduli spaces of holomorphic curves in a closed symplectic manifold
with a compatible almost complex structure. There is, however, a major difference.
In the case of a closed manifold all the strata which one needs to add to compactify
the moduli space of smooth holomorphic curves have (modulo virtual cycle compli-
cations) codimension ≥ 2. On the other hand in our case the codimension one strata
are present generically. Thus in this case the boundary of the compactified moduli
space, rather than the moduli space itself, carries the fundamental cycle.
In particular, this boundary is tiled by codimension one strata represented by
stable curves (f−, f+) of height two. Each such a stratum can be described by the
constraint matching the positive ends of f− with the negative ends of f+ in the
Cartesian product of the moduli spaces M± corresponding to the curves f± sepa-
rately. Proposition 1.7.2 below describes these top-dimensional boundary strata more
precisely in two important for our purposes situations. Let us point out that 1.7.2
literally holds only under certain transversality conditions. Otherwise it should be
understood only virtually.
Proposition 1.7.2 1. Let (W = V × R, J) be a cylindrical cobordism. Then any
top-dimensional stratum S on the boundary of the compactified moduli space
MAg,r(Γ
−,Γ+;W,J)/R consists of stable curves (f−, f+) of height two, f± ∈
M±/R, where
M− = M˜
A−
g−,r−(Γ
−,Γ;W,J)/R, M+ = M˜
A+
g+,r+(Γ,Γ
+;W,J)/R,
g = g− + g+, r = r− + r+, A = A− +A+, Γ = {γ1, . . . , γl} ⊂ P.
All but one connected components of each of the curves f− and f+ are trivial
cylinders (i.e. have the form γ × R, γ ∈ P) without marked points.
2. Let (W =
−−−−→
V −V +, J) be any cobordism, and (W±, J±) = (V
± × R, J±) be the
cylindrical cobordisms associated to its boundary. Then any top-dimensional
strata S on the boundary of the compactified moduli space MAg,r(Γ
−,Γ+;W,J)
consists of stable curves (f−, f+) of height two, f± ∈ M±, where either
M− = M˜
A−
g−,r−(Γ
−,Γ;W−, J−)/R, M+ = M˜
A+
g+,r+(Γ,Γ
+;W,J) and Γ ⊂ P−,
or
M+ = M˜
A+
g−,r−(Γ,Γ
+;W+, J+)/R, M− = M˜
A−
g−,r−(Γ
−,Γ;W,J) and Γ ⊂ P+.
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In both cases we have
g = g− + g+, r = r− + r+, and A = A− +A+.
The part of the stable curve (f−, f+) which is contained in in W± must have
precisely one non-cylindrical connected component, while there are no restric-
tions on the number and the character of connected components or the other
part of the stable curve.
In both cases the stratum S = S(Γ, g−|g+, r−|r+, A−|A+) is diffeomorphic to a κ-
multiple cover of the product M−×M+, where the multiplicity κ is determined
by the multiplicities of periodic orbits from Γ.
Proposition 1.7.2 is not quite sufficient for our purposes, as we also needs to know
the structure of the boundary of moduli spaces of 1-parametric families of holomorphic
curves. However, we are not formulating the corresponding statement in this paper,
because it is intertwined in a much more serious way with the virtual cycle techniques
and terminology. An algebraic description of this boundary is given in Theorem 2.4.2
below.
Let us consider some special cases of the formula (1). Suppose, for instance, that
W is the cotangent bundle of a manifold L. Then W is a symplectic manifold which
has only a positive cylindrical end. If L is orientable then there is a canonical way
to define Conley-Zehnder indices. Namely, one takes any trivialization along orbits,
which is tangent to vertical Lagrangian fibers. The resulting index is independent
of a particular trivialization. For this trivialization, and a choice of a contact form
corresponding to a metric on L we have
Proposition 1.7.3 Periodic orbits of the Reeb flow are lifts of closed geodesics, and
if L is orientable their Conley-Zehnder indices are equal to Morse indices of the cor-
responding geodesics and we have
dimMAg (Γ
+) =
∑
i
Morse(γ+i ) + (n− 3)(2− 2g − s
+).
Notice that for a metric on L of non-positive curvature we have s+ > 1, because in
this case there are no contractible geodesics. Moreover, if the metric has negative
curvature then all geodesics have Morse indices equal to 0. Hence, we get
Corollary 1.7.4 In the cotangent bundle of a negatively curved manifold of dimen-
sion > 2 there could be only isolated holomorphic curves. If, in addition, n 6= 3
then these curves are spheres with two positive punctures. Each of these curves is
asymptotically cylindrical at punctures over lifts of the same geodesic with opposite
orientations.
Let us point out that the orientability is not required in Corollary 1.7.4. The corre-
sponding result for a non-orientable manifold follows from 1.7 applied to its orientable
double cover.
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Absence of hyperbolic Lagrangian submanifolds in uniruled manifolds
As the first application of the above compactness theorems let us prove here the
following theorem of C. Viterbo. Let us recall that a complex projective manifold W
is called uniruled, if there is a rational holomorphic curve through each point of W .
For instance, according to Y. Myaoka–S. Mori [53] and J. Kollar [44] Fano manifolds
are uniruled.
Theorem 1.7.5 (C. Viterbo, [65]) Let W be a uniruled manifold of complex dimen-
sion > 2, ω its Ka¨hler sympletic form, and L ⊂W an embedded Lagrangian subman-
ifold. Then L does not admit a Riemannian metric of negative sectional curvature.
Proof. J. Kollar [44] and in a more general case Y. Ruan [59] proved that there exists
a homology class A ∈ H2(W ), such that for any almost complex structure compatible
with ω and any point z ∈W there exists f ∈MA0,1(W,J) with f(y) = z, where y is the
marked point. Let us identify a neighborhood U of L inW with a neighborhood of the
zero-section in T ∗(L). Suppose L admits a Riemannian metric of negative curvature.
We can assume that U is the round neighborhood of radius 1 in T ∗(L). Let us consider
a sequence Jm of almost complex structures on W , which realizes the splitting along
the contact type hypersurface (V = ∂U, α = pdq|V ). (see Section 1.4). Then according
to Example 1.3.1 W splits into W− = T
∗(L) and W+ =W \ L. The almost complex
structure J− on T
∗(L) is compatible at infinity with the contact 1-form α = pdq|V .
According to Corollary 1.7.4 for any choice Γ = {γ1, . . . , γk} and any g ≥ 0 the moduli
spaces Mg(Γ;W−, J−) are empty, or 0-dimensional. One the other hand, Theorem
1.6.3 together with Ruan’s theorem guarantee the existence of a rational holomorphic
curve with punctures through every point of L. This contradiction proves that L
cannot admit a metric of negative curvature. ◮
1.8 Coherent orientation of the moduli spaces of holomorphic
curves
To get started with the algebraic formalism, one first needs to orient moduli spaces
M(Γ−,Γ+) of holomorphic curves with punctures. This problem is much easier in the
case of moduli spaces of closed holomorphic curves, because in that case moduli spaces
are even-dimensional and carry a canonical almost complex structure (see Section
1.8.2 below). In our case we have to adapt the philosophy of coherent orientations of
the moduli spaces borrowed from Floer homology theory (see [19]). We sketch this
approach in this section.
1.8.1 Determinants
In order to separate the problems of orientation and transversality we are going to
orient the determinant line bundles of the linearized ∂-operators, rather than the
moduli spaces themselves.
For a linear Fredholm operator F : A→ B between Banach spaces we can define
its determinant line det(F ) by
det(F ) = (ΛmaxKer(F ))⊗ (ΛmaxCoker(F ))∗.
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We note that for the trivial vector space {0} we have Λmax{0} = R. An orientation
for F is by definition an orientation for the line det(F ). In particular, given an
isomorphism F we can define a canonical orientation given through the vector 1⊗1∗ ∈
R⊗ R∗.
Given a continuous family F = {Fy}y∈Y of Fredholm operators, parameterized by
a topological space Y , the determinants of operators Fy form a line bundle det(F )→
Y . The fact that this is a line bundle in a natural way might be surprising since the
dimensions of kernel and cokernel vary in general. This is however a standard fact,
see for example [19].
1.8.2 Cauchy-Riemann Type Operators on Closed Riemann Surfaces
Let (S, j) be a closed, not necessarily connected Riemann surface and E → S a
complex vector bundle. Denote by XE → S the complex n-dimensional vector bundle
whose fiber over z ∈ S consists of all complex ant-linear maps
φ : TzS → Ez, z ∈ S, i. e. J ◦ φ+ φ ◦ j = 0,
where J is the complex structure on E. Fixing a connection ∇ and a smooth a ∈
HomR(E,XE) we can define a Cauchy-Riemann type operator
L : C∞(E)→ C∞(XE)
by the formula
(Lh)(X) = ∇Xh+ J∇jXh+ (ah)(X),
where X is an arbitrary vector field on S. Since the space of connections is an affine
space we immediately see that the set OE of all Cauchy-Riemann type operators on
E is convex. For a proper functional analytic set-up, where we may chose Ho¨lder or
Sobolev spaces, the operator L is Fredholm. By elliptic regularity theory the kernel
and cokernel would be spanned always by the same smooth functions, regardless which
choice we have made. The index of L is given by the Riemann-Roch formula
ind(L) = (1− g)dimR(E) + 2c(E),
where c(E) the first Chern number c1(E)(S) of E. Here we assume S to be a connected
closed surface of genus g = g(S).
Let φ : (S, j)→ (T, i) be a biholomorphic map and Φ : E → F a C-vector bundle
isomorphism covering φ. Then Φ induces an isomorphism
Φ∗ : OE → OF
in the obvious way. The operators (E,L) and (F,K) are called isomorphic if there
exists Φ : E → F , so that Φ∗(L) = K. We will denote by [E,L] the equivalence
class of an operator (E,L) which consists of operators (F,K), equivalent to (E,L)
under isomorphisms, isotopic to the identity, and by [[E,L]] the equivalence class
under the action of the full group of isomorphisms. The moduli space of equivalence
classes [[E,L]] will be denoted by CR, and the “Teichmuller space” which consists
of classes [E,L] will be denoted by C˜R. An isomorphism Φ induces an isomorphism
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between the kernel (cokernel) of L and Φ∗L for every L ∈ OE , and hence one can
canonically associate the determinant line to an isomorphism class, and thus define
the determinant line bundle V over the moduli space CR. Given an orientation o for
L we obtain an induced orientation Φ∗(o). Let us note the following
Lemma 1.8.1 The bundle V is orientable.
Proof. The lift V˜ of the bundle V to the Teichmuller space C˜R is obviously orientable,
because each connected component of the space C˜R is contractible. However, one
should check that an arbitrary isomorpism Φ : (E,L)→ (F,K) preserves the orienta-
tion. This follows from the following observation. Any connected component of C˜R
contains an isomorphism class of a complex linear operator (E,L0), and any two com-
plex linear operators representing points in a given component of C˜R are homotopic
in the class of complex linear operators. The determinant of (E,L0) can be oriented
canonically by observing that its kernel and cokernel are complex spaces. Any iso-
morphism maps a complex linear operator to a complex linear operator and preserves
its complex orientation. Hence, it preserves an orientation of the determinant line of
any operator (E,L). ◮
We will call an orientation of V complex if it coincides with the complex orientation
of determinants of complex linear operators.
The components of the space CR are parameterized by the topological type of
the underlying surface S and the isomorphism class of the bundle E. It turns out
that the complex orientation of V satisfies three coherency Axioms A1–A3 which we
formulate below. They relate orientations of V over different components of CR.
Conversely, we will see that these axioms determine the orientation uniquely up to a
certain normalization.
Given (E,L) and (F,K) over surfaces Σ0 and Σ1 we define a disjoint union
[E,L]∪˙[F,K] := [G,M ]
of (E,L) and (F,K) as a pair (G,M), where G is a bundle over the disjoint union
Σ = Σ0
∐
Σ1, so that (G,M)|Σ0 is isomorphic to (E,L) and (G,M)Σ1 is isomorphic
to (F,K). Clearly, the isomorphism class of a disjoint union is uniquely determined
by the classes of (E,L) and (F,K). Thus, we have a well-defined construction called
disjoint union: The determinant detΣ is canonically isomorphic to detL⊗detK, and
hence the orientations oK and oL define an orientation oK ⊗ oL of Σ. Our first axiom
reads
Axiom C1. For any disjoint union [G,M ] = [E,L]∪˙[F,K] the orientation oM equals
oK ⊗ oL.
Given (E,L) and (F,K), where E and F are bundles over S of possibly different
rank, we can define an operator (E ⊕ F,L ⊕K). There is a canonical map
det(L)⊗ det(K)→ det(L⊕K),
and thus given orientations oL and oK we obtain oL ⊕ oK .
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Axiom C2.
oL⊕K = oL ⊕ oK .
To formulate the third axiom, we need a construction, called cutting and pasting.
Let (E,L) be given and assume that γ1, γ2 : S
1 → S be real analytic embeddings
with mutually disjoint images. Assume that Φ : E|γ1 → E|γ2 is a complex vector
bundle isomorphism covering σ = γ2 ◦ γ
−1
1 . The maps γ1 and γ2 extends as holomor-
phic embeddings γ¯j : [−ε, ε]× S1 → S for a suitable small ε > 0, so that the images
are still disjoint. Locally, near γj we can distinguish the left and the right side of γj .
These sides correspond to the left or the right part of the annulus [−ε, ε]× S1. Cut-
ting S along the curves γj we obtain a compact Riemann surface S¯ with boundary.
Its boundary components are γ±j , j = 1, 2, where γ
±
j is canonically isomorphic to γj .
The vector bundle E induces a vector bundle E¯ → S¯. We define a space of smooth
sections Γ∆(E¯) as follows. It consists of all smooth sections h¯ with the property that
h¯|γ−j
= h¯|γ+j
for j = 1, 2.
Then L induces an operator L¯ : Γ∆(E¯) → Γ(XE¯). The operators L and L¯ have
naturally isomorphic kernel and cokernel. So an orientation o of det(L) induces one
of det(L¯). The boundary condition ∆ can be written in the form[
1 0
0 1
]
·
[
Φ(γ1(t)h¯ ◦ γ
−
1 (t)
h¯ ◦ γ−2 (t)
]
=
[
Φ(γ1(t))h¯ ◦ γ
+
1 (t)
h¯ ◦ γ+2 (t)
]
We introduce a parameter depending boundary condition by[
cos(τ) sin(τ)
−sin(τ) cos(τ)
]
·
[
Φ(γ1(t)h¯ ◦ γ
−
1 (t)
h¯ ◦ γ−2 (t)
]
=
[
Φ(γ1(t))h¯ ◦ γ
+
1 (t)
h¯ ◦ γ+2 (t)
]
for τ ∈ [0, π2 ]. For all these boundary conditions L induces an operator, which is again
Fredholm of the same index. For every τ we obtain a Cauchy-Riemann type operator
from Γ∆τ (E¯) to Γ(XE¯). Note that for a section h satisfying the boundary condition
∆τ the section ih satisfies the same boundary condition. On the other hand for τ =
π
2
we obtain a Fredholm operator whose kernel and cokernel naturally isomorphic to the
kernel on cokernel of a Fredholm operator on a new closed surface. Namely identify
γ+1 with γ
−
2 and γ
+
2 with γ
−
1 . For the bundle E¯ we identify the part above γ
+
1 via Φ
with the part over γ−2 and we identify the part above γ
−
1 with −Φ to the part above
γ+2 . The latter surface and bundle we denote by EΦ → SΦ and the corresponding
operator by LΦ. Letting the parameter run we obtain starting with an orientation o
for L an orientation oΦ for LΦ. If o is the complex orientation it is easily verfied that
oΦ is the complex orientation as well. We say that the operator LΦ is an operator
obtained from L by cutting and pasting. This operator LΦ has the same index as L,
and the component of [L,Φ] in C˜R depends only the isotopy classes of the embeddings
γ1 and γ2.
Axiom C3.
oLΦ = oΦ .
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Note that we have to require here that the parts of L over the curves γ1 and γ2
are isomorphic via the gluing data. It is straightforward to check that
Theorem 1.8.2 The complex orientation of V is coherent, i.e. it satisfies Axioms
C1–C3.
Let us point out a simple
Lemma 1.8.3 Let (E,L) be an isomorphism then the orientation by 1 ⊗ 1∗ of the
detL = R⊗ R∗ defines the complex orientation of V over the component of [E,L].
The following theorem gives the converse of Theorem 1.8.2.
Theorem 1.8.4 Suppose that a coherent orientation of V coincides with the complex
orientation for the trivial line bundle over S2 and for the line bundle over S2 with
Chern number 1. Then the orientation is complex.
Proof. Let us first observe that according to Theorem 1.8.2 the disjoint union,
direct sum and cutting and pasting procedures preserve the class of complex orienta-
tions. Consider the pair (E0, L0), where E0 is the trivial bundle S
2×C→ S2 and L0
is the standard Cauchy-Riemann operator. Then the indL0 = 2. Take small loops
around north pole and south pole on S2 and identify the trivial bundles over these
loops. Now apply the cutting and pasting procedure and Axiom C3 to obtain the dis-
joint union of the trivial bundle over the torus and the trivial bundle over S2. Hence
we can use Axiom C1 to obtain an induced orientation for the Cauchy-Riemann op-
erator on the trivial bundle over T 2. Taking appropriate loops we obtain orientations
for all trivial line bundles over Riemann surfaces of arbitrary genus. Using direct
sums and disjoint unions constructions, and applying Axioms C1 and C2 we see that
the orientation of all trivial bundles of arbitrary dimensions over Riemann surfaces
of arbitrary genus are complex. Let E1 be the bundle over S
2 with Chern number 1.
Then we can use C3 to glue two copies of (E1, L1) to obtain the complex orientation
of the disjoint union of a Cauchy Riemann operator on the trivial bundle and one on
the bundle with Chern number 2. Now it is clear that the given coherent orientation
has to be complex over all components of the moduli space CR. ◮
In the next section we extend the coherent orientation from Cauchy-Riemann type
operators over closed surfaces to a special class of Cauchy-Riemann type operators
on Riemann surfaces with punctures.
1.8.3 A special class of Cauchy-Riemann type operators on punctured
Riemann surfaces
Let us view Cn as a real vector space equipped with the Euclidean inner product
which is the real part of the standard Hermitian inner product. We define a class
of self-adjoint operators as follows. Their domain in L2(S1,Cn) is H1,2(S1,Cn) of
Sobolev maps h : S1 → Cn. The operators have the form
(Ax)(t) = −i
dx
dt
− a(t)x,(2)
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where a(t) is a smooth loop of real linear self-adjoint maps. We assume that A is
non-degenerate in the sense that Ah = 0 only has the trivial solution, which just
means that the time-one map ψ(1) of the Hamiltonian flow
ψ˙(t) =ia(t)ψ(t),
ψ(0) =Id
(3)
has no eigenvalues equal to 1. In particular, A : H1,2 → L2 is an isomorphism.
Given a smooth vector bundle E → S1 we can define H1,2(E) and L2(E) and a
class of operators B by requiring that A = ΦBΦ−1 for an Hermitian trivialization
Φ of the bundle E. We shall call such operators asymptotic, for reasons which will
become clear later.
As it was defined in Section 1.5 above, an asymptotically marked punctured Rie-
mann surface is a triplet (S,x, µ), where S = (S, j) is a closed Riemann surface,
x = {x1, . . . , xs} is the set of punctures, some of them called positive, some nega-
tive, and µ = {µ1, . . . , µs} is the set of asymptotic markers, i.e. tangent rays, or
equivalently oriented tangent lines at the punctures.
One can introduce near each puncture xk ∈ x a holomorphic parameterization,
i.e. a holomorphic map hk : D → S of the unit disk D such that hk(0) = xk and
the asymptotic marker µk is tangent to the ray hk(r), r ≥ 0. We assume that the
coordinate neighborhoods Dk = hk(D) of all the punctures are disjoint. Then we
define σk : R
+ × S1 → D \ {0} by
σk(s, t) = hk(e
±2π(s+it)),
where the sign − is chosen if the puncture xk is positive, and the sign + for the
negative puncture. We will refer to σk as holomorphic polar coordinates adapted
to (xk, µk). Given two adapted polar coordinate systems σ and σ
′ near the same
puncture x ∈ x we observe that the transition map (defined for R large enough)
σ−1 ◦ σ′ : [R,∞)× S1 → [0,∞)× S1
satisfies for every multi-index α
Dα[σ−1 ◦ σ′(s, t)− (c+ s, t)]→ 0
uniformly for s→∞, where c is a suitable constant. The main point is the fact that
there is no phase shift in the t-coordinate.
Given (S,x, µ) we associate to it a smooth surface S¯ with boundary compactifying
the punctured Riemann surface S \ x by adjoining a circle for every puncture. Each
circle has a distinguished point 0 ∈ S1 = R/Z. Namely for each positive puncture we
compactify R+×S1 to [0,∞]×S1, where [0,∞] has the smooth structure making the
map
[0,∞]→ [0, 1] : s→ s(1 + s2)−
1
2 , ∞→ 1
a diffeomorphism. We call S+k = {∞}×S
1 the circle at infinity associated to (xk, µk).
For negative punctures we compactify at −∞ in a similar way.
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Definition 1.8.5 A smooth complex vector bundle E → (S,x, µ) is a smooth vector
bundle over Sˆ together with Hermitian trivializations
Φk : E|Sk → S
1 × Cn.
An isomorphism between two bundles E and F over surfaces S and T is a a complex
vector bundle isomorphism Ψ : E → F which covers a biholomorphic map φ : (S, j)→
(T, i), preserves punctures and the asymptotic markers (their numbering and signs)
and respects the asymptotic trivializations.
Define as in Section 1.8.2 above the bundle XE → S¯. Set S˙ = S \Γ. We introduce
the Sobolev space H1(E) which consists of all sections h of E → S˙ of class H1,2loc with
the following behavior near punctures. Suppose, that x is a positive puncture and σ
is an adapted system of holomorphic polar coordinates. Pick a smooth trivialization
ψ of E → S¯ over [0,∞]×S1 (in local coordinates) compatible with the given asymp-
totic trivialization. Then the map (s, t) → ψ(s, t)h ◦ σ(s, t) is assumed to belong
to H1,2(R+ × S1,Cn). A similar condition is required for negative punctures. In a
similar way we define the space L2(XE). Observe that defacto we use measures which
are infinite on S˙ and that the neighborhoods of punctures look like half-cylinders.
A Cauchy-Riemann type operator L on E has the form
(Lh)X = ∇Xh+ J∇jXh+ (ah)X,
where X is a vector field on S. We require, however a particular behaviour of L near
the punctures. Namely, regarding E as a trivial bundle [0,∞] × C n with respect to
the chosen polar coordinates and trivialization near say a positive puncture we require
that
(Lh)(s, t)(
∂
∂s
) =
∂h
∂s
−A(s)h,
where A(s)→ A∞ for an asymptotic operator A∞, as it was previously introduced.
Theorem 1.8.6 The operator L is Fredholm.
The index of L can be computed in terms of Maslov indices of the asympotic operators
(and, of course, the first Chern class of E and the topology of S).
Similar to the case of closed surfaces we define the notion of isomorphic pairs
(E,L) and (F,K), where we emphasize the importance of the compatibility of the
asymptotic trivializations, define the moduli space CRpunct ⊃ CRclosed and the Te-
ichmuller spaces C˜Rpunct ⊃ C˜Rclosed, and extend the determinant line bundle V to
CRpunct and V˜ to C˜Rpunct. The bundle V˜ is orientable by the same reason as in the
case of closed surfaces: each component of the space C˜Rpunct is contractible. How-
ever, unlike the closed case, there is no canonical (complex) orientation of V˜ . Still due
to the requirement that isomorphisms preserves the end structure of the operators,
one can deduce the fact that even isotopically non-trivial isomorphisms preserve the
orientation of V˜ , which shows that the bundle V over CRpunct is orientable.
Let us review now Axioms C1–C3 for the line bundle V over CRpunct. The formu-
lation of Disjoint Union Axiom C1 should be appended by the following requirement.
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Let (E,L) and (F,K) be operators over the punctured Riemann surfaces (S,x =
{x1, . . . , xs}) and (T,y = {y1, . . . , yt}), respectively. Then (E,L)∪˙(F,K) is an op-
erator over the surface S
∐
T with the set of punctures z = {x1, . . . , xs, y1, . . . , yt}.
The disjoint union operation is associative, but not necessarily commutative (unlike
the case of closed surfaces). Axioms C2 and C3 we formulate without any changes
compared to the closed case. By a coherent orientation of the bundle V over CRpunct
we will mean any orientation of V which satisfies Axioms C1–C3.
Take the trivial (and globally trivialized) line bundle E0 = C × C over the 1-
punctured Riemann sphere C = CP 1 \∞. For any admissible asymptotic operator A
we choose a Cauchy-Riemann operator L±A on E0 which has A as its asymptotics at∞.
The superscript ± refers to the choice of∞ as the positive or negative puncture. Note,
that the component of ([E0, L
±
A) in the moduli spaces CR is uniquely determined by
the homotopy class [A] of the asymptotic operator A in the space of non-degenerate
asymptotic operators.
The following theorem describes all possible coherent orientations of the line bun-
dle V over CR.
Theorem 1.8.7 Let us choose an orientation o±A of the operator (E0, L
±
A) for a repre-
sentative A of each homotopy class [A] of non-degenerate asymptotic operators. Then
this choice extends to the unique coherent orientation of the bundle V over CRpunct,
which coincide with the complex orientation over CRclosed.
Thus there are infinitely many coherent orientations of V over CRpunct unlike the case
of closed surfaces, when there are precisely four.
We sketch below the proof of Theorem 1.8.7. First, similar to the case of closed
surfaces, it is sufficient to consider only operators on the trivial, and even globally triv-
ialized bundles. Next take the disjoint union of (E0, L
−
A) and (E0, L
+
A), consider two
circles γ± around the punctures in the two copies of C and apply the cutting/pasting
construction along these circles. As the result we get a disjoint union of an operator
L˜A on the trivial line bundle over the closed Riemann sphere, and an operator LA
over the cylinder C = S1 ×R, which we view as the Riemann sphere with two punc-
tures x1 =∞ and x2 = 0 and consider x1 as a positive puncture and x2 as a negative
one. The operator LA has the same asymptotic operator A at both punctures. Then
Axioms C1 and C3 determine the orientation of LA, because for the operator L˜A we
have chosen the complex orientation. Notice that if one glue L±A in the opposite order,
then we get an operator L
′
A which has the reverse numbering of the punctures. The
orientation of L
′
A determined by the gluing may be the same, or opposite as for the
operator LA, depending on the parity of the Conley-Zehnder index of the asymptotic
operator A.4
Consider now an arbitrary operator (E,L) acting on sections of a complex line
bundle E over a punctured Riemann surface (S,x,µ) with x = {x1, . . . , xs}, E =
S × C n, and the asymptotic operators A1, . . . , As at the corresponding punctures.
For each i = 1, . . . , s consider an operator (E0, Li = L
±
Ai
), where E0 = C × C n, the
4 The operator LA is homotopic to an isomorphism, and thus has a canonical orientation 1⊗ 1
∗.
If we insist on that normalization, than our construction would determine the orientation of L−A in
terms of L+A.
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sign + is chosen if the puncture xi is negative, and the sign + is chosen otherwise.
Using Axiom C1 we orient the operator (E,L)∪˙(E0, Ls), and then choosing circles
around the puncture xs and ∞ apply the cutting/pasting procedure. As the result
we get the disjoint union of an operator L′ over the Riemann surface with punctures
(x1, . . . , xs−1) and the operator LA, or L
′
A depending on whether the puncture xs was
negative, or positive. Hence Axioms C1 and C3 determine the orientation of L′ in
terms of the orientation of L. Repeating the procedure for the punctures xs−1, . . . , x1
we express the orientation of L in terms of the complex orientation of an operator
over the closed surface.
It remains to observe that if E is a trivial complex bundle of rank r > 1, then any
asymptotic operatorA can be deformed through non-degenerate asymptotic operators
to an operator A˜ which is split into the direct sum of asymptotic operators on the
trivial complex line. Hence we can use the direct sum axiom C2 to orient determinants
of operators acting on bundles of arbitrary rank.
1.8.4 Remark about the coherent orientation for asymptotic operators
with symmetries
Let A be an asymptotic operator given by the formula (2), where the loop a(t), t ∈
S1 = R/Z, of symmetric matrices has a symmetry a(t + 1/2) = a(t), t ∈ R/Z.
Let L be a Cauchy-Riemann type operator on a bundle E → S, which has A as
its asymptotic operator at a puncture x ∈ S with an asymptotic marker µ. Let L′
be an operator which differs from L by rotating by the angle π the marker µ to a
marker µ′, with the corresponding change of the trivialization near the puncture. Let
h : S → S be a diffeomorphism which rotates the polar coordinate neighborhood D of
the punctures x by π, and is fixed outside a slightly larger neighborhood. Then the
operator h∗L
′ has the same asymptotic data as L and the isomorphism classes [E,L]
and [E, h∗L
′] belongs to the same component of the space C˜R. Given a coherent
orientation of V , do the orientations oL and oh∗L coincide? It turns out that
Lemma 1.8.8 Let Ψ be the time-one map of the linear Hamiltonian flow ψ(t), defined
by the equation (3). The orientations oL and oh∗L coincide if and only if the number
of real eigenvalues of Ψ (counted with multiplicities) from the interval (−1, 0) is even.
This lemma is the reason why we excluded certain periodic orbits from P in Section
1.2 above. See also Remarks 1.9.2 and 1.9.6.
1.8.5 Coherent orientations of moduli spaces
The moduli spaces of holomorphic curves which we need to orient are zero sets of
nonlinear Cauchy-Riemann type operators, whose linearizations are related to oper-
ators of the kind we described (see below for more details). In general, the moduli
spaces are neither manifolds nor orbifolds, due to the fact that Fredholm sections
cannot be made transversal to the zero section by changing natural parameters like
the almost complex structure or the contact form. Such a transversality will only be
achievable by making abstract perturbations, leading to virtual moduli spaces. Those
28
virtual spaces will be the moduli spaces which will provide us with the data for our
constructions. Nevertheless the Fredholm operators occurring in the description of
the virtual moduli spaces will only be compact perturbations of the Cauchy-Riemann
type operators, and hence the orientation scheme for these virtual moduli spaces does
not differ from the case of moduli spaces of holomorphic curves.
A moduli space M(Γ+,Γ−;W,J) of holomorphic curves in a directed symplectic
cobordism (W =
−−−−→
V −V +, J) is a fiber bundle over the corresponding moduli space of
Riemann surfaces. Its base is a complex orbifold, and hence it is canonically oriented,
while the fiber over a point S, where S is a Riemann surface with a fixed conformal
structure and positions of punctures, can be viewed as the space solutions of the
∂J -equation. If the transversality is achieved than the tangent bundle of a moduli
space M(Γ+,Γ−;W,J) arise as the kernel of the linearized surjective operator ∂J .
The linearization of ∂J at a point f ∈ M(Γ+,Γ−;W,J) is a Fredholm operator in a
suitable functional analytic setting. This set-up involves Sobolev spaces with suitable
asymptotic weights derived from the non-degeneracy properties of the periodic orbits.
It is a crucial observation, again a corollary of the behaviour near the punctures, that
up to a compact perturbation, the operator L splits into two operators L′ and L′′,
where L′ is a complex linear operator acting on the complex line bundle T (S) of
the Riemann surface S, and L′′ is a Cauchy-Riemann type on the the bundle E,
such that T (S) ⊕ E = f∗(TM). This operator is usually only real linear, but most
importantly it is of the kind we just described in our linear theory. The trivialization of
E near the punctures is determined by the chosen in 1.5 trivialization of the contact
structure near periodic orbit of the Reeb vector fields on V ±, and the asymptotic
operators are determined by the linearized Reeb flow near the periodic orbits. We
have detL = detL′ ⊗ detL′′. But detL′ has a canonical complex orientation, and
hence the orientation for detL is determined by the orientation of detL′′. Therefore,
a choice of a coherent orientation of V over CR determines in the transversal case the
orientation of all the moduli spaces M(Γ+,Γ−;W,J).
1.9 First attempt of algebraization: Contact Floer homology
1.9.1 Recollection of finite-dimensional Floer theory
Let us first recall the basic steps in defining a Floer homology theory in the simplest
case of a Morse function f on a finite-dimensional orientable closed manifold M .
We refer the reader to Floer’s original papers (see, for instance, [18]), as well as an
excellent exposition by D. Salamon [62] for the general theory.
First, one forms a graded complex C(f, g) generated by critical points c1, . . . , cN
of f , where the grading is given by the Morse index of critical points. Next, we
choose a generic Riemannian metric g on M which satisfy the Morse-Smale condition
of transversality of stable and unstable varieties of critical points. This enables us
to define a differential d = df,g : C(f, g) → C(f, g) by counting gradient trajectories
connecting critical points of neighboring indices:
d(ci) =
∑
Ljicj ,
where the sum is taken over all critical points cj with ind cj = ind cj−1. The coefficient
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Lji is the algebraic number of trajectories connecting ci and cj. This means that the
trajectories are counted with signs. In the finite-dimensional case the signs could be
determined as follows. For each critical point we orient arbitrarily its stable manifold.
Together with the orientation of M this allows us to orient all unstable manifolds, as
well as the intersections of stable and unstable ones. If ind cj = ind ci − 1 then the
stable manifold of ci and the unstable manifold of cj intersect along finitely many
trajectories which we want to count, and hence each of these trajectories gets an
orientation. Comparing this orientation with the one given by the direction of the
gradient ∇f we can associate with every trajectory a sign. 5
To show that d2 = 0, which then would allow us to define the homology group
H∗(C(f, g), d), we proceed as follows. Let us observe that the coefficients K
j
i in the
expansion d2(ci) =
∑
Kji cj count the algebraic number of broken gradient trajectories
(δil, δlj) passing through an intermidiate critical point cl, l = 1, . . .N . But each
broken trajectory (δil, δlj), which connects critical points whose indices differ by 2,
is a boundary point of the 1-dimensional manifold of smooth trajectories connecting
ci and cj . The algebraic number of boundary points of a compact 1-dimensional
manifold is, of course, equal to 0. Hence Kji = 0, and thus d
2 = 0.
Next we want to show that the homology group H∗(C(f, g), d) is an invariant
of the manifold M (of course, in the case we consider it is just H∗(M)), i.e. it is
independent of the choice of the function f and the Riemannian metric g. The proof
of the invariance consists of three steps.
Step 1. Let us show that given a homotopy of functions F = {ft}t∈[0,1], and a
homotopy of Riemannian metricsG = {gt}t∈[0,1], one can define a homomorphism Φ =
ΦF,G : C(f1, g1) → C(f0, g0) which commutes with the boundary homomorphisms
d0 = df0,g0 and d1 = df1,g1 , i.e.
Φ ◦ d1 − d0 ◦ Φ = 0 .(4)
To construct Φ we consider the product W = M × R and, assuming that the homo-
topies {ft} and {gt} are extended to all t ∈ R as independent of t on (−∞,−1]∪[1,∞),
we define on W a function, still denoted by F , by the formula
F (x, t) =

f0(x) + ct, t ∈ (∞, 0);
ft(x) + ct, t ∈ [0, 1] ;
f1(x) + ct, t ∈ (0,∞),
where the constant c is chosen to ensure that ∂F∂t > 0. Similarly, we use the family of
Riemannian metrics gt to define a metric G onW which is equal to gt onM × t for all
t ∈ R, and such that ∂∂t is the unit vector field orthogonal to the slices M × t, t ∈ R.
5The generalization of this procedure to an infinite-dimensional case is not straightforward, be-
cause stable and unstable manifolds not only can become infinite-dimensional, but in most interesting
cases cannot be defined at all. On the other hand, the moduli spaces of gradient trajectories con-
necting pairs of critical points (which in the finite-dimensional case coincide with the intersection of
stable and unstable manifolds of the critical points) are often defined, and one can use the coher-
ent orientation scheme, similar to the one described in Section 1.8 above for the moduli spaces of
holomorphic curves, to define their orientation.
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The gradient trajectories of ∇F converge to critical points of f1 at +∞ , and to
the critical points of f0 at −∞. For a generic choice of G the moduli space of the
(unparameterized) trajectories connecting two critical points, c1 of f1 and c
0 of f0, is
a compact k-manifold with boundary with corners, where k = ind c1 − ind c0. Hence,
similarly to the above definition of the differential d, we can define a homomorphism
Φ : C(f1, g1)→ C(f0, g0) by taking an algebraic count of gradient trajectories between
the critical point of f1 and f0 of the same Morse index, i.e. Φ(c
1
j ) =
∑
L˜ijc
0
j . The
identity (4) comes from the description of the boundary of the 1-dimensional moduli
spaces of trajectories of ∇F . Notice that the function F has no critical points, and
hence a family of gradient trajectories cannot converge to a broken trajectory in a
usual sense. However, this can happen at infinity. Let us recall that the function F
and the metric G are cylindrical outside of M × [−1, 1]. Hence away from a compact
set a gradient trajectory of F projects to a gradient trajectory of f0 or f1. When the
projection, say at +∞, of a sequence δn : R → W of trajectories of ∇F converges
to a broken trajectory of ∇f1 this can be interpreted as a splitting at +∞. This
phenomenon is very similar to the one described for the moduli spaces of holomorphic
curves in Section 1.6. Namely, there exist gradient trajectories δ : R → W of ∇F ,
and δ′ : R→M1 of ∇f1, such that
− δn → δ uniformly on (−∞, C] for all C;
− there exists a sequence Cn → +∞ such that δ′n(t) = δn(t + Cn) converges to
(δ′(t), t) uniformly on all subsets [−C,∞).
In this sense broken trajectories of the form (δ, δ′) and (δ′′, δ), where δ′′ is a
trajectory of∇f0 form the boundary of the 1-dimensional moduli spaces of trajectories
of∇F connecting critical points c1 of f1 and c0 of f0 with ind c1−ind c0 = 1. Therefore
the algebraic number of these trajectories equals 0. On the other hand, this number
is equal to Φ ◦ d1 − d0 ◦ Φ which yields the identity (4).
Step 2. Our next goal is to check that if (Fu, Gu), u ∈ [0, 1], is a homotopy of homo-
topies which is constant outside of a compact subset of W , then the homomorphisms
Φ0 = ΦF0,G0 and Φ1 = ΦF1,G1 are related via the chain homotopy formula
Φ1 − Φ0 = K ◦ d1 + d0 ◦K,(5)
for a homomorphism K : C(f1, g1) → C(f0, g0). The space of all homotopies (F,G)
connecting given pairs (f0, g0) and (f1, g1) is contractible, and hence (5) implies that
the homomorphism Φ∗ : H∗(C(f1, g1), d1) → H∗(C(f0, g0), d0) is independent of the
choice of a homotopy (F,G).
To prove (5) one studies moduli spaces of gradient trajectories of the whole 1-
parametric family of functions Fu. For a generic choice of the homotopy one has
isolated critical values of the parameter u when appear handle-slides, i.e. gradient
connections between critical points with the index difference −1. By counting these
trajectories one can then define a homomorphismK : C(f1, g1)→ C (f0, g0) in exactly
the same way as the homomorphism Φ was defined in Step 1 by counting trajectories
with the index difference 0.
The identity (5) expresses the fact that the broken trajectories of the form (δ, δ′)
and (δ′′, δ), where δ is a handle-slide trajectory and δ′ is a trajectory of ∇f1, form
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the boundary of the moduli space of index 0 trajectories in the family (Fu, Gu).
The difference in signs in formulas (4) and (5) is a reflection of the fact that the
homomorphism K raises the grading by 1, while Φ leaves it unchanged.
Step 3. Finally we need to show that
(ΦF,G)∗ = (ΦF ′,G′)∗ ◦ (ΦF ′′,G′′)∗,(6)
if (F,G) = {ft, gt}t∈[0,2] is the composition of homotopies (F
′′, G′′) = {f ′′t , g
′′
t }t∈[0,1]
and (F ′, G′) = {f ′t, g
′
t}t∈[1,2]. To prove this we view, as in Step 1, the homotopy (F,G)
as a function and a metric on the cylinder W = M × R. Consider a deformation
(FT , GT ) of F,G, by cutting W open along M × 1 and inserting a cylinder M × [0, T ]
of growing height T with the function and the metric independent of the coordinate
t. When T → +∞ the gradient trajectories of FT with respect to GT split in a sense,
similar to the one explained in Step 2, 6 into a ”broken trajectory” (δ′′, δ′), where
δ′ (resp. δ”) is a trajectory of ∇G′F ′ ( resp. ∇G′′F ′′). Consider the 1-dimensional
moduli spaceM of trajectories of∇GTFT , T ∈ [0,∞), connecting a fixed critical point
c = c2 of f2 with an arbitrary critical point c
0 of f0 with ind c− ind c0 = 1. Then the
boundary of M consists of
a) all the trajectories of ∇G0F0 = ∇GF connecting c
0 and c; they are given by the
expression Φ(c);
b) all the broken trajectories (δ′′, δ′) described above, such that δ′′ begins at c0 and
ends at a critical point c1 of f1 which is, necessarily, of the same Morse index as
c0 and c2, δ′ begins at c1 and ends at c; these broken trajectories are described
by the expression ΦF ′,G′
(
ΦF ′′,G′′(c)
)
;
c) broken trajectories defined according to Step 2 for the 1-dimensional family
FT , T ∈ [0,∞); they are described by the expression K(d0(c)) + d2(K(c)) for
some homomorphism K : C(f2, g2)→ C(f0, g0).
Thus the sum (taken with appropriate signs) of the three expressions defined in a)–c)
equals 0, and thus we get
ΦF ′,G′
(
ΦF ′′,G′′(c)
)
− Φ(c) = K ◦ d0(c) + d2 ◦K(c),
i.e. the homomorphisms Φ and ΦF ′,G′ ◦ ΦF ′′,G′′ are chain homotopic, which yields
formula (6).
We can finish now the proof that the homology groupH∗(C(f, g), d) is independent
of the choice of f and g as follows. Given two pairs (f0, g0) and (f1, g1) we first take any
homotopy (F,G) connecting (f0, g0) with (f1, g1), and also take the inverse homotopy
(F ,G) connecting (f1, g1) with (f0, g0). The composition (F˜ , G˜) of the homotopies
(F,G) and (F ,G) connects the pair (f0, g0) with itself. According to Step 3 we have
(ΦF˜ ,G˜)∗ = (ΦF,G)∗ ◦ (ΦF,G)∗. On the other hand, we have shown in Step 3 that
the homomorphism (ΦF˜ ,G˜)∗ is independent of the choice of a homotopy, connecting
6See also the discussion of a similar phenomenon for the moduli spaces of holomorphic curves in
Section 1.6 above.
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(f0, g0) with itself, and hence it equals the identity. Therefore, we conclude that
(ΦF,G)∗ is surjective, while (ΦF,G)∗ is injective. Taking the composition of homotopies
(F ,G) and (F,G) in the opposite order we prove that both homomorphisms are
bijective.
A. Floer discovered that the finite-dimensional scheme which we explained in this
section works, modulo some analytic complications, for several geometrically inter-
esting functional on infinite-dimensional spaces. For instance, in the symplectic Floer
homology theory one deals with critical points of the action functional. Its critical
points are periodic orbits of a Hamiltonian system, while for an appropriate choice of a
metric and an almost complex structure the gradient trajectories can be interpreted as
holomorphic cylinders which connect these trajectories. The role of broken trajecto-
ries is played here by split holomorphic cylinders, and finite-dimensional compactness
theorems are replaced by the highly non-trivial Gromov compactness theorem for
holomorphic curves.
In the rest of this section we explore the Floer-theoretic approach for the problem
of defining invariants of contact manifolds. We will see that this approach works only
in a very special and restrictive situation. However, the general algebraic formalism
of SFT, though quite different, has a distinctive flavor of a Floer homology theory.
1.9.2 Floer homology for the Action functional
Let us make an attempt to define invariants of contact manifolds in the spirit of Floer
homology theory. Let (V, ξ) be a contact manifold with a fixed contact form α and
an almost complex structure J : ξ → ξ, compatible with the symplectic form dα|ξ.
Then J and dα define a Riemannian metric on the vector bundle ξ by the formula
g(X,Y ) = dα(X, JY ) for any vectors X,Y ∈ ξ. We extend g to the whole tangent
bundle T (V ) by declaring the vector field Rα to be the unit normal field to ξ. Consider
the free loop space
Λ(V ) = {u : S1 = R/Z→ V },
and define the action functional
S : Λ(V )→ R by the formula S(γ) =
∫
γ
α.(7)
The least action principle tells us that the critical points of the functional S are, up
to parameterization, the periodic orbits of the Reeb field Rα.
The metric g on T (V ) defines a metric on Λ(V ) and thus allows us to consider
gradient trajectories of the action functional connecting critical points of V . The
gradient direction ∇S(u), u ∈ Λ(V ), is given by the vector field Jπ(dudt ), where
π : T (V )→ ξ is the projection along the Reeb direction, so that a gradient trajectory
u(t, s), t ∈ R/Z, s ∈ R, is given by the equation
∂u
∂s
(t, s) = Jπ
(∂u
∂t
(t, s)
)
.(8)
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Equation (8) has a flavor of a Cauchy-Riemann equation. We want to modify it into
a genuine one. Namely, consider the Cauchy-Riemann equation
∂U
∂t
(t, s) = J
∂U
∂s
(t, s)
for U(s, t) =
(
u(s, t), ϕ(s, t)
)
∈ V × R. It can be rewritten as a system
∂u
∂s
(t, s) = Jπ
(∂u
∂t
(t, s)
)
+
∂ϕ
∂t
(t, s)Rα(u(t, s)
∂ϕ
∂s
(s, t) = −
〈∂u
∂t
(t, s), Rα(u(t, s))
〉
.
(9)
Notice that dS(∇S + ψRα) ≥ 0 for any function ψ(t, s). Hence, the first equation
of the system (9) can be viewed as the flow equation of the gradient-like vector-field
∇S+ ∂ϕ∂t Rα. Trajectories of this gradient like field connecting critical points γ
−, γ+ of
the action functional correspond to elements of the moduli space M0(γ−, γ+;W,J),
and therefore the Floer homology philosophy ([18]), which we described above in the
finite-dimensional case, suggests the following construction.
Let us associate a variable qγ with every periodic orbit γ ∈ Pα and assign to it
the grading
deg qγ = CZ(γ) + (n− 3).
The choice of the constant n−3 is not important for purposes of this definition, but it
will become important for generalizations considered in the second part of this paper.
Let A be the group algebra C [H2(V )]. We will fix a basis A1, . . . , AN ofH2(V ;C )
and identify each homology class
∑
diAi with its degree d = (d1, . . . , dN ). Thus
we can view the algebra A as the algebra of Laurent polynomials of N variables
z1, . . . , zN with complex coefficients, and write its elements in the form
∑
adz
d, where
zd = zd11 · · · z
dN
N . The variables zi are also considered graded, deg zi = −2c1(Ai), i =
1, . . . , N . Consider a complex F generated by the (infinitely many) graded variables
qγ with coefficients in the graded algebra A, and define a differential ∂ : F → F by
the formula:
∂qγ =
∑
γ′,d
nγ,γ′,d
κγ′
zdqγ′ ,(10)
where κγ′ denotes the multiplicity of the orbit γ
′, the sum is taken over all trajectories
γ′ ∈ Pα and d = (d1, . . . , dN ) with
CZ(γ′) = CZ(γ) + 2〈c1, d〉 − 1,
and the coefficient nγ,γ′,d counts the algebraic number of components of the 0-
dimensional moduli space Md0(γ
′, γ;W,J)/R.7 Notice that the Liouville flow of the
7 Let us recall that according to our definition of the moduli space Md0(γ
′, γ;W,J)/R the coeffi-
cient nγ,γ′ ,d counts equivalence classes of holomorphic curves with asymptotic markers, and hence
each holomorphic cylinder connecting γ and γ′ is counted κγκγ′ times, unless the cylinder itself is
multiply covered. The role of the denominators κγ′ in formula (10), as well in a similar formula (11)
below, is to correct this “over-counting”.
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vector field ∂∂t defines a R-action on the moduli spacesM
d
0(γ
′, γ;W,J), which makes
the 1-dimensional components of the moduli spaces canonically oriented. Comparing
this orientation with the coherent orientation we produce signs which we use in the
formula (10).
To simplify the assumptions in the propositions which we formulate below we
will assume for the rest of this section that c1|π2(V ) = 0. This assumption allows us
to define for any contractible periodic orbit γ the Conley-Zehnder index CZdisk(γ)
computed with respect to any disk ∆ spanned by γ in V . We denote degdisk(γ) =
CZdisk(γ) + n− 3.
Proposition 1.9.1 If for a contact form α the Reeb field Rα has no contractible
periodic orbits γ ∈ Pα with degdisk(γ) = 1, then ∂
2 = 0.
Sketch of the proof. Similarly to the finite-dimensional case considered in Section
1.9.1 above the identity ∂2 = 0 in Floer homology is equivalent to the fact that
the codimension 1 stratum of the compactified moduli spaces Md0(γ
′, γ) consists of
broken trajectories, which in our case are represented by the height 2 stable curves
(f1, f2), f1 ∈ Md
′
0 (γ
′, γ′′)/R, f2 ∈ Md
′′
0 (γ
′′, γ)/R, where d = d′ + d′′. However,
in the general case a sequence of holomorphic cylinders in Md0(γ
′, γ) can split into
curves different from cylinders, as it is stated in Proposition 1.7.2 and Corollary
1.6.5. But if this happens then the first-floor curve f1 must have a component which
is conformally equivalent to C and asymptotically cylindrical over a contractible orbit
at +∞. Moreover, if (f1, f2) belongs to a top-dimensional stratum of the boundary of
the moduli space Md0(γ
′, γ), then degdisk(γ) = 1, which contradicts our assumption.
Remark 1.9.2 Let us recall that we excluded from P certain “bad” periodic orbits
(see the footnote in Section 1.2). However on the boundary of the moduli space
Md0(γ
′, γ) there could be a stratum which consists of height 2 stable curves (f1, f2),
f1 ∈ Md
′
0 (γ
′, γ′′), f2 ∈ Md
′′
0 (γ
′′, γ′), where the orbit γ′′ is one of the bad orbits
which we excluded from P . The orbit γ′′ has even multiplicity 2k, and hence on the
boundary of Md0(γ
′, γ) there are 2k strata which correspond to 2k different possible
positions of the asymptotic marker at the punctures mapped to γ′′. The Poincare´
return map of the Reeb flow along the orbit γ′′ has an odd number of eigenvalues
in the interval (−1, 0), and hence according to Lemma 1.8.8 the coherent orientation
will automatically assign to these orbits opposite signs, which means that these strata
will not contribute to the sum (10). This explains why the exclusion of bad orbits is
possible. Remark 1.9.6 below explains why this exclusion is necessary.
Now we follow Steps 1–3 in Section 1.9.1 above to show the independence of the
homology group
⊕Hk(F, ∂) = Ker∂/Im∂,
graded by the degree k, of the choice of a nice contact form α and a compatible almost
complex structure J .
Suppose now that we have a directed symplectic cobordism W =
−−−−→
V −V +, and J is
a compatible almost complex structure on W . Suppose that the inclusions V ± →֒W
35
induce isomorphisms on 2-dimensional homology. Then we can define a homomor-
phism Φ = ΦW : F
+ → F− by the formula
Φ(qγ) =
∑
γ′,d
1
κγ′
nγ,γ′,dz
dqγ′ ,(11)
where the sum is taken over all trajectories γ′ ∈ P− and d with CZ(γ′) = CZ(γ) +
2〈c1, d〉, and the coefficient nγ,γ′,d counts the algebraic number of points of the com-
pact 0-dimensional moduli space Md0(γ
′, γ;W,J). If the condition on the second
homology is not satisfied then the above construction gives us only a correspondence,
rather than a homomorphism. See Section 2.5 for the discussion of a more general
case.
Proposition 1.9.3 Suppose that the contact forms α± associated to the ends satisfy
the condition degdisk(γ) 6= 0, 1 for any contractible in W periodic orbit γ ∈ P
±. Then
the homomorphism ΦW commutes with ∂.
Proposition 1.9.4 Let Jt, t ∈ [0, 1], be a family of almost complex structures com-
patible with the directed symplectic cobordism W =
−−−−→
V −V +. Suppose that the forms
α± associated to the ends satisfies the condition degdisk(γ) 6= −1, 0, 1 for any con-
tractible in W periodic orbit γ ∈ P±. Then the homomorphisms Φ0 = ΦW,J0 and
Φ1 = ΦW,J1 are chain homotopic, i.e there exists a homomorphism ∆ : F
+ → F−
such that Φ1 − Φ0 = ∂∆+∆∂.
Proposition 1.9.5 Given two cobordisms W1 and W2, and a compatible almost com-
plex structure J on the composition W1 ⊚W2, the homomorphism ΦW1⊚W2 is chain-
homotopic to ΦW1 ◦ ΦW2 .
Together with an obvious remark that for the cylindrical cobordism W0 the ho-
momorphism ΦW0 is the identity, Propositions 1.9.1–1.9.4 imply that if a contact
structure ξ on V admits a nice contact form, i.e. a form without contractible periodic
orbits of index −1, 0 and 1, then the contact homology group
⊕HCk(V, ξ) = ⊕Hk(F, ∂)
is well defined and independent of the choice of a nice contact form and a compatible
almost complex structure (however, if H2(V ) 6= 0 and/or H1(V ) 6= 0 it depends on
a choice of spanning surfaces Fγ and the framing of the bundle ξ over basic loops).
Similarly to what was explained in the sketch of the proof Proposition 1.9.1 the
“niceness” assumptions guarantees that the top codimension strata on the boundary
of the involved moduli spaces consist of height 2 cylindrical curves, and thus the
proofs of Propositions 1.9.3–1.9.5 may precisely follow the standard scheme of the
Floer theory (see [18, 62]).
Remark 1.9.6 Similarly to what we explained in Remark 1.9.2 the coefficient nγ,γ′
in the definition (11) of Φ equals 0 if at least one of the orbits γ, γ′ is “bad”. Hence,
in the presence of “bad” orbits the homomorphism Φ could never be equal to the
identity, even for the cylindrical cobordism. This explains why the exclusion of “bad”
periodic orbits is necessary.
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Besides the degree (or Conley-Zehnder) grading, the contact homology group is
graded by elements of H1(V ), because the boundary operator preserves the homology
class of a periodic orbit. We will denote the part of HC∗(V, ξ) which correspond to
a class a ∈ H1(V ) by HC∗(V, ξ|a). One can similarly construct a contact homology
group HCcontr∗ (V, ξ), generated only by contractible periodic orbits, which is another
invariant of the contact manifold (V, ξ).
Contact structures which admit nice contact forms do exist, as it is illustrated by
examples in Section 1.9.3 below. However, the condition of existence of a nice form is
too restrictive. The general case leads to an algebraic formalism developed in Sections
2.2–2.5 below.
1.9.3 Examples
1. Contact homology of the standard contact sphere S2n−1.
Take the 1-form α = 12
∑
(xidyi − yidxi), which is a primitive of the standard
symplectic structure in R2n. Its restriction to a generic ellipsoid
S = {
∑ x2i + y2i
a2i
= 1}
is a nice contact form for the standard contact structure ξ on the sphere S = S2n−1.
The form α|S has precisely one periodic orbit for each Conley-Zehnder index n+2i−1
for i = 1, . . . ,. Hence the contact homology group HC∗(S, ξ) has one generator in
each dimension 2i, i ≥ n− 1. See also the discussion in Section 2.9.2 below.
2. Contact homology of Brieskorn spheres.
Ilya Ustilovsky computed ([63]) the contact homology of certain Brieskorn spheres.
Let us consider the Brieskorn manifold
Σ(p, 2, . . . , 2︸ ︷︷ ︸
n
) = {zp0 +
n∑
1
z2j = 0} ∩ {
n∑
0
|zj|
2 = 1} ⊂ C n+1.
Σ(p, 2, . . . , 2︸ ︷︷ ︸
n
) carries a canonical contact structure as a strictly pseudo-convex hyper-
surface in a complex manifold.
Suppose that n = 2m + 1 is odd, and p ≡ 1 mod 8. Under this assumption
Σ(p, 2, . . . , 2︸ ︷︷ ︸
n
) is diffeomorphic to S2n−1 (see [7]). However, the following theorem of
Ustilovsky implies that the contact structures on Brieskorn spheres Σ(p, 2, . . . , 2︸ ︷︷ ︸
n
) and
Σ(p′, 2, . . . , 2︸ ︷︷ ︸
n
) are not isomorphic, unless p = p′. This result should be confronted with
a computation of Morita ([54] ), which implies that the formal homotopy class (see
Section 1.1 above) of the contact structure on Σ(p, 2, . . . , 2︸ ︷︷ ︸
n
) is standard, provided p ≡
1 mod 2(2m!). Hence, Ustilovsky’s theorem provides infinitely many non-isomorphic
contact structures on S4m+1 in the standard formal homotopy class.
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Theorem 1.9.7 (I. Ustilovsky, [63]) The contact homology
HC∗
Σ(p, 2, . . . , 2︸ ︷︷ ︸
n
)

is defined, and the dimension
ck = dim HCk
Σ(p, 2, . . . , 2︸ ︷︷ ︸
n
)

is given by the formula
ck =

0, k is odd or k < 2n− 4,
2, k = 2
[
2N
p
]
+ 2(N + 1)(n− 2), for N ≥ 1, 2N + 1 /∈ pZ,
1, in all other cases.
3. Contact homology of boundaries of subcritical Stein manifolds.
A co-oriented contact manifold (V, ξ) is called Stein-fillable if it can be realized as a
strictly pseudoconvex boundary of a complex manifoldW , whose interior is Stein, and
if the co-oriented contact structure ξ coincides with the canonical contact structure of
a strictly pseudo-convex hypersurface. We say that (V, ξ) admits a subcritical Stein
filling if the corresponding Stein manifold IntW admits an exhausting plurisubhar-
monic function without critical points of dimension dimC (W ). If dimV > 3 then one
can equivalently require that W deformation retracts to a CW-complex of dimension
< dimC W (see [13]).
Mei-Lin Yau studied in her PhD thesis [69] contact homology of contact manifolds
admitting a subcritical Stein filling. Here is her result.
Theorem 1.9.8 (Mei-Lin Yau, [69]) Let (V, ξ) be a contact manifold of dimension
2n−1 which admits a subcritical Stein fillingW . Suppose that c1(V ) = 0 and H1(V ) =
0. Let c1, . . . , ck be generators of H∗(W ). Then the contact homology HC∗(V ) is
defined and generated by elements qi,j of degree deg qi,j = 2(n+ i− 2)−dimcj, where
j = 1, . . . , k, and i ≥ 1.
4. Contact homology of T 3 and its coverings.
Set αn = cos 2πnz dx + sin 2πnz dy. This contact form descend to the 3-torus
T 3 = R3/Z3 and defines there a contact structure ξn. The structure ξ1 is just the
canonical contact structure on T 3 as the space of co-oriented contact elements of T 2.
The form αn for n > 1 is equal to the pull-back π
∗
n(α1), where πn : T
3 → T 3 is the
covering (x, y, z) 7→ (x, y, nz). Notice that all structures ξn are homotopic as plane
field to the foliation dz = 0.
Theorem 1.9.9 The contact homology group HC∗(T
3, ξn|w), where w is the homol-
ogy class (p, q, 0) ∈ H1(T 3), is isomorphic to Z2n.
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In particular we get as a corollary a theorem of E. Giroux:
Corollary 1.9.10 (E. Giroux, [26]) The contact structures ξn, n = 1, . . . , are pair-
wise non-isomorphic.
The contact manifold (T 3, ξ1) is foliated by pre-Lagrangian tori Lp,q, indexed by
simple homology classes (p, q) ∈ H1(T 2). Each torus Lp,q is foliated by the S1-
family of lifts of closed geodesics which represent the class (p, q). Thus for any given
(p, q) ∈ H1(T 2) (even when (p, q) have common divisors) the set of closed orbits in
Pα1 which represent the class (p, q, 0) ∈ H1(T
3) is a circle Sp,q, and for any n ≥ 1
the set of closed orbits in Pαn which represent the class (p, q, 0) ∈ H1(T
3) consists
of n copies S1p,q, . . . , S
n
p,q of such circles. The forms αn have no contractible periodic
orbits, but of course, they are degenerate. To compute the contact homology groups,
one can either work directly with these degenerate forms, as it is explained in Section
2.9.2 below, and show that HC∗(T
3, ξn|w) = H∗(
n⋃
1
Sip,q) = Z
2n, or first perturb the
form α1, and respectively all its covering forms αn = π
∗
n(α1), in order to substitute
each circle Sip,q by two non-degenerate periodic orbits, and then show that the orbits
from each of these pairs are connected by precisely two holomorphic cylinders, which
cancel each other in the formula for the boundary operator ∂.
1.9.4 Relative contact homology and contact non-squeezing theorems
Let us observe that the complex (F, ∂) is filtrated by the values of the action functional
S, F =
⋃
a∈R
Fa, where the complex Fa is generated by variables qγ with S(γ) ≤ a. The
differential ∂ respects this filtration, and hence descends to Fb/Fa, a < b. Hence, one
can define the homology H
(a,b]
∗ (F, ∂) = H∗(F
b/Fa, ∂) in the window (a, b] ⊂ R. Of
course, H
(a,b]
∗ depends on a choice of a particular nice form α. If α > β then we have
a map Φ∗ : H
(a,b]
∗ (F, ∂;α)→ H
(a,b]
∗ (F, ∂;β). We write H
a instead of H(−∞,a].
Consider now a contact manifold (V, ξ) which is either closed, or satisfies the
following pseudo-convexity condition at infinity. A contact manifold (V, ξ = {α =
0}) with a fixed contact form a is called pseudo-convex at infinity if there exists a
compatible almost complex structure J on the symplectization V × R for which V
can be exhausted by compact domains Vi with smooth pseudo-convex boundary. A
sufficient condition for pseudo-convexity is existence of an exhaustion V =
⋃
Vi, such
that for each i = 1, . . . , trajectories of the Reeb field Rα|Vi do not have interior
tangency points with ∂Vi. For instance, for the standard contact form α = dz −∑
yidxi on R
2n+1 the latter condition is satisfied for an exhaustion of R2n+1 by round
balls, and ence the standard contact form on R2n+1 is pseudo-convex at infinity.
Our goal is to define a relative contact homology groupHC∗(V, U, ξ) for a relatively
compact open subset U ⊂ V , so that this group would be invariant under a contact
isotopy of U in V .
Let us fix a contact form α on V which satisfies the above pseudo-convexity con-
dition. Let us denote by FU,α the set of C
∞-functions f : V → [0,∞) which are ≤ 1
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on U , and for which the contact form fα is nice and pseudo-convex at infinity.8 Take
a strictly increasing sequence of functions fi ∈ FU,α, such that
a) max
K
fi →
i→∞
∞ for each compact set K ⊂ (V \ U);
b) fi|U →
i→∞
1 uniformly on compact sets.
Proposition 1.9.11 The limit
HC∗(V, U, ξ) = lim
a→+∞
lim
←
HCa∗ (V, fiα)(12)
is independent of α, and thus it is an invariant of the contact pair (V, U). A con-
tact isotopy ft : V → V induces a family of isomorphisms (ft)∗ : H∗(V, U) →
H∗(V, ft(U)). An inclusion i : U1 7→ U2 induces a homomorphism
i∗ : HC∗(V, U1, ξ)→ HC∗(V, U2, ξ).
One of the most celebrated results in Symplectic topology is Gromov’s non-
squeezing theorem which states that one cannot symplectically embed a 2n-ball of
radius 1 into D2r × R
2n−2 for r < 1. Here D2r denotes a 2-disk of radius r and
D2r ×R
2n−2 is endowed with the product of standard symplectic structures. Because
of the conformal character of contact geometry one cannot expect as strong non-
squeezing results for contact manifolds: one can embed any domain in the standard
R2n−1 in an arbitrary small ball. However, it turns out that it is not always possible
to realize a contact squeezing via a contact isotopy inside a manifold with a non-trivial
first Betti number.
As an example, consider the 1-jet bundle
V = J1(Rn, S1) = T ∗(Rn)× S1
of S1-valued functions with its standard contact structure ξ, given by the contact
form α = dz −
∑
yidxi, (x, y) ∈ R2n = T ∗(Rn), z ∈ S1 = R/Z. The contact form
α satisfies the condition of pseudo-convexity at infinity and it is nice: the Reeb field
equals ∂∂z , and thus it has no contractible periodic orbits. Let us consider the class
N of domains Ω ⊂ V which are images of the split domains U × S1 ⊂ V under a
contact isotopy of V , where U is connected. For any Ω ∈ N the relative contact
homology group HC∗(V,Ω) is well defined because for any function f : R
2n → R the
form f(x, y)α is nice.
Let us denote by Er(Ω), Ω ∈ N , the space of contact embeddingsDr×S1 → Ω×S1,
contact isotopic in V to the inclusion
Dr × S
1 →֒ R2n × S1 = V .
Notice, that for any two embeddings f, g ∈ Er(Ω) there exists a positive ρ ≤ r, such
that the restrictions f |Dρ×S1 and g|Dρ×S1 are isotopic via a contact isotopy.
8 Of course, the set FU,α may be empty, because the niceness condition is very restrictive. In
this case one needs to employ a more general construction from Section 2.2.3.
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Given a contact embedding f ∈ Er(Ω) there is defined a homomorphism
f∗ : HC∗(V,Dr × S
1, ξ)→ HC∗(V,Ω, ξ) .
Let us choose a symplectic trivialization of the contact bundle ξ induced by the
projection V → R2n. We will assume that indices of periodic orbits, and hence the
grading of contact homology groups, are associated with this trivialization.
For each homology class k ∈ Z = H1(Dr × S1) let us consider the maximal
l = l(f, k) such that
Ker
(
f∗|HCl(V,Dr×S1,ξ|k)} 6= 0, ,
and define an invariant wcont(V,Ω), called the relative contact width by the formula
wcont(V,Ω) = sup
k,r>0,f∈Er(U)
2k
l(f, k)
.(13)
S.-S. Kim has computed wcont(V,Ω) for certain domains Ω. In particular, she
proved
Proposition 1.9.12
wcont(V,D
2n
r × S
1) = πr2;
wcont(V,D
2
r ×D
2n−2
R × S
1) = πr2,
if R ≥ r.
The contact width is clearly a monotone invariant, i.e.
wcont(V, U1 × S
1) ≤ wcont(V, U2 × S
1)
if U1 ⊂ U2. Hence Proposition 1.9.12 implies
Corollary 1.9.13 Suppose that r < min(r′, R). Then there is no contact isotopy
ft : D
2n
r′ × S
1 → V such that f0 is the inclusion, and
f1(D
2n
r′ × S
1) ⊂ D2r ×D
2n−2
R × S
1.
Problem 1.9.14 Suppose there exists a contact isotopy ft : V = R
2n × S1 → V
with f0 = Id and f1(U1 × S
1) ⊂ U2 × S
1. Does there exist a Hamiltonian isotopy
gt : R
2n → R2n such that g0 = Id and g1(U1) ⊂ U2?
Notice that the converse is obviously true.
2 Algebraic formalism
2.1 Informal introduction
The Floer-theoretic formalism described in Section 1.9 is applicable only to a very
limited class of contact manifolds. As it follows from Theorem 1.6.2 the boundary
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of the moduli space of holomorphic cylinders in the symplectization may consist of
stable curves, different from broken cylinders; for instance, it may contain height 2
stable curves which consist of a pair of pants on the upper level, and a copy of C
plus a trivial cylinder at the bottom one. Hence the minimal class of holomorphic
curves in symplectizations which has the property that the stable curves of height
> 1 on the boundary of the corresponding moduli space are made of curves from
the same class, must contain all rational curves with one positive and an arbitrary
number of negative punctures. The counting of curves with one positive and arbitrary
number of negative punctures can still be interpreted as a differential, but this time
defined not on the vector space generated by periodic trajectories but on the graded
algebra which they generate. Thus this leads to a straightforward generalization of
the Floer type formalism considered in Section 1.9 when instead of the additive Floer
complex F generated by the variables qγ , one considers a graded commutative algebra
A generated by these variables, and when instead of the formula (10) the differential
∂qγ is defined as a polynomial of a higher degree, rather than a linear expression as
in the Floer homology case. Namely, we define
∂qγ =
∑ nΓ,I,d
k!
∏k
1 ij !κ
ij
γj
qi1γ1 . . . q
ik
γkz
d,(14)
where the sum is taken over all ordered 9 sets of different periodic orbits Γ =
{γ1, . . . , γk}, multi-indices d = (d1, . . . , dN ) and I = (i1, . . . , ik), ij ≥ 0, and where
the coefficient nΓ,I,d counts the algebraic number of elements of the moduli space
Md0(γ; γ1, . . . , γ1︸ ︷︷ ︸
i1
, . . . , γk, . . . , γk︸ ︷︷ ︸
ik
)/R,
if this space is 0-dimensional, and equals 0 otherwise. The differential ∂ extends
to the algebra F according to the graded Leibnitz rule. Roughly speaking, ∂qγ is a
polynomial, whose monomomials qγ1 . . . qγl are in 1-1 correspondence with rigid, up
to translation, rational holomorphic curves with one positive cylindrical end over γ
and l negative cylindrical ends over trajectories γ1, . . . , γl.
It turns out that the quasi-isomorphism class of the differential algebra (A, ∂) is
independent of all extra choices (see Section 2.2.3 below). In particular, the contact
homology algebra H∗(A, ∂) is an invariant of the contact manifold (M, ξ).
Having included into the picture the moduli spaces of rational curves with one
positive and several negative punctures, one may wonder, what is the role of rational
curves with an arbitrary number of positive and negative punctures. One can try to
interpret the counting of rational holomorphic curves with fixed number of positive
and an arbitrary number of negative punctures as a sequence of bracket type oper-
ations on the algebra A. These operations satisfy an infinite system of indentities,
which remind the formalism of homotopy Lie algebras.
However, there is a more adequate algebraic formalism for this picture. Let us
associate with each periodic orbit γ two graded variables pγ and qγ of the same
parity (but of different integer grading, as we will see in Section 2.2.2 below), and
consider an algebra P of formal power series
∑
fΓ(q)p
Γ, where fΓ(q) are polynomials
9The coefficient 1
k!
is the price we pay for taking ordered sets of periodic orbits.
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of q = {qγ} with coefficients in (a completion of) the group algebra of H2(V ). It
is useful to think about the algebra P as the graded Poisson algebra of functions
on the infinite-dimensional symplectic super-space V with the even symplectic form∑
γ∈P
κγ
−1dpγ ∧dqγ , or rather on its formal analog along the 0-section {p = {pγ} = 0}.
With each 0-dimensional moduli space Md0(Γ
−,Γ+)/R,
Γ± = {γ±1 , . . . γ
±
1︸ ︷︷ ︸
i±1
, . . . , γ±s± . . . γ
±
s±︸ ︷︷ ︸
i±
s±
},
we associate a monomial
nΓ−,Γ+,d
s−!s+!(i−1 )! . . . (i
−
s−)!(i
+
1 )! . . . (i
+
s+)!
qI
−
γ−p
I+
γ+z
d,
where qI
−
γ− = (qγ−1
)i
−
1 . . . (qγ−
s−
)i
−
s− , pI
+
γ+ = (pγ+1
)i
+
1 · · · (pγ+
s+
)i
+
s+ , and nΓ−,Γ+,d is the
algebraic number of elements of the moduli space Md0(Γ
−,Γ+)/R.
The sum of all these monomials over all 1-dimensional moduli spacesMd0(Γ
−,Γ+)
for all ordered sets Γ−,Γ+ of periodic orbits is an odd element h ∈ P. All the op-
erations on the algebra A which we mentioned above appear as the expansion terms
of h with respect to p-variables. It turns out that the infinite system of identities
for operations on A, which we mentioned above, and which is defined by counting
holomorphic curves with a certain fixed number of positive punctures, can be en-
coded into a single equation {h,h} = 0. Then the differentiation with respect to the
Hamiltonian vector field, defined by the Hamiltonian h:
dh(g) = {h, g}, g ∈ P,
defines a differential d = dh : P → P, which satisfies the equation d2 = 0. Thus one
can define the homology H∗(P, d
h) which inherits the structure of a graded Poisson
algebra.
The identities, like d2 = 0 and ∂2 = 0, encode in algebraic terms information about
the structure of the top-dimensional strata on the boundary of compactified moduli
spaces of holomorphic curves, as it is described in Proposition 1.7.2 above. For in-
stance, the codimension 1 strata on the boundary of the moduli spaceMd0(Γ
−,Γ+)/R
consists of height two stable rational curves (f1, f2). Each floor of this curve may be
disconnected, but precisely one of its components differs from the straight cylinder.
Each connected component of f1 can be glued with a component of f1 only along one
of their ends. One can easily see that the combinatorics of such gluing precisely corre-
sponds to the Poisson bracket formalism and that the algebraic sum of the monomials
associated to all stable curves of height two equals {h,h}. On the other hand, the
algebraic number of such height 2 curves equals 0 because they form the boundary of
the a compactified 1-dimensional moduli space of holomorphic curves. Hence we get
the identity {h,h} = 0. The identity is not tautological due to the fact that h is odd.
In view of the super-Jacobi identity it is equivalent to the identity (dh)2 = 0.
One can go further and include into the picture moduli spaces of punctured holo-
morphic curves of higher genus. Introducing a new variable, denoted ~, to keep track
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of the genus, one can associate with each 0-dimensional moduli spaceMdg(Γ
−,Γ+)/R
a monomial nΓ−,Γ+,d,g
s−!s+!(i−1 )! . . . (i
−
s−)!(i
+
1 )! . . . (i
+
s+)!
qI
−
γ−p
I+
γ+~
g−1zd,
and form a generating function H = ~−1
∞∑
g=0
Hg~
g counting all rigid holomorphic
curves of arbitrary genus, whose term H0 coincides with h. Again, the codimension
1 strata of the boundary of the moduli spacesMg(Γ
−,Γ+) consists of height 2 stable
curves, but unlike the case of rational curves, two connected components on different
levels can be glued together along an arbitrary number of ends. The combinatorics of
such gluing can be described by the formalism of algebra of higher order differential
operators. Fig. 4 illustrates how the composition of differential operators can be
interpreted via gluing of Riemann surfaces with punctures. A letter pi in the picture
represents a differential operator ~ ∂∂qi , and a surface of genus g with upper punctures
pi1 , . . . , pik and lower punctures qj1 , . . . , qjl represents a differential operator
~g−1qj1 . . . qjlpi1 . . . pik = ~
g−1qj1 . . . qjl
(
~
∂
∂qi1
)
. . .
(
~
∂
∂qik
)
.
Thus we are led to consider H as an element of the Weyl super-algebra W. This
algebra should be viewed as a quantization of the Poisson algebra P, so that the
description of the boundary of the moduli spaces is given by the equation [H,H] = 0,
where [ , ] denotes the commutator in W. As in the rational case, this identity is
equivalent to the identity D2H = 0 for the differential D
H(f) = [H, f ]. Hence we can
define the homology algebraH∗(W, D
H), which also turns out to be an invariant of the
contact manifold (V, ξ). Similarly to the standard Gromov-Witten theory for closed
symplectic manifolds one can develop an even more general formalism by encoding in
H information about higher-dimensional moduli spaces of holomorphic curves. This
leads to a deformation of the differential algebra (W, DH) along the space of closed
forms on V . The corresponding family of homology algebras is then parameterized
by H∗(V ).
After going that far it is natural to make the above algebraic structure for contact
manifolds a part of a formalism in the spirit of topological field theory, which we
call Symplectic Field Theory, and which also includes the theory of Gromov-Witten
invariants of closed manifolds. To do that one considers moduli spaces of holomorphic
curves with cylindrical ends in directed symplectic cobordismsW =
−−−−→
V −V +. The gen-
erating function counting rational holomorphic curves in W can be naturally written
as a function f(q−, p+) of p+-variables associated with the positive end V +, and q−-
variables associated with the negative end V − of the cobordism W . It turns out that
the Lagrangian submanifold in (−V−) × V+ generated by the function f defines a
Lagrangian correspondence LW ⊂ (−V−)× (V+) which transforms the Hamiltonian
functions h+ and h− to each other, i.e.(
h−(p−, q−)− h+(p+, q+)
)
|LW = 0,(15)
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Figure 4: There are four different way to glue the lower and upper surfaces on the pic-
ture along their matching ends, i.e. the ends denoted by p’s and q’s with the same index.
These 4 ways correspond to 4 terms in the composition formula for differential operators:
(~−1p1p2p3) ◦ (~
−1q1q2p1) = p1p3 + ~
−2q1q2p
2
1p2p3 + ~
−1q1p
2
1p3 + ~
−1q2p1p2p3 . We are
ignoring here the sign issues and assuming all the boundary components to be simple orbits.
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where
LW =
q
+
γ+ = κγ+
∂f
∂p+
γ+
(q−, p+));
p−γ− = κγ−
∂f
∂q−
γ−
(q−, p+)).
We recall that κγ± denotes the multiplicity of the orbit γ
±.
The composition of symplectic cobordisms produces the composition of Lagrangian
correspondences, so that if one consider a “Heegard splitting” of a closed symplectic
manifoldW along a contact hypersurface V , then the computation of Gromov-Witten
invariants ofW can be viewed as a Lagrangian intersection problem in the symplectic
super-space V associated to the contact manifold V .
After what was said it should not come as a surprise that in the quantized picture
Lagrangian correspondences are being replaced by Fourier integral operators, and the
composition of correspondences by the convolution of the corresponding operators.
We describe below the SFT-formalism with more details. We treat contact mani-
folds in Section 2.2 and symplectic cobordisms in Section 2.3. Section 2.4 is devoted
to the SFT-version of the chain homotopy statement in Floer homology theory. In
Section 2.5 we introduce the composition formula for the SFT-invariants of symplec-
tic cobordisms. In Section 2.6 we discuss how the introduced algebraic structures of
contact manifolds depend on extra choices. Section 2.7 is devoted to a differential
equation for the potential F of a directed symplectic cobordism with a non-empty
boundary. Together with the gluing formula from Section 2.5 this equation provides
an effective tool for computing Gromov-Witten invariants. The remainder of the
paper has even more sketchy character than the rest of the paper. Section 2.8 is
devoted to invariants of Legendrian submanifolds via SFT. Section 2.9 is devoted to
various examples and possible generalizations of SFT. In particular, in Section 2.9.2
we discuss how one can adapt the theory to include an important for applications,
though non-generic, case of contact forms with continuous families of periodic or-
bits. In Section 2.9.3 we describe a new recursive procedure for computing rational
Gromov-Witten invariants of CPn. Finally, in Section 2.9.4 we just touch the wealth
of other invariants which exist in Symplectic Field Theory.
2.2 Contact manifolds
2.2.1 Evaluation maps
Let (V, ξ) be a contact manifold with a fixed contact form α, (W = V × R, d(etα))
the symplectization of (V, ξ), and J a compatible almost complex structure. As in
Section 1.5 we denote by fV and fR the V - and R-components of a J-holomorphic
curve f in W , and by Mg,r,s−,s+(W,J) the disjoint union⋃
MAg,r(Γ
−,Γ+),
which is taken over all A ∈ H2(V ), and all sets Γ−,Γ+ ⊂ Pα of cardinalities s±.
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Let us view the set P = Pα of periodic orbits of the Reeb fields Rα as a discrete
topological space. It naturally splits into the disjoint union
∞∐
k=1
Pk,
of identical subspaces, where Pk is the space of periodic orbits of multiplicity k.
Consider now three sets of evaluation maps:
ev0i :Mg,r,s−,s+/R→ V, i = 1, . . . , r,
ev+j :Mg,r,s−,s+/R→ P , j = 1, . . . , s
+,
and
ev−k :Mg,r,s−,s+/R→ P , k = 1, . . . , s
−,
where ev0i is the evaluation map fV (yi) at the i-th marked point yi, while ev
±
j are
the evaluation maps at asymptotic markers µx
±
j . More precise, let
f = (f, j,x−,x+,y, µx
−
, µx
+
) ∈ Mg,r,s−,s+ ,
and f be asymptotically cylindrical over a periodic orbit γ±j ∈ P at ±∞ at the
puncture x±j . Then ev
±
j (f) is a point of P representing the orbit γ
±
j (comp. Section
2.9.2 below).
All the above evaluation maps can be combined into a map
ev :Mg,r,s−,s+/R→ V
r × (P−)s
−
× (P+)s
+
,
which extends to the compactified moduli space Mg,r,s−,s+/R.
2.2.2 Correlators
Now we are ready to define correlators. Given r differential forms θ1, . . . , θr on V and
s± (0-dimensional) cohomology classes α±1 , . . . , α
±
s± ∈ H
∗(P) we define the degree
−1, or contact correlator
−1〈 θ1, . . . , θr;α
−
1 , . . . , α
−
s− ;α
+
1 , . . . , α
+
s+〉
A
g =(16) ∫
MA
g,r,s−,s+
/R
ev∗(θ1 ⊗ · · · ⊗ θr ⊗ α
−
1 ⊗ · · · ⊗ α
−
s− ⊗ α
+
1 ⊗ · · · ⊗ α
+
s+).
Usually we will assume that the forms θ1, . . . , θr are closed, but even in this case the
above correlator depends on the actual forms, and not just their cohomology classes,
because the domain of integration may have a boundary. As we will see below the
superscript −1 in −1〈. . . 〉 corresponds to the grading of the generating function for
these correlators. It also refers to the enumerative meaning of the correlators: they
count components of 1-dimensional moduli spaces of holomorphic curves. We will
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consider below also correlators 0〈. . . 〉 and 1〈. . . 〉, counting 0-dimensional and −1-
dimensional (i.e. appearing in 1-dimensional families) moduli spaces of holomorphic
curves.
If we are givenK linearly independent differential forms Θ1, . . . ,ΘK , then it is con-
venient to introduce a “general form” t =
K∑
1
tiΘi from the space L = L(Θ1, . . . ,ΘK)
generated by the chosen forms, and view ti as graded variables with deg(ti) =
deg(Θi)− 2. In particular, all terms in the sum
K∑
1
tiΘi have even degrees.
Let us consider two copies P+ and P− of the 0-dimensional space P , one associated
with the positive end of W , the other with the negative one. Cohomology classes in
P+ we will denote by p, and in P− by q, and will write
p =
∑
γ∈P
1
κγ
pγ [γ], q =
∑
γ∈P
1
κγ
qγ [γ],
where κγ is the multiplicity of γ, and the cohomology classes [γ] form the canonical
basis of H∗(P), dual to points in P . Of course, speaking about cohomology classes
of a discrete space may sound somewhat ridiculous. However, this point of view is
useful, especially in preparation for a more general case when some periodic orbits
may be degenerate and thus the spaces P± need not to be anymore discrete, see
Section 2.9.2 below. We will also fix a basis A1, . . . , AN of H2(V ). The coordinate
vector d = (d1, . . . , dN ) of a class A is called the degree. Here dj are integers, while we
consider t, p, q as graded variables, where the degrees of the variables p, q are defined
by the formulas
deg(pγ) = −CZ(γ) + (n− 3),
deg(qγ) = +CZ(γ) + (n− 3).
The choice of grading, somewhat strange at the first glance, is explained by Proposi-
tion 2.2.1 below.
The correlators
〈t, . . . , t︸ ︷︷ ︸
r
; q, . . . , q︸ ︷︷ ︸
s−
; p, . . . , p︸ ︷︷ ︸
s+
〉dg
with different r, d, g determine all the correlators involving forms from the space L.
2.2.3 Three differential algebras
Similar to the theory of Gromov-Witten invariants of closed symplectic manifolds we
will organize all correlators into a generating function, called Hamiltonian,
H =
1
~
∞∑
g=0
Hg~
g,
where,
Hg =
∑
d
∞∑
r,s±=0
1
r!s−!s+!
−1〈t, . . . , t︸ ︷︷ ︸
r
; q, . . . , q︸ ︷︷ ︸
s−
; p, . . . , p︸ ︷︷ ︸
s+
〉dgz
d,(17)
48
and t =
∑K
1 tiΘi. We will assume throughout the paper, that all forms Θ1, . . . ,ΘK
are closed (see, however, Remarks 2.2.3 and 2.3.4, and Section 2.7 below). The
variables ~ and z = (z1, . . . , zN) are also considered as graded with deg ~ = 2(n− 3)
and deg(zi) = −2c1(Ai), where c1 is the first Chern class of the almost complex
structure J .
Proposition 2.2.1 a) For each g = 0, . . . the series Hg can be viewed as formal
power series in variables pγ with coefficients which are polynomials of vari-
ables qγ and formal power series of ti
10 with coefficients in the group algebra
C [H2(V )] (which we identify with the algebra of Laurent polynomials of z with
complex coefficients);
b) All terms of H have degree −1;
c) H
∣∣
p=0
= Hconst, where
Hconst = ~
−1
∞∑
g,r=0
1
r!
−1〈t, . . . , t︸ ︷︷ ︸
r
〉0g~
g
accounts for the contribution of constant holomorphic curves. In particular,
H
∣∣
p=0
is independent of q and z.
The polynomial dependence of Hg on variables qγ and z in a geometric language just
means that the union Mdg(Γ
+), Γ+ = γ1 . . . γs+ , of the compactified moduli spaces
of holomorphic curves of a fixed genus of any degree with prescribed positive ends
γ+1 , . . . , γs+ is compact, and in particular that there are only finitely many possibilities
for the degrees and the negative ends of these curves. This follows from the fact that
for each curve C ∈Mg(Γ−,Γ+) we have
0 ≤
∫
C
dα =
∑
γi∈Γ+
∫
γi
α−
∑
γj∈Γ−
∫
γj
α ≤
∑
γi∈Γ+
∫
γi
α,(18)
the fact that there exists a constant m > 0 such that
∫
γ
α > m for any periodic orbit
γ ∈ Pα and Theorem 1.6.2 above. Proposition 2.2.1b) follows from the formula (1) for
the dimension of the moduli spaces of holomorphic curves, our degree convention and
the fact that a correlator −1〈 θ1, . . . , θr; γ
−
1 , . . . , γ
−
s− ; γ
+
1 , . . . , γ
+
s+〉
A
g may be different
from 0 only if the total dimension of the forms θ1, . . . θr equals the dimension of the
moduli space MAg,r(γ
−
1 , . . . , γ
−
s− ; γ
+
1 , . . . , γ
+
s+)/R. Proposition 2.2.1c) just means that
every non-constant holomorphic curves should have at least one positive end, which
follows from inequality (18), or alternatively the maximum principle for holomorphic
curves.
10 In fact, Hg depends polynomially on all variables ti of degree 6= 0. The degree 0 variables, i.e.
the variables associated with 2-forms, enter into the constant part of Hg (i.e. the part describing
constant holomorphic curves) polynomially, while the non-constant part of Hg depends polynomially
on eti . This fact is similar to the standard Gromov-Witten theory and will not discussed in the
present paper.
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Let us consider the Weyl super-algebra W = {
∑
Γ,g
fΓ,g(q, t)p
Γ~g}, where
Γ = (γ1, . . . , γa), γi ∈ P , a = 1, . . . , p
Γ = pγ1 . . . pγa ,
and fΓ,g(q, t) are polynomials of variables qγ and formal power series of ti
11. Propo-
sition 2.2.1a) states that H ∈ ~−1W.
The product operation F ◦G in W is associative and satisfies the following com-
mutation relations: all variables are super-commute (i.e. commute or anti-commute
according to their grading), except pγ and qγ which correspond to the same periodic
orbit γ. For these pairs of variables we have the following commutation relation:
[pγ , qγ ] = pγ ◦ qγ − (−1)
deg pγ deg qγqγ ◦ pγ = κγ~(19)
where κγ is the multiplicity of the orbit γ. The algebra W can be represented as an
algebra of formal differential operators with respect to q-variables acting on the left
on the space of polynomials f(q, z, ~), by setting
pγ = κγ~
−−→
∂
∂qγ
.
Alternatively by setting
qγ = κγ~
←−−
∂
∂pγ
we can represent W as an algebra of polynomial differential operators acting on the
right on the algebra {
∑
Γ,g
fΓ,g(q, z)~
gpΓ} of formal power series of ~ and the p-variables.
Notice that the commutator [F,G] of two homogeneous elements F,G ∈ W equals
F ◦ G − (−1)degF degGG ◦ F , and hence if F ∈ W is an odd element (i.e. all its
summands are odd) then [F, F ] = 2F ◦ F, and [F, F ] = 0 if F is even. For any two
elements F,G ∈ W the commutator [F,G] belongs to the ideal ~W. According to
Proposition 2.2.1 the Hamiltonian H can be viewed as an element of 1
~
W, and hence
the above remark shows that for F ∈ W we have [H, F ] ∈ W.
Theorem 2.2.2 The Hamiltonian H satisfies the identity
H ◦H = 0.(20)
This theorem (as well as Theorems 2.3.3, 2.4.2 and 2.5.3 below) follows from the
description of the boundary of the corresponding moduli spaces of holomorphic curves.
As it was stated in Proposition 1.7.2 this boundary is tiled by codimension one strata
represented by stable curves of height 2, so that the (virtual) fundamental cycles
of the boundary of the compactified moduli spaces can be symbolically written as
∂[M] = κ
∑
[M−]× [M+], where [M±] are chains represented by the corresponding
moduli spaces and where the coefficient κ depends on multiplicities of orbits along
which the two levels of the corresponding stable curve are glued. Together with the
Stokes formula
∫
[M]
dω =
∫
∂[M]
ω, and the fact that the integrand is a closed form, we
obtain identity (20).
11See the previous footnote.
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Remark 2.2.3 The same argument shows that when the forms Θi generating the
space L are not necessarily closed we get the following equation
dH+
1
2
[H,H] = 0,(21)
which generalizes (20) and can be interpreted as the zero-curvature equation for the
connection d+ [H, · ]. We denote here by d the de Rham differential, i.e.
dH = d
(∑
d,g
∞∑
r,s±=0
1
r!s−!s+!
〈 K∑
1
tiΘi, . . . ,
K∑
1
tiΘi︸ ︷︷ ︸
r
; q, . . . , q︸ ︷︷ ︸
s−
; p, . . . , p︸ ︷︷ ︸
s+
〉d
g
zd~g−1
)(22)
=
∑
d,g
∞∑
s±=0,
r=1
1
(r − 1)!s−!s+!
〈 K∑
1
tidΘi,
K∑
1
tiΘi, . . . ,
K∑
1
tiΘi︸ ︷︷ ︸
r−1
; q, . . . , q︸ ︷︷ ︸
s−
; p, . . . , p︸ ︷︷ ︸
s+
〉d
g
zd~g−1 .
The identity H ◦H = 0 is equivalent to [H,H] = 0, because H is an odd element.
Let us define the differential D = DH : W → W by the formula
DH(f) = [H, f ] for f ∈ W.(23)
Then Theorem 2.2.2 translates into the identity D2 = 0. The differential DH satisfies
the Leibnitz rule, and thus (W, D) is a differential Weyl (super-)algebra. In particular,
one can define the homology algebra H∗(W, D), which inherits its multiplication
operation from the Weyl algebra W. The differential DH extends in an obvious way
to the modules ~−kW, k = 1, . . . .
Example 2.2.4 Let V = S1. We have in this case
H = ~−1
( t1t20
2
+ t1
∑
pkqk −
t1~
24
)
,(24)
where t = t01 + t1dφ is a general harmonic differential form on S
1, so that deg t1 =
−1, deg t0 = −2, deg ~ = −4 and deg pk, deg qk = −2, which corresponds to the
convention that the Maslov index of any path in the 1-point group Sp(0) equals 0.
The term t1t
2
0/2 =
∫
S1
t∧3/6 is the contribution of the moduli space S1 of constant
maps CP 1 → R × S1 with 3 marked points. The term − t1~24 is accounted for the
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contribution of constant curves of genus 1 (see [68]), and the term t1pkqk represents
the contribution t1 =
∫
S1
t of trivial curves of multiplicity k with one marking. All
other curves do not contribute to H for dimensional reasons and because t21 = 0.
Notice that if we organize all variables pk, qk into formal Fourier series (comp.
[25])
u(x) =
∞∑
k=1
(pke
ixk + qke
−ixk),(25)
then the term accounting for the contribution of rational curves in the formula (24)
takes the form
t1
4π
2π∫
0
(t0 + u(x))
2 dx,(26)
see further discussion of this u-formalism in Section 2.9.2 below.
We will associate now with (W, D) two other differential algebras, (P, d) and
(A, ∂), which can be viewed as semi-classical and classical approximations of the
Weyl differential algebra.
Let us denote by
- P – a graded Poisson algebra of formal power series in variables pγ with coefficients
which are polynomials of qγ , zj, z
−1
j , and formal power series of ti,
12 and by
- A – a graded commutative algebra generated by variables q = {qγ}γ∈P with coef-
ficients in the algebra C [H2(V )][[t]].
The Poisson bracket on P is defined by the formula
{h, g} =
∑
γ
κγ
(
∂h
∂pγ
∂g
∂qγ
− (−1)deghdeg g
∂g
∂pγ
∂h
∂qγ
)
,(27)
assuming that h and g are monomials. When computing partial derivatives, like ∂h∂qγ ,
one should remember that we are working in the super-commutative environment,
and in particular the operator ∂∂qγ has the same parity as the variable qγ .
Remark 2.2.5 Notice, that if similarly to Example 2.2.4 above we organize the vari-
ables pk = pγk , qk = qγk corresponding to multiples of each simple periodic orbit
γ = γ1 into a Fourier series
uγ =
∞∑
k=1
(pke
ixk + qke
−ixk),
then the value of the Poisson tensor (27) on covectors δu, δv takes the form
1
2πi
2π∫
0
(δu)′δvdx .(28)
12See the first footnote in Section 2.2.3.
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In order to define differentials on the algebras A and P let us first make the
following observation.
Lemma 2.2.6 We have
[H,H] =
1
~
{H0,H0}+ . . . ,
and for any f = 1
~
∑
fg~
g ∈ 1
~
W we have
DH(f) =
1
~
{H0, f0}+ . . . .
In particular, H0 satisfies the equation {H0,H0} = 0.
To cope with a growing number of indices we will renameH0 into h. Lemma 2.2.6
allows us to define the differential d = dh : P → P by the formula
dg = {h, g} for g ∈ P.(29)
Theorem 2.2.2 then implies
Proposition 2.2.7 We have d2 = 0 and d{f, g} = {df, g}+(−1)deg f{f, dg} for any
homogeneous element f ∈ P. In other words, (P, d) is a graded differential Poisson
algebra with unit.
Proposition 2.2.7 enables us to define the homology H∗(P, d) which inherits from P
the structure of a graded Poisson algebra with unit.
Let us recall that according to 2.2.1 h|p=0 = hconst, where hconst accounts for
constant rational holomorphic curves, and thus it is independent of q-variables. In
fact,
hconst(t) =
1
6
K∑
i,j,k=1
cijktitjtk,
where cijk =
∫
V
Θi∧Θj ∧Θk are the structural coefficients of the cup-product. Hence,
h = hconst +
∑
hγ(q, t, z)pγ + . . . ,
where . . . denote terms at least quadratic in pγ . Thus we have
{h,h} = 2
∑
γ,γ′∈P
κγ′hγ′(q, t)
∂hγ
∂qγ′
(q, t)pγ + o(p) = 0 .(30)
Therefore, ∑
γ′∈P
κγ′hγ′(q, t)
∂hγ
∂qγ′
(q, t) = 0(31)
for all t and all γ ∈ P .
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Let us define a differential ∂ : A → A by the formula
∂f = {h, f}|{p=0} =
∑
γ∈P
κγhγ
∂f
∂qγ
.(32)
Then the equation (31) is equivalent to
Proposition 2.2.8 ∂2 = 0, and hence (A, ∂) is a graded commutative differential
algebra with unit.
The homology group H∗(A, ∂) inherits the structure of a graded commutative
algebra with unit.
As it was already mentioned in Section 2.1, it is convenient to view the Poisson
algebra P as an algebra of functions on an infinite-dimensional symplectic super-space
V with the even symplectic form ω =
∑
k−1γ dpγ ∧ dqγ . Then the differential d
h is
the Hamiltonian vector field on V generated by the Hamiltonian function h. One
should remember, however, that the p-variables are formal, so all that we have is the
infinite jet of the symplectic spaceV along the 0-section. The equation h|p=0 = hconst
translates into the fact that the vector field dh is tangent to the 0-section, and the
differential ∂ is just the restriction of this vector field to the 0-section. The higher
order terms in the expansion of h with respect to p-variables define a sequence of
(co-)homological operations on the algebra A.
Notice also that the differentials D, d and ∂ do not involve any differentiation with
respect to t. Hence the differential algebras (W, DH), (P, dh) and (A, ∂) can be viewed
as families of differential algebras, parameterized by t ∈ H∗(V ), and in particular,
one can compute the homology at any fixed t ∈ H∗(V ). We will sometimes denote the
corresponding algebras and their homology groups with the subscript t, i.e. (W, D)t,
H∗(P, d)t, etc., and call them specialization at the point t ∈ H∗(V ). We will also use
the notation
HSFT∗ (V, ξ| J, α), H
RSFT
∗ (V, ξ| J, α), and H
cont
∗ (V, ξ| J, α)
instead of H∗(W, ∂), H∗(P, ∂) and H∗(A, ∂), and will usually omit the extra data J, α
from the notation: as we will see in Section 2.5 below all these homology algebras are
independent of J, α and other extra choices, like closed forms representing cohomology
classes of V , a coherent orientation of the moduli spaces, etc. The abbreviation RSFT
stands here for Rational Symplectic Field Theory.
Remark 2.2.9 It is important to observe that the algebras W,P and A have an
additional grading by elements of H1(V ) (comp. Section 1.9 above). This grading is
also inherited by the corresponding homology algebras. However, this grading carries
a non-trivial information only when we consider homology of algebras, specialized at
points t =
K∑
1
tiΘi with ti = 0 for at least some of the coordinates ti corresponding
1-dimensional forms. Otherwise all cycles in these algebras are graded by the 0-class
from H1(V ).
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2.3 Symplectic cobordisms
2.3.1 Evaluation maps and correlators
Let us now repeat the constructions of the previous section for a general directed
symplectic cobordism W =
−−−−→
V −V + between two contact manifolds V − and V + with
fixed contact forms α− and α+. As in Section 2.2.1 we consider the sets P± of periodic
orbits of the Reeb fields R± = Rα± as discrete topological spaces.
We denote by MAg,r,s−,s+(W,J) the disjoint union⋃
MAg,r(Γ
−,Γ+;W,J),
where the union is taken over all sets (Γ−,Γ+) of cardinality (s−, s+), and consider
three sets of evaluation maps:
ev0i :M
A
g,r,s−,s+(W,J)→W, i = 1, . . . , r,
ev±j :M
A
g,r,s−,s+(W,J)→ P
±, j = 1, . . . , s±,
where ev0i is the evaluation map f(yi) of the map f at the i-th marked point yi, while
ev±j are the evaluation maps at asymptotic markers µ
x±
j , i.e. ev
±
j (f) is a point of
P± representing the orbit γ±j , which contains the image of the corresponding marker.
The evaluation maps ev0i and ev
±
j can be combined into a map
ev :MAg,r,s−,s+(W,J)→ W
r × (P+)s
+
× (P−)s
−
.
Now we are ready to define degree 0, or symplectic correlators. We will have to
consider onW differential forms, which do not necessarily have compact support, but
have, however, cylindrical ends. We say that a differential form θ on W is said to
have cylindrical ends if it satisfies the following condition:
there exists C > 0 such that
θ|V −×(−∞,−C) = (π
−)∗(θ−) and θ|V +×(C,∞) = (π
+)∗(θ+),
where θ± are forms on V ±, and π± are the projections of the corresponding ends to
V ±. We will denote the forms θ± also by restr±(θ), or θ|V ± . In what follows we
assume that all considered differential forms on W have cylindrical ends.
Given r differential forms θ1, . . . , θr on W and s
± cohomology classes
α±1 , . . . , α
±
s± ∈ H
∗(P±) = H∗0 (P
±)
we define the degree 0 correlator
0〈 θ1, . . . , θr;α
−
1 , . . . , α
−
s− ;α
+
1 , . . . , α
+
s+〉
A
g =(33) ∫
MA
g,r,s−,s+
ev∗(θ1 ⊗ · · · ⊗ θr ⊗ α
−
1 ⊗ · · · ⊗ α
−
s− ⊗ α
+
1 ⊗ · · · ⊗ α
+
s+).
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Similar to Section 2.2.1 above, we denote the cohomology classes in H∗(P+) =
H0(P+) (resp. in H∗(P−) = H0(P−)) by p+ (resp. q−), and write
p+ =
∑
γ∈P+
k−1g p
+
γ [γ]
(
resp. q− =
∑
γ∈P−
k−1g q
−
γ [γ]
)
.
We will also fix a basis A1, . . . , AN of H2(W ) and denote by d = (d1, . . . , dN ) the
degree of A in this basis.
Let us call a system of linearly independent closed forms θ1, . . . , θm on W with
cylindrical ends basic, if
a) the image restr±(L(θ1, . . . , θm))
generates Im(H∗(W )→ H∗(V ±));
b) the homomorphism Ker
(
(restr+ ⊕ restr−)|L
)
→ H∗comp(W )
is bijective.
(34)
Here we denote by L(θ1, . . . , θm) the subspace generated by the forms θ1, . . . , θm,
and by H∗comp(W ) the cohomology with compact support. Equivalently, one can say
that a basic system of forms consists of a basis of H∗(W ) together with a basis of
Ker
(
H∗comp(W )→ H
∗(W )
)
.
A general point t ∈ L(θ1, . . . , θm) we will write in the form t =
m∑
1
tiθi. The grading
of the variables t, p+, q− is defined as in Section 2.2.2:
deg(ti) = deg(θi)− 2;
deg(p+γ ) =− CZ(γ
+) + (n− 3),
deg(q−γ ) = CZ(γ
−) + (n− 3)
(35)
2.3.2 Potentials of symplectic cobordisms
Let us now organize the correlators into a generating function, called the potential
of the symplectic cobordism (W =
−−−−→
V −V +, J, α±)
F = FW,J,α± =
1
~
∞∑
g=0
Fg~
g,
where
Fg =
∑
d
∑
r,s±=0
1
r!s+!s−!
0〈t, . . . , t︸ ︷︷ ︸
r
; q−, . . . , q−︸ ︷︷ ︸
s−
; p+, . . . , p+︸ ︷︷ ︸
s+
〉dgz
d .
(36)
WhenW is a closed symplectic manifold, then the potential F is just the Gromov-
Witten invariant of the symplectic manifold W . However, if W is not closed, then
F itself is not an invariant. It depends on particular forms θi, rather than their
cohomology classes, on J , on a coherent orientation, and several other choices. We
will see, however, that the homotopy class of F , which we define in Section 2.4 below,
is independent of most of these choices.
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In order to make sense out of the expression for F let us consider a graded com-
mutative algebra D = D(W,α±) which consists of power series of the form∑
Γ,d,g
ϕΓ,d,g(q
−, t)zd(p+)Γ~g,(37)
where ϕΓ,d,g are polynomials of qγ , formal power series of variables ti,
13 and where Γ
and d satisfies the following Novikov type inequality:
[ω](d) =
∑
di
∫
Ai
ω > − |Γ| = −
k∑
i=1
|γi|,(38)
where Γ = {γ1, . . . , γk}, and |γi| =
∫
γi
α+ is the period of the periodic orbit γi ∈ P+,
or equivalently its action. Recall that (p+)Γ = p+γ1 . . . p
+
γk
.
Proposition 2.3.1 We have
FW,J,α± ∈
1
~
D(W,α±).
Let us also consider a bigger algebra DD which consists of series∑
Γ,d
ϕΓ,d(q
−, t, ~)zd(p+)Γ,(39)
where ϕΓ,d are polynomials of q
−
γ , formal power series of ti and formal Laurent series
of ~, while Γ and d still satisfy condition (38). For instance, for any element f ∈ ~−1D
we have ef ∈ DD.
The algebra DD = DD(W,J, α±) has a structure of a left D-module over the
Weyl algebra W− = W(V −, J, α−), and of a right D-module over the Weyl algebra
W+ = W(V +, J, α+). Indeed, we first associate with an element
∆− =
∑
Γ={γ1,...,γm},Γ′,d,g
δ−Γ′,Γ,d,g(t)(q
−)Γ
′
(p−)Γzd~g ∈ W−
a differential operator
∑
Γ={γ1,...,γm},Γ′,d,g
δ−Γ,Γ′,d,g(t)(q
−)Γ
′
~m+g
m∏
i=1
κγi
−−→
∂
∂q−γi
zd,(40)
then change the coefficient ring via the inclusion homomorphism H2(V
−)→ H2(W ),
and finally lift functions δ−Γ,Γ′,d,g(t) to the space of forms with cylindrical ends on
W via the restriction map t 7→ t|V − . We will denote the resulting operator by
−→
∆−. Similarly we associate with ∆+ ∈ W+ an operator
←−
∆+ by first quantizing
13See the first footnote in Section 2.2.3.
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q+γ ⇒ ~κγ
←−−
∂
∂p+γ
and then making an appropriate change of the coefficient ring. It is
straightforward to verify that for f ∈ D we have
−→
∆−f, f
←−
∆+ ∈ D, and for F ∈ DD
we have
−→
∆−F, F
←−
∆+ ∈ DD.
Let us denote the Hamiltonians (see Section 2.2.3 above) in W± by H± and define
a map DW = DW : DD → DD by the formula
DW (G) =
−→
H−G− (−1)degGG
←−
H+, G ∈ DD,(41)
where we assume G dimensionally homogeneous. Clearly, Theorem 2.2.2 implies that
D2W = 0. However, the differential algebra (DD, DW ) is too big and instead of
considering its homology we will define a differential on the algebra D, or which is
equivalent but more convenient, on the module ~−1D.
For an even element F ∈ ~−1D let us define a map DF = TFDW : ~−1D → ~−1D
by the formula
DF (g) = e−F [DW , g](e
F ) = e−F
(
DW (ge
F )− (−1)deg ggDW (e
F )
)
, g ∈ ~−1D.
(42)
The map TFDW is the linearization of the map D˜W : ~
−1D → ~−1D, defined by the
formula
D˜W (F ) = e
−FDW (e
F ), F ∈ ~−1D .
at the point F ∈ ~−1D. Notice that if DW (eF ) = 0 then DF (g) = e−FDW (geF ). Let
us first state a purely algebraic
Proposition 2.3.2 Suppose that for F ∈ ~−1D we have DW (eF ) = 0. Then
1. (DF )2 = 0;
2. The homology algebra H∗(D, D
F ) inherits the structure of a left module over the
homology algebra H∗(W
−, D−), and the structure of a right module over the
homology algebra H∗(W
+, D+);
3. The homomorphisms F± : W± → D, defined by the formulas
f 7→ e−F
−→
f eF , f ∈ W−, and
f 7→ eF
←−
f e−F , f ∈ W+ ,
(43)
commute with the boundary maps of chain complexes, i.e.
F± ◦D± = DF ◦ F±,
and thus induce homomorphisms of homology
F±∗ : H∗(W
±, D±)→ H∗(D, D
F ),
as modules over H∗(W
±, D±).
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Theorem 2.3.3 The potential F ∈ ~−1D defined above by the formula (36) satisfies
the equation
DW e
F = 0,(44)
and hence all conclusions of Proposition 2.3.2 hold for F.
The appearance of eF in equation (44) has the following reason. Similar to The-
orem 2.2.2 above, equation (44) follows from the description of codimension 1 strata
on the boundary of the moduli space of holomorphic curves in the cobordism W , see
Proposition 1.7.2 above. Notice that eF is the generating function counting possibly
disconnected holomorphic curves in W . Thus the identity
−→
H−eF − eF
←−
H+ = 0
asserts, in agreement with Proposition 1.7.2, that the codimension 1 strata on the
boundary of the moduli space M˜(W ) of not necessarily connected curves in W cor-
respond to stable curves (f1, f2) of height 2, where one of the curves f1, f2 belongs
to M˜(W ), while the second one is contained in the symplectization of V ± and has
precisely one component different from the straight cylinder over a periodic orbit from
P±.
Remark 2.3.4 (Comp. Remark 2.2.3 above) The potential F, extended to the space
of all, not necessarily closed differential forms satisfies the equation
d(eF) = DW e
F,(45)
where d is the de Rham differential. This equation generalizes equation (44).
Following the scheme of Section 2.2.3 above we will associate now with the cobordism
W two other left-right modules, one over the Poisson algebras P±, and another over
the graded differential algebras A±.
Consider the graded commutative algebra L = L(W,α±) of power series of the
form ∑
Γ,d
ϕΓ,d(q
−, t)zd(p+)Γ,(46)
where ϕΓ,d are polynomials of q
−
γ and formal power seies of ti, while Γ and d satisfies
the above inequality (38). Let us also consider the larger graded commutative algebra
L̂ = {
∑
Γ+,Γ−,d
ϕΓ+,Γ−,d(q
−, q+, t)zd(p+)Γ(p−)Γ
′
},(47)
where the Novikov condition (38) is satisfied for both pairs (d,Γ) and (d,Γ′). The
algebra L̂ has a natural Poisson bracket so that the homomorphisms f 7→ f̂ , where we
denote by f̂ the image in L̂ of an element f ∈ P± under the coefficient homomorphism,
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are Poisson homomorphisms. We set ĥ = ĥ− − ĥ+, and for any f ∈ L denote by Lf
the “Lagrangian variety”
{p−γ = κγ
∂f̂
∂q−γ
, q+γ = κγ
∂f̂
∂p+γ
}.
Strictly speaking Lf is an ideal in the Poisson algebra L̂. However, it is useful to
think about Lf as a Lagrangian variety in the symplectic super-space (V
−) ⊕ V+
with the symplectic form∑
κ−1γ−dp
−
γ− ∧ dq
−
γ− + κ
−1
γ+dq
+
γ+ ∧ dp
+
γ+ ,
and with an appropriate change of the coefficient ring.
For any function f ∈ L, which satisfies the Hamilton-Jacobi equation
ĥ|Lf = 0(48)
the Hamiltonian vector field defined by the Hamiltonian ĥ is tangent to Lf , and hence
the differential df : L → L, defined by the formula
df (g) = {ĥ, g}|Lf
has the following meaning: we identify L with the space of functions on Lf and
differentiate them along the Hamiltonian vector field determined by ĥ.
Here is an analog of Proposition 2.3.5 for the algebra L.
Proposition 2.3.5 Suppose that ĥ|Lf = 0. Then
1. (df )2 = 0;
2. The maps f± : P± → L, defined by the formula g 7→ ĝ|Lf , are homomorphisms
of chain complexes, i.e.
df ◦ f± = f± ◦ d±;
3. If g1, g2 ∈ P
± Poisson commute with h± or, in other words, if g1, g2 ∈ Ker d
±
then
{f±(g1), f
±(g2)} = f
±({g1, g2}).
where the left-side Poisson bracket is taken in the algebra L̂.
Let us recall that F = FW ∈ D has the form F = ~−1
∞∑
g=0
Fg~
g. Again, to simplify
the notation we will write f instead of F0. The following theorem is the reduction of
Theorem 2.3.3 to the level of rational Gromov-Witten theory.
Theorem 2.3.6 The series f(q−, p+, t) belongs to the algebra L and satisfies the
equation
ĥ|Lf = 0.(49)
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In particular, all statements of the above Proposition 2.3.5 hold for f , and this allows
us to define the homology
fH
RSFT
∗ (W |J, α
±) = H∗(L, d
f ).
The chain maps f± induce homomorphism of Poisson homology algebras
(f±)∗ : H
RSFT
∗ (V
±|J, α±) = H∗(P
±, d±)→ fH
RSFT
∗ (W |J, α
±) .(50)
For the rest of this section we assume that W is a rational homology cobordism,
i.e. the restriction maps
H∗(V −;R)← H∗(W ;R)→ H∗(V +,R)
are isomorphisms. Equivalently, this means that the inclusions V ± → W induce
isomorphisms of rational homology groups.
The potential f ∈ L which we defined above can be written in the form
f =
∑
i
∑
|Γ+|=i
f iΓ(q
−, t)(p+)Γ
+
.(51)
Notice that the assumption that W is a homology cobordism implies that f0(q−, t) is
independent of q−. Let us now define a homomorphism Ψ : A+ → A− by the formula
Ψ(q+γ ) = f
1
γ (q
−, t) ∈ A−(52)
on the generators q+γ , γ ∈ P
+, of the algebra A+ and then extend by linearity.
Theorem 2.3.7 The homomorphism Ψ : A+ → A− commutes with the boundary
operators ∂±, i.e. ∂− ◦Ψ = Ψ ◦ ∂+, and in particular defines a homomorphism of
homology algebras
(Ψ)∗ : H∗(A
+, ∂+)→ H∗(A
−, ∂−).
Without the assumption that W is a homology cobordism one gets only a cor-
respondence between the algebras A+ and A−, similar to the “semi-classical” case
considered above.
2.4 Chain homotopy
Let W =
−−−−→
V −V + be a directed symplectic cobordism with fixed contact forms α±
on V ±. We will discuss in this section how the function F = FW,J,α±(p
+, q−, t)
and other associated structures change when one replaces J with another compatible
almost complex structure J ′ and replaces t with a form t′ = t + dθ where θ has
compact support in W .
Let us begin with some algebraic preliminaries. Two series F0, F1 ∈ ~−1D are
called homotopic, if they can be included into a family Fs ∈ ~
−1D, s ∈ [0, 1], which
satisfies the following differential equation
dFs
ds
= e−Fs
(−−−−−→
[H−,Ks]e
Fs + eFs
←−−−−−
[Ks,H
+]
)
, s ∈ [0, 1],(53)
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for a family Ks ∈ ~
−1D. Here [H−,Ks] and [Ks,H
+] are commutators in the algebra
~−1D̂, defined similar to L̂ in (47) above, i.e.
D̂ = {
∑
Γ+,Γ−,d,g
fΓ+,Γ−,d(q
−, q+, t)zd~g(p+)Γ
+
(p−)Γ
−
},(54)
where the Novikov condition (38) is satisfied for both pairs (d,Γ+) and (d,Γ−). In
other words, we view Ks as an operator on ~
−1D, acting by the multiplication by the
series Ks, and view H
− and H+ as left and right differential operators.
Notice that the family Ks ∈ ~−1D, s ∈ [0, 1], defines a flow Φs = ΦsK : DD → DD,
by a differential equation
dΦs(G)
ds
= Ks
(
Φs(G)
)
,(55)
where we set
Ks(G) =
(−−−−−→
[H−,Ks]G+G
←−−−−−
[Ks,H
+]
)
, s ∈ [0, 1].
The linear operators Φs preserve the “submanifold” E = e~
−1
Deven , where Deven is
the even part of D, and we have
Φs(eF0) = eFs ,
where the family Fs satisfies the equation (53).
The tangent space to E at a point eF , F ∈ ~−1Deven, consists of series feF ,
f ∈ ~−1Deven, and thus it is naturally parameterized by ~
−1Deven. With respect
to this parameterization the differential of the flow Φs|E defines a family of maps
T sF : ~
−1Deven → ~−1Deven, F ∈ ~−1Deven, by the formula
T sF (f) = e
−FsΦs(feF ), where Fs = Φ
s(F );(56)
We extend T sF to the whole ~
−1D by the same formula (56). Let us list some properties
of the flows Φs and T sF
Proposition 2.4.1 Suppose that for an element F ∈ ~−1Deven we have
DW (e
F ) =
−→
H−eF − eF
←−
H+ = 0.
Then
1. The flow T sF : ~
−1D → ~−1D satisfies the equation
T sF ◦D
F = DFs ◦ T sF .(57)
for all s ∈ [0, 1]. In particular, DW (Fs) = 0 for all s ∈ [0, 1], and T sF defines a
family of isomorphisms H∗(D, D
F )→ H∗(D, DFs).
2. The homology class [eFs ] ∈ H∗(DD, DW ) is independent of s.
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3. The diagram
D
տF±
T sF−→ D
րF±s
W±
homotopically commutes, i.e. there exist operators A±s : W
± → D, such that
(T sF )
−1 ◦ F±s − F
± = DF ◦A±s +A
±
s ◦D
± .(58)
In particular, this diagram commutes on the level of homology algebras.
The proof of this proposition is a straightforward computation by differentiating the
corresponding equations. To illustrate the argument, let us verify (58) in 2.4.1.
Take, for instance, f ∈ W− and set
Gs(f) =(T
s
F )
−1(e−Fs
−→
f eFs))− e−F
−→
f eF
= e−F (Φs)−1
(
−→
f eFs
)
− e−F
−→
f eF .
Then we have G0(f) = 0 and
dGs(f)
ds
= −e−F
(
(Φs)−1(Ks
−→
f eFs)
)
+ e−F (Φs)−1
(
−→
f Ks
(
eFs
))
= e−F (Φs)−1
([
Ks,
−→
f
]
eF
)
.
Now remember that Ks = [Ĥ,Ks], where Ĥ =
−→
H− −
←−
H+, and using the Jacobi
identity we get
dGs(f)
ds
= e−F (Φs)−1
([
[Ĥ,Ks],
−→
f
]
eFs
)
= e−F (Φs)−1
([
[K,
−→
f ], Ĥ
]
eFs
)
+ e−F (Φs)−1
([
[
−→
f , Ĥ],Ks
]
eFs
)
.
Let us define now a linear operator Bs : ~
−1W− → ~−1D by the formula
Bs(g) = e
−F (Φs)−1
(−−−−→
[g,Ks]e
Fs
)
.(59)
for g ∈ ~−1W−. Recall that DW (eF ) = ĤeF = 0, and observe that Ĥ commutes
with Ks = [Ĥ,Ks] because Ĥ ◦ Ĥ = 0. We also have [Ĥ, f ] = D−f for f ∈ ~−1W−.
Hence dGs(f)ds can be rewritten as
dGs(f)
ds
= DF (Bs(f)) +Bs(D
−(f))(60)
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Finally we integrate Bs into the required linear operator A
− : ~−1W− → ~−1D:
A−s (g) =
s∫
0
Bs(g)ds, for g ∈ ~
−1W−.(61)
In view of equation (60) we get
(Φs)−1 ◦ (F s)− − (F )− = DF ◦A−s +A
−
s ◦D
− .(62)
◮
Let us consider now a generic family Jτ , τ ∈ [0, 1], of compatible almost complex
structures on W connecting J0 = J with J1 = J ′. We assume that the deformation
Jτ is fixed outside of a compact subset of W .
Set
Mg,r,s+,s−(W, {J
τ}) =
⋃
τ∈[0,1]
Mg,r,s+,s−(W,J
τ ).(63)
The evaluation maps defined for each τ can be combined into the evaluation map
ev :Mg,r,s+,s−(W, {J
τ})→ (W × I)r ×
(
P−
)s−
×
(
P+
)s+
.(64)
Consider closed forms θ̂1, . . . θ̂r on W × I, such that θ̂i = θ˜i + dβi, i = 1, . . . , r,
where θ˜i is the pull-back of a form θi onW with cylindrical ends, and βi has compact
support in W × IntI.
Similarly to correlators of degree −1 and 0 (see 2.2.2 and 2.3.1) we can define
correlators of degree 1, or 1-parametric correlators by the formula
1〈θ̂1, . . . θ̂r ; θ
−
1 , . . . , θ
−
s− ; θ
+
1 , . . . , θ
+
s+〉
A
g =
∫
M
g,r,s+,s− (W,{J
τ})
(65)
ev∗(θ̂1 ⊗ · · · ⊗ θ̂r ⊗ θ
−
1 ⊗ · · · ⊗ θ
−
s− ⊗ θ
+
1 ⊗ · · · ⊗ θ
+
s+),
for a homology class A ∈ H2(W ), and cohomology classes
θ±i ∈ H
∗(P±), i = 1, . . . , s±.
Consider a closed form T = t˜ + dβ, where the notation t˜ and β have the same
meaning as above, i.e. t˜ is the pull-back of a form t on W with cylindrical ends, and
β has compact support in W × IntI. We can organize the correlators
1〈T, . . . , T ; q−, . . . , q−, p+, . . . , p+〉Ag
into a generating function K = 1
~
∞∑
g=0
Kg~
g ∈ 1
~
D, defined by the formula
K =
∑
d
∞∑
g,r,s±=0
1
r!s+!s−!
1〈T, . . . , T︸ ︷︷ ︸
r
; q−, . . . , q−︸ ︷︷ ︸
s−
; p+, . . . , p+︸ ︷︷ ︸
s+
〉dg~
gzd(66)
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Let us define an operator K : DD → DD by the formula
K(G) =
−−−−−→
[H+,K]G+G
←−−−−−
[K,H−], G ∈ DD.(67)
Similar to Theorems 2.2.2 and 2.3.3 the next theorem can be viewed as an algebraic
description of the boundary of the compactified moduli space Mg,r,s+,s−(W, {Jτ}).
Theorem 2.4.2 For a generic family Jτ , τ ∈ [0, 1], of compatible almost complex
structures on W we have
eF
1
= eK(eF
0
),(68)
where F0 = FW,J0(T |W×0), F
1 = FW,J1(T |W×1), and K = K(T ).
Notice that if we define Fs, s ∈ [0, 1], by the formula
eF
s
= esK(eF
0
),(69)
then the flow Φs(F ) = F s satisfies the differential equation (55) with K(s) ≡ K.
Hence Φ0 and Φ1 are homotopic, and therefore Theorem 2.4.2 and Proposition 2.4.1
imply
Corollary 2.4.3 1. The homology class [eF] ∈ H∗(DD, DW ) is independent of
the choice of a compatible almost complex structure J on W and of the choice
of tmod (d (Ωcomp(W ))), where Ωcomp(W ) is the space of forms with compact
support.
2. For a generic compatible deformation Jτ , τ ∈ [0, 1], the isomorphism T : D → D
defined by the formula
T (f) = e−F1eK(feF
0
)(70)
satisfies the equation
T ◦DF
0
= DF
1
◦ T,(71)
and thus defines an isomorphism H∗(D, D
F0)→ H∗(D, DF
1
).
3. The diagram
D
տ (F0)±
T
−→ D
ր (F1)±
W±
homotopically commutes, i.e. there exist operators A± : W± → D, such that
T−1 ◦
(
F1
)±
−
(
F0
)±
= DF
0
◦A± +A± ◦D± .(72)
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Consider now the equivalence relation for rational potentials.
Two series f0, f1 ∈ L are called homotopic if there exist families fs, ks ∈ L,
s ∈ [0, 1], so that the family fs connects f0 and f1 and satisfies the following Hamilton-
Jacobi differential equation
∂fs(p
+, q−, t)
∂s
= G(p+,
∂fs(p
+, q−, t)
∂p+
,
∂fs(p
+, q−, t)
∂q−
, q−),(73)
where
G(p+, q+, p−, q−, t) = {h+ − h−, ks} =∑
γ+∈P+,γ−∈P−
κγ−
∂h−(p−, q−, t)
∂p−γ−
∂ks(p
+, q−, t)
∂q−γ−
+(74)
κγ+
∂ks(p
+, q−, t)
∂p+γ+
∂h+(p+, q+, t)
∂q+γ+
.
Here κγ denotes, as usual, the multiplicity of γ.
We can view the correspondence
f(p+, q−, t) 7→ fs(p
+, q−, t),
where fs is the solution of the above equation (73) with the initial data f0 = f , as
a non-linear operator Ss : L → L. Let us denote by T sf the linearization of S
s at
a point f . The next proposition is a rational version of Proposition 2.4.1. It can
be either deduced from 2.4.1, or similarly proven by differentiation with respect to
the parameter s. Denote by S the subspace of L which consists of solutions of the
Hamilton-Jacobi equation (48), i.e.
ĥ|Lf = 0, where Lf = {p
−
γ = κγ
∂f
∂q−γ
, q+γ = κγ
∂f
∂p+γ
}.
Proposition 2.4.4 1. The subspace S ⊂ L is invariant under the flow Ss.
2. For f ∈ S the isomorphism T sf : L → L satisfies the equation
T sf ◦ d
f = dS
s(f) ◦ T s,(75)
and thus defines an isomorphism H∗(L, d
f )→ H∗(L, dS
s(f)).
3. For f ∈ S the diagram
L
տ (f)±
T sf
−→ L
ր (Ss(f))±
P±
homotopically commutes.
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Theorem 2.4.2 reduces on the level of rational curves to the following
Theorem 2.4.5 Let F0, F1 and K be as in Theorem 2.4.2. Set f0 = F00, f
1 =
F10, k = K0. Then f0 and f1 are homotopic, i.e. they can be included into a family
fs, s ∈ [0, 1], such that the Hamilton-Jacobi equation (73) holds with fs = fs and
ks ≡ k.
Hence, Proposition 2.4.4 implies
Corollary 2.4.6 For a generic compatible deformation Js, s ∈ [0, 1], we have
1. The operator S1 : L → L defines an automorphism of the space of solutions of
(48);
2. The linearization T 1 = T 1
f0
of S1 at the point f0 satisfies the equation
T 1 ◦ df
0
= df
1
◦ T 1,(76)
and thus defines an isomorphism H∗(L, d
f0)→ H∗(L, df
1
).
2. The diagram
L
տ (f0)±
T 1
−→ L
ր (f1)±
P±
homotopically commutes.
To formulate the “classical level” corollary of Theorem 2.4.5 we assume, as usual,
that W is a homology cobordism.
Theorem 2.4.7 The homomorphisms Ψ1J0,Ψ
1
J1
: A+ → A− associated to two com-
patible almost complex structures J0 and J1 are homotopic, i.e. there exists a map
∆ : A+ → A− such that
Ψ1J1 −Ψ
1
J1 = ∂
− ◦∆+∆ ◦ ∂+.
The map ∆ can be expressed through the function k ∈ L. However, unlike the case
of usual Floer homology theory, ∆ and k are related via a first order non-linear PDE
(which can be deduced from the equation (73)), and thus one cannot write a general
explicit formula relating ∆ and k.
2.5 Composition of cobordisms
In this section we study the behavior of potentials and associated algebraic structures
under the operation of composition of directed symplectic cobordisms.
Let us recall (see Section 1.3) that given a dividing contact type hypersurface V
in a directed symplectic cobordism W =
−−−−→
V −V + one can split W into a composition
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W = W− ⊚W+ of cobordisms W− =
−−−→
V −V and W+ =
−−−→
V V +. From the point of
view of an almost complex structure the process of splitting consists of deforming an
original almost complex structure J = J0 to an almost complex structure J∞, such
that the restrictions J± = J
∞|W± are compatible with the structure of (completed)
directed symplectic cobordisms W±.
Conversely, directed symplectic cobordisms W− =
−−−→
V −V and W+ =
−−−→
V V + with
matching data on the common boundary can be glued into a cobordism W =
−−−−→
V −V +
in the following sense: there exists a family Jτ of almost complex structures on W
which in the limit splits W into the composition of cobordisms W− =
−−−→
V −V and
W+ =
−−−→
V V +.
In order to write the formula relating the potentials ofW and W± we first need to
make more explicit the relation between 2-dimensional homology classes realized by
holomorphic curves in W± and W . We will keep assuming that there are no torsion
elements in H1. Let us recall (see Sections 1.2 and 1.5 above) that we have chosen
curves Ci− ⊂ W−, i = 1, . . . ,m−, C
j
+ ⊂ W+, j = 1, . . . ,m+, and C
k ⊂ W,k =
1, . . .m, which represent bases of first homology of the respective cobordisms. We
also have chosen for every periodic orbit γ ∈ Pα of the Reeb field Rα on V a surface
F γ± realizing homology inW± between γ and a linear combination of basic curves C
i
±.
For our current purposes we have to make one extra choice: for each curve Ci± we
choose a surface Si± which realizes homology inW between C
i
± and the corresponding
linear combination of the curves C1, . . . , Cm. All the choices enable us to associate
with every orbit γ ∈ Pα a homology class C
γ which is realized by the chain
F γ+ − F
γ
− +
m+∑
1
n+j S
j
+ −
m−∑
1
n−i S
i
− ,
where ∂F γ± = [γ]−
m±∑
1
n±j C
j
±. We will denote by d
γ the degree of Cγ , i.e. the string
of its coordinates in the chosen basis A1, . . . , AN ∈ H2(W ).
Let us define an operation
⋆ : DD− ⊗DD+ → DD,(77)
where DD± = DDW± and DD = DDW . For F =
∑
Γ
fΓ(t
−, q−, ~, z−)pΓ ∈ DD− and
G =
∑
Γ+
gΓ+(t
+, q, ~, z+)(p+)Γ
+
∈ DD+ we set
F⋆G(t, q−, p+, ~, z) =(∑
Γ
f˜Γ(t, q
−, ~, z)~s
s∏
i=1
κγiz
dγi
−−→
∂
∂qγi
∑
Γ+
g˜Γ+(t, q, ~, z)(p
+)Γ
+
)∣∣∣
q=0
.
(78)
Here we denote by f˜Γ and g˜Γ+ the images of fΓ and gΓ+ under the coefficient ho-
momorphisms H2(W±) → H2(W ). Let us explain what happens with the variables
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t and z in more details. Let A±1 , . . . , A
±
N± , and A1, . . . , AN , be the chosen bases in
H2(W±) and H2(W ). Then we have
i±∗ (A
±
k ) =
N±∑
j=1
n±kjAj ,
where k = 1, . . . , N , (n±kj) are integer matrices, and i
± :W± →W the inclusion maps.
We have
fΓ(t
−, q−, ~, z−) =
∑
d=(d1,...,dN−)
fΓ,d(t
−, q−, ~)(z−1 )
d1 . . . (z−N−)
d
N− ,
gΓ+(t
+, q, ~, z+) =
∑
d=(d1,...,dN+)
gΓ+,d(t
+, q, ~)(z+1 )
d1 . . . (z+N+)
dN+ ,
where we denote by z± the “z-variables” in W±. Then
f˜Γ(t, q
−, ~, z) =
∑
d=(d1,...,dN−)
f˜Γ,d(t|W− , q
−, ~)z
M−1
1 . . . z
M−N
N ,
g˜Γ+(t, q, ~, z) =
∑
d=(d1,...,dN+)
g˜Γ+,d(t|W+ , q
−, ~)z
M+1
1 . . . z
M+N
N ,
where M±j =
N±∑
k=1
n±kjdk, j = 1, . . . , N .
Let us observe
Lemma 2.5.1 1. The operation ⋆ is associative.
2. For F ∈ ~−1D−, G ∈ ~−1D+ there exists a unique function H ∈ ~−1D, such that
eH = eF ⋆ eG.
We will denote this H by F♦G, so that we have eF♦G = eF ⋆eG. We will also consider
the maps
♦G : ~−1D− → ~
−1D, ♦G(F ) = F♦G, F ∈ D−,
and
F♦ : ~−1D+ → ~
−1D, F♦(G) = F♦G, G ∈ D+,
and for even F,G their linearizations:
TF (♦G) : ~
−1D− → ~
−1D,
TF (♦G)(f) =
d
(
F + εf)♦G
)
dε
∣∣
ε=0
= e−F♦G
(
(feF ) ⋆ eG
)
, f ∈ ~−1D−,
and
TG(F♦) : ~
−1D+ → ~
−1D,
TG(F♦)(g) =
d
(
F♦(G+ εg)
)
dε
∣∣
ε=0
= e−F♦G
(
eF ⋆ (geG)
)
, g ∈ ~−1D+,
Let us first formulate an algebraic
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Proposition 2.5.2 Suppose that F ∈ ~−1D− and G ∈ ~
−1D+ are even elements,
which satisfy the equations
DW−(e
F ) =
−→
H−eF − eF
←−
H = 0
and
DW+(e
G) =
−→
HeF − eF
←−
H+ = 0,
where H± = HV ± , H = HV . Then we have
1. DW (e
F♦G) =
−→
H− eF♦G − eF♦G
←−
H+ = 0.
2. The homomorphisms TG(F♦) : ~
−1D+ → ~−1D and TF (♦G) : ~−1D− → ~−1D
satisfy the equations
TG(F♦) ◦D
G = DF♦G ◦ TG(F♦)
and
TF (♦G) ◦D
F = DF♦G ◦ TF (♦G),
and in particular they define homomorphisms of the corresponding homology
algebras:
(TG(F♦))∗ : H∗(D+, D
G)→ H∗(D, D
F♦G)
and
(TF (♦G))∗ : H∗(D−, D
G)→ H∗(D, D
F♦G).
3.
TF (♦G) ◦ F
− = (F♦G)−
and
TG(F♦) ◦G
+ = (F♦G)+.
4. Suppose we are given three cobordisms W1,W2,W3 with matching ends so that
we can form the composition W123 =W1 ⊚W2 ⊚W3, and series Fi ∈ ~−1Di =
~−1DWi , i = 1, 2, 3, such that DWie
Fi = 0, i = 1, 2, 3. Then
TF1♦F2(♦F3) ◦ TF1(♦F2) = TF1(♦(F2♦F3)).(79)
The proof of this proposition is immediate from the definition of the corresponding
operations. For instance, to prove 2.5.2.1 we write
−→
H−
(
eF♦G
)
−
(
eF♦G
)←−
H+ =
−→
H− eF ⋆ eG − eF ⋆ eG
←−
H+
=
(−→
H− eF
)
⋆ eG − eF ⋆
(
eG
←−
H+
)
=
(
eF
←−
H
)
⋆ eG − eF ⋆
(
−→
HeG
)
.
To finish the argument let us consider a cylindrical cobordism W0 = V ×R, take the
function I =
∑
κ−1γ pγqγ . Taking into account associativity of ⋆ (see 2.5.1) we have
−→
f eG = (feI) ⋆ eG, and eF
←−
f = eF ⋆ (feI) .(80)
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Hence, we have (
eF
←−
H
)
⋆ eG − eF ⋆
(
−→
HeG
)
= eF ⋆ (HeI) ⋆ eG − eF ⋆ (HeI) ⋆ eG = 0.
Any cohomology class from H∗(W ) can be represented by a form t which splits
into the sum of forms t± with cylindrical ends on W±, so that we have t±|V = tV .
Let us define now a series F∞ ∈ ~−1D by the formula
F∞(q−, p+, t) = F−(q
−, p, t−)♦F+(q, p
+, t+),(81)
where p, q are variable associated to the space H∗(P) of periodic orbits of the Reeb
vector field Rα of the contact form α on V .
The following theorem is the main claim of this section, and similar to Theorems
2.2.2 and 2.3.3 and 2.4.2 it is a statement about the boundary of an appropriate
moduli space of holomorphic curves. This time we deal with limits of Js-holomorphic
curves in W when s→∞, i.e. when the family Js realizes the splitting of W into the
composition W− ⊚W+, see Theorem 1.6.3 above.
Theorem 2.5.3 The element F∞ is homotopic to the potential F = FW,J,α± for any
generic compatible almost complex structure J on W .
Let us now describe the above results on the level of rational potentials. Let W− =
−−−→
V −V ,W+ =
−−−→
V V + andW =W−⊚W+ =
−−−−→
V −V + be as above. Set h± = hV ± ,h = hV ,
ĥ− = h
− − h, ĥ+ = h− h+, ĥ = h+ − h−, L± = LW± and L = LW .
The operation ♦ : ~−1D−×~−1D+ → ~−1D defined above reduces on the rational
level to the operation
♯ : L− × L+ → L,
defined as follows. For f± ∈ L± we set
f−♯f+(q
−, p+) =
(
f−(q
−, p) + f+(q, p
+)−
∑
γ∈P
κ−1γ z
−dγqγpγ
)∣∣
L
,(82)
where
L =
{
qγ = κγz
dγ ∂f−
∂pγ
;
pγ = κγz
dγ ∂f+
∂qγ
.
Notice that given series
F− = ~
−1
∞∑
0
(F−)g~
g ∈ ~−1D− and F+ = ~
−1
∞∑
0
(F+)g~
g ∈ ~−1D+
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with F−♦F+ = ~
−1
∞∑
0
(F−♦F+)g~
g ∈ ~−1D then
(F−♦F+)0 = (F−)0♯(F+)0.
We will also consider the operations
♯f+ : L− → L, ♯f+(f−) = f−♯f+ and ♯f− : L+ → L, ♯f−(f+) = f−♯f+,
and their linearizations
Tf−(♯f+) : L− → L, Tf−(♯f+)(g) = (g|L+)♯f+ and
Tf+(♯f−) : L+ → L, Tf+(♯f−)(g) = f−♯(g|L−) .
Here we view g|L+ (resp. g|L−) as an element of L+ which depends on variables q
− as
parameters (resp. an element of L−, which depends on p
+ as parameters). We have
the following rational version of Theorem 2.5.2.
Proposition 2.5.4 Suppose that even elements f± ∈ L± = LW± satisfy equation
(48), i.e.
ĥ±|Lf± = 0,
where
Lf− =
qγ = kγ
∂f−
∂pγ
; γ ∈ P
p−γ− = κγ−
∂f−
∂q−
γ−
, γ− ∈ P−,
and
Lf+ =
pγ = kγ
∂f+
∂qγ
; γ ∈ P
q+γ+ = κγ+
∂f+
∂p+
γ+
, γ+ ∈ P+.
Then
1. The function f−♯f+ satisfies the Hamilton-Jacobi equation
ĥL|f−♯f+ = 0;
2. The homomorphisms Tf−(♯f+) : L− → L and Tf+(f−♯) : L+ → L satisfy the
equations
Tf−(♯f+) ◦ d
f− =df−♯f+ ◦ Tf−(♯f+),
Tf+(f−♯) ◦ d
f+ =df−♯f+ ◦ Tf+(♯f−) ,
and hence define homomorphisms of the corresponding homology algebras:(
Tf−(♯f+)
)
∗
:H∗(L−, d
f−)→ H∗(L, d
f−♯f+),(
Tf+(f−♯)
)
∗
:H∗(L−, d
f−)→ H∗(L, d
f−♯f+);
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3.
Tf−(♯f+) ◦ (f−)
− =(f−♯f+)
− ,
Tf+(♯f−) ◦ (f+)
− =(f−♯f+)
+ ;
4. Suppose we are given three cobordisms W1,W2,W3 with matching ends so that we
can form the composition W123 =W1 ⊚W2 ⊚W3, and series fi ∈ ~−1Li = LWi
which satisfy Hamilton-Jacobi equations ĥWi |Lfi = 0, i = 1, 2, 3. Then
Tf2(♯f3) ◦ Tf1(♯f2) = Tf1(♯(f2♯f3)).
Let t be a closed form onW which is split into two forms t± onW± with cylindrical
ends. Set f± = fW± and
f∞(q−, p+, t) = f−(q
−, p, t−)♯f+(q, p
+, t+).(83)
Alternatively f∞ can be defined as the first term in the expansion F∞ = ~−1
∞∑
0
F∞g ~
g.
The following theorem is a rational analog, and a direct corollary of Theorem 2.5.3.
Theorem 2.5.5 The series f∞(q−, p+, t) and fW,J (q, p, t) are homotopic for any
generic compatible almost complex structure J on W .
Coming down to the “classical” level, let us assume that W,W− and W+ are
homology cobordisms (see 2.2.3 above). Thus there are defined the homomorphisms
Ψ : A+ → A−, Ψ+ : A
+ → A and Ψ− : A → A
−, see Section 2.3.2 above. Set
Ψ∞ = Ψ+ ◦Ψ−. Then we have
Theorem 2.5.6 For any generic compatible almost complex structure J on W ho-
momorphisms Ψ1 = ΨJ ,Ψ∞ : A
+ → A− are chain homotopic.
2.6 Invariants of contact manifolds
Theorem 2.5.3 allows us to define SFT-invariants of contact manifolds. Let (V, ξ) be
a contact manifold, and α+ and α− two contact forms for ξ, such that α+ > α−,
i.e. α+ = fα−, for a function f > 1. Then for an appropriately chosen function
ζ : V × R → (0,∞) the form ω = d(ζα−) on W = V × R is symplectic, and (W,ω)
is a directed symplectic cobordism between (V, α−) and (V, α+). Let t± be two
cohomologous forms on V , and t be a closed form on W with cylindrical ends which
restricts to t± on V ±. Suppose we are also given almost complex structures J± on V ,
compatible with α±, which are extended to a compatible almost complex structure J
onW . We will call a directed symplectic cobordism (W,J, t), chosen in the above way,
a concordance between the data on its boundary. Notice, that concordance becomes an
equivalence relation if we identify contact forms proportional with a constant factor.
A concordance (W,J, t) is called trivial if W = V × R, the almost complex structure
J is translationally invariant, and t is the pull-back of a form t+ under the projection
W → V .
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Let us denote, as usual, by (W±, D±) the differential Weyl algebras associated to
the data at the ends of the cobordism W , by (D, DW ) the D-module D(W,J, α
±),
by F ∈ W the potential of the cobordism W , and by F± : (W±, D±)→ (D, DW ) the
corresponding homomorphisms of differential algebras defined in (43).
Theorem 2.6.1 For any concordance (W,J, t) the homomorphisms
F± : (W±, d±)→ (D, DW )
are quasi-isomorphisms of differential algebras. In particular, the homology algebras
H∗(W
−, D−) and H∗(W
+, D+) are isomorphic.
Proof. We will prove 2.6.1 in three steps.
Step 1. Let us begin with the trivial concordance (W,J, t). In this case D can be
identified with W± and we have F(q, p, t) = ~−1
∑
κ−1γ qγpγ . Hence
F−(f) = e−F
−→
f eF = f = e−F
(
eF
←−
f
)
= F+(f).
Step 2. If we add now to t a form dθ, where θ has a compact support, and change J in a
compact part ofW then according to Theorem 2.4.2 the potential FW,J (t+dθ) remains
the same up to homotopy, and hence Corollary 2.4.3 implies that the homomorphisms
F±∗ induced on homology remain unchanged.
Step 3. Now assume that (W,J, t) = (W 1, J1, t1) is a general concordance. Consider
the reversed concordance (W 2, J2, t2), so that the compositions
(W 12 =W 1 ⊚W 2, J12 = J1 ⊚ J2, t12 = t1 ⊚ t2)
and
(W 21 =W 2 ⊚W 1, J21 = J2 ⊚ J1, t21 = t2 ⊚ t1)
of concordances (W 1, J1, t1) and (W 2, J2, t2) are as in Step 2. Then according to
Theorem 2.5.3 FW 12,J12(t
12) is homotopic to
FW 1,J1(t
1)♦FW 2,J2(t
2) = F1♦F2
and F21 = FW 21,J21(t
21) is homotopic to
FW 2,J2(t
2)♦FW 1,J1(t
1) = F2♦F1.
Hence Proposition 2.5.2 implies
Id = (FW 1⊚W 2)
−
∗ =
(
TF1(♦F
2)
)
∗
◦ (F1)−∗
and
Id =
(
TF1
(
♦(F2♦F1)
))
∗
=
(
TF1♦F2(♦F
1)
)
∗
◦
(
TF1(♦F
2)
)
∗
.
Hence
(
TF1(♦F
2)
)
∗
, (F1)−∗ , and similarly (F1)
+
∗ are isomorphisms. ◮
The following rational and classical analogs of Theorem 2.6.1 can be either deduced
directly from Theorem 2.6.1, or alternatively can be proven similarly to 2.6.1 using
2.4.5 (resp. 2.4.7) and 2.5.5 (resp. 2.5.6).
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Theorem 2.6.2 For any concordance (W,J, t) the homomorphisms
f± : (P±, D±)→ (L, DW )
are quasi-isomorphisms of differential algebras. In particular, Poisson homology al-
gebras H∗(P
±, d±) are isomorphic.
Theorem 2.6.3 For any concordance (W,J, t) the homomorphism
Ψ : (A+, ∂+)→ (A−, ∂−)
is a quasi-isomorphism of differential algebras.
The definition of the differential algebras (W, D), (P, d) and (A, ∂) depends on
the choice of a coherent orientation (see Section 1.8), and of spanning surfaces and
framings of periodic orbits (see Section 1.2). As it is stated in Theorem 1.8.7 a co-
herent orientation is determined by a choice of asymptotic operators associated with
each periodic orbit γ. Let H′ be the new Hamiltonian which one gets by changing
the orientation of the asymptotic operator associated with a fixed periodic orbit γ.
One can then check that the change of variables (pγ , qγ) 7→ (−pγ ,−qγ) is an isomor-
phism between the differential algebras (W, DH) and (W, DH
′
). Different choices for
spanning surfaces and framings of periodic orbits do not affect mod 2 grading but
change the integer grading of the differential algebras.
Remark 2.6.4 An accurate introduction of virtual cycle techniques would reveal
that even more choices should be made. However, an independence of all these extra
choices can be also established following the scheme of this section.
2.7 A differential equation for potentials of symplectic cobor-
disms
In this section we describe differential equations for the potentials FW and fW of a di-
rected symplectic cobordism with a non-empty boundary. These equations completely
determine the potentials, and in combination with gluing Theorems 2.5.3 and 2.5.5
they provide in many cases an effective recursive procedure for computing potentials
FW and fW , and even Gromov-Witten invariants of closed symplectic manifolds W
(see some examples in Section 2.9.3 below).
Let us assume for simplicity thatW has only a positive end E+ = V × (0,∞), and
choose a basic system ∆1, . . . ,∆k, Θ1, . . . ,Θm of closed forms so that the following
conditions are satisfied:
a) ∆1, . . . ,∆k form a basis of H
∗(W ), and the restrictions δi = ∆i|V , i = 1, . . . , l
for l ≤ k form a basis of Im
(
H∗(W )→ H∗(V )
)
;
b) Θ1, . . . ,Θm are compactly supported and represent a basis of Ker
(
H∗comp(W )→
H∗(W )
)
,
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c) there exist forms θ1, . . . , θm on V and a compactly supported 1-form ρ on (0,+∞),
such that Θj = e∗
(
ρ ∧ π∗(θj)
)
, j = 1, . . . ,m, where
π is the projection E = V × (0,∞) → V and e : E →֒ W is the inclusion. In
other words, Θj equals ρ ∧ π
∗(θj) viewed as a form on W .
Theorem 2.7.1 Let H = HV,α,J be the Hamiltonian associated with the contcat
manifold V . Set
Hj(t1, . . . , tl, q, p) =
(∂H
∂sj
(
l∑
i=1
tiδi + sjθj, q, p)
)∣∣∣
sj=0
, j = 1, . . .m,
F0(t1, . . . , tk, p) = FW,J (
∑
ti∆i, p),
and define F(t1, . . . , tk, τ1, . . . , τm, p) by the formula
eF(t1,...,tk,τ1,...,τm,p) = eF
0(t1,...,tk,p)←−G(t1, . . . , tl, τ1, . . . , τm, p),(84)
where we denote by
←−
G the operator obtained from
G(t1, . . . , tl, τ1, . . . , τm, q, p) = e
τmH
m(t1,...,tl,q,p) . . . eτ1H
1(t1,...,tl,q,p)(85)
by quantizing qγ = κγ~
←−
∂
∂pγ
. Then F(t1, . . . , tk, τ1, . . . , τm, p) is homotopic to
FW,J (
k∑
i=1
ti∆i +
m∑
r=1
τrΘr, p).
Proof. Set
T j(s) = FW,J (
∑
ti∆i +
j−1∑
r=1
τrΘr + sτjΘj, p).
We have
T j(1) = T j+1(0) for j = 1, . . . ,m− 1,
Tm(1) = FW,J (
k∑
i=1
ti∆i +
m∑
r=1
τrΘr, p),
and
T 1(0) = FW,J (
∑
ti∆i, p) = F
0(t1, . . . , tk, p).
Let Sj ∈ ~−1D be defined from the equation
eS
j
= eT
j(0)eτj
←−−−−−−−−−−−
Hj(t1,...,tl,q,p).
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It is enough to prove that T j(1) is homotopic to Sj for j = 1, . . . ,m. We have
∂eT
j(s)
∂s
=
∂T j(s)
∂s
eT
j(s)
= eT
j(s)
∑
d
∞∑
g,u,v=0
1
u!v!
0〈τjΘj ,
k∑
i=1
ti∆i +
j−1∑
r=1
τrΘr + sτjΘj︸ ︷︷ ︸
u
; p, . . . , p︸ ︷︷ ︸
v
〉dgz
d~g−1.
The compactly supported form Θj is exact in W ,
Θj = dΘ˜j ,
where Θ˜j is closed at infinity, has a cylindrical end, and Θ˜j|V = θj . Hence,
∂T j(s)
∂s
=
∑
d
∞∑
g,u,v=0
1
u!v!
0〈τjdΘ˜j,
k∑
i=1
ti∆i +
j−1∑
r=1
τrΘr + sΘj︸ ︷︷ ︸
u
; p, . . . , p︸ ︷︷ ︸
v
〉dgz
d~g−1
= d
(∑
d
∞∑
g,u,v=0
1
u!v!
0〈τjΘ˜j,
k∑
i=1
ti∆i +
j−1∑
r=1
τrΘr + sτjΘj︸ ︷︷ ︸
u
; p, . . . , p︸ ︷︷ ︸
v
〉dgz
d~g−1
)
=
∂
∂u
(
d
(∑
d
∑
g,u,v=0
1
u!v!
0〈
k∑
i=1
ti∆i +
j−1∑
r=1
τrΘr + sτjΘj + uτjΘ˜j︸ ︷︷ ︸
u
; p, . . . , p︸ ︷︷ ︸
v
〉dgz
d~g−1
))∣∣∣
u=0
=
∂
∂u
(
d
(
FW,J (
k∑
i=1
ti∆i +
j−1∑
r=1
τrΘr + sτjΘj + uτjΘ˜j , p)
))∣∣∣
u=0
,
where d denotes the de Rham differential. Using equation (45) we get
d
(
FW,J (
k∑
i=1
ti∆i +
j−1∑
r=1
τrΘr + sτjΘj + uτjΘ˜j, p)
)
=
e−FW,J
(
eFW,J
←−
H(
l∑
i=1
ti∆i + uτjθj , p)
)
,
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and hence
∂T j(s)
∂s
=
∂
∂u
(
e−FW,J
(
eT
j(s)←−H(
l∑
i=1
ti∆i + uτjθj , q, p)
))∣∣∣
u=0
= τje
−T j(s)
(
− Fj(t1, . . . , tk, τ1, . . . , τj , s, p)
(
eT
j(s)←−H(
l∑
i=1
ti∆i, q, p)
)
+
(
eT
j(s)Fj(t1, . . . , tk, τ1, . . . , τj , s, p)
)←−
H(
l∑
i=1
ti∆i, q, p)
+ eT
j(s)←−H j(t1, . . . , tl, q, p)
)
= τje
−T j(s)
((
eT
j(s)[Fj ,
←−
H ] + eT
j(s)←−H j
)
,
where
Fj(t1, . . . , tk, τ1, . . . , τj , s, p)
=
∂
∂u
(
F(
∑
ti∆i +
j−1∑
r=1
τrΘr + sτjΘj + uΘ˜j, p)
)∣∣
u=0
and
Hj(t1, . . . , tl, q, p) =
∂
∂u
(
H(
∑
ti∆i + uθj , q, p)
)∣∣
u=0
.
Therefore,
∂eT
j(s)
∂s
= eT
j(s) ∂T
j(s)
∂s
= τje
T j(s)
(
[Fj ,
←−
H ] +
←−
H j
)
.
Let us define now a family U j(s) ∈ ~−1D, s ∈ [0, 1] by the formula
eU
j(s) = eT
j(s)e(1−s)τj
←−
Hj(t1,...,tl,q,p) .(86)
Then U j(s) is a homotopy between Sj and T j(1). Indeed, we have U j(0) = Sj and
U j(1) = T j(1). On the other hand we get an equation
∂eU
j(s)
∂s
= τje
Uj(s)
(
−
←−
H j + [Fj ,
←−
H ] +
←−
H j
)
= eU
j(s)[τjF
j ,
←−
H ] ,
which is the definition of homotopy (see Section 2.4 above). ◮
We formulate now a version of Theorem 2.7.1 for rational potentials.
Set
hj(t1, . . . , tl, q, p) =
∂h
∂sj
(
∑
tiδi + sjθj , q, p), j = 1, . . .m,
and for any g ∈ L we denote by Lg the Lagrangian variety of V, defined by the
equation
Lg = {qγ = κγ
∂g
∂pγ
}.(87)
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Theorem 2.7.2 Let f(t1, . . . , tk, τ1, . . . , τm, p) be the solution of the Hamilton-Jacobi
equation
∂f
∂τj
(t1, . . . , tk, τ1, . . . , τm) = h
j(t0, . . . , tl, q, p)|Lf(88)
with the initial condition
f |τj=0 = fW,J (
∑
ti∆i +
∑
r 6=j
τrΘr, p).
Then
f(t1, . . . , tk, τ1, . . . , τm, p)
is homotopic to
fW,J(
∑
ti∆i +
m∑
r=1
τrΘr, p).
2.8 Invariants of Legendrian knots
Symplectic Field Theory can be extended to include Gromov-Witten invariants of
pairs (W,L), where L is a Lagrangian submanifold of a symplectic manifold W . The
corresponding relative object is a pair (W,L), where W =
−−−−→
V −V + is a directed sym-
plectic cobordism between contact manifolds (V ±, α±), and L is a Lagrangian cobor-
dism between Legendrian submanifolds Λ± ⊂ V ±. More precisely, we assume that
Lagrangian submanifold L is cylindrical at infinity over Λ±, i.e. there exists C > 0,
such that L∩V −×(−∞,−C] = Λ−×(−∞,−C] and L∩V +×(C,∞] = Λ+×(C,∞] .
In other words, we require L to coincide at infinity with symplectizations of Legen-
drian submanifolds Λ±.
The moduli space of holomorphic curves to be considered in this case consists of
equivalence classes of holomorphic curves with boundary which can have punctures
of two types, interior and at the boundary. The boundaries of holomorphic curves
are required to be mapped to the Lagrangian submanifold L, the holomorphic curves
should be cylindrical over periodic orbits from P± at interior punctures, while at
boundary punctures we require them to be asymptotically cylindrical over Reeb chords
connecting points of the Legendrian submanifolds Λ± ⊂ V ±. A more precise definition
is given below. The algebraic structure arising from the stratification of boundaries
of these moduli spaces is more complicated than in the closed case. First of all, unlike
the interior punctures the punctures at the boundary are cyclically ordered, which
leads to associative, rather than graded commutative algebras. Second, the “usual”
cusp degenerations of curves with boundary at boundary points (see [35]) has in this
case codimension 1, rather than 2 as in the closed case, and hence the combinatorics
of such degenerations should also be a part of the algebraic formalism.
We will sketch in this paper only the simplest of three cases of SFT, namely the
“classical case”, which corresponds to the theory of moduli spaces of holomorphic
disks with only 1 positive puncture at the boundary.
Let (V, ξ = {α = 0}) be a contact manifold with a fixed contact form α,W = V ×R
its symplectization with a compatible almost complex structure J , Λ ⊂ V a compact
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Legendrian submanifold, and L = Λ × R ⊂ W the symplectization of Λ, i.e. the
corresponding Lagrangian cylinder in W . We assume that all periodic orbits of the
Reeb vector field Rα are non-degenerate and fix a marker on every periodic orbit. We
also consider the set C of Reeb chords connecting points on Λ, and impose an extra
non-degeneracy condition along the chords from C by requiring that the linearized flow
of Rα along a chord c ∈ C connecting points a, b ∈ Λ sends the tangent space Ta(Λ) to
a space transversal to Tb(Λ). We also require that none of the chords from C be a part
of an orbit from P . Under these assumptions, the set C is finite: C = {c1, . . . , cm}.
We will restrict the consideration to the case when
π1(V ) = 0, π2(V,Λ) = 0, and w2(Λ) = 0.(89)
First two assumptions are technical and can be removed (comp. Section 1.2 above).
However, the third one is essential for orientability of the involved moduli spaces of
holomorphic curves. Moreover, the invariants we define depends on a particular choice
of a spin-structure on Λ. 14
As in Section 1.2 we choose capping surfaces Fγ for γ ∈ P , and for each chord c ∈ C
we also choose a surface Gc which is bounded by a curve c ∪ δc, where δc ⊂ Λ. The
choice of surfaces Fγ , γ ∈ P , allows us to define Conley-Zehnder indices of periodic
orbits (see Section 1.2 above). Similarly, surfaces Gc enable us to define Maslov
indices µ(c), c ∈ C. Namely, let us consider a Lagrangian subbundle of ξ|∂Gc , which
consists of the Lagrangian sub-bundle TΛ|δc ⊂ ξ|δc over δc, together with the family
of Lagrangian planes Tu ⊂ ξu, u ∈ c, which are images of Ta(Λ) under the linearized
flow of the Reeb field Rα. Choose a symplectic trivialization of ξ|∂Gc which extends
to Gc. With respect to this trivialization the above sub-bundle can be viewed as a
path of Lagrangian planes in a symplectic vector space. The Maslov index of such
path is defined as in [56].
Consider a unit disk D ⊂ C with punctures(
{z+, z−1 , . . . , z
−
σ } ∪ {x
−
1 , . . . , x
−
s }
)
,
where z = {z+, z−1 , . . . , z
−
σ }, 0 ≤ σ ≤ m, is a counter-clockwise ordered set of punc-
tures on ∂D, and x = {x−1 , . . . , x
−
s } is an ordered set of interior punctures. As usual
we provide interior punctures with asymptotic markers.
Let us denote by MA({ci1 , . . . , ciσ}, {γ1, . . . , γs}, ci;W,Λ, J) the moduli space of
J-holomorphic maps
(D \ (z ∪ x) , ∂ (D \ (z ∪ x))→ (W,L),
which are asymptotically cylindrical at the negative end over the periodic orbit γ−k at
the puncture x−ik , and over the chord cik at the puncture zk, asymptotically cylindrical
at the positive end over the chord ci at the puncture z
+, and which send asymptotic
markers of interior punctures to the markers on the corresponding periodic orbits.
Two maps are called equivalent if they differ by a conformal map D → D which
preserves all punctures, marked points and asymptotic markers. Each moduli space
14We thank K. Fukaya for pointing this out.
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MA(ci, {ci1 , . . . , ciσ}, {γ1, . . . , γs};W,Λ, J) is invariant under translations V × R →
V ×R along the factor R, and we denote the corresponding quotient moduli space by
MA(ci, {ci1 , . . . , ciσ}, {γ1, . . . , γs};W,Λ, J)/R .
Let (A, ∂) = (A(V, α), ∂J ) be the graded commutative differential algebra defined
in Section 2.2.3 above, or rather its specialization at the point 0. Consider a graded
associative algebra K = K(V,Λ, α) generated by elements ci ∈ C with coefficients in
the algebra A. We define a differential ∂Λ = ∂Λ,J on K first on the generators ci by
the formula
∂Λ(ci) =
∑ nΓ,I,d
k!
∏k
1 κ
ij
γj ij!
cj1 . . . cjσq
i1
γ1 . . . q
ik
γk
zd,(90)
where the sum is taken over all d ∈ H2(V ), all ordered sets of different periodic orbits
Γ = {γ1, . . . , γk}, all multi-indices J = (j1, . . . , jσ), 1 ≤ ji ≤ m, and I = (i1, . . . , ik),
ij ≥ 0, and where the coefficient nΓ,I,d counts the algebraic number of elements of
the moduli space
Md
(
ci, {cj1 , . . . , cjσ}, {γ1, . . . , γ1︸ ︷︷ ︸
i1
, . . . , γk, . . . , γk︸ ︷︷ ︸
ik
}
)
/R,
if this space is 0-dimensional, and equals 0 otherwise. The differential extends to the
whole algebra K by the graded Leibnitz rule. However, it does not treat coefficients as
constants: we have ∂Λ(qγ) = ∂(qγ), where ∂ is the differential defined on the algebra
A.
Then we have
Proposition 2.8.1
∂2Λ = 0.
Given a family of contact forms Λτ , ατ , Jτ τ ∈ [0, 1] of Legendrian submanifolds,
contact forms, and compatible almost complex structures one can define, similar to
the case of closed contact manifolds (see Sections 2.3.2 and Section 2.4 above) a
homomorphism of differential algebras
ΨS : K(V,Λ0, α0)→ K(V,Λ1, α1),
which is independent up to homotopy of the choice of a connecting homotopy. Com-
position of homotopies generates composition of homomorphisms, and hence one con-
clude
Proposition 2.8.2 The quasi-isomorphism type of the differential algebra
(K(V,Λ, α), ∂Λ,J )
depends only on the contact structure ξ and the Legendrian isotopy class of Λ. The
Legendrian contact homology algebra H∗(K, ∂Λ) has a structure of a module over
the contact homology algebra Hcont∗ (V, ξ) = H∗(A, d), and it is an invariant of the
Legendrian knot (or link) Λ.
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The theory looks especially simple when the contact structure ξ on V admits a
contact form α such that the Reeb vector field Rα has no closed periodic orbits. If, in
addition the space of trajectories is a manifoldM (e.g. when V = J1(N) = T ∗(N)×R
with a contact form dz+pdq), thenW is automatically symplectic, and the projection
π : W → V sends the Legendrian submanifold Λ ⊂ V to an immersed Lagrangian
submanifold L#M with transverse self-intersection points. These points correspond
to Reeb chords ci connecting points on Λ. Hence, the algebra K in this case is just a
free associative algebra, generated over C (or C ) by the self-intersection points of L. It
is possible to choose a compatible almost complex structures J on the symplectization
W = V × R and JM on M to make the projection W → M holomorphic (comp.
Section 2.9.2 below). Then punctured holomorphic disks in W from moduli spaces
MA(ci, {ci1 , . . . , ciσ};W,Λ, J) project to JM -holomorphic disks in M with boundary
in the immersed Lagrangian manifold L. Conversely, one can check that each such
disk lifts to a disk from the corresponding moduli spaceMA(ci, {ci1 , . . . , ciσ};W,Λ, J),
uniquely, up to translation along the R-factor in W = V ×R. This is especially useful
when dimM = 2. In this case L is an immersed curve, and the holomorphic disks are
precisely immersed, or branched disks with their boundaries in L. Moreover, branched
disks are never rigid, because the branching point may vary. Hence, the differential
∂ : K → K can be defined in this case in a pure combinatorial way, just summing the
terms corresponding to all appropriate immersed disks whose boundary consists of
arcs of L, and which are locally convex near their corner.
Yu. Chekanov independently realized (see [8]) this program for Legendrian links in
the standard contact R3. He was also motivated by the hypothetical description of the
compactification of the moduli spaces of holomorphic discs, but has chosen to prove
the invariance of the quasi-isomorphism type of the differential algebra (K, ∂) in a
pure combinatorial way. In fact, he proved a potentially stronger form of equivalence
of differential algebras of isotopic Legendrian links, which he called stable tamed
isomorphism. Stable tame isomorphism implies quasi-isomorphism, but we do not
know whether it is indeed stronger. Let also note that Chekanov considered a Z2-
version of the theory. In some examples it works better the Q -version, which is
provided by our formalism. J. Etnyre–J. Sabloff ([16]) and L. Ng ([55]) worked out
the combinatorial meaning of signs dictated by the coherent orientation theory (see
Section 1.8 above), and proved invariance of the stable tame type of the differential
algebra (K, ∂) defined over Z. Note that Chekanov’s paper [8] also contains examples
which show that the stable tame Z2-isomorphism type do distinguish some Legendrian
knots, which could not be previously distinguished.
Similar to the absolute case of SFT, one can define further invariants of Legen-
drian submanifolds by including in the formalism higher-dimensional moduli spaces.
For instance, by introducing marked points on the boundary of the disk one gets
a non-commutative deformation of Legendrian contact homology along the homol-
ogy of Legendrian manifolds. This is useful, in particular, to define invariants of
Legendrian links with ordered components. However, the full-scale generalization of
Symplectic Field Theory to directed symplectic-Lagrangian cobordisms between pairs
of contact manifolds and their Legendrian submanifolds, which would formalize infor-
mation about moduli spaces of holomorphic curves of arbitrary genus and arbitrary
number of positive and negative punctures, is not straightforward due to existence
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of different type of codimension 1 components on the boundary of the corresponding
moduli spaces. We will discuss this theory in one of our future papers.
2.9 Remarks, examples, and further algebraic constructions
in SFT
2.9.1 Dealing with torsion elements in H1
Let us discuss grading issues for a contact manifold (V, ξ = {α = 0}) in the case
when the torsion part of H1(V ) is non-trivial. As we will see it is impossible to assign
in a coherent way an integer grading to torsion elements and still keep the property
that the Hamiltonian H has total grading −1. We will deal with this problem by
assigning to some elements fractional degrees, and thus obtain a rational grading,
incompatible with the canonical Z2-grading. In fact the term “grading” is misleading
in this case, and more appropriately one should talk about an Euler vector field with
rational coefficients.
Let us split H1(V ) as T ⊕ F , where T and F are the torsion and free parts,
respectively. As in Section 1.2 above let us choose curves C1, . . . , Ck representing
a basis of F , fix a trivialization of the bundles ξCi , for any periodic orbit γ ∈ Pα
with [γ] ∈ F choose a surface Fγ which realizes the homology between [γ] and a
linear combinations
∑
ni[Ci], and trivialize the bundle ξ|γ accordingly. For any other
periodic orbit γ let γl be its smallest multiple which belong to F . In particular,
the bundle ξγl is already trivialized by a framing f . The problem is that in general
there is no framing over γ which would produce f over γl. Choose then an arbitrary
framing g over γ and denote by gl the resulting framing over γl. Let 2m(gl, f) ∈
π1(Sp(2n− 2,R)) = Z be the Maslov class of the framing gl with respect to f . The
Conley-Zehnder indices of γl with respect to these two gradings are then related by
the formula
CZ(γ|f) = CZ(γ|gl) + 2m(gl, f).
We then assign to γ the fractional degree
deg γ = CZ(γ|g)−
2m(gl, f)
l
.(91)
With this modification SFT can be extended to the case of contact manifolds with
no restrictions on H1. However, the price we pay is that this grading, even if integer,
may not be compatible with the universal Z2-grading which determines the sign rules.
2.9.2 Morse-Bott formalism
Our assumption that all periodic orbits from Pα for the considered contact forms
α are non-degenerate, though generic, but is very inconvenient for computations: in
many interesting examples periodic orbits come in continuous families. Sometimes the
Reeb flow is periodic, and it sounds quite stupid to destroy this beautiful symmetry.
In fact the above formalism can be adapted to this “Morse-Bott” case. We sketch
below how this could be done for the periodic Reeb flow of an S1-invariant form of
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a pre-quantization space. We consider below only the “semi-classical” case which
concerns moduli spaces of rational holomorphic curves.
Let (M,ω) be a symplectic manifold of dimension 2n − 2 with an integral coho-
mology class [ω] ∈ H2(M). We will assume for simplicity that H1(M) = 0. The
pre-quantization space V is a circle bundle over M with first Chern class equal to
[ω]. The fibration π : V → M admits a S1-connection form α whose curvature is
ω. It defines a S1-invariant contact structure ξ on V , transversal to the fibers of
the fibration. The Reeb flow of Rα is periodic, so all its trajectories are closed and
coincide with the fibers of the fibration π, or their multiples.
The fiber of the fibration V is a torsion element in H1(V ), and if l is the greatest
divisor of the class [ω] then the l-multiple of the fiber is homological to 0.
Consider the cylindrical cobordism (the symplectization) W = V × R with an
almost complex structure J compatible with α and denote by M0,r(s|W,J, α) the
moduli space of rational holomorphic curves in W with s punctures and r marked
points. Near punctures the curves are required to be asymptotically cylindrical over
some fibers of V , or their multiples. However, we do not specify to which particular
fiber they are being asymptotic, or whether this fiber is considered on the positive,
or negative end of W . We do not equip curves fromM0,r(s|W,J, α) with asymptotic
markers of punctures, because we cannot fix in a continuous way points on each simple
periodic orbit, as we did in the non-degenerate case.
As it was already mentioned in Section 1.4 above, W can be viewed as the total
space of the complex line bundle L associated with the S1-fibration V →M , with the
zero-section removed, and the almost complex structure J can be chosen compatible
with the structure of this bundle, so that the projectionW →M becomes holomorphic
with respect to a certain almost complex structure JM on M compatible with ω.
Then automatically the bundle induced over any holomorphic curve in the base has
a structure of a holomorphic line bundle. With this choice of J each holomorphic
curve f ∈ M0,r(s|W,J, α) projects to a JM -holomorphic sphere f : CP 1 → M , and
can be viewed as a meromorphic section of the induced bundle (f)∗L over CP 1.
This bundle is ample, and hence poles of its sections correspond to the negative ends
of f , while zeroes correspond to the positive ones. Notice that although the moduli
spacesM0,r(s|W,J, α) can be identified with the moduli spaces of closed holomorphic
curves in a CP 1-bundle over M with prescribed tangencies to two divisors, their
compactifications are different, and in particular the compactification of the first
moduli space may have codimension one strata on its boundary.
The correspondence f 7→ f define a fibration
pr :M0,r(s|W,J, α)/R→M0,r+s(M,JM ).
The fiber pr−1(f) is the union of (an infinite number of) disjoint circles, which are
indexed by sequences of integers (k1, . . . , ks+r) with
∑
ki = d0 =
∫
A
ω, where A ∈
H2(M) is the homology class realized by f , and where there are precisely s non-zero
coefficients ki.
Let us consider two copies P± of the space P = Pα of periodic orbits, as we need
to differentiate between positive and negative ends of holomorphic curves. We will
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write P¨ = P+ ∪ P− and define the evaluation maps:
ev0 :M0,r(s|W,J, α)/R→ V
×r and ev+− :M0,r(s|W,J, α/R)→ P¨
×s .(92)
Here ev+− associates with each puncture the corresponding point of P¨. The space
P± can be presented as
∞∐
k=1
P±k , where each P
±
k is a copy of M , associated with
k-multiple orbits.
We will denote forms on P+ by p, on P− by q, denote by pk, qk their restrictions
to P±k , and organize them into Fourier series u =
∞∑
k=1
(pke
ikx + qke
−ikx). If we are
given a basis of H∗(M) represented by forms ∆1, . . . ,∆a we will consider only forms
from the space generated by this basis, and write pk =
a∑
i=1
pk,i∆i, qk =
a∑
i=1
qk,i∆i and
denote by ui the ∆i-component of u, i.e.
ui =
∞∑
k=1
(pk,ie
ikx + qk,ie
−ikx) and u =
a∑
1
ui∆i.
Given a closed form t on V and a class A ∈ H2(V ) we define the correlator
−1〈t, . . . , t︸ ︷︷ ︸
r
;u, . . . , u︸ ︷︷ ︸
s
〉A0 =
∫
MA0,r(s|W,J,α)/R
ev∗0
(
t⊗ · · · ⊗ t
)
∧ (ev+−)
∗
(
u⊗ · · · ⊗ u
)∣∣∣∣
x=0
.
(93)
Let us choose a basis A0, . . . , AN in H2(M) in such a way that
∫
A0
ω = l > 0 and∫
Ai
ω = 0 for i = 1, . . . , N . Then the classes Ai, i ≥ 1, lift to classes A˜i ∈ H2(V ) which
under the assumptionH1(M) = 0 form a basis ofH2(V ). The degree d = (d1, . . . , dN )
of a class A ∈ H2(V ) is a vector of its coordinates in this basis.
To associate an absolute homology class with a holomorphic curve we pick the
l-multiple (recall that l denotes the greatest divisor of ω) of the fiber γ over a point
x ∈ M and choose a lift of the surface representing the class A0 with
∫
A0
ω = l as a
spanning surface Fγ . Any other m-multiple of γ we will cap with the chain
m
l [Fγ ].
However, to fix a spanning surface for a fiber over any other point y ∈ M or its
multiples, one needs to make some extra choices, for instance fix a path connecting
x and y. The condition H1(M) = 0 guarantees independence of the homology class
of the resulting surface of the choice of this connecting path. Notice that with this
choice, the degree of f ∈ M0,r(s|W,J, α)/R equals (d1, . . . , dN ), if the degree of its
projection pr(f) ∈M0,r+s(M,Jm) is equal to (d0, d1, . . . , dN ).
In this notation the rational Hamiltonian h = hV,J,α is defined by the formula
h(t, u) =
∑
d
∞∑
r,s=0
1
r!s!
−1〈t, . . . , t︸ ︷︷ ︸
r
;u, . . . , u︸ ︷︷ ︸
s
〉d0z
d.(94)
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Suppose that a basis of H∗(M), represented by closed forms ∆1, . . . ,∆a, is chosen
in such a way that for b ≤ a the system forms ∆˜j = π
∗(∆j), j = 1, . . . , b, generate
the image π∗(H∗(M)) ⊂ H∗(V ), and the forms Θ˜1, . . . , Θ˜c, complete it to a basis
of H∗(V ). We will denote (graded) coordinates in the space generated by the forms
∆˜j , j = 1, . . . , b and Θ˜1, . . . , Θ˜c by (t, τ) = (t1, . . . , tb, τ1, . . . , τc).
As usual, the Hamiltonian h is viewed as an element of a graded commutative
Poisson algebra P, which consists of formal power series of coordinates of vectors
pk and T = (t, τ) = (t1, . . . , tb, τ1, . . . , τc) with coefficients which are polynomials
of coordinates of vectors qk = (qk,1, . . . , qk,a). The coefficients of these polynomials
belong to a certain completion (see condition (38) above) of the group algebra of
H2(V ). All the variables pk,i, qk,i have in this case the same parity as forms ∆i, the
parity of variables ti and τj is the same as the degree of the corresponding forms ∆˜i
and Θ˜j. If l = 1, i.e. when H1(V ) = 0, then the integer grading of variables which
corresponds to the choice of capping surfaces described above is defined as follows:
deg ti = deg ∆˜i − 2;
deg τi = deg Θ˜i − 2;
deg qk,i = deg∆i − 2 + 2ck;
deg pk,i = deg∆i − 2− 2ck;
deg zi == 2c1(Ai)
(95)
where c = c1(A0). As it was explained in Section 2.9.1 if l > 1 one can only define
fractional degrees, given by the above formulas (95) with c = c1(A0)l .
The following proposition is useful for applications (see below the discussion of
Biran-Cieliebak conjecture about subcritical symplectic mainfolds). It follows from
the fact that all the moduli spacesMg,r(s|W,J, α) which we defined above are even-
dimensional.
Proposition 2.9.1 Let (V, ξ) be the contact pre-quantization space for a symplectic
manifold (M,ω). Then all contact homology algebras
HSFT∗ (V, ξ)
∣∣
t=0
, HRSFT∗ (V, ξ)
∣∣
t=0
, Hcont∗ (V, ξ)
∣∣
t=0
specialized at 0 ∈ H∗(V ) are free graded, respectively Weyl, Poisson, or commutative
algebras, generated by elements
pk,i, qk,i, i = 1, . . . , a, k = 1, . . . .
In particular, the parts of all these homology algebras graded by the homology class
w ∈ H1(V ) (see 2.2.9 above) are non-trivial.
The Poisson tensor on P is determined in the “u-notation” by the following gen-
eralization of the formula (28):
1
2πi
2π∫
0
〈(δu)′, δv〉dx,(96)
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where 〈 , 〉 denotes Poincare´ pairing on cohomology H∗(M), which is given in the
basis ∆1, . . . ,∆a by the matrix
ηij = 〈∆i,∆j〉 =
∫
M
∆i ∧∆j .
The Poisson tensor can be written in (p, q)-coordinates as
∞∑
k=1
k
a∑
i,j=1
ηij
∂
∂pk,i
∧
∂
∂qk,j
.
It can be shown that the above Hamiltonian h satisfies the identity {h,h} = 0, and
that the differential Poisson algebra (P, dh) is quasi-isomorphic to the corresponding
differential Poisson algebra defined in Section 2.2.3 for any non-degenerate contact
form for the same contact structure ξ on V .
The following formula (97), which sometimes allows to compute the Hamiltonian
h of V in terms of the Gromov-Witten invariant f = fM,JM of M , emerged in a
discussion of the authors with T. Coates and F. Bourgeois.
Proposition 2.9.2 Set
h
j
W,J (t, q, p, z) =
∂h
∂τj
(
b∑
1
ti∆˜i + τjΘ˜j, q, p, z)
∣∣
τj=0
,
and
f̂ j(t, z) =
∂f
∂s
( a∑
1
ti∆i + sπ∗Θ˜j, z
)∣∣
s=0
,
for j = 1, . . . , c (comp. Theorem 2.7.2). Then we have
h
j
W,J (t1, . . . , tb, q, p, z)
=
1
2π
2π∫
0
f̂ j(t1 + u1(x), . . . , tb + ub(x), ub+1(x), . . . , ua(x), z˜)dx
(97)
where z = (z1, . . . , zN ), z˜ = (e
−ilx, z1, . . . , zN) and l is the greatest divisor of ω.
To prove (97) one just observes that the correlator
−1〈∆˜j1 , . . . , ∆˜jr , Θ˜j;ui1∆ii , . . . , uiv∆v〉
d
0
equals the Fourier coefficient with eilx of the correlator
0〈∆j1 , . . . ,∆jr , π∗Θ˜j , ui1∆ii , . . . , uiv∆v〉
d˜
0 .
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Notice that if Θ˜j is an odd form, then
h(
b∑
1
ti∆˜i + τjΘ˜j , q, p, z˜) = τjh
j(t, q, p, z),
because all terms of h must contain τj . In particular, for M = CP
n−1 the manifold
V is a rational homology sphere, and thus a volume form Θ on S2n−1 generates the
odd part of H∗(V ;R). Hence, the formula (97) completely determines h. Namely, let
f(t, z) be the Gromov-Witten invariant of CPn−1, and let ∆2i, i = 0, . . . , n − 1, be
closed forms generating H∗(CPn−1), so that ∆2n−2 = π∗(Θ˜). Set ∆˜0 = π
∗(∆0) and
f̂ (t, z) = f̂2n−2(t, z) =
∂f(t, z)
∂t2n−2
.
Then we have
h(t0∆˜0 + τΘ, q, p) =
τ
2π
2π∫
0
f̂ (t0∆0 + u, e
−ix)dx.(98)
Let us consider some applications of the formula (98).
Contact homology of the standard contact 3-sphere
Let π : V = S3 → M = CP 1 be the Hopf fibration. V is the pre-quantization
space for (S2, ω) with
∫
S2
ω = 1. The 0-form ∆0 = 1 and the symplectic 2-form ∆2 = ω
generateH∗(M), the 0-form ∆˜0 = π
∗(∆0) and the volume form Θ˜3 with π∗(Θ˜3) = ∆2
on S3 generate H∗(S3). Thus we have functional variables
uj(w) =
∞∑
k=1
(
pk,je
ikx + qk,je
−ikx
)
,
associated to the classes ∆j , j = 0, 2, and variables t0 and τ associated to ∆˜0 and
Θ˜3. According to (95) we have
deg qk,0 = −2 + 4k, deg qk,2 = 4k, deg pk,0 = −2− 4k,
deg pk,2 = −4k, deg t0 = −2, deg τ = 1.
The potential f for M = CP 1 can be written, as it well known (see also Section 2.9.3
below), as
f =
t20t2
2
+ et2z,(99)
and hence
f̂ =
t20
2
+ et2z,
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Thus applying (97) we get the following expression for the rational Hamiltonian h for
S3:
h =
τ
2πi
2π∫
0
(
(t0 + u0)
2
2
+ eu2−ix
)
dx = τ
( t20
2
+
∑
k≥1
qk,0pk,0
+
∑
t,s≥0
∑
i1,...,is≥0
j1,...jt≥0
s∑
1
lil−
t∑
1
mjm=1
qi11,2 . . . q
is
s,2p
j1
1,2 . . . p
it
t,2
i1! . . . is!j1! . . . jt!
)
.(100)
Let us use (100) to compute the contact homology algebra
Hcont∗ (S
3, ξ0) = H∗(A(S
3, J, α), ∂).
The part of h linear in the p-variables has the form
τ
∞∑
1
(pk,0qk,0 + pk,2hk(q1,2, . . . , qk−1,2)) ,
so that the differential ∂ : A → A is given by the formulas
∂qk,2 = kτqk,0, ∂qk,0 = kτhk(q1,2, . . . , qk−1,2) .
Here are few first polynomials hk:
h1 =1,
h2 =q1,2,
h3 =q2,2 +
1
2
q21,2,
h4 =q3,2 + q2,2q1,2 +
1
6
q31,2.
Notice that Im∂ coincides with the ideal I(τ) generated by τ . Hence, the homology
algebra H∗(A, ∂) specialized over a point t = (t0, 0) is a free graded commutative
algebra A0 generated by variables qk,0, qk,2, k = 1, . . . , and in particular it has one
generator in each even dimension. On the other hand, over any point t = (t0, τ) with
τ 6= 0 the algebra H∗(A, ∂) is isomorphic to a proper subalgebra A1 of A0. It has its
first non-trivial generator g1 = q1,2 −
1
2q
2
1,0 in dimension 4.
Remark 2.9.3 The contact homology of the Lens space V = L(l, 1) which is the
pre-quantization space for (S2, ω) with
∫
S2
ω = l can be computed similarly. The
variables pk,0, qk,0, pk,2, qk,2, t0 and τ have the same Z2-grading, as in the case of S3,
89
i.e. all of them, except τ are even. However, the grading assigned by the Euler field
to pk,0, qk,0, pk,2, qk,2 is fractional in this case and given by formulas
deg qk,0 = −2 +
4k
l
, deg qk,2 =
4k
l
, deg pk,0 = −2−
4k
l
,
deg qk,0 = −
4k
l
.
The formula for h takes the form
h =
τ
2πi
2π∫
0
(
(t0 + u0)
2
2
+ eu2−ilx
)
dx(101)
We will not carry on here the computation of the contact homology of the Lens
space L(l, 1), and only note, that as in the case of S3 the homology algebra H∗(A, ∂)
specialized over a point t = 0 is a free graded commutative algebra A0 generated
by variables qk,0, qk,2, k = 1, . . . , and over any point t 6= 0 the algebra H∗(A, ∂) is
isomorphic to a proper subalgebra A1 of A0. In particular, over any point the contact
homology algebra H∗(A, ∂) has no odd elements.
Distinguishing contact structures on pre-quantizations spaces
Formula (97) can be used for distinguishing contact structures on pre-quantization
spaces of certain symplectic manifolds, which have different Gromov-Witten invari-
ants. Here is an example.
Proposition 2.9.4 Let (M1, ω1) and (M2, ω2, J2) be two symplectic 4-manifolds with
integral cohomology classes of their symplectic forms. Suppose that for compatible
almost complex structures J1 on M1 and J2 on M2 there are no non-constant J1-
holomorphic spheres in M1, while M2 contains an embedded J2-holomorphic (−1)-
sphere S. Then the pre-quantization spaces (V1, ξ1) and (V2, ξ2) are not contactomor-
phic. 15
Remark 2.9.5 Even when the manifolds M1 and M2 are homeomorphic, the pre-
quantization spaces V1 and V2 are not diffeomorphic (even not homotopy equivalent!)
for most choices of symplectic forms ω1 and ω2, and hence the statement of the theo-
rem is trivial in these cases. However, one can show that for homeomorphic M1 and
M2 the symplectic forms can always be deformed in the class of symplectic forms
compatible with the chosen almost complex structures J1 and J2, in order to make
V1 and V2 diffeomorphic.
To prove Proposition 2.9.4 we will ahow that the “classical” contact homology algebras
Hcont∗ (V1, ξ1) and H
cont
∗ (V2, ξ2) are not isomorphic.
15 Yongbin Ruan proved in [59] that under the assumptions of Proposition 2.9.4 the symplectic
manifolds (M1, ω1) × CP 1 and (M2, ω2) × CP 1 are not symplectomorphic (and not even deforma-
tionally equivalent), despite the fact that for a certain choice of M1 and M2 (e.g. M1 is the Barlow
surface and M2 = CP 2#8CP 2), and for appropriate symplectic forms ω1 and ω2 the underlying
manifolds V1 and V2 are diffeomorphic.
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Let S0 = S, S1, . . . , Sm be the exceptional J2-holomorphic spheres in M2. Then
the cohomology classes S∗0 , . . . , S
∗
m, [ω] are linearly independent, where we denote by
S∗i the cohomology class Poincare´-dual to [Si] ∈ H2(M2). Hence there exists a class
X ∈ H2(M2), such that
XS∗0 = 1, X [ω] = 0, and XS
∗
i = 0 for 1 ≥ i ≥ m.(102)
Then the potential fM2,J2(tX) coincides with
fS,J2|S (tX |S) = e
tz.
Let us choose a basis of closed forms ∆i, i = 0, . . . , a, generating generating H
∗(M2),
so that one of the forms, say ∆1 represents the class X . The form ∆1 then lifts to a
form ∆˜1 such that π∗∆˜1 = ∆1. According to the formula (98) we have
hV (τ1∆˜1, u) =
τ1
2π
2π∫
0
eu1−ilxdx,(103)
where u =
a∑
0
uj∆j , uj =
∞∑
1
(pk,je
ikx + qk,je
−ikx), l =
∫
S
ω.
Hence, the contact homology algebra Hcont∗ (M2, ξ2), specialized at the point τ∆˜
for τ 6= 0 is isomorphic to the contact homology algebra of the standard contact Lens
space L(l, 1) = π−1(S) ⊂ V , specialized at the volume form τ∆˜|L(l,1). It follows then
from Remark 2.9.3 that Hcont∗ (V2, ξ2), specialized at any point has no odd elements.
On the other hand, for any 2-dimensional cohomology class t ∈ H2(M1) we have
fM1,J1(t) = 0, and hence for any 3-form ∆˜ on V1, the formula (98) implies that the
Hamiltonian hV1(∆˜, u) vanishes as well, and therefore the contact homology algebra
Hcont∗ (M1, ξ1), specialized at the point τ∆˜, τ 6= 0 is a free graded commutative algebra
generated by the odd variable τ , and even variables p′k,j , q
′
k,j , which correspond to
even dimensional generators of H∗(M1). Hence the contact manifolds (M1, ξ1) and
(M2, ξ2) are not isomorphic. ◮
Subcritical symplectic manifolds
The content of this example is a result of our discussion with P. Biran and K.
Cieliebak.
In [11] S. Donaldson generalized the Kodaira embedding theorem by proving that
for any closed symplectic manifold (W,ω) with an integral cohomology class of the
symplectic form there exists an integer l > 0 such that the homology class dual to
l[ω] can be represented by an embedded symplectic hypersurface W0. In fact, S.
Donaldson proved a stronger result, which together with an improvement by Biran-
Cieliebak asserts that for a sufficiently large l the hypersurface W0 can be chosen in
such a way that in the complement W \W0 there exists a vector field X with the
following properties:
LXω = −ω, where LX denotes the Lie derivative along X ; in other words, X is
conformally symplectic and contracting;
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X is forward integrable;
X is gradient-like for a Morse function φ : W \ W0 → R+, which coincides with
− log dist2 near W , where dist(x) is the distance function from a point x to W0
with respect to some Riemannian metric.
The vector field X retracts W \W0 to the Morse complex K of the function φ,
which is automatically isotropic for the symplectic form ω (see [14]), and, in particular,
dimK ≤ n. Biran-Cieliebak call the pair (W,W0) subcritical if dimK < n. They
constructed in [6] several interesting examples of subcritical pairs, and conjectured
that if (W,W0) is subcritical, then l = 1. We sketch below the proof of this conjecture.
First, let us observe that the contact structure ξ, defined by the contact form
α = X ω on the boundary V of a small tubular neighborhood of W0, is equivalent
to the contact structure which is defined on V as the pre-quantization space of the
symplectic manifold (W0, lω). On the other hand, the condition, that the pair (W,W0)
is sub-critical implies that the contact manifold (V, ξ) is itself subcritical in the sense of
Examlpe 1.9.3.4 above, i.e. it is isomorphic to the strictly pseudo-convex boundary of
a sub-critical Stein (or Weinstein) manifold with its canonical complex structure. Let
us recall (see 2.2.9 above) that all SFT-objects, in particular Floer contact homology
HC∗(V, ξ) and the contact homology algebra H
cont
∗ (V, ξ) are graded by elements of
H1(V ). Using arguments as in the theorem of Mei-Lin Yau (see 1.9.8 above) one
can show that all non-trivial elements in the contact homology algebra Hcont∗ (V, ξ)
of a subcritical contact manifold (V, ξ) may correspond only to 0 ∈ H1(V ). On the
other hand, it follows from Proposition 2.9.1 above that Hcont∗ (V, ξ) specialized at
0 ∈ H∗(V ) has non-trivial elements which correspond to the homology class of the
fiber in H1(V ). Therefore, l = 1.
2.9.3 Computing rational Gromov-Witten invariants of CPn
We will show in this section how SFT can be used for computing rational Gromov-
Witten invariants of CPn. Our method differs from traditional ways (see [46, 23,
33, 64, 60]) for this computation. We will be simultaneously computing the rational
potential of C n and the rational Gromov-Witten invariant of CPn by a recursion
using Theorem 2.7.2
Let us choose basic forms in C n as in the previous section, i.e ∆ = 1, and Θ is
a volume form with compact support in Cn \ 0 = S2n−1 × (0,∞) with
∫
C n
Θ = 1.
We denote by δ the restriction of ∆ to S2n−1. We also assume that Θ splits into
a product θˆ ∧ ρ, where θˆ is pull-back of a unit volume form θ on S2n−1, and ρ is a
compactly supported form in (0,∞). Set
h1(t0, q, p)) =
∂h
∂τ
(t0δ + τθ, q, p)|τ=0
=
1
2π
2π∫
0
f̂CPn−1(t0 + u0(x), u2, . . . , u2n−2, e
−ix)dx,
(104)
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where
f̂CPn−1(t0, . . . , t2n−2, z) =
∂fCPn−1
∂t2n−2
(t0, . . . , t2n−2, z),
fCPn−1(t0, . . . , t2n−2, z) is the rational Gromov-Witten invariant of CP
n−1, and
u2j(x) =
∞∑
1
pk,2j e
ikx + qk,2j e
−ikx.
Then the equation (88), which determines f(t0, t2n, p) = fC n(t0∆+ t2nΘ, p) takes the
form
∂f
∂t2n
(t0, t2n, p) =
1
2π
2π∫
0
f̂CPn−1(t0 + u0(x), u2, . . . , u2n−2, e
−ix)dx
∣∣
Lf
,(105)
where
Lf = {qk,2j = k
∂f
∂pk,2n−2j−2
(t0, t2n, p)}.
Together with the initial data
f(t0, 0, p) =
{
p1,0, if n = 1;
0, otherwise
(106)
the equation (105) provides a recursive procedure for computing coefficients fj(t0, p)
of the expansion
f(t0, t2n, p) =
∞∑
0
fj(t0, p)t
j
2n.
For instance for n = 1 we have (see Example 2.2.4) h1 =
t20
2 +
∞∑
1
pkqk, where we
write pk, qk instead of pk,0, qk,0, and hence the equation (105) takes the form
∂f
∂t2
(t0, t2, p) =
t20
2
+
∞∑
0
kpk
∂f
∂pk
(t0, t2, p)(107)
with the initial data f(t0, 0, p) = p1. This linear first order PDE is straightforward to
solve, and we get
f(t0, t2, p) =
t2t
2
0
2
+ et2p1.
For n = 2 the Hamiltonian h is given by the formula (100), and we have
h(t0, τ, p) = τh
1(t0, p).
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Thus the equation for the potential of C 2 has the form
∂f
∂t4
(t0, t4, p) =
t20
2
+
∑
k≥1
k
∂f
∂pk,2
pk,0
+
∑
t,s≥0
∑
i1,...,is≥0
j1,...jt≥0
s∑
1
lil−
t∑
1
mjm=1
(
∂f
∂p1,0
)i1
. . .
(
s ∂f∂ps,0
)is
pj11,2 . . . p
it
t,2
i1! . . . is!j1! . . . jt!
;
f(t0, 0, p) = 0 .
(108)
Hence, we get
f(t0, t4, p) =t4(
t20
2
+ p1,2) +
t24
2!
p1,0 +
t34
3!
(p2,2 +
1
2
p21,2)
+
t44
4!
(2p2,0 + p1,2p1,0) + . . . .
(109)
To compute fC n for n > 2 we need to know fCPn−1 . So to complete the recursion
we will explain now how to express the rational Gromov-Witten invariant fCPn−1
through fC n .
First of all we split, as it is described in Example 1.3.2 above, CPn along the
boundary of a tubular neighborhood of CPn−1 ⊂ CPn into two completed symplectic
cobordism W1 = C
n and W2 = CP
n \ x, where we introduce on W2 a complex
structure of the holomorphic line bundle over CPn−1 determined by the hyperplane
section CPn−2 ⊂ CPn−1. We will denote by f1 and f2 the potentials for W1 and W2,
respectively.
Let ∆0, . . . ,∆2n−2 be closed forms representing the standard basis ofH
∗(CPn−1).
We will keep the same notation for the pull-backs of these forms to W2. Let ∆2n be
a closed 2n-form with a compact support, which generates
Ker
(
H∗comp(W2)→ H
∗(W2)
)
.
We are interested in the potential f2(t0, . . . , t2n, q) = f2(
n∑
i=1
t2i∆2i, q). First of all
notice that by dimensional reasons the moduli spaces of holomorphic curves which
project to non-constant curves in CPn−1 do not contribute to the potential
f2(t0, . . . , t2n−2, 0, q),
and hence we have
f2(
n−1∑
i=1
t2i∆2i, q) = z
n−1∑
i=0
q1,2i
∑
(s1,...,sn−1)∑
sj(j−1)=n−i−1
n−1∏
j=1
t
sj
2j
sj!
.(110)
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In particular, for n = 2 we get
f2(t0∆0 + t2∆2, q) = ze
t
2q1,2
One can recover f2(t0, . . . , t2n, q) for t2n 6= 0 using the equation (88), as we did it
above for W1 = C
n. However, for the purpose of our computation of Gromov-Witten
invariant fCPn this is not necessary, as we can proceed as follows.
Notice that the above chosen forms ∆2,∆2n−2 extend to CP
n. On the other
hand, we will choose a volume form ∆2n on CP
n to be supported in the affine part,
so that the restriction ∆2n|C n coincides with the form Θ introduced above. Then
Theorem (2.5.5) implies that
fCPn(
n∑
i=1
t2i∆2i) =
(
f1(t0, t2n, p) + f2(t0, . . . , t2n−2, 0, q)−
∑
i+j=n−1
∞∑
1
1
k
pk,2iqk,2j
)∣∣
L
,
(111)
where
L =

p1,2i = z
∑
(s1,...,sn−1)∑
sj(j−1)=i
n−1∏
j=1
t
sj
2j
sj !
;
pk,2i = 0, if k > 1 ;
qk,2i = k
∂f1
∂pk,2(n−i−1)
(t0, t2n, p) .
(112)
Plugging expressions from (112) into equation (111) we get
fCPn(t0, . . . , t2n) = fC n(t0, t2n, p)
∣∣
L1
,(113)
where
L1 =

p1,2i = z
∑
(s1,...,sn−1)∑
sj(j−1)=i
n−1∏
j=1
t
sj
2j
sj !
;
pk,2i = 0 if k > 1 .
Indeed, two last terms in the formula (111) cancel each other (as it always happens
when f2 is linear with respect to q-variables). For instance, for n = 1 we get
f1(t0, t2, p) =
( t20t2
2
+ et2p1
)∣∣
p1=z
=
t20t2
2
+ et2z .(114)
For n = 2 we have
L1 =
{
p1,0 = ze
t2 ;
pk,i = 0, for all other k, i ,
(115)
and hence
fCP 2(t0, t2, t4) = fC n(t0, t4, ze
t2 , 0, . . . ) .(116)
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Remark 2.9.6 The method which we used above for computing of the rational po-
tential of CPn, when applied to an arbitrary symplectic manifold W , allows us to
express fW through the potential of the affine part W \M . The latter computation
seems tractable when the Weinstein manifold W \M is subcritical (see Section 1.3
above), i.e. when its isotropic skeleton does not have Lagrangian cells. On the other
hand, when Lagrangian cells are present this problem is related to central questions
of Symplectic topology.
2.9.4 Satellites
Let (V, ξ = {α = 0}) be a contact manifold, (W = V × R, d(etα)) its symplectiza-
tion, and J a compatible translation-invariant almost complex structure on W . In
this section we will show that the homological Poisson super-algebraH∗(P, d
h) comes
equipped with some additional structures, rather unfamiliar in abstract Poisson ge-
ometry. Namely, the counting of genus g curves with a fixed complex structure and
with a fixed configuration of n points gives rise to an odd n-linear totally symmetric
poly-form hg,n on the Poisson super-space V underlying P. The poly-form descends
well to the homology and thus yields another invariant of the contact structure which
we call the genus-g n-point satellite of the Poisson structure.
Let us denote by Mg,m(V )/R the compactified moduli space of stable connected
J-holomorphic curves in W which are characterized by the arithmetical genus g and
by the total number m of punctures and marked points numbered somehow by the
indices 1, ...,m (see Section 1.6 above). We emphasize that the moduli space in
question contains equivalence classes of all such curves, and in particular, may have
infinitely many connected components corresponding to different homotopy types of
curves in W and different numbering of the m markings. Let Mg,n be the Deligne-
Mumford compactification of the moduli space of genus g Riemann surfaces with n
marked points. For any g, n with 2g−2+n > 0 and l ≥ 0 there is a natural contraction
map ct : Mg,n+l(V )/R → Mg,n defined by forgetting the map to W and the last l
markings followed by the contraction of those components of the curve which have
become unstable. Given a differential form τ on Mg,n we will denote by ct
∗τ its
pull-back to Mg,m(V )/R.
Let u = (p, q, t) denote a point in V, that is p, q and t are (closed) differential
forms on P−,P+ and V respectively. We will denote ev∗i u, i = 1, ...,m, the pull-back
by the evaluation map
evi :Mg,m(V )/R→ (P
− ∪ P+ ∪ V )
at the i-th marking. Let us emphasize the point that we are treating here the marked
points and punctures on equal footing.
Let δu ∈ V be a tangent vector to V at a point u ∈ V. We introduce the formal
function
hg,nτ :=
1
n!
∞∑
l=0
1
l!
∫
Mg,n+l(V )/R
ct∗τ∧ ev∗1 δu∧...∧ ev
∗
n δu∧ ev
∗
n+1 u∧...∧ ev
∗
n+l u.(117)
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It is a super-symmetric n-linear form in δu with coefficients depending on the appli-
cation point u.
Let dh(f) denote the Lie derivative of a tensor field f along the odd Hamiltonian
vector field dh on V with the Hamilton function h.
Proposition 2.9.7 Let τ be a top degree form on Mg,n. Then dh(hg,nτ ) = 0. If the
top degree form τ = dα is exact then hτg,n = d
h(hαg,n). In particular, the tensor field
hg,nτ descends to the homology algebra H∗(P, ∂) into a satellite which depends only
on the total volume of τ .
This follows from the Stokes formula applied to hdτg,n = 0 and respectively to h
dα
g,n.
Codimension 1 boundary strata of the moduli spaceMg,m(V )/R are formed by stable
curves of height 2. Most of the strata do not contribute to the Stokes formula since
they are mapped by the contraction map to complex codimension 1 strata of the
Deligne-Mumford space Mg,n, where τ and α restrict to 0 for dimensional reasons.
Exceptions to this rule occur only if one of the two curves which form the stable curve
is to be contracted. It is therefore a sphere with glued to the other level of the stable
curve along at precisely one end, and which have at most one marked points or ends
with the index ≤ n, and with any number of ends or marked points with indices > n.
Contributions of such curves to the Stokes formula is expressed bi-linearly via the 1-st
or 2-nd derivatives of the Hamilton function h and the satellite. It is easy to see that
the whole expression is interpreted correctly as the Lie derivative of the tensor field
hτg,n along the Hamiltonian vector field d
h. ◮
We will assume further on that τ is normalized to the total volume 1 and will
often drop it from the notation for the satellite hg,n.
Let us consider now a directed symplectic cobordism W =
−−−→
V−V+ between two
contact boundaries V±. Then we have the Hamilton function ĥ = h
+ − h− and the
satellites ĥg,n =
(
hg,n
)+
−
(
hg,n
)−
defined as elements of the algebra L̂, which in
the case when the cobordism is a concordance just equal to the tensor product of
the Poisson algebras P±. Also, we have the potential f(p−, q+, t) counting rational
J-holomorphic curves in W which defines a Lagrangian correspondence between P±
invariant under the vector field dĥ with the Hamilton function ĥ. Finally, using the
moduli spacesMg,m(W ) of J-holomorphic curves in the cobordism, we can introduce
the satellites fg,nτ as symmetric n-forms on the space (p−, q+, t)-space parameterizing
the Lagrangian correspondence. Then the arguments similar to the above proof of
the proposition, but applied this time to fg,ndτ = 0, show that the restriction of ĥ
g,n
τ to
the Lagrangian correspondence defined by f coincides with the Lie derivative of fg,nτ
along the vector field dĥ restricted to the Lagrangian correspondence (comp. Theo-
rem 2.3.6 above). In this sense the Lagrangian correspondences defined by symplec-
tic cobordisms preserve the satellite structures defined by
(
hg,n
)±
on the homology
H∗(P±, d
h±). In particular, the satellite structures of a contact manifold V on the
homology H∗(P, d
h) depend only on the contact structure.
The following discussion is the first steps in the study of the geometric structure
defined by the satellites.
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Let hg,nα1,...,αn denote components of the satellite tensors on P. Using the Poisson
tensor πµν we can couple two satellites with respect to some indices:
hg
′,n′+1
...µ π
µνhg
′′,n′′+1
ν... .
Similarly, we can couple two indices in hg−1,n+2 with two indices in the 2-nd differ-
ential δ2h of the Hamilton function h.
Proposition 2.9.8 If g = g′ + g′′ > 0 then the coupling of hg
′,n′ and hg
′′,n′′ is a
Lie derivative along ∂ and thus vanishes in the homology H∗(P, ∂). Similarly, the
coupling of hg−1,n+2 with δ2h vanishes in the homology H∗(P, ∂).
The proof is based on some famous but non-trivial property of the spaces Mg,n
with g > 0 to have complex codimension one strata homologically independent. Such
strata correspond to different ways of cutting a (g, n)-surface along one circle and can
be identified either withMg′,n′+1×Mg′′,n′′+1 where g′+ g′′ = g, n′+n′′ = n or with
Mg−1,n+2. The independence property implies that a volume form τ on the stratum,
say τ ′⊗τ ′′ in the first case, can be obtained as the restriction of a closed codegree two
form ω onMg,n which have exact (or even zero, for suitable choices of τ) restrictions
to all other codimension-1 strata in Mg,n. Applying the Stokes formula to 0 = h
g,n
dω
we find that the coupling of hg
′,n′+1
τ ′ and h
τ ′′,n′′+1
τ ′′ (or — in the second case — of
hg−1,n+2τ and δ
2h) equals dh(hg,nω ).
Remark 2.9.9 To the contrary, coupling h0,3 with itself via one index is not, in
general, a dh-derivative, but instead the following triple sum is:
h
0,3
αβµπ
µνh
0,3
νγδ + (−1)
(degα+degβ) deg γh0,3γαµπ
µνh
0,3
νβδ +
(−1)degα(deg β+deg γ)h0,3βγµπ
µνh
0,3
ναδ ≡ 0 .
This follows from the property of the 3 boundary strata inM0,4 to represent the same
homology class (use the Stokes formula for ω = 1). In fact h0,3 coincides with the
3-rd differential δ3h/6 of the Hamilton function, and the above Jacobi-like identity
can be derived by 4 differentiations of {h,h} = 0 in α, β, γ, δ. One can interpret the
integrability property (dh)2 = 0 of the odd vector field dh on V as a homotopy Lie
super-algebra structure on ΠV∗, the dual space with changed parity. The identity
in question corresponds to the Jacobi identity for the remnant Lie super-algebra
structure in homology.
It is sometimes convenient to extend the definition of genus 0 satellites to unstable
values of n by h0,n = δnh/n! for n = 0, 1, 2. Also, one can define the function h1,0 at
least locally as a potential for h1,1, using the following
Proposition 2.9.10 The differential 1-form h1,1 is closed.
Indeed, the partial derivatives δµh
1,1
ν and δνh
1,1
µ are identified with the satellites
(h1,2ω )µν corresponding to the 2-form ω onM1,2 pulled-back fromM1,1 by forgetting
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the 1-st and respectively the 2-nd marked point. But the two maps M1,2 → M1,1
coincide.
It would be interesting to study other general properties of satellites which may
depend on more sophisticated geometry of Deligne-Mumford compactifications. For
instance, what can be said about Poisson brackets among the functions hg,0?
We complete the section with the computation of the satellites in the example
V = S1. Let t = t01+ t1dφ denote the general harmonic form on S
1, δt = τ01+δt1δφ,
u(x) = t0 +
∑
pke
ikx + qke
−ikx, δu = δt0 +
∑
δpke
ikx + δqke
−ikx.
Proposition 2.9.11 For 2g − 2 + n ≥ 0 we have
hg,n+1 =
δt1
2π n!
2π∫
0
(uxx)
g (δu)n dx.
Let us begin with the remark that the formula does not (and cannot) contain
t = t0+ t1φ because deg t < 2, and therefore pushing forward fromMg,m+1(V )/R→
Mg,m(V )/R by forgetting the corresponding marked point would send t to 0. Ex-
ceptions to this rule could occur only ifMg,m(V ) were ill-defined, that is only in the
case of constant maps with ”unstable” indices, 2g − 2 +m ≤ 0, which has no effect
on the satellites with ”stable” indices. On the other hand the factor δt1 is (and must
be) present in the formula since the dimension of the moduli spaces is odd. With
this information in mind, the enumerative question equivalent to computation of the
satellites can be described as follows. On a Riemann surface Σ of genus g, we are
given a divisor D of n distinct points with (possibly zero) multiplicities m1, ...,mn.
We have to count the divisors l1P1+ ...+ lgPg which in the sum with D form the divi-
sor of a rational function. (In particular, the degree
∑
mi +
∑
lj of the total divisor
must vanish.) The answer to this question is equal to the degree of the Abel-Jacobi
map Σg → JΣ defined by integration of holomorphic differentials ~ω = (ω1, ..., ωg) on
Σ as
(P1, ..., Pg) 7→ l1
∫ P1
~ω + ...+ lg
∫ Pg
~ω.
When the multiplicities (l1, ..., lg) = (1, ..., 1), the degree equals g! (it is well-known
that SgΣg → JΣ is a bi-rational isomorphism). For arbitrary (l1, ...lg) the Abel-
Jacobi map has the Jacobi matrix [ljωi(Pj)]. Thus the degree equals l
2
1...l
2
gg!. Taking
these answers as the coefficients in the generating function on the variables t0, pl, q−l
corresponding to l = 0, l > 0 and l < 0 we arrive at the factor ugxx. The other factor
(δu)n/n! is similarly accountable for all possible choices of multiplicities m1, ...,mn
in the divisor D. The contour integration of the product couples the choices with
m1 + ...+mn + l1 + ...+ lg = 0.
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