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Abstract 
Abstract 
Third generation mobile communication systems (IMT-2000) will introduce the wide use of 
multimedia (speech, video, data) services with different characteristics (activity cycle, average bit 
rate, call duration) and requirements (Eb/No, delay), all accessing a Wideband CDMA air 
interface. Each of these services will require a portion of the available capacity, which in case of 
CDMA systems is "soft" and depends on physical layer aspects (generated interference and 
propagation channel conditions). The project work focused on managing this soft capacity in 
order to support the QoS of the existing connections and at the same time to allocate the system 
available resources optimally to new connection requests. In order to study effective resource 
management techniques, it was necessary to understand and define the conditions that limit the 
cellular capacity (i. e. the maximum number of available channels per cell). These conditions were 
related to the multimedia services characteristics, the propagation channel variations, the power 
control operation, the user mobility patterns and the downlink spreading code limitation. All these 
factors that affect the outage probability of a CDMA connection were included in the system load 
functions, which were derived for both uplink and downlink. In order to investigate the coverage 
and capacity in a cellular CDMA system, UMTS WCDMA FDD air interface was chosen. A 
network and traffic-planning model was developed. This model was also combined with a 
system level UMTS network simulator, which was used as a platform for testing the proposed 
CAC algorithms. These call management algorithms considered the system limitations, which 
involved both networking and physical layer aspects and included priorities to specific calls to 
adjust the loading and outage conditions, based on the required QoS which is to be provided to 
the existing connections in the same and other cells. 
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Chapter 1 Introduction 
Chapter 1 
Introduction 
1.1 Motivation 
1.2 Thesis Overview 
1.1 Motivation 
In contrast to Frequency Division Multiple Access (FDMA) and Time Division Multiple Access 
(TDMA), in Code Division Multiple Access (CDMA) there is no absolute number of available 
channels that can be allocated to potential connections. The limits in CDMA capacity are 
determined by the Multiple Access Interference (MAI) that is generated by all the signals in both 
uplink and downlink that are transmitted or received by users in the same and other cells. The 
sensitivity of CDMA to MAI is much larger when multiple services are provided to users with 
different mobility patterns, which roam within a network consisting of multiple cell layer 
architectures, which is the case for the UMTS system. 
The objective of Call Admission Control (CAC) schemes is to regulate the operation of a network 
in such a way that ensures the uninterrupted service provision to the existing connections and at 
the same time accommodates in an optimum way the new connection requests. This is done by 
managing the available network resources (frequency/time slots for FDMA/TDMA, power for 
CDMA) and allocating them in an optimum way among the system users. 
In FDMA/TDMA each user uses a separate channel (time/frequency). That means that the 
transmitted signal of each user cannot be considered as interfering with the other users' signals at 
the base station. Therefore, the variations in the transmitted power of one user due to the 
propagation channel do not affect the transmitted power of the other users in the same cell. In 
other words, the effect of the same and other cell interference to the quality of each connection 
and to the number of available channels within the cell is low. The capacity in such systems is 
independent of the physical layer conditions and of the spatial distribution of the users within the 
cell. It is upper bounded by the number of separate frequencies/time slots that are available in 
each cell. 
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Therefore, CAC in such systems involves the management of these hard limited channels and 
their fair allocation to the users accessing the system from within the sector and from adjacent 
sectors. However, in a system like CDMA, which is based on a unit frequency reuse, its resources 
are not upper bounded by a hard limit (soft capacity). In such systems, each user's signal can be 
perceived as interfering with users in the same and other cells, since all users share the same 
frequency channels all the time. The spreading codes that are used in the uplink cannot be 
orthogonal since they are not mutually aligned (the users' transmissions are asynchronous) and 
they follow different paths (many to one transmission) and they experience different fast fading 
conditions. All these factors have to be taken into account in defining effective criteria for the 
admission or rejection of a new connection. 
According to the related standard document [3GOOa], [HolOO] published by the third Generation 
Partnership Project (3GPP) , CAC is performed in the Radio Network Controller. The CAC 
decisions are made by the Radio Resource Controller, which is located in layer 3 and it is based 
on information about the required Quality of Service (QoS) and the system load, which are 
generated in layer 1 and conveyed through layer 2. 
1.2 Thesis Overview 
Chapter 2 gives an outline of the CDMA systems. The Spread Spectrum concept is analysed and 
the features of CDMA systems are described. 
Chapter 3 focuses on the emerging third generation mobile communications systems (UMTS 
IMT-2000). It describes the physical layer operations (modulation & coding) and defines the 
various transport channels. Furthermore, in this chapter the upper layers are analysed and the 
radio resource controller (where the call admission decisions are taken) is described. 
Chapter 4 gives a description of the requirements a CAC scheme has to fulfil and it gives an 
overview of the different types of CAC and resource management concepts that are met in 
literature. 
Chapter 5 analyses the most important papers that deal with topics close to the thesis objective. 
These references are outlined and their conclusions are emphasized. 
Chapter 6 presents a mathematical model for multimedia CDMA that aims at describing the 
probability of outage as a function of system parameters such as intercell interference, sector 
load, service activity, power control errors etc. 
Chapter 7 examines coverage and capacity issues for multimedia CDMA, since it was necessary 
to understand and define the conditions that limit the cellular capacity (i. e. the maximum number 
of available channels per cell). 
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Chapter 8 describes a mathematical model that investigates the coverage and capacity of a multi- 
service UMTS system. A series of interesting results are given, relating to the optimum sector 
load that gives the minimum number of sectors for each environment (urban, suburban, rural). 
Chapter 9 describes the system level simulation model that was created to test the proposed 
resource management algorithms. The service models that were used (voice, video, data) are also 
analysed. 
Chapter 10 shows the investigation into different CAC algorithms and their performance results 
and comparison. These algorithms were based on the number of users, the multiple access 
interference and the terminal transmitted power. They included priorities to different classes of 
calls and used also feedback means to overcome multiple access interference fluctuations and 
power control errors. All the CAC schemes focused on the system uplink limitations. 
Chapter 11 expanded these algorithms to include the downlink limitations with respect to the 
multiple access interference and the number of the downlink codes. These schemes (Integrated 
CAC) included also the choice of queuing the rejected new calls for a certain period (soft 
blocking) and variable resource reservation for the ON-OFF services. 
Chapter 12 summarizes the conclusions of the whole thesis and gives some ideas for possible 
extensions of the work. 
Finally, the last chapter lists the references that were useful for the literature survey and the 
research following that. 
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Chapter 2 
Code Division Multiple Access 
2.1 The development of Spread Spectrum techniques 
2.2 CDMA Definition 
2.3 Spread Spectrum - Definition 
2.4 Direct Sequence Spread Spectrum 
2.5 Features of CDMA 
2.6 Spread Spectrum considerations 
2.7 CDMA considerations 
2.1 The development of Spread Spectrum techniques 
Spectrum Spreading applications have been studied and proposed since the beginning of the 20`h 
century. Their development is closely linked to the general growth of Wireless Communications 
and was dictated by the following reasons [Pet95]: 
" To combat interference and jamming. 
" To mask the transmitted signal in the background noise and lower the probability of 
interception by an adversary. 
" To provide resistance to multipath signals' mutual interference. 
" To provide multiple access capabilities of a common communication channel. 
" To enable measurement of range or distance between two points. 
The earliest patent involving Spread Spectrum techniques was filed in 1924 and proposed FM 
Spread Spectrum transmission of AM modulated data to combat multipath effects in short-wave 
communication [Sim85]. Spread Spectrum (SS) was first implemented in 1933 for Wideband FM 
to eliminate the effects of amplitude modulation on reception [G1i95]. 
Before World War II, SS was used to improve the ranging accuracy of RADAR (RAdio 
Detection And Ranging) and Navigational systems. 
During the war, SS was employed for the development of numerous Anti-Jam RADAR systems 
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(Defensive Bandwidth Spreading) , one of which was a frequency-hopping system for the 
guidance of torpedoes [G1i95]. 
After the war, during the period 1948-1960 Anti-Jam SS Systems were developed in the USA in a 
series of military classified projects. 
The first direct-sequence SS systems were built during the 1950's. In 1956 the first unclassified 
discussion of SS systems was presented by R. Price and P. E. Green who developed a signal 
processing technique called the RAKE processor, which exploited multipath signals arriving at 
the receiver, through the use of a diversity combiner [Sch82]. 
In the late 1950's an Anti-Jam Direct Sequence System called ARC-50 was successfully tested 
for military aircraft radio communications. It was the first deployed system providing avionics 
packaging, fully coherent reception, some MHz chip rate and voice capability [Sch82]. 
In 1963, a Frequency Hopping SS System called BLADES (Buffalo Laboratories Application for 
Digitally Exact Spectra) was installed and used for communication purposes by the U. S. Navy. 
Apart from the aforementioned studies and systems, during the period 1940-1970 there were also 
other classified projects involving SS Techniques such as the following [Sch82], [Sim85]: 
" Wobbulated HYperbolic Navigation (WHYN) system (1950). With this system a receiver 
(aircraft) could locate itself on a hyperbolic curve by measuring the relative delay between 
two identically modulated ground station transmissions. 
" Phantom (1950). This Spread Spectrum system was built for the U. S. Air Force to defeat 
repeater jammers. 
" WOOF. This system hid a spread spectrum signal behind a high power overt signal within its 
transmission bandwidth. 
" Random Access and Correlation for Extended Performance (RACEP) (1961). This was a 
Spread Spectrum mobile communication system serving up to 700 users. 
" Multiple User Tactical Navigation System (MUTNS) (1958-1961). This hyperbolic 
navigation system was constructed by Motorola and was similar to the predescribed WHYN. 
" SECRAL (late 1950s). This was a Direct Sequence Spread Spectrum Missile guidance 
system. 
In the late 1960's - early 1970's the U. S. Department of Defense developed several SS satellite 
systems, such as the tactical communications satellite TATS (1969) and the Global Positioning 
System navigation satellite system GPS (1973). GPS, which was also known as NAVSTAR uses 
24 satellites in 12 hour orbits spaced uniformly around the earth. Its application which includes 
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geodesic survey and position location for vehicles and ships, is now shifting towards civilian use 
by commercial navigation receivers. 
The first widespread commercial use of SS techniques was observed in USA where Equatorial 
Communications Company began providing VSAT services - one way in 1979 and two way in 
1981. Links were at C-band and used Spread Spectrum techniques to avoid adjacent satellite 
interference on the downlink. Now this grown network is operated by GE Americom [Mar951. 
In 1985 the Federal Communications Commission in the USA (FCC) encouraged 
experimentation with Spread Spectrum communications. In 1989 Qualcomm Inc. developed the 
idea of a Direct Sequence CDMA digital cellular mobile system as a means of overcoming 
capacity limitations posed by the existing analog cellular systems. Qualcomm's implementation 
was adopted as an Interim Standard (IS-95) by the Telecommunications' Industry Association 
TIA in 1993 [Pet95]. Qualcomm's system is a relatively narrowband version of CDMA which 
operates over 1.25 MHz channels in the 800 MHz cellular telephone band. 
The CDMA access scheme was studied to be implemented also in two of the major 2" generation 
satellite mobile personal communications systems. These are the Odyssey (TRW Space & 
Technology Group, Matra Marconi Space) and Globalstar (Loral Corp., Qualcomm Inc., Alcatel 
NV, Alenia Spazio, Aerospatiale, Deutsche Aerospace) constellations. 
Utilization of CDMA has been undertaken by the European Space Agency (ESA) also for the 
development of Satellite Communications and Broadcasting Systems [ESA001. 
CDMA activities in Europe also include business and residential telephone services provided by a 
CDMA Wireless Local Loop in Poland, Romania, Russia and Ukraine [CDGOO]. 
Figure 2.1 CDNIA Coverage Worldwide (Image from [Cl)(, ()()]) 
Figure 2.1 illustrates the coverage of CDMA systems worldwide. The following figure also 
shows the subscriber growth the CDMA systems experienced over the last years. From these 
figures it is evident that the CDMA development in Europe was not as rapid as in the other 
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continents, mainly due to the successful launch and operation of GSM. This picture is very likely 
to change in the years to come, with the emergence of the 3rd generation systems. 
CDMA Subscriber Growth 
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Figure 2.2 CDMA Subscriber growth per continent over the last 3 years(CDC00] 
During the last 3 years, the IMT-2000 standardization process has focused on developing a 
universal mobile multimedia communications system, which will enable the seamless worldwide 
roaming of an IMT-2000 terminal with extensive capabilities (including voice, video and WWW 
June-2000 
E ]Europe, Middle East & Africa 
 Caribbean & Latin America 
" North America 
 Asian Pacific 
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services). The access scheme for the terrestrial system has been chosen to be Wideband CDMA. 
For the satellite component of UMTS similar proposals exist and it is highly likely that by the 
beginning of next year a W-CDMA standard (similar to the terrestrial) will be singled out for 
further development [DimOOc]. 
2.2 CDMA Definition 
Code Division Multiple Access is a multiple access scheme in which Network Stations transmit 
continuously and together on the same frequency band of the channel. 
The mutual interference between the transmitting stations is resolved by the receiver, which 
identifies the `signature' of each transmitter in the form of a binary sequence called the 
pseudonoise spreading code which is combined with the useful information at each transmitter. 
II 
TDMA/ 
FDMA 
f---. 
Spreading Operation 
pt 
Figure 2.3 FDMA/TDMA/CDMA Concepts 
Each user is assigned a distinct spreading code. All the codes have noise-like characteristics with 
very small cross-correlation. This transmission technique is called Spread Spectrum. 
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2.3 Spread Spectrum - Definition 
The definition of Spread Spectrum may be stated in two parts [Pick82]: 
" Spread Spectrum is a means of transmission in which the data of interest occupies a bandwidth 
well in excess of the minimum bandwidth necessary to send the data. 
" The spectrum spreading is accomplished before transmission through the use of a code that is 
independent of the data sequence. The same code is used in the receiver (operating in 
synchronism with the transmitter) to despread the received signal so that the original data may 
be recovered. This code is a periodic binary sequence that either modulates the carrier directly 
-direct sequence systems- or changes the frequency state of the carrier -frequency hopping 
systems. 
Although standard modulation techniques such as frequency modulation and pulse code 
modulation do satisfy the first part of this definition, they are not SS techniques because they do 
not satisfy the second part of the definition [Hay88]. 
Spread Spectrum Systems can also be divided in the following categories, with respect to the way 
of using the same PN code at the receiver correlator: 
" Transmitted Reference Systems. In these systems the transmitter sends two SS signals spaced 
apart in frequency, one containing the modulated data and one containing the PN sequence 
(an unmodulated carrier). They both are input at the receiver correlator to extract the 
information signal. These systems need not have any local PN Generators and there are no 
synchronization problems. On the other hand, an "eaves-dropper" can receive both signals 
and can successfully obtain the information signal. 
" Stored reference systems. They are the most preferred and widely used SS systems. These 
systems require independent generation of the PN sequence at the receiver and need to 
synchronize it with that of the received modulated signal. The implementation of such 
systems is more complex than the transmitted reference systems, but they offer more security 
and can be well suited for a multiple access scheme [Sch82]. 
2.4 Direct Sequence Spread Spectrum 
The basic concept of Direct Sequence SS is illustrated in the following figure. The Source 
Encoder processes the source signal in order to reduce the necessary capacity for transmission 
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(e. g. speech coding, image coding, data compression) {output m(t)}. 
The Channel Encoder employs a type of Forward Error Correction scheme to adapt the source 
encoded data m(t) for optimum transmission performance on the channel. 
°ansmission 
Channel 
III tr 
u' 1t 
s(I 
m(t) cltl 
Source Channel Demodulator Despreader with 
Decoder Decoder sequence p(t) 
Figure 2.4 Spread Spectrum System 
Then, the encoded signal is digitally modulated (PSK, FSK). PSK modulation is appropriate in 
applications where phase coherence between the transmitted and the received signal can be 
maintained over a time interval that is relatively long compared to the reciprocal of the 
transmitted signal bandwidth. On the other hand, FSK modulation is appropriate in applications 
where such phase coherence cannot be maintained due to time variant effects on the 
communications link (e. g. link between two high speed aircrafts) [Pro95]. {output c(t) . 
sin(1LfTh) 
z 
C(f) = Th 
The narrowband output of the Modulator c(t) is then multiplied by a very large bandwidth 
spreading signal p(t). This signal, which is called Pseudonoise (PN) code sequence, has a chip 
rate which is 100-1000000 (processing gain) orders of magnitude greater than the data rate of the 
z 
S1n(iti 
) 
message (output s(t)=c(t)p(t) , 
S(f) = Tc 
irfFc 
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Figure 2.5 Direct Sequence Spread Spectrum Concept IDim971 
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Interference is introduced in the transmission of the information-bearing signal through the 
transmission channel. This may be either narrowband (a jammer in the transmitted information 
bandwidth) or broadband (the interference by other SS systems). 
On the other side of the channel, at the receiver, despreading is performed in the same manner as 
spreading in the transmitter and it occurs only if the PN spreading sequence is identical to that 
used in the transmitter. Using the wrong code results in another high rate (spread) signal (no 
despreading). Mathematically despreading can be expressed as: 
[c(t)p(t) + J(t) + n(t)]p(t) = c(t) + J(t)p(t) + no(t) 
where c(t) is the narrowband coded and modulated message signal, J(t) is a user with incorrect 
address code or a jammer (which is spread) and n(t) is Additive White Noise which remains 
unchanged. 
The demodulation and decoding subsystems perform the reverse functions of their transmitter 
counterparts. 
Modulation & Spreading (also Demodulation & Despreading) can be inverted. In order to reduce 
interference and improve carrier recovery performance, despreading is performed prior to 
demodulation (to spread the narrowband interference). The SS concept is illustrated in the 
following figure. 
2.5 Features of CDMA 
0 Increasing the number of users in a CDMA system raises the average noise floor. Thus 
there is no absolute limit posed by interference on the number of users in CDMA. 
Rather, the system performance gradually degrades for all users as the number of users is 
increased and improves as the number of users is decreased. In a fully loaded TDMA or 
FDMA system a new incoming user cannot be accommodated due to the lack of an 
available time or frequency slot. In CDMA the capacity limits are set by the number of 
available codes, which usually is high. In a system whose resources are finite and 
specified (time slots for TDMA frequency slots for FDMA) the number of available 
channels per cell is fixed. This can be illustrated in the following figure. 
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Cell #1 
Free Channels 
Used Channels 
Cell #2 Cell #3 
Figure 2 
.( Resource allocation in 'I'I) IA and FI)NlA sýstcros 
However, in a system like CDMA which can have a unit frequency reuse and whose resources are 
not upper bounded by a hard limit, the situation is rather different. The limiting factor in CDMA 
is MAI generated by users in the same and adjacent cells. That means that even if for example 
the following three cells have the same number of users, the middle cell experiences a higher 
intercell interference, which means that the available capacity is less than in the other two cells. 
Remaining Cell #1 Cell #2 Cell #3 
capacity 
Inter cell MAI 
Intra cell MAI 
Power 
control level Figure 2.7 Resource allocation in CDNIA 
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" Channel Data Rates are very high, consequently the chip duration is much less than the 
channel delay spread. Since PN sequences have sharp autocorrelation, multipath signals 
delayed more than a chip period will appear as noise. A RAKE receiver can collect the time 
delayed versions of the required signal and combine them to improve reception. 
tI t2 t3 
Narrowband 
I 
RAKE 
Combinin 
Figure 2.8 RAKE Receiver 
" Since CDMA uses co-channel cells, soft handoff can be implemented. It is performed either 
by the Mobile Switching Center and the mobile terminal. 
The receiver in either case can simultaneously monitor a particular incoming signal from two or 
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more base stations and choose the best signal version at any time without switching frequencies. 
0 Capacity can be increased by employing Voice Activity Detection. Since each user exploits 
the link for 40% (in urban areas this may be 50%-70% due to increased surrounding noise 
level and vibrations which can trigger voice activity detectors) of the total communication 
duration, for the rest of the time (silence) the vocoder can use its lowest rates, producing less 
interference and allowing for more users to have acceptable service within the system. 
-u-I__ 
Figure 2.10 Statistical Multiplexing 
" CDMA (as other multiple access schemes) can exploit the use of sectored antennas, which 
result in interference reduction and in higher capacity in both links (up/down) [Rap961. 
Figure 2.11 Sectorisation concept 
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2.6 Spread Spectrum considerations 
A very important aspect of Spread Spectrum is synchronization. Spread Spectrum signals have 
very sharp autocorrelations and high rates. If PN codes at the transmitter and the receiver are not 
perfectly aligned (by as little as one chip), then insufficient signal energy will reach the receiver 
data demodulator for reliable detection. There are two components in the synchronization 
problem: First is the determination of initial code phase, which is called code acquisition (coarse 
synchronization of -64chips for IS-95). The second is the problem of maintaining code 
synchronization after initial acquisition, which is called code tracking (fine synchronization 
of-- Ichip for IS-95)[Pet95]. 
2.7 CDMA considerations 
In CDMA a number of users can use at anytime the network resource (the whole of the 
bandwidth). This means that the input of each Spread Spectrum Receiver consists of a number of 
spread signals si(t), s2(t),..., sn(t) one of which e. g. sm(t) is the one containing the correct PN 
sequence. The result after despreading will be 
s,,, (t)+p(t)[s(t)+sý(t)+... +sý(t)]=sm(t) + MAI 
where MAI refers to multiple access interference, or co-channel interference or self-noise, which 
has the form of residual noise and causes CDMA to be interference limited. MAI is bigger if all 
the interferers transmit at higher power than the user transmitting s,,, (t). For this reason, there is a 
need for strict power control , 
in order for a user far from the receiver not to be overshadowed by 
the users nearer to the receiver (near-far effect). 
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3.1 UMTS Standardisation Procedure 
The objective of a wireless multimedia system is to provide to users radio access to services 
that are comparable to the ones currently offered by the fixed infrastructure, resulting to a 
seamless convergence of both fixed and mobile services. The need for global integration and 
interoperability of the existing 2"d generation systems (Global System for Mobile 
Communications (GSM), CDMA, Satellite Personal Communication Networks (PCN)) as 
well as the need for further development of these systems to support multimedia services, has 
resulted in the standardisation procedure named by the International Telecommunications 
Union (ITU) as the International Mobile Communications 2000 (IMT-2000) initiative 
[ITU00]. 
This procedure was done in parallel in different parts of the world and led to the development 
of proposals for terrestrial systems by the European Telecommunications Standardisation 
Institute (ETSI) in Europe, by the Telecommunications Industry Association (TIA) in the 
United States, by the Association of Radio Industries and Businesses (ARIB) in Japan and by 
Telecommunications Technology Association (TTA) in South Korea. Each standardisation 
body submitted its own proposal to ITU by June 1998. Then in December 1998 five standards 
organisations, namely ARIB and Telecommunications Technology Committee (Japan), ETSI 
(Europe), Committee TI (USA) and TTA (Korea), agreed to launch the 3rd Generation 
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Partnership Project (3GPP) whose objective was the convergence of all the aforementioned 
proposals 
Frequency Allocation for 3G 1992 
Submission of 3G Standards June 
1998 
Convergence through the Dec. 
launch of 3GPP 1998 
Decision upon a single access March 
scheme with 3 modes 1999 
2002 
Figure 3.1 IMT-2000 Standardisation Procedure 
In March 1999 the final decision was made to select a single access scheme, Wideband 
CDMA (W-CDMA) with three optional modes; Direct Sequence (DS) Frequency Division 
Duplex (FDD) based on ETSI's and ARIB's FDD proposal, Multi-Carrier (MC) FDD based 
on TIA's CDMA-2000 proposal and DS Time Division Duplex (TDD) based on ETSI's 
proposal. The last obstacle for the development of IMT-2000 was resolved by the end of 
March 1999, when Ericsson and Qualcomm settled their differences over CDMA Intellectual 
Property Rights and Ericsson took over Qualcomm's CDMA Research and Development. The 
first complete version of the UMTS standard was published by 3GPP through the Release'99 
earlier this year and the first commercial systems should be deployed by 2002. In addition to 
the standardisation procedures, field trials of cellular CDMA have been conducted in 
Germany (T-Mobil), United Kingdom (Vodafone, Orange) and in other European countries 
[DIM00a]. 
3.2 UMTS Modes 
A great deal of research is being done on the following terrestrial Multimedia CDMA 
Systems, which are the basis for the IMT-2000 standard: 
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" Widehand Frequency Division Duplex (FDD) CDMA -IMT-2000 mode #1 
In Frequency Division Duplex (FDD) the 60 MHz-wide bands specified for uplink and 
downlink are 1920-1980 MHz and 2110-2170 MHz respectively, with 12 carriers per link. 
The carrier bandwidth is 5 MHz and the chip rate is 3.84 Mchip/sec. 
The Spreading factor varies between 4-256 and the Supported source bit rates are 7.5kbps- 
2.3Mbps in the uplink and 1 kbps-2.3Mbps in the downlink. The Modulation is dual channel 
QPSK in the uplink and QPSK in the downlink. Spreading in both links is performed by 
Orthogonal Variable Spreading Factor (OVSF) codes. Uplink scrambling is performed by 
short and long Gold codes . 
In the downlink, complex scrambling is performed by long Gold 
codes. [HolOO] 
Forward Error Correction coding is performed according to the physical channel and the 
associated service. 
Convolutional 
10 
ßER=10'*Coding 1 
mý 
Turbo Coding I3ER-10" 10 
se ]0 
Figure 3.2 Forward Error Correction for UNITS 
The following schemes are chosen: 
" Convolutional Coding'/3 or 'h constraint length 9 (256 states) BER=10-3 
" Turbo coding of rate 1/3 and 'h (under investigation in ETSI). They have been proposed 
to replace the concatenation of convolutional and Reed-Solomon codes, BER=10-" 
[3GPP 11. 
" Wideband Time Division Duplex (TDD) CDMA -IMT-2000 mode #2 
In this system the 5 MHz bandwidth is used for both the uplink and downlink directions 
(unpaired band) during different time slots. The modulation is QPSK in both uplink and 
downlink. The forward error correction schemes are the same as in the FDD scheme. The 
characteristics (logical channels, frame format, etc. ) of UMTS-TDD are similar to those of 
GSM. Generally, the intention with both FDD and TDD standards is to make them suitable to 
coexist with GSM and allow the users to seamlessly handover between all three systems. 
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TDD UMTS Service Mapping 
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Figure 3.3 UMTS Wideband CDMA TDD Operation 
9 Multicarrier CDMA IMT-2000 node #3. 
Multicarrier CDMA is a form of CDMA, where the spreading procedure is applied in the 
frequency domain, rather than in time domain, as in Direct Sequence CDMA. Each user's 
signal is transmitted via a large number of orthogonal carriers (Orthogonal Frequency 
Division Multiplexing). These carriers have partially overlapped spectral positions, which 
result in improved spectral efficiency. In addition, since the bit periods are larger than the 
delay spread of the channel, the channel is deemed narrowband and the distortion caused by 
Intersymbol Interference is minimal. Furthermore, there is no need for the use of guard 
intervals between successive bits [Pra96]. 
Figure 3.4 IMT-2000 W-CDMA Modes 
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3.3 UMTS Services 
The Multimedia Services that have been investigated for UMTS by the ETSI consist of the 
following four different classes [SMG98]: 
" Service Class A (Low Delay Data) includes delay constrained (20-50 ms), connection 
oriented services with BER < 10"3 for the 8kbps service and BER < 10"6 for the higher bit 
rate services (144-384 kbps). 
" Service Class B (Low Delay Data) describes the delay constrained (50 ms), connection 
oriented, variable bit rate services (peak rates 64/144/384/2048 kbps) with BER < 10.6. 
" Service Class C (Long Constrained Delay) includes connectionless services with similar 
bit rates as in class B. Maximum delay is 300 ms and BER < 10-6. 
" Service Class D (Unconstrained Delay Data) supports best effort connectionless services 
(peak rates 64/144/384/2048 kbps). There are no delay limits and BER < 10"8. 
The services can also be distinguished in the following categories: 
" Conversational Service Class. This service class includes the conversational real time 
services such as speech and video telephony. The communication is between peers of live 
end users. It is usually symmetric and delay sensitive. 
" Streaming Service Class. The technique of multimedia streaming enables transferring and 
processing data as a continuous and steady stream. This is becoming increasingly 
important with the emergence of Internet, where large data files (audio-video) are 
downloaded and can (or need to be) be displayed before the whole file has been received. 
This service class shows a great degree of asymmetry between uplink and downlink and 
can tolerate more jitter during transmission through buffering [Hol00]. The applications 
that are based on this service class are web broadcasting for a high number of 
simultaneous users through the actual Internet (low bandwidth connections) and video 
streaming on demand for smaller audiences through higher bandwidth Intranets. 
" Interactive Class. This class includes the cases where a human or machine accesses a 
remote server. Example applications are web-browsing, database searching and automatic 
database enquiries. These services can be location based, i. e. services that utilise the 
terminal position and provide relevant information about the location area of the mobile. 
" Background Class. This class includes types of data traffic such as E-mail, downloading of 
databases and short messaging services (SMS) which can be delivered in the background 
with unconstrained delay. 
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3.4 UMTS Overlaid Cellular Environments 
The cellular configuration in UMTS supports various cell sizes, such as picocells 
(radius< 100m)-microcells (100m < radius <I km) and macrocells (radius> 1 km). This means 
that the network may consist of a number of different cell tiers, which will handle users with 
different traffic and mobility characteristics [ SMG98]. 
UMTS W-CI)MA 
\ 
/ 
/ 
/ 
Figure 3.5 UMTS Multi-Cellular Multimedia System 
Macrocells are defined as cells whose base station antenna is at a higher level than the mean 
height level of the buildings inside the cell. Typical base station antenna heights are Ism (if 
mounted on a mast ) and around 20m upwards if deployed on building rooftops [Saun99]. The 
macrocells typically have a radius larger than 1 km. They cover usually rural and suburban 
environments, that have low subscriber density per unit area. Each base station site may 
cover the whole cell area using an omnidirectional antenna, or it may cover a cell sector using 
a directional antenna, in which case the cell coverage is divided into three or even six sectors. 
The environment consists of open areas, including small buildings and trees , that partially or 
wholly obstruct the line of sight communication between the base station and the mobile 
terminal. In open areas the delay spread of the channel is relatively low since there are not 
many scatterers (buildings-other large objects) that can deflect the signal and cause excessive 
multipath. On the other hand, the user speed is large (can be up to 120kmph) which causes 
rapid signal variations due to the correlated shadowing. 
Microcells have a smaller size (typically around a few hundred metres) and the base station 
antenna is at the same level as lamp posts in the streets (3-6m) and are usually mounted on the 
side of a building. They are used in highly populated urban city areas that demand high traffic 
density. The user speeds are lower than in macrocells (3-10kmph) and the main propagation 
mechanism (apart from free space loss) is the multiple signal reflection, scattering and 
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diffraction by the buildings. The interference between cells can be minimised due to the 
physical separation of the microcells by large buildings. 
Picocells are usually covering areas illuminated by base station antennas inside buildings. 
Their coverage areas have a range of tens of metres and may include an office floor, a part of 
an airport or a railway station etc. Picocells are physically separated by walls, floors and other 
building partitions. The data rates that can be used in such systems are the largest possible, 
since the cell size and the terminal speeds are very small. 
3.5 Physical Channels 
In UMTS, the data that are produced in higher layers are carried over the air with transport 
channels which are mapped in the physical layer to physical channels. The transport channels 
are of two types, namely dedicated and common channels. 
The dedicated transport channels (DCh) contain both traffic and control data for each 
individual user. They can use fast power control, they can change their data rate on a frame- 
by-frame basis and they support selected cell coverage through adaptive antenna 
beamforming and soft handover. 
The common transport channels are destined for all the users in the cell and do not support 
soft handover. They are divided into the following categories: 
0 Broadcast Channel (BCh). This channel transmits information about the network and 
the cell the terminal belongs to. This information includes the available random 
access codes and access slots in a cell and the transmit diversity types. This channel 
has to cover all the users within the cell , therefore 
it is allocated a relatively high 
transmitted power. 
9 Forward Access Channel (FACh). This channel is used as a response to the random 
access message sent by a specific user. It can also carry a small amount of packet 
data. It doesn't use fast power control. 
" Paging Channel (PCh). It carries paging information for a user located in the cell (or 
in the location area containing more than one cell). It is also not power controlled, 
therefore it needs adequate power allocation to reach the users near the cell edge. 
" Random Access Channel (RACh). This channel contains a connection request made 
by the user to the base station. It can also carry limited amount of packet data. 
" Uplink Common Packet Channel (CPCh). This channel carries packet based data in 
the uplink direction. It forms a pair with the downlink FACh. In contrast with the 
RACh, it uses fast power control, a physical layer based collision detection 
mechanism and a CPCh status monitoring procedure. Furthermore, it can carry the 
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packets of a connection for several frames, instead of one or two frames which is the 
case for the RACh. 
" Downlink Shared Channel (DSCh). It is associated with a downlink DCh and can 
carry control and data information for more than one users. It is power controlled and 
of variable bit rate. 
These transport channels are mapped into physical layer channels. The BCh is mapped into 
the Primary Common Control Physical Channel (PCCPCh). The FACh and the PCh are both 
mapped to the Secondary Common Control Physical Channel (SCCPCh). The RACh is 
mapped to the Physical Random Access Channel (PRACh). The DCh is mapped into two 
physical channels, one carrying the data (Dedicated Physical Data Channel-DPDCh) and one 
carrying the related control information (Dedicated Physical Control Channel-DPCCh). The 
DSCh corresponds to the Physical Downlink Shared Channel (PDSCh). Finally, the CPCh is 
mapped to the Physical Common Packet Channel (PCPCh). 
Apart from these physical channels, that are linked to specific higher layer transport 
channels, there are other physical channels that are needed for physical layer procedures and 
are not mapped to the upper layers. These channels are the Common Pilot Channel (CPiCh), 
the Synchronisation Channel (SCh), the Acquisition Indication Channel (AICh), the CPCh 
Status Indication Channel (CSICh) and the Collision Detection/Channel Assignment 
Indication Channel (CD/CAICh) [HolOO]. 
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Figure 3.6 Mapping Transport channels to physical channels 
3.6 Downlink Spreading and Modulation 
The downlink spreading is performed by OVSF codes, that enable the separation of different 
users in the same cell. The scrambling code is the same for all users in the cell and enables the 
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separation of different base station signals. The downlink DCh spreading factor does not 
change on a frame by frame basis. The data rate variation is smoothed either by rate matching 
or with discontinuous transmission, where the transmission is off for a part of the slot. The 
only channel allowed to have a variable bit rate is the DSCh. 
The CPiCh is an unmodulated code channel, that is scrambled with the cell-specific primary 
scrambling code. It is used for cell selection , soft handover and channel estimation at the 
terminal for the dedicated channel and for the common channels (not associated with the 
dedicated channels). 
The SCh is used for cell search. It consists of the primary and secondary SCh, that enable the 
terminal's frame and slot synchronisation [SMG98]. 
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Figure 3.7 Downlink Spreading & Modulation 
The primary SCh is an unmodulated Gold code of 256 chips length. It is the same for all cells. 
It is used for slot synchronisation (0.625 ms). 
The Secondary SCh consists of a combination of 16 different unmodulated Gold codes of 
length 256 chips each. This combination is cell specific, and is used for frame synchronisation 
(l Oms) and base station scrambling code group identification. 
The primary CCPCh (BCCh) is then obtained by the mobile by correlation with all the 
available scrambling codes belonging to the code group. The BCCh has a fixed rate and is 
broadcast to the whole of the cell. The BCCH includes the following information: 
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a. The preamble spreading code(s) /message scrambling code(s) used in the cell 
h. The available signatures/access slots for the random access procedure. 
c. The available spreading factors for the message part. 
d. The interference level at the base station and the primary CCPCH transmit power level. 
C. It is also used for super frame synchronisation. 
The secondary CCPCh (FACh and PCh) have not a fixed rate, can possibly be directed to one 
specific part of the cell and are used when the user location is known. They can also 
implement a slow power control. The FACh is used to downlink an "Access Granted" 
message to a user who has uplinked a RACh. 
0 6i66i ms 
256 chips 
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Secondary SCh 
ell specific #I 
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Secondary SCh 
ell specific #2 
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Pilot TPC RI Data Pilot TPC RI Data 
DPCCh DPCCh 
Pilot TPC RI Data Pilot TPC RI Data 
UPDCh DPDCh 
Pilot TPC RI 1): ua Pilot TPC RI Data 
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Figure 3.8 Downlink Control Physical Channels 
The PCh is divided into several groups in one super-frame. Each group of PCh shall have 
information amount worth of 4 slots, and consists of a total of 6 information parts: 2 Paging 
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Indication (PI) parts - for indicating whether there are MS-terminated calls or not, and 4 
Mobile User Identifier (MUI) parts - for indicating Identity of the paged mobile user. In each 
group, PI parts are transmitted ahead of MUI parts. In all groups, 6 information parts are 
allocated with a certain pattern in the range of 24 slots. By shifting each pattern by 4 slots, 
multiple 288 groups of PCH can be allocated on one Secondary Common Control Physical 
Channel. 
Figure 3.9 Paging Channel Multiplexing [SMG98] 
" The Dedicated Physical Channels are divided into Data (DPDCh) and Control (DPCCh) 
Channels and are time multiplexed over the period of 0.666ms. The DPDCh are created 
and multiplexed from the source data (which can have multiple rates) in the following 
way: 
TC TC TC T(' 
... ........ ............................... Channel coding + ('i, ding + Coding + 
optional TC multiplex interleaving Interleaving 
Static rate matching Rate Rate 
matching matching 
Inner interleaving Intcrlcaving lntcrlcavirig 
(inter-frame) (optional) opGon; rl) 
Transport-channel I Multiplex 
multiplexing 
Dynamic aale matching Rate 
(uplink only) mulching 
Inner micrlcaving I Iniciicaving 
(infra-frame) 
Figure 3.10 Downlink Dedicated Physical Channels [SN1G9S) 
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The Downlink multiplexing of the SCh with the CCPCh and the DPDCh & DPCCh is shown 
in Figure 3.10: 
scrt 
nodulator 
DI'DCH/DP 
& CCI'CH 
CCh, N 
Figure 3.11 Downlink Channels Multiplexing 
The primary and secondary synchronisation codes are transmitted unscrambled. The other 
physical channels are spread with different channelisation codes and then are all scrambled by 
the same scrambling code. [Ho100] 
3.7 Uplink Spreading and Modulation 
The uplink spreading and modulation have to abide with two terminal limitations, concerning 
the audible interference from the terminal transmission and the amplifier efficiency. The 
audible interference is caused by the discontinuous transmission of the DPDCh. When the 
DPDCh is silent , only the 
link maintenance information is transmitted, having a frequency of 
1.5 kHz. This could cause audible interference in the middle of the voice telephony band. To 
avoid this, the DPDCh is transmitted in parallel with the DPDCh (I-Q multiplexing), which 
ensures a continuous transmission. 
However, the parallel transmission of the control and data channels increases the peak to 
average power ratio. To minimise this factor, complex scrambling is used for the I-Q 
multiplexed signal. The complex scrambling codes are formed in such a way, that the 
rotations between the consecutive chips within one symbol period are limited to ±90". The 
full 180° rotation occurs only within successive symbols. 
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Figure 3.12 Uplink Spreading & Modulation 
" Random Access Channel 
Access Access Access Access Access Access Access Access 
slot slot slot slot slot slot slot slot 
#1 #2 #3 #4 #5 #6 #7 #8 
1.25 ins 0.25nis 
idle 
Figure 3.13 Random Access Channel 
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" The user sends a preamble of duration I ms, which contains a signature spread by the cell 
specific spreading code used by the secondary SCh. The available 16bit signatures and the 
available access slots are defined in the BCCh. Then a time out of 0.25ms follows for the 
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base station to detect the preamble and tune to receive the message. The message is of 
duration lOms and has a control part and a data part. They are sent in parallel through the 
I, Q orthogonal branches. 
MSII) Service packet ('RC 
Message-Data 
MSID Service packet CRC MSII) Service packet CRC 
Pilot RI 
Message-Control 
Pilot RI Pilot RI 
Figure 3.14 Random Access Message 
I-branch 
Q-branch 
The control part of the message is always spread with spreading factor 256. As soon as it is 
detected and acquired, it can provide information about the spreading factor (32-256) of each 
data sub-packet. The preamble signature defines one of the 16 nodes in the channelisation tree 
(SF=16). The channelization codes used for the data part are included in the subtree below 
this node. The message part is scrambled but there is no collision with other message parts 
because of the lms+0.25ms interval, in which no other message part is transmited. Two 
simultaneous Random-Access attempts that use different preamble codes and/or different 
preamble sequences will not collide during the data part of the Random-Access bursts. 
" Dedicated physical Channels 
The DPDCh and DPCCh have the same structure as the corresponding downlink channels. 
They have a spreading factor ranging from 4 to 256 Uplink Dedicated Physical Channels 
(uplink DPDCH/DPCCH) 
0.666 ms 
DPCCh DPI)Ch DPCCh DPDCh DPCCh DPDCh 
Pilot TPC) KI b Data Pilot TPC RI Data Pilot TPC KI Data 
10 ms 
Figure 3.15 Dedicated Physical Channel Structure 
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Data modulation is dual-channel QPSK and DPDCH and DPCCH are mapped to the I and Q 
branch respectively. The I and Q branch are then spread to the chip rate with two different 
channelisation codes cn/cc and subsequently complex scrambled by a mobile-station specific 
complex scrambling code c«r: rnrh 
Channelization 
codes (OVSF) 
CT) (, os((, )t) 
C''scramh 
TR, 
al DPDCÜ ºI C'uramh (optional) 
C(' 
[)PICCHI Q 1. 
F 
CD, cc: channelization codes 
c'krarnh primary scrambling code 
C scrwiib: secondary scrambling code (optional) 
p(t): pulse-shaping filter (root raised cosine, roll-off 0.22) 
Figure 3.16 Uplink Spreading & Modulation 
The same principle applies for the message part of the RACh, where instead of DPDCh and 
DPCCh we have the data and control part of the message [SMG98]. 
3.8 Resource Management for UMTS 
The overall radio interface protocol architecture in UMTS is shown in the following figure: 
Core Network 
Ir 
User Equipment 
Figure 3.17 UMTS Radio Interface Protocol 
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The physical layer (layer 1) conveys the transport channels (broadcast, paging, random 
access, dedicated channels etc. ) to layer 2 that consists of two sublayers, the Medium Access 
Control (MAC) layer and the Radio Link Control (RLC) layer. 
The MAC layer maps the transport channels that arrive from the physical layer to logical 
channels for the RLC layer and vice versa. It also selects the transport format for the logical 
channels according to their source rates. This transport format is selected based on the 
Transport Format Combination Set (TFCS), which is defined by the Call Admission Control. 
The MAC layer is subdivided into three logical entities, namely MAC-b for handling the 
broadcast channel, the MAC-c/sh for handling the common and shared channels (e. g. paging, 
random access, forward access channels etc. ) and MAC-d for the dedicated channels. 
Other functions of the MAC layer can be summarised in the following points. 
" Priority handling between data flows in one User Equipment (UE) by assigning 
different bit rates for different data flows. 
" Dynamic priority scheduling between different UEs for common downlink transport 
channels. 
" Identification of UEs on common transport channels carrying data of dedicated 
connections. 
" Service multiplexing for common transport channels (RACH, FACH, CPCH) and for 
dedicated channels with the same QoS requirements. 
" Traffic Measurements (data volume) that can periodically be relayed to the Radio 
Resource Controller for adjusting the resource management settings. 
" Ciphering of logical channels that use transparent RLC mode. It is a XOR operation 
with a specific mask created by a ciphering algorithm. 
. Access Service Class Differentiation for the prioritisation of the RACH transmission. 
The RLC protocol performs segmentation and retransmission of both control and traffic 
data. There are three possible modes of operation: Transparent, Unacknowledged and 
Acknowledged mode. With the Transparent mode, no protocol overhead is added to 
higher layer data. Transmission can be of streaming type with limited segmentation. The 
erroneous Protocol Data Units (PDU) are either identified and marked or are discarded. 
With the Unacknowledged mode, no retransmission scheme is used for the erroneous 
PDUs. Segmentation is performed to add necessary overheads. The Acknowledged mode 
uses Automatic Repeat Request (ARQ) for error correction. There is a maximum number 
of retransmissions over which the erroneous PDU is discarded. Contrary to the previous 
two modes, this mode is bi-directional and capable of "piggybacking" an indication of 
the status of the opposite link. The delivery of PDUs can be in-sequence or out-of- 
sequence. 
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The RLC functions are listed below: 
" Segmentation and reassembly of higher layer PDUs into smaller Payload Units 
(PUs). The size of the Payload Units is determined by the lowest hit rate service. 
" Concatenation of PDUs that cannot fill an exact number of RLC PUs. Instead of 
this, padding can also be used to fill the un\wanted PU space. 
" Flow Control. The RLC receiver can regulate the transmission rate of the peer 
transmitter. 
" Ciphering in the case of Acknowledged and Unacknowledged modes. The 
scheme is similar to that performed in the MAC layer [HolOO]. 
3.9 Radio Resource Control Protocol 
Most of the control signalling between the User Equipment (UE) and the UMTS Terrestrial 
Radio Access Network (UTRAN) is conducted through the RRC entity. The following figure 
illustrates the RRC layer architecture. 
Figure 3.18 RRC Architecture 
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The Dedicated Control Function Entity (DCFE) handles all signalling to one UE. It uses 
mainly Acknowledged mode RLC (AM RLC) but also uses for specific messages the 
other two modes. 
The Paging and Notification control Function Entity (PNFE) handles paging of idle Ues. 
The PNFE needs to check whether the UE is already in an RRC connection with another 
core domain. If that is the case, the paging message is sent through the existing 
connection. 
The Broadcast Control Function Entity (BCFE) handles the broadcasting of the system 
information to all UEs. 
There are two basic operational modes for a UE in RRC. These are the idle and connected 
mode. 
In the idle mode, the user has switched the terminal on and selects a suitable cell and 
receives its control channel. In that point the user receives cell broadcast and system 
information messages. 
When the user attempts to establish an RRC connection, the connected mode is activated. 
There are four possible substates in this mode. The CELL_DCH state implies that the user 
has been allocated a DCH and is known at the serving RNC. The UE performs 
measurements according to the measurement control information it receives from the 
RNC. 
In the CELL_FACH state, the user has no DCH but uses the RACH and FACH for 
signalling messages and small volume of data. Th UE also monitors the BCH for cell 
specific information. As soon as the UE changes cell, it sends a Cell Update message to 
the RNC. 
In the CELL PCH state the RNC knows the cell in which the UE is located , therefore the 
UE is traced through the PCH. In the case of cell reselection, the UE moves 
autonomously to the CELL FACH state, executes the Cell Update procedure and then 
returns to the CELL PCH state. The URAPCH state is similar to the CELL_PCH state, 
but the UE doesn't need to execute Cell Update after each Cell Reselection as long as 
the UE is within the same UTRAN Registration AREA (URA). If the UE moves to 
another URA, then the UE needs to inform the RNC of its location. 
3.10 RRC Functions 
The following functions are handled by the RRC layer. 
" Broadcast of system information 
" Paging 
9 Initial Cell selection and reselection in idle mode. 
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" Establishment, maintenance and release of an RRC connection between the lll; 
and UTRAN 
0 Control of radio bearers, transport channels, and physical channels 
" Control of ciphering and integrity protection 
" UE measurement reporting and its control. 
" RRC connection mobility functions. 
" Downlink outer loop power control 
" Open loop power control 
3.11 Call Establishment Procedure 
The UE is in the idle mode. When the call originates from the UE, it sends an RRC 
connection request with a RACH. If the access request is granted, the RNC sends a FACH for 
the RRC connection setup. The UE then will either just use the common channels or it will 
use a dedicated channel, depending on the chosen service. When the call originates from the 
network, the UE receives first a PCH by the RRC. 
The following figure illustrates this procedure. 
3.12 UE Measurement and reporting control 
The measurements performed by the UE are wholly controlled by the RRC layer. The UE 
also receives measurement information from the RNC. When the UE is in the idle mode, 
or in the connected mode and in the substates Cell FACH, Cell_PCH, Cell_URA , this 
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information is included in the BCH. When the UE is in the Cell_DCH state a dedicated 
measurement control message is used. 
The types of measurements include the following: 
" Intra frequency measurements on the downlink physical channels at the same 
frequency as the active set. 
" Inter frequency measurements on the downlink channels of a different active set. 
" Inter system measurements on the downlink channels of systems like GSM. 
" Uplink Traffic Volume measurements (e. g RLC buffer payload for each radio 
bearer. ) 
" Quality measurements for the downlink transport channel block error rate or bit 
error rate. 
" Internal measurements (determination of the UE transmitted power or user 
position) 
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4.1 Definition 
Generally, the objective of Call Admission Control Schemes is to regulate the operation of a 
network in such a way that ensures the uninterrupted service provision to the already existing 
connections and at the same time accommodates in an optimum way the new connection 
requests. This is done by managing the available network resources (frequency/time slots for 
FDMA/TDMA, Multiple Access Interference for CDMA) and allocating them in an optimum 
way among the system users. 
4.2 The development of CAC schemes 
The concept of Call Admission Control is relatively old and is combined with the operation of 
fixed circuit switched wireline telephone systems. New calls are accepted or rejected 
depending on the available resources (bandwidth) they require, which in case of wireline 
calls, are the same for all the system users. As soon as the new call is accepted, it is allocated 
the required resources for the whole duration of the call. This kind of system requires 
management schemes that may reserve some resources for specific users (i. e. emergency 
calls) but other than that, they are simple to control. 
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In the case of multiple services, CAC has to take into consideration the different requirements 
by the different service users and regulate their admission in such a way that satisfies the 
quality criteria set for each service class. 
ATM networks introduced the concept of multimedia services and also a way of managing the 
available resources through congestion control, that protects the network and the user in order 
to achieve performance objectives and optimise the resource utilisation. The procedures of 
congestion control are divided into preventive and reactive. The preventive schemes rely on 
estimating and predicting the occurrence of congestion before it actually happens, therefore 
they can accept or reject a call based on the probability that the new call might cause 
congestion or not. The reactive schemes use feedback information to control the level of 
congestion. 
The preventive congestion control is further subdivided into call admission control and 
bandwidth enforcement [Per96]. 
In ATM, CAC checks the following conditions on each switch the new call will need to use to 
route the call between the caller and the called party. 
" Check if the new call will affect the provided QoS to the existing calls carried by the 
switch 
9 Check if the switch can provide the required QoS to the new call. 
CAC can be either based on non-statistical peak bandwidth allocation, or it can use statistical 
allocation of resources , taking advantage of the statistical multiplexing of the variable 
bit 
rate services. The former is a simple technique, since the decision to accept or reject a call is 
based on the sum of the peak bit rates of the existing calls, but if the calls have a variable bit 
rate, it may lead to a poor utilisation of the available resources. On the other hand, the with 
the latter scheme, the allocated bandwidth is less than the peak rate of the source, making a 
better resource utilisation. 
The problem is that it is not straightforward to map the arrival process and the bit rate 
fluctuations to an equivalent bit rate for resource allocation. The mathematical models for 
realistic traffic streams do not give always accurate results, since they are based on 
assumptions that may not always correspond to the real conditions and the variation of 
different system parameters. Some indicative CAC schemes based on statistical allocation are 
those based on equivalent capacity, on heavy traffic approximation, on upper bounds of cell- 
loss probability, on fast bandwidth allocation and on time windows. 
On the other hand, measurement -based CAC schemes have also been proposed. This family 
of schemes perform regular traffic measurements which help to monitor the current system 
load and to use this as a criterion for future CAC decisions. The more detailed and intensive 
the measurements are, the more processing they will require, which may cause a delay in the 
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CAC decision. Therefore, there is a trade-off between efficiency and simplicity which also 
has to be taken into account [Per96]. 
In the case of wireless systems two major features of mobile communications are added to the 
CAC design procedure. These are the concept of handover between adjacent cells and the 
effect of the propagation channel impairments to the wireless connection. 
The handover calls can have priority over the new connections, since they involve already 
ongoing connections which will be more costly for the network to drop, than it will be to 
block a new connection request. This can be achieved by reserving some resources for 
handover calls. Resource reservation may lead to a lower handover failure probability, but at 
the same time it increases the new call blocking probability. In addition, overestimation of 
the number of handover calls leads to the unnecessary blocking of new requests. To deal with 
this, some schemes use the mobility characteristics of the user to predict the future handovers 
that may be needed and to reserve resources accordingly in adjacent cells (also called shadow 
clusters) [Lev97]. 
The propagation channel can affect the system performance in several ways. Firstly, a user 
that is deeply shadowed from the base station will not be able to initiate a connection. In 
addition, a user near the cell edge needs to transmit a higher power level than a user close to 
the base station. That means that the users close to the cell boundary cause a high amount of 
interference to the neighbouring cells. In systems like GSM, this can be alleviated by the fact 
that through frequency planning adjacent cells use different frequency channels , but in the 
case of UMTS W-CDMA, the same frequencies are reused in neighbouring sectors, which 
means that multiple access interference will affect the system performance. Several CAC 
schemes for CDMA propose CAC decisions based on the measured SIR of each connection or 
the measured MAI in each cell. 
4.3 Different User Characteristics 
These users have different characteristics and consequently their resource requirements differ. 
Some of the more important user characteristics are listed in the following: 
" Random Access 
The users are scattered all over the service area, which may be a cell or a cluster. They access 
the network in a random manner. Their spatial distribution is also random and can affect the 
system performance if the cells or the cell clusters do 
not have a homogeneous load. . 
" Variable Initial Resource Demands 
In a multimedia system, different services are provided such as voice, low/high bit rate data or 
video or a combination of some of these. The users have consequently different requirements 
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in Bandwidth, Maximum Bit Rate, Bit Rate Variability, Bit Error Rate, Delay Tolerance, 
Grade of Service, Multiple Access Interference Margin etc. The system should process all 
these requirements and calculate the resource allocation necessary for the connection and also 
the impact on the existing connections by this allocation. 
" Mobility 
The users are considered to be mobile (fast or slow) or maybe fixed. This affects the 
propagation model characteristics for each connection and consequently the power which is 
received at the base station. User Mobility also causes handovers between adjacent cells, 
which need the co-ordination of both their base stations, in order for the user to make a 
seamless transition between the cells and the connection to be unaffected. 
" Variable Bit Rate During Operation 
Since some of the multimedia services have a variable bit rate, the resource allocation to each 
VBR user will vary in time. The system should monitor the instantaneous allocation per user 
and if necessary, to police the existing connections if they exceed the resource demands they 
had when they accessed the network. 
4.4 CAC Procedure Requirements 
The Call Admission Control procedure should use the predescribed system and user 
characteristics to define and manage the available resources in order to monitor the system's 
available capacity and to accommodate the new call requests, ensuring the Quality of Service 
for the existing calls. The CAC procedure can be illustrated in the following way: 
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Figure 4.1 Call Admission Control Mechanism 
An efficient CAC Scheme should fulfil the following requirements: 
" Stability in provided QoS (Blocking/Dropping/BER/Delay). 
This includes existing as well as new connections. The network target performance should be 
maintained for a high percentage (mainly above 90%) of time. 
" Adaptability in different conditions. 
The different user profiles along with the different propagation channel characteristics 
contribute to the continuous variation of the system conditions (System load, Intercell- 
Intracell Multiple Access Interference). The system should be able to adapt to these 
conditions and maintain a stable operation. 
" Memory (Different Scheme for different hours of the day). 
This can be used if there are certain different traffic patterns during the day. For example, the 
system can employ a different CAC strategy during the peak hours to cope with the excessive 
load. 
" Backup Plans for System Outage. 
Different Access Schemes have a different definition for System Outage. 
" Ability to be reconfigured and extended for new services. 
The introduction of new services with more complex requirements and a higher degree of 
interactivity is inevitable and the system should be easy-to-modify to accommodate then. 
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" Simplicity of design and minimisation of processing time 
All the aforementioned points should be fulfilled in such a way that keeps the system design 
(hardware and software aspects) as simple as possible and limits the processing time. only 
this condition ensures the system efficiency and guarantees that it can have a fast response to 
the complicated multiple requirements originated by the system users IDiniMa). 
4.5 Call Admission Control Techniques Comparison 
Generally, the CAC mechanism is based on keeping the allocated resources under it Certain 
fixed or variable threshold. In the case of CDMA this threshold is determined by the Multiple 
Access Interference that is generated by the existing users in the network. 
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Figure 4.2 Classification of different CAC schemes 
"Cull Admission Control for Multimedia CDMA" 02000 N. Dimitriuu 
42 
Chanter 4 Call Admission Control 
The techniques and schemes that were covered in the previous sections arc shown in 
Figure 4.2: 
4.6 CAC based on analytical SIR calculation 
The key is the model for Multiple Access Interference generated by multiple service users 
(voice, video, data etc. ). Assuming that the received power by any user at the base station is 
lognormally distributed, the composite signal, consisting of all the user signals at the base 
station, can be considered lognormally distributed and its mean and variance can he 
calculated as functions of the number of users, the individual mean and variance per service. 
Then, the admissible combinations of numbers of users per service can be defined from the 
quality objectives per service. These combinations can be used for a number-based Call 
Admission Control. The advantage of this scheme is that the procedure of obtaining the user 
admissible combinations need be done only few times, to cover the impact of localised time 
of day traffic fluctuation on cell dimensioning (the rush hour factor). Then, the produced 
capacity tables can be used to determine the admission of new call requests without the need 
for any measurements or processing. The disadvantage is that since the model is fixed, the 
calculations are conducted for the worst case, which means that the system resources are not 
used in the optimum way. 
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Figure 4.3 Analytical Model for Multiple Access Interference 
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4.7 CAC based on current SIR measurement 
The Base Station in cell k measures the new call's Signal to interference Ratio (SIR). If the 
SIR is larger than a threshold value SIRreq, then the call is accepted. 
(Ey 
__ , a, [SIRn 
EhRb 
= IMM IUW (w/R) 
This technique is based on real-time measurements and, compared to the previous one, 
involves more operations during the call handling stage. 
Since it is based on measurements, this technique is not limited by the assumptions of the 
mathematical model the previous technique had and can manage the system resources in a 
more efficient way. 
This can be extended by considering as a call admission criterion the maximum transmitted 
power by the mobile user. The new call is blocked if it forces any of the existing calls to 
transmit with larger power than the power control threshold. This is a form of interactive 
admission control. 
As the new user enters the network, the call set-up procedure runs for N power control steps. 
The power control procedure adjusts the transmitted power of the new and the rest of the 
mobiles in small iterative steps. 
There can be two approaches: 
If at any step less than N the transmitted power of the new mobile exceeds a specified 
limit, then the new call is blocked. The transmitted power of the new user however, does 
not necessarily reflect the traffic state and conditions of the other users in the cell. 
In this approach, the transmitted power levels of the existing users are also monitored. If at 
any step the transmitted power of the new or any one of the existing users reaches its 
upper limit, then the new call is blocked. This scheme allocates in a better way the system 
resources to the new users, having first checked the quality of service provided to the 
already active users. 
Both these schemes can be enhanced by the following techniques which can make the CAC 
system able to treat in a different way calls of different nature (e. g. real time and non real 
time services) and to observe a broader region than a single cell/sector. The next step in 
optimising the CAC algorithms would then be the addition of memory from which past 
conditions can be retrieved and exploited for the prediction of future system states and the 
corresponding modification of the CAC criteria. 
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Figure 4.4 Global-Local SIR based CAC 
4.8 Resource Reservation - Priorities 
Both techniques can assume priorities for sonne services (e. g. real time services that cannot be 
queued) or for some specific calls (e. g. handover calls), which should be treated first in order 
not to be dropped. 
Resource reservation increases the blocking probability for a new call request but reduces the 
dropping and failure probabilities of existing calls, which have approximately 10 times 
greater importance in the calculation of the Grade of Service than the blocking probability 
GOS=P+10. P1. 
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4.9 Local-Global CAC 
Both techniques can be local or global. The local algorithm is restricted within one cell and 
there is no consideration for the adjacent cells' residual capacity. This means that the residual 
capacity of each cell should be calculated for the case that the neighbouring cells are fully 
loaded. This does not lead to an optimum resource allocation and can result to unnecessary 
blocking of new call requests. The advantage of this technique is its simplicity, since it 
doesn't require any co-ordination between base stations 
With the Global Algorithm, the residual capacity of each cell depends on its impact on the 
neighbouring cells. If they are not affected by the acceptance of the new call, then the call is 
accepted. In that way the CAC distributes in a fair way the resources among cells. In this case 
however, it needs a much larger overhead and a measuring/processing time, because each cell 
should keep the status of a number of its neighbouring cells. This number depends on the 
propagation conditions, on the adjacent cell regular load and it may change in different hours 
of the day. These two factors affect the MAI the cell under discussion produces to its 
neighbours and determine their sensitivity to the CAC policy of the cell in question. 
4.10 Adaptive CAC 
Call Admission Control can be based on a prediction algorithm, which estimates the 
interference at the Base station receivers which will result by accepting a new connection. 
The estimation can be done having as inputs the interference caused by the existing 
connections and the predicted interference by the new connections. The adaptive CAC can be 
considered as local or global. 
. Local Adaptive Strategy: The admission is based on traffic declarations and channel 
characteristics of the cell. The thresholds adapt to the local propagation conditions. That 
means that at each time the criteria for admitting new calls are different, depending on 
channel characteristics measured locally at the base station of each cell. Each cell monitors 
its own multiple access interference, therefore it might underestimate the interference 
coming from adjacent cells. 
" Global Adaptive Strategy: It has the same concept as the Local Strategy with the addition 
that the admission is based also on information from neighbouring base stations as well. 
The level of the accepted traffic in each cell now depends on the propagation conditions 
over a larger region including a large number of cells. Resource borrowing from lightly 
loaded cells is possible for hot spot cells. The CAC is adaptive and distributes in an 
optimum way the resources among cells. The disadvantage is again the large processing it 
requires for each call request. Each base station should have a complex architecture in 
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order to monitor the home and adjacent cells and also to keep a record of the past MAI 
levels in order to combine them all and predict the future conditions with which it should 
adapt. 
4.11 Soft and Safe CAC 
The CAC schemes can be characterised as `soft' and `safe'. With a `soft' CAC scheme the 
new mobile interacts with the system in order to be admitted. A CAC is also characterised as 
`safe' if the admission of a new mobile doesn't cause any outage events to the other existing 
mobiles. The price to pay with these algorithms is the signalling load carrying the information 
of the new user to all the other users and the admission delay. 
Different interactive algorithms that reduce the unwanted signalling and delay of CAC have 
been proposed. One is a coordinated method in which the base stations exchange signalling 
data but the admission delay is minimised and another that is a distributed CAC where the 
new mobile adjusts its power with a simple rule and the final decision can be made faster 
without any large signalling load required. 
4.12 Conclusions 
An overview of the research on Call Admission Control was presented. The concept of Call 
Admission Control is relatively old and is combined with the operation of fixed circuit 
switched wireline telephone systems. In the case of wireless systems the CAC problem has 
to consider the similar aspects as in wireline systems like the variable bandwidth and bit rate 
demands and in addition user characteristics related to the wireless link such as the 
propagation channel, the user mobility , the power control etc. The CAC schemes should 
ensure the stability of the provided QoS to the different users and they should be 
reconfigurable to adapt to changing conditions such as the daily traffic load , the different 
peak hours etc. The CAC schemes that were found in literature are related either to the 
received SIR real-time measurement or to the SIR calculation based on mathematical models. 
These schemes can be enhanced with resource reservation and the assignment of specific 
priorities to different calls, the monitoring of the adjacent cell loads, with the prediction of the 
future residual capacity based on some prediction algorithms , or with the choice of queuing 
the new calls that cannot be accepted instantly by the system (soft blocking). All these 
characteristics will be seen in the next chapter through a detailed list of published papers that 
gave the necessary motivation for the original work presented in the following. chapters 
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Chapter 5 
Literature Review 
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5.2 "Erlang Capacity of a Power-Controlled CDMA System"[Vit93] 
5.3 "SIR based Call Admission Control for DS-CDMA Cellular Systems" [L1u94] 
5.4 "Capacity Design and Performance of Call Admission Control in Cellular CDMA Systems" [Ishi97] 
5.5 "Performance Evaluation of a DS-CDMA Cellular System with Voice and Data Services- of [llua96] 
5.6 "Minimum Duration of Outage for Cellular Systems: A Level Crossing Analysis" [Man96] 
5.7 "Adaptive Traffic Admission for Integrated Services in CDMA Wireless Access Networks"[Dzi96] 
5.8 "Performance of Optimum Transmitter Power Control in Cellular Radio Systems" [Zan92a] 
5.9 "Distributed Co-channel Interference Control in Cellular Radio Systems " [Zan92b] 
5.10 "An Algorithm for Combined Cell Site Selection and Power Control to Maximize Cellular Spread Spectrum 
Capacity " [Han95] 
5.11 "Soft and Safe Admission Control in Cellular Networks " [And97] 
5.12 "Efficient Interactive Call Admission Control in Power-Controlled Mobile Systems " [Kim00] 
5.13 Wideband Power based and throughput based Admission Control Strategy[Hol00]. 
5.14 Other Publications 
5.15 Conclusions 
5.1 "On the Capacity of a Cellular CDMA System" [Gi191] 
This is one of the basic papers written for CDMA capacity and is very often referenced in 
other later papers. The authors studied the single service CDMA network with respect to the 
Multiple Access Interference caused by the users in the same and adjacent cells. They 
theoretically calculated the maximum number of users per cell, assuming perfect power 
control. The propagation channel was assumed to consist by an inverse fourth power path loss 
and a lognormal shadowing component. Sectorization and voice activity factor were discussed 
as capacity enhancing features of the system. Then, after numerical integration, two very 
useful expressions were derived for the mean and variance of the ratio of intercell multiple 
access interference to received uplink signal power depending on the number of users per 
sector: 
ES <_ 0.247Ns 
var 
S 
<_ 0.078Ns 
(5.1) 
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Then, assuming that the users having activity a are binomially distributed, the authors 
proposed the following expression for the outage probability of a CDMA network : 
N*-' N -1 i ak P°. T -k k=0 
(l 
- a)N"-1-k .n 
(w/Rb) TI _ CE>NO) S ffl 
. 078N1 
-k-0.247N, 
(5.2) 
where N$ is the number of users per cell or sector, W is the spreading bandwidth, Rb is the 
E 
00 
source bit rate, 
Eb 
is the ratio required for a certain Bit Error Rate, ii is the background 
rey 
noise including spurious interference and thermal noise (rl/S typically around 1dB). Using the 
above expression, the authors plotted the probability of outage depending on the number of 
users per sector and argued that for a bandwidth of 1.25MHz a CDMA network had more 
capacity (108 users /cell) than the existing analog FM-FDMA (3-sectored 30kHz per channel) 
(6 users per cell) and 6 times more than TDMA (3 slots per carrier, 30 kHz per channel) (18 
users per cell). 
5.2 "Erlang Capacity of a Power-Controlled CDMA System"[Vit93] 
This paper has the same objective as the previous one and starts with the same assumption. 
However, here the attempt is to examine a call admission control scheme, which will block 
any new call if the total interference will be 10 dB higher than the background noise. The 
calls are assumed to originate following a Poisson distribution and their service times are 
exponentially distributed. The received Eb/Io is compared to measurements and is fitted by a 
lognormal random variable with mean 7 dB and standard deviation of 2.5 dB, due to power 
control errors. The blocking probability is calculated as: 
(ßa)2 (/Rb) Io 2 
l Iý J. ý 
1 R7 - pe 
pa Q 
10 10 (5.3) 
1 j(Jpe22 
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The authors proved with this expression that the capacity of a CDMA system with 
W=12.5MHz, W/R=3ldB, Eb/Io=7dB and PB=0.01 the Erlang capacity was 258 Erl/cell and 
compared that to the conventional D-AMPS (3 slots per carrier-30 kHz per channel)) (20 
Erl/cell). Again the capacity was argued to be about 18-20 times higher in the CDMA case. 
The authors also investigated the impact the initial access has on Multiple Access 
Interference. They concluded that there is a relatively small Erlang capacity overhead 
required to accommodate the initial access requests. 
5.3 "SIR based Call Admission Control for DS-CDMA Cellular 
Systems" [Liu94] 
The authors investigated a cellular CDMA system in terms of capacity depending on 
propagation and power control effects, the user arrival process and considered the impact of 
variations in traffic loading. They proposed a simulation model in which the whole service 
area was divided into cells each served by an omnidirectional base station antenna placed at 
the centre. Background Noise was ignored. 
Each mobile was perfectly power controlled by the home base station. The home Base Station 
was considered as the station for which the link attenuation between the mobile and the 
station was minimum. 
Voice Activity Detection was not modelled. User Mobility was not modelled. The users were 
assumed to be uniformly distributed over each cell. 
For the Radio propagation model two factors were taken into account. Path Loss with distance 
(Inverse 40' power law) and Log-normal Shadowing. 
The Multiple Access Interference was expressed as: 
I; (h, k) =S"nk+ SE E 
rin 10 10 (5.4) I(k) =ý1: 
h=l ; _l h=i º_l r; k hak 
where nh is the number of users contained in the cell h, K is the number of the surrounding 
cells, r1 is the distance between the user i and base station j, a is the path loss exponent and ý; j 
is the lognormally distributed shadowing between the user i and the base station j. 
The Signal to Interference Ratio was expressed as: 
SIR(k) =S=Sa Si kK=1RK I(k) -SK 
nn rk -Sih K nh 
a 
Sik-SM 
S"nk +SEE-h 10 '0 -S nk +jy, 
r-ih 10 10 
h=1 i=1 rik h=1 i=1 rik 
hsk hzk 
(5.5) 
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The authors also defined System Residual Capacity as the number of calls the Base Station 
can accept such that the system-wide outage probability (that an acceptable transmission 
quality cannot be maintained) will be guaranteed to be kept below a certain level. 
Then, two algorithms were proposed. The first algorithm had a localized concept and was the 
following: 
1. The Base Station in cell k measures SIR(k) 
2. The Base Station in cell k estimates and updates the residual capacity 
1_1 
R(k) = SIR TH SIR(k) 
0 otherwise 
if 
1-1 
>0 SIR. H SIR(k) (5.6) 
3. If R(k) >0 an initial call request is accepted and R(k) new = 
R(k) -1 (5.7) 
Note: Always SIR(k) must be larger than the minimum required SIR for digital voice 
transmission. 
In addition the residual capacity is limited by R(k) :_11 SIR 
1-S1j 
(5.8) 
In the second algorithm, the base station executed the local SIR measurements, but had also to 
take into consideration the SIRs at the adjacent cell base stations. It had the following form: 
1. The Base Station in cell k measures SIR(k) and requests SIRI(k), SIR2(k),..., SIRK(k) 
from other "neighbouring" cells. 
2. The Base Station in cell k estimates and updates the residual capacity 
min[Rj(k)] , jE 
{1,2,..., k,... K} ifmin[Ri(k)]>0 
R(k) _ (5.9) 
0 otherwise 
Iifj=k 
SIR1m SIR(k) 
where Rý(k) (5.10) 1_1l 
SIRS SIR(k) ß 
ß is the estimation of normalized interference ß= E[I; (h, k)] (5.11) 
1_11 
In this case R(k) 5 SIRT SIRi ß 
(5.12) 
The Performance Measures for the assessment of the above algorithms were the following: 
"Call Admission Control for Multimedia CDMA" 02000 N. Dimitriou 
51 
Chapter 5 Literature Review 
" Blocking Probability PBLK(k) = Pr{R(k) = 0} (5.13) 
" Outage Probability POTG (k) = Pr 
Nb 
< EIRO (5.14) 
0 
" Erlang capacity: Offered load in Erlangs for a cell k when PBLx=0.02. 
The system that was simulated had Processing Gain 26 dB, one service (32kbps) required an 
Eb/Io of 7 dB and consisted of 49 cells. In the boundary cells, a fixed Call Admission Control 
Scheme was used allowing only a certain number of users to enter in these cells. 
The results showed that both proposed CAC schemes outperformed the Fixed CAC Scheme, 
with the global CAC having the best results. The benefit of using these schemes was 
considered to be higher in cases where the load was not uniformly disrtibuted in all cells and a 
hot spot cell was surrounded by relatively empty cells. 
5.4 "Capacity Design and Performance of Call Admission Control in 
Cellular CDMA Systems" [Ishi97] 
The authors considered two types of Call Admission Control: The N-CAC which was based 
on the number of users and the I-CAC which was based on the level of interference. For these 
two types of CAC a new design method was presented, using simple expressions for the CAC 
threshold and the reverse link Erlang capacity. The proposed mathematical and simulation 
model consisted of 19 cells (1 central and 2 tiers). Call arrivals followed a Poisson 
distribution and their service times were exponentially distributed. Voice Activity detection 
was employed. Each active user transmitted independently with probability p. Each user 
required the same Bit Error Rate and the same Signal-to-Interference Ratio. The transmitted 
power of each mobile was perfectly power-controlled by the home Base Station. 
For the Radio propagation model, the same factors are taken into account as before: Path Loss 
with distance and log-normal Shadowing. 
The following algorithms were proposed: 
" Number based -CAC: Any new call was blocked when N users already occupied a Base 
Station. 
The following performance measures were considered: 
1. Blocking Rate: It is calculated by the Erlang-B formula 
am 
1 
P1 blocking for a offered load and m circuits} =mak (5.15) 
1 
k_o k. 
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2. Communication Quality Loss Probability 
N 
I kPk JPint(m)1m} 
k=0 c_-k 
FLOSS N 
5.16) 
1: kPk 
k=0 
Nr 
where Pk =[k]pk(1-p)r-k (5.17) 
r=k 
and pint(m) is the probability density function of the other cell interference. 
Interference based CAC: The Base Station monitors the Interference level on a call-by- 
call basis and then determines whether a new call request will be accepted or not. The Base 
station should measure the total power of the received signals in the spreading bandwidth 
before despreading them. This requires large overheads for Base Station hardware and a 
more complicated architecture. 
ar r-I Hp(J) 
t 
1. Blocking Rate PBLK = [1-p(r)] 
r j=0 (5.18) 
r=o 
111 k k-' 
1+1 nP(J) 
k=t =o 
po) is the probability that a new call is accepted. 
iI(l 
P(J) =1-I Ik IPký1-p)r-k 
f 
Pint(m)dm (5.19) 
k-0 `/ TBLK-k 
p(j) and Pr, connect are 
functions of PBLK because the pdf of the other cell interference p;,, t(m) 
depends on PBLK. 
2. Communication Quality Loss Probability 
kPk 
JPint(mm} 
k=0 c,,. -k 
FLOSS 
kPk 
k=0 
(5.20) 
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where Pk is the probability that exactly k users are active 
r r-I a HP(J) 
o Pk Ya' 
ter 
,k 
k-1 k 
(rjk(l 
p_p)r-k 
r=k +ý of 1P(i 
k=1' j=0 
The PDF of other cell interference pint(m) was considered to be best modelled by the Gamma 
distribution pi.. (m) =- a°m°-le °CR1 (5.22) 
where a is the distance attenuation coefficient (=4) 
E(m)_ =aP(1-PBLK) fl 
(5.23) 
Var(m) _2= aP(1-PSLK)f2 
r(x) =f 4'-'e-4dß (5.24) 
0 
Tfv, a(Q-k)] 
So $p1(m)dm_ r(v) (5.25) 
Q-k 
c.,, for N -CAC 1TBLK for I- CAC 
(5.26) 
For the simulation area the following concept was used: After interference calculation per 
cell, the cells were reallocated so that each one became a center cell at one instant. Using this 
reallocation, an infinite area could be simulated. 
The results showed that Number-CAC and Interference-CAC had nearly the same 
performance with Interference-CAC introducing a slight degradation. The Number-CAC was 
considered to be more appropriate in cases where simplicity was required and the 
Interference-CAC was considered to be more appropriate because of its flexibility and design- 
free properties. 
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5.5 "Performance Evaluation of a DS-CDMA Cellular System with 
Voice and Data Services. " [Hua96] 
The authors of this paper investigated the reverse link performance of a slotted DS-CDMA 
system providing voice and data services. The key point of this paper was the model for 
Multiple Access Interference generated by more than one service users it proposed. The 
authors assumed that the received power by any user at the base station was lognormally 
distributed. Then they used references [Fen60] and [Pra95] to conclude that the composite 
signal, consisting of all the user signals at the base station, was lognormally distributed as 
well and they calculated its mean and variance as a function of the number of users, the 
individual mean and variance per service. The analysis of this paper is described in the next 
chapter. 
The authors in the end provided some graphs obtained by the mathematical mode for a 
system with spreading bandwidth 2.5MHz, Voice rate 9.6kbps, (Eb/No) of 7dB, Data Rate 
9.6kbps and 19.2kbps. They showed that the total number of users (voice and data capacity) 
decreased as the mean difference in power between the two services increased. The same 
results were found if the standard deviation of the received power from both services 
increased. 
5.6 "Minimum Duration of Outage for Cellular Systems: A Level 
Crossing Analysis" [Man96] 
The authors of this paper investigate the CDMA system outage as a level- crossing problem. 
For them, outage should not be realized taking place if the uplink SIR instantaneously drops 
below the threshold, but rather if the SIR stays below the threshold for a certain time. Since 
the uplink SIR fluctuations are considered to be lognormally distributed due mainly to power 
control errors and lognormal shadowing, the crossings of SIR above and below the threshold 
can be directly linked to the power control standard deviation, the user velocity, the 
correlation distance, the maximum tolerable 
interval below threshold, the number of users in 
the system etc. This study gives some mathematical expressions for the average time, the 
frequency and the probability of outage which are also verified with some simulation results. 
According to this, the system outage characteristics can be studied using the level-crossing 
analysis. The SIR is continuously variable, due to power control errors and slow fading 
(shadowing) which are both lognormally distributed processes. If the SIR level drops below 
the threshold for a period larger than a predefined maximum period, then an outage event 
occurs and the call will be dropped. This can be stated as: 
"Call Admission Control for Multimedia CDMA"02000 N. Dimitriou 
55 
Chanter 5 Literature Review 
Outage Event SIR(t) <'y, tE Eta, tibý tib -tia ! Amax (5.27) 
The frequency of outage events is defined as the ratio of the number of outage events within a 
time period t to this time period 
foul = tim 
Number of Outage Events During t 
t +- t 
(5.28) 
The probability of outage is the ratio between the outage time within a period t to this period. 
Outage Time during t 
P°°t = 
t ++ Total Time t 
(5.29) 
It is important to see the dependence of the average duration, frequency and probability 
of outage with respect to the maximum allowable duration under SIR threshold, the velocity, 
the correlation distance of fading, the QoS requirements of different services. 
In section 5.2 the following expression was derived: 
1(Eb Io) 
10.1og{P, x. k 
} 10. log < 10 " log W 
ie`' (1 + f) " 1y 
(5.30) 
imk 
v /Rb ) 
The left part of the inequality is lognormally distributed and has mean Mk - m1oc where Mk is 
the mean received power of the user of interest and m ,,, t is the aggregate mean of the other 
users in the same cell (may be of different services). In the same way, the standard deviation 
(due to power control errors) of the left part is 
V-(Y k+(; 
tot . (5.31) 
Using the results of [Man96], the following expressions can be derived: 
2 E C 
/ol 
req, k 
Mk - mtot -101og W 
(1 + f)yy uk /Rb, 
k 
Defining A=8. (62 + (y2 
)" d2 
(5.32) 
k tot c 
the Average Duration of an outage event will be: 
out =tim 
+- Q( 2Atim) " eA t (5.33) 
The frequency of outage will be: 
_Aýtm+4dC 
f_ vk e vk 
out - 2itdý (5.34) 
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and the outage probability will be: 
ii 
-A tm+4d` 1) -4 
Aa 
Pour = foýý ' tioUt = 2ndk e 
Uk + 2d 
c--, 
f Q( 2Arm)e "k (5.35) 
5.7 "Adaptive Traffic Admission for Integrated Services in CDMA 
Wireless Access Networks"[Dzi96] 
In this paper Call Admission Control was based on a prediction algorithm, which estimated 
the interference at the Base station receivers which would result by accepting a new 
connection. The estimation was done by a linear Kalman filter which had as inputs the 
interference caused by the existing connections and the predicted interference by the new 
connections. The CAC algorithms that were tested were similar to those tested by [Liu94]. 
1. Fixed Strategy: The admission was based to traffic declarations only. The thresholds were 
fixed and designed for the worst case. 
2. Local Adaptive Strategy: The admission was based on traffic declarations and channel 
characteristics of the cell. The thresholds adapted to the local propagation conditions. 
3. Global Adaptive Strategy: It was the same as (2) with the addition that the admission was 
based also on information from neighbouring base stations. 
The simulation results were obtained for a system having 49 cells, two levels of cell loading 
(high, low), Poisson arrivals, activity factor 0.35, mean holding time 3 mins, propagation 
channel including 4`h power law path loss and lognormal shadowing and stationary users. 
These results showed that the global strategy with reservation for out of cell connections has 
the best performance, since it monitors a larger area for the available capacity calculations. 
The local strategy has also a good performance, since indirectly it assesses the other cells' 
conditions by monitoring the home cell interference, which includes also interference from 
adjacent cells. 
5.8 "Performance of Optimum Transmitter Power Control in 
Cellular Radio Systems" [Zan92a] 
The author of this paper focused on co channel interference management schemes. The 
objective of these schemes was the minimisation of the reverse link outage probability for all 
connections. Through the operation of an optimum power control scheme, the performance 
bounds and conditions for stability for all types of transmitted power control algorithms were 
derived. 
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The outage probability is defined as the probability for a connection to have an uplink CIR 
which is lower than a predefined threshold, also called the system protection ratio. 
The CIR of each connection is maintained through a specific power control algorithm, that 
operates by adjusting accordingly the transmitted power of each mobile user in the uplink and 
that of the base station in the downlink. The transmitted power of is controlled based on 
specific criteria. If we assume that the transmitted power of the base station i is Pi and the 
gain between the mobile in the cell i and the base station i is G;; , the downlink SIR will be 
equal to the ratio of the desired signal of the home base station over the interference generated 
by adjacent base stations: 
SIRi = 
GiiP 
=NGP=NP Yi (5.36) 
GiJPJ ' P, -Pi Zi, Pj-P,. 
i* j i=t 
Gii 
i=1 
The same expression can be written for the uplink SIR. The matrices that can be constructed 
with the link gains between all the mobiles in the system and all the base stations in the 
uplink and downlink (uplink and downlink gain matrices G1 or normalised gain matrices Z; j) 
have the same statistical properties but are not generally similar. Their members are in fact 
random variables which constantly change according to the mobility characteristics of the 
users. 
Since the SIR for each connection depends on all the other connections, the optimum thing to 
do would be to execute a global power control, ensuring that the power allocation to each 
connection will not affect the other connections in the same and other cells. This would result 
in the lowest outage probability and consequently in the upper bound on performance. For 
practical reasons , 
however, it is preferred to use local power control algorithms, whose 
knowledge for power control decisions is restricted within one cell. 
The author then proposed and proved that the maximum SIR in a system was achievable if the 
calculated power vector achieved the same SIR for all the mobiles SIR; =y. In other words, a 
SIR balanced system ensured that each connection would achieve the largest achievable SIR 
level. 
The proposed global power control algorithm, that aimed at balancing the system SIR, 
operated by removing the links that affected the system SIR until a nonzero power vector that 
caused a balanced SIR was calculated. The removed links were considered to have a zero 
transmitted power but they were not necessarily dropped, since they could switch to another 
non-interfering channel (intra-cell handoff). The gradual removal of links effectively 
decreased the co channel interference to such levels that allowed the existence of a feasible 
power vector. The first algorithm for removing links, first removed only one link and 
computed the resulting eigenvalues of the normalised gain matrix. Then it removed possible 
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combinations of two links and it would go on eventually removing Q-1 links until the power 
requirements were met. This led to an exponentially increasing number of computations with 
the size of the set of links Q. 
To overcome the computational burden, the author proposed an approximation of the 
optimum algorithm by stepwise removing one by one links whose sums of row and column 
normalised link gain matrix elements were maximised. 
5.9 "Distributed Co-channel Interference Control in Cellular Radio 
Systems " [Zan92b] 
The author in this paper proposed multiple access interference control algorithms which were 
based on the SIR of individual links and not on the individual link gains. The objective was 
(as in [Zan92a]) the C/I balancing over the whole system area. The idea was to extend and 
improve the proportional control scheme, which modified the transmitted power according to 
the C/I level. The performance measure for the proposed schemes was again the outage 
probability. According to a Discrete Time Power Control Algorithm, the mobiles and base 
stations measure the received C/I and report these measurements to a central network 
controller, which then would distribute the power control commands throughout the network. 
The distributed DPCA doesn't need a central controller; The measurements are used within 
each cell and the decisions for stepping up or down the transmitted power are made by the 
home base station (based on reported C/I measurements conducted by the mobile) or vice 
versa. The power adjustments can be described by the following expression: 
P(O)=Po>0 
P(n+1)=ßP(n). 1+IF(n) 
(5.37) 
where ß is a parameter affecting the convergence speed and approximation of the power 
control algorithm and I7(n) is the measured SIR in the previous instant. 
This algorithm was combined with the stepwise removal algorithm proposed in [Zan92a] . 
The distributed C/I balancing was performed for a finite number of steps. If the SIR didn't 
exceed the required threshold after the specified steps, the cell with the smallest initial C/I 
was removed and the algorithm was repeated for the rest of the cells. The algorithm seemed to 
perform rather well even with the existence of measurement errors caused by the channel 
variations. However, these observations were made assuming a constant link gain matrix. In 
cases where the channel is changing rapidly such as urban street microcells, the algorithm has 
to use a small averaging period (high rate of C/I estimation) which decreases the quality of the 
C/I estimates. Therefore, there is a trade-off between algorithm speed and accuracy. 
"Call Admission Control for Multimedia CDMA" 02000 N. Dimitriou 
59 
Chanter 5 Literature Review 
5.10 "An Algorithm for Combined Cell Site Selection and Power 
Control to Maximize Cellular Spread Spectrum Capacity 11 [Han95] 
The author in this paper proposed a decentralized algorithm to allocate optimally users to base 
stations minimising the interference. In other words, the power vector that resulted from this 
optimal user allocation to base stations contained the minimal transmitted power allocation to 
the users. The conditions for the existence of feasible power allocations were mathematically 
derived for a system containing M users which needed to be allocated to K base stations. The 
SIR density for each user was expressed as: 
Wq1 r(=, c, ) SI0R; _ 
I'(j, c, )q, +n(c; )W 
j*1 
(5.38) 
where q; is the transmitted power of the user I, c; is the home cell of user I, and I'(j, c; ) is the 
gain for the link between the user j and the cell c;. 
Then the author presented the power control equations SIOR; = a, i=1,2,..., M and proved that 
there is a unique solution to the mathematical system if the positive eigenvalue r of the path- 
gain matrix A is less than 1, 
O, j=i 
where A;, 1 = a; r[ j, c; 
W- r[=, c; ) 
(5.39) 
Then , according to 
the Perron-Frobenius theory [Fos93], this unique solution will be 
q- (I - A)-' b, where the vector b is defined as : b; - 
nkjaj (5.40) 
r[i, c, ]. 
The above solution corresponds to a fixed allocation of users to base stations. But, according 
to the author, there may be more than one possible user allocation to base stations , which 
means there may be more than one solution to the power control mathematical system, one for 
each user allocation. The objective of the paper was then to find the optimal solution, i. e. the 
mapping of users to base stations that resulted in the minimal transmitted power allocation. 
This optimal solution satisfied the following expression for all users in the system: 
SIoR; 
Wq, I'(i, k) <a; , VkED;, i=1,2,..., M 
I'(j, k)gj +n(k)W 
j*i 
where D; was the set of the base stations the mobile user was allowed to connect to. In other 
words, the power vector was considered to be minimal and the user distribution to cells 
optimal, if no user could independently decrease power by changing cell. 
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Then, the author presented a decentralised algorithm for cell site selection and power 
adaptation, which ensured that each user would find the optimal base station to connect to 
with the minimum required transmitted power. The novelty of this algorithm was that each 
user would solve the power control system to find the minimum transmitted power assuming 
that all the other users have a fixed transmitted power defined in the previous instant and that 
the interference in each one of the cells is measured and known. 
Time Interval n: Transmitted power for user i: q; 
(n) 
j: r[ j, k]q, (n)+ n[k]w 
Calculate power for next interval q; 
(n + 1) = min 
a' '*' (5.42) 
w r[Tk] 
This algorithm required the knowledge of the interference in each cell and the path gain 
between the user and the base station. 
The simulation tests showed that the algorithm for lightly loaded systems allocated each user 
to the base station with the highest path gain link between them. However, in heavier traffic 
loads, the allocation of the least path loss base station would be suboptimal, since the other 
user interference would have to be taken into account as well. 
The author also dealt with the effect of cell breathing, which was one of the consequences of 
the algorithm in cases of uneven load distribution. In cases of nonuniformly distributed load, 
the coverage of base stations close to hot spot regions would become smaller to include the 
excessive users close to the site and the adkjacent lighly loaded cells would extend their 
coverage to include the users near the boundary of the hot spot cell. 
5.11 "Soft and Safe Admission Control in Cellular Networks " 
[And971 
The authors in this paper studied the mobile admission control problem in a cellular network 
where transmitted powers were controlled and constrained by a distributed constrained power 
control algorithm. The proposed algorithms aimed at managing the admission of new mobile 
users based on the required SIR and the performance objectives included the minimisation of 
both the outage probability of an accepted connection (error type I) and of the unnecessary 
blocking probability (error type II). First, two types of admission are compared, the one-by- 
one CAC and the multiple oriented CAC. The former is said to outperform the latter, since the 
contention of multiple new users for admission raises the co channel interference, resulting in 
high admission error probabilities. Furthermore, since the user arrivals are Poisson it is a 
rather rare event to have multiple users applying at the same time instant for admission , 
bearing also in mind that CAC schemes are quite fast. 
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The CAC schemes that the authors investigate, can be characterised as 'soft' and 'safe'. By 
'soft' they mean that the new mobile interacted with the system in order to get admission 
permission, i. e. the CAC did not block the call immediately. A CAC was characterised as 
'safe' if the admission of a new mobile would not cause type I errors, meaning that the 
admission would not cause any outage events. 
A Centralised CAC scheme was characterised as 'safe' since the admission of a call was a 
result of solving the system power control equations, which meant that a feasible power 
vector was found which ensured the Quality of Service for all the mobiles in the system. 
However, it required the knowledge of the path gain matrix and the existence of a central 
entity to carry out the CAC criteria calculation and issue the admission / rejection decisions. 
The authors proposed two types of decentralized CAC schemes, namely the Nonlnteractive 
Admission Control (NIAC) and the Interactive Admission Control (IAC). 
According to NIAC, the admission decision is made instantaneously based on the current 
system state. The system state is represented by the measured multiple access interference in 
both links (uplink and downlink). If the measured MAI is less than two predefined thresholds 
T and Td for uplink and downlink respectively, the mobile will be admitted to the network, 
else it will be blocked. The thresholds can be predefined and independent from the mobile 
terminal limitations , thus the 
NIAC algorithm is called Mobile Independent Maximum 
Interference Threshold (MI-MIT). The admission thresholds can also depend on the 
transmitted power p, gain g and required SIR y through the expression T (can be 
Y 
written for both links). This leads to a SIR based CAC or else called Mobile Dependent 
Maximum Interference Threshold (MD-MIT). The NIAC algorithms are subject to errors of 
types I and II, a fact that makes them impractical. 
On the other hand, the IAC class includes a soft and safe CAC algorithm, which has the 
potential of better and safer admission decisions. The idea behind this scheme is the use of 
constrained power control with a tighter power constraint on the new arrival. 
The new mobile is considered to have zero transmitted power. The DCPC starts with the 
initial power vector containing the transmitted powers of all users plus the zero power of the 
new user. This power vector is updated until either the SIR of all connections satisfies the 
QoS requirements or one of the power vectors reaches its maximum value. The new 
connection has a smaller (tighter) upper bound which means that it is the more probable to be 
rejected among all the calls in the cell. 
The simulation results over a Manhattan microcellular environment showed that NIAC CAC 
schemes are outperformed by IAC schemes, since the MAI criterion by itself is not an 
adequate measure for the admission of a new connection. The IAC algorithm is type I and II 
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errors free but it can extremely fast admit a mobile, it is much slower in rejecting it. The fast 
IAC, which executes only one DCPC phase, has the best performance, since it may be only 
free of type I errors but it has the fastest convergence and can keep an acceptable rate of 
type II errors. 
5.12 "Efficient Interactive Call Admission Control in Power- 
Controlled Mobile Systems " [Kim00] 
The author in this paper investigated and proposed effective interactive CAC schemes that 
aimed at minimising the network coordination cost, improving the admission speed and 
reducing the admission decision errors. The decision errors are again classified into type I 
(admitted calls in outage) and II (unnecessarily blocked calls). The author mentions the 
method of screening the new calls and admitting them in a selective way with criteria such as 
the received SIR, the received signal strength and the present system load, but adds that these 
do not provide a systematic way of setting the new transmitted power. 
The interactive (soft) CAC algorithms are also mentioned. These provide minimisation of 
type I errors, since the admission of a new connection is made ensuring that all the 
connections, through constrained power control, can maintain their required SIR. The price to 
pay with these algorithms is the signalling load carrying the information of the new user to all 
the other users and the admission delay. 
The idea of the paper is to propose interactive algorithms that reduce the unwanted signalling 
and delay of CAC. One is a coordinated method in which the base stations exchange " 
signalling data but the admission delay is minimised and another that is a distributed CAC 
where the new mobile adjusts its power with a simple rule and the final decision can be made 
faster without any large signalling load required. 
According to the Coordinated Interactive CAC (CI-CAC) , the new mobile start transmitting 
with power that yields an SIR below that required. The other mobiles will have to boost by a 
factor (3 their transmitted power to overcome the interference of the new mobile. This factor 
is equal to /3 = min ,i =1,..., 
N. If ß=1, then that means that at least another 
Pi 
mobile has reached its maximum transmitted power, therefore the new mobile will be 
blocked. Otherwise, each user boosts its power by the factor ß and the new mobile transmits 
with power equal to po = min po. m, 
A'(" 
where A; (ß) is the maximum interference that G;,, 
can be generated by the new mobile. 
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Then the SIR of all the connections SIR; is measured. If the SIR of the new connection is 
above the threshold, then the new user is accepted. If the SIR of the new connection is below 
the threshold and the SIR of all the other connections is equal to the threshold, then the 
mobile is rejected. That means that the call admission can be very fast, but the call rejection 
can be slow , requiring several; power control steps to check 
both rejection conditions. To 
minimise this delay, the new mobile can be rejected if the rejection conditions are valid for Q 
power control steps , where 
Q is a system design parameter (Iteration Limited Rejection 
Criterion - ILRC). 
According to the Distributed Interactive CAC (DI-CAC), the active mobiles can calculate 
independently their power scaling up factors and the new mobiles set their initial power 
without the need for network-wide coordination. This is done with the following 
expressions: 
In each cell, assuming that the following event will happen with probability a, 
Pr 
P', °'ax =a% the parameter ß; ' can be determined. Then the factor ß; can be 
Pi 
calculated as: A= min , 
Al. The interference margin for the cell can then be 
P; 
derived as: 
I` 
-1 ;+V -1 1j . (5.43) Q Y, 
The CAC is then as follows: 
For the new call: po = min po, max, min 
(5' 
, where Ao includes a set of neighbour cells Gi0 
the broadcast channel of which the new user listens to. 
If pö =0 the new call will be rejected. 
Else in the next DCPC period set the new call to power 
0l -T 
Po+ý = Po + 
(PO, 
max - Po (5.44) 
The parameter T controls the relaxation of the new call maximum allowable power. Then, the 
acceptance is checked if the SIRs of all mobiles are above the threshold. The rejection is 
checked for 1>_T with the following expressions (Instability Detection Condition): 
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' 
r, < E, 
(5.45) 
rar+. <(1-Es)Y; (5.46) 
If both expressions are valid for any user, then the new mobile is rejected. 
5.13 Wideband power based and throughput based Admission 
Control Strategy[Ho100]. 
According to this CAC scheme, a new user would be blocked if the new resulting total 
interference level would be higher than a specific threshold value, which is set by the radio 
network planning. The uplink power increase estimation could be done in two different ways. 
According to the former, also called the derivative method, the derivative of the uplink 
interference with respect to the uplink load factor 
ddn"i 
=1NZ was calculated and then 
used to find the interference increase Al that would be caused by the admission of a new user 
with load factor AL, AI =1N2 AL (5.47) 
The latter method , also called the 
integration method, involved integrating the derivative of 
the interference with respect to the load factor, 
n+AL N AL N 
pý . do = )2 (5.48) (I -n 1-n-AL 1-n 
In both methods, the user load can be calculated by the expression: 
AL =I+C (5.49) 
max 
where C,,,, ý, is the maximum capacity per 
W-CDMA carrier. 
The authors also proposed a throughput based CAC according to which the new user would 
be blocked if the resulting load after the admission was larger than a specific threshold. 
l+AL> ilmax (5.50) 
This CAC could be implemented in both uplink and downlink. 
5.14 Other Publications 
[Cha96] "Qos Based Call Admission control for integrated voice and data in CDMA 
systems" 
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The authors with this paper proposed a simple prioritized CAC scheme. This paper extended 
assumptions and results of [Gi191] for a system employing voice and data services. The 
outage probability was calculated for different combinations of voice and data users, taking 
into consideration that they were binomially distributed (separate distributions for voice and 
data users), they had different activity factors and the transmitted power of data users is 
higher than the voice users. Different outage probabilities were calculated to serve as 
thresholds for having a prioritized CAC scheme giving priority first to handover voice then to 
handover data and last to new voice and data calls. A Markovian model which described the 
prioritisations was also presented. The results of the mathematical model were then illustrated 
(Blocking/Dropping probability as functions of Traffic Intensity). 
[Sun98] "Call Admission Policies and Capacity Analysis of a Multi Service CDMA 
Personal Communication System with Continuous and Discontinuous Transmission" 
The authors of this paper presented a mathematical and a simulation model for the capacity 
evaluation and the assessment of CAC policies for mixed services CDMA systems (voice, 
long/short packet data). The capacity of a system employing discontinuous transmission was 
found to be larger than a continuous transmission scheme. The concept ' of equivalent 
bandwidth was defined as the product of the spreading bandwidth with the lowest acceptable 
SIR, which was also equal to the product of the Eb/Io with the source bit rate. The data users 
were assumed to retransmit their packets until they were successfully received. The period for 
which the CAC decision was being made, was also taken into account. The CAC schemes that 
were tested were 2: a simple equivalent bandwidth based, and a predictive CAC based on the 
current system state and the predicted state of 
handover calls at the time the CAC decision 
would be made. The simulation model 
included 19 cells (3 concentric tiers), the user arrivals 
model was Poisson and the path 
loss consisted of an inverse fourth power component along 
with a lognormally distributed shadowing term. The illustrated results showed that the second 
predictive scheme was effective 
for long CAC processing intervals. 
[Eva96] "Call Admission Control in Multiple Service DS-CDMA Cellular Networks" 
The authors analyzed the CAC problem in unbuffered resource systems (such as CDMA) 
using the theory of circuit - switched networks. 
They began by calculating the Multiple 
Access Interference statistics, first assuming it is Gaussian and then using the Large Deviation 
Bound (Chernoff). They then defined the effective bandwidth as the minimum Signal-To 
Interference density. They then analysed the network admissibility in terms of the number of 
cells (single/multiple cells) and the randomness of the effective bandwidth requirements. 
Using the formuli they derived, they then presented some results showing the admissible 
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regions for the available service types. They last introduced the product-form traffic models 
which can be used to calculate the blocking probability for each service. 
[Huan96] "Call Admission in Power Controlled CDMA Systems" 
In this paper the authors analysed the CDMA systems' limitations and propose CAC schemes 
based on a mathematical and a simulation model. First, the base station assignment was 
investigated and three different types were presented, namely a fixed single cell assignment 
(pilot-based), a multicell assignment based on received signal quality at the mobile user and a 
multicell assignment based on the transmitted power by the mobile user. The last two types 
could support soft handover. Then two CAC strategies were presented: One based on the 
maximum transmitted power by the mobile user and one based on the received power from 
the mobile user at the base station. The simulation model which tested these algorithms 
consisted of ten base stations and the assumptions about the path loss and lognormal 
shadowing were the same as in most publications (0' power law plus lognormal shadowing). 
The user arrivals were modelled as a Poisson process and the service times followed a 
negative exponential distribution. The results showed that the TPCAC under fixed assignment 
performed better when all the users' transmitted power levels were taken into consideration. 
Changing the base station assignment strategy didn't have any advantages with TPCAC. The 
RPCAC was tested by also setting a reservation threshold which lowers the maximum system 
load but in the same time improves the Grade of service at high cell loads and accommodates 
handover calls. The performance improvement due to resource reservation was observed until 
the reserved capacity came up to 10% of the total capacity. The conclusion of all these was 
that the CAC based on received power was more effective than the TPCAC. 
[Wu96] "Performance Analysis of Mixed Service CDMA Networks" 
This paper examined an IS-95 type system with voice and data services. They proposed a 
mathematical model, which was based on a two-dimensional Markovian model, to determine 
the outage probability for different combinations of users. They assumed Poisson arrivals- 
exponential service times. They assumed resource reservation for handover calls which were 
held in a finite buffer. Two different systems were tested. One where both voice and data 
users had the same data rate and one where the data users had half the voice users' rate. The 
CAC scheme was interference based. The results showed that the second scheme performed 
better since the interference from the data users was halved. 
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5.15 Conclusions 
This chapter presented the basic papers that were studied during the literature survey 
concerning CDMA systems capacity, CAC schemes and power control. The statistics of the 
multiple access interference that were presented in sections 5.1,5.2,5.3 and 5.5 will be 
extended to form the mathematical model for the calculation of multimedia CDMA capacity, 
that will be presented in the next chapter. Based on these sections, the multiple access 
interference is a lognormal (or a gamma) random variable with mean and standard deviation 
dependent on the number of the active users in the cell. In addition to that, section 5.6 
presented useful observations for the outage duration statistics, that can link the outage 
probability with the dropping probability. The sections 5.8,5.9 and 5.10 provided useful 
information about the power control procedure and the parameters that affect the power 
allocation to different users, along with the selection of the best base station. Finally, sections 
5.3,5.7,5.11,5.12 and 5.13 present some CAC schemes that are based on various criteria, 
such as the received SIR, the received power and the total interference. The adaptive and the 
soft CAC were also introduced and provided the necessary motivations for the proposal of 
the original CAC schemes that are included in chapters 10 and 11. 
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Chapter 6 
Outage Analysis For CDMA 
6.1 Basic Expressions 
6.2 Multiple Access Interference for single service CDMA systems. 
6.3 Multiple Access Interference for multiple service CDMA systems. 
6.4 Outage Duration 
6.5 Statistical Multiplexing 
6.6 Uplink Capacity Investigation 
6.7 Power Control Error analysis 
6.8 Functions calculating the power control error based on the carrier load 
6.9 Conclusions 
6.1 Basic Expressions 
In CDMA systems, all users share the same frequency band. That means that the base station 
receives a composite signal, whose power is the addition of all the active users' signal 
= 'y 
.., 
P,. 
,, i +7J:, 
Pte, j+N (6.1) powers. P" 
1=1 j=1 
Pr,, is the total power received at the base station 
P..,,,, is the power received at the base station by the mobile user i. 
Nsame is the number of the currently active users in the same cell as the base station. 
Nother is the number of the currently active users in the adjacent cells. 
N is the Additive White Gaussian Noise Power. 
y is the normalized average cross-correlation within the spreading codes [Val98]. 
't = 
E( p2 - k(ri)) 
'r( ) E2 (6.2) sW 
T 
Pi, k(Ti) 
,1 
Ci 
(lt-IIT)cktdt 
(6.3) 
0 
is the cross correlation between two spreading codes. 
_ 
rT 
ESW Jo ck(t)dt (6.4) 
is the energy of the spreading waveform. 
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From the above it can be seen that the level of Multiple Access Interference depends on the 
received power levels by all users, belonging to the same or adjacent cells, on the number of 
these users and on the cross-correlation between their signals. 
The spread signals' cross correlation depends on their mutual orthogonality. In principle, the 
spreading codes that are used are orthogonal with low mutual cross correlation. However, the 
spreading codes that are used in the uplink cannot be orthogonal since they are not mutually 
aligned (the user transmission is not synchronized), they follow different paths (many to one 
transmission) and they experience different fast fading conditions. 
Therefore, the receiver cannot make use of their low crosscorrelation properties and the factor 
y can be set equal to 1. On the other hand in the downlink the users are mutually synchronized 
and the MAI at the receiver can be considerably lower (factor y lower than 1), but for a 
relatively low synchronization error (10%-20% of the chip duration) [Va198]. 
The Signal-to-Interference Ratio for a user k is equal to: 
SIR = 
P`x, k = 
P`x, k (6.5) k ji Name Nmhet 
i 
P. i +'Y 
I P,. 
x. f +N 
The required SIR (minimum) that each user should maintain in order to have the necessary 
communication quality is derived in the following: 
(E/ 
P ER J 
SIRS =`=bb= `ýa (6.6) Itot I0w Nb ) 
In order to ensure a stable system operation, the following condition should be fulfilled for 
each user k: 
P 
(E, 
>') 
SIR > SIR a ., 
k >= 
k reg Name ºý,, ne. 
ý6. %ý 
Prxi +Y Prx, i +N 
(/Rb) 
1=1 i=1 
isk 
If this condition is not met, then the system is deemed to be in outage. In order to analyse the 
outage condition, the Multiple Access Interference characteristics should be presented first. 
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6.2 Multiple Access Interference for single service CDMA systems. 
In CDMA all users transmit in the same frequency band and the aim is to have equal power 
levels of the received user signals at the base station in the reverse link. That means that the 
intra-cell multi user interference can be defined as the sum of the powers of all received user 
signals and in case of perfect power control, as the multiplication of the number of users by 
their common signal power level at the base station. 
Nusers 
P; = Nusers "P (6.8) 
In fact, the received power of each user at the base station is not constant but a random 
variable with lognormal probability density function [Pra95]. 
1 (in p)2 
2aZ (6.9) f ýPý 
2I6P e 
PDF of lognormally distributed received power of a CDMA user 
0.5 
0.4 
N 
N 
`I 
40.3 
CL. 0.2 
0.1 
c 
m=0, s=1 
........ .......... .......... ......... . ....... 
....... ........ ........ ........ .... I...... I............................................. 
................. ........... ........... ..... '...................................................... 
............... ........ ........ y................. I............. _........................... 
-8 -6 -4 -2 024 Received Power in dB wrt a power level x dBm 
Figure 6.1 Lognormal distribution 
68 
The parameters affecting the received power P pdf (The mean and variance) are the 
following [Pra95]: 
" Power Control Algorithm. 
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" Adaptive Power Control System Speed. 
" Transmitter Dynamical Range. 
" User Spatial Distribution. 
" Propagation Statistics(Fading & Shadowing) - Rayleigh Fading 
" User Velocity 
" Environment types (urban, suburban etc. ) 
If m(dB) and 6(dB) are the mean and standard deviation of the received power respectively 
by one user at the base station, then they can be transformed in Nepers with the following 
expressions: 
m(dB) in(10) 
m(Np) = In 10 10 = m(dB) 10 
°(dB) In(10) 
(6.10) 
a(Np) = In 10 10 = ß(dB) " 10 
It has been shown [Fen60], [Pra95] that the total Power of more than one users which have 
the same Power mean and variance, is again lognormally distributed with mean and variance 
in Np given by the expressions: 
62 
mý(k, m, a)=ln(k)+m+62 -l In 
IeT+k_1I 
22k 
2- 
a2 (k, ß) =1n 
e+k1 
k 
both in Np. The corresponding values in dB are: 
mi(dB) = ml(Np) " 
10 
In(10) 
10 (6.12) 
at(dB) = al(Np)- In(10) 
The outage condition, according to the previous section is: 
(E/ 
Prx, 
k SIRk < SIRS a N N, <W `ý (6.13) 
t P.. i +7j Pý, i +N 
/R 
b) i_1 i=1 
isk izk 
The denominator of the individual SIRk can be approximated by the same cell interference 
multiplied by (1 + f) where f is the intercell interference factor: 
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N,, K. 
P"i 
'-ý (6.14) f=r,. 
a 
i=1 
i*k 
In the calculations f takes average values which range from 0.2 to 0.6. It depends on the 
power control error, the soft handover scheme and the path loss parameters (inverse power 
law exponent, lognormal shadowing standard deviation). Detailed tables are given in [Vit95]. 
The AWGN is also omitted: 
Name Nnýhet Name 
P. ý P,,,.; +N "(1+f)" y (6.15) 1=i j=1 i=1 
isk isk 
So the outage condition can be written as: 
P 
(Eb 
IoJ 
`x'k "q (l + f) .y (6.16) 
lW/RbJ 
isk 
or, in dB 
10) 
rx. k 
10 
10.1og N1<10"10gJ(E)q w 
(1+ f)" ya 
Prx. 
i 
iis=ý (6.17) k 
N.. ý. 
(E/)) 
re 
10.1og{Prx, k}- 10"logý Prx; < 
10"log Q (1+ f)"isk 1w' 
b 
The first term of the inequality is lognormally distributed with mean m- mI 
(k 
- 1, m, a) 
and variance 02 +0 
2 (k -1, a) . Thus, the outage probability can be calculated as follows: 
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EA 
POUT =P 10"log{P k}-10"log P;; < 10-log (1+f)y = (W/ 
AJ 
EA 
N.... 1 
=1-P 10-log{P, k}-10"log 
PR. >10-log (1+ f)y = 
i. i 
(WýAI 
EA 
N.. m. 
10 log (l+f)y -E 10 log{Pnk}-10 log P; 
11 
(w//Rj 
i. i irk 
= 1-Q = 
J Var 10"log{P,; t}-10"log Pia. I ,. i bk 
EA 
10-log 
W/ 
(l+f)Y -m+m, (k-l, m, a) ( 
RA 
=1-Q+ 
Since the Q-function can be expressed as: 
(6.18) 
xl 
Q(x) =JeZ dx = 
1- 1 
erfl 
xI (6.19) 
2n 22 la) 
the outage probability can be calculated as follows : 
(Ey/tea 
10-log (l+f)y -m+m, (k-l, m, a) ('x" i 
pouT=1- 21-21erf = 2(a2+a; (k-1, a)) 
E 
(6.20) 
C ýlo)ý, 10"log (l+f)y -m+m, (k-1, m, a) 
11 
(w/R) 
22 2(a2 +(y; (k-1, a)) 
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The following figures illustrate the outage probability depending on different factors. 
Figure 6.2 illustrates the variation of outage probability with the increase of the power control 
error from 0.2 dB (perfect power control) to 2dB. The system employs one service (voice 
8kbps) with intercell interference factor equal to 0.3. For an outage probability equal to 0.02, 
the number of users per cell decreases from 65 (Perfect power control) down to 21. That's 
logical, because the power control errors give rise to the near-far effect, which means that 
some users near the cell boundary can be masked by users being close to the base station. The 
power control error depends mainly on the power control command rate and the Doppler 
shift. The higher the power control command rate (or the lower the Doppler shift) is , the 
faster the transmitted power adjustment of the mobile user will be. This means that the power 
control can follow in a better way the channel variations and can maintain the SIR received at 
the base station receiver by each mobile user. 
Figure 6.3 illustrates the variation of the outage probability for a system employing one 
service at a time, 8kbps speech-144 kbps data and 384kbps data. It is evident that the higher 
bit rate services generate high amounts of interference and therefore the system reaches the 
outage state with much less users. A higher bit rate user can be considered to represent a 
number of small bit rate users in terms of bit rate and generated interference, which means 
that a system can be considered fully loaded with few high bit rate users or with much more 
low bit rate users. It is interesting to see that Classes B and C require less Eb/No than Class A, 
although they require a much lower Bit Error Rate. That is because these services use more 
powerful coding schemes which provide much larger coding gains than the coding schemes 
for Class A service. 
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Figure 6.2 Outage Probability with respect to power control errors 
Figure 6.4 shows the variation of the system performance for different adjacent cell loads. It 
could be observed that every increase of 20% of intercell interference results in a capacity 
decrease of 10-15%. 
The Intercell Interference ratio is very important in CDMA systems, since the frequency reuse 
factor is equal to 1 and all cells may use the same frequency. Therefore, each cell should 
monitor not only its home users but also the interfering users from other cells. Careful system 
planning should involve a detailed 
investigation of the Intercell Interference, which varies for 
different areas according to the traffic variations of each cell (or each group of cells). 
It should be noted that these figures show the outage probability for a system where all users 
transmit continuously. In the following sections, after making the same calculations for multi- 
service CDMA systems, the concept of 
discontinuous transmission will be introduced and the 
consequent results will show admissible combinations higher than the results already 
presented. 
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Outage Probability for different Rates & Service Requirements 
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Figure 6.4 Outage Probability with respect to different intercell interference ratios 
6.3 Multiple Access Interference for multiple service CDMA systems. 
It has also been shown [Fen60], [Hua96] that the total power of the received signal consisting 
of mixed services (different power mean and variance) 
is lognormally distributed with the 
following mean and variance (all terms in Np): 
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:z a, a2 2 
m12(m1, m2,61,62) =1n em, 
+ 2 
+em2+ 
2ß 
2 
ai +a= 
m, +m2+ 
e2m, +2aß +2e 2 
a 12(ml, m2, 
a1, a2) = In 
az z m' +M2+ '2 
e2m, +a, +2e 2 
The corresponding values in dB are: 
m12 (dB) = m12 (Np) 
10 
' ln(10) 
a12(dB) = a12(NP) " 
10 
ln(10) 
(6.22) 
The system outage probability for the service with parameters 
(m1, aI) , which corresponds 
to the probability the Multi User Interference is greater than a predefined threshold for this 
service, can be derived in the same way as in the previous section [Fen60], [Pra95], [Hua96]: 
10" 
11 
Povr. i = 1- 2-2 erf - 
CEh JO) req, l (1+f)y 
(ý/Rbj) 
2ýa1 +a12 
-m, +m12 
(E/) req. l 10"log (1+f)y -m1 +m12 
b"1) 11 `R 
__r _ 
2 -t- 2 eri 2(432, + 02 Z 
(6.23) 
The following figures illustrate the outage probability depending on parameters of the 
multiple services which are used. 
(6.21) 
+e 2m2+2a2 
+e 2m2+a= 
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Figure 6.5 shows the outage probability for Class A service (speech) as a function of Class A 
and Class B users. The power control error is 1 dB. It is again apparent that the addition of a 
high bit rate user degrades substantially the QoS and the capacity of the Class A users. 
The same kind of graph is shown in figure 6.6 but for the high bit rate service. Again, the 
performance of the high bit rate users is degraded with the addition of (much more in this 
case) Class A users. However, in order to get a result for the capacity of the mixed services 
system, the limiting case will be that of the Class A users in the graph of figure 6.5. For 
example, although according to Figure 6.6 60 Class A users affect the operation of 4 Class B 
users with probability 0.1, according to figure 6.5 the addition of 2 Class B users affects the 
operation of 60 Class A users with probability 0.6. Therefore, figure 6.5 should be taken into 
account for capacity calculation, and generally, the outage probability of the service with the 
lowest transmitted power should be the limiting factor. 
Figure 6.7 shows the outage probability for Service Class A for all possible combinations of 
users of classes A and B. The level for Outage probability equal to 0.02 is also shown. 
The general conclusion that can be drawn is that for the case of services that are transmitting 
continuously in time, the outage probability, i. e. the probability that the average SIR will 
drop 
below a threshold is quite high when high bit rate users join the network. But, this is a result 
obtained with the assumption that there is no discontinuous transmission and that a sudden 
drop below threshold is an outage event. Both these assumptions will not 
be considered in the 
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next sections where the mathematical model will be enhanced with features representing the 
maximum tolerable time under outage and the effect of discontinuous transmission and 
statistical multiplexing between the different services. 
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6.4 Outage Duration 
Using the same assumptions that were used in [Man96] a way of taking into consideration the 
outage duration can be found. 
The Outage Condition is the following (all quantities in dB): 
SIRk < SIR IN a 
S(t) - I(t) < SIR,, c* -(S(t) - I(t)) > -SIR,,, a (6.24) 
t* E(S(t) - I(t)) - 
(S(t) 
- I(t)) > E(S(t)-I(t))-SIRS 
The time that the above inequality is valid (which means that the received SIR at the base 
station by the user of interest is below a threshold) is considered to be equal to[Man96]: 
2 
tbe, ow = AB 
(6.25) 
where: 
A m, -m total - 
SIR threshold 
22 (6.26) 6, +6 tot 
i 
B=ä (6.27) 
and ý is a Rayleigh distributed random variable with variance equal to B and probability 
distribution function 
2 
PR ýý) =B"e Zs (6.28) 
It can be seen that tbý1o,, has positive values only for A>O, which means that 
E(SIR) > SIRIh, eshold 
Replacing ý in the above equation, the pdf of tbelow can be derived: 
A2B 2 A tbelow -g ýý PR(tglow) =2e (6.29) 
The cumulative distribution function can then be calculated as in the following: 
A2B 2 rll_-t P(tbelow > gym) - 
Ftw,,,,, ('rm) PR(tbelow 
J 
dtbelow 8m 
-e- 
m 
= mt -mtMai-SIR m. nnoia z 
ld J 
(6.30) 
z 
=e8 
IM 
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The above formula stands when the average SIR of the user of interest is above the SIR 
threshold. If the SIR is below the threshold, then the level crossing cannot be considered 
because of (6.25). 
Therefore, the outage probability i. e. the probability that the SIR of a user (with average 
received power m, and standard deviation (Y1) who is entering a system with users having 
different services and quality requirements , is lower than a threshold SIRThreshoId 
for the 
duration of time larger than T. is: 
rE 
Porr n,, m,, a,, f, y, PG1, ,, IN . v,, d,,,, T.,, = 
req, t 
= P(SIR, < SIRt, esh, ld)" 
P`tnekw, > TT. l) _ 
10. 
= 
2+Ierf 
- 
(E/No). 
Ill+f)Y_mI 
PGI+m, ý, 
a; +a2 k, 
) 
E` 3 
N 
3 
2(Q, +Qý) 
(de. 
l 
-e8 
(6.31) 
6.5 Statistical Multiplexing 
The outage probability which was calculated in the previous sections, referred to a system in 
which all users transmit simultaneously and with no interruptions. In fact all services feature 
discontinuous transmission, which means that each user has a certain activity factor. That 
means that each user occupies the system resources for a fraction of its connection time, 
giving the chance for other users to share these resources for the rest of the time during which 
the user of interest is idle. This also means that the multiple access interference caused by all 
the users is lower since at each time interval not all users are active. This is called statistical 
multiplexing. 
In most references, the arrivals in a CDMA system are assumed to have Poisson distribution 
and the service times are assumed to be exponentially distributed. In particular, the system is 
assumed to consist of users whose arrivals are memoryless and who are being served by the 
same number of servers. This is true, because as soon as the users are connected to the 
network, they can transmit without any delay (assuming that the base station receivers have 
enough correlators to process all the users' signals correctly). 
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The probability that k users out of m are active (each user having activity factor a) in the 
network for an M/M/m/m Engset loss system (number of servers is the same as the number of 
users) is given by: 
PK 
m=k-ak. (1- a) m-k (6.32) 
which means that the number of active users is binomially distributed [Hock96]. 
Combining this with the expressions obtained for the outage probability, the expression for 
the system outage probability can be derived [Hua96]: 
Ni N, 
POUT =II POUT(i, j) " P; " Pi (6.33) 
i=l j=1 
6.6 Uplink Capacity Investigation 
The objective is to determine the capacity of a CDMA cellular system. Contrary to FDMA 
and TDMA, in CDMA there is no absolute number of maximum available channels that can 
he allocated to potential users. The limits in CDMA capacity are posed by the amount of MAI 
that is generated in each cell. 
The outage probability is the probability that the QoS provided to an existing connection will 
drop below a certain threshold. In other words, it is the probability of dropping below a 
specific SIR or Eb/Io threshold (which are linked with the Bit Error Rate of the connection). 
In the previous sections the mathematical expressions which describe the outage events are 
presented. These expressions form a mathematical model which can be used to determine the 
outage limits of a multiple service CDMA system and the maximum aggregate capacity that 
can be achieved for different system parameters. The key concept in this mathematical 
analysis is the assumption that the received power at the base station from all the existing 
users is lognormally distributed [Hua96] [Fen60]. 
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Apart from the set of the mathematical expressions, the outage behaviour CDMA systems was 
investigated through simulations. The simulation model which was used is shown in the 
following figure: 
Assign Fixed Users per Service Per Cell 
Path Loss/Shadowing/ 
Power Control Errors 
Measure Instantaneous SIR 
Calculate Outage Rate 
Figure 6.9 Simulation Model for Outage Investigation of Multimedia CDMA 
In each cell a specific number of users per service was generated and then the individual SIRs 
were measured. This step was then repeated for many times and each time the same number 
of users was occupying different positions in the cell (randomly selected). Then, the resulting 
rate of outage could be measured by averaging the instantaneous outage rates in the central 
cell. 
The propagation channel in these simulations consisted of inverse fourth power path loss and 
lognormal shadowing of zero mean and standard deviation equal to 8dB. Power control 
errors were also assumed which caused the received power at the base station to have a 
standard deviation of 2 dB. 
The Multimedia Services that have been under investigation by the ETSI UMTS SMG group 
are the following: 
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Table 6.1 UNITS Service Classes 
Class A LDD 8-384 kbps CBR 
Class B LDD 64-2048 VBR 
kbps 
Class C LCD 64-2048 Best Effort 
kbps 
Class D UDD 64-2048 Connectionless 
kbps 
Scr%ice L'lasý A includes delay constrained, connection oriented services with BER < 10' for 
the 8kbps service and BER < 10-6 for the higher bit rate services. 
Service Class B describes the delay constrained, connection oriented, variable bit rate services 
with BER < 10-6. 
Service Class C incorporates the best effort type services, which means that different QoS 
levels can be supported for user according to the service definitions Maximum delay is 300 
ms and BER < 10"6. 
Service Class D comprises the delay unconstrained and connectionless services. There are no 
delay limits and BER < 10-8. 
Table 6.2 Tested UMTS services 
Service Bit Rate Lb/No Outage Power 
Type Threshold Factor 
Speech 8 kbps 5.6 dB -21.49 dB 0 dB 
LCD 144 144 kbps 3.2 dB -1 1.33 dB +10.15 dB 
UDD 144 60.8kbps 2.7 dB -15.58dB +5.9 dB 
The Power Factor is the ratio of the received power of a service to the received power of the 
lowest bit rate service 
P. F. = 
E, R,, (6.34) 
where Eh,,, Rh.,, are the energy per bit and bit rate of the voice service respectively. 
The outage threshold is defined as the minimum SIR the connection can have to maintain the 
requested QoS (Bit Error Rate). 
All services are considered to have 100% activity and the UDD service is assumed to have a 
constant average bit rate of 60.8 kbps. 
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I-ir, t. , rsýumir1g perfect power control conditions, meaning that all users of the same service 
are received with the same power at the base station, the admissible combinations Of users are 
determined : 
0 
U 
0 
10 
30ö 2345b- 
UDD-144 Users LCD-144 users 
Figure 6.10 Admissible combinations of users for Perfect Power Control 
It is evident that there are specific limits on the maximum number of users per service that can 
coexist at the same time. The capacity per service is changing linearly with respect to the 
capacity variation of the other two services. 
If imperfect power control is assumed, these results will change since in that case the received 
power of each user will vary lognormally with a specific standard deviation. Assuming that 
the power control error is the same for all services (which means that all services have the 
same mobility characteristics and the same power control rate), the outage probability will be 
the same for all services in the system. 
The following figure shows the outage probability vs the number of voice users in a system 
having 10 LCD-144 users and 5 UDD-144 users 
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Figure 6.11 Probability of Outage versus speech users 
It can be seen that the simulation and mathematical results are closely matched. The increase 
of the power control error from 1 to 2 dB causes the outage probability to increase 
substantially. That's because the increased variability with which the signal is received raises 
the total MAI variance and that means that it is more likely for the Eb/to to be below the 
specified threshold. 
In addition, the increase in the number of the voice users corresponds to an increase in the 
outage probability. 
The next figure illustrates the comparative plots of theory and simulation for a system having 
20 voice users 10 UDD-144 users and I up to 5 LCD 144 users 
Outage Rate for Imperfect Power Control f=0.2 
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Figure 6.12 Probability of Outage versus LCD-144 users 
The following figure shows the outage rate/probability for varying the UDD-144 users from I 
to 10 PCE=2dB. 
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Figure 6.13 Probability of Outage versus UDD-144 users 
The same observations that were made for figure 2.4 can be made for figures 2.5 and 2.6. 
As the users that join the network have a higher bit rate (and consequently generate a higher 
MAI) 
, the outage probability 
increases more rapidly. 
The correct approach is to investigate the effect of various system parameters and user profile 
characteristics on the generation of MAI. This enables the establishment of some basic 
representative criteria that can regulate the admission of new connections in the system, 
which should be adaptive to different environment characteristics and traffic patterns. The 
basic objective is to maintain a stable system operation with a minimum outage probability. 
So far the tools for quantifying these criteria have been constructed. These are a mathematical 
model, which is a system of mathematical relations that describe the generated MAI, and a 
system simulation model which can simulate the arrival-service-departure cycle of different 
service users in a cellular layout. The results obtained by these two models show that the 
Outage Probability for a system is very sensitive to the user bit rate, the Quality of Service 
requirements, the propagation channel and the power control scheme. The combination of 
different service users is also important. Even a small number of high bit rate users can 
degrade the low bit rate users' performance and can lead to a considerable increase in their 
outage probability/rate[Dim00c]. 
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6.7 Power Control Error analysis 
Power control is one of the most important procedures in a CDMA system. It aims at 
minimising the near-far effect by regulating the transmitted power of each mobile user at 
regular intervals. Therefore, it allows the system to utilise a large percent of each W-CDMA 
carrier's `soft' capacity by reducing the unwanted multiple access interference that could 
potentially `mask' the users near the cell edge by those close to the base station. 
However, power control cannot be completely accurate. Power control inaccuracies result in 
the user terminal performing power adjustments which may achieve a QoS (BER) better or 
worse than the target QoS. In the first case, the user achieves a better QoS but in the same 
time generates excessive interference which degrades the QoS of the other users and in the 
second case, the achieved QoS is lower than that required for the user of interest which may 
lead in the call being dropped. 
In [Vit93] the received Eb/Io was compared to measurements and was fitted by a lognormal 
random variable. The received Eb/Io for a CDMA has the following probability density 
function (pdf): 
POF of lognorm ly distributed recel. ed Eb/lo (required value. 5d6) 
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Figure 6.14 Eb/lo Lognormal distribution 
The power control error (PCE) , which 
is the standard deviation of the above pdf, depends on 
different factors, some of which are listed in the following: 
9 Power control algorithm 
" fower control command rate 
e User velocity 
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" Propagation Channel (shadowing, delay, path loss) 
Assuming S, , S, ,... , S are the 
desired received powers at the base stations by the n users 
within the cell, the mathematical expression that has to be solved is the following: 
S/Rk = 
Sk 
= SIRmin. k =a ek. ,k =1,2,.... n 
(6.35) 
IS, 
+ +N 
isk 
where ak is the required SIR per user and ek is the associated power control error. 
The solution of this system yields the required received power which is given by the 
expression: 
D 
SA =D (6.36) 
The determinant D can be calculated by the Determinant of a system containing n-I users 
with the following expression: 
n-1 n-I ýý e 
D(ia)=D(n-1)-uc ý(l+a, e) (6.37) 
1I+ a; e; 
and the determinant Dk can be calculated as: 
Dk _ 
ak ek fl (1 + a, 1e, 1) " 
(I0c + N) (6.38) 
1+ aA eL , =I 
With perfect power control the aforementioned expressions are modified as following: 
SL. 
o = 
DAo 
D 
(6.39) 
0 
where, 
D(n) = D(n - 1) - a, 
nI n-I 
(1+aj. Y, a 
=1 i=1 
I+ ai 
(6.40) 
and 
(lý 
D)=l 
+uý 
fl(l +u, ý'(lo(. +N) (6.41) 
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The received power with imperfect power control will be a random variable R with mean m, 
and standard deviation ßt . These will satisfy the following expression: 
R{Sk, O(dBW)+m1; o', 
}= Sk(dBW (6.42) 
This means that the standard deviation of the SIR power control error is not the same with the 
standard deviation of the error in the received power. Moreover, although the SIR power 
control error has zero mean, the received power error has a nonzero mean. The received 
power statistics depend on the traffic load, in other words, when the traffic load increases, 
both the mean and standard deviation of the power control error in the received power 
increase. 
This can be observed with the following example. 
A single service system is assumed with required SIR per user equal to -20dB. The power 
control error in the target SIR was simulated to be a zero mean lognormal random variable 
with standard deviation equal to 2 and then 3 dB. 
The traffic load varied between 5% up to 93%. The following figure illustrates the power 
control error standard deviation in the received SIR and the received power for both cases of 
imperfect power control. 
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Figure 6.15 Variation of power control error standard deviation observed in received 
power 
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It is evident, that as the traffic load increases, the power control error standard deviation of 
the received power increases substantially, reaching values such as 5.73 dB in 93% traffic 
load for test 1 (SIR PCE=2dB) and 5.91dB for 83% traffic load in test 2 (SIR PCE=3dB). 
That means that the capacity reduction due to the power control error depends also on the 
actual system traffic load. High traffic loads generate excessive multiple access interference 
that affects the received power standard deviation. 
The following figure illustrates the received power with perfect power control and with the 
imperfect power control tests 1 and 2 (SIR PCE=2 and 3 dB respectively). 
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Figure 6.16 Variation of mean received power for different power control errors 
As the power control error increases, the received power level increases, due to the nonzero 
mean of the power control error of the received power. 
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Figure 6.17 Received power statistics for perfect and imperfect power control 
It is evident that as the power control error increases, the mean and standard deviation of the 
received power increases. The Probability Density Function of the received power is very 
close to lognormal with the same mean and standard deviation (Figure 6.17). 
6.8 Functions calculating the power control error based on the 
carrier load 
The aforementioned points motivated the investigation of the mathematical model that can 
evaluate the power control error statistics of the received power as a function of the carrier 
load. The curves giving the mean and standard deviation of the received power for varying 
carrier load were fitted by polynomial functions of high orders. The exact details of the 
orders and the coefficients of these polynomials are given in the following table. 
Table 6.3 Polynomials for the calculation of the power control error 
SIR PCE Order x x x2 x x 
2 4 50.2246 -74.233 36.7832 -6.5224 2.2464 
2 4 7.0090 16.1972 -21.865 7.4206 -0.302 
3 4 -482.4 1164 -1010 377.7 -48.5 
3 6 -62.1229 141.447 -86.4036 16.666 
3 3 - -6.212e-5 0.0141 -0.864 16.66 
The following figure illustrates the comparison between the simulation results and the 
approximation functions that were just presented. 
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Figure 6.18 Simulation results and fitting functions for the power control error 
calculation. 
6.9 Conclusions 
In this chapter the conditions of a connection outage were investigated. First, the statistical 
nature of the generated multiple access interference was analysed and a useful mathematical 
model that related the MAI statistics with the aggregated multimedia load and the probability 
of outage for a given connection was presented. The model yielded the admissible 
combinations of different services' users based on requirements for the maximum outage 
probability of the system. In addition, the received power control error statistics were 
compared to the received Eb/Io statistics. It was concluded that the mean and standard 
deviation of the received power control error were strongly dependent on the sector load. 
Furthermore, a polynomial function was proposed to match the power control variation with 
the sector load. These observations and results were the first steps in determining the capacity 
limits of a multimedia CDMA system. In the following chapter a detailed presentation of the 
factors affecting both coverage and capacity of multimedia CDMA will be given. 
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7.1 Introduction 
In second generation systems the planning models were focused on coverage dimensioning 
ignoring the interference generated within each cell. That is because in FDMA/TDMA each 
user uses a separate channel (time/frequency), therefore the transmitted signal of each user 
cannot be considered as interfering to the other users' signals at the base station. Therefore, 
the variations in the transmitted power of one user due to the propagation channel do not 
affect the transmitted power of the other users in the same and other cells. In other words, the 
effect of the same and other cell interference to the quality of each connection and to the 
number of available channels within the cell is low. The system coverage depends on the 
propagation channel characteristics and the terminal power and gain specifications. 
On the other hand, in CDMA the system coverage depends additionally on the generation of 
uplink and downlink interference. This means that the traffic load in each cell can determine 
the maximum cell range. Therefore, in CDMA the system load and cell range are strongly 
dependent on both traffic calculations and link budgets. In the following sections, the traffic 
and coverage models that are used currently are presented and in the last part an integrated 
approach on more accurate system load calculations is proposed. 
7.2 Single Service System 
7.2.1 Uplink Calculations 
A single service system is assumed. Each cell contains M users who are all received at the 
base station with equal power level S. 
The SIR at the base station of each user will be equal to: 
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SIR =S (M-1)S+Ioc+N (7.1) 
Where Ioc is the interference generated in adjacent cells and N is the noise power. Assuming 
that the other cell interference is a fraction f of the same cell interference and that the 
background noise is negligible, the following expression can be derived: 
SIR =S=1 (7.2) (M -1)S(l+ f) (M -1)(l+ f) 
The required SIR is equal to the following expression: 
ESIR 
1-I =S= 
EhRha 
= 
I'I"bIreq 
(7.3) U. 
I 
req 
1W W 
Rb 
In order each connection to be above the outage threshold, the achieved SIR should be larger 
or equal to the SIR threshold: 
SIR >_ SIRreq (7.4) 
From this condition the maximum number of users per cell can be derived: 
W 
Mme 
R6 
(7.5) 
Eh (1+ f)a 
INO_ 
The above expression can include the following factors: 
Power Control Error LPCE, Soft Handover Gain GsH and Sectorisation Gain Gs. The capacity 
formula then can be given as: 
W 
R b GsHGs (7.6) Mme [fb-] 
(1+ f)a 
LPc 
No 
req 
The gain of soft handover ranges between 3 and 5 dB and the gain of sectorisation is around 
2.55. 
For single service systems, one approach for the power control calculation can be found in 
[Lee98]. According to this, the outage probability (Pour) can be linked to the power control 
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error ((; d6) which is assumed to be lognormally distributed. The relation between outage 
probability and power control error is [Lee98]: 
POUT= P G(0,1) ZL=Q 
LT! g a Lpc = 6dsQ-' 
(Pour) (7.7) 
ads Gds 
where MdB is the required link margin. The following figure illustrates the variation of the 
power control error margin with the standard deviation of the power control error. 
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Figure 7.1 Power Control Error for different Outage Probabilities. 
Therefore, the capacity formula includes the QoS requirements of each call, the service bit 
rate, activity cycle and the interference and power control parameters. 
However, this formula doesn't include the terminal capabilities and limitations (maximum 
allowable transmitted power) and the propagation channel conditions. These parameters are 
included in the coverage formula for this system, which is derived by executing the following 
link budget: 
IC =EIRPm-Losses+GBS(N+I)=Pbc, m+Gtx, mLd-La+GBS(N+I) 
(7.8), 
achieved 
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where EIRPm is the Effective Isotropic Radiated Power of the mobile terminal including the 
terminal transmitted power (P1,,, r .) and gain (G. x, m) , the Losses include the distance dependent 
plane earth loss Ld and the shadowing margin L, , the base station antenna gain 
is represented 
by GBS and the noise plus other user interference is included in the term (N+I), also called 
interference margin. 
The interference margin can be calculated by the expression: 
[N+I]= N+Isc +Ioc = N+(M -1)aS+ fMaS = N+[M(1+ f)-1]aS 
Assuming M users in a cell, the SIR will be equal to: 
SIR = 
aS 
(M-l)aS(l+f)+N 
From this expression , the number of users can be found: 
M=1+ 
1_N 
(1+f)SIR aS(1+f 
The maximum number of users can be derived if the noise is neglected: 
Mmax =1 +1 (1 +f )SIR 
W 
M 
Rn GSHG 
Mme 
NEh 
(1 + 
.f 
)a Lc 
NO 
.,,, 
Therefore, the carrier traffic loading will be equal to [Lee98]: 
MM aSM (1 +f) 
M,,, 
= M+ 
N aSM(1+f)+N~ 
aS(1+f 
aSM(l+ f)-aS 
_ 
[M(l+ f)-1]aS 
_1 
aSM(1+ f)-aS+N [M(1+ f)-1]aS+ N+1 
(7.9) 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
(7.14) 
The interference margin can be linked to the carrier load with the previous approximation 
and the following expression can be derived: 
[N+I]= N 
1-x 
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which implies that the interference margin increases as the carrier load increases. 
The aforementioned link budget expression then becomes: 
= Px..,, +Gx.. -Le -Ls +Gss -N+10log1-x (7.15) I 
achieved 
Rewriting this expression as a product (taking out the dBs) , we have the following 
expression: 
== 
ptx, mgL, mgBS X) _j 
ldlýn (ci) 
required 
-tl1n p`s'm - 
fTl--X) 
7.16 
ds ötx, mgBS 
Therefore, the required transmitted power is calculated by the product of two factors, the 
former p 
. m. rrGý; c 
=t 
x)being 
the required received power at the base station, ý1- 
depending on the required SIR of the user of interest and the MAI generated by all the other 
users in the same and other cells (traffic load) and the latter = 
lýl`n 
Stx, 
mSas ' 
being the product of the link losses/gains and the additive noise (coverage parameters). 
7.2.2 Downlink Calculations 
In the downlink, similar mathematical expressions can be derived. The difference from the 
uplink is that while in the uplink the base station receives all users with the same power, in 
the downlink each user receives the unwanted signals (destined for the other users) with 
different relative power levels, with the stronger signals belonging to users with larger path 
loss than the user of interest and the weaker signals corresponding to users with better channel 
conditions than the user of interest. 
Following the same steps as in the uplink, the maximum number of users per cell based on the 
downlink is: 
w 
M 
Rh GSH Gs F 
[Eb] 
(1 +f lQ 
LPc 
No 
req 
1 
(7.17) 
where Fd represents the user distribution within the cell which causes the difference in the 
received power levels of the downlink signals. 
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The downlink carrier load is derived in the same way as in the uplink and it can be used in the 
coverage calculations of the following downlink link budget: 
(C) 
=Prx +GtX. Bs - Ld- L. ý+ Gm - Nm +10log\ x) 
(1-xl (7.18) 
I , BS required 
The noise figure of the mobile terminal is usually around 5 dB larger than the noise figure of 
the base station. 
Rewriting this expression as a product (taking out the dBs) , we have the following 
expression: 
(y) 
= __ 
Ptx, BS gtx, BS gm 
, 
(7.19) 
required 11n PtX, BS = (1 x) 
. 
d gLX BS g, n 
Again, the required transmitted power is calculated by the product of two factors, the former 
Ptx, BS, trafc - 
being the required received power at the mobile station, depending on 
the 
t 
x) 
the required SIR of the user of interest and the MAI generated by all the signals generated at 
the same and other base stations and destined to other users in the same and other cells 
(traffic load) and the latter Pa, BS. coverage = 
'dI, n being the product of the link 
gtx, BSöm 
losses/gains and the additive noise (coverage parameters). 
The total base station required transmitted power is equal to the sum of the individual powers 
of all the traffic signaling channels. 
NM 
Ptx, BS, totul = 
jj 
Ptx, BS, trajc, f 
+ Ptx, BS, sign, k 
(7.20) 
i=1 k=1 
It should be noted that a very important factor in the downlink base station power calculation 
is the percentage of power allocated to the pilot channel, that should be adequate to ensure 
that an acceptable signal can be received by mobile terminals at the edge of the cell coverage. 
7.3 Multiple Service Systems 
7.3.1 Uplink Calculations 
For multimedia systems, the previous analysis cannot be directly employed, since the carrier 
load will be occupied by services with different characteristics such as bit rate, required 
Eb/No, activity cycle, maximum delay, speed, power control error etc. 
A simple solution which enables the use of the aforementioned expressions, is to normalize 
all the services to one service type (i. e. voice). That can be done by representing the required 
channels from each service by equivalent "basic" capacity units that will enable to "quantize" 
the required load per service and to calculate the resulting load of the aggregated system. 
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A multimedia system is assumed consisting of N services each having bit rate R; required 
QoS (Eb/No);, activity cycle a; , power control error Lp,; where i=1,2,... N. 
For each service, the uplink capacity (ignoring the other services) will be equal to: 
Mupr, nk 
Rr GsHGs i =1,2,..., N (7.21) 
W 
[1(1+fa L h 
No 
1 
; 
Then, choosing the service k as a basis to normalize the rest of the services, the number of 
basic channels that will be equivalent to one channel of service i will be given by the formula: 
M uplink 
mask Mbc. 
i M uplink 
maxi 
(7.22) 
Therefore, assuming the multimedia system consists of users requiring M; channels per 
service, the total required basic channels will be equal to: 
NM uplink 
uplink _ mcuk Mbc, regiotal - 
Mi 
M uplink 
i=1 maxi 
(7.23) 
In other words, the total number of required channels is equal to the weighted sum of the 
individual channel requirement. The weights depend on the individual service characteristics. 
The normalization of the services' requirements to equivalent channels enables the use of the 
analysis made for the single service systems. 
The uplink carrier load will be equal to: 
M uplink I 
x= 
bc. regdotal 
M uplink N+I bc. max 
(7.24) 
The power limitations and the channel impairments are investigated for each service with the 
following link budget: 
C= 
+G -L -L +G N+IOlo (1-x I tx, m, i rx,, i ds BS ö` 
) 
(7.25) 
(ci) 
=t_ 
Ptx, 
mötx, m9BS 
(i-x) 
týtx, 
m - 
/7.26 
t" 1 required ldlsn ý1- Xý gtx, m g BS 
1 
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7.3.1 Downlink Calculations 
In the downlink the same analysis can be made, including the downlink power allocation 
characteristics. 
The maximum number of downlink channels per service is: 
downlink 
[No- En [1(1+f)a; 
; 
GS"GSFd 
i =1,2,..., N LPC1 
(7.27) 
Again, choosing the service k as a basis to normalize the rest of the services, the number of 
basic channels that will be equivalent to one channel of service i will be given by the formula: 
M downlink 
mask Mbcj 
M downlink 
maxi 
(7.28) 
Therefore, assuming the multimedia system consists of users requiring M; channels per 
service, the total required basic channels will be equal to: 
NM downlink 
M downlink =1M maxk 7,29) bc. reglotal iM downlink 
i=1 j 
The downlink carrier load will be equal to: 
M downlink 
X_ 
bc, req, tota! 
_ (7.30) 
M downlink N+I 
bc, nm 
The power limitations and the channel impairments are investigated for each service with the 
following link budget: 
C= Pým +Gxm j -Lv-Ls +Gss-N+101og(1-x .ý) 
(7.31) l1Jachievedj 
Finally, the power limitations and the channel impairments are investigated for each service 
with the following link budget: 
C= Px+Gu Ld 
s -L+Gm-N+10log(1-x I . as; . as -) 
(7.32) 
uchieved, i 
Rewriting this expression as a product (taking out the dBs) , we have the following 
expression: 
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_t= 
Prx. BS gtx. BS 8m x) _t 
'An li)required 
(7.33) 
ldlsn Ptx'BS -x 
(1 )gý, 
Bs gm 
Again, the required transmitted power is calculated by the product of two factors, the former 
t 
Prr, es, rrufc = 
being the required received power at the mobile station, depending on 
X)f 
the required SIR of the user of interest and the MAI generated by all the signals generated at 
the same and other base stations and destined to other users in the same and other cells 
(traffic load) and the latter P 
, BS, coverage 
= 
ld l, n being the product of the link 
ötx, BSgm 
losses/gains and the additive noise (coverage parameters). 
The total base station required transmitted power is equal to the sum of the individual powers 
of all the traffic signaling channels. 
N Al 
Ptx, BS, total = Ptx, BS, tra c, i 
+ Ptx, BS, sign, k 
(7.34) 
i=1 k=1 
7.4 Accurate Received Power Calculation 
The admission of a new user has as a consequence the increase of the uplink multiple access 
interference at the base station. This results in the decrease of the SIR of all the connections at 
the base station and the increase (through power control) of the transmitted power of all the 
connections. Furthermore, the SIR of each user depends also on the propagation channel 
impairments that affect the received signal at the base station (path loss, shadowing, fast 
fading). Therefore, the transmitted power has to compensate both the rise of multiple access 
interference and the effects of the propagation channel. Since there are limits on the 
transmitted power of the terminal and on the total interference that can be generated in each 
cell, the number of users that can be achieved in each cell has also an upper bound, which is 
"soft", depending mainly on the physical layer conditions. 
Assuming S,, S2,..., S. are the desired received powers at the base stations by the n users 
within the cell, the mathematical expression that has to be solved is the following: 
SIR, = 
St 
=SIRmi k =arek , k=1,2,..., n 
(7.35) 
j: 5; +1ý+N 
is4 
The set of these expressions forms a linear system of the following form. : 
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S, -a, e, S2 -a, e, S, -... -a, e, S. =a, e, (loc + N) 
-a2e2S, +S2 -a2e2S1-... -a2e2Sn =a2e2(loc +N) (7.36) 
-anenS, -anenS2 -... -anenSn-, +Sn =anen(1oc +N) 
Dk 
The solution of this system is Sk =D, where Dk and D are the following determinants: 
1 -ale, -ale, ... -ale, -ale, 
D_- a2e2 
1 -a2e2 ... -a2e2 - aze2 (7.37) 
- ae -ae. - ae ... - ae 
1 
1 -a, e, -ale, ... -ale, -ale, 
(I0c + N) -ale, -a, e, 
- a2e2 1- a2e2 ... - a2e2 - a2e2 
(I0C + N) - a2e2 - a2e2 
(7.38) 
_ Dk 
-akek -akek -a e ... kk -a e kk -a e 
(IOC+N) 
kk -akek -a e kk 
a. e. -ae -ae ... -aeq -anen(Ioc+N) -a. ee -a. e. 
The determinant D can be calculated with one of the following expressions: 
n-1 n-1 ae 
D(n)=D(n-1)-ae "f(1+a; e; )"E (Recursive) (7.39) 
i =1 i=1 
1+a; e, 
2" J[ ni 
D(n)=-E fJ(d(i, j)"a(j)e(j)+(1-d(i, j))) . 
[d(i, k)-1] (Direct) (7.40) 
i=1 j=1 k=1 
where d= Binary(O: 2" -1) (7.41) 
The recursive formula requires the calculation of the determinant term D(n-1) , whereas the 
direct formula gives an expression that leads to the calculation of the determinant based on 
the system characteristics. The term d(ij) corresponds to the specific binary digit shown in 
Figure 7.2 and corresponds to the term representing the jth user that has SIR threshold aj . 
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This direct expression is very useful when creating a software model for calculation of the 
system determinant. 
d(i, j) 
0 0 ... 0 0 0 
0 0 ... 
0 0 1 1 
I ... 0.... _.. 0 .................... _ý..., _......... ... _.. ý 1 0 2 
0 0 ... 0 1 1 3 
1 1 ... 1 1 1 2 
"-1 
SIRthr per user a(n) a(n-1) a(3) a(2) a(1) 
Power 
Control e(n) e(n-1) ... e(3) e(2) e(1) 
Error 
Figure 7.2 Illustration of the elements of d(i, j) 
For single service systems and perfect power control, the expression for determinant D(n) 
can be simplified to: D(n) = (1 + a)°-1 [l - 
(n 
-1)a] (7.42) 
The determinant Dk is equal to: 
Dk = 
akek flI(1+a1e, ). (Ioc+N) (7.43) 
l+akek 
i=1 
The required transmitted power is then given by the expression: 
D 
Pýx, k=PLk"Sk=x4.10'0" 
D (7.44) 
Therefore, the uplink carrier power load SL1, p can be calculated as: 
max 
akek PL'` 
" (loc + N)rj (1 + a; e; k=1ý. ". n 1+ aeP SL. 
I = max 
ýx 
k=kk tx. max, k 1=1 (7.45) 
k=1...., n Px"max, k 
D 
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The case in the downlink is similar to that of the uplink. The SIR at each terminal has to be 
maintained above a specific threshold. This means that the traffic channel transmitted by the 
base station has to have adequate power to overcome the propagation conditions, the same 
cell interference (traffic/control channels sent to other users) and the other cell interference to 
reach the user in the specific position in the cell. Moreover, the pilot channel and the paging 
channels have to have adequate power to cover the whole cell area to include both users near 
and far from the base station. The transmitted power limitations of the base station pose a 
limit to the sum of the powers of all the traffic channels, the control channels, the paging 
channels and the pilot channel. The upper bound is again "soft" , depending on the user 
distribution in the cell, the propagation channel condition and the portion of the total available 
power devoted to the paging and pilot channels. 
Assuming St%S2,..., S. are the desired received powers at each of the n terminals within the 
cell, the mathematical expression that has to be solved is the following: 
Sk (1- MP) (7.46) 
SIRk == SlRmin, k = ak +k =1,2,..., n 
(y+fo)" MPSk+Sp;, +S, c,, +NpgSPB+K">S; +N 
=i f*k 
where MP is the percentage of the signal power that forms the multipath interference, y is the 
orthogonality factor between the downlink spreading codes, f,, is the interference from other 
base stations, SP; 1 is the received power for the pilot channel , Ssch is the received power 
for the 
synchronization channel, Spg is the received power for each paging channel, Npg is the number 
of paging channels per cell and Ktr is the power control correction factor for the downlink 
channels, representing the fact that the users are not all near the cell edge, therefore the power 
allocation of the base station to each one of them is not the same. 
The set of these expressions forms a linear system of the following form: 
A'i, Spil -ApilSsch -ApfiNPSSP8 -APiiKrrSl -... -ApiIKI. S. =Api1N 
- AcchSpil +A 
chSsch 
- AschNPBSPB - 
AschKtrS1 -. ""- 
AschKirSn = AschN 
(7.47) 
- A,, Spil- A, lSSCh -AnNngSng -AnKrSi -... -AnKrSn-I +A'Sn = 
AN 
where 
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Ar;, =1-MP(1+Y+fo) -anrr 
h= 1- MP(l +r+ fo) . 
arch 
A' =1-MP(1+Npg(Y+fo))"apg 
(7.48) 
Ak =1-MP(1+K,, (Y+fo))"ak k=1,..., n 
Apil = (Y+. fo) . an, t 
Asch = 
(y 
+ f0) . arch 
Apg = 
(Npg (Y + 
. 
fo )) - apg (7.49) 
Ak =1-MP(1+Kt, (Y+fo))"ak k=1,..., n 
The solution of this system is Sx = 
DD 
1 where Dk and D are the following 
determinants: 
Asir 
D_ 
Ach 
- A. 
An111 
k D--Arch 
- An 
- Anil - Anil -APr1 ... - 
Ap11 
i As, n - Auch -Asch ... - 
Asch 
- An - An -An ... A,. 
- Anil - Ap, 1 -Api1 ... 
Arr1N ... 
Arch - Avch -Asch ... ASchN ... 
- An - An -An ... AN ... 
(7.50) 
- An, t 
- Asch (7.51) 
An' 
The determinant D can be calculated with one of the following expressions: 
"ý(Ak +A 
n-1 Ak 
D(n) =A', D(n-1) -An 
n-1 
k'ý I k=1 k=1 Ak i- Ak 
2" n 
D=-l fl (d(i, j)"A, +(1-d(i, i))"Af 
±d(i, k)-1 
i=t j=i k=l 
11 
where d= Binary(O : 2° -1) 
and is calculated in the same way as shown in Figure 7.2. 
(7.52) 
(7.53) 
(7.54) 
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The determinant Dk is equal to: 
D- 
Ak n 
11 (A! + A; )N (7.55) k Ak + Ak , -, 
The total required transmitted base station power is then given by the expression: 
Pah, =Pp; l +p h+ Nra Pos+Puy= PLm, x " 
(Sp,, + S,, n + Nrs Sna)+ PLk Sk = 
k 
n+3 
`-l (7.56) 
ýA) 
n+3 
= PL 
Dpi, + D, cý, 
Nra Dra 
+ PL 
Dk 
=k 
+Ak 
PL 
Ak 
m. DDD k=l 
k Ak + Ak 
The downlink carrier power load SLdI, P will be equal to the ratio of the total required 
downlink power to the maximum allowable base station power. 
P`,, b` 
11 (Ak +Ak) 
, +s A SL == k=1 PL k (7.57) dr. n - Pu, et. max 
PP, ns, ma., 
D k=r 
k Ak + Ak 
Therefore, the system, limitations in the downlink are determined by the allocation of the 
transmitted power of the base station to the traffic and signalling channels. The difference 
between the uplink and downlink calculations is that in the downlink the system load doesn't 
depend on the more sensitive call, therefore there is no criterion function as in the uplink. The 
important factor in the downlink is allocating enough power to the pilot channel to guarantee 
the required coverage. Since the transmission is `one to many', the system load depends on 
the cumulative sum of the individual powers that are required for each one of the traffic and 
signalling channels. 
7.5 Spreading Codes. 
Apart from the interference and power limitations that are observed in CDMA systems, there 
may also be spreading code limits in resource allocation. 
In UMTS different sets and families of spreading codes are adopted for uplink and downlink. 
In the uplink each user has an individual scrambling code. If the user operates more than one 
multirate services, they are multiplexed with different orthogonal codes (multi code 
transmission) and scrambled by the same scrambling code. The orthogonal codes are called 
Orthogonal Variable Spreading Factor (OVSF) codes and their construction is shown in the 
following figure: 
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1111 Orthogonal Sequences "'. 
X 
Another 
111-1ýý Sequence 
11-11 
11-1-1 
1-111 
1-11-1 
1-1-11 
1-1-1-1 
Figure 7.3 OVSF Spreading Code Tree 
A code can be used by a user if and only if no other code on the path from the specific code to 
the root of the tree or in the sub-tree below the specific code is used by the same user. The 
same OVSF codes can be reused by different users, since they scramble them with different 
scrambling codes. 
Therefore, in the uplink the number of available scrambling codes and not of orthogonal 
codes is the limiting factor. To prevent excessive interference from neighbouring cells, 
different scrambling codes should be used in adjacent cells. The VL-Kasami code family has 
enough codes (about 1 million) which can be allocated with an acceptable reuse factor to cell 
clusters, therefore in the uplink the system can be considered to have no limits on the number 
of codes [Pra98]. 
In the downlink, OVSF codes are used for user separation, since one scrambling code is used 
per base station and is common for all users. If the neighbouring cells are empty, then the 
number of users that can be accommodated in the home cell may exceed the number of 
available downlink codes, taking also into account that a number of downlink codes may also 
be dedicated for soft handover and that in asymmetric services (e. g. WWW services) the 
downlink load will exceed dramatically the uplink load. In that case, there are ways to 
increase the available downlink codes, such as assigning more downlink scrambling codes to 
a base station, reusing dynamically OVSF codes allocated to inactive users or using larger 
quasi orthogonal code families [Pra98]. 
If we assume that the bit rate Rb, o corresponds to the service with the smallest bit rate, and if 
Rc is the WCDMA chip rate, then the number of available spreading codes for the specific 
service will be equal to 
R` 
which is also equal to the spreading factor for the specific 
b, n 
service. The maximum number of codes for another service with bit rate Rb,! will be equal to 
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R' 
. It can be concluded that the spreading code assigned to service 1 will be equivalent to Rh., 
Rh'' 
spreading codes used by service 0. Therefore, the codes that are required in a cell Rb. 
0 
containing multiple services can be expressed in terms of the spreading codes of the lowest bit 
rate service i. e. SLJix =1n 
Rh" 
, which gives another system limit. SF, i_1 Rb. o 
7.6 Model Comparison 
In the following , the models discussed 
in sections 7.3 and 7.4 will be compared by their 
performance and capacity results. Assume the model based on the basic channel 
normalisation to be called model 1 and the model based on accurate power calculations to be 
called model 2. 
The uplink of a UMTS system is assumed, including two services. First it is assumed that the 
system includes users of one service with SIR threshold equal to -15 dB (e. g. voice). Then, a 
user of a different service is assumed to join the system. Both models (1 and 2) were used to 
calculate the required received power of this new user for different values of the sector traffic 
load. The relative error of the model 1 (based on basic channels normalisation) compared to 
the accurate model 2 (based on the system determinants) was measured and is illustrated in 
the following figure for different new user SIR thresholds t. 
Comparison between models 1 and 2 for a UMTS system with 2 services 
ö1 
U 
ro 
0.8 
0.6 
U 
0.4 
0.2 
t=-15dB 
p-p t=-20dB 
ý---F t=-18dB 
#- t=-16dß 
jj--D t=-14dB 
Q-E1 t=-12dB 
Q--p t=-10dß 
.,. a U. ao V. o V. UP U. 1 V. ia U. a U. W) 0.9 0.95 
Traffic Load 
Figure 7.4 Relative Error for power calculation for the new user with SIR threshold t 
joining a sector with users having SIR threshold -15 dB 
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From this figure it is evident that the closer the SIR threshold of the new user to that of the 
existing users (-15dB) is, the lower the relative error will be. When the new user has threshold 
equal to that of the other users, then the relative error is negligible. When, on the other hand, 
the SIR threshold of the new user is 5dB larger or smaller than the SIR threshold of the other 
users, there is a considerable error in calculating the received power with the basic channel 
normalisation procedure, in the range of 20% for traffic loads higher than 85%-90%. 
The same picture can be seen for a different scenario, where the system includes users with 
SIR threshold -23dB and a user with SIR threshold t joins the network. Both models seem to 
produce the same results (with a 10% deviation) for sector loads lower than 60%. For higher 
sector loads and high SIR thresholds for the new user, (e. g. -IOdB) the basic channel 
normalisation leads to overestimation of the received power, which may be up to 70% or 
80%. 
Comparison between models 1 and 2 for a UMTS system with 2 services 
o. ý 
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Figure 7.5 Relative Error for power calculation for the new user with SIR threshold t 
joining a sector with users having SIR threshold -23 dB 
The next test case involved aggregating 5 users, having SIR threshold t, with a number of 
users with SIR threshold -23 dB. The whole range of sector loads was tested. The results are 
shown in the following figure 
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Figure 7.6 Relative Error for power calculation for 5 new users with SIR threshold t 
joining a sector with users having SIR threshold -23 dB 
This figure illustrates that when the level of aggregation for the new service increases (from I 
to 5 users), the relative error between models 1 and 2 decreases, which allows the conclusion 
that the basic channel normalisation can be accurate for higher sector loads than the previous 
test case i. e. for loads up to 80%. 
The next test case involved the aggregation of users with different SIR thresholds. The SIR 
thresholds ranged between -25dB and -10 dB with a step of 0.5 dB. The users joined the 
network five at a time and each time the required received powers by each user were 
calculated with both models. Figure 7.6 illustrates the relative calculation error of model I 
that used the basic channel normalisation. It can be seen that with low numbers of users (e. g. 
5,10) the relative error is below ±10%. As the user population grows, the calculation error 
increases and reaches a maximum value of 37.5% for the service with the lowest SIR 
threshold. It can also be seen that the services with the lower SIR thresholds are more 
sensitive to the calculation errors which underestimate the required received power, contrary 
to the services with higher SIR thresholds, that have a smaller (overestimated) calculation 
error. 
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Figure 7.7 Relative Error for power calculation for a system with 5-30 users with 
different SIR thresholds. 
Figure 7.6 can also be explained with the figure 7.7 that illustrates the traffic load for each 
one of the tests with the number of users increasing from 5 to 30. When the users are 5 and 
10, the load is 50% and 64% respectively, therefore the calculation error of model I should be 
quite low and it is indeed less than 10%. When the user population grows, the load increases 
up to 89%, the calculation error increases up to 37.5%. 
Traffic Load for each UMTS user population 
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Figure 7.8 Traffic Load variation with the number of users with different SIR 
thresholds. 
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7.7 Integrated Model for Carrier Load calculation 
The aforementioned carrier load functions for uplink interference, downlink interference and 
downlink codes include both coverage and traffic calculations that can determine the 
utilization of a W-CDMA carrier. These three functions vary independently from each other, 
according to the uplink and downlink parameters they include. The carrier load always is 
equal to the maximum of these three functions. Therefore, the system capacity bounds may 
depend on different links (uplink/downlink) based on different resource types 
(interference/spreading codes) for different service loads. 
To illustrate this, the following test cases will be presented. According to the first case, a 
UMTS sector comprised of 15 voice users, 5 video users and 30 WWW users. The service 
parameters are listed in the Table 7.1: 
Table 7.1 UMTS Service Parameters 
Service SIRthr, uplink SIR, Iir. downlink ActiVityuplink Activityd0wnlink Bit Rate 
Voice -14 dB -14 dB 50% 50% 32kbps 
Video -11 dB -11 dB 80% 80% 144kbps 
WWW -11 dB -11 dB 1.5% 4.8% 144kbps 
Other system parameters are listed in the Table 7.2: 
Table 7.2 UMTS system parameters 
Intercell Interference Factor (Uplink) 0.4 
Intercell Interference Factor (Downlink) 0.8 
Signal Power lost due to Multipath 10% 
Maximum base station range 2km 
Base Station transmitted power 38dBm 
Mobile Terminal transmitted power l6dBm 
Noise power (downlink) -105dBm 
Noise Power (uplink) -I IOdBm 
Percentage of codes for soft handover 30% 
Maximum `basic' spreading codes 120 
Number of downlink broadcast channels 13 
SIRthr, sI,,, I(t of 
downlink broadcast channels -15.5dB 
The objective was to aggregate gradually all the services together, beginning with the voice 
users, then adding the video users and finally the WWW users and observe the resulting load 
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in both uplink and downlink. Figure 7.8 illustrates the carrier power load in the uplink and 
downlink along with the downlink codes load. 
Variation of uplink and downlink carrier loads with UMTS traffic 
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Figure 7.9 Uplink and Downlink Load variation with the number of users with different 
SIR thresholds and activities. 
It can be seen that when only the voice users are present in the sector, the number of codes 
that ranges from 17% up to 35% limits the system. It should be noted that it is assumed that 
each user irrespective of service requires one `basic' code of spreading factor 120 for control 
signalling and a number of basic codes for the data traffic, depending on the service bit rate 
and the activity factor. In this region the uplink power load is higher than the downlink load. 
When the video users join the network, the uplink power load increases more rapidly then the 
downlink power and codes load, mainly due to the high power requirements of the service 
that have to be met by the mobile terminal that has limited capabilities. When the last video 
user is admitted, the uplink power load is the largest of the three system loads having a value 
equal to 65%. Following that, the WWW users are included in the sector. Since this service 
has asymmetrical traffic allocation with the downlink carrying about 4 times more packets 
than the uplink, it is expected to observe a more dramatic increase of the downlink loads. 
Especially the downlink power load crosses over the uplink power load when the 25`x' WWW 
user is admitted to the network (load value 88%) and becomes the limiting factor for the 
system for the rest of the traffic increase. 
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The next case that was tested involved increasing the maximum power of both the base 
station and the mobile terminal by 2dB leading to 40dBm for the base station and to I BdBm 
for the mobile. The corresponding system load variation for exactly the same aggregation 
procedure is shown in Figure 7.10. 
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Figure 7.10 Uplink and Downlink Load variation with the number of users with 
different SIR thresholds and activities (Increased Power in Uplink/Downlink). 
It is obvious that as the available power increases, the system becomes code limited for the 
whole range of service aggregation. For high aggregation levels, the downlink power load is 
affected by the asymmetrical WWW service and increases more rapidly then the uplink power 
load. When only the symmetrical services were aggregated, both power load curves illustrated 
the same variation. 
Figure 7.11 illustrates the last test case that involved the same power limited system presented 
in figure 7.9 but with all the services being boosted by I dB in their required SIR thresholds 
in both links. 
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Figure 7.11 Uplink and Downlink Load variation with the number of users with 
different SIR thresholds and activities (Higher SIR Thresholds). 
This figure shows that the aggregation of the services with increased QoS requirements leads 
to an overload, when the video users are added, dominated by the uplink. That is because the 
uplink is more sensitive to the multiple access interference generated by the users in the same 
and other cells. The terminal capabilities (maximum power) cannot always compensate the 
factors that cause the SIR deterioration and consequently the outage events. 
From this series of example cases it is evident that the uplink is not the only limiting factor in 
a UMTS aggregated system loading. Parameters such as the maximum transmitter power, the 
required QoS and the activity factor in both links determine the system load with respect to 
the uplink and downlink carrier power and the number of available spreading codes. 
7.8 Conclusions 
In CDMA systems the system load and cell range are strongly dependent on both traffic 
calculations and link budgets. The traffic and coverage models that are used currently were 
compared with an integrated approach on more accurate system load calculations. The basic 
channel normalisation method is simpler than the analytical one, but seems to show 
increasing calculation errors for sector loads higher than 80%. In the end the integrated 
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calculation of the UMTS system load was demonstrated. It became clear that the uplink is not 
the only limiting factor in a UMTS aggregated system-loading calculation. Parameters such as 
the maximum transmitter power, the required QoS and the activity factor in both links 
actually determine which link (uplink or downlink) and which resource (power or spreading 
codes) is limiting the system soft capacity. 
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8.1 UMTS Traffic & Coverage Model Objectives 
The objective of the Universal Mobile Telecommunication System (UMTS) is to provide radio access 
to efficiently support a mix of services, similar to the services provided by fixed networks. At the same 
time, UMTS aims at the convergence of fixed and mobile services in a way that a user will be able to 
use both kinds of network infrastructures with the same adaptive terminal. 
The support of service types, with different 
Table 8.1: Cell size and user speed for 
UMTS. 
Erlang traffic intensity, bit rate, Quality of 
Service (QoS) requirements (Bit error Rate, 
BER and average packet delay, Blocking 
probabilities), user position within the cell and 
mobility characteristics, affect both the capacity 
and the performance of such a system. This also 
affects the cell size, which has been estimated 
Macro cell 5 km 120 km/h 
Micro cell 0.5 km 3 km/h 
Pico cell 100 m3 km/h 
with respect to the user velocity, as shown in Table 8.1 (typical values) ISMG98]. In addition, 
since the chosen multiple access scheme for UMTS is FDD Wideband CDMA (paired band), all 
the users share the same bandwidth and the limiting factor for the system stable operation is the 
Multiple Access Interference (MAI), generated by all users in the same and other cells. As the 
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MAI increases there is a "graceful degradation" of all the existing connections in the network, 
which means that there is a trade off between the QoS and the system capacity. 
With Multiple Access Interference and the number of Downlink Spreading codes as a limiting factor, a 
mathematical model has been developed that estimates the capacity and coverage of a UMTS system 
(FDD mode), depending on the interaction of the different system parameters. This Modelling Tool can 
be used for the following objectives [DimOOe], [Dim99]: 
" For determining the capacity required by the aggregation of circuit and packet switched multimedia 
services, defined by the UMTS specifications. 
0 For assessing the required carrier load and the number of carriers that are needed to accommodate 
the multimedia services, as well as the achieved spare capacity. 
" For calculating the required cell/sector size and the achieved coverage efficiency (km2/sector) 
based on the characteristics of the mixed services and on the propagation models of different 
environments (urban, suburban, rural). 
8.2 UMTS System Characteristics 
Contrary to Frequency Division Multiple Access (FDMA) and Time Division Multiple Access 
(TDMA), in CDMA there is no absolute number of maximum available channels that can be 
allocated to potential users. The limits in CDMA capacity are determined by the MAI that is 
generated at the base station by all the uplink signals transmitted by users either in the same or in 
other cells. 
0 Impact of user position within the cell. The user position can affect in different ways the 
interference that is caused to neighbouring base stations (intercell interference). For example, 
if the user is close to the base station, then the transmitted power (in order to be properly 
received at the base station) will be less than the power the same user should transmit from a 
position near the cell boundary (due to power control by the base station). This means that the 
interference experienced by the adjacent base station will be higher and may lead to outage 
conditions for some of the existing connections in that cell. 
" Impact of power control errors. Power control, which is one of the most important 
procedures in a CDMA system, cannot be completely accurate. Power control inaccuracies 
result in the user terminal performing power adjustments which may achieve a QoS (BER) 
better or worse than the target QoS. In the first case, the user achieves a better QoS but in the 
same time generates excessive interference which degrades the QoS of the other users and in 
the second case, the achieved QoS is lower than that required for the user of interest which 
may lead in the call being dropped. Moreover, the sensitivity of CDMA to MAI is much 
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larger when multiple services are provided to users with different mobility patterns that roam 
within a network consisting of multiple cell layer architectures, which is the case for the 
UMTS system. 
In [Vit93] the received Eb/Io was compared to measurements and was fitted by a lognormal 
random variable. The received Eb/Io for a CDMA has the following probability density 
function (pdf): 
The power control error (PCE) , which 
is the standard deviation of the above pdf 
depends on different factors, some of which are listed in the following: 
" Power control algorithm 
" Power control command rate 
" User velocity 
" Propagation Channel (shadowing, delay, path loss) 
" Impact of user speed on capacity and coverage. The user speed affects the propagation 
channel conditions; mainly the shadowing parameters. When a user is moving fast, the 
shadowing component of the path loss is changing rapidly (received SIR, Signal to 
Interference ratio, of the user by the base station is fluctuating rapidly above and below the 
specified SIR threshold, derived by the required Eb/No for the specific service and a certain 
BER). The increased level crossing rate results in a higher probability of losing this 
connection. This probability also depends on the kind of service that is used. For example, if 
a real time service (e. g. voice, video) is used then this level crossing rate and the period 
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during which the SIR of the connection is below the threshold, are important parameters, as 
they affect the number of frames being dropped and consequently the connection quality. On 
the contrary, for a non real-time service such as the Unconstrained Delay Data (UDD) which 
can implement the Automatic Repeat Request (ARQ) protocol (UMTS assured mode 
operation) the channel parameters previously mentioned are not so significant. To overcome 
the SIR deviations, the mobile needs to continuously change its instantaneous transmitted 
power to follow the shadowing variations and to increase its average transmitted power. This 
affects the MAI that the users both in the same and adjacent cells experience; consequently 
the capacity of the system is reduced . 
" Impact of user location within a cell on capacity and coverage. The position of the user 
with respect to the home base station affects the system performance. The user adjusts its 
transmitted power with the power control procedure in order to be received at a specific 
power level by the base station. If the user is close to the base station, its transmitted power 
will be less than the power this user would transmit near the cell boundary. Since in FDD-W- 
CDMA all the users share the same bandwidth for the uplink, the base station of the adjacent 
cell will also receive the user's uplink signal, which will be much stronger as the user gets 
closer to the boundary. Therefore, the user's position in the cell affects the inter-cell 
interference which is a component of the total MAI and consequently affects the maximum 
system capacity. In addition, if the power control scheme which is implemented is not 
accurate, the user being close to the cell boundary will be received at a lower power level 
than a user who is closer to the base station. This is called "near-far" effect and can be taken 
into account by considering the power control error in the system dimensioning model to 
assess its impact on system capacity and coverage. 
" Impact of user mobility across cells. The user mobility across cells initiates the handover 
procedure. In TDMA and FDMA systems the handover procedure reallocates the mobile user 
suddenly at the cell boundary, dropping the connection with the old base station and forcing 
the establishment of the connection to the new base station to take place within a short time 
period, or else the connection is lost. Contrary to that, in CDMA the concept of soft handover 
is utilised. According to this, the user communicates with both BTS's and the RNC selects 
the best received signal. This adds the feature of spatial diversity and also ensures that during 
the crossover between the adjacent cells the connection will be maintained and the user will 
seamlessly move within the cellular infrastructure. In UMTS FDD-W-CDMA the concept of 
softer handover is also employed, which is the same as soft handover, but it applies to 
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crossover between adjacent sectors within a cell and it is a maximal ratio combining 
technique performed at the base station site. With soft handover the capacity and coverage of 
the system can be enhanced and this can be represented by a model parameter called "soft 
handover gain". 
" Impact of users entering a cell requiring a lower blocking rate than new calls within a 
cell. In a call admission control scheme, the principle is always to treat an existing call 
connection with higher priority than a new call request. This concept should be applied for 
handover calls as a resource reservation scheme. In order to accommodate prioritised calls, 
which in this case are handover calls, care should be taken to increase the MAI margin each 
cell reserves. Increasing this margin has a consequence of reducing the capacity of new calls 
originating in a particular cell. The key factor is to define an optimal way which the cellular 
capacity of new calls will be traded off with the reserved margin for handover calls aiming at 
less handover failures. 
" Impact of localised time of day traffic fluctuation on cell dimensioning (the busy hour 
factor). There is a considerable variation in telecommunication traffic over the course of one 
day (morning-afternoon peak, low level at night). Traffic is also different during the week 
(Mondays and Fridays the busiest). During the day the holding times seem to show some kind 
of variation and tend to increase in the evenings. All these variations are important to the 
system design. The cell dimensioning should be performed with respect to the rush hour, but 
care should be taken to have a system adaptive to the traffic conditions corresponding to the 
time of the day. In CDMA, where each cell is to a great extent affected by the adjacent cell 
interference, a hot spot cell during the rush hour decreases the maximum capacity of its 
neighbouring cells, which may be less loaded. Therefore, the traffic/capacity patterns that are 
used by the system for resource management should be adapted to the specific hour of the 
day to ensure an efficient service provision according to the variability of customer 
requirements. 
8.3 UMTS Model Components 
The model consists mainly of three components, which are needed to accurately represent the effect 
that each service has on the UMTS system capacity and coverage. These are the following: 
" Traffic Model component . This component has as inputs the Erlang load of each service, the 
characteristics of each service (bit rate, required Eb/No, activity cycle, required GoS etc. ), the other 
cell interference and the service mobility distribution in each one of the tested environments. It 
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gives as an output the total number of required basic channels (i. e. capacity units normalised to the 
voice service capacity units) needed by the multimedia subscribers in each environment 
" Coverage Model Component. This component has as inputs the link characteristics and the 
transmission details of each service (transmitted power per traffic channel, required Eb/No etc. ) 
along with the environment-specific propagation parameters (i. e. path loss models) and the sector 
load requirements. All these are fed into complete link budgets for uplink and downlink and the 
outcome is the achieved coverage efficiency per service, which determines the coverage efficiency 
of the system incorporating all the specified services. 
" Multimedia Service Model component. This model includes all the different characteristics of 
each service (mean call/session duration, number of sessions/busy hour, subscriber penetration 
/service, maximum required delay, required GoS, required spreading code utilisation etc. ) and 
calculates the total Erlangs per service based on the Number of Subscribers per service. There is 
also an option for the user to input directly the amount of Erlangs per service and override this 
component. 
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Figure 8.2 UMTS Coverage Dimensioning Model Architecture 
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Figure 8.3 UMTS Traffic Modelling Tool Architecture 
The basic motivation of this work was the assessment of the value of a UNITS license. In order to 
do that, it was necessary to quantify the traffic load that could be supported on a UMTS system 
operating with FDD Wideband CDMA air-interface. The aggregation of different services with 
different characteristics (bit rate, duty cycle, circuit/packet switching) and QoS requirements 
(BER, delay) was collectively taken into account in order to appropriately calculate the busy hour 
load. 
In order to accomplish that, a system dimensioning model was implemented in MS Excel, which 
used as inputs the characteristics of the different services (e. g. load, bit rate, GoS, BER), their 
mode of support (packet switched or circuit switched with different maximum delay and call 
blocking probabilities), the population statistics for a given area and operating environments 
(population per urban/suburban/rural area distribution of user speeds etc. ) and produced as 
outputs the required number of base station sites and number of transceivers per cell for complete 
coverage. The model was developed in such a way that it could be used by marketing 
departments to appropriately evaluate the cost of deployment of the UMTS. 
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The model structure is shown in the following figure: 
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Figure 8.4 UMTS Traffic and Coverage Dimensioning Tool Intermediate Calculations. 
First from WP3, by conducting link budgets for the uplink and downlink for different services 
and environments and mobility patterns (indoor, pedestrian, vehicular), a cell size was calculated. 
From WPI, based on the given load and GoS per service, the required basic channels for uplink 
and downlink per area and per cell could be found. 
Then, based on the required number of W-CDMA carriers per cell, the required number of sectors 
per area could be determined. Another factor that determined the required number of carriers per 
cell was the maximum loading factor. 
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Another block diagram illustrating the UMTS tool architecture is given in the following figure. 
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Figure 8.5 UMTS Traffic and Coverage Dimensioning Tool Block Diagram. 
The basic objectives, which were set in the beginning of the project were the following: 
. 
0 
0 
Development of a Traffic Model to estimate the load resulting from the aggregation of a large 
number of circuit and packet switched services. 
Development of a Coverage Model to estimate the coverage limits of a UMTS system 
employing the aforementioned services 
Integration of both the above models to obtain the system limitations (either determined by 
the Traffic or the Coverage model). Based on these limitations, the size and number of sectors 
per environment (urban, suburban and rural) , along with the potential spare capacity per 
carrier can be calculated. 
The developed model is user-friendly and can enable the fast execution of a series of calculations for 
various system parameters and settings. 
8.4 UMTS Model Inputs 
The inputs are edited in a worksheet called MODEL_INPUT that includes the most important 
parameters concerning the service and environment characteristics that are needed to construct 
different service aggregation scenarios, that can be assessed by the model in the output worksheets. 
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Generally, the cells are divided into three categories: 
0 Mandatory Inputs. These are inputs that must be filled by the user. 
0 Optional Inputs. These are inputs that can also be calculated by the model if the user leaves 
them blank. 
" Intermediate Calculations. These are intermediate values calculated by the model based on 
the user inputs, that help to clarify the test case which is to be assessed by the model. 
After completing the entries in this worksheet, the user should run the macro "UMTS_MODEL" that 
processes the input data and runs in iterations to produce the output data on a yearly basis. 
The inputs are given on a yearly basis. The user can select exactly for how many years to run the 
model. For each year the following parameters can be defined: 
" The coverage area in km2 that is supposed to be covered per environment. 
" The corresponding cumulative numbers of subscribers per environment 
" The number of Wideband CDMA carriers to be used in each sector for uplink/downlink in 
each environment. 
0 The required sector load per environment (i. e. the maximum load for each one of the carriers 
that are going to be used in each sector). 
0 The uplink and downlink interference factors for each environment in the case of an omni base 
station site per cell and a sectorised (3 or six sectors) base station site per cell. 
0 The parameters for the path loss models (Base station antenna height, terminal user equipment 
height) for each environment. 
0 The individual service characteristics. The required Eb/No values for downlink and uplink for 
each environment and each service, the corresponding bit rates for uplink and downlink for 
each service. 
0 The downlink/uplink activity factors. These are mandatory only for the circuit switched 
services. For the packet switched services, the corresponding activities are calculated by the 
model. 
0 The Grade of Service for the circuit switched services. 
0 The code utilisation for the packet services. (it can also be calculated by the model). The user 
can either let the model to calculate the Erlangs per service based on individual characteristics 
per service, or he can override the model calculations and run a test case with specific (total) 
Erlangs per service for the designated coverage area. 
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8.5 UMTS Model Outputs 
The model outputs are included in a worksheet called MODEL OUTPUT that includes the outputs 
concerning the system coverage, the base station dimensioning the achieved sector load and the - 
related to that- achieved spare capacity of the integrated system containing the services and 
environment characteristics that were considered in the MODEL INPUT worksheet. The outputs can 
be divided into three categories: 
" Outputs from the coverage-limited case. These are based on the assumption that the sector size is 
determined by the link budget calculations. The achieved sector load can be different from the 
required sector load, since the total aggregated traffic may require an amount of resources 
(capacity units) that cannot be provided by the specified carriers with the designated as required 
load. 
0 Outputs from the traffic limited case. The number of sectors is calculated by dividing the total 
number of required channels over the whole coverage area of each environment by the maximum 
number of channels per carrier and the required number of carriers per sector. 
" Outputs from both cases. The sector size is defined by both models and always the smallest sector 
size is chosen, which matches the achieved with the required sector load. 
The outputs are given on a yearly basis and are the following: 
" The cumulative number of required sectors (and the sector size) from both models (coverage 
& traffic) for each environment and year. 
" The achieved sector load for each environment and the consequent spare capacity per 
environment. 
0 The incremental and cumulative numbers of subscribers and sectors per environment and 
collectively for all environments are illustrated in two graphs. 
0 The required and the achieved sector load along with the consequent spare capacity per 
environment per year are also illustrated. 
0 The resource allocation per service per environment per year is also shown 
8.6 Power Control Error Calculation 
For the power control error calculation, the distribution of velocities in each environment is needed. For 
precise power control error calculations accurate simulations including all the specific system 
parameters are required. To establish an approximate power control error the references [Ari93] and 
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[Lee96] were used. Based on [Ari93] the power control errors were found for two test cases. First the 
product of Doppler shift fD and power control period Tpc was calculated: 
IDTPC 4V 1 
C fPC 
f, = 2GHz carrier frequency (UMTS) 
c=3.108 m/s speed of light 
v=3,50,120kn1h user speeds for test cases 
f pc =1SkHz power control command rate for UMTS 
Then, from tables in [Ari93] the worst case power control error (PCE) for speeds 50kmph and 
120kmph was determined. The values correspond to fixed step power control. These values are 
shown in the following: 
Table 8.2 Power Control Error for different speeds 
Velocity(kmph) Power Control 
Rate (kHz) 
Carrier Frequency 
(GHz) 
FdTpc PCE (dB) 
50 1.5 2 0.06 2 
120 1.5 2 0.14 3 
For the speed of 3kmph the graphs of [Lee96] were used. Using these graphs, for a Rayleigh 
channel and a fixed step power control we found that approximately the power control error for 
low speeds doesn't exceed 0.7 dB. 
Based on the assumption that the power control error is lognormally distributed, by multiplying it 
with the given weighting factors, the representative power control error was calculated. 
Table 8.3 Power Control Error for each environment 
3 kilometres 
per hour 
PCE=0.7dB 
50 kilometres 
per hour 
PCE=2 dB 
120 kilometres 
per hour 
PCE=3dB 
Total 
Rural 25% 25% 50% 2.175 
Sub-Urban 50% 25% 25% 1.6 
Urban 74% 25% 1% 1.048 
The effect of the other parameters listed above on the power control error in different cell sizes 
(pico-micro-macro cell) are also incorporated in the required Eb/No for each environment. 
These calculations can be overridden if the power control error per environment is directly input 
for each environment by the user. 
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8.7 UMTS Model Calculations 
The effect of changing the required sector load and the sectorisation pattern was investigated with 
the aforementioned model. 
The following table lists the environment parameters (area, population, RF carriers used, required 
sector load intercell interference factors). 
Table 8.4 Environment parameters for the test case 
Area Urban (sqkm) 00 
Area Suburban (sqkm) 8000 
Area Rural (sqkm) 8000 
Users Urban 2000000 
Users Suburban 000000 
Users Rural 3500000 
plinkCarriers Urban 
Downlink Carriers Urban 
Uplink Carriers Suburban 
DownlinkCarriers Suburban 2 
plinkCarriers Rural 
ownlinkCariers Rural 2 
equired Sector load Urban 10.00%-100% 
equired Sector load Suburban 10.00%-100% 
Required Sector load Rural 10.00%-100% 
Uplink Intercell Interference factor (1-sector) .4 
Downlink Intercell Interference factor (1-sector) 1.77 
Uplink Intercell Interference factor (3-sector) . 15 
Downlink Intercell Interference factor (3-sector) ). 7 
Uplink Intercell Interference factor (6-sector) . 06 
Downlink Intercell Interference factor (6-sector) . 27 
The service characteristics are included in the following table. The first ten services were circuit 
switched and the following 25 were packet switched. The activity factors for the circuit switched 
services were given in the input worksheet, whereas the activity factors of the packet switched 
services were calculated by the model based on individual service characteristics (busy hour 
session statistics) 
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Table 8.5 Service characteristics for test case 
b/No Downlink 
rate plink rate /L activity cycle /L activity cycle GoS for circuit switched 
(kbps) (kbps) 
.5 
32 32 50.00% 50.00% 2% 
.1 13 
13 50.00% 50.00% 2% 
3.4 64 4 100.00% 100.00% 2% 
.5 144 
4 100.00% 100.00% % 
5 144 144 0.00% 10.00% 2% 
.5 
256 4 100.00% 100.00% 2% 
.5 256 
144 100.00% 100.00% 2% 
.5 
384 4 100.00% 100.00% 2% 
.5 384 
144 30.00% 30.00% 2% 
.5 384 
84 100.00% 100.00% 2% 
5.5 16 16 18.85% 2.33% 
.5 16 
16 59.03% 8.12% 
.5 16 
16 7.08% 9.87% 
,5 64 
64 35.01% 8.47% 
,5 
64 64 15.26% . 89% 
.5 64 
4 11.86% . 38% 
.5 
128 128 . 86% 1.64% 
.5 128 
128 1.81% . 27% 
1.4 144 144 1.89% . 49% 
.5 144 
144 1.55% . 38% 
.5 
144 144 5.76% . 76% 
.5 384 
84 . 48% ). 28% 
.5 384 
84 . 33% ). 48% 
5 384 84 . 06% 0.01% 
5 384 384 2.18% . 51% 
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The path loss models that were used for each environment were very similar to those used by 
ETSI SMG and were based on the Hata propagation model [UMTS98]. The parameters that were 
fed to the path loss models are listed below: 
Table 8.6 Path loss model parameters 
S antenna height Terminal UE height 
>17m for urban) not for urban(> 1.5m) 
Urban 18 
Suburban 18 1.7 
Rural 30 1.7 
The required sector load varied between 10% and 100% for each environment. The first three 
figures correspond to the case that omni base station sites were used. 
Figure 8.6 illustrates the sector size corresponding to each value of the required sector load. The 
sector size was calculated by the traffic and the coverage model for each environment. It was 
obvious that as the sector load increased, the sector size calculated by the traffic model increased, 
since by increasing the sector load effectively the maximum channels per carrier increased. On 
the other hand, as the sector load increased, the interference generated in each carrier increased as 
well, resulting in a higher interference margin in the coverage model, which had as a consequence 
the decrease of the sector radius as it was calculated by the coverage model. At each step, the 
smaller range value between the results of the traffic and the coverage models was chosen to 
determine the sector size. 
From this figure it is also apparent that the size of the rural sectors is larger then the size of the 
suburban sectors and both are larger than the urban sector. This can be explained by the fact that 
the traffic load in rural and open areas is much smaller and the propagation channel conditions 
(calculated by the path loss models) are better , since there is much less shadowing due to the 
obstruction of buildings (as is the case for the urban environment). 
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Figure 8.6 Calculated Sector Size for each environment by both models 
Similar conclusions can be drawn from the next figure. As the sector load increased, the capacity 
per carrier increased, leading to a smaller number of sectors by the traffic model. Contrary to that, 
as the interference margin increased in the coverage model, the sectors were "shrinking" 
therefore, their total number was increased. 
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It can be seen, that there is a point in the graph where both curves from the traffic and coverage 
model for each environment meet. This point of intersection corresponds to the optimum load 
value for which the minimum number of sectors is needed. It represents the case that the traffic 
loading and the interference loading are the same. When the load is less than this optimum value, 
the traffic model determines the sector size and the achieved sector load is equal to that for which 
the system was designed, but the sector range is lower than the range that could be achieved 
based on the coverage model. On the other hand, if the required (maximum) load-for which the 
system is designed- is larger than the optimum value, then the maximum coverage is achieved, 
but the traffic loading is less than the one required, therefore there is some spare capacity . 
This can be seen in the Figure 8.8 , where the achieved 
load and the spare capacity are illustrated 
as functions of the maximum allowable sector load. When the traffic model determines the sector 
size, the required and achieved load values are matched and the spare capacity is zero, but when 
the coverage model determines the sector size, the achieved load is lower than that required and 
their difference is the resulting spare capacity. 
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Figure 8.8 Achieved load & spare capacity per 1-sector site 
The next group of three figures depict the same results for the case that 3 sectored sites are used. 
As the other cell interference is suppressed due to sectorisation, it is expected that the range of the 
BS sites , calculated 
by the traffic model, should increase. 
"Call Admission Control for Multimedia CDMA " (MOON. Dimitriou 
135 
o\o 61 0 
\o 61 O\o 6ý\0 0ý\o 
\o 
ýý\o 
seRor Ioa %c ýý "ýoý 
Chapter8 UMTS Traffic Modelling & Network Dimensioning 
Range of 3-sector BS Sites 
Urban: 200sqkm / 2M subscribers 
Suburban: 8000sqkm / 6M subscribers 
Rural: 8000sqkm / 3.5M subscribers 0 Range Urban 
ýý,,,, 
(Coverage 
25UU 
C`. 
U2000 
U/ 500 
cn 
-1000 
0 
c m500 
ca oC 0 
Model) 
--*-Range Urban 
(Traffic Model) 
Range Suburban 
(Coverage 
Model) 
Range Suburban 
(Traffic Model) 
ýE- Range Rural 
°\O °\° °\O °\° °\O °\° °\O °\° °\° °\° 
(Coverage 
00 00 00 00 00 00 00 (ZO 00 00 
Model) 
, ýO 
O O. t` O" O ýOO " O" OO" °p OO" --*-Range 
Rural 
(Traffic Model) 
Sector Load 
Figure 8.9 Calculated Sector Size for each environment by both models (3 sector sites) 
It is also obvious that the number of BS sites should decrease with the use of sectorisation, due to 
the use of one site to cover more than one sectors. It is also apparent, that as the number of sectors 
per site increases, the point of intersection between the traffic and coverage models shifts towards 
the left , meaning that 
the sectorisation effectively enables the system to reach its maximum 
coverage and to satisfy the traffic requirements with smaller allowable sector loads. The number 
of sectors that corresponds to the optimum point is smaller in the case of the sectorised system. 
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Figure 8.10 Number of sectors calculated for each environment by both models (3 sector 
sites) 
This also means that the system can accommodate the offered traffic with smaller carrier loads. 
Moreover, as the carrier load increases, there is more spare capacity available for additional 
traffic. 
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Figure 8.11 Achieved load & spare capacity per 3-sector site 
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These conclusions and observations are more evident in the case of 6-sector base station sites. 
Increasing the degree of sectorisation results in suppressing the multiple access interference 
generated in neighboring sectors. When three sectors per site are used, the sectorisation gain is 
around 2.55, while using a six-sector per site pattern yields a capacity gain factor near 5. 
Therefore, the capacity per carrier increases and the cell range depends mostly on the coverage 
and link budget calculations. 
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Figure 8.12 Calculated Sector Size for each environment by both models (6 sector sites) 
Figure 8.13 depicts the required number of base station sites as the sector load increases. It 
illustrates the domination of the coverage model for most of the required sector load values. The 
number of sectors and base station sites depends only on the interference margin that has to be 
compensated by the transmitted power of the terminals. This interference margin increases as the 
sector load increases, since more channels per carrier are used. 
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Figure 8.14 shows that the increased degree of sectorisation allows each carrier to accommodate 
the incoming aggregated traffic with even smaller sector load. 
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Figure 8.14 Achieved load & spare capacity per 6-sector site 
That means that for higher sector loads there is a large portion of spare capacity available for 
future system expansion and subscriber growth. 
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8.8 Optimum Sector Load Calculation 
From the previous section it became obvious that there is a specific sector load value for which 
the number of sectors takes a minimum value. That is when both the traffic and the coverage 
model calculations converge. 
SectorsTM = SectorscM (8.1) 
where: 
SectorsTM = 
C, 
(8.2) 
"x Mmax 
SectorsCM =A=QA (8.3) At 2 
max 
C1 is the number of required basic channels for the whole coverage area At, M,,. is the maximum 
number of basic channels per sector, x is the sector load , A$ is the sector area, a 
is the factor for 
the sector area calculation (a = 2.6.3) and b is the number of sectors per site (1,3 or 6). 
The maximum range R. is calculated by the link budgets: 
R2 
rTcplxig) 
t, rx (1_ xi 
max 
. sh. 11 
) 
(8.4) 
where p,, is the transmitted power, g,, and g, are the transmitting and receiving antenna gains 
respectively, (c/i) is the required SIR and sh is the shadowing margin. It is assumed that R.. is 
calculated in both links (uplink and downlink) for each of the aggregated services and the 
smallest value is chosen. 
Replacing Rmax in the expression giving the sectors from the coverage model and assuming that 
both models yield the same number of sectors, we have the following expression: 
A, C, 
a Prxgugll (1_X) 
MmaxX 
(cli)"sh"n 
(8.5) 
from which the following quadratic equation including the sector load can be extracted: 
x2 ' A? Mmax +x' 
aZ Prsöuörx cl _a2 
Prxörxgrx cl =0 (8.6) b (cli)"sh"n 
(b) 
(cli)"sh"n 
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Therefore, the solution for the optimum sector load that yields the minimum number of sectors is 
the following: 
x= 
_(a 
P, xg, xg. x C+ 
(a2 Pag, xg. x Ca2 PSýxg. ' C +4 AZMZ b (cli)"sh"n 
(b 
(cli)"sh"n ` 
() 
(cli)"sh"n '` "'ex 
2 Aº Mmax 
(8.7) 
Figure 8.15 illustrates the optimum sector load variation for increasing the traffic channel power 
and the shadowing margin. 
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Figure 8.15 Optimum Sector Load for Increasing base station power 
The simulated system was supposed to cover an area of 200km2 that included a subscriber 
population requiring an average number of 300000 basic channels. Two W-CDMA carriers per 
sector were allocated and single sector sites were assumed. The transmitted power per traffic 
channel varied from 10 up to 30dBm, the user terminal was equipped with an omni antenna with 
zero gain, the gain of the base station was considered to be 3dB. The required CIR was assumed 
to be -I2dB and the noise power -110dBm. 
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According to figure 8.15, as the available traffic channel power increases, the coverage and 
capacity of the W-CDMA carrier increases, resulting in a higher loading value that leads to the 
optimum number of sectors. The larger the shadowing margin is, the less rapid the optimum load 
increase is as the base station and the terminal need to use a portion of the available power to 
combat shadowing. 
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Figure 8.16 Minimum number of sectors for increasing base station power 
Figure 8.16 illustrates the minimum number of sectors that is the result of the sector load 
illustrated in figure 8.15. Obviously, the increased power has as a consequence the expansion of 
the sector size and the reduction of the total number of sectors. 
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8.9 Conclusions 
This chapter presented a mathematical model that estimates the capacity and coverage of a 
UMTS system (FDD mode), depending on the interaction of the different system parameters. 
This Modelling Tool can be used for determining the capacity and coverage achieved by the 
aggregation of circuit and packet switched multimedia services, defined by the UMTS 
specifications and for assessing the required carrier load and the number of carriers that are 
needed to accommodate the multimedia services, as well as the achieved spare capacity. The 
inputs include the most important parameters concerning the service and environment 
characteristics that are needed to construct different service aggregation scenaria, that can be 
assessed by the model. The model outputs include results concerning the system coverage, the 
base station dimensioning, the achieved sector load and the -related to that- achieved spare 
capacity of the integrated system containing the services and environment characteristics. 
Useful conclusions can be drawn by using this model. As the required sector load increased, the 
sector size calculated by the traffic model increased, and that calculated by the coverage model 
decreased. The optimum point that gave the minimum number of sectors was achieved with even 
smaller sector loads as the sectors per site increased from 1 to 3 and 6. Another consequence was 
the increase of the available spare capacity that could be utilized for future system expansion in 
subscriber numbers and in the introduction of new services. A mathematical expression giving 
directly the optimum load and the minimum number of sectors was also presented. As the 
available traffic channel power increased, the coverage and capacity of the W-CDMA carrier 
increased, resulting in a higher loading value that led to the optimum number of sectors. On the 
other hand, the larger the shadowing margin was, the less rapid the optimum load increase was as 
the base station and the terminal needed to use a portion of the available power to overcome the 
poorer channel conditions. 
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9.1 Cellular System Simulator 
In order to test CAC schemes for CDMA systems, a cellular IMT-2000 system simulator was 
created in ANSI C. 
The objective of this simulator was the investigation of the network performance (mean 
blocking, dropping and handover failure rates) with respect to the following factors: 
" Erlang offered traffic per service 
" Different CAC Schemes 
" Propagation channel model 
" Sectorization techniques 
" Soft handover 
" Power Control errors 
" User Mobility-Different Cell sizes 
" Multiple source Rates (multimedia) 
" Service Activity Duty Cycles 
The simulation area was divided into 21 hexagonal 1200 sectors as shown in Fig. 9.1. The 
whole system included 7 directional base station sites, each illuminating three sectors. The 
new users were arriving at each cell according to a Poisson process and were assigned the 
following characteristics: 
" X-Y coordinates uniformly distributed over the simulation area 
" Velocity/Direction, uniformly distributed 
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The antenna gain pattern I 'Or each sector was of the form 
G(4)={sinc(1[(O -6o)) 
1si( ((4)ßi 
b0))))i,,. 
(9.1) 
where 0 was the angle between the hexagonal sector side and the line connecting the base 
station site and the user of interest. This beamforming function of the antenna pattern lead to a 
decrease of the intercell interference factor about 2.5 times. The following radiation pattern 
was used (for m=2): 
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The propagation channel included inverse fourth power law path loss and a lognormally 
distributed (correlated) shadowing component. The transmitted power of each user was power 
controlled by the closest base station site (perfect power control was assumed). 
9.2 Poisson Arrivals-Departures model 
According to the Poisson model, at each instant there can be either only one arrival or only 
one departure or neither an arrival or departure. That means that the total number of users per 
cell can be increased or decreased by one or stay the same. 
If E is the Erlang load per cell, and T,, is the average holding time per user, the arrival rate is 
equal to: 
E 
Ä_ 
,T 
(9.2) 
h 
and the departure rate is equal to: 
1 
µ=- (9.3) T,, 
The probability a new user is accessing the network is: 
Pa 
rivat = 
1- Pno 
anival =1- 
e-xT8 (9.4) 
and the probability an active user is leaving the network is: 
Pdep. 
imire -1- 
Puo 
departure= 
1- e_µT, 9.5 
where TS is the simulation quantum, the sampling period of the system simulation. 
At each iteration, a new user may be generated in each cell. This user is assigned the 
following characteristics: 
" X-Y coordinates uniformly distributed over the simulation area 
" Velocity, uniformly distributed 
9.3 Cellular Allocation-Propagation Loss Calculation 
After the generation of the users in all cells, the next step is to classify them into the 21 cells. 
For each user, the distance from each base station is calculated. From this, the inverse fourth 
power law path loss is calculated and is added to a lognormally distributed shadowing 
component to produce the total path loss between the user and each base station. 
Generally, shadowing is modelled as a lognormally distributed random variable with 
correlated consecutive samples. The form of autocorrelation for the shadowing process 
depends on the user velocity and the correlation distance of the particular channel, i. e. the 
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distance for which the normalised shadowing autocorrelation falls to e". For a mobile that is 
moving slowly, the shadowing value should be nearly constant, while for a fast moving 
mobile user the shadowing component should change in a more rapid way. From [Gud9l] and 
[Taa97] the autocovariance of the shadowing process is set equal to: 
Ido-dgl 
Vt 
2 CC(ti) = Eýý(t)ý(t + ti)ý -{E(l(i))} =ß"e dý =a 2"e d° (9.6) 
It can be seen that since the shadowing process has a zero mean, the autocovariance is equal 
to the autocorrelation of the process. 
In order to generate the shadowing components for each instant of the simulation, there are 
two different ways. In the first one proposed by [Gud9I], a white Gaussian process is 
vT 
generated and is filtered through a first degree filter with a pole at a=e 
d° 
. This 
is an easy 
and straight forward way to generate a large number of shadowing values. 
In the case of the simulator under discussion though, it would be preferred if the shadowing 
samples were generated for each user one at every simulation interval. The new sample 
should depend only on the previous sample and once it was generated, the previous sample 
could be discarded. This would prevent the simulator to store a large number of samples for 
each user, which would have been generated by the previously discussed generator. It 
remained to find a suitable autoregressive formula for the calculation of the shadowing 
component. 
Generally, the exponential form of the autocovariance function suggests that the shadowing 
process can be represented by a first order autoregressive process where the nth shadowing 
sample is given by the expression: 
S(n)=a"S(n-1)+(3"W(n) (9.7) 
where W(n) is a sample of a white Gaussian process. The factors a, (3 are given by the 
following expressions: 
VT 
a=ed, (9.8) 
ß=a 1-a` 
The following figure shows three different autocovariance plots for a shadowing process for 
each of three different velocities. One is the theoretical formula plot, one which is from 
samples derived by the first (filter) approach (Simulation 1) and one which was based on the 
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autoregressive model just described (Simulation 2). The curves show that there is a match 
between the two shadowing models' plot and the theoretical curve. 
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Figure 9.3 Autocorrelation of shadowing samples produced in 3 different ways 
For the simulation model under discussion, the autoregressive model was used for generating 
the lognormal shadowing components at each simulation interval. 
9.4 Power Control Error 
Another point which was investigated was the correlation between successive power control 
error samples. This correlation depends mainly on the user speed v, the carrier frequency ff 
and the power control command Period Tp. The first two terms are included in the maximum 
! 
Doppler spectrum frequency deviation: fD =, where c is the velocity of light. For c 
different values of the product fdTP the power control error standard deviation changes and in 
[Ari93] a table is given which links the variation of the power control error for different 
values of fdTP and of the receiver diversity order. 
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Figure 9.4 Autocorrelation of power control error samples 
The power control error can be considered to have a negative exponential autocorrelation (in 
time or distance). The maximum autocorrelation represents the case where the power control 
command period is very low, or the user velocity is very low (or the carrier frequency is very 
low). Thus, it can be considered to be of the form: R(t) = ß2e-°` . Therefore, the successive 
values of the power control error (in time) can be found by the first order autoregressive 
formula: 
PCE(n + 1) =A" PCE(n) +B" W[0,1] (9.9) 
where A= e-f°T' and B=ß 
(1- A2). (9.10) 
9.5 Cell Selection 
As soon as the mobile user attempts to join the network, it is necessary to choose a base 
station to relay the signalling and data traffic to the core network. The mobile terminal starts 
receiving the pilot signals from all the surrounding base stations. The base station with the 
best SIR at the user terminal is then chosen to be the `home' base station for the specific 
mobile. In earlier published work , the cell selection was based on the path loss between the 
base station and the mobile. The larger the path loss was , the smaller the received power at 
the terminal (and the base station) would be and this affected the SIR accordingly. This could 
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he true for a li'-'htly loaded system. where multiple access interference dIocs not ha%e a 
significant impact can the downlink SIR It Could also he true , 
il all the Cell', had the same 
average load. "hich "could mean that the MAI levels generated in each cell \ und he similar. 
In these cases. the received power would he the main criterion for a nubile to choose a cell. 
However when the loading variations among adjacent cells are significant, the base station 
that would be chosen based on the do"mink SIR might not he the base station will) the least 
path loss but the one "ith the lowest MAI. 'I herelore, the SIR criterion for cell ., election 
ensures that the link with the chosen base station will sufficiently overcome the combination 
of path loss and MAI. 
In the model, the mobile measures the received downlink SIR from the 7 sectors with the 
higher SIR and initiates communication with the stronger one. 
9.6 Soft-Softer Handover 
When the mobile terminal has made the downlink measurements of the pilot signals and has 
chosen the seven strongest. it checks whether the second-best sector SIR is close enough to 
the best SIR. If that condition is satisfied, the user can he in soft handover with the second- 
best base station and can benefit from the consequent diversity pain in the required Eb/No. 
Furthermore, if the second best sector belongs to the sane arse station site as the best sector, 
then the mobile will he in "softer" handover, which yields a larger diversity gain in the 
required Eb/No. 
Figure 9.5 Soft and Softer Ilandover 
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Chapter 9 System Level Simulation Model 
9.7 Mobility Model 
Each user was assigned a speed value, which was uniformly distributed. The mean and 
average speed values were determined by the mobility characteristics of the service each user 
would be provided. The speech users usually could have speeds up to 120kmph. The velocity 
of the Video users would be up to 50kmph and the speed for the Internet users would be up to 
20kmph. 
The direction of motion was not kept constant. It was updated at regular intervals by a 
correction value, which was also uniformly distributed, to facilitate the slight changes in the 
direction of the mobile during the call connection. 
9.8 Power Allocation 
At each instant, the required transmitted power in both links was calculated. These 
calculations were performed per sector. In each sector, the uplink and downlink Determinants 
were calculated for all the calls that were active in the uplink and downlink respectively. 
n-I n-I a. e. 
D(n-1)-ape"J(l+a. e; )" `' (9.11) 
1=1 t-, 
1+a, ei 
n-I 
(9.12) Dd(n)= A; D(n-1)-A,, "n(A! +A-)"y ý+ 
Then, the required uplink transmitted power for each user was calculated as: 
P1 
1+ 
eakek- k 1_1 1+a; e; 
)"(loc+N) 
prk = Da(n) 
(9.13) 
and the downlink power for the base station was equal to: 
4,, b.,. = Pr,, + Pscn + 
Nps Pp + pr, i = P471LX ' 
(s,,, + S, cn + 
NNxsve)+ PLisi = 
r=l r=i 
n+3 (9.14) 
n 
+Aý/n+i 
= PL 
w'' + Pj, _' NkgDN. _ +n PL 
D` 
- 1=1 PL ' nivc ' Dd(n) 
i_' 
Dd(n) Dd(11) 
i=I A, ' +AI 
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9.9 Service Models 
9.9.1 Speech 
Speech consists of active and silent parts, with an average the activity cycle of 40%-50%. It 
was modelled by a two states Markov model which can be seen in the following figure. The 
time durations of the 'ON' and 'OFF' states are exponentially distributed with the same mean 
(1.33sec) for 50% activity and the PDF is given by the expression: 
_ .r fr (x) =1e" (9.15) 
POF 
F 
ON OFF 
Specs 
cSilenc 
PON 
Figure 9.6. Speech On-Off Model 
The following curves show the theoretical PDF and the one achieved in simulation for the 
ON periods. 
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Figure 9.7 PDF of active speech intervals 
"Call Adnti ssion Control for Multimedia CDMA "C 2000 N Dinnitriou 
152 
Chapter 9 System Level Simulation Model 
9.9.2 Video Service 
The video service was modelled as an autoregressive process. The bit rate was considered to 
be a gaussian correlated normal random variable which could be calculated each time by the 
formula: 
R(n) = aR(n -1) +W 
(m, a) (9.16) 
where a=0.99 and b=0.14. W is a gaussian random variable with mean 5 kbps and standard 
deviation 20 kbps. The bit rate fluctuations and probability density function are shown in the 
following figure: 
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Figure 9.8 Video Bit Rate Characteristic plots 
9.9.3 WWW Data 
For Internet traffic, the model described in [ETSI98] was used. It is assumed that the WWW 
is asymmetric in uplink/downlink. The amount of information downloaded in the downlink 
(average file size 15 packets) is larger than of that in the uplink (average file size 5 packets). 
Each user is assumed to upload on average 5 files which are followed by 5 downloaded files. 
The following table lists some typical parameters of the service. 
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Figure 9.9 NNAN W service packet model 
The packet size was modelled as a Pareto random variable which can describe the self similar 
nature of the WWW traffic. A self similar phenomenon (also called fractal or scale invariant) 
exhibits structural similarity across a wide range of timescales and cannot be simply 
simulated by packet interarrival times using Poisson or Markov models. 
The probability density function of the Pareto random variable is equal to: 
f, (x) = 
r+- ,: 
r>_k (9.17) 
with mean and variance equal to: 
ka _ill( 111 
lu = a>1 
k<x<m 
a- 1 O. 1H) 
k 
a> 2 (a-2) "(a-l) - 
where k is the location parameter and a the shape parameter. 
The following figure shows the theoretical and simulation curves for the hacket sire On that 
case average packet site 24 bytes. k=20, a=6) 
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9.10 Conclusions 
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This chapter presented the basic principles of the system level simulator that was created to 
test different CAC schemes. It consisted of a number of adjacent 3-sectored sites and the 
propagation conditions corresponded to the niacrocellular environment. The users were 
generated according to a Poisson arrival process and were assigned either a circuit switched 
(voice/video) or a packet switched (WWW) service. Each service was modelled according to 
its observed characteristics in (ON/OFF model for voice, autoregressive model for video and 
self similar model for WWW). The power control was performed for both links (uplink and 
downlink) and could be either perfect or it could introduce lognormally distributed errors in 
the required received power calculation. 
This simulation model enabled the investigation of the proposed ('A(' schemes under a 
number of realistic conditions (propagation channel, user mobility, user arrivals) and was 
used as a platform for the derivation of' useful conclusions about the performance of' each 
scheme. The simulation model also enabled the comparison of different schemes under 
exactly the same conditions in terms of offered load per service. user mobility characteristics. 
soft handover diversity gains etc. The performance results that are going to he illustrated in 
the following chapters. will include the Grade of Service (blocking and droppinsg probability), 
the percentage of satisfied users per service and the spatial distribution of the Grade of 
Service. 
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Chapter 10 
Uplink Call Admission Control Schemes 
10.1 Number-based CAC. 
10.2 SIR-based CAC 
10.3 ALAI-CAC 
10.4 Transmitted power based CAC 
10.5 Conclusions 
10.1 Number-based CAC 
This algorithm relies on the number of users that are active within the cell. If the number of 
users per service exceeds a specific threshold, then the new call requests are blocked. The 
thresholds are determined by capacity calculations, which take into account the service 
spreading factor, the required Eb/No, the service bit rate, the service activity factor, the other 
cell interference factor, the power control error, the soft handover gain and the required 
probability of outage per service. Assuming a single service CDMA system providing a 
service with required (Eb/NO), bit rate Rb , activity a and power control error 
Ipc 
, the pole 
capacity of the system for each individual service will he equal to 
_ 
/h 
111 
Nmax 
Eh al 
pc 
1+f 
NO] 
(10.1) 
The CAC scheme aims at limiting the number of users in each cell using the limit N,,,,, x. The 
algorithm is shown in Figure 10.1: 
active, calls new, calls 
Calculate NUSef 
Calculate Nusers 
N 
YES 
ACCEPT 
Figure 10.1 Number-based CAC 
BLOCK 
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If a number - based CAC scheme is used, the results can be compared to that of the Erlang-B 
formula: 
a ni 
ý pblocking M!. n' ai 
ýýý"2 
jl 
where a is the Erlang load and m is the maximum number of users per cell. Comparative 
results of theory and simulation are shown in Figure 10.2: 
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Figure 10.2 Comparison with Erlang-B formula (fixed number-based CAC) 
10.2 SIR-based CAC 
According to this scheme, the admission of a user is based on its instantaneous SIR as it is 
obtained by the home base station. The following figure shows the SIR-based CAC block 
diagram. 
This procedure takes into consideration the priority of handover calls over the local active 
calls and the priority of already active calls over the new call requests. The priority between 
calls of the same type are dealt on a "first come first served" basis. The new users that are 
rejected are characterised as "blocked", the rejected active users as "dropped" and the 
admitted users as "active". The handover calls that are admitted to the cell are considered 
"successful" whereas the rejected handover calls as "failed". The interference that each cell 
experiences, is the sum of the received powers of the active users, which are in this or in its 
"Call Admission Control for Multimedia CDMA" 02000 N. Dimitriou 
157 
Chapter /0 Unlink Call Acl, nissioiz Control Sc-lhemes 
neighbouring cells. It is possible for a service class to have an activity duty cycle, which 
means that each user occupies the common medium and produces interference for it fraction 
of the duration of the call. 
Then, a check is made whether the admission of the new users has degraded the 
communication quality of the active users and has consequently caused their dropping. 
The simulator was adjusted to test a cellular system similar to that described in [Liu951. The 
following parameters were used: 
" Single Service users with bit rate 32kbps. 
" Spreading bandwidth 12.5 MHz 
" Processing Gain 390.625 (26dB) 
" 4"' power law exponent path loss 
" Lognormal Shadowing with zero mean and standard deviation 8 dB 
" Perfect Power Control 
" Stationary users 
" Minimum Eb/No 7dB, Dropping Threshold -19dB 
" Average Holding Time 3mins 
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The following statistics were obtained from the central cell during simulations lasting for I 
hour. The next figure illustrates the Blocking and Dropping Rates corresponding to the 
variation of the SIR Blocking Threshold from -19dB to -18.9dB. As the SIR threshold 
is increasing, the blocking rate is slightly increasing and the dropping rate is 
decreasing. That's because the CAC scheme becomes more strict, and it prevents 
some calls from entering the system and degrading the quality of some existing calls. 
These results seem to approximate closely the results obtained by [Liu951. 
Blocking Dropping Rate vs SIR Threshold, 8OErViceIl, Pertect PC, PG=26dB 
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Figure 10.4 Performance Measures of the central cell 
The following figure was obtained from the central cell during system simulations lasting for 
2 hours. It shows the increase of the blocking rate due to the increase of the offered Erlang 
load per cell. Again, the simulator results match closely the [Liu95] results. 
Cellular CDMA single service system, PG=26dß, Perfect PC, SIF 
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Figure 10.5 Capacity of the central cell 
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The next step was the simulation of a number-based CAC scheme in all 19 cells and the 
simulation of the system without any admission control. The corresponding results were then 
compared with the results achieved with a SIR based CAC scheme. 
The following figure shows that the number of blocked calls decreases if it number based 
fixed CAC is used, at the expense of a much larger number of dropped calls, which are of 
greater importance for the system design. The total rejected calls are as well increased. If no 
CAC scheme is used, then no call is blocked, but the dropped calls are 45.8% of the total 
generated calls, which makes the system totally unreliable. Therefore, the SIR based CAC 
outperforms the number-based CAC and the case that no CAC is applied to the system, since 
it reduces dramatically the percentage of dropped calls and it also slightly reduces the total 
percentage of blocked and dropped calls. Therefore, SIR-CAC provides the best GoS. 
Number-based CAC depends strongly on the choice of the fixed threshold. Since this 
threshold is calculated based on assumptions about system parameters such as the intercell 
interference factor, it either may underestimate the maximum capacity and lead to 
unnecessary blocking or it can lead to capacity overestimation and consequently to high 
dropping. 
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Figure 10.6 Comparison of three different CAC schemes (80 Erl/cell). 
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10.3 MAI-CAC 
Generally, the CAC mechanism is based on keeping the allocated resources under a certain 
fixed or variable threshold. In the case of CDMA this threshold is determined by the MAI 
that is generated by the existing users in the network. 
0 
Global CAC Requirements 
" 
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> SIR(; " 
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> SIR2 
Figure 10.7 Global-Local SIR based CAC 
In order to include the variation of multiple access interference, a CAC scheme based on the 
measured MAI is investigated. According to this scheme, the base station measured the 
current MAI and calculated the new MAI based on the received power of the new call. If the 
resulting MAI was larger than a threshold MAIMAX, the call would be blocked or else it would 
be accepted. This procedure could simply be followed within each cell independently (local 
MAI-CAC), or each time the same calculation would be made in the neighbouring cells in 
order to assess the effect of the new call admission to the adjacent cells as well (global CAC). 
The MAI-CAC (M-CAC) can be derived by the SIR-CAC using the following reasoning. 
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Each connection has a QoS requirement which can be expressed as a maximum Bit Error Rate 
(BER) which is allowed to be exceeded for a percentage of time. This Bit Error rate can he 
mapped through link level simulations to a required Eb/No and to a required SIR 
WR). In the following figure the description of a SIR-based CAC is given. (SIR = No 0 
The Base Station in cell k measures the new call's SIR. If the SIR is larger than a threshold 
value SIR, q, then the call 
is accepted. 
The SIR criterion is further developed to give an expression which corresponds to the cell 
residual capacity and which can be obtained if the upper limits of the system are defined. This 
will he done with the aid of the following figure 
S, 
MS SO 
ll 1a IJ 
-a 
A 
Figure 10.8 CDMA system example 
S2 
The user A is received with power S, from BSI and S2 from BS2 . 
Their difference 
corresponds to the excessive path loss PL that exists in the connection of H with BSI 
(S2-S1 =PL). 
The MAI generated by the existing connections in cell I and cell 2 are MAI, and MAI2 
respectively. 
If the user A is to be admitted in cell 2, the following conditions should be fulfilled : 
1. In cell 2 the existing connections' SIR (user C) should not be degraded below a certain 
threshold SIRS,. 
S° 
>_SIRO MAI, <- 
So 
-SZ +SO (10.3) MAI, + S, -So SIR O 
If more than one services are provided by the system, each having its own S and SIR, then 
the above formula which calculates the residual cellular capacity should be used for the 
service with the lower received power. 
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Proof: If Soo and SIR00 are the received power and SIR threshold respectively for another 
service, the above formula will be written as: 
S00 
>_ SIROO t* MAI2 <- 
S°° 
-S2 +S00 (10.4) MAI2+S2-So0 SIRo 
We assume that Soo >S0 
The received power from service 00 is the product of the energy per received bit and the bit 
rate. 
Six) = 
IXl IX! 
In the same way for service 0, 
So = E0bR0 b 
Dividing the two previous 
E00 R°° bb 
Soo No W_ SIROO So 
_ 
So- 
so EbRb E°b Rb SIR0 SIROO SIR0 
No W 
(10.5) 
(10.6) 
expressions we have: 
(10.7) 
Since Soo > Soo the formula that limits the residual capacity and takes into consideration the 
worst case, is that for the service with the lower received power. 
2. The SIR of the new connection (user A) should be above the corresponding SIR threshold 
SIR 
SIR a MAI2 <_ 
S2 
= 
S° 
(10.8) 
MAI2 SIRn SIR0 
From (1) and (2) it is evident that the limiting factor for the residual capacity and the 
admission of the new call is: 
MAI2 <_ -S2 +So = MAI2, MAX SR 
(10.9) 
0 
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3. The SIR of the existing connections in cell I (user B) should he above the corresponding 
SIR threshold SIR0. 
S° 
>_ SIR G=ý MAI, <- 
S° 
-S, +S = 
S" 
-S2 + PL+So _ MAI, +S, -So SIRO SIRO (10.10) 
= MAI, NIAX + 
PL = MAI, MAX A 
The above results are shown in the following diagram: 
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MAIi 
-S2 +S0 
'tt\o s 
/o 
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Third Condition S° 
-S2+ So, + PL SIRO 
Figure 10.9 MAI constraints for call admission 
In order the user H to be in soft handover with the cell 1, the following formula should be 
valid: 
S' 
SIR a MAI <- 
S, 
- 
Sz - PL 
- 
So 
- 
PL 
= MAI (10.11) 
MAIn - SIR SIR SIR SIR º. Mnx, ºi ,non 
We have therefore the following cases: 
1. If MAI, <_ MAI, MAX A and MAI2 <_ MAI2 MAX and MAI, <_ MAI, MAX, I 
then the user is 
admitted in cell 2 and is also still communicating with cell 1. 
2. If MAI, <_ MAI, MAX, A and 
MAI2 S MAI2 MAX 
but MAI, > MAI, MAX  then the user 
is only 
communicating with cell 2. S0 
SIR -S2 
+S0 
MAI, Admitted to cell 2 
Admitted to cell 2 
MAIi 
Soft Handoff with cell I 
S° 
-S2 + S0 +PL SIRO, 
SO PL 
SIRS, SIR 
Figure 10.10 MAI constraints for call admission and soft handover 
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The above analysis determined the system limits which have to do with the MAI that is 
generated in the same and other cells. Based on this analysis, two different Call Admission 
Control algorithms are compared. The first is based on local MAI measurements within the 
home sector and the second is based on monitoring the adjacent affected sectors as well 
(Global). A new call is admitted if the current MAI is lower than a threshold which is 
determined by the lowest bit rate service [DimOOc]. 
The threshold MAIMAx was determined by the outage thresholds for the three services which 
are listed in table 3.1. An already active user was dropped if the same blocking condition was 
true for more than 5 sec for the speech service and more than 26 sec for the LCD- 144 UDD- 
144 services [SMG98]. 
The proposed CAC technique can be either local or global. The local algorithm is restricted 
within one cell and there is no consideration for the adjacent cells' residual capacity. This 
does not lead to an optimum resource allocation since the admission of one call in one lightly 
loaded cell can cause the quality degradation of calls in adjacent heavily loaded cells. The 
advantage of this technique is its simplicity, since it does not require any co-ordination 
between base stations. With the global algorithm, the residual capacity of each cell depends 
on its impact on the neighbouring cells. If they are not affected by the acceptance of the new 
call, then the call is accepted. This way the CAC distributes in a fair way the resources among 
cells. However, it introduces larger overheads and greater measuring/processing 
requirements, because each cell should keep the status of a number of its neighbouring cells. 
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The following results show the performance of a UMTS system employing 3 services. These 
services are: 
Table 10.1 Tested Services 
Service 
Type 
Bit Rate Eb/No Velocity Blocking 
Threshold 
Dropping 
Threshold 
Power 
Factor 
Speech 8 kbps 5.6 dB 120 kmph -21.49 dB -21.49 dB 0 
LCD 144 kbps 3.2 dB 120 kmph -11.33 dB -1 1.33 dB +10.15 (113 
144 
UDD mean 2.7 dB 120 kmph -15.58 dB -15.58dB +5.9 dB 
144 60.8kbps 
The speech service has an activity factor of 50%. The other two services are assumed to have 
a continuous bit rate as in [SMG98]. Perfect power control was assumed. 
The following figure shows the variation of the percentage of satisfied users for increasing the 
Erlang load for the LCD-144 service from 18 to 90 Erlangs. The speech service traffic 
intensity is constantly kept at 10 Erl and the UDD-144 service at 38 Erl. The satisfied user is 
defined as the user who is admitted to the network and maintains the connection with the 
specified Quality of Service (Bit Error Rate) for at least 95% of the time. The dotted lines 
represent the Local CAC Scheme, while the dash-dotted lines represent the Global CAC 
scheme and the solid lines represent the absence of any CAC scheme. 
When no CAC scheme is used, all the new calls are accepted in the system. For a system with 
traffic intensity of up to 54 Erl for the LCD- 144 service, the absence of CAC does not affect 
the performance measures. The satisfied users' percentage is between 95-97% for all 
services. For traffic loads larger than 54 Erl, the percentage of satisfied users drops more 
rapidly and goes down to 79% for voice, 66% for LCD-144 and 64% for UDD-144 users. 
That is justified since the new users joining without any restriction the system cause excessive 
interference to the existing users and result to increase their dropping rate. 
When CAC is used these results are better. In the worst case where the traffic intensity for 
LCD-144 is 90 Erl, the percentage of satisfied users for local CAC goes down to 86% for 
voice, 83% for LCD-144 and 78% for UDD-144 users and for global CAC it rises to 91 % for 
voice, 92% for LCD- 144 and 89% for UDD- 144 users. 
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Figure 10.12 Satisfied users for each service and CAC scheme versus Erlang Load of 
LCD-144 Service 
It is obvious that the global scheme outperforms the local scheme since the available 
resources are determined taking into consideration a larger number of sectors which may be at 
the time of the admission decision heavily loaded. Off course, the global CAC scheme 
prevents a number of calls from being admitted which increases the blocking rate but at the 
same time allows the already existing calls to be maintained with a better QoS, i. e. the frame 
error rate and the consequent dropping rate are decreased. 
Since the dropping rate affects the Grade Of Service with a larger weighting factor than the 
Blocking rate (usually 10 times larger) , the overall call performance of the Global Scheme is 
better than that of the Local CAC Scheme. 
Figure 10.13 shows the GoS for each service and CAC scheme and for the same variation of 
the LCD-144 intensity, where it is apparent that with the global scheme the decrease in the 
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dropping rate not only balances the increase in the blocking rate, but also lowers the overall 
GoS. 
Speech 10 Erl, UDD-144 38ErI, GoS=PB+10PD 
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Figure 10.13 GoS for each service and CAC scheme versus Erlang Load of LCD-144 
Service 
The tested CAC schemes of this section were based on the interference management of the 
system. The approach was to investigate the effect of various system parameters and user 
profile characteristics on the generation of MAI. This enabled the establishment of some 
basic representative criteria that can regulate the admission of new connections in the system, 
which should be adaptive to different environment characteristics and traffic patterns. The 
basic objective was to maintain a stable system operation with a minimum outage probability. 
The CAC had as a basic criterion the MAI that was already generated by the active users and 
its variation caused by the admission of a new connection. By doing this, there can he a direct 
relation between the remaining capacity in terms of number of users per service that can be 
admitted and the portion of MAI that can be added to the current level and without leading the 
system to outage conditions. 
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If no CAC scheme is used, then the system performance is degraded quite rapidly as the 
traffic intensity of the high bit rate service (LCD-144) increases. That is justified since the 
new users joining without any restriction the system cause excessive interference to the 
existing users and result to increase their dropping rate. 
Two MAI-based CAC schemes were investigated, a local and a global. The local scheme is 
based on the information about the MAI level of the home cell. The global CAC is based on 
the same criterion as the local CAC (MAI level) with the addition of information from 
neighbouring base stations. In that way the level of the accepted traffic in each cell depends 
on the propagation conditions over a larger region including a large number of cells. 
Therefore, the CAC distributes in a fair way the resources among cells and the results show 
that it improves the provided GoS compared with the local CAC. In this case however, larger 
overheads and greater measuring/processing times are required, since each cell should keep 
the status of a number of its neighbouring cells. 
The MAI-based CAC improves the provided GoS, by actually predicting the co channel 
interference that will be caused by the new connection to the same and other cells. Still, 
though the terminal power limitations are not included, which means that the interference 
conditions may be low, but due to propagation channel effects an active user still may not be 
able to maintain the required SIR if another connection gets accepted in the cell. This is being 
solved by transmission power based CAC, where the criteria for accepting a new call depend 
on the terminal power of existing calls with the higher probability of being dropped[Dim00c]. 
10.4 Transmitted power based CAC 
The transmitted power CAC (TP-CAC) aims at assigning resources to new calls as long as 
none of the active and newly admitted calls is forced to exceed its maximum transmitted 
power level. It is obvious that since the TP-CAC monitors the factor which directly impacts 
the outage of a connection, it can lead to optimum performance results. However, it requires 
more calculations and processing prior to the admission of the connection. It also assumes 
that the other cell interference is constantly measured and that some user aspects as the 
location and speed are known to the call admission controller. 
Assume a sector containing N active calls. If there is no CAC scheme, then all the new calls 
are admitted to the system. If a new call with required SIR anew, distorted by the power control 
error ene, W, is admitted to the system, then the base station will require to receive any user i in 
the sector with a power level given by the following expression: 
(l+an,, 
Ve.,. 
)' P(n)' aief ' (loc +N) 
S, = 
(l+a; e, ) (10.12) 
' D(n-1)-a., 
We,,,, V' 
P(n)'S(n) 
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where, 
N 
P(n)=fJ(l+a; e1) 
N agier S(n)=ý 
(10.13) 
Assuming that PL; is the total path loss between each user i and the base station, and P,,,,,, a,,,, 
is the maximum transmitted power for user i, the required transmitted power P,,; by each user 
can be written as: 
Pu, 1= Si - P4: 5 P.,., i (10.14) 
From this expression we can define the limitations of the new system determinant D(n): 
L(n) ; -> 
(l+a, A,. . P(n) . (loc +N)' CI (10.15) 
where, 
CR, = 
PL, 
P.,. j 
(l+a; e, ) 
(10.16) 
is the criterion function that includes all the characteristics of the user i. 
Therefore, the system limitations are completely described by expression (A). If for a specific 
user expression (10.15) is not met, which means that the system load is such that there is no 
feasible power solution for the particular user, then either this user or another user with larger 
CR; will be in outage. A user with a larger CR; would be a user with a larger path loss 
(further from the base station or under heavier shadowing conditions) or a user with a higher 
positive power control error. Therefore, in a loaded sector the users who would be more 
sensitive to being in outage, would be the users being far from the base station (marginal 
calls), those who suffer severe shadowing, those users with large power control error or those 
who require a lower SIR (e. g voice users). 
Figure 10.14 illustrates the admissible region for the combinations of 2 services, one with SIR 
threshold equal to -20dB (service sl) and another with SIR threshold -15dB (service 
s2) [Dim00d]. 
The threshold surfaces correspond to three different cases of allowable maximum transmitted 
power for the worst case call in the sector. It can be seen that as the number of users 
increases, the sector Determinant decreases and at the same time the threshold increases. The 
line where both surfaces meet, represents the maximum capacity that can be carried by the 
system without leading to outage conditions the worst case calls. This set of critical points 
may vary depending on conditions changing with time, such as the propagation channel and 
the required quality of service of each individual connection. 
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Figure 10.14 Admissible combinations of users of 2 services (SIR"n, r«i,,, i(I=-20dß , 
45d8) 
Therefore, in cases of overload, the admission of a new call may cause the outage of another 
call in the sector in which the user transmits with maximum power. 
In Figure 10.15 the outage mechanism without call admission control is illustrated. 
In a loaded sector this mechanism causes a serious fluctuation of the provided Quality of 
Service to the active calls. All the calls are accepted to the network and can transmit their 
signals which generate excessive multiple access interference that cannot be overcome by 
users who are transmitting with maximum power, in the same and other cells. Since the users 
are mobile and are transmitting discontinuously (to be discussed in following section), the 
interference fluctuates along with the level crossing rate of the uplink SIR of each call. If the 
call is in outage for a specific time, then the connection is dropped. The observed dropping 
rate for each service in the case of no CAC scheme will be high, consequently the quality and 
reliability of the network will be low. Another measure for the network performance is the 
percentage of satisfied users per service, i. e. the percentage of users who terminated their 
connection without being dropped, and at the same time received the required Quality of 
Service for at least a percentage of the connection time (e. g. 98%). This figure will also be 
low in the case of no CAC, since the active users will have a large probability of being in 
outage for a fraction of their connection time, due to the uncontrolled admission of all the new 
connections. 
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Figure 10.15 Admission Mechanism without CAC 
Taking into consideration the problems in the case of no CAC and the factors that affect the 
provided Quality of Service, we devised CAC schemes that attempt to reduce the outage rate 
of the active calls at the expense of blocking some of the new connection requests. It is 
obvious that call blocking is less annoying than call dropping; In the case of blocking the 
subscriber may retry to initiate the call, whereas in the case of dropping the subscriber gets 
interrupted and loses an ongoing communication, consequently the network reliability is 
much more affected. That is why the Grade of Service is usually calculated as the sum of the 
blocking probability plus a weighting factor times the dropping probability. 
10.4.1 Fixed TP-CAC with perfect power control 
The CAC scheme uses the criteria explained in the previous paragraph and is illustrated in 
the following figure. The system Determinant is calculated including first the already active 
and the handover calls and then the new calls. If the Determinant for a new call is less than 
the threshold [Dim00a]: 
D(n) < (I + a,,,,,, e) - P(n) . (', + N) " CR, (10.16) 
then the new call will be blocked (voice/video) or delayed (WWW call). 
"Call Admission Control for Multimedia CDMA" 02000 N. Dimitriou 
172 
Chapter 10 Uplink Call Admission Control Schemes 
active calls handover calls new calls 
Calculate Dt0 
Calculate CRITj 
Calculate D, 0 II Find Max( CRIT; ) 
Calculate Dt0 II Calculate 
Threshold T 
Dto <F 
7>ng-* 
BLOCK 
YES 
ACCEPT 
Figure 10.16 Transmitted Power based CAC block diagram 
The system consisted of one cell, containing an omnidirectional base station (shown in Figure 
10.17). The users of all three services were generated according to a Poisson process and 
were distributed uniformly over an area of radius 1250m. 
According to the Poisson model, at each instant there could be either only one new call 
initiation or only one call termination or no event. That means that the total number of users 
per sector could be either increased or decreased by one or stay the same. 
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Figure 10.17 Simulation Model 
The users were assigned velocities uniformly distributed (maximum velocity for speech 
120km/h, for video 50km/h and for data 20km/h). When a user got far from the base station 
(at a distance 1500 m), it was considered to handover to the adjacent cell. The other cell 
interference was variable depending on the same cell interference (Ioc=0.4Isc). The resource 
allocation for the active calls was done in the following way: The active voice and video calls 
were sharing the resources, leaving the active WWW calls to use the remaining ones. If a 
WWW call could not be allocated a resource, the call would be delayed for a frame period. 
Inverse fourth power law path loss was assumed and was added to a lognormally distributed 
shadowing component with zero mean and standard deviation of 8dB, to produce the total 
path loss between the user and each base station. Shadowing was modelled as a lognormally 
distributed random variable with correlated consecutive samples. Perfect power control was 
assumed. 
The objective was to study the effect CAC has on the provided Grade of Service for the voice 
and video services and on the user distribution within the cell. 
Table 10.2 - Tested UMTS services 
Service Bit Rate (peak) Eb/No Outage Threshold Maximum Transmitted 
Type (kbps) (dB) (dB) Power (dBm) 
Speech 32 5.6 -15.2 27.32 
Video 144 3.2 -11.34 27.66 
WWW 144 2.7 -11.84 27.60 
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Three services were aggregated (table 10.2 lists their characteristics). Different Erlang load 
combinations were chosen, in order to study a system both lightly and heavily loaded. The 
voice service was kept at 10 Erl while the call arrival rate for the WWW service was chosen 
to be 0.11 calls per second. The Erlang load for video service varied from 10 Erl to 15 Erl. 
Figure 10.18 shows the blocking and dropping rates for the voice service with and without 
CAC. It is obvious that CAC introduces blocking that helps maintain the already active calls 
at the expense of blocking some new calls. For low video Erlang loads, the voice dropping 
rate is very low, therefore there is no need to block any calls and the blocking rate is zero. 
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Figure 10.18 Grade of Service for Voice Service 
Figure 10.19 illustrates the same results for the video service. Since the dropping rate affects 
the Grade of Service (GoS) with a larger weighting factor than the blocking rate (10 times 
larger), the overall call performance of the CAC scheme is better than that of the case no 
CAC is used. 
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Figure 10.19 Grade of Service for Video Service 
The CAC scheme included a distance factor, that balances the dropping and blocking rates of 
the marginal calls with those of the central calls. Figure 10.20 illustrates the spatial 
distribution of the blocking and dropping rates for the video service. The Erlang load of the 
voice service was 10 Erl, of the video service was 14 Erl and the call arrival rate for the 
WWW service was 0.11 calls/sec. The top diagram represents a system without a CAC 
scheme and the other two diagrams below represent a CAC scheme including a distance 
factor. The dropping diagrams are extended beyond the cell radius (1250m) to include the 
dropped handover calls. It is evident that the blocking rate in the second case is more evenly 
distributed over the coverage area and the dropping rate near the boundary is decreased, 
therefore coverage gaps far from the base station can be avoided. 
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Figure 10.20 Spatial distribution of Video Grade of Service 
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The problem of Call Admission Control for W-CDMA UMTS was analysed and different 
factors that affect the system soft capacity were presented. A way of assessing the sector load 
and determining the system residual capacity was proposed, analysing mathematically the 
QoS requirements of all the users in a cell. It was concluded that effective CAC schemes 
should consider both sector loading and propagation conditions, that impact the required 
transmitted power by the user. 
The aggregation of three multimedia UMTS services was studied and the criteria for 
conducting resource allocation were analysed. The UMTS system with different service loads 
was simulated with and without CAC. 
The CAC scheme that was presented was based on the transmitted power by the user terminal 
which attempts to mitigate propagation channel impairments and the effect of the interference 
generated by the users in the same and other sectors. The scheme included a factor 
corresponding to the distance of the mobile from the base station, which proved to balance the 
Grade of Service throughout the cell. 
10.4.2 Dynamic CAC with imperfect power control 
The aforementioned TP-CAC scheme was extended for a sectorised system where the power 
control scheme inaccuracies were also taken into account [Dim00b]. 
The system consisted of one 120° sector, containing a directional base station site (shown in 
Figure 10.21). 
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Figure 10.21 Simulation Model 
The antenna gain pattern for each sector was of the form 
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G(O)={sinc(ir(O-60))}"" = 
{sIn((ý-6o)) (10.17) 
(-6o)) 
where 0 is the angle between the hexagonal sector side and the line connecting the base 
station site and the user of interest. The following radiation pattern was used (for m=2): 
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Figure 10.22 Sectorised Antenna Radiation Pattern 
Three UMTS multimedia services were used in the system level simulation model, and are 
listed in table 1. The Eb/No values were obtained by [SMG98]. Speech consisted of active 
and silent parts, with an average the activity cycle of 50%. It was modelled as a two-state 
Markov model similar to the model of [Bra68]. The time durations of the 'ON' and 'OFF' 
states are exponentially distributed with the same mean (1.33sec). 
Table 10.3 - Simulated UMTS services 
Service Type Bit Rate(peak) Eb/No Outage Threshold 
(kbps) (dB) (dB) 
Voice 32 5.6 -15.2 
Video 144 3.2 -11.34 
WWW 144 2.7 -11.84 
The video service was modelled as an autoregressive process. The bit rate was 
considered to be a gaussian correlated normal random variable, that could be 
calculated each time by the formula [Mag88]: 
K(n)=aR(n-1)+hW(m, a) (10.18) 
where a=0.99 and b=0.14. R(i) is the bit rate at the time instant i and W is a gaussian random 
variable with mean5 kbps and unit standard deviation 20kbps. 
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For Internet traffic, the parameters similar to that of [ETSI98] were used. It was assumed that 
the WWW is asymmetric in uplink/downlink. The amount of information downloaded in the 
downlink (average file size 25 packets) was larger than of that in the uplink (average file size 
10 packets). Each user was assumed to upload on average 5 files, which are followed by 5 
downloaded files. The bit rate was set to 144 kbps. The average packet size was 480 bytes and 
the average reading time was 12 sec. 
The packet size was modelled as a Pareto random variable, that can describe the self-similar 
nature of the WWW traffic. 
The users of all three services were generated according to a Poisson process and were 
distributed uniformly over the simulation area. 
The users were assigned velocities uniformly distributed (maximum velocity for voice 
120kmph for video 50kmph and for data 20kmph). When a user got far from the base station 
(at a distance 2000 m), the user was considered to handover to the adjacent sector. The other 
sector interference was variable depending on the same sector interference 
(Iother_Scctor, -0.12-Isanx_sector). The resource allocation for the active calls was done in the 
following way: The active voice and video calls were sharing the resources, leaving the active 
WWW calls to use the remaining ones. If a WWW call could not be allocated a resource, the 
call would be delayed for a frame period. 
In [Vit93], the received Eb/lo was compared to measurements and was fitted by a lognormal 
random variable. In the model, the power control error was lognormally distributed with zero 
mean and a standard deviation that varied with speed from 0.7 up to 3dB. These values were 
selected based on [Lee96], [Ar193]. 
Inverse fourth power law path loss was assumed and was added to a lognormally distributed 
shadowing component with zero mean and standard deviation of 8dB, to produce the total 
path loss between the user and each base station. Shadowing was modelled as a lognormally 
distributed random variable with correlated consecutive samples. The form of autocorrelation 
for the shadowing process depended on the user velocity and the correlation distance of the 
particular channel, i. e. the distance for which the normalised shadowing autocorrelation fell 
to e-' [Gud9l] and which in our case was 20m. At each iteration, the total number of arrived 
calls along with the numbers of blocked, dropped and failed calls, were counted and the mean 
blocking and dropping rates were calculated. 
The CAC scheme uses the criteria explained in the previous section and is illustrated in the following 
figure. The system Determinant is calculated including first the already active and the handover calls 
and then the new calls. If the Determinant for a new call is less than the 
threshold: D(n) <F" (1 +a,,,,,. e,,, ). P(n). (/, + N). CRS (10.19) 
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then the new call will he blocked (voice/video) or delayed (WWW call). F is a factor that 
helps to reserve some resources for the active calls and to prevent any call dropping due to the 
fluctuation of the other sector interference, the active calls' bit rate or required QoS. It can be 
either fixed or it can be regularly updated based on the observed dropping rate of each 
service. When the observed dropping is larger than a threshold, F increases to raise the 
blocking rate of the voice and video calls and the delay of the WWW calls. This frees up 
some resources for the existing calls and, consequently, the dropping rate decreases. On the 
contrary, when the observed dropping is too low, F decreases to enable the system to accept 
more calls and balance the blocking rate. 
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Figure 10.23. CAC Flow Diagram 
This dynamic modification of the CAC threshold attempts to minimise the effect on the 
system performance of aspects such as the constant variation of the other sector interference, 
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the fluctuations of the bit rate of the video service, the activity of the voice and WWW service 
and the user mobility that causes changes to the propagation channel parameters (shadowing 
and path loss) and to the power control error. However, it requires increased complexity to 
monitor and feed back the observed dropping rate. 
On the other hand, the CAC without the feedback loop has a reduced complexity but may lead 
either to unnecessary blocking (the factor is set too high) or to higher dropping (the factor is 
set too low). 
The objective was to study the effect CAC has on the provided Grade of Service for the voice 
and video services and on the user distribution within the sector. Different Erlang load 
combinations were chosen, in order to study a system under both lightly and heavily loaded 
conditions. The voice service was kept at 10 Erl while the call arrival rate for the WWW 
service was chosen to be 0.11 calls per sec. The Erlang load for video service varied from 4 
Erl to 12 Erl. Two CAC policies were tested: In the first, the factor F (that modified the CAC 
threshold) was kept constant (Fixed CAC), while in the second policy the factor was modified 
according to the instantaneous dropping rate per service which was fed back to the CAC 
threshold calculation (Dynamic CAC). Figure 10.24 shows Grade of service that is equal to 
GoS=PBL0CKINC+10"PDROPPING for the voice service without CAC and with both Fixed and 
Dynamic CAC. It is obvious that CAC introduces blocking that helps maintain the already 
active calls at the expense of rejecting some new calls. Figure 10.25 illustrates the same 
results for the video service. CAC blocks new call requests to prevent congestion of the 
existing connections. Therefore, CAC will increase the call blocking rate, but at the same time 
will decrease the call dropping rate. Call Dropping is much more important than call 
blocking, since it is much more annoying to lose an ongoing connection than fail to initiate it. 
Since the dropping rate affects the Grade of Service (GoS) with a larger weighting factor than 
the blocking rate, the overall call performance of the CAC scheme is better than that of the 
case no CAC is used. Comparing the CAC policies, we can see that Dynamic CAC shows an 
improved performance compared to Fixed CAC, especially in high video Erlang loads. 
However, for small Erlang loads the performances of both policies are comparable, therefore 
Fixed CAC could also be applicable taking into consideration its reduced complexity. 
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The problem of Call Admission Control for W-CDMA UMTS was analysed and different 
factors that affect the system soft capacity were presented. A way of assessing the sector load 
and determining the system residual capacity was proposed, analysing mathematically the 
QoS requirements of all the users in a sector. It was concluded that effective CAC schemes 
should consider both sector loading and propagation conditions, that impact the required 
transmitted power by the user. 
The aggregation of three multimedia UMTS services was studied and the criteria for 
conducting resource allocation were analysed. The CAC schemes (Fixed-Dynamic) that were 
presented were based on the transmitted power by the user terminal which attempts to 
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mitigate propagation channel impairments and the effect of the interference generated by the 
users in the same and other sectors. It was shown that both policies improve the provided 
Grade of Service and that the choice of the best is determined by the requirements in 
performance and complexity. 
10.4.3 TP-CAC enhanced with priorities 
The aforementioned TP-CAC scheme was further enhanced to include priorities for specific 
classes of calls [DimOOd]. Following the aforementioned mathematical analysis, the CAC 
scheme is monitoring the sector determinant as the new calls are admitted. If the new call 
admission will have as a result the updated determinant to be less than the updated threshold, 
then the new call is blocked, otherwise it is accepted. 
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Figure 10.26 Proposed CAC Schemes 
The scheme also takes into consideration priorities with respect the following aspects: 
0 Outage: If an active call is in outage at the current frame, it gets assigned a priority 
for resource allocation in the next frame. In that way, the long outage times can be 
reduced. 
" Service: The resources are allocated first to the variable bit rate service, then to the 
continuous bit rate service and last to the packet services. In that way, the delay 
sensitive services are prioritized over the low constrained or unconstrained delay data 
services. 
" New / Active Calls: The active calls have a priority over the new calls since the new 
calls are not allowed to enter the network if their transmitted power will exceed 80% 
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of their maximum allowable power. Therefore, if a new call is possible to transmit 
close to the maximum power and thus be in outage in future frames, it is prevented 
from connecting to the network. 
This CAC scheme -called local- is followed in each sector separately. That means that the 
CAC decisions are independent of what is happening to the adjacent sectors and are not 
taking into account the interference between them. This may lead to sub-optimum results, 
since the traffic load in a sector affects the Quality of Service provided in adjacent sectors [3]. 
To test the effect of the sector isolation during the CAC decisions we devised a global version 
of the aforementioned CAC, which takes into consideration the same factors, but now checks 
whether the admission of a new call in a given sector affects the interference (and thus the 
threshold) of all the sectors that may receive the new call's signal. The proposed CAC 
schemes are shown in Figure 10.27. 
" To simulate each one of the previously mentioned CAC algorithms, the multi cellular 
IMT-2000 system simulator was used. 
" The simulation area was divided into 21 hexagonal 120° sectors (of radius 1.25km) as 
shown in Fig. 10.27. The whole system included 7 directional base station sites, each 
illuminating three sectors. 
The antenna gain pattern for each sector was of the form 
G(O)={sinc(, T(O-60))}, " = 
sin(, r(O-60)) (10.20) 
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where 0 was the angle between the hexagonal sector side and the line connecting the base 
station site and the user of interest. 
The propagation channel included inverse fourth power law path loss and a lognormally 
distributed (correlated) shadowing component. The transmitted power of each user was power 
controlled by the closest base station site (perfect power control was assumed). Three IMT- 
2000 multimedia services were used in the system level simulation model. Table 1 lists the 
required Eb/No the peak bit rate, the maximum transmitted power per traffic channel and the 
required SIR per service. 
Table 10.4 Tested IMT-2000 services 
Service /Na 
(dB) 
Rb, peak (kbps) PTX, MAX 
(dBm) 
SIRthres 
(dB) 
Voice 5.8 32 19 -15 
Video 5 144 24.75 -9.25 
WWW 3 144 22.75 -11.25 
Speech consisted of active and silent parts, with an average activity cycle of 50%. The time 
durations of the 'ON' and 'OFF' states were exponentially distributed. 
The video service was modelled as an autoregressive process. The bit rate was considered to 
be a gaussian correlated normal random variable, that could be calculated each time by the 
formula [Mag88]: 
R(n) = aR(n -1)+bW (m, a) (10.21) 
where a=0.99 and b=0.14. R(i) is the bit rate at the time instant i and W is a gaussian random 
variable with mean 5 kbps and unit standard deviation 20kbps. 
For Internet traffic, it was assumed that the WWW was asymmetric in uplink/downlink. The 
amount of information downloaded in the downlink (average file size 45 packets) was larger 
than of that uploaded in the uplink (average file size 25 packets). Each user was assumed to 
upload on average 5 files, which are followed by 5 downloaded files. The bit rate was set to 
144 kbps. The average packet size was 480 bytes. The packet size was modelled as a Pareto 
random variable, that can describe the self-similar nature of the WWW traffic [ETSI98]. 
Each service had different mobility characteristics. The user velocity was uniformly 
distributed among the users and the mean speed was 60km/h for voice users, 25km/h for 
video users and 10km/h for WWW users. 
Soft handover was also implemented when the received uplink signals by two adjacent base 
station sites of the same user had less than 2 dB difference. 
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The power control mechanism was done as described in previously. If there were no feasible 
power allocation for a voice or video call, it would be considered to be in outage. A WWW 
call being in outage would also be considered to be delayed by time equal to the outage time, 
to facilitate the retransmission of the erroneous data packets. 
The maximum time that a specific call would remain under outage without being dropped was 
set to 2 sec. A voice or video user was considered as satisfied, if the connection was finished 
without being blocked or dropped and the outage time did not exceed 2% of the whole call 
duration. In the case of a satisfied WWW user, the total delay would not exceed 10% of the 
transmission time. 
The local and global CAC schemes, which were described in the previous section applied 
only for the voice and video calls. The WWW calls would either use the remaining resources 
after resource allocation to voice and video, or they would be delayed if not enough resources 
were left. 
The interference load in each sector was modified accordingly to include the interference 
from sectors outside the simulation area and to achieve the same mean interference level 
between all the simulated sectors. 
The system level simulator described above was simulated for various combinations of the 
three multimedia services that we modelled. The following figure illustrates the Grade of 
Service (PB+IOPD) for the voice users of a system without CAC, with local CAC and with 
global CAC. 
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Figure 10.28 Grade of Service for Voice 
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The Erlang load of voice per sector was kept constant and equal to 15 Erl. The arrival rate of 
the WWW subscribers per sector was set equal to 0.22 calls/sec. The Erlang load of the video 
service per sector varied from 3 up to 11 Erl. It is obvious that as the total traffic load 
increased, the blocking and dropping rates in all schemes and for all services would increase. 
It is apparent that without CAC the dropping rate is high, since all the new calls are admitted 
irrespective of the carried traffic load and generated co-channel interference in each sector, 
therefore the price to pay is the deterioration of the provided Quality of Service for the 
existing connections, the high outage probability and consequently the high dropping rate. 
With local CAC this situation is partly improved, since the access control prevents some new 
calls from entering, thus improves the conditions for the existing calls and reduces their 
outage probability. However, the lack of coordination between adjacent sectors and their 
respective isolation when making CAC decisions has as a result the uncontrolled generation 
of intercell interference, which in some cases may lead calls in adjacent cells to be dropped. 
Global CAC can solve this problem, by blocking some more new calls when the interference 
conditions in adjacent cells are not permitting the acceptance of a new call to a given sector 
Figures 10.29 10.30 and 10.31 show the percentage of satisfied users per service for each of 
the tested CAC schemes. The same conclusions can be drawn with respect to the performance 
of each CAC scheme. Global CAC has the best performance since through its intermediate 
steps the best resource utilisation can be achieved with the smallest mean frame error rate. 
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In addition, figure 10.32 illustrates the mean connection delay experienced by the packet 
users. 
When no CAC is implemented, the wrongly admitted calls cause excessive interference to the 
system, degrading the QoS provided to the packet users, resulting in large amounts of WWW 
packet retransmissions. 
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Figure 10.31 Percentage of Satisfied WWW users 
This impacts the mean delay experienced by the data users, which in that case is quite high. In 
the case of local CAC this delay decreases since the outage probability of the packet calls 
decreases through the local access control imposed by the system. Again, global CAC 
outperforms local CAC, causing even lower packet delays. 
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Figure 10.32 Mean Connection Delay for WWW users 
Global CAC may prove to be the best CAC strategy, but clearly there is a trade-off between 
performance and complexity. In practical implementation, global CAC requires a more 
complex system architecture to monitor the individual sectors and to process all the related 
information and this complexity increases with the number of the adjacent sectors that should 
be monitored. This can be observed in figure 10.33 where the relative algorithm complexity 
of both local and global CAC schemes is illustrated. 
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Figure 10.33 Relative Algorithm Complexity of local and global CAC 
This figure shows that the number of mathematical operations that are needed for a CAC 
decision increase with the sector load and that the global CAC processing requirements may 
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be up to 40% more than those of local CAC, since global CAC has to predict the consequence 
of an admission to the adjacent cells' interference load , based on their current traffic load. 
The simpler implementation and processing that is required for local CAC schemes makes 
them suitable for systems where the traffic load is low or uniformly distributed among 
adjacent sectors. However, for cases where the load is high or arbitrarily distributed, 
including both highly and lightly loaded cells, the global CAC can offer great performance 
improvements that justify the increased complexity. 
10.5 Conclusions 
Call Admission Control in W-CDMA involves operations that calculate and manage the 
system soft capacity in order to support the QoS of the existing connections and in the same 
time to allocate the system available resources optimally to new connection requests. 
First, a fixed number-based CAC was compared to a SIR-based CAC. The SIR based CAC 
outperformed the number-based CAC and the case that no CAC was applied to the system, 
since it reduced dramatically the percentage of dropped calls and it also slightly reduced the 
total percentage of blocked and dropped calls. Number-based CAC depended strongly on the 
choice of the fixed threshold. Since this threshold was calculated based on assumptions about 
system parameters such as the intercell interference factor, it either might underestimate the 
maximum capacity and lead to unnecessary blocking or it could lead to capacity 
overestimation and consequently to high dropping. 
Then, a variant of the SIR based CAC for multimedia systems was presented, called 
MAI CAC. Two MAI-based CAC schemes were investigated, a local and a global. 
The local scheme is based on the information about the MAI level of the home cell. 
The global CAC is based on the same criterion as the local CAC (MAI level) with the 
addition of information from neighbouring base stations. In that way the level of the 
accepted traffic in each cell depends on the propagation conditions over a larger 
region including a large number of cells. Therefore, the global CAC distributed in a 
fair way the resources among cells and the results showed that it improved the 
provided GoS compared with the local CAC. In this case however, larger overheads 
and greater measuring/processing times are required, since each cell should keep the 
status of a number of its neighbouring cells. The next step was the investigation of 
transmitted power based CAC schemes. 
The first TP-CAC scheme that was presented was based on the transmitted power by the user 
terminal which attempts to mitigate propagation channel impairments and the effect of the 
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interference generated by the users in the same and other sectors. The scheme included a 
factor corresponding to the distance of the mobile from the base station, which proved to 
balance the Grade of Service throughout the cell. 
Then two CAC policies were tested in a system with imperfect power control. In the first, the 
factor F (that modified the CAC threshold) was kept constant (Fixed CAC), while in the 
second policy the factor was modified according to the instantaneous dropping rate per 
service which was fed back to the CAC threshold calculation (Dynamic CAC). Comparing 
the CAC policies, it was evident that Dynamic CAC showed an improved performance 
compared to Fixed CAC, especially in high video Erlang loads. However, for small Erlang 
loads the performances of both policies were comparable, therefore Fixed CAC could also be 
applicable taking into consideration its reduced complexity. 
Finally, a local and a global TP-CAC technique with priorities were investigated. The local 
algorithm was restricted within one cell and did not lead to an optimum resource allocation 
since the admission of one call in one lightly loaded cell could cause the quality degradation 
of calls in adjacent heavily loaded cells. The advantage of this technique was its simplicity, 
since it didn't require any co-ordination between base stations. With the global algorithm, the 
residual capacity of each cell depended on its impact on the neighbouring cells. If they were 
not affected by the acceptance of the new call, then the call was accepted. This way the CAC 
distributed in a fair way the resources among cells, but it introduces larger overheads and 
greater measuring/processing requirements, because each cell should keep the status of a 
number of its neighbouring cells. Thus, global CAC proved to be the best CAC strategy in 
cases of high sector loads, but clearly there is a trade-off between performance and 
complexity, since a number of adjacent sectors needs to be monitored before admitting a new 
call. 
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11.1 Introduction 
The previous chapter was devoted to CAC schemes taking into consideration the uplink system 
limitations. In this chapter the downlink system limitations are examined as well, leading to the 
construction of efficient CAC schemes that consider all the possible factors that may cause the 
outage of an ongoing call. These are the generation of multiple access interference in both links 
and the shortage of downlink spreading codes. The services that were tested include voice, video, 
asymmetric WWW and FTP. The CAC schemes that were used were based on the received MAI 
in the mobile and the base station and on the required transmitted power by the base station and 
the mobile terminal. These CAC schemes were compared with the case that no CAC was 
employed in the system. The simulation environment included a sectorised cellular system which 
provided the aforementioned services to mobile users with different mobility characteristics per 
service. 
11.2 Outage Conditions in CDMA 
As mentioned in chapter 7, the CDMA system capacity depends on the uplink and downlink 
carrier power and on the number of available downlink spreading codes. 
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Assuming S,, S2,..., Sa are the desired received powers at the base stations by the n users within 
the cell, the mathematical expression that calculates the required uplink transmitted power for 
user k is the following: 
tp Dk PIA =PLk "Sk =rk '10 .D (11.1) 
n-1 n-I arer 
, where 
D(n)=D(n-1)-a. e "11(1+a; e; 
)"l (11.2) 
; _1 ; _11+a; e; 
and Dk = 
akek rI(1+a1e, ). (Ioc+N) (11.3) 
l+akek ; _, 
Therefore, the uplink carrier power load SLi, p can be calculated as: 
max 
akek P4 
" 
(loc + N)ý (l + a; er ) 
Pu. 
k 
k_ -1'.. "n 
I+ akek Ptx max. k 1_1 11.4 SLµI, p = max tx D() max, k 
In the downlink, assuming S,, S2,..., SS are the desired received powers at each of the n terminals 
within the cell, the total required transmitted base station power is given by the expression: 
Pu ý= PP; r + 
P,, h + Nna Pna +I Pa. k = PLC ' 
(Snrr + S5 h+ NP9 Sn8 
)+ Y PLk Sk = 
k=1 k=1 
(11.5) 
D ;, + Dsch +NDR Dk 
ý (A: + Aký 
n+3 A 
= PL n 
rs n+ PLk k= k=l PLk k 
'"ax D k_, 
DD 
k=l 
Ak + Ak 
R-1 n-1 A 
where D(n)=A, 
', D(n-1)-A - 11 
(Ak +Ak). k (11.6) 
k=1 k=l 
Ak+ Ak 
, +A; )"N and Dk _ Ak II(ý; ' Ak + Ak ; _, 
(11.7) 
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The downlink carrier power load S41, p will be equal to the ratio of the total required downlink 
power to the maximum allowable base station power. 
+s (Ak + Ak 
ý+s Pu bs E PLk SL Jl. r =P 
'bx. 
PP. bs.,,,,, ý 
D k=, 
k Ak + Ak 
(11.8) 
If we assume that the bit rate Rb, o corresponds to the service with the smallest bit rate, and if R, is 
the WCDMA chip rate, then the number of available spreading codes for the specific service will 
be equal to 
R 
which is also equal to the spreading factor for the specific service. The Rn. 
0 
maximum number of codes for another service with bit rate Rb, t will be equal to 
R 
It can be 
h, I 
concluded that the spreading code assigned to service I will be equivalent to 
Rb', 
spreading Rb, 
O 
codes used by service 0. Therefore, the codes that are required in a cell containing multiple 
services can be expressed in terms of the spreading codes of the lowest bit rate service i. e. 
1 11 Rbj 
, which gives another system limit. SLý,, ý = SF,, j=1 Rb 
11.3 Integrated CAC General Description 
The proposed CAC schemes examine three different conditions of the UMTS system. The first is 
the uplink condition which was analysed in the previous chapter as well. The controller checks 
whether the MAI in the uplink is not large enough to affect the received SIR of the new and the 
active connections at the base station. This was referred in the previous chapter as MAI based 
CAC (M-CAC). The controller may check also whether the required transmitted power of the 
new and active mobile terminals is below the maximum allowable level as well. This was referred 
as Transmitted power CAC (P-CAC). 
In the downlink, M-CAC checks whether the MAI generated by the same and the other base 
stations (in adjacent sectors) doesn't affect the received SIR of the new and active calls. The P- 
CAC monitors the required transmitted power of the base station (therefore, it checks the sector 
coverage) and it aims at keeping it below the maximum allowable power. 
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The other downlink condition concerns the required spreading orthogonal codes needed in the 
downlink. The controller checks to ensure that there are available spreading codes to allocate to 
the new call. 
The following figure illustrates the Integrated CAC concept. 
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Figure 11.1 Integrated CAC Concept 
11.4 Power-based CAC (P-CAC) 
The power based CAC uses as criteria the parameters that cause the outage conditions in 
the uplink and the downlink. In essence, P-CAC calculates the required uplink and 
downlink transmitted power and the required downlink spreading codes for all the users 
(active, handover, new) and decides whether to accept a new call if there is a feasible 
power and code allocation in both links for all the mobile users. 
Following the aforementioned mathematical analysis, the CAC scheme is monitoring the sector 
determinant as the new calls are admitted. If the new call admission will have as a result the 
updated determinants in uplink or downlink to be less than the updated threshold or if the total 
required codes are more than those available, then the new call is blocked, otherwise it is 
accepted. 
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For the determinants and the spreading code calculations, priorities are assigned, first to active 
calls belonging to the home sector, then to calls being handed over from adjacent sectors and then 
to new calls originating in the home sector. 
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11.5 Soft Power based CAC with Resource Reservation (SRP-CAC) 
The SRP-CAC is an extension to the P-CAC scheme. As it was discussed for P-CAC in the 
previous section, this scheme calculates the required transmitted power and the required 
spreading codes for all calls. However, in that case during the calculation of the determinants for 
both links the services that are temporarily inactive are taken into account. The reserved resources 
for each call vary with time. starting with zero when the call becomes inactive and increase as 
the time of inactivity increases. which means that resources are reserved to a higher proportion 
when the call is more likely to become active. The reservation ratio can then be calculated by the 
function: 
R(t)=l-e-"' (11.12) 
where a is a parameter depending on the average time of inactivity of the call. The required SIR 
for each inactive call is multiplied by the reservation fraction and it is then input into the uplink 
and downlink determinant calculations. This reservation scheme is applied to the speech and 
packet services. 
Furthermore, in the uplink determinant calculations the criterion function is modified to include 
the outage time and the distance of each call from the base station and is given by the expression: 
PL a, e, Outage _Time 
User 
_ 
Dis tan ce 
(11.13 ) CR = Pu. 
mu. 
(t + a, e, ) Marimu _ 
Outage 
_ 
Time Maximum-User- Distance 
The criterion function has been further modified to include priorities to the calls that already have 
been in outage for some frames, or are near the sector edge and are likely to be in outage or 
dropped. 
The SRP-CAC is also soft, meaning that the rejected new calls are not immediately cleared, but 
are put in a queue and retry to get connected 
in the next frame. If the waiting time of a new call 
becomes larger than Is. then the new call gets blocked and cleared. Soft blocking allows for a 
better and more efficient resource utilization. 
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Figure 11.3 Integrated SRP-CAC Algorithm flow chart 
11.6 Integrated Multiple Access Interference based M-CAC 
This CAC scheme is a simplification of P-CAC. MAI and received SIR are the CAC criteria. The 
new calls are admitted to the system 
if the power system yields a feasible received power value in 
both links (uplink and downlink). The propagation channel and the transmitted power limitations 
are not taken into account, therefore the sector determinant in both links should just be positive to 
allow for a power allocation to the mobile user and the base station. 
As with P-CAC, the active and handover calls have a priority over the new calls. 
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11.7 IMT-2000 Multimedia System Model 
To simulate each one of the previously mentioned CAC algorithms, the multi cellular IMT-2000 
system simulator was used. 
The simulation area was divided into 21 hexagonal 1200 sectors (of radius 1.25km) as shown in 
Fig. 11.5. The whole system included 7 directional base station sites, each illuminating three 
sectors. 
The antenna gain pattern for each sector was of the form 
7r 60)) 
(] 1.14) G(O)=(sin (('r(0-r())))"' -I TI 
where 0 was the angle between the 
hexagonal sector side and the line connecting the base station 
site and the user of interest. 
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The propagation channel included inverse fourth power law path loss and a lognormally 
distributed (correlated) shadowing component. The transmitted power of each user was power 
controlled by the closest base station site 
(perfect power control was assumed). Four IMT-2000 
multimedia services were used 
in the system level simulation model. Table I lists the required 
Eb/No the peak bit rate, the maximum transmitted power per traffic channel and the required SIR 
per service. 
Table 1. Tested INIT-2000 services 
Service 
(dB) 
Rn. i,, k (rbps) rTX MMAX 
(dBm) 
SIRIn«s 
(dB) 
Voice 5.8 32 19 -15 
Video 4.25 144 24 -10 
WNNIW 5.78 64 22 -12 
ip r 3.78 64 20 -14 
Speech consisted of active and silent parts, with an average activity cycle of 50%. It was 
modelled as a two-state 
Markov model 141. The time durations of the 'ON' and 'OFF' states 
were exponentially distributed with mean 
2s. 
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The video service was modelled as an autoregressive process. The bit rate was considered to be a 
Gaussian correlated normal random variable, that could be calculated each time by the formula 
[Mag90]: 
R(n) = aR(n -1)+b W(m, Q) (11.15) 
where a=0.99 and b=0.14. R(i) is the bit rate at the time instant i and W is a Gaussian random 
variable with mean 5 kbps and unit standard deviation 20kbps. 
For Internet traffic, it was assumed that the WWW was asymmetric in uplink/downlink. The 
amount of information downloaded in the downlink (average file size 200 packets) was larger 
than of that uploaded in the uplink (average file size 50 packets). Each user was assumed to 
upload on average 5 files, which are followed by 5 downloaded files. The reading time was 
exponentially distributed with mean 12s. The bit rate was set to 144 kbps. The average packet 
size was 450 bytes. The packet size was modelled as a Pareto random variable, that can describe 
the self-similar nature of the WWW traffic . 
An FTP call would use either the system uplink or downlink. A file with an average size of 225 
Kbytes was wither uploaded or downloaded. The bit rate was set to 64 kbps. The average packet 
size was 450 bytes and was a Pareto random variable as well. 
Each service had different mobility characteristics. The user velocity was uniformly distributed 
among the users and the mean speed was 60km/h for voice users, and 25km/h for video, WWW 
and FTP users. 
Soft handover was also implemented when the downlink signals by two adjacent base station sites 
received by the same user 
had less than 2 dB difference. Moreover, if the adjacent sectors 
belonged to the same site, softer handover was considered, yielding a larger diversity gain. 
The power control mechanism was done as described in previously. If there were no feasible 
power allocation for a voice or video call, it would be considered to be in outage. A WWW call 
being in outage would also be considered to be delayed by time equal to the outage time, to 
facilitate the retransmission of the erroneous data packets. 
The maximum time that a specific call would remain under outage without being dropped was set 
to 2 sec for voice, 8 sec for Video, 7 sec for WWW and 10 sec for FTP. A voice or video user 
was considered as satisfied, if the connection was finished without being blocked or dropped and 
the outage time did not exceed 2% of the whole call duration. In the case of a satisfied WWW and 
FTP user, the total delay would not exceed 10% of the transmission time. 
The WWW and FTP calls would either use the remaining resources after resource allocation to 
voice and video, or they would 
be delayed if not enough resources were left. 
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The interference load in each sector was modified accordingly to include the interference from 
sectors outside the simulation area and to achieve the same mean interference level between all 
the simulated sectors. 
11.8 Performance Results 
The system level simulator described above was simulated for various combinations of the four 
multimedia services that were modelled. The following figure illustrates the Grade of Service 
(PB+IOPD) for the voice users of a system without CAC, with M- CAC and with P- CAC and 
SRP-CAC. 
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Figure 11.6 Grade of Service for Voice 
The Erlang load of voice per sector was kept constant and equal to 20 Erl. The arrival rate of the 
WWW subscribers per sector was set equal to 0.05 calls/sec. The Erlang load of the video service 
per sector varied from 2 up to 
8 Erl. It is obvious that as the total traffic load increased, the 
blocking and dropping rates in all schemes and for all services would increase. 
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This can also be observed in the following graph, that illustrates the satisfied voice users' 
percentage for each of the CAC policies. No CAC policy means that the satisfied users drop 
dramatically (down to 63%) as the offered video traffic increases. M-CAC seems to be better 
since the access control improves the quality of service of the ongoing calls and the handover 
calls. However, P-CAC and SRP-CAC have the best performance (more than 95% satisfied users 
at all times). 
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Figure 11.7 Satisfied Voice users for increasing video offered traffic. 
It is apparent that without CAC the dropping rate is high, since all the new calls are admitted 
irrespective of the carried traffic load and generated co-channel interference in each sector. 
therefore the price to pay is the deterioration of the provided Quality of Service for the existing 
connections, the high outage probability and consequently the high dropping rate. 
With M- CAC this situation is improved, since the access control prevents some new calls from 
entering, thus improves the conditions 
for the existing calls and reduces their outage probability. 
However, the terminal power limitations are not considered when making CAC decisions 
therefore a new call may be accepted even if another active call is already transmitting with 
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maximum power. This leads to calls being in outage or dropped. P-CAC can solve this problem, 
by monitoring the transmitted power of the active calls and blocking some more new calls when 
the interference and propagation channel conditions are not permitting the acceptance of a new 
call to a given sector. 
The SRP-CAC gives the best results, since it incorporates three additional mechanisms to 
overcome outage events. Through variable resource reservation, the ongoing calls have a lower 
probability of outage when they reclaim their reserved resources after a period of inactivity. In 
addition, the soft admission policy allows the new calls to wait for a specific time until some 
resources become available. Finally, the outage calls are prioritized during resource allocation, 
which allows the average outage time per user to decrease. Therefore, both blocking and dropping 
probabilities are decreased, consequently the GoS decreases. 
Figure 11.8 shows the percentage of satisfied users respectively of the video service for each of 
the tested CAC schemes. The same conclusions can be drawn with respect to the performance of 
each CAC scheme. SRP-CAC has the best performance since through its intermediate steps the 
best resource utilisation can be achieved with the smallest mean frame error rate. 
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Figure 11.8 Percentage of Satisfied Video users 
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The following results refer to the packet services. The WWW and FTP calls are not blocked; 
they use the remaining resources at each time and if they cannot be allocated a resource they are 
delayed by one frame. Figure 11.9 illustrates the dropping rate for the WWW service versus the 
increasing video erlang load 
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Figure 11.9 Dropping Rate for the WWW service 
When no CAC scheme is implemented, the admission of the wrong mobile users causes 
uncontrolled outage events that delay the service provision to the Internet users and increases 
their probability of being dropped. With all three CAC schemes the results are much better and 
quite similar for small video Erlang loads (up to 4 Erl). As the Erlang load increases and the 
system becomes fully loaded, P-CAC and SRP-CAC outperform M-CAC. 
This can be observed in the following two figures illustrating the satisfied users' percentage and 
the mean connection delay. 
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Figure 11.10 % Satisfied WWW users for increasing video Erlang Load 
When no CAC is implemented, the wrongly admitted calls cause excessive interference to the 
system, degrading the QoS provided to the packet users, resulting in large amounts of WWW 
packet retransmissions. 
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Figure 11.11 Mean Connection Delay for WWW users 
The FTP service performance results are similar to those of the WWW service. The uplink and 
downlink outage events are dominant when no CAC is implemented. This leads to a rapid 
increase of the dropping rate for the FTP users. 
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Figure 11.12 Percentage of satisfied FTP users 
SRP CAC proved to be the best CAC strategy, but clearly there is a trade-off between 
performance and complexity. SRP CAC requires a more complex system architecture to be able 
to reserve variable amounts of resources for different calls and on the other hand to queue the 
rejected new calls. 
The relative algorithm complexity for each CAC scheme is illustrated in the following figure. M- 
CAC has the lowest processing requirements from the three tested schemes, since it doesn't 
require the calculation of a threshold 
for the sector determinant in both links (uplink and 
downlink). This procedure is being done with P-CAC making it up to 30% more demanding than 
M-CAC in processing power. SRP-CAC, through the procedure of resource reservation becomes 
even more complicated , 
leading to an increase of up to 20% of the required processing power of 
p-CAC. Furthermore, the new calls that are delayed by SRP-CAC for future admission have to 
be put on a queue that has to be accommodated by a buffer. That means that SRP-CAC requires 
both more processing and storage elements to operate properly. 
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11.9 Conclusions 
Call Admission Control in W-CDMA involves functions that calculate and manage the system 
soft capacity in order to support the 
QoS of the existing connections and in the same time to 
allocate the system available resources optimally to new connection requests. The proposed 
resource management schemes considered the system 
limitations in both links, both from 
networking and physical 
layer aspects and assigned priorities to specific calls to adjust to the 
loading and outage conditions, based on the required QoS which was required by the existing 
connections. The schemes that were presented were tested using a system level simulation. 
Without CAC the provided Grade of Service was high, since all the new calls were admitted 
irrespective of the carried traffic load and generated co channel interference in each sector, 
therefore the price to pay was the deterioration of the provided Quality of Service for the existing 
connections, the high outage probability and consequently the 
high dropping rate. With M-CAC 
this situation was partly avoided, since the access control prevented some new calls from 
entering, thus improved the conditions 
for the existing calls and reduced their outage probability. 
However, the best results were achieved with P-CAC and SRP-CAC that controlled those specific 
parameters limiting the system capacity and coverage such as the uplink and downlink 
transmitted power. the resources 
for the inactive calls, the outage time and the distance from the 
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base station. Clearly there is a trade-off between performance and complexity, since SRP CAC 
needs to make more calculations (uplink and downlink variable thresholds) and monitor more 
parameters (user location / outage time/inactivity time determination) before admitting a new 
call. 
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12.1 Conclusions 
In CDMA systems the system load and cell range are strongly dependent on both traffic 
calculations and link budgets. The traffic and coverage models that are used currently were 
compared with an integrated approach on more accurate system load calculations. The basic 
channel normalisation method is simpler than the analytical one, but seems to show increasing 
calculation errors for sector loads higher than 80%. In the end the integrated calculation of the 
UMTS system load was demonstrated. It became clear that the uplink is not the only limiting 
factor in a UMTS aggregated system loading calculation. Parameters such as the maximum 
transmitter power, the required QoS and the activity factor in both links actually determine which 
link (uplink or downlink) and which resource (power or spreading codes) is limiting the system 
soft capacity. 
In addition, a mathematical model that estimates the capacity and coverage of a UMTS system 
(FDD mode), depending on the interaction of the different system parameters has been 
developed. This Modelling Tool can be used for determining the capacity and coverage achieved 
by the aggregation of circuit and packet switched multimedia services, defined by the UMTS 
specifications and for assessing the required carrier load and the number of carriers that are 
needed to accommodate the multimedia services, as well as the achieved spare capacity. The 
inputs include the most important parameters concerning the service and environment 
characteristics that are needed to construct different service aggregation scenaria, that can be 
assessed by the model. The model outputs 
include results concerning the system coverage, the 
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base station dimensioning, the achieved sector load and the -related to that- achieved spare 
capacity of the integrated system containing the services and environment characteristics. 
Useful conclusions can be drawn by using this model. As the required sector load increased, the 
sector size calculated by the traffic model increased, and that calculated by the coverage model 
decreased. The optimum point that gave the minimum number of sectors, was achieved with even 
smaller sector loads as the sectors per site increased from 1 to 3 and 6. Another consequence was 
the increase of the available spare capacity that could be utilized for future system expansion in 
subscriber numbers and in the introduction of new services. A mathematical expression giving 
directly the optimum load and the minimum number of sectors was also presented. As the 
available traffic channel power increased, the coverage and capacity of the W-CDMA carrier 
increased, resulting in a higher loading value that led to the optimum number of sectors. On the 
other hand, the larger the shadowing margin was, the less rapid the optimum load increase was as 
the base station and the terminal needed to use a portion of the available power to overcome the 
poorer channel conditions. 
The development of these coverage and capacity models enabled the construction of effective 
Call Admission Control schemes that calculate and manage the system soft capacity in order to 
support the QoS of the existing connections and in the same time to allocate the system available 
resources optimally to new connection requests. The CAC schemes were examined through 
detailed system level simulations. 
First, a fixed number-based CAC was compared to a SIR-based CAC. The SIR based CAC 
outperformed the number-based CAC and the case that no CAC was applied to the system, since 
it reduced dramatically the percentage of dropped calls and it also slightly reduced the total 
percentage of blocked and dropped calls. Number-based CAC depended strongly on the choice 
of the fixed threshold. Since this threshold was calculated based on assumptions about system 
parameters such as the intercell interference factor, it either might underestimate the maximum 
capacity and lead to unnecessary blocking or it could lead to capacity overestimation and 
consequently to high dropping. 
Then, a variant of the SIR based CAC for multimedia systems was presented, called MAI CAC. 
Two MAI-based CAC schemes were investigated, a local and a global. The local scheme is 
based on the information about the MAI level of the home cell. The global CAC is based on the 
same criterion as the local CAC (MAI level) with the addition of information from neighbouring 
base stations. In that way the level of the accepted traffic in each cell depends on the propagation 
conditions over a larger region including a large number of cells. Therefore, the global CAC 
distributed in a fair way the resources among cells and the results showed that it improved the 
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provided GoS compared with the local CAC. In this case however, larger overheads and greater 
measuring/processing times are required, since each cell should keep the status of a number of its 
neighbouring cells. 
The next step was the investigation of transmitted power based CAC schemes. 
The first TP-CAC scheme that was presented was based on the transmitted power by the user 
terminal which attempts to mitigate propagation channel impairments and the effect of the 
interference generated by the users in the same and other sectors. The scheme included a factor 
corresponding to the distance of the mobile from the base station, which proved to balance the 
Grade of Service throughout the cell. 
Then two CAC policies were tested in a system with imperfect power control. In the first, the 
factor F (that modified the CAC threshold) was kept constant (Fixed CAC), while in the second 
policy the factor was modified according to the instantaneous dropping rate per service which 
was fed back to the CAC threshold calculation (Dynamic CAC). Comparing the CAC policies, it 
was evident that Dynamic CAC showed an improved performance compared to Fixed CAC, 
especially in high video Erlang loads. However, for small Erlang loads the performances of both 
policies were comparable, therefore Fixed CAC could also be applicable taking into consideration 
its reduced complexity. 
Finally, a local and a global TP-CAC technique with priorities were investigated. The local 
algorithm was restricted within one cell and did not lead to an optimum resource allocation since 
the admission of one call in one lightly loaded cell could cause the quality degradation of calls in 
adjacent heavily loaded cells. The advantage of this technique was its simplicity, since it didn't 
require any co-ordination between base stations. With the global algorithm, the residual capacity 
of each cell depended on its impact on the neighbouring cells. If they were not. affected by the 
acceptance of the new call, then the call was accepted. This way the CAC distributed in a fair way 
the resources among cells, but it introduces larger overheads and greater measuring/processing 
requirements, because each cell should keep the status of a number of its neighbouring cells. 
Thus, global CAC proved to be the best CAC strategy in cases of high sector loads, but clearly 
there is a trade-off between performance and complexity, since a number of adjacent sectors 
needs to be monitored before admitting a new call. 
The proposed resource management schemes were extended to consider the system limitations in 
both links, both from networking and physical layer aspects and assigned priorities to specific 
calls to adjust to the loading and outage conditions, based on the required QoS which was 
required by the existing connections. Without CAC the provided Grade of Service was high, since 
all the new calls were admitted irrespective of the carried traffic load and generated co channel 
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interference in each sector, therefore the price to pay was the deterioration of the provided 
Quality of Service for the existing connections, the high outage probability and consequently the 
high dropping rate. With integrated MAI based M-CAC this situation was partly avoided, since 
the access control prevented some new calls from entering, thus improved the conditions for the 
existing calls and reduced their outage probability. However, the best results were achieved with 
the power based P-CAC and SRP-CAC that controlled those specific parameters limiting the 
system capacity and coverage such as the uplink and downlink transmitted power, the resources 
for the inactive calls, the outage time and the distance from the base station. Clearly there is a 
trade-off between performance and complexity, since SRP CAC needs to make more calculations 
(uplink and downlink variable thresholds) and monitor more parameters (user location / outage 
time/inactivity time determination) before admitting a new call. 
12.2 Research Impact 
The results, observations and conclusions of the project work along with the constructed tools can 
assist in solving a great deal of resource management issues. If no CAC scheme is implemented 
in UMTS, the wrongly admitted calls degrade the QoS provided to the other users. Since all the 
new calls are admitted irrespective of the carried traffic load and generated co channel 
interference in each sector, the price to pay is the deterioration of the provided Quality of Service 
for the existing connections, the high outage probability and consequently the high dropping rate. 
It also results in large amounts of packet retransmissions for the packet switched services; 
consequently the mean connection delay is also high. The increased outage rate also leads to a 
low ratio of users who can be classified as satisfied from the connection quality they had 
throughout their successfully terminated call. Moreover, these poor statistics are deteriorated for 
users far from the base station (near the cell edge). That means that there may be areas between 
the cells where the probability of outage is much higher and the probability of achieving a 
reasonably good connection is quite low. These areas can form coverage gaps that affect the 
system coverage and increase the failure probability in initiating a connection from the cell edge 
or handing over between adjacent cells. All these consequences impact the system operator 
credibility and reliability. 
With the proposed CAC schemes this situation is improved since the access control prevents 
some new calls from entering the system, thus improves the conditions for the existing calls and 
reduces their outage probability. By refusing admission to some new calls, the uplink and 
downlink interference levels are decreased and maintained to an acceptable limit which allows 
the ongoing connections to receive their required Quality of Service without exceeding the 
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terminal power limitations. The variation between the CAC schemes lies on the criteria with 
which a new call should be admitted; The number-based CAC randomly chooses the new calls 
based on the first come first served principle, and this improves slightly the provided Grade of 
Service but the improvement is not so dramatic, since no check is being made, whether the new 
call may cause excessive interference to the same and the adjacent cells, which will deteriorate 
the active connections. The MAI-based CAC attempts to alleviate this problem, by actually 
predicting the co-channel interference that will be caused by the new connection to the same and 
other cells. Through the interference prediction, MAI based CAC offers a larger GoS 
improvement compared to the case of the number-CAC CAC. Still, though the terminal power 
limitations are not included, which means that the interference conditions may be low, but due to 
propagation channel effects an active user still may not be able to maintain the required SIR if 
another connection gets accepted in the cell. This is being solved by transmission power based 
CAC, where the criteria for accepting a new call depend on the terminal power of existing calls 
with the higher probability of being dropped. This scheme is enhanced with the control of the 
downlink interference and the power limitation of each base station, which directly impacts the 
downlink coverage with traffic and signalling channels. The downlink controls are further 
enhanced with the calculation of the available OVSF downlink spreading codes, which in some 
cases limit the downlink capacity. Other considerations that can improve the CAC schemes have 
to do with the extent of the observed region for a CAC decision (number of cells to be 
monitored), the priorities that can be assigned to specific classes of calls and the feedback 
adjustment of the CAC thresholds based on the observed performance results and statistics. It is 
clear that the more sophisticated a CAC scheme will be, the higher the complexity and the 
processing power it will require. Therefore, there is a trade-off between the desired network 
performance, which is closely combined with the network revenue and the system complexity and 
cost . 
The constructed models can be very useful for network planning, capacity dimensioning and 
traffic modeling of an IMT-2000 multimedia system. They include all the physical layer and 
networking aspects that are necessary to simulate the forward and reverse link of a WCDMA 
wireless access system. The physical layer aspects include path loss and correlated shadowing 
models, antenna beamforming procedures for sectorisation, power control procedures (which may 
include power control errors), interference models for both uplink and downlink and mobility 
patterns for different services. The service models have all the necessary parameters for each 
service characteristics and QoS requirements. The CAC schemes can easily be encapsulated in 
the simulator and can be tested for different environment conditions, power control schemes and 
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service aggregations. Furthermore, the network planning tools can calculate the UMTS required 
equipment cost (number of base stations, number of RF carriers per base station) for different 
aggregation scenarios of up to 10 circuit switched and 15 packet switched services over three 
different environments (urban, suburban, rural). The additional calculations include the 
determination of the achieved carrier load and the amount (if any) of spare capacity per 
environment per year. Therefore, these system models can be used as platforms for investigating 
further issues of resource management and revenue control for 3rd generation systems. 
12.3 Further Research 
The work carried out can form a basis and can be extended in the following fields: 
  The SRP-CAC (that was presented in chapter 11) can be further enhanced by examining the 
spreading factor of new call before reaching the admission decision. In that way, the high bit 
rate calls that have a small spreading factor will be blocked if the system load is high , 
allowing for a better resource utilization of the W-CDMA carrier that would accommodate a 
number of low bit rate calls. This spreading factor criterion could be also linked with the 
required percentage of each service in the aggregated system. In that way, the call admission 
controller would ensure that at all times the required ratio of each service would be allocated 
the system, resources. 
" Multiple Cell Layer Architectures in Terrestrial Environments. The use of macro (vehicular), 
micro (pedestrian) and pico (indoor) cells in the same system with users handing over 
between layers, requires a complicated CAC scheme which should incorporate the criteria 
devised with this project. 
" CAC for Satellite and HAPS (High Altitude Platforms) systems. The same resource 
management issues that were dealt for terrestrial UMTS should be dealt for satellite UMTS 
(under standardization) and High Altitude Platform Systems, which are planned to offer 
services similar to UMTS. For the satellite systems, the challenging factor is the satellite 
movement, which causes a variable coverage on the ground per satellite, variable propagation 
channel conditions for the connections and inter-spot beam handovers. For HAPS, the 
important factor that makes the case different from the terrestrial case is that the spot beams 
have different shapes and sizes, starting with circular on the center (sub-platform point) and 
changing to an ellipsoid toward the system boundary, which affects the coverage and the inter 
-spot beam interference. 
" The consideration of interference rejection techniques. The current work considered MAI as a r 
limit for the system resource allocation. With adaptive base station antennas and using 
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antenna radiation pattern beam forming techniques, the sector coverage can be shaped 
accordingly, to provide better coverage for the desired users and to reject the unwanted users. 
In addition, advanced interference rejection techniques are under research, aiming at the 
capacity improvement of interference limited CDMA cellular systems. The objective of multi 
user detection techniques is to alleviate the effect of the non-orthogonality of the signals 
arriving at the base station from different users. The intra cell interference can be suppressed, 
and consequently the target SIR at the base station can be achieved with less transmitted 
power by the mobile, so the interference to adjacent cells. can also be reduced. Therefore, 
multi user detection techniques and adaptive antennas can cause a substantial capacity 
increase and a higher utilization of the available W-CDMA carriers, which should be used as 
an additional criterion for CAC. 
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