In this paper we consider the L q -approximation of multivariate periodic functions f with L p -bounded mixed derivative (difference). The (possibly non-linear) reconstruction algorithm is supposed to recover the function from function values, sampled on a discrete set of n sampling nodes. The general performance is measured in terms of (non-)linear sampling widths ̺ n . We conduct a systematic analysis of Smolyak type interpolation algorithms in the framework of Besov-Lizorkin-Triebel spaces of dominating mixed smoothness based on specifically tailored discrete Littlewood-Paley type characterizations. As a consequence, we provide sharp upper bounds for the asymptotic order of the (non-)linear sampling widths in various situations and close some gaps in the existing literature. For example, in case 2 ≤ p < q < ∞ and r > 1/p the linear sampling widths
Introduction
This paper is concerned with the problem of optimal sampling recovery in classes of multivariate functions. We consider the approximation of d-variate functions f from classes with L p -bounded mixed derivative (difference) in L q . We aim for the exact asymptotic order of the sampling widths which measure the minimal worst-case error for the (linear) sampling recovery problem with n points. To be more precise, we measure the performance of an optimal sampling algorithm with the linear sampling widths
where the sampling nodes X n := {x i } n i=1 ⊂ T d and associated (continuous) functions Ψ n := {ψ i } n i=1 determine a linear sampling recovery algorithm which is fixed in advance for a class F of multivariate functions on the d-torus T d . Here the error is measured in Y = L q . Let us emphasize that in (1.1) we restrict to linear recovery algorithms, whereas we admit general recovery algorithms ϕ : C n → L q in the definition of the (non-linear) sampling widths 2) which is also denoted as the worst-case error for standard information, see [26, Sect. 4.1] . We are particularly interested in optimal point sets X n and corresponding recovery algorithms which yield the correct asymptotic order of (1.1) and (1.2). The interest in this topic goes back to 1963 and started with Smolyak [38] who considered uniform approximation of multivariate functions with mixed smoothness on the basis of function values. He used an influential construction which is nowadays known as Smolyak's algorithm T m f :=
where the (L j ) j∈N 0 represent univariate approximation operators (put L −1 := 0). For more historical comments see [12, Sect. 5] . When applied to a univariate sampling (interpolation) scheme (I j ) j this construction yields a powerful sampling (interpolation) algorithm for the multivariate case taking points from a so-called sparse grid.
New matching bounds for (non-)linear sampling recovery
In this paper we investigate the optimal sampling recovery problem for the embedding 4) where 0 < p < q ≤ ∞, 0 < θ ≤ ∞ and r > 1/p. Without loss of generality we assume r = r 1 = . . . = r µ < r µ+1 ≤ . . . ≤ r d < ∞ , µ ≤ d.
(1.5)
The main goal of this paper is to present a systematic framework towards new upper bounds for sampling recovery on Smolyak grids in Sobolev-Triebel-Lizorkin spaces S r p,θ F (T d ) with dominating mixed smoothness. One of the main results in this paper is the sharp rate of convergence
, n ∈ N , (1.6) whenever 1 < p < q ≤ 2, 1 ≤ θ ≤ ∞ or 2 ≤ p < q < ∞, 2 ≤ θ ≤ ∞ and r > 1/p, see Corollary 7.2 below. Our main contribution is the constructive upper bound which holds true whenever 0 < p < q < ∞, 0 < θ ≤ ∞ and r > 1/p. This is complemented by (see Theorem 6.4)
(log n) µ−1 n r−1/p (log n) (µ−1)(1−1/p) + , n ∈ N .
(1.7)
The upper bounds are realized by an explicit family of interpolation operators T L m using n ≍ 2 m m µ−1 function values on a (anisotropic) Smolyak grid, where the parameter L ∈ N refers to the polynomial decay of the univariate fundamental interpolant (L = 1 Dirichlet kernel, L = 2 de la Vallée Poussin type kernels, L > 2 higher order kernels). It turned out that, for the sampling recovery problem (1.4) and the upper bounds in (1.6), (1.7), (1.8) , (1.9) , the condition L > 1/q is sufficient, which means that Smolyak's algorithm (1.3) applied to the classical trigonometric interpolation (based on the Dirichlet kernel (1.12)) does the job. For θ = p = 2 in (1.7) this has been already observed in [2, Rem. 6.12] .
Let us emphasize the important special case (θ = 2), where it holds the identification S r p,θ F (T d ) = S r p W (T d ) with the space of functions with bounded mixed derivative. As a corollary from (1.6) we obtain the new sharp rate of convergence 8) in case 1 < p < q ≤ 2 or 2 ≤ p < q < ∞ and r > 1/p which was unknown before. The upper bound is achieved with sparse grid interpolation based on classical univariate trigonometric interpolation. In particular, this improves on the bounds stated by Triebel in [44, Thm. 4.15, Cor. 4.16] in case r = 1. The parameter domain where (1.8) holds is shown in the left diagram, where the parameters α and β refer to the following rate of convergence
The precise statements can be found in Sections 7, 8. We mainly contributed to the upper bounds in the left figure. Most of the results illustrated in the right figure for Hölder-Nikolskij spaces S r p,∞ B(T d ) of mixed smoothness are well-known. Note that Open Problem 5.3 in [12] refers to the lower triangle in the right Figure 1 . A new approach of Malykhin and Ryutin [23] settled this question for linear sampling recovery, cf. Corollary 7.6. We observed that their method also bounds the Gelfand widths from below, cf. Theorem 8.3 and Corollary 8.4. This yields the optimal order also for the non-linear sampling widths (1.2), which is illustrated by the shaded lower triangles in Figure 1 . The matching bound in the right upper triangle for S r p,∞ B(T d ) were obtained by Dinh Dũng [5, 6] . The necessary benchmark results on linear widths were obtained by Galeev [15, 16] , Romanyuk [29, 30] , and the recent paper by Malykhin and Ryutin [23] . Note, that all sharp upper bounds can be realized by Smolyak type operators (1.3), i.e. via linear interpolation on sparse grids based on univariate Dirichlet interpolation, (1.11), (1.12) . What concerns Besov spaces with bounded mixed difference S r p,θ B(T d ) it is known that
if 1 < p < q ≤ 2, 1 ≤ θ < ∞ and r > 1/p, see [12, Thm. 4.47, 5.15] and the references therein.
With our method we can show the upper bound in case 0 < p < q ≤ ∞, 0 < θ ≤ ∞ and r > 1/p, see Theorem 6.6, with interpolation operators providing L > 1/q. Comparing to (1.6) there is an extra log-term in (1.9) in case of "large" θ > q. There are still many open cases in this framework which actually lack the suitable lower bounds. Let us refer to the works by Temlyakov [41, 42] and the more recent papers Sickel, Ullrich [35, 36, 46] , Dinh Dũng [10, 11] , [2] , as well as [12] and the references therein for upper bounds in case p ≥ q and the question-marked region. We emphasize that our technique allows to reproduce all those results, including the upper bound in [41] , within a few lines of proof.
In Open Problem 18 in [26, Sect. 4.2.4 ] the authors conjecture the equivalence ̺ lin n ≍ ̺ n for all parameters 1 < p, q < ∞ in case of isotropic Sobolev spaces W r p (Ω) on bounded Lipschitz domains Ω, see also Novak, Triebel [25] and Heinrich [18, Thms. 5.2, 5.3] . In the present paper we consider mixed smoothness periodic Sobolev embeddings. In our case, the conjecture is true if 2 ≤ p < q < ∞ for both Sobolev and Hölder-Nikolskij spaces, see the shaded regions in the diagrams above. In all other cases it is not known. Our results also support the above conjecture in the mixed smoothness setting. A similar statement as in [26, Rem. 4.18] , namely the equivalence λ n ≍ ̺ lin n if p < q are on the same side of 2 and λ n = o(̺ lin n ) if p < 2 < q is also true in our case.
Discrete Littlewood-Paley type characterizations
In Definition 3.3 below we introduce Besov-Lizorkin-Triebel spaces of mixed smoothness via Fourier analytic building blocks δ j [f ] generated by a dyadic decomposition of unity. In this paper we aim for function space characterizations where we replace the building blocks δ j [f ] by the blocks 10) used in the classical Smolyak algorithm (see (1.3) above). Here the operators (I j ) j are univariate interpolation operators
In a way we replace the usual convolution by a discrete one such that the building blocks q L j [f ] are constructed out of ≍ 2 |j| 1 function values. The parameter L ∈ N refers to the decay of the fundamental interpolant K L π,j , which represents a suitable trigonometric polynomial of degree 2 j and will be explicitly constructed in Section 2. In case L = 1 we have the classical univariate nested trigonometric interpolation, where 12) for j ∈ N. The parameter L = 2 refers to de la Vallée Poussin type operators and L > 2 to higher order kernels. We will prove the following characterization for Sobolev spaces of mixed smoothness if r > max{1/p, 1/2} and 1
where we may use L ≥ 1, i.e. Dirichlet type characterizations are admitted. This result provides a powerful tool to deal with Sobolev embeddings
3) in this context has been a technical issue in the past. With (1.13) and its counterpart for Triebel-Lizorkin spaces (1.14) it becomes a straight-forward computation.
For Triebel-Lizorkin spaces we obtain the representation (see Theorem 5.1)
. Note, that we encounter the well-known (and infamous) condition r, L > max{1/p, 1/θ} (see also (1.13) for θ = 2), which is relevant if p > θ. However, this condition is most likely optimal for the respective sampling characterization. Note, that when replacing the classical smooth dyadic decomposition of unity (see Def. 3.2) in the definition of the spaces (see Def. 3.3) by a non-smooth variant like de la Vallée Poussin means, we would encounter the same condition on L, which may not be improved as the recent findings in [4, 33, 34] indicate. In addition, Note, that in case of quasi-Banach spaces, where min{p, θ} < 1, we need to use sampling kernels (1.11) of higher order L as the condition L > max{1/p, 1/θ} indicates. Surprisingly, the de la Vallée Poussin type kernels work well for the characterization (1.14) if 1/2 < p, θ < ∞. Interestingly, the bounds (1.6) as well as (1.8) are valid for all r > 1/p, in particular for the case of "small smoothness", i.e., 1/p < r ≤ 1/θ if p > θ. Note, that in this range the characterization (1.13) does not help. That is why we develop a complete theory of sampling representations also for more general Triebel-Lizorkin spaces in this paper, which allows to analyze the larger space S r p,θ * F (T d ) instead with θ * > p, which works since θ plays no role in (1.6). Approximation operators realizing the upper bounds in (1.6), (1.8) and (1.9) only depend on the integrability q in the target space L q (T d ), that is L > 1/q will be sufficient. Hence, we observe a certain universality property of the Smolyak interpolation operators based on classical trigonometric interpolation which work well also in the quasi-Banach situation whenever the integrability in the target space satisfies q > 1, cf. Theorem 6.3 and 6.4.
Finally, let us mention that in [3] we provide similar characterizations for non-periodic Triebel-Lizorkin spaces using time local building blocks, i.e. the Faber-Schauder system. Recently, Dinh Dũng [8] extended this idea to prove B-spline quasi-interpolant characterizations in Sobolev spaces S r p W (T d ). Outline. The paper is organized as follows. Section 2 deals with the construction of univariate interpolation operators and corresponding kernels necessary for (1.10). In Section 3 we define and discuss several characterizations of Besov-Triebel-Lizorkin spaces. In Section 4 we provide tools for estimating the norms of superpositions of dyadic trigonometric polynomials in Besov-Triebel-Lizorkin spaces. Section 5 gives a proof for the sampling representations, see (1.14) , which are used in Section 6 to analyze Smolyak's algorithm in this context. In the last section we compare these results with linear and Gelfand n-widths. Finally, in the appendix we recall some basic facts and known results on maximal inequalities, Fourier transform, Fourier series, exponential sums and n-widths.
Notation. As usual N denotes the natural numbers, N 0 := N ∪ {0}, Z denotes the integers, R the real numbers, and C the complex numbers. The letter d is always reserved for the underlying dimension in R d , Z d etc. With T d we denote the torus represented by the interval [−π, π] d , where opposite points are identified. Elements x, y, r ∈ R d are always typesetted in bold face. We denote with x · y the usual Euclidean inner product in R d . For a ∈ R we denote a + := max{a, 0}. For 0 < p ≤ ∞ and x ∈ R d we denote |x| p := (
. If X and Y are two (quasi-)normed spaces, the (quasi-)norm of an element x in X will be denoted by x|X . If T : X → Y is a continuous operator we write T ∈ L(X, Y ). The symbol X ֒→ Y indicates that the identity operator from X to Y is continuous. For two sequences (a n ) ∞ n=1 , (b n ) ∞ n=1 ⊂ R we write a n b n if there exists a constant c > 0 such that a n ≤ c b n for all n. We will write a n ≍ b n if a n b n and b n a n and use the Landau symbol (a n ) n = o((b n ) n ) :⇐⇒ lim n→∞ a n /b n = 0. In addition, we use the following notation
For Ω ⊂ R d the set of all bounded and continuous functions f : Ω → C is denoted by C(Ω). We denote by L p (Ω), 0 < p ≤ ∞, the space of all measurable functions f : Ω → C where
) and x, ξ ∈ R d we define the Fourier transform and its inverse by
2 Frequency-limited fundamental interpolants
Univariate fundamental interpolants
In this section we construct univariate sampling operators of type (1.11) based on bandlimited kernels K : R → C with suitable decay. Here K L π,j denotes the 2π-periodization of K L (2 j (·)) which we will call fundamental interpolant. The following construction allows to arrange any prescribed polynomial decay (of order L) of the kernel K, which is crucial for our analysis. In addition the operator I L j is supposed to reproduce trigonometric polynomials of a degree related to ≍ 2 j . The sampling kernels we study are constructed from a finite product of dilated sinc functions. As a starting point we define for L ∈ N,
In case L = 1 the summation in (2.1) does not make sense. Instead we use a direct definition
This kernel represents an exception and requires some extra attention in the whole paper. It is a convenient modification of the classical Dirichlet kernel that provides a nested set of zeros as j increases, cf. [12, (2.6) ]. For j ∈ N 0 we define the interpolation operator
where in case j = 0 we put
The kernel defined in (2.1) consists of a sum with infinitely many summands. For practical reasons such a definition is not useful. For every fixed L ∈ N we can compute an explicit representation of the kernel. Beginning from the definition we obtain the following identity
Obviously, in case x mod π = 0 we obtain
In case 0 < |x| < π an elementary calculation shows
Using the so-called Herglotz-trick (cf. [1] ) we find
Taking L − 1 derivatives yields
and inserting this identity in (2.2) gives us a closed representation of the kernel K L π,j (x). For L = 2 and L = 3 we obtain the explicit representations
and
consists of products of dilated sinc functions. The convolution property of the Fourier transform yields
Altogether FK L is a locally supported L − 2 times continuously differentiable function fulfilling
holds true.
(
holds.
Proof . We compute the ℓ-th Fourier coefficient of f and obtain by the translation property the following identity
Lemma A.2 together with the dilation property of the Fourier transform yields
If the Fourier coefficients are absolutely summable we get
Interchanging the order of summation yields
The formula for geometric partial sums tells us
Finally, we obtain
Definition 2.3. We define for j, L ∈ N 0 the dyadic blocks
Additionally, we denote the set of trigonometric polynomials with frequencies in P L j by
Corollary 2.4. Let L ∈ N and f ∈ C(T).
Proof . Assertion (i) is an easy consequence of (2.5) together with the support properties of K L . For assertion (ii) we may use
The next lemma provides the reason for calling K L π,j a fundamental interpolant for the equidistant grid
Proof . Obviously, it is sufficient to proof
In case L = 1 this is a trivial consequence of (1.12). In case L > 1 this we have according to our definition for u ∈ {−2 j−1 , . . . ,
Lemma 2.6. Let j ∈ N 0 and L > 1. Then there are constants C, C * > 0 (independent of x and j) such that
Proof . The second inequality of the chain is trivial. We prove the first one. Starting for
Clearly, the first summand is uniformly bounded. Estimating the second summand in (2.7) we use the fact that |x| ≤ π implies |2πk + x| ≥ |πk| for every integer k ∈ Z and obtain
which is known to be finite for L ≥ 2. Using |x| ≤ π yields
Considering again the first summand in (2.7) gives
which concludes the proof.
Multivariate interpolation
Based on the univariate interpolation scheme from the previous subsection we are now able to define the building blocks used for the Smolyak algorithm, cf. (
We may write q
with suitable signs ε b . The definition of the operators I L j+b [f ](x) requires some more notation.
where
and define the tensorized interpolation operator by
reproduces trigonometric polynomials with frequencies in
Proof . We refer to [2, Lem. 6.1].
Proof . The interpolation property of the univariate operator I L j in Lemma 2.5 immediately gives an interpolation property of the multivariate sampling operator
Choosing m such that ∆ ⊂ {j ≤ m} and arguing similar as in Lemma [37, Lem. 4 .3] gives the result.
0 and L ∈ N we tensorize the dyadic blocks defined in (2.6) by
and define the set of trigonometric polynomials with frequencies in P L j by
Proof . The proof follows immediately from the definition of q L j [f ] in (2.8) and the univariate reproduction property in Corollary 2.4.
Besov-Triebel-Lizorkin spaces of mixed smoothness
In this section we give the classical Fourier analytical definition of periodic Triebel-Lizorkin spaces S r p,θ F (T d ) and Besov spaces S r p,θ B(T d ) with dominating mixed smoothness. We start introducing vector-valued Lebesgue spaces.
respectively.
(ii) There are constants 0 < B < C, such that supp ϕ j ⊂ {ξ ∈ R : B2 j ≤ |ξ| ≤ C2 j }.
(iii) For all r ∈ N 0 holds sup
Because of (iv) in Definition 3.2 we obtain the following decomposition of 
be a trigonometric polynomial. Then it holds
with convergence in D ′ (T d ). We introduce the function spaces S r p,θ F (T d ) and S r p,θ B(T d ) using these Fourier-analytic building blocks. In case d = 1 the concepts of dominating mixed smoothness and isotropic smoothness coincide. We use the notation In case θ = 2 with 1 < p < ∞ the space S r p,θ F (T d ) coincides with the Sobolev space of dominating mixed smoothness
We state the following embedding results without proof. For a reference see [32, 47] and [17] . For a complete history of the non-trivial embedding in Lemma 3.6 we refer to [12, Remark 3.8] .
which means S r p,θ F (T d ) and S r p,θ B(T d ) consist of regular distributions that allow an interpretation as functions.
which means that we find in every equivalence class of S r p,θ F (T d ) and S r p,θ B(T d ) a unique continuous representative making discrete point evaluations possible.
(vii) Let 0 < p < q < ∞, 0 < θ, ν ≤ ∞ and r 1 , r 2 ∈ R d with r 1 > r 2 fulfilling
Observe that, in contrast to the diagonal Besov embedding in Lemma 3.5, (vi), the fine index θ and ν play no role for the F -case.
Definition 3.7. For a univariate function f : T → C we introduce the following difference operator. Let h ∈ R and m ∈ N. Then for
h f (x) the operator from (3.3) applied to the i-th direction. This allows us to define
: otherwise.
holds with Proof . We refer to [20, Theorem 3.7] . There the case for constant smoothness vector r = (r, . . . , r) has been considered. The necessary modifications are straight forward.
holds with
and the usual modification in case θ = ∞.
Proof . We refer to [45, Theorem 3.7.1 and Remark 3.7.1]. There the outer sum is an integral. By discretizing this into dyadic parts one obtains the form stated above.
Sums of trigonometric polynomials
In this section we want to estimate the norm of a superposition of trigonometric polynomials
where f j are trigonometric polynomials of degree ≍ 2 j . In contrast to the usual LittlewoodPaley building blocks δ j [f ] which are 'almost' orthogonal, we only need to restrict the degree of the polynomial in the sequel.
As a main tool we introduce the following componentwise variant of the Hardy-Littlewood maximal operator, see [47, (1.14) ,(1.15)], [45, (10) ] and the references therein. 
The mixed Peetre maximal function can be pointwise estimated by an iteration of (4.1), see [45, Lem. 
and a > max{
Then there is a constant C > 0 (independent of f and b j ) such that
Proof . We refer to [45, Thm. 4.1.3].
Let us now state the main result of this subsection.
(ii) There is a constant C > 0 (independent of f ) such that
Proof .
Step 1. We assume the unconditional convergence of
) and prove the inequality
We mimic Step 1 of the proof of [45, Theorem 3.4.1] . This is rather technical in the multivariate situation. For that reason we give a proof for the univariate situation first. Later we explain the necessary modifications for the multivariate situation. We prove
by using methods from difference characterization of Triebel-Lizorkin spaces. We start by switching to the difference norm in F r p,θ (T) with m > r
First we estimate the L p -norm of f and obtain trivially using either Hölder's inequality (in case θ ≥ 1) or the embedding ℓ θ ֒→ ℓ 1 (in case 0 < θ < 1) the estimate
Let a > 0 be a positive real number such that a > max{
This is possible since
In case min{p, θ} > 1 we simply choose λ = 1. Fix j ∈ N 0 and use the identity
with f j+ℓ = 0 for j + ℓ < 0. The unconditional convergence of ℓ∈Z f j+ℓ in S r p,θ F (T d ) implies (by Lemma 3.5) an unconditional convergence also in L 1 (T d ). Therefore we can estimate the integral means as follows
We split the sum over ℓ
and prove
First we prove the case ℓ > 0. Applying Lemma A.6 immediately gives
In case ℓ < 0 with λ < 1 we estimate as follows
Applying Lemma A.6 to the second factor yields
Attention in case min{p, θ} > 1 with λ = 1 the estimate in case ℓ < 0 simplifies to the HardyLittlewood maximal function of |f j+ℓ |. Inserting the decomposition in (4.6) together with the estimates obtained in (4.7) into the last term on the right hand side of (4.2) then we obtain by µ-triangle inequality in L p (ℓ θ (N)) with µ := min{p, θ, 1}
To estimate the first summand we apply Theorem 4.5, which gives
An index shift yields
In case min{p, θ} ≤ 1 with λ < 1 we apply to the norm expression in (4.8) Hölder's inequality with 
(4.10)
We skip this in case λ = 1. Considering the factors in (4.10) separately we obtain by applying Theorem 4.5
For the second factor we rewrite the
This allows for applying Theorem A.5.
Inserting the estimates from (4.11) and (4.12) into (4.10) implies
A similar index shift as above yields
We continue estimating (4.8) and insert (4.9) and (4.13) to obtain
(4.14) Finally, the choice of the parameters m, a, λ in (4.4) yields that the series in (4.14) converge to a constant. Altogether we obtain the desired bound
Step 2. We explain the modifications in the multivariate situation. This time we start computing the norm of
in terms of differences, cf. Theorem 3.9,
For each e ⊂ [d] we have to show that
holds. A full proof consists in applying the arguments from above to every single direction contained in e. Here the directionwise Hardy-Littlewood maximal function and corresponding maximal inequality come into play, see Definition 4.1 and Thms. 4.2, 4.5. Since this requires an extensive case study in e and ℓ we refer to the proof given in detail in [45, Thm. 3.4.1,
Step 1] where we have to replace the decomposition of f used there by the representation ℓ∈Z d f j+ℓ .
Step 3. We prove (i) in case θ < ∞. To begin with, we define the set of sequences with finite index sets given by
Every sequence in E defines an order of summation. Furthermore for E ∈ E we define F En := j∈En f j . We take a second sequence A ∈ E and consider F En − F Am . This difference can be written as a sum with finitely many f j . This fulfills the assumptions necessary in Step 1 and yields
Obviously,
holds almost everywhere. Therefore Lebesgue's dominated convergence theorem yields that we find for every ε > 0 a n 0 ∈ N such that
holds for all m, n > n 0 . Finally this implies unconditional convergence in S r p,θ F (T d ). In case θ = ∞ we stress on the embeddings
where r > s > σ p,ν , s >r and 0 < ν ≤ ∞. Applying the arguments from above to S s p,1 F (T d ) yields the result for Sr p,ν F (T d ).
We will also need the following diagonal embedding relation which is the periodic counterpart of [32, Prop. 2.4.1], see also the diagonal embedding in Lemma 3.5, (vi) above.
Lemma 4.7. Let 0 < p < q < ∞ and 0 < θ, ν ≤ ∞. Then
such that f j ∈ T 0 j . Let us finally state the counterpart of Theorem 4.6 for the B-case. (ii) it holds
Proof . We follow the proof of Theorem 4.6 line by line and point out the necessary modifications for the B-case. To convince the reader we explain this modifications for (ii) in the univariate case. Again, we prove
by using methods from difference characterization. We start by switching to the difference norm in B r p,θ (T) with m > r
First we estimate the L p -norm of f and obtain trivially using either Hölder's inequality (in case min{p, θ} > 1 or p < min{1, θ}) or the embedding ℓ θ ֒→ ℓ 1 (otherwise) the estimate
Let a > 0 be a positive real number such that a > 1 p is fulfilled. Additionally, in case p > 1 we choose λ = 1. Whereas in case p ≤ 1 we choose
For the second term in (4.16) the estimates in (4.5), (4.6) and (4.7) yield
with µ = min{p, θ, 1}. The L p (T)-norm is now the inner norm in the sequence spaces. For that reason it suffices to use simpler (non-vector valued) maximal inequalities. We apply Theorem 4.4 to the first summand, which gives
) .
An index shift yields
In case p ≤ 1 we apply Hölder's inequality to the second summand in (4.17) with
This can be skipped in case p > 1. Applying the maximal inequalities stated in Theorem 4.4 and Theorem A.4 (together with a trick similar to (4.12)) yields
Hence, the estimates from (4.18) and (4.19) imply
The choice of λ, a and m relatively to r ensures the convergence of the series to an absolute constant. This concludes the proof in the univariate case. For the multivariate situation see the comments in Step 2 of Theorem 4.6.
Sampling representations
In this section we provide theorems that allow for replacing the Fourier analytic building blocks
, cf. Definition 3.3. Here we will prove the following main results.
are equivalent for all f ∈ S r p,θ F (T d ). Proof . The result is a consequence of Theorem 5.7 together with Theorem 4.6. For the case L = 1 we refer to Theorem 5.13.
Remark 5.2. We strongly conjecture the optimality of the condition on L in the above theorems, see also Remark 3.4,(ii) above.
For the B-case weaker conditions on r and L are sufficient.
The proof is a consequence of Theorem 4.8 together with Theorem 5.9. For the case L = 1 we refer to Theorem 5.14.
Remark 5.4. In case of S r p,θ B(T d ) with p ≥ 1 and r > 1/p similar characterizations were proved by Dinh Dũng [5, 6, 7] using the following variant of the de la Vallée-Poussin kernel
which yields to an interpolation operator on 3 · 2 j equidistant nodes. We can reproduce and extend this result to the Triebel-Lizorkin scale as well as to p > 1/2 with straight-forward modifications of the arguments used in Theorems 5.9 below. Note, that our proof only uses a reproduction and a decay property of the kernel. Also the de la Vallée Poussin sampling operator R m used by Temlyakov in [42, I.6] is admissible here.
The case of quadratically decaying kernels with L ≥ 2
Let us first deal with kernels providing at least a quadratic decay according to Lemma 2.6. We introduce the characteristic function χ j,u of the dyadic interval [2πu/2 j , 2π(u + 1)/2 j ] indexed by j ∈ N 0 and u ∈ Z. For j ∈ N d 0 and u ∈ Z d we denote with
the characteristic function of the respective parallelepiped. The following lemma represents the "hyperbolic" version of [19, Lem. 3, 7] . The lemma is originally due to Kyriazis [21, Lem. 7.1] . For the convenience of the reader we will give a proof.
Lemma 5.5. Let 0 < λ ≤ 1 and L > 1 λ . For any sequence (λ u ) u∈A j (x) of complex numbers and every j ∈ N d 0 we have
with a constant C independent of j, (λ j,u ) u and x.
Proof . We follow the proof given in [19, Lem. 7] . Let δ = L−1/λ > 0. We define the following decomposition of
with
We estimate
Note, that
We further observe that for Q(x) :=
Q j,u we have
and x ∈ Q(x) . Recalling the definition of the Hardy-Littlewood maximal functions in Definition A.3 we obtain
Putting this into (5.4) we obtain
Finally, we plug this estimate into (5.3) and obtain the desired result.
(ii) and also |q
holds with a constant independent of ℓ, j, x and f .
Proof . We start proving (i). Recall the notation from (2.10). Periodicity of f and K L π,j yields
Lemma 2.6 with |x i − x
where we used the notation λ j,u := sup
|f (y)| .
Applying Lemma 5.5 gives
Taking z ∈ supp χ j,u * gives for any a > 0
Finally, Lemma A.7 yields
Inserting (5.6) into (5.5) finishes the proof of (i). The bound in (ii) is a trivial consequence of applying triangle inequality to (2.9) and (i)
with unconditional convergence in S r p,θ F (T d ) in case 0 < θ < ∞ and with unconditional convergence in Sr p,ν F (T d ) for every r >r and 0 < ν ≤ ∞ in case θ = ∞.
(ii) There is a constant C > 0 independent of f such that
holds for all f ∈ S r p,θ F (T d ).
Step 1. We prove (5.9). To begin with we choose a > 0 such that r > a > max{
We start for j ∈ N d 0 with the Fourier decomposition 
For the sake of simplicity we assume that the constants A, B, C in Definition 3.2 are chosen in such a way that
Applying Proposition 5.6, (ii) we obtain
Multiplying with the weight 2 r·j we find the point-wise estimate
where λ is chosen as L > The parameter a will be fixed later. Now we take the L p (ℓ θ ) (quasi)-norm on both sides. Due to u-triangle inequality in L p (ℓ θ ) with u = min{p, θ, 1} we obtain
Since λ < min{p, θ} in case min{p, θ} ≤ 1 a trick similar to 4.12 yields
This allows us to apply Fefferman-Stein maximal inequality (Theorem A.5)
Next we choose a such that r > a > max{ 
Obviously, we have
Inserting this into (5.12) yields
where the choice of a ensures the convergence of the series to an absolute constant.
Step 2.
We prove (i). The equation (5.9) implies
Then Theorem 4.6 yields unconditional convergence of the series
As a consequence of Definition 3.3 trigonometric polynomials are dense in S r p,θ F (T d ) if θ < ∞. For that reason we find for every ε > 0 a trigonometric polynomial t such that
The u-triangle inequality gives
For n sufficiently large we obtain by Lemma 2.7
Applying Theorem 4.6 we have
Finally, Step 1 yields
and hence, there is a constant C > 0 independent of n, f and t such that
The case θ = ∞ is based on the embedding
with r > s > 1 p , s >r and 0 < ν < ∞ where the density argument from above is applied to
Remark 5.8. The recent result in [33, Rem. 7.3 ], see also [34] , indicates that a corresponding characterization in case of small smoothness, i.e.
with unconditional convergence in S r p,θ B(T d ) in case max{p, θ} < ∞, and with unconditional convergence in Sr p,ν B(T d ) for every r >r and 0 < ν ≤ ∞ in case max{p, θ} = ∞.
holds for all f ∈ S r p,θ B(T d ). Proof . Concerning representation and unconditional convergence we follow the proof of Theorem 5.7 line by line with the obvious modifications for the B-case. The inequality in (ii) can be proved by the following arguments. We take the ℓ θ (L p (T d )) (quasi)-norm on both sides of the estimate in (5.11). Due to u-triangle inequality in ℓ θ (L p (T d )) with u = min{p, θ, 1} we obtain
(5.13) with r > a > 1 p and 0 < λ < p (λ = 1 if p > 1). In case p ≤ 1 a trick similar to 4.12 yields
This allows us to apply Hardy-Littlewood maximal inequality (Theorem A.4). We obtain
Inserting this into (5.13) and applying (non-vector valued) Peetre maximal inequality (Theorem 4.4) gives
where the term inside the ℓ θ (L p (T d )) norm does not depend any longer on ℓ. Therefore the sum over ℓ converges to a constant depending only on a, r and the dimension d. Finally, we obtain
The case of the Dirichlet kernel where L = 1
In this subsection we study sampling representations based on the Dirichlet kernel K 1 π,j . Its slow decay causes some difficulties. We define an auxiliary kernel
] (x) = 16
and its periodizationK Similar to Lemma 2.6 we can show for |x| < π the following decay property
(5.14)
Note, that the corresponding operatorĨ 2 j defined via ( 
Proof . We prove the identity by comparing the Fourier series for arbitrary continuous functions f . (2.5) implies
Additionally, the same computation as used in Lemma 2.2 shows
Clearly,
. Comparing (5.16) and (5.17) yields the claim.
Proof . We refer to the proof of Proposition 5.6. Recognizing, that the only property ofĨ 2 j we need is the decay of the underlying kernelK 2
provided in (5.14). 
(similar forĨ 2 j ).
(ii) There is a different technique based on periodic versions of Plancherel-Polya inequalities (Marcinkiewicz-Zygmund inequalities) for 0 < p ≤ ∞, see [31, Thms. 6, 10] . A straight-forward modification of the argument in [31, Lem. 13,(ii)] gives for 0 < p ≤ ∞ and L > max{1/p, 1}
(similar forĨ 2 j ). In case L = 2 (de la Vallée Poussin) this yields an extension of [42, Lem. I.6.2] to the range 1/2 < p ≤ ∞.
(iii) By Lemma 5.10 and the uniform boundedness of the multivariate Fourier partial sum operator in L p (T d ), 1 < p < ∞, we obtain from (5.18) and (5.19) corresponding estimates also for I 1 j f p .
Theorem 5.13. Let 1 < p, θ < ∞ and r > max{
with unconditional convergence in S r p,θ F (T d ).
Proof . The proof of (i) is similar to Theorem 5.7, (i). We prove (ii) here. Inserting the decomposition (3.2), applying triangle inequality and afterwards Proposition 2.10 gives
The relation in (5.7) shows
Hence, Lemma 5.10 yields 
Lemma 5.11 with λ = 1 yields
We finish the proof by following the estimates in the proof of Theorem 5.7 beginning from (5.12).
Theorem 5.14. Let 1 < p < ∞, 0 < θ ≤ ∞ and r > 1 p .
(i) Then every f ∈ S r p,θ B(T d ) can be represented by
with unconditional convergence in S r p,θ B(T d ) in case θ < ∞, and with unconditional convergence in Sr p,ν B(T d ) for every r >r and 0 < ν ≤ ∞ in case θ = ∞.
Proof . To prove (i) we follow the proof of Theorem 5.9, (i). The assertion (ii) can be obtained following the proof of Theorem 5.13 where we replace Remark 5.15. Similar (but not nested) Dirichlet kernels were studied in [2] connected with sampling representations in case p = θ = 2.
Interpolation on Smolyak grids
In this section we analyze a direction-wise modified version of Smolyak's algorithm, cf. 
holds for all m ≥ 1.
Proof . Due to (6.2) an upper bound for the cardinality of AG Remark 6.2. Comparing this estimate to uniformly refined sparse grids (η = 1) we recognize that the underlying dimension of the space plays no role for the asymptotic bound. The dimension dependence is replaced by the µ largest refinement directions. 
holds for all m > 0. The operator generating vector η ∈ R d is chosen as η = r −
Proof . We start expanding f into the series (5.8). This allows us to estimate
We choose some parameters. Since L > 1 q + 1 we findq ∈ R with p <q < q such that L > 
Finally, using the diagonal embedding stated in Lemma 3.5, (vi) gives
which finishes the proof.
For θ = 2 we can reproduce and generalize a result due to Temlyakov [41] .
holds for all m ≥ 0. The operator generating vector η ∈ R d is chosen as η = ν − 1 p , where ν ∈ R d with r s = ν s , s = 1, . . . , µ and r 1 < ν s < r s , s = µ + 1, . . . , d.
wherep is chosen such that max{p, 1} <p < ∞ is fulfilled. Expanding into (5.8) and using triangle inequality yields
We have to distinguish the cases 0 < p ≤ 1 and the case p > 1. We start with 0 < p ≤ 1. The elementary embedding
In case p > 1 we apply Hölder's inequality with 1 =
Nikolskij's inequality (special case of Lemma 4.7) gives
In both cases Theorem 5.9 yields (6.4).
Step 2. The Jawerth-Franke type embedding implies
(cf. Lemma 3.6). Applying this we obtain
which proves the claim.
Remark 6.5. It is remarkable that Theorem 6.3 allows to use the Smolyak algorithm based on the classical (nested) trigonometric interpolation (Dirichlet kernel) in case 1 < q ≤ ∞ although p < q may be less than one. A similar observation has been made recently in [2, Rem. 6.12] .
In the remainder of this section we deal with Besov spaces S r p,θ B(T d ). A similar result as stated here was obtained by Dinh Dũng in [10] , see also [7] . We contribute the case min{p, θ} < 1 for the Fourier analytical approach and allow the Dirichlet kernel (L = 1) for q > 1. 
holds for all m > 0. The operator generating vector η ∈ R d is chosen as η = ν − Proof . First we prove the case q > 1 with θ < ∞. We findq < q such that L > 
Expanding f into the series (5.8) and applying Theorem 4.8 gives The same case study as in the lines after (6.5) withq = q finishes the proof. As usual in case θ = ∞ we have to replace the corresponding sum by sup.
Linear sampling recovery
In this section we consider the optimality of convergence rates for linear sampling algorithms in case of Triebel-Lizorkin and Hölder-Nikolskij spaces with mixed smoothness, we abbreviate by F . As a benchmark quantity we study linear sampling widths, cf. (1.1) in the introduction,
The following result is based on an observation by Novak/Triebel [25] for the univariate situation.
Theorem 7.4. Let 1 < p < 2 < q < ∞ and r > 
or more precisely
It is easy to check that this is an isometry that maps f ∈ S α p W to I r f ∈ S α+r p W , α ∈ R with (I r ) −1 = I −r . Therefore we may use the commutative diagram, Kolmogorov widths are s-numbers and fulfill a multiplicativity property that yields
Inserting the result from Theorem C.3 finishes the proof.
Surprisingly, a new result in [23] allows us to prove the following results for Gelfand nwidths of Hölder spaces S r p,∞ B(T d ). Proof . The upper bounds follow from the results for linear widths in [16] . The lower bounds are new. Malykhin and Ryutin proved in [23] the following bound on Kolmogorov n-widths for finite dimensional normed spaces
In the first case the technique for the lower bounds on linear widths presented in [16] works well also for Gelfand n-widths. The discretization stated there yields holds.
Lemma A.7. Let a > 0, b > 0 and f ∈ C(T).
(ii) Furthermore let b ′ > b > 0. Then
Proof . The proof is an easy exercise playing with the definition of the Peetre maximal function.
B Appendix: Some multi-indexed geometric sums Proof . We refer to [40, p. 10, Lemma D] .
Proof . The proof with every single case has a history of more than 20 years. For an overview we refer to [12, Section 4.3] .
Theorem C.4. Let 1 < p ≤ 2 and r > 1 satisfying (8.2). Then
) log (µ−1)r 1 n.
Proof . We refer to [24, Theorem 2.14].
