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Comparative validityIntroduction: When unique identiﬁers are unavailable, successful record linkage depends greatly on data
quality and types of variables available. While probabilistic linkage theoretically captures more true
matches than deterministic linkage by allowing imperfection in identiﬁers, studies have shown inconclu-
sive results likely due to variations in data quality, implementation of linkage methodology and valida-
tion method. The simulation study aimed to understand data characteristics that affect the performance
of probabilistic vs. deterministic linkage.
Methods: We created ninety-six scenarios that represent real-life situations using non-unique identiﬁers.
We systematically introduced a range of discriminative power, rate of missing and error, and ﬁle size to
increase linkage patterns and difﬁculties. We assessed the performance difference of linkage methods
using standard validity measures and computation time.
Results: Across scenarios, deterministic linkage showed advantage in PPV while probabilistic linkage
showed advantage in sensitivity. Probabilistic linkage uniformly outperformed deterministic linkage as
the former generated linkages with better trade-off between sensitivity and PPV regardless of data qual-
ity. However, with low rate of missing and error in data, deterministic linkage performed not signiﬁcantly
worse. The implementation of deterministic linkage in SAS took less than 1 min, and probabilistic linkage
took 2 min to 2 h depending on ﬁle size.
Discussion: Our simulation study demonstrated that the intrinsic rate of missing and error of linkage vari-
ables was key to choosing between linkage methods. In general, probabilistic linkage was a better choice,
but for exceptionally good quality data (<5% error), deterministic linkage was a more resource efﬁcient
choice.
 2015 Elsevier Inc. All rights reserved.1. Introduction
Record linkage improves data completeness and quality, and is
useful in a variety of research settings, including health service
and outcome, pharmacoepidemiology and comparative effective-
ness [1]. Deterministic linkage and probabilistic linkage are two
common methods to merge databases from different sources
[2–4]. Many factors must be considered when choosing the most
optimal linkage method. First, it depends on prior knowledge ofthe database’s quality and availability. Smith described three
main challenges of record linkage, error in databases, discrimina-
tive power of identiﬁers, and ﬁle size [5]. The rate of erroneous
entries and missing values are particular to the ﬁles involved in
linkage project, which are highly variable. Some previous studies
reported error rates ranging from 4% to 15% [6–8] and missing
rates of 0–9% [8,9] in surnames, given names, zip code and date
of birth in disease registries and medical administrative data-
bases. When these rates are high, deterministic linkage will pro-
duce a large number of false negative (FN) links, compromising
sensitivity. Probabilistic linkage may be employed to overcome
this issue [3,4]. By allowing imperfect matches due to partially
inaccurate or missing data, more links are captured, which
includes false positive (FP) links. This raises yet other issues,
Table 1
Experimental setting of basic scenario, linkage of two datasets each with 10,000
records and 5 variables.
Linkage variable Distribution Rate of missing and error (%)
Provider locationa Uniform (53) 0.5
Provider code Uniform (100) 1
Admission Date Uniform (365) 1
Date of Birth Normal (76 yr, 3 yr) 2.5
Gender Uniform (2) 0.25
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sensitivity and PPV [10]. Furthermore, unique identiﬁers such
Social Security Number are rarely available [1,11], non-unique
linkage variables must be chosen carefully such that there is suf-
ﬁcient discriminative power to identify a unique match. This step
is crucial to both linkage methods. Probabilistic linkage also
involves a more complicated and time-consuming algorithm than
deterministic linkage. Linkage quality and processing time of the
same datasets may differ depending on the linkage software
and programming system [12]. Finally, ﬁnding an effective valida-
tion method is challenging and a good gold standard is difﬁcult to
obtain; unique identiﬁers are still prone to entry errors and man-
ual review may be both costly and biased [10,13].
Recent reviews have emphasized the need for a comparative
evaluation of linkage methods [10,11]. A few studies have been
done with different real-life databases and simulated datasets,
and superior performance of either method as well as similar per-
formance of both methods have been demonstrated [8,14–21]. We
think that the differences among study results arise from varia-
tions in (1) data quality and availability, (2) the implementation
of linkage method, and (3) the method of performance validation.
The aim of the study was to understand, in a systematic way, the
effect of database quality on linkage outcomes of probabilistic vs.
deterministic linkage, and to shed light on scenarios in which
one linkage method outperforms the other. We created a series
of scenarios that represent a variety of real linkage situations by
varying 3 parameters of database, rate of missing and error, dis-
criminative power, and ﬁle size. We then implemented both link-
age methods with programs developed in-house and assessed the
performance difference with standard validity metrics and
runtime.Fig. 1. Study design of2. Methods
2.1. Study design
The simulation study was designed based on the structures of
our previous linkage projects [8,21]. We created datasets that rep-
resent a typical Medicare claims registry [22,23] for in-hospital
events of one year (Fig. 1). The datasets had ﬁve common
non-unique linkage variables, provider location, provider code,
admission date, date of birth and gender. We chose these linkage
variables as we have previously shown that this selection made
each record unique at the hospitalization level and yielded accu-
rate linkage outcomes [8,21]. The records were created by ran-
domly drawing values for each variable on the pre-speciﬁed
distribution (Table 1). In real-life linkage scenarios, we do not
expect databases to have 100% linkage rate as the data sources
are usually not built for the same purposes [1]; our previous link-
age studies had expected linkage rate between 55% and 65% [8,21].
To make the simulations more representative of real-life scenarios,
we simulated the datasets such that 60% of dataset A had 1-to-1
true matches in dataset B; this created the corresponding commonsimulation study.
a Provider location is a blocking variable.
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in this common part, which served as the gold standard for perfor-
mance validation. We introduced a range of missing and error val-
ues to linkage variables in Bc, which was the sole contributor of
misclassiﬁcation of links. The expected linkage rate contributed
to the total number of links and non-links, but not to the misclas-
siﬁcation of links. Lastly, the non-common parts Anc and Bnc were
generated independently and added to Ac and Bc to make up the
ﬁnal datasets, A and B. Ninety-six different scenarios were gener-
ated (see 2.2 Scenarios). For each scenario, linkage datasets were
repeatedly generated 100 times to ensure valid distributions and
computational efﬁciency. The datasets were matched via deter-
ministic linkage and probabilistic linkage respectively using
non-unique linkage variables only and then validated with the
unique identiﬁer. Linkage outcomes of the 100 simulations were
averaged for each scenario.
2.2. Scenarios
We created ninety-six scenarios by altering three data parame-
ters, rate of missing and error, discriminative power and ﬁle size
(Fig. 1). The combination of ﬁle size and rate of missing and error
of linkage variables represented the quality of databases used in
a linkage project. Larger datasets and more errors increased the dif-
ﬁculty of linkage success. Discriminative power described the
amount of information provided by a linkage rule. The various
levels could be obtained by standard optimization techniques, such
as using more variables, different variables with unique distribu-
tions, N-X variants of the same rule, or subcomponents of variables
[14,19,24]. However, as the number of matching patterns
increases, usually the rate of error entries also increases. We aimed
to replicate these real-life challenges in our simulated scenarios.
The basic scenario had the highest level of discriminative power
and lowest rate of missing and error, i.e. best quality scenario
(Table 1). Datasets A and B were of equal ﬁle sizes, 10,000 records,
and 6000 of them were in common. Provider location is a uni-
formly distributed numeric with 53 values. This represents typical
locations of Medicare-reimbursed providers, the 50 U.S. states, the
District of Columbia, U.S. territories, and international locations.
Provider code is a uniformly distributed numeric with 100 values,
which is unique within each provider location. Admission date is a
uniformly distributed date variable with 365 values. Date of birth
is a normally distributed date variable with a mean of 76 years
and a standard deviation of 3 years. Gender is a uniformly dis-
tributed numeric with 2 values. Given these distributions, the
probability of chance agreement on all ﬁve variables in the basic
scenario is 1/[53  100  365  6500  2] = 3.98  1011. The
expected number of pairs that match on all ﬁve variables by chance
is 10,000  10,000  3.98  1011 = 3.98  103. We assigned the
following rate of missing and error to the common part of dataset
B, 0.5% for provider location, 1% for provider code, 1% for admission
date, 2.5% for date of birth, and 0.25% for gender. Missing and error
each contributed to half of this rate.
From the basic scenario, we created a total of ninety-six linkage
scenarios using four rates of missing and error, four levels of dis-
criminative power and six ﬁle sizes (Fig. 1). We set the rate of miss-
ing and error of linkage variables to 1 (very low), 2 (low), 4
(medium), and 8 (high) times the basic scenario, demonstrating
incrementally worsening data quality. We changed the discrimina-
tive power of 3 linkage variables, provider code, admission date
and date of birth, by 1, 1/10, 1/25, and 1/50 times the basic scenar-
io, such that the ﬁnal discriminative power were 1 (very high),
1/103 (high), 1/253 (medium), 1/503 (low) times the basic scenario.
This represented decreasing power of linkage rule to identify true
matching patterns. We have only used one pass of blocking to
reduce linkage time, while multiple passes could be employed tocircumvent missed matches due to errors in blocks. The discrimi-
native power of blocking variable provider location and linkage
variable gender were set as constant across scenarios, they also
required exact match and did not contribute to the variability in
linkage errors. We created three ﬁle sizes with equal ratio,
1000:1000, 10,000:10,000, and 50,000:50,000, and three ﬁle sizes
with unequal ratio, 10,000:50,000, 10,000:100,000 and
10,000:200,000. This served to examine whether more, and how
much more, information was needed to discriminate true matches
when working with larger ﬁles and disproportionately sized
ﬁles.
2.3. Linkage methods
2.3.1. Deterministic linkage method
In the deterministic linkage method, all records of dataset A
were compared against all records of dataset B. Only record pairs
that agreed exactly on all ﬁve linkage variables were accepted as
links. Any mismatch prevented a linkage, whether it arose from a
true non-match or an error or missing value of a potential true
match.
2.3.2. Probabilistic linkage method
Both dataset A and dataset B were blocked into 53 provider
locations, and records within each block were compared using
the other four non-unique linkage variables via the conventional
probabilistic linkage method [4,25]. For each linkage variable, the
pre-speciﬁed rate of missing and error determined the probability
that a record pair agrees on a linkage variable given that the pair is
a true match (mi probability); the pre-speciﬁed discriminative
power determined the probability that a record pair agrees on a
variable given that the pair is a true non-match (ui probability).
A weight score was assigned to each variable ﬁeld of each record
pair, which was a positive weight log2(mi/ui) for agreement, a neg-
ative weight log2[(1 mi)/(1  ui)] for disagreement and a weight
of 0 for missing values. Partial agreement in variables was not
examined. Finally, a composite weight was calculated for each
record pair by taking the sum of weights of all linkage variables.
In our study, one-to-none, one-to-one, one-to-many and
many-to-one links were allowed. Among all possible patterns only
one pair was the true match for each record in Ac the common part
of dataset A, which was assigned a unique identiﬁer for perfor-
mance validation. Finally, a single cutoff weight was chosen above
which all pairs were considered links. Cutoff or threshold setting is
a critical and difﬁcult step of probabilistic linkage that affects the
classiﬁcation of matches and non-matches [10]. Because of the
simulated nature of our data, we selected an initial cutoff by the
expected number of linkage pairs or 60% of dataset A, and opti-
mized it by selecting the next value with the largest f-measure
(max f-measure). The cutoff must have a positive value.
2.4. Performance measures and validation
We assessed the validity of linkage outcomes with standard
metrics [10]. There are two types of errors that can be generated
in record linkage, FN and FP, which respectively contribute to sen-
sitivity (or recall) and PPV (or precision). Ideally both types of
errors need to be minimized but there is always a trade-off. The
harmonic mean of sensitivity and PPV, or f-measure, ﬁnds the best
compromise between them [10]. The f-measure attains a high
value only if both sensitivity and PPV are high. There are merits
to examining sensitivity and PPV as separate metrics when a speci-
ﬁc level of sensitivity (or PPV) is desired.
Sensitivity ¼ Number of TP
Number of TPþ Number of FN
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Number of TPþ Number of FPf-measure ¼ 2 Sensitivity PPV
Sensitivityþ PPV
We used f-measure, linkage quality and runtime as primary
metrics, and sensitivity and PPV as secondary metrics to assess
linkage outcomes. A linkage quality measure was calculated using
f-measure, which was improved on an evaluation methodology by
Ferrante and Boyd [12]. Scenarios with f-measureP 0.90 were
considered ‘‘very good’’, those with 0.85 6 f-measure < 0.90 were
relatively ‘‘good’’, those with 0.80 6 f-measure < 0.85 were ‘‘fair’’,
those with 0.50 6 f-measure < 0.80 were ‘‘poor’’, and
f-measure < 0.50 were ‘‘very poor’’. We allowed 1-to-many links
or non-unique links in the calculation of sensitivity. The true status
of matching was determined by the unique identiﬁer in the com-
mon part between dataset A and dataset B, which was a true gold
standard. Performance metrics of the 100 simulations were aver-
aged for each scenario.2.5. Software
All analyses including data simulation, linkage methods and
performance validation were performed in SAS 9.3 [26].
Deterministic linkage and probabilistic linkage were implemented
with our in-house SAS algorithms.3. Results
Table 2 summarizes the performances of deterministic linkage
and probabilistic linkage in ninety-six test scenarios that varied
by rate of missing and error, discriminative power of variables
and ﬁle size. Across scenarios, deterministic linkage showed
advantage in PPV while probabilistic linkage showed advantage
in sensitivity. By examining the combined effect of sensitivity
and PPV or the f-measure, database quality (rate of missing and
error) was the main parameter that differentiated performances
of the two methods. At very low and low rates of missing and error
(i.e. no more than 2.5% and 5% error in any one variable), the
majority of linkable record pairs matched exactly. The two linkage
methods had similar f-measures and identical linkage quality mea-
sures, regardless of variations in ﬁle size and discriminative power
of scenarios. When the data quality became poorer, more differen-
tiations were observed. As a greater amount of error and missing
values was introduced to the linkable data parts, sensitivity and
PPV of both methods deteriorated and the sensitivity of determin-
istic linkage was most signiﬁcantly negatively affected
(Supplementary Table 1). As a result, the f-measure and linkage
quality measure of probabilistic linkage were better than or equal
to those of deterministic linkage.
As the discriminative power of linkage rule increased, both
methods showed improvements in f-measures from higher PPV,
and probabilistic linkage was more strongly positively affected
because both sensitivity and PPV were improved (Supplementary
Table 1). The most contrast in performance was observed when
discriminative power was at its extremes. Using variables of sufﬁ-
ciently high discriminative power, probabilistic linkage always
generated linkages with very good quality even if the rate of miss-
ing and error was very high in the database, in which case deter-
ministic linkage performed poorly or very poorly (Table 2). The
f-measures of both methods were indistinguishable when discrim-
inative power was at the lowest, regardless of the rate of missing
and error and ﬁle size. Without sufﬁciently discriminative informa-
tion, both methods failed to identify many true matches andgenerated FP or duplicates due to identical information in the link-
age rule.
As the size of both ﬁles or of the larger ﬁle increased, perfor-
mances of both methods deteriorated but became less differential.
In deterministic linkage, the advantage of higher PPV increased and
the disadvantage of sensitivity decreased as ﬁles enlarged, result-
ing in narrowed gap between f-measures of the two methods
(Supplementary Table 1). And a similar trend was observed in pro-
portionate and disproportionate increases in ﬁle sizes. By design,
true matches were always 60% of File A. The percentage of
unmatchable of File B remained unchanged as 40% in the propor-
tionately sized scenarios, while the percentage of unmatchable of
File B increased in the disproportionately sized scenarios. It was
increasingly difﬁcult to distinguish true linkage patterns from a
quickly rising number of false linkage patterns, due to equally
low weights in probabilistic linkage and total mismatches in deter-
ministic linkage. The negative effect of increase in ﬁle size was
most obvious in the worst-case scenarios, i.e. high rate of missing
and error and low discriminative power; f-measures dropped from
0.791–0.339 in deterministic linkage and 0.831–0.339 in proba-
bilistic linkage as ﬁle sizes increased from 1000:1000 to 10,000
to 200,000 (Table 2). Changes of ﬁle sizes had negligible impact
on linkage outcomes in the best-case scenarios, i.e. very low rate
of missing and error and very high discriminative power; both
methods attained f-measures above 0.975 across sizes.
The computation time of probabilistic linkage increased propor-
tionately with increases in ﬁle size, on the other hand determinis-
tic linkage always performed in less than 1 min (Table 3). In
probabilistic linkage, the smallest scenarios 1000:1000 and
10,000:10,000 took 2 min or less while the largest scenarios
50,000:50,000 and 10,000:200,000 took 50–100 min and 40–
80 min respectively. When working with large ﬁles, deterministic
linkage showed greater advantage over probabilistic linkage in
terms of computational efﬁciency and simplicity of
implementation.4. Discussion
The need for comparative evaluation of linkage methods has
been emphasized by recent reviews [10,11]. Linkage outcomes
are affected by database quality, implementation of linkage and
method used for performance validation. We systematically imple-
mented and evaluated deterministic linkage vs. probabilistic link-
age in a wide range of simulated scenarios. Probabilistic linkage
demonstrated superior performance to deterministic linkage in
most scenarios of our study, which was consistent with several
previous studies using real-life data [15–18]. While most previous
studies used sensitivity and PPV to evaluate linkage outcomes, we
primarily used the f-measure that found the optimal balance
between sensitivity and PPV. Based on a review of previous linkage
studies of medical databases, there is not a speciﬁc suggested cut-
off value for sensitivity or PPV [7,15,19,27–30]. Ideally both param-
eters need to be optimized, however some studies suggested to
sacriﬁce sensitivity and maintain a high PPV, because FP biases
both the risk ratio and risk difference to the null while FN does
not affect risk ratio [6,13]. The f-measure used in our study better
captured the trade-off between sensitivity and PPV than single
metrics [10]. Deterministic linkage achieved higher or equal PPV
and lower or equal sensitivity than probabilistic linkage. These dif-
ferences in individual metrics were not signiﬁcant enough to show
a difference in the f-measures of two linkage methods when the
rate of missing and error was very low or low, regardless of the dis-
criminative power and ﬁle size. However, the disadvantage of sen-
sitivity outweighed the advantage of higher PPV in deterministic
linkage when the rate of missing and error was medium or high
Table 2
Performance comparison of probabilistic linkage and deterministic linkage in 96 scenarios with 4 rates of missing and error, 4 levels of discriminative power, and 6 ﬁle sizes.
Database quality File size
Rate of missing &
error
Discriminative
power
1000:1000 10,000:10,000 50,000:50,000
Probabilistic Deterministic Probabilistic Deterministic Probabilistic Deterministic
f LQ f LQ f LQ f LQ f LQ f LQ
Very low Very high 0.997 Very good 0.973 Very good 0.995 Very good 0.975 Very good 0.990 Very good 0.975 Very good
High 0.989 Very good 0.973 Very good 0.984 Very good 0.975 Very good 0.976 Very good 0.971 Very good
Medium 0.986 Very good 0.972 Very good 0.965 Very good 0.961 Very good 0.904 Very good 0.904 Very good
Low 0.968 Very good 0.962 Very good 0.861 Good 0.861 Good 0.582 Poor 0.582 Poor
Low Very high 0.992 Very good 0.948 Very good 0.990 Very good 0.948 Very good 0.980 Very good 0.948 Very good
High 0.978 Very good 0.949 Very good 0.964 Very good 0.948 Very good 0.950 Very good 0.944 Very good
Medium 0.968 Very good 0.948 Very good 0.944 Very good 0.935 Very good 0.879 Good 0.879 Good
Low 0.940 Very good 0.940 Very good 0.837 Fair 0.837 Fair 0.565 Poor 0.565 Poor
Medium Very high 0.983 Very good 0.895 Good 0.980 Very good 0.895 Good 0.973 Very good 0.895 Good
High 0.958 Very good 0.896 Good 0.937 Very good 0.896 Good 0.881 Good 0.892 Good
Medium 0.934 Very good 0.896 Good 0.903 Very good 0.884 Good 0.840 Fair 0.831 Fair
Low 0.902 Very good 0.890 Good 0.792 Poor 0.792 Poor 0.532 Poor 0.532 Poor
High Very high 0.968 Very good 0.788 Poor 0.958 Very good 0.789 Poor 0.947 Very good 0.789 Poor
High 0.940 Very good 0.792 Poor 0.870 Good 0.791 Poor 0.808 Fair 0.788 Poor
Medium 0.886 Good 0.794 Poor 0.786 Poor 0.782 Poor 0.751 Poor 0.734 Poor
Low 0.831 Fair 0.791 Poor 0.721 Poor 0.702 Poor 0.468 Very poor 0.468 Very poor
File size
10,000:50,000 10,000:100,000 10,000:200,000
Probabilistic Deterministic Probabilistic Deterministic Probabilistic Deterministic
f LQ f LQ f LQ f LQ f LQ f LQ
Very low Very high 0.991 Very good 0.975 Very good 0.990 Very good 0.975 Very good 0.989 Very good 0.975 Very good
High 0.981 Very good 0.973 Very good 0.977 Very good 0.971 Very good 0.973 Very good 0.968 Very good
Medium 0.937 Very good 0.937 Very good 0.909 Very good 0.909 Very good 0.857 Good 0.857 Good
Low 0.720 Poor 0.720 Poor 0.599 Poor 0.599 Poor 0.447 Very poor 0.447 Very poor
Low Very high 0.981 Very good 0.948 Very good 0.981 Very good 0.948 Very good 0.980 Very good 0.948 Very good
High 0.955 Very good 0.946 Very good 0.952 Very good 0.944 Very good 0.945 Very good 0.941 Very good
Medium 0.916 Very good 0.911 Very good 0.883 Good 0.883 Good 0.832 Fair 0.832 Fair
Low 0.698 Poor 0.698 Poor 0.579 Poor 0.579 Poor 0.431 Very poor 0.431 Very poor
Medium Very high 0.979 Very good 0.895 Good 0.974 Very good 0.895 Good 0.959 Very good 0.895 Good
High 0.922 Very good 0.894 Good 0.884 Good 0.892 Good 0.904 Very good 0.889 Good
Medium 0.880 Good 0.861 Good 0.845 Fair 0.833 Fair 0.783 Poor 0.783 Poor
Low 0.656 Poor 0.656 Poor 0.540 Poor 0.540 Poor 0.399 Very poor 0.399 Very poor
High Very high 0.951 Very good 0.789 Poor 0.943 Very good 0.789 Poor 0.943 Very good 0.789 Poor
High 0.866 Good 0.789 Poor 0.848 Fair 0.788 Poor 0.777 Poor 0.784 Poor
Medium 0.797 Poor 0.760 Poor 0.771 Poor 0.734 Poor 0.710 Poor 0.686 Poor
Low 0.573 Poor 0.573 Poor 0.466 Very poor 0.466 Very poor 0.339 Very poor 0.339 Very poor
Rates of missing and error: 1 (very low), 2 (low), 4 (medium), 8 (high) times basic scenario. Levels of discriminative power: 1 (very high), 1/103 (high), 1/253 (medium), 1/503
(low) times basic scenario.
f: f-measure; LQ: linkage quality based on f-measure.
Table 3
Computation time of one simulation of linkage scenario by deterministic linkage and
probabilistic linkage based on a PC with Intel i5 4 core 2.53 GHz CPU and 4 GB RAM.
File size Computation time
Deterministic
linkage (min)
Probabilistic
linkage (min)
1000:1000 <1 1.5
10,000:10,000 <1 2
50,000:50,000 <1 50–100
10,000:50,000 <1 10–20
10,000:100,000 <1 20–30
10,000:200,000 <1 40–80
84 Y. Zhu et al. / Journal of Biomedical Informatics 56 (2015) 80–86and probabilistic linkage showed higher f-measures than deter-
ministic linkage. These differences between linkage methods nar-
rowed as ﬁle sizes increased.
While we employed a simple deterministic algorithm requiring
exact matches of all variables of a linkage rule, some previousstudies showed improved performance with optimization tech-
niques [14,19,20]. Tromp et al. showed that the N-1 variant per-
formed better than the simple deterministic method, however
probabilistic linkage still outperformed the former two methods;
performance was evaluated by the numbers of FP and FN [14].
Gomatam et al. used a stepwise deterministic method to select
N-1 variant and identify the best matching pattern depending on
a priori knowledge about the databases [19]. Similar to our ﬁnd-
ings, they showed that in the stepwise deterministic method, the
advantage of higher PPV increased and disadvantage of sensitivity
decreased with increasing size of the larger ﬁle. While they only
examined up to an additional 5% of unmatchable records, we sim-
ulated up to 97% unmatchable records in the most disproportion-
ately sized scenarios with 10,000:200,000 records. Joffe et al.
showed that derivatives of deterministic linkage with automated
optimization allowed for a smaller manual review set and outper-
formed probabilistic linkage [20]. The probabilistic linkage was
implemented similarly to our study but the deterministic method
Y. Zhu et al. / Journal of Biomedical Informatics 56 (2015) 80–86 85allowed for partial matches whereas our study and most previous
studies only allowed for exact matches [8,14–19]. Another reason
for the discrepancy in results could be their use of optimization
technique in deterministic linkage, which searched for the cutoff
weight that minimized the sum of FP and FN.
Although probabilistic linkage outperformed deterministic link-
age in most scenarios, the results were comparable if only a very
low or low rate of missing and error was present in the database,
regardless of the discriminative power of linkage rules and ﬁle
sizes. These ﬁndings were consistent with a simulation study by
Tromp et al. and our two previous studies that linked the
Centers for Medicare and Medicaid Services’ Implantable
Cardioverter-Deﬁbrillator Registry to the Medicare Provider
Analysis and Review database [8,14,21]. These real-life databases
had similar quality as our best-case scenarios — although the
intrinsic error rate was unknown the obvious error rate and miss-
ing rate after data cleaning were close to 0%. Highly unique vari-
ables were available in these studies, and the best linkage rule
possessed discriminative power similar to the highest level of
our simulations. Outcomes of deterministic linkage [8] and proba-
bilistic linkage [21] were comparable using sufﬁciently discrimina-
tive linkage variables in both methods and appropriate cutoff
selection in probabilistic linkage. The performance of deterministic
linkage [8] with reduced discriminative power was poorer than our
simulations because only 1-to-1 linkages were used in linkage rate
and sensitivity. Furthermore, these two previous studies used a
conservative gold standard which were likely to miss some true
matches and yield lower sensitivity. These previous studies did
not report processing time of linkage, but in our simulations for
these high quality scenarios deterministic linkage was a more
resource efﬁcient choice, given it generated equally valid linkage
outcomes and was easier and faster to implement.
There are several limitations to our study. One limitation is
around the simulated nature of our data. Our study design was
based on the infrastructures of registry and medical claims data-
bases [22,23]. Our ﬁndings are not limited to these types of data-
bases or selection of linkage variables, but generalizable to all
linkage scenarios expressed with similar linkage parameters. The
best effort was made to create scenarios representative of
real-world challenges, in terms of quantity of errors, types of vari-
ables, availability of identiﬁers, and these aforementioned factors
in relation to the size of linkage task. There were characteristics
of databases that we did not incorporate. Only numerical variables
were simulated, because character variables such as names and
addresses are not always disclosed for research. Previous studies
[31] have shown that dependency among linkage variables can
result in misclassiﬁcation of record pairs and bias in linkage out-
comes. We did not study this issue and our simulations satisﬁed
the conditional independence assumption by design.
One challenge with record linkage is ﬁnding a gold standard.
Uncertainties in gold standard and errors in test linkage add indis-
tinguishably to the misclassiﬁcation of matches and non-matches.
The simulated nature of our data gave a known, accurate standard
by design, however, in practice it is not as straightforward. The
conventional method involves manual review of the same informa-
tion as the linkage rules and, if available, additional identifying
information. Experience with matching procedures and knowledge
of databases are determining factors of linkage success. A system-
atic approach could prevent reviewer bias [32], however manual
review remains a time-consuming and experience-dependent pro-
cedure. Some studies have explored automated methods to esti-
mate PPV without manual review, but assumptions on the
numbers of links and FP need to be met [13,21].
We employed an automated method to set a single cutoff or
threshold in probabilistic linkage where the expected linkage rate
was met and the f-measure was maximized. The absence ofmanual review may compromise linkage quality, but this method
well-suited our simulations as it improved computational efﬁ-
ciency and the same methodology was applied to all scenarios
for consistency. When working with real-life databases, as true
gold standards are rarely available, cutoff selection often involves
manual review of uncertain links around a single cutoff weight
or between two cutoffs. This adjusts the trade-off between sensi-
tivity and PPV based on speciﬁc knowledge of the databases and
priorities of the linkage project [13]. In addition, Joffe et al. showed
that the size of manual review set in cutoff setting could be signif-
icantly reduced by machine learning optimization techniques [20] .
Their study also suggested an advantage of manual review in gen-
erating training set and improving linkage outcomes, however it
was not clear what was the minimal size required to achieve opti-
mal results.
Another limitation of our study was that we did not consider
partial agreement as an outcome of variable comparison in proba-
bilistic linkage, such as transposition errors. This resulted in a less
reﬁned distribution of weights, but the patterns of linkage out-
comes were not expected to deviate signiﬁcantly. Partial agree-
ment may add more evidence in favor of a link but it also runs
the risk of introducing FPs [10].
Our study had a comprehensive and robust design and it could
serve as a benchmark comparison of the two common linkage
methods. Choosing the optimal linkage method is a case-by-case
decision. One must consider database quality, uniqueness of iden-
tiﬁers, ﬁle size and the respective penalties associated with FP links
and FN links for the speciﬁc linkage project. Availability of linkage
software programs and computation time are also important fac-
tors to consider. Our simulation study demonstrated that the
intrinsic rate of missing and error of linkage variables was key to
choosing between linkage methods. In general, probabilistic link-
age generated better outcomes and was a conservative choice
especially if the data quality was unknown. For databases of very
good quality (i.e. no more than 5% rate of missing and error in
any linkage variable), the linkage quality of both methods were
comparable and deterministic linkage was a more resource efﬁ-
cient choice. The worst-case scenarios with the highest rate of
missing and error or lowest level of discriminative power were
likely to be uncommon and unsuited for linkage by either method.
More researches are needed to create a general guideline applica-
ble to different linkage scenarios. Also needed is research on a con-
venient and accurate method of linkage performance validation in
the absence of a true gold standard that relies less heavily on man-
ual review.
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