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ABSTRACT
We compute the expected cosmic rates of tidal disruption events induced by individual
massive black holes (MBHs) and by MBH binaries (MBHBs) – with a specific focus
on the latter class – to explore the potential of TDEs to probe the cosmic population
of sub-pc MBHBs. Rates are computed by combining MBH and MBHB population
models derived from large cosmological simulations with estimates of the induced TDE
rates for each class of objects. We construct empirical TDE spectra that fit a large
number of observations in the optical, UV and X-ray and consider their observability
by current and future survey instruments. Consistent with results in the literature, and
depending on the detailed assumption of the model, we find that LSST and Gaia in
optical and eROSITA in X-ray will observe a total of 3000–6000, 80–180 and 600–900
TDEs per year, respectively. Depending on the survey, one to several percent of these
are prompted by MBHBs. In particular both LSST and eROSITA are expected to see
150–450 MBHB induced TDEs in their respective mission lifetimes, including 5–100
repeated flares. The latter provide an observational sample of binary candidates with
relatively low contamination and have the potential of unveiling the sub-pc population
of MBHBs in the mass range 105M < M < 107M, thus informing future low
frequency gravitational wave observatories.
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1 INTRODUCTION
Tidal disruption events (TDEs) occur when the tidal forces
exerted on a star upon close approach to a massive black hole
(MBH) overwhelm its self gravity and pull it apart. First
predicted by Hills (1975), a steady stream of theoretical work
followed throughout the 1970s and 1980s with Rees (1988,
1990) and Phinney (1989) notably predicting a characteristic
visible flare which decays as t−5/3. The first observations
came in the late 1990s, with the ROSAT X-ray telescope
discovering four candidates in this era (Bade et al. 1996;
Komossa & Bade 1999; Komossa & Greiner 1999; Grupe
et al. 1999; Greiner et al. 2000). Optical and UV detections
have followed more recently (see Komossa 2015, for a review
of observational progress), yielding a few tens of candidate
flares across the electromagnetic spectrum. Auchettl et al.
(2017) present a larger sample of ∼ 70 X-ray events which
? E-mail: sjt202@cam.ac.uk
have at one point been identified as TDEs, but find that only
a fraction of these can be confidently classed as TDEs1.
Of the observed events, one – SDSS
J120136.02+300305.5 (Saxton et al. 2012) – has been
proposed by Liu et al. (2014) as having a massive black
hole binary (MBHB) origin, on the basis of dips in the
light curve, a phenomenon suggested by Liu et al. (2009)
as a way of distinguishing a binary-induced disruption.
Light curve interruption is given further consideration by
Vigneron et al. (2018), with particular focus on the effect
of binary orbital separation. More recently, the transient
ASASSN-15lh has been suggested as arising from disruption
by an MBHB (Coughlin & Armitage 2018), but numerous
alternative scenarios exist for this event (Dong et al. 2016;
Leloudas et al. 2016; Coughlin et al. 2018).
Whilst a single MBH sitting at the centre of a galaxy
disrupts stars at a rate of 10−5–10−4 yr−1 (e.g. Magorrian
1 An evolving list of events which have at one point been iden-
tified as TDEs can be found at The Open TDE Catalog (https:
//tde.space/).
c© 2018 The Authors
ar
X
iv
:1
81
1.
01
96
0v
2 
 [a
str
o-
ph
.G
A]
  1
5 J
ul 
20
19
2 S. Thorp, E. Chadwick and A. Sesana
& Tremaine 1999; Donley et al. 2002; Wang & Merritt 2004;
Gezari et al. 2008; Stone & Metzger 2016), when an MBHB
is present, it has been shown that the tidal disruption rate
can be increased by orders of magnitude by three body in-
teractions. The physics of the process was first investigated
by Ivanov et al. (2005) and later further explored by several
authors employing either three body scattering (Chen et al.
2009, 2011; Wegg & Bode 2011) or N-body simulations (Li
et al. 2017). Liu & Chen (2013) provided a comprehensive
description of the behaviour of the tidal disruption rate dur-
ing galaxy mergers. As the two MBHs spiral in through dy-
namical friction, TDEs become more common, due to the
perturbation of the stellar distribution that arises in the
merger process. This phase is followed by a burst of TDEs,
occurring when the two MBHs form a bound binary and
start scouring the central cusp of bound stars. When the
cusp has been erased and the loss cone is depleted, the now
hard binary disrupts stars at a much lower rate (Chen et al.
2008), although possibly comparable or higher than the typ-
ical rate for single MBHs (Coughlin et al. 2018; Darbha et al.
2018).
In particular, Chen et al. (2011) parametrize the tidal
disruption rates arising from pairing binaries as a function of
several key system properties, including binary mass, mass
ratio and the profile of the surrounding stellar distribution.
Compared to isolated MBHs, sub-pc binaries can produce,
for a relatively short period of time (up to few Myr), a
TDE rate enhancement of a few orders of magnitude, up
to ∼ 0.1 yr−1 when the most favourable conditions are met.
Put into a cosmological perspective, these results imply that
a non-negligible fraction of TDEs might be due to MBHBs
or, reversing the argument, that TDEs might be preferen-
tial signposts for identifying sub-pc MBHBs. Moreover, an
MBHB could trigger multiple disruptions over several years,
something which would be extremely unlikely to occur in
a galaxy containing a single MBH (see also Wegg & Bode
2011). Such a recurrent tidal flare from a galaxy could pro-
vide strong evidence for the presence of an MBHB in its
centre, and may allow us to study the MBHB’s parameters.
However, several alternative mechanisms for the triggering
of multiple disruptions exist – e.g., the capture and succes-
sive disruption of both members of a stellar binary (Mandel
& Levin 2015; Wu & Yuan 2018), the stabilization of an ec-
centric disc of stars in a galactic nucleus (which can lead to
temporarily enhanced TDE rates, as discussed in Madigan
et al. 2018), or the instantaneous loss cone refill expected
due to the recoil which follows an MBHB merger (Stone &
Loeb 2011).
We aim in this study to employ these results in estimat-
ing the number of TDEs detectable by LSST and eROSITA,
with a particular emphasis on those arising from MBHBs.
With LSST covering the optical sky, and eROSITA covering
the X-ray, scope exists for a large-scale multi-band investi-
gation of tidal disruptions. The possibility of applying these
instruments in the search for TDEs has been given prior
consideration, promising thousands of detections yearly with
LSST, and hundreds with eROSITA (e.g. van Velzen et al.
2011; Khabibullin et al. 2014; Mageshwaran & Mangalam
2015; Mangalam & Mageshwaran 2018). However only Wegg
& Bode (2011) have previously considered the search for
MBHB induced disruptions, predicting the detection of only
a few of these events per year with LSST.
In Section 2, we summarize the key results which we use
to calculate the tidal disruption rate for a particular MBH
or MBHB. In Section 3, we extract populations of galactic
centre MBHs and MBHBs from one of the Millennium–II
galaxy catalogues, and use this to build a distribution of
TDE rates. Section 4 describes our phenomenological ap-
proach to the modelling of TDE emission across the electro-
magnetic spectrum, with Section 5 describing our treatment
of the different surveys. Finally, Section 6 presents the detec-
tion rates we predict for each of the surveys, and considers
(in Section 6.2.1) the possibility of recurrent flares being
used to discriminate between MBHs and MBHBs.
2 TDE RATES
The tidal disruption radius of a black hole (i.e. the distance
from it at which a star will be disrupted) is given by
rt = r∗
(
MBH
m∗
)1/3
≈ 5× 10−6
(
r∗
R
)(
m∗
M
)−1/3(
MBH
106M
)1/3
pc, (1)
where MBH is the black hole mass, r∗ and m∗ are the stellar
radius and mass, and R and M are the solar radius and
mass (Rees 1988). In order to calculate the rate at which a
single black hole of a particular mass, MBH, disrupts stars,
we employ the empirically derived results of Stone & Met-
zger (2016), who find a rate of
N˙s = 1.86× 10−4
(
MBH
106M
)−0.404
yr−1, (2)
where we use Ns to represent the number of stars dis-
rupted by a particular MBH. This is derived based on ob-
servations which cover galaxies containing black holes of
MBH ≥ 106M, so should be treated with caution below
this limit. More generally, we also adopt an upper mass limit
of Mcrit = 6 × 107M, above which a (non-rotating) black
hole would be unable to support an accretion disc follow-
ing a disruption, and the star is considered to be swallowed
without producing a TDE. Since candidate TDEs from black
holes with masses down to around 105M exist, we assume
this as our lower mass limit. In order to safely extrapolate
the TDE rate of Stone & Metzger (2016) below 106M, we
follow Babak et al. (2017) in assuming that a black hole
cannot grow by more than an e-fold over a Hubble time,
tH = 13.4× 109 yr (with this value based on the cosmology
used in Guo et al. 2011). As such, for lower mass MBHs,
where the scaling of equation (2) would cause them to grow
by more than MBH/e over a Hubble time, we cap the TDE
rate to prevent this. In doing so, we must make an assump-
tion about the fraction of the stellar mass which is absorbed
by the MBH during a disruption. Assuming a typical star of
1M, we adopt a default model in which 0.45M is absorbed
per disruption, with this being based on the assumption that
10% of the ∼ 0.5M of bound material is lost due to winds
(e.g. Strubbe & Quataert 2009; Lodato & Rossi 2011). This
MNRAS 000, 1–21 (2018)
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gives an effective TDE rate of
N˙s = min
[
(MBH/M)× e−1
0.45× 13.4× 109 ,
1.86× 10−4
(
MBH
106M
)−0.404]
yr−1. (3)
The 0.45M of growth per disruption assumed above is
likely an upper limit for solar-type stars. As a counterpoint,
we also repeat some of our calculations for a lower limit of
0.15M. This is based on the loss of 70% of bound material
due to winds (e.g. Lodato & Rossi 2011).
Assuming a constant fraction of material lost, indepen-
dent of the TDE properties, is certainly an oversimplifica-
tion. It is expected that the the amount of material expelled
by winds strongly depends on the mass fallback rate onto
the black hole following a disruption (Dotan & Shaviv 2011;
Lodato & Rossi 2011). This, in turn, depends on black hole
mass, with Wu et al. (2018) finding that lower mass black
holes could experience a sustained phase of highly super-
Eddington accretion, whilst more massive black holes with
MBH & 107M are unlikely to experience super-Eddington
accretion at all. As such, we concede that it would be more
physically accurate to adopt a scaling where the fraction of
mass lost depends on MBH, with a higher mass correspond-
ing to lower fallback rate, a weaker wind, and consequently
less mass lost. Given the current state of knowledge of super-
Eddington accretion flows and winds, any description of this
dependence would require some ad-hoc assumption for the
fallback rate and wind loss scaling with MBH. A model for
the former could be obtained from Lodato & Rossi (2011)
or by interpolating fig. 1 of Wu et al. (2018). For the latter,
one could use the fitting formula given by Lodato & Rossi
(2011, eq. 28) derived from the results of Dotan & Shaviv
(2011). We note, however, that any such scaling for the wind
loss would predict nearly 100% mass loss for MBH . 106M,
meaning that applying it in equation (3) would leave equa-
tion (2) completely uncapped at masses for which it is just
an extrapolation of the results of Stone & Metzger (2016).
This would severely inflate the TDE rate at the low end
of the MBH mass function, which is generally inconsistent
with the fact that most observed TDEs can be attributed
to MBHs with M > 106M. Besides this, the main focus
of the paper is investigating TDEs from MBHBs. Those are
intrinsically dominated by high mass systems (see, Section
3.2 and figure 3) and their statistics are unaffected by the
behaviour of the low mass end of the single MBH TDE rate.
In light of these considerations, we keep the constant mass
loss fraction as an acceptable working hypothesis.
When considering disruptions arising from binaries, we
employ the theory developed by Chen et al. (2011) for sub-
pc, pairing systems. They assume that an MBHB is sur-
rounded by a stellar cusp which follows a density profile,
ρ(r) ∝ r−γ , within the binary’s sphere of influence. The
γ parameter introduced here is one of the key variables
defining the tidal disruption rate for a particular binary,
along with the primary black hole mass, M1, and mass ra-
tio, q = M2/M1. By modelling the decay of the binary self-
consistently during the cusp erosion, they find that an ap-
proximately constant TDE rate is sustained for a period
of time that depends on the aforementioned parameters,
followed by a steep decay. Using their parametrisation, we
therefore adopt a disruption rate described over time by a
step-function of amplitude
N˙b ≈ 6× 10−6 (3− γ)−2q
4−2γ
3−γ
(
M1
M
)2/3
yr−1, (4)
and duration
tD = 3043 (3− γ)3/2(1 + q)−1/2q
3γ−6
6−2γ
(
M1
M
)1/4
yr. (5)
for a total number of disrupted stars of
Nb ≈ 0.02 (3− γ)−1/2q
2−γ
6−2γ
(
M1
M
)11/12
, (6)
resulting from the combination of equations (4) and (5).
Numbers obtained with the simplified equation (6) are con-
sistent with the integrated numbers of TDEs found by Chen
et al. (2011) when consistently evolving the MBHBs within
the stellar cusp.
We stress that Chen et al. (2011) only model the cusp
erosion phase, which leads to significant binary shrinkage,
although this is generally insufficient to prompt coalescence
via GW emission (see, e.g., Sesana 2010). The binary will
then continue to harden via scattering of unbound stars and
TDEs will still occur, albeit at a lower rate. The contri-
bution of this later phase to the TDE rate from MBHBs
is discussed in Appendix A. Unless otherwise stated, rates
derived throughout the paper only account for the erosion
phase of the bound cusp by the newly formed sub-pc MBHB.
3 MBH/MBHB POPULATIONS
To model the population of MBHs and MBHBs along the
cosmic history, we employ the guo2010a catalogue of the
Millennium–II simulation (Lemson & The Virgo Consor-
tium, 2006; Boylan-Kolchin et al. 2009; Guo et al. 2011).
This has sufficient resolution to distinguish galaxies cen-
tred on black holes with masses down to a few ×104M.
Although recent progresses in high performance computing
made possible to perform fully hydrodynamical simulations
on cosmological comoving volumes of ∼100 Mpc a side (e.g.
Vogelsberger et al. 2014; Schaye et al. 2015), due to reso-
lution limitation, those simulations start to be incomplete
below galaxy masses of ∼ 1010M, corresponding to cen-
tral MBH masses of ∼ 106M. Therefore, any MBHB mass
function extracted from them would be incomplete at low
masses, especially for very unequal mass ratios (for exam-
ple, many 106M − 105M binaries are likely to be missing
due to the limiting resolution preventing the formation of
the typical host galaxy of a 105M MBH). Conversely, the
Millennium–II is essentially complete down to much lower
masses, allowing a reasonable reconstruction of the MBHB
mass function down to MBH ∼ 105M (see figure 1), in
the mass range relevant for this study. We also stress that
we do not expect incompleteness at M . 105M to be an
issue in our calculation. Given the mass scaling of the num-
ber of MBHB TDEs in equation (6), any low mass black
holes lost due to resolution will be extremely sub-dominant
in their contribution to the overall TDE cosmic population.
Throughout this work, we adopt the same cosmology as
MNRAS 000, 1–21 (2018)
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Figure 1. Differential MBHB merger rate as a function of primary black hole mass (left), mass ratio (centre), and redshift (right) in the
observer frame.
Guo et al. (2011), i.e. h = H0/(100 km s
−1 Mpc−1) = 0.73,
ΩΛ = 0.75 and ΩM = 0.25
2.
3.1 MBHB Merger Rate
We extract data on galaxy merger events from this simu-
lation; after filtering to remove insignificant events, we are
left with Nb = 169, 435 mergers across the history of the
Millennium–II simulation. Since the guo2010a model already
discriminates mergers leading to a satellite disruption from
those that are efficiently completed, we assume that each
of these events forms an MBHB that reaches sub-pc sepa-
ration and interacts efficiently with the central distribution
of stars. We caution, however, that this assumption might
be optimistic, since MBHs delivered by very minor mergers
might effectively stall at kpc separations instead of reach-
ing the centre of the merger remnant (Callegari et al. 2011;
Tremmel et al. 2018).
The properties M1 (primary mass, in solar masses),
q (mass ratio), and z (redshift) are used to place each
merger in a 3D grid. We bin M1 and q in 30 logarithmically
spaced bins, with M1 ∈ [104, 1010]M and q ∈ [0.003, 1].
The redshift, z, is binned according to the redshift of each
Millennium–II snapshot.
Dividing the number of events in each bin by the co-
moving volume, Vc, of the Millennium–II simulation gives
the approximate comoving merger density per unit mass,
mass ratio and redshift:
d4Nb
d logM1 d log q dz dVc
. (7)
For observational purposes, we want to know how many
mergers are observed on Earth per unit time. To obtain
this quantity, we use standard cosmological functions (Hogg
1999) to obtain:
d4Nb
d logM1 d log q dz dt0
=
d4Nb
d logM1 d log q dz dVc
· dVc
dz
· dz
dtr
· dtr
dt0
, (8)
where t0 is the time in Earth’s rest frame, and tr = t0/(1+z)
is the time in the rest frame of the source.
2 Although this cosmology is quite outdated, the precise values
of cosmological parameters will affect our results at the level of a
few percent at most.
To visualize this distribution, we can integrate out two
of the three parameters M1, q and z to get one-dimensional
distributions. These are shown in Fig. 1.
The mass function of merging binaries follows a typi-
cal Schechter function with a characteristic mass of about
108M. The drop-off below M ≈ 2 × 105M is due to the
resolution limit of the simulation, as described above.
The mass ratio distribution shows a plateau in the range
q ∈ [0.1, 1], with a steep drop at lower q, consistent with
the fact that the more frequent minor mergers often lead
to the disruption of the satellite before the merger is com-
plete. Although one could imagine that the MBH carried by
the secondary galaxy could still spiral in and form a binary,
progressive mass stripping has been found to severely affect
the efficiency of dynamical friction, effectively stalling the
orbital decay process and ending with the deposition of the
MBH far from the nucleus of the merger remnant (Tremmel
et al. 2018). We further notice that, even if the MBH from
the secondary galaxy is able to sink efficiently through the
primary and form a binary, it is likely that the black hole
mass ratio resulting from such a minor merger would be suf-
ficiently low that relativistic precession in the cusp would
counter any TDE rate enhancement due to the Kozai effect
(q . 0.01 is found to lead to near total suppression by Chen
et al. 2011).
The redshift distribution peaks around z = 2, tracing
the evolution of the comoving volume shell with redshift.
Integrating out all three of M1, q and z from equation
(8) gives the global merger rate as observed on Earth:
dNb
dt0
=
∫∫∫
d4Nb
d logM1 d log q dz dt0
d logM1 d log q dz .
(9)
For this specific MBHB population model, we get
dNb / dt0 ≈ 4 yr−1.
3.2 MBHB TDE Rate
Given the merger rate distribution, we now proceed to cal-
culate the tidal disruption rate. We multiply equation (8)
by Nb(M1, q, γ) as defined in equation (6), using the values
of M1 and q at the bin centres, limiting the mass range to
M1 ∈ [105, 6 × 107]M, the upper limit being set to the
value of Mcrit given in Section 2. The lower limit is arbi-
trarily set around the minimum estimated MBH mass of an
MNRAS 000, 1–21 (2018)
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Figure 2. Differential MBHB TDE rate as a function of primary black hole mass (left), mass ratio (centre), and redshift (right), in the
observer frame. The blue, green and red lines correspond to γ = 2, 1.75, 1.13 respectively, as labelled in the figure. The shaded area in
the central plot marks the region where the TDE rate scalings derived in Chen et al. (2011), and used in this work, are more reliably
applicable.
observed TDE. This gives the total number of disruptions
from MBHBs along the cosmic history:
d4Nb,tot
d logM1 d log q dz dt0
. (10)
As before, this can be integrated to get one-dimensional dis-
tributions, and the global MBHB TDE rate as observed on
Earth. In the calculation, we consider γ ∈ [1, 2]. Results for
selected γ are shown in Fig. 2. MBHB TDEs prefer high mass
systems, making the adopted cutoff at M1 = 10
5M irrele-
vant. The mass ratio distribution shows a broad peak around
q = 0.1 and the redshift distribution closely follows that of
the parent MBHBs. It can be seen from the one-dimensional
distributions that there is only a factor of ∼ 3 difference in
the distributions between γ = 2 and γ = 1.133, and this is
reflected in the global MBHB TDE rate, which we calculate
to be (29989, 19834, 11152) yr−1 for γ = (2, 1.75, 1.13).
By normalising its integral to unity, we can treat equa-
tion (10) as a probability distribution, so that we can sam-
ple events by selecting a bin based on its relative TDE rate,
and by taking that bin’s parameters as the parameters of
the MBHB producing the event.
3.3 Single MBH TDE Rate
The single black hole population is also built from the
guo2010a catalogue. We extract all black holes contained in
the catalogue which have z < 8 and MBH < 10
8M, leading
to a population of Ns ≈ 3.3× 107 black holes.
For each of the simulation’s redshift snapshots, we bin
the black holes by mass in 30 logarithmically spaced bins for
MBH ∈ [105, 6×107] M. In each bin, we divide the number
of MBHs by the simulation volume in order to obtain the
differential number density
d2Ns
d logMBH dVc
, (11)
at each redshift. Finally, we compute the distribution of
3 The value γ = 1.13 has been chosen as representative, based
on the recent measurement of the slope of the inner stellar cusp
in the Milky Way centre (Scho¨del et al. 2018).
MBHs in mass and redshift as
d2Ns
d logMBH dz
=
d2Ns
d logMBH dVc
· dVc
dz
. (12)
In order to convert this into a distribution of tidal dis-
ruption rates, we use
d3Ns,tot
d logMBH dz dt0
=
d2Ns
d logMBH dz
· N˙s
1 + z
, (13)
where N˙s(MBH) is the tidal disruption rate for a single MBH
of mass MBH, as given in equation (3), and the factor of
1 + z corrects the rate to the z = 0 frame. As with the
binary case, we can integrate this distribution over MBH and
z to obtain the global rate of tidal disruptions arising from
single galactic centre black holes. This yields a total rate of∼
8.5×105 yr−1 for a fiducial mass growth of 0.45M per TDE,
and ∼ 2 × 106 yr−1 for a reduced mass growth of 0.15M
per TDE. By comparing these numbers with those obtained
in the previous section, it can already be seen that MBHBs
can potentially contribute 0.5–4 per cent of the global TDE
rate in the Universe.
As a point of interest, Fig. 3 compares the differential
mass functions of TDE rates due to MBHs and MBHBs.
Contrary to the MBH case, the number of MBHB TDEs
is an increasing function of the MBH mass. This behaviour
arises mainly from the mass scaling of equation (6). Also
noticeable is the flattening of the single MBH TDE mass
function for MBH < 10
6M, which is due to the imposition
of a maximum allowed MBH mass growth as per equation
(3).
4 TDE EMISSION
TDEs candidates have been recorded at different wave-
lengths, including optical, UV and X-ray. In all bands, these
events are quite bright, with inferred isotropic luminosi-
ties in the range 1042–1044 erg s−1. Providing a coherent
physical explanation to such diverse phenomenology has
proven difficult, and a comprehensive theoretical model is
still missing. As standard accretion disc emission can hardly
reproduce observations, optical spectra are tentatively ex-
plained with radiation-driven winds (Strubbe & Quataert
2009; Lodato & Rossi 2011), inflation of infalling gas into
MNRAS 000, 1–21 (2018)
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Figure 3. TDE mass functions for MBH (black dashed line) and
MBHB (coloured lines) induced disruptions.
an envelope (Coughlin & Begelman 2014), or shocks of the
self-intersecting disrupted debris prior to circularisation (Pi-
ran et al. 2015). The scarcity of TDEs observed at multiple
wavelengths suggests that the energy of the observed pho-
tons might be related either to the time at which the event
is caught or to orientation effects. The first option has been
suggested by observations of the TDE candidate ASASSN-
15oi, for which Gezari et al. (2017) report an X-ray bright-
ening coincident with fading UV emission (see also Holoien
et al. 2018). The latter has been recently proposed by Dai
et al. (2018). In their 3D GRMHD simulation coupled with
Monte–Carlo radiative transfer, they find that the resulting
angle-dependent outflow produces radiation peaking at dif-
ferent wavelengths depending on the inclination angle to the
observer.
The construction of a self-consistent physical model for
TDE spectra is beyond the scope of our paper. With the
aim of predicting observation rates for future surveys, we
therefore create an ad-hoc phenomenological spectrum with
physically motivated components that can reproduce ob-
servational data. Despite our focus on MBHB systems, we
model all accretion as being only around a single MBH of
mass MBH.
4.1 Eddington Accretion Disk
We take the limits of the accretion disc as those defined by
Lodato & Rossi (2011):
rin = 3rS =
6GMBH
c2
, (14)
rout =
2rt
β
. (15)
Here rS is the Schwarzschild radius of the black hole, and β
is a ‘penetration factor’ defined as the ratio of the pericentre
of the star to the tidal radius. For simplicity, we take β = 1
and assume solar-type stars for the calculation of rt (using
equation (1)). The previously mentioned critical mass Mcrit
is the mass at which rin = rout, given these assumptions
4.
The base of our phenomenological model follows the
classic description of an accretion disc by Pringle (1981), in
which each annulus of the disc radiates as a black body with
a different temperature. The temperature of the disc is given
by
T (r) =
[
3c2 rS,M˙BH
16pir3σ
(
MBH
M
)(
1−
√
rin
r
)]1/4
, (16)
where rS, is the Schwarzschild radius of the sun, M˙BH is
the accretion rate of the black hole, and σ is the Stefan–
Boltzmann constant. In our model, we assume the peak ac-
cretion rate of the black hole to be equal to the Eddington
accretion rate, given by Lodato & Rossi (2011) as
M˙Edd = 1.3× 1018 MBH
M
( η
0.1
)−1
g s−1, (17)
where η is the radiative efficiency of the accretion process,
which we take as 1/12.
At each radius, the spectrum emitted is a black-body
B[ν, T (r)] =
2h
c2
ν3
ehν/kBT (r) − 1 , (18)
where ν is frequency, h is Planck’s constant, and kB is the
Boltzmann constant. Integrating over all radii gives the total
spectrum for the disc,
S(ν) = 2pi
∫ rout
rin
B[ν, T (r)] 2pir dr . (19)
Here, the factor of 2 accounts for both sides of the disc,
and pi accounts for the integration of emission over all solid
angles.
When integrated over all frequencies, this spectrum
yields the Eddington luminosity,
LEdd = 1.3× 1038
( η
0.1
)−1(MBH
M
)
. (20)
When including the Pringle–Eddington spectra in our
phenomenological model, we multiply them by an additional
factor, the ‘X–Edd ratio,’ so that the bolometric luminosity
will not always equal the Eddington luminosity exactly. This
X–Edd ratio is described in Section 4.3.
4.2 Optical Black Body
The Pringle–Eddington emission model above peaks in the
soft X-ray range, and drops off significantly for low frequen-
cies. However, TDEs have been observed in the optical band,
suggesting another mechanism contributing to the emission.
Wevers et al. (2017) give black-body fits for a num-
ber of optical observations; the corresponding temperatures
are typically an order of magnitude lower than the range
of temperatures given by equation (16). We therefore add
an extra component to the base spectrum, corresponding to
4 We note that for highly spinning MBHs the prograde innermost
stable circular orbit is located much closer to the horizon; as a
result, these black holes of up to a few×108M can support TDEs
(Kesden 2012). Although this might enhance the rate of tidal
disruptions, we do not consider spin in our calculation, making
our results conservative in this respect.
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Figure 4. Left panel: X-ray luminosity against black hole mass for data from Auchettl et al. (2017), compared with factor-of-10 multiples
of the Eddington luminosity (solid lines). Right panel: derived X–Edd ratio against black hole mass for the same set of observations.
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Figure 5. Phenomenological spectrum for a TDE produced by
a 106M black hole. The thicker central curve shows the ‘mean’
spectrum, µ, for such an event, with 1σ and 2σ confidence inter-
vals showing the typical range of spectra our model would pro-
duce.
a lower temperature black-body. Temperatures are selected
independently of mass, from a uniform distribution between
1.2×104 K and 4.9×104 K – these are the lowest and highest
temperatures given by Wevers et al. (2017). The black-body
spectrum for a selected temperature is normalized such that
it integrates to a particular luminosity, which is sampled
from a Gaussian derived from the bolometric luminosities
given by Wevers et al. (2017).
4.3 X-Ray Synchrotron Emission
The Pringle–Eddington model spectrum typically peaks in
the soft X-ray region, but drops off rapidly beyond the peak.
This implies a low integrated luminosity in the X-ray, which
does not fit observational data. We therefore need to add
another component to our model to increase the X-ray lu-
minosity.
Many observational papers fit a number of different
models to their observed spectra. In some cases, a black-
body fit is best; however, these fits typically have black-
body temperatures within the Pringle temperature range, so
adding a black-body bump to the Pringle–Eddington spec-
trum would not have a significant effect. In other cases, a
power-law fit seems more suitable, corresponding to inverse
Compton scattering from a corona around the black hole.
Auchettl et al. (2017) collate data on a number of observa-
tions, and fit their spectra in the 0.3–2 keV band, providing
power-law fits and X-ray luminosities for TDE candidates.
We tested a power-law addition to the Pringle–Eddington
spectrum, with slope indices sampled based on the fits in
Auchettl et al. (2017) (we use their ‘X-Ray TDE, ‘Likely X-
Ray TDE’ and ‘Possible X-Ray TDE’ categories, excluding
any jetted events). However, this was insufficient to recreate
the luminosities given in their paper. This was mainly due
to our imposed constraint that the power law addition must
start after the peak of the Pringle–Eddington spectrum and
join with it in a continuous manner.
Auchettl et al. (2017) also try a fit of the form νS(ν) ∝
ν1/2eν/νcut , where νcut is a ‘cutoff’ frequency. This corre-
sponds to X-ray synchrotron emission. We take νcut to be
2 keV, the upper limit of the band used by Auchettl et al.
(2017), and find that this produces a peak in the spectrum at
higher frequency than the Pringle–Eddington model, mak-
ing it a suitable addition to our phenomenological model.
To normalize this component, we use luminosities given
by Auchettl et al. (2017), and black hole masses collated
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Figure 6. Luminosities predicted by our phenomenological model, compared to the observed luminosities of past disruptions. The
bolometric and g-band data are taken from Wevers et al. (2017), the X-ray data are collated from Auchettl et al. (2017) and the UV
data are from three GALEX observations (Gezari et al. 2006, 2008, 2009). We calculate Lg in LSST ’s g-band (3877–5665 A˚, see Table
2), LUV in the combined NUV+FUV range of GALEX (1344–2831 A˚, following Gezari et al. 2006), and LX in the range 0.3–2 keV (as
used by Auchettl et al. 2017).
from the original observational papers for the same events
(as referenced by Auchettl et al. 2017). We notice that the
X-ray luminosity seems to increase linearly with mass (see
Fig. 4, left panel), and therefore define an ‘X–Edd ratio’ as
the ratio of the X-ray luminosity to the Eddington luminos-
ity (Fig. 4, right panel). The data fall in a roughly Gaussian
manner around the 0.01LEdd line, with the exception of the
point that lies between the 10LEdd and 100LEdd lines in the
left panel of Fig. 4. The point belongs to the event 3XMM
J152130.7+074916, of which only one observation has been
made. Auchettl et al. (2017) derive an X-ray luminosity two
orders of magnitude higher for this event than is given in the
original observational paper (Lin et al. 2015). Due to this
discrepancy, we leave this event out of our calculations, and
create a Gaussian distribution using the mean and standard
deviation of the remaining data. The synchrotron emission
‘bump’ is normalized to a luminosity sampled from this dis-
tribution.
Fig. 5 shows the range of typical spectra which our
phenomenological model predicts for TDEs arising from a
106M MBH. Fig. 6 compares the luminosities predicted by
the model across the relevant parts of the EM spectrum to
the observed luminosities of past events. The fit to the ob-
served data is satisfactory in all bands, which is expected,
given the phenomenological nature of the model. Although
the emission model does not try to connect the different
spectral components to the underlying physics of the disrup-
tion, a solid match of the luminosity in different bands as
a function of the system parameters (essentially the MBH
mass) should be all that is needed to make reliable pre-
dictions for future surveys. Nonetheless, in Appendix B we
speculate as to the impact of adopting some of the emission
models which exist in the literature.
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Table 1. X-ray event decay time-scales. K is the factor by which
the luminosity has decreased at time t′.
Event K t′ τ (s)
NGC 5905a,b 80 2 yr 4.9× 106
RXJ1242.6-1119c 20 1.5 yr 9.4× 106
RXJ1420.4+5334d 150 0.5 yr 8.2× 105
NGC 3599e 30 3 yr 1.4× 107
SDSS J132341.97+482701.3e 40 3 yr 1.2× 107
SDSS J120136.02+300305.5f 300 300 d 8.7× 105
TDXF 1347-3254g 650 13 yr 8.5× 106
SDSS J131122.5-012345.6h 30 2 yr 9.4× 106
WINGS J1348i 104 15 yr 1.9× 106
RBS 1032j 100–300 14 yr ∼ 1.9× 107
a Bade et al. (1996)
b Komossa & Bade (1999)
c Komossa & Greiner (1999)
d Greiner et al. (2000)
e Esquej et al. (2008)
f Saxton et al. (2012)
g Cappelluti et al. (2009)
h Maksym et al. (2010)
i Maksym et al. (2014a)
j Maksym et al. (2014b)
4.4 Time Variance
Despite the time dependent evolution of a TDE likely de-
pending on the band at which the event is observed (see e.g.
Lodato & Rossi 2011), we take the simplifying assumption
that the light curve of a TDE decays as a t−5/3 power law
L(t) = L(0)
(
t+ τ
τ
)−5/3
, (21)
where τ is a characteristic time-scale.
In the X-ray band, observational papers give the factor
by which the luminosity decays over a particular length of
time. If measurements are made at t = 0 and t = t′, and if
L(t′) = L(0)/K, where K is some constant, then the time-
scale is given by
τ =
t′
K3/5 − 1 . (22)
Our X-ray decay factors and corresponding time-scales are
collated in Table 1. The values of τ span two orders of magni-
tude; this is probably due to the specific parameters of each
event, such as the type of star and the value of β, which we
do not model here.
For optical events, Wevers et al. (2017) provide the de-
cay rate in magnitudes per 100 days. If this rate is κ mag-
nitudes per 100 days, then we find that
τ =
t′
1024κ/25 − 1 , (23)
for comparison to X-ray time-scales.
As mentioned previously, Gezari et al. (2017) suggest
that the optical and X-ray components of TDE flares are
produced by different mechanisms, peaking at different times
and possibly decaying with different time-scales. Our Fig. 7
tentatively supports this suggestion; the relation between
time-scale and black hole mass appears to follow different
trends in the different regions. We do not investigate this
further in this paper, however.
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Figure 7. Decay time-scales against mass, for optical (green) and
X-ray (blue) events.
5 DETECTORS
We now turn our attention to selected current and fu-
ture survey instruments suited to TDE identification. LSST
(LSST Science Collaboration, et al. 2009) and eROSITA
(Merloni et al. 2012) will become operational in the next
few years, with the former covering the optical sky from the
ground, and the latter covering the X-ray sky from space.
These are our main focus, but we also consider Gaia, a cur-
rently operational satellite of the European Space Agency
which, although not primarily aimed at detecting transients,
has the potential to make several TDE detections, due to its
reasonable cadence and whole-sky coverage (e.g. Blagorod-
nova et al. 2016). In this section, we discuss our methods for
calculating the rates of tidal disruptions which these surveys
will be able to detect, both from MBHBs and single MBHs.
Although these surveys have somewhat different observing
strategies, we adopt the same criteria for a good detection
in all cases – the observation of a three point light curve in
which at least 2 mag of decay is visible.
5.1 LSST
LSST is a ground based optical survey due to begin observ-
ing in 2022, from which time it will spend 10 years regularly
scanning the sky using six photometric filters. Due to the
large-scale, repeated sky coverage, LSST is ideal for tran-
sient detection. We consider here the minion_1016 observ-
ing strategy5, which gives an average cadence of between 20
5 Although minion_1016 was the baseline strategy when LSST
Science Collaboration, et al. (2017, Version 1.0) was released,
this is still subject to change, with the operations simulation
having been subsequently revised, and proposals for alterna-
tive cadence strategies currently being taken (see Jones et al.
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days (r-band) and 30 days (u-band) (LSST Science Collab-
oration, et al. 2017, § 2.3, see also § 6.6.1–6.6.2 for the TDE
science case). Adopting this as our model for LSST ’s opera-
tions, we assume a worst case cadence of tcadence = 30 days
in all filters, and adopt the single-visit magnitude thresholds
for each filter which are given in the minion_1016 strategy.
These are listed, along with the frequency ranges of each
filter in Table 2.
We additionally impose the requirement that a good
LSST detection is one which is observable in at least three
filters. For a particular filter, φ, we find the maximum red-
shift at which a TDE could be observed, zmax(MBH), by
solving the equation
(1 + zmax)
(
DH
pc
)∫ zmax
0
dz′
E(z′)
= 10[mφ−Mφ(MBH,zmax)+5]/5, (24)
for zmax, across a range of black hole masses. The left hand
side here comes from the standard expression for luminosity
distance as a function of redshift, whilst the right hand side
comes from relating distance modulus to luminosity distance
(e.g. Hogg 1999). On the right hand side, mφ is set to the
magnitude threshold of the particular filter, being consid-
ered, and Mφ(MBH, zmax) is the peak magnitude an event
would require in that filter to meet our criteria for a good
detection. This is given by
Mφ = −5
2
log
(
Lφ(MBH, zmax)
3.02× 1035 erg s−1
)
+ max[2,Mdecay(MBH)]. (25)
Here, the first term is the standard luminosity–magnitude
conversion, where Lφ is the redshift-corrected luminosity of
the event in the filter φ, given by
Lφ =
∫ (1+zmax)νφ,max
(1+zmax)νφ,min
Sν(ν) dν. (26)
In this expression, Sν is defined using our phenomenologi-
cal model, which is described in Section 4, with νφ,max and
νφ,min taken from Table 2. The second term in equation (25)
encodes our criteria for a good detection. It requires that
the event peaks with sufficient magnitude that the filter can
capture 2 mag of decay, and that three data points can be
captured before the event decays to below the filter’s thresh-
old. This second requirement is encoded in the Mdecay(MBH)
term, which is given by
Mdecay =
2tcadence + t1
100 d
M100d(MBH). (27)
Here, t1 is the number of days after peak that the first ob-
servation is taken, sampled from a uniform distribution of
the form U(0, tcadence). The quantity M100d(MBH) defines
the number of mag the event will decay by over 100 days,
sampled from a normal distribution of the form
M100d(MBH) = N [−0.236× logMBH + 2.73, 0.71]. (28)
This is derived by fitting a regression line to the decay rates
2018; Ivezic´ et al. 2018). Changes in filter sensitivities between
baseline2018a/astro-lsst-01_2022 (Jones et al. 2018) and min-
ion_1016 are insignificant, and the cadence sensitivity of our
model is not high, so minion_1016 is sufficient for our purposes.
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Figure 8. Event decay rates taken from Wevers et al. (2017),
along with the regression line from which equation (28) is derived.
The regression line is not fit to the outlying point with a decay
rate of 4.4 mag/100 d.
given by Wevers et al. (2017) (see Fig. 8) and by assuming
a Gaussian scatter about this line. The standard deviation
is equal to the standard deviation of the residuals.
Due to the random nature of M100d(MBH), Sν and t1,
there is no one-to-one correspondence between MBH and
zmax(MBH). Rather, for any given filter, there is a proba-
bility distribution that the maximum redshift at which an
event could be observed lies at z. We assume this distribu-
tion to be described by a Gaussian function
fφ(z) =
1
σφ
√
2pi
exp
[
− (log z −Bφ)
2
2σ2φ
]
. (29)
The fitting parameters, Bφ and σφ, are derived for each filter
by generating 100 zmax(MBH) curves for 100 values of MBH,
and then using a maximum likelihood estimator approach
to find the best values. The values derived in this way are
included in Table 3. Although fφ(z) should in principle be
a function of MBH, we find that in the optical regime, the
mass dependence of zmax is negligible, making fφ(z) simi-
larly mass independent.
It follows from equation (29) that the probability of an
event at redshift z being beyond the threshold of φ is simply
given by the cumulative distribution of fφ(z). Taking the
complement of this will thus give the probability that an
event at redshift z will be observable in φ. This completeness
function has the form
Fφ(z) = 1
4
[
1− erf
(
log z −Bφ
σφ
√
2
)]
, (30)
where an extra factor of 1/2 is introduced to account for
the fact that LSST only covers the southern sky. For each
of LSST ’s filters, Fφ(z) is plotted in Fig. 9.
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Table 2. Wavelength and frequency limits for LSST ’s optical filters, along with their single visit magnitude thresholds, mφ. Wavelength
limits are taken from the SVO Filter Profile Service (http://svo2.cab.inta-csic.es/theory/fps/, Rodrigo et al. 2012; Rodrigo &
Solano 2013). Magnitude thresholds are taken from the former LSST baseline strategy, minion_1016 (LSST Science Collaboration, et al.
2017, § 2.3).
Filter, φ λφ,min (A˚) λφ,max (A˚) νφ,min (10
14 Hz) νφ,max (10
14 Hz) mφ (mag)
u 3182 4082 7.349 9.428 23.9
g 3877 5665 5.296 7.738 25.0
r 5375 7055 4.252 5.581 24.7
i 6765 8325 3.664 4.435 24.0
z 8035 9375 3.200 3.734 23.3
y 9089 10859 2.763 3.301 22.1
Table 3. Fitting parameters for LSST for fφ(z) (equation 29).
Filter, φ Bφ σφ
LSST -u -0.80938 0.22947
LSST -g -0.54961 0.24996
LSST -r -0.82860 0.27028
LSST -i -1.17611 0.28004
LSST -z -1.55169 0.28277
LSST -y -1.73100 0.28748
5.2 Gaia
The satellite Gaia (Perryman et al. 2001; Gaia Collaboration
et al. 2016) began observing in 2014, and has since been un-
dertaking a 5 year mission primarily aimed at mapping the
positions and motions of stars in our galaxy. To achieve this,
however, multiple observations of each target are required,
making Gaia naturally suited to detecting transient events,
including TDEs (Gaia’s transient detection capabilities are
discussed thoroughly in Blagorodnova et al. 2016). When
considering Gaia, we use the same methodology as with
LSST. We use a worst case cadence of tcadence = 63 days,
which is equal to the rotation period in the instrument’s
slower scanning direction, and follow Blagorodnova et al.
(2016) in using a magnitude threshold in the G filter of
MG = 19. This filter is a wide optical filter sensitive over
3300–10500A˚.
Following the method described for LSST in Section
5.1, we calculate zmax(MBH) curves for Gaia. From these, we
derive fitting parameters to be used in equations (29) and
(30), obtaining values of BG = −1.59967 and σG = 0.30024.
It should be noted that when using equation (30) to calculate
observability with Gaia, we drop the extra factor of 1/2
introduced when considering LSST, since Gaia covers the
whole sky. This is evident in Fig. 9, where we plot Fφ(z) for
LSST and Gaia.
In order to calculate the detection rate of events in
LSST or Gaia, we apply our completeness function, Fφ(z),
to the TDE rate rates derived in Section 2 and integrate to
obtain (for a filter, φ)
dNb,φ
dt0
=
∫∫∫
d4Nb,tot
d logM1 d log q dz dt0
× Fφ(z) d logM1 d log q dz , (31)
for MBHBs, and
dNs,φ
dt0
=
∫∫
d3Ns,tot
d logMBH dz dt0
Fφ(z) d logMBH dz , (32)
for single MBHs. As mentioned above, when considering
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Figure 9. Completeness curves for LSST ’s and Gaia’s filters,
representing the fraction of global events at a given redshift which
would be observable. It should be noted that the curves for LSST
are capped at 0.5, due to the survey only covering around half of
the total sky.
Gaia we multiply Fφ(z) given in equation (30) by 2, to ac-
count for Gaia’s full sky coverage.
5.3 eROSITA
The eROSITA All-Sky Survey (eRASS) is an upcoming
X-ray survey with the eROSITA telescope (Merloni et al.
2012), due for launch in early 2019. The survey will cover
the entire sky once every six months, for a four-year period.
It will scan in the 0.5–2 keV band, so we focus on this band
for our X-ray observability calculations. We follow a proce-
dure similar to that employed for LSST and Gaia, with some
instrument-specific variation, as described in the following.
From Section 4, we can generate a randomized light
curve for an event sampled in a particular bin of the MBHB
TDE distribution. The peak luminosity is found by integrat-
ing our phenomenological spectrum, and a decay time-scale
is sampled from the τ column in Table 1. The first mea-
surement of the event will occur anywhere within the first
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six months after the event, with successive measurements at
six-month intervals after that. This means the decay time-
scale becomes comparable to the time over which the event is
observed, and therefore this time-scale becomes a more sig-
nificant factor in the observability of events. The time-scale
must be long enough that the light curve remains observ-
able for up to 1.5 years after the disruption event, but short
enough that two magnitudes of decay can be observed in
that period.
The eROSITA Science Book (Merloni et al. 2012) gives
the flux sensitivity of eROSITA for point sources. The value
given for the average sensitivity after a single six-month pe-
riod – the most appropriate value for transient events – is
4.4 × 10−14 erg s−1 cm−1 (Merloni et al. 2012, p. 23). Due
to the proposed scanning path of eROSITA, some regions
of the sky will be visited more regularly than others. The
number of visits that a point on the celestial sphere receives
per six months is proportional to 1/ cos θ, where θ is its
latitude (inferred from Merloni et al. 2012, fig. 5.7.3). This
ranges from 1 for points around the equator, up to 457/8 for
points close to the poles. We slightly alter this distribution
to prevent the function from going to infinity at the poles,
using
Nvisits(θ) = max
(
1,
1
cos θ + 8/457
)
. (33)
This assures a minimum of 1 visit per six months. Wherever
a non-integer value of Nvisits is sampled, we randomly assign
an integer value based on how close the sampled value is
to the integers above and below it. If Nvisits = 2.75, for
example, we assign it 3 visits with 75 per cent probability
and 2 visits with 25 per cent probability.
To sample latitudes of events on the celestial sphere, we
use the probability density function
P (θ) dθ ∝ cos θ dθ , (34)
corresponding to a uniform sky distribution. If a point re-
ceives multiple visits in a six-month period, we expect them
to be close together in time – corresponding to scans of ad-
jacent strips of sky that overlap at the point in question.
As such, we treat multiple visits as a single, longer visit,
since the length of time taken to complete these visits is
small compared to typical X-ray decay time-scales and the
six-month cycle of eROSITA. The effect of a longer visit
is to improve the flux sensitivity of the survey by a factor
of
√
Nvisits, making events closer to the poles slightly more
observable than those around the equator.
To calculate a completeness function for eROSITA, we
use Monte–Carlo methods to simulate 500 events in each
z and M1 bin. The fraction of accepted events in each bin
yields the two-dimensional completeness function F(M1, z).
We couple this to the cosmic TDE rates appropriate for
MBHs and MBHBs derived in Section 2, and calculate the
TDE detection rates using equations (31) and (32), but re-
place F(z) with F(M1, z) (the same function can be used in
both equations, as its form has no dependence on whether
the disrupting black hole is part of a binary). There is no
need to multiply F(M1, z) by 1/2 in this calculation, as the
latitude sampling in equation (34) covers the whole sky.
6 RESULTS
6.1 Detection Rates
Detection rates for LSST, Gaia and eROSITA are computed
as described in the previous section, by applying equations
(31) and (32). All the relevant numbers, discussed below,
are listed in Table 4.
In the optical window, for LSST and Gaia, we calculate
observed disruption rates due to single MBHs of 2807 yr−1
and 81 yr−1, respectively (for the more extreme mass loss
case discussed in Section 2, these rise to 6310 yr−1 and
182 yr−1, respectively). For LSST, we have considered de-
tection in the u filter, since we find this to be the third most
successful at detecting TDEs, and want disruptions to be ob-
served in three filters. When considering MBHBs, the result
depends on the choice of γ used when calculating the TDE
rate distributions, as described in Section 3.2. Assuming typ-
ical Bahcall–Wolf cusps of γ = 1.75, we expect a detection
rate due to binaries of around 31 yr−1 for LSST, meaning
around 1.1 per cent of tidal disruptions detected by LSST
would be due to MBHBs (0.5 per cent if the higher limit of
the single MBH TDE rate is used). For Gaia, we find less
than one event per year due to MBHBs, but could still ex-
pect up to 3 detections over the 5 yr mission. When carrying
out these calculations, the result is affected by the detector’s
completeness function, F(z), and the TDE rate distribution.
The impact of both of these factors is illustrated on the left-
hand side of Fig. 10. Here, the two central panels show the
product of F(z) with the TDE rate distribution in redshift
(with γ = 1.75), for several different filters. The bottom
panel shows the impact of varying γ, and thus the MBHB
TDE rate distribution. Despite γ having a mild effect on
the global rate, it does not affect the redshift distribution of
TDE detections. LSST is expected to observe one TDE per
year out to z ≈ 1, with the detection rate broadly peaking
at 0.1 < z < 0.5. Conversely, Gaia might detect TDEs out
to z . 0.2, with a much shallower redshift dependence.
When considering eROSITA, we find detection rates of
669 yr−1 and 71 yr−1 from single MBHs and MBHBs re-
spectively, where in the latter case, we have again assumed
a Bahcall–Wolf cusp of γ = 1.75. Assuming higher mass
loss per disruption in the single MBH TDE rates causes the
former value to rise to 849 yr−1. This means that around
9.6 per cent of disruptions (7.7 per cent when higher mass
loss is assumed) detected by eROSITA are likely to be from
binaries – a much higher fraction than expected for LSST.
The cause for this lies in the fact that the X-ray event lumi-
nosity predicted by our phenomenological model tends to be
correlated with mass more strongly than optical luminosity,
which is largely mass independent (see Fig. 6). This means
that eROSITA will favour detection of events coming from
the more massive end of the MBHB population, where the
disruption rate tends to be higher (see left panel of Fig. 2).
This effect is further emphasized by the slightly lower de-
tection rate of TDEs from lone MBHs found for eROSITA,
leading to a higher binary fraction for eROSITA. The impact
of the X-ray luminosity’s mass dependence on the effective
completeness function, F(MBH, z), for eROSITA is shown
in the upper panel on the right hand side of Fig. 10. The
redshift distributions shown in the panels below highlight
the higher potential of eROSITA of detecting TDEs from
MBHBs at a rate of one per year out to z > 2. The redshift
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dependence of the detection rate is similar to that seen in
LSST, featuring a broad plateau in the range 0.2 < z < 1.
Fig. 11 shows the MBHB TDE detection rate as a func-
tion of γ for LSST and eROSITA. This confirms that γ has
a mild influence (less than a factor of three) on the detec-
tion rate for both instruments. It also highlights the larger
fraction of total TDEs due to MBHBs for eROSITA. As
previously discussed, the X-ray luminosity of TDEs appears
to correlate linearly with MBH mass, whereas the optical
luminosity does not. Since regular TDEs are hosted prefer-
entially by low mass MBHs and MBHB TDEs preferentially
occur in high mass systems, a flux-limited X-ray survey will
naturally select the latter.
The mass functions of TDEs detected by LSST and
eROSITA are plotted in Fig. 12. For LSST, the observed
mass functions approximately follow the trend of the under-
lying differential TDE rates calculated in Section 3 (c.f. Fig.
3 and the left panel of Fig. 2). For eROSITA, the trend is
somewhat similar, but with a much more aggressive drop off
with black hole mass. This is due to eROSITA’s preference
for more massive black holes, as already discussed above.
One may have hoped that a difference in the TDE mass
functions of single MBHs and MBHBs could act as a sign-
post to the existence of MBHBs. Whilst the components of
the overall TDE mass function will be different, the MBHB
TDE rate appears to be sufficiently sub-dominant that any
signature of this difference will likely not be visible in the
overall observed mass function. Having said that, Figs. 3
and 12 suggest that TDEs around the most massive black
holes (i.e. with MBH & 3× 107M) are more likely to have
a binary origin. However, even at the highest masses, the
rates are still dominated by single MBHs, and distinctive
signatures to identify MBHBs should be sought.
Finally, it is interesting to consider how representative
observed TDEs triggered by MBHBs (or lone galactic centre
MBHs) are of the underlying MBHB (or lone MBH) popula-
tion in the Universe. This is shown for LSST detections, in
Fig. 13. In the top panel, the observed MBHB TDE rate dis-
tribution is compared to the MBHB merger rate distribution
derived from Millennium–II. We can see that the population
of MBHBs likely to be revealed through TDE observations
is not representative of the global MBHB population, being
heavily weighted towards much higher primary masses. The
effect is even more pronounced for eROSITA (not shown),
because of the aforementioned dependence of TDE luminos-
ity on MBH mass. Conversely, the bottom panel shows that
the lone MBH population revealed through TDE observa-
tion is more representative of (although shallower than) the
underlying MBH mass distribution.
Incidentally, the total number of expected MBHB TDE
detections over the planned survey lifetime is similar for
LSST and eROSITA, spanning the range 150–450 depend-
ing on γ, as reported in Table 4.
6.2 Distinguishing MBHBs TDEs from Single
MBHs TDEs
6.2.1 Recurrent Flares
A mentioned in Section 1, the high rates of disruption
thought to be possible from MBHBs could lead to multi-
ple disruptions from the same binary being visible over the
course of one of the surveys we are considering. Identifying
such occurrences could be an effective way of probing for
galactic centre binaries throughout the universe.
In order to predict the number of recurrent flares which
could be observable by a particular survey, we define the
expected number of disruptions, µ, from an MBH or MBHB
which disrupts stars at a rate N˙ as being
µ =
N˙
1 + z
× tsurvey. (35)
Here, tsurvey is the duration of the survey being considered
and N˙ equals either N˙s(MBH) or N˙b(M1, q, γ), given by
equations (3) and (6), respectively. Then, by Poisson statis-
tics, the probability the MBH/MBHB disrupts n stars over
a time tsurvey will be given by
P (n|µ) = µ
ne−µ
n!
, (36)
from which it follows that the probability of at least some
critical number, n?, of disruptions will be
P (n ≥ n?|µ) = 1−
n?−1∑
n′=0
µn
′
e−µ
n′!
. (37)
In order to apply this to our MBHB population, we
must account for the fact that only those MBHBs which are
in the enhanced disruption rate phase of their lifetime will be
disrupting at a rate of N˙b(M1, q, γ). We find a distribution of
enhanced phase binaries by multiplying our binary merger
rate distribution by tD(M1, q, γ), given by equation (5):
d3Nb,enhanced
d logM1 d log q dz
= (1 + z)tD × d
4Nb
d logM1 d log q dz dt0
. (38)
Calculating the number of MBHs or MBHBs which will
produce at least n? observable disruptions over a survey’s
lifetime is then achieved using
Nb(n ≥ n?) =
∫∫∫
d3Nb,enhanced
d logM1 d log q dz
× F × P (n ≥ n?|µ) d logM1 d log q dz , (39)
for an MBHB, or
Ns(n ≥ n?) =
∫∫
d2Ns
d logMBH dz
× F × P (n ≥ n?|µ) d logMBH dz , (40)
for a single MBH. Here, F is the completeness function for a
particular instrument. Using P (n|µ) in place of P (n ≥ n?|µ)
in these integrals allows calculation of the number of MBHs
or MBHBs which will produce exactly n disruptions.
We use this to calculate the number of MBHBs which
will be seen to disrupt two stars over each survey’s lifetime,
i.e. Nb(n = 2). For our standard case of binaries embedded
in a Bachall–Wolf cusp (γ = 1.75), we find that over LSST ’s
10 year surveying duration it is likely to see around 33 MB-
HBs producing exactly two disruptions. Despite the shorter
survey duration of 4 years for eROSITA, we still expect to
observe a similar number of double disruptions from MBHBs
– around 23 over its lifetime. Conversely, Gaia is unlikely to
observe any.
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Figure 10. TDE detection rates as a function of redshift. Left column: results for the optical surveys, LSST and Gaia. Here the top
panel shows F for the three best LSST filters and for Gaia. The second and third panels down show the product of the TDE rate
distributions in redshift with F in the different filters, for MBHs and MBHBs respectively (γ = 1.75 is assumed). The thick dot-dashed
grey line shows the global TDE rate for MBHs/MBHBs for comparison. The bottom panel shows the product of F with the MBHB TDE
rate distribution for different values of γ. The solid lines in this plot represent LSST -u, with dashed representing Gaia. Right column:
same results shown for eROSITA. In this case, F is mass dependent and is shown for selected masses in the top panel. The second and
third panels down again show the product of the TDE rate distributions in redshift with F , for MBHs and MBHBs respectively (with
γ = 1.75) as thick solid black lines, with the thick dot-dashed grey line showing the global TDE rate for MBHs/MBHBs for comparison.
Note that in this case solid lines are obtained using the mass-dependent F . Finally, the bottom panel shows the product of F with the
MBHB TDE rate distribution for different values of γ.
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Table 4. Numbers of binary induced disruptions observed over the survey duration of each of the detectors considered, for different
assumed values of γ. Also included is the number of binaries we expect to observe disrupting exactly twice, or at least thrice. The
second-last column lists the fraction of all observed disruptions we expect to be due to binaries, and the final column lists the fraction of
double flares which will be observed from single black holes (i.e. the fraction of contamination we expect in a sample of binaries inferred
from double flares). In these two rightmost columns, the bracketed values are calculated assuming an MBH mass growth per disruption
of 0.15M, rather than the default of 0.45M (see Section 2 for more detail).
Detector γ Nb,obs Nb(n = 2) Nb(n ≥ 3) Nb,obs/Nb+s,obs (%) Ns(n = 2)/Nb+s(n = 2) (%)
LSST -u 2.0 448 31 53 1.58 (0.71) 17.84 (44.44)
1.75 306 33 12 1.09 (0.49) 16.85 (42.76)
1.5 236 16 4 0.85 (0.38) 29.87 (61.08)
1.13 180 7 1 0.64 (0.28) 49.37 (78.23)
eROSITA 2.0 438 61 43 14.06 (11.41) 0.49 (0.83)
1.75 283 23 3 9.58 (7.70) 1.26 (2.13)
1.5 211 8 1 7.30 (5.84) 3.42 (5.67)
1.13 156 3 < 1 5.49 (4.37) 8.72 (13.96)
Gaia-G 2.0 5 < 1 < 1 1.23 (0.55) –
1.75 3 < 1 < 1 0.84 (0.38) –
1.5 3 < 1 < 1 0.65 (0.29) –
1.13 2 < 1 < 1 0.50 (0.22) –
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Figure 11. Expected detection rates of binary induced TDEs for
LSST and eROSITA as a function of γ. The thick lines apply to
the left hand axis, and show the numbers of detections per year.
The dot-dashed line shows the global MBHB TDE rate, as a point
of comparison. The thin lines show the fraction of detected TDEs
which will be made up by those coming from binaries, and apply
to the right hand axis.
To ascertain whether a double disruption can be taken
as good evidence for the presence of an MBHB (as opposed
to a single MBH) in a galaxy, we also calculate the number
of single MBHs we expect each survey to observe producing
two disruptions, i.e. Ns(n = 2). For LSST, we expect to see
7 MBHs producing two disruptions over the survey duration
(rising to 25 if the TDE rates are calculated for the more ex-
treme mass loss case), whilst for eROSITA, we are unlikely
to see more than one MBH doing the same. This means that
a sample of galactic centre MBHBs inferred from the obser-
vation of double disruptions with LSST would be subject
to a significant amount of contamination from single MBHs.
Still, recurrent flares are an excellent means of identifying
MBHBs.
Classifying a galaxy as containing an MBHB only when
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Figure 12. Mass functions of the TDEs observed by LSST (cyan
lines) and eROSITA (black lines). Dashed lines are single MBHs,
whilst solid lines are disruptions from MBHBs. In the binary case,
primary black hole mass is being considered, and a cusp with
γ = 1.75 is assumed.
it is seen to produce three disruptions over a survey’s lifetime
results in a far ‘purer’ sample. Looking again at the case of
γ = 1.75, we find the number of MBHBs producing three
or more disruptions, i.e. Nb(n ≥ 3), to be 12 in the case
of LSST, and 3 in the case of eROSITA. For both surveys,
we expect no single MBHs to be seen to produce more than
two disruptions. As such, galaxies observed as producing
three or more TDEs by either LSST or eROSITA will be
strong MBHB host candidates. Table 4 lists in its third and
fourth columns our calculations of Nb(n = 2) and Nb(n ≥
3) for different values of γ. Its final column lists the level
of contamination we expect an MBHB sample formed of
galaxies producing two TDEs to be subject to. Fig. 14 shows
the data graphically.
Several interesting points emerge from this. The first is
that in all cases, eROSITA suffers from less contamination of
MNRAS 000, 1–21 (2018)
16 S. Thorp, E. Chadwick and A. Sesana
106 107
M1/M¯
10−2
10−1
100
z
10
−1
10
−2
10
−3
10
−4
10−7
10−5
10−3
10−1
101
103
d
3
N b
,u
/d
lo
g
M
1
d
z
d
t 0
(y
r−
1
)
106 107
MBH/M¯
10−1
100
z
10
10
10
9
10
8
10
7
10−6
10−4
10−2
100
102
104
d
3
N s
,u
/d
lo
g
M
B
H
d
z
d
t 0
(y
r−
1
)
Figure 13. Top panel: contour plots contrasting the ob-
served TDE rate from MBHBs – d3Nb,obs /(d logM1 dz dt0),
filled contours – and the underlying MBHB merger rate –
d3Nb /(d logM1 dz dt0), empty contours – from the Millen-
nium run. Bottom panel: contour plots contrasting the observed
TDE rate from lone MBHs – d3Ns,obs /(d logMBH dz dt0),
filled contours – and the underlying MBH population –
d2Ns /(d logMBH dz), empty contours – from the Millennium
run. In both cases we considered TDEs detected by LSST.
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Figure 14. Numbers of MBHBs observed to produce multiple
disruptions over the lifetimes of LSST and eROSITA (cyan lines
indicate LSST, black lines eROSITA). Dashed lines show Nb(n =
2) – i.e. the number of MBHBs producing exactly 2 disruptions.
Solid lines show Nb(n ≥ 3) – i.e. the number producing three or
more disruptions.
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Figure 15. Mass functions of MBHs observed as disrupting twice
by LSST (cyan lines) and eROSITA (black lines) during their re-
spective mission lifetimes. Solid lines are for TDEs induced by
MBHBs, whereas dashed lines are for standard TDEs from sin-
gle MBHs. In the MBHB case, the mass of the primary hole is
considered and γ = 1.75 is assumed.
its double disruption sample by single MBHs. This is likely
because the short survey duration of 4 years impacts the de-
tection of multiple disruptions from single MBHs more than
it does than it does those from MBHBs. A second feature of
note is that for γ > 1.75, the number of MBHBs observed by
LSST as disrupting twice over the 10 years actually starts
to decrease again (seen most clearly in Fig. 14). This is due
to the fact that the very high disruption rates expected as
γ → 2 mean that a large fraction of the MBHBs which
disrupt twice over LSST ’s lifetime will be likely to disrupt
one or more further times. This gives a very high value of
Nb(n ≥ 3), at the expense of the value of Nb(n = 2). Such
behaviour is not seen for eROSITA, as the short survey du-
ration makes a triple disruption more difficult, even for an
extreme value of γ.
One final thing about the population of recurrently flar-
ing MBHs and MBHBs which we can compare is their mass
functions. Fig. 15 shows the mass functions of MBHs and
MBHBs disrupting twice during the LSST and eROSITA
lifetimes. The two detectors find mass functions of fairly
similar shapes, albeit with a steeper mass dependence in
the results for eROSITA (as also seen in Fig. 12). Since, the
TDE rate from single MBHs is a declining function of mass
for MBH > 10
6M, it is extremely unlikely to have recurrent
flares from single MBHs with MBH > 10
7M (in fact, less
than one such occurrence is expected both for LSST and
eROSITA). Therefore, any system with inferred disrupting
MBH mass > 107M showing recurrent flares can be con-
sidered a very strong MBHB candidate.
6.2.2 Interrupted flares
Another possible signature of MBHB tidal disruption has
been identified in temporary interruptions to the supply of
fallback material due to the secondary black hole intersect-
ing and perturbing the returning gas stream, as originally
MNRAS 000, 1–21 (2018)
Tidal disruptions from MBHBs 17
proposed by Liu et al. (2009). The prediction has been cor-
roborated by a compilation of SPH simulations performed
by Coughlin et al. (2017), that showed that the perturbing
effect of the secondary results in a complex phenomenology.
This includes distinct dips in the measured mass fallback,
although more erratic deviations from the expected t−5/3
return time distribution are generally observed. The optical
lightcurve of the inactive galaxy SDSS J120136.02+300305.5
shows dips on roughly a month time-scale, consistent with
those predicted theoretically, and has been put forward as a
TDE candidate from an MBHB with M1 = 10
7M, q = 0.8
and binary separation a = 0.6 mpc (Liu et al. 2014).
Although interrupted flares are an appealing feature of
MBHB TDEs, it should be noticed that such signature typ-
ically occurs for extremely compact, sub-mpc binaries (as
those considered in the aforementioned theoretical works),
which are likely in the hard binary phase and have already
disrupted their cusp of bound stars (Sesana 2010). They are
therefore beyond the binding phase which leads to the short
burst of TDEs modelled by Chen et al. (2011) and consid-
ered in this work, as we now show.
Starting from Liu et al. (2009), the typical time-scale of
flare interruption is given as
Tint ≈ Pb
4.7
(1 + e)−3/5(1− e)9/5
(
1− 0.3θ
pi
)−3/2
, (41)
where Pb is the binary orbital period, e is its eccentricity,
and θ is the inclination between the MBHB and the dis-
rupted stars’ orbital plane. Here and in the following we
ignore (1 + q) factors, considering binaries with q  1. The
cusp erosion phase modelled in this work starts at a sepa-
ration a0 for which M∗(a < a0) ≈ M2, where M∗(a < a0)
is the stellar mass contained within a sphere of radius a0
around the primary black hole. For the cuspy stellar distri-
bution considered here, a0 is of the order (Chen et al. 2011)
a0 ≈ (3− γ)
(
M1
106M
)1/2
q1/(3−γ) pc. (42)
This phase lasts roughly until the MBHB has shrunk to
a ≈ a0/10. Inserting equation (42) into equation (41) we
get
Tint ≈ 1.9× 104 (3− γ)3/2
(
M1
106M
)
q3(3−γ)/2
×
(
a
a0
)3/2
(1 + e)−3/5(1− e)9/5 yr. (43)
Although apparently hopeless, it should be noticed that for
e = 0, γ = 2, q = 0.01 and a/a0 = 0.1, the above equation
yields Tint ≈ 0.6 yr for M1 = 106M, reducing to Tint ≈ 20 d
for M1 = 10
5M. In fact, these binaries have a separation
a = 1 mpc and a = 0.3 mpc, respectively, and interrupted
flares are therefore expected. Further, we note that these
time-scales can be vastly shortened for large values of e. If
eccentric unequal binaries are common, as suggested by hy-
brid evolution models (e.g. Sesana 2010) as well as numerical
simulations (e.g. Matsubayashi et al. 2007), then interrupted
flares will also be common among less compact binaries. For
e = 0.9, the normalization of equation (43) drops by nearly
two orders of magnitude, to ∼ 300 yr. In this case binaries
with q ≈ 0.1 residing in shallower cusps will also experi-
ence flare interruptions on month time-scales, making this
signature common among our systems. Since the occurrence
of interrupted flares is highly dependent on the unknown
MBHB eccentricity, we do not attempt to make predictions
here. We just notice that the absence of flare interruptions
is not sufficient to discard the presence of a sub-pc MBHB.
7 DISCUSSION AND CONCLUSIONS
In this work we performed detailed predictions for the ex-
pected cosmic rates of MBH and MBHB TDEs – with a
specific focus on the latter – in an attempt to quantify the
potential of TDEs to probe the cosmic population of sub-
pc MBHBs. To this end, we combined MBH and MBHB
populations derived from the guo2010a semianalytic galaxy
formation model applied to the high resolution cosmologi-
cal simulation Millennium–II, with estimates of the induced
TDE rates for each class of objects. For individual MBHs, we
used the TDE rates empirically derived by Stone & Metzger
(2016), whereas for sub-pc MBHBs we relied on the analyt-
ical calculations of Chen et al. (2011), built upon detailed
three-body scattering experiments. We then constructed em-
pirical TDE spectra that fit a large number of observations
in the optical, UV and X-ray, and considered their observ-
ability by current and future survey instruments, including
LSST and Gaia in optical and eROSITA in X-ray.
Overall, we find a promising outlook for the detection
of tidal disruption events with LSST and eROSITA, includ-
ing the possibility of detecting a hitherto unseen number of
MBHB induced events. Considering conventional tidal dis-
ruptions arising from single galactic centre MBHs, we ex-
pect 2807–6310 observations per year with LSST, in rea-
sonable agreement with the calculations of previous authors
(Strubbe & Quataert 2009; van Velzen et al. 2011; Magesh-
waran & Mangalam 2015, who predict rates of 6000 yr−1,
4180 yr−1 and 5003±1421 yr−1, respectively). For eROSITA
we predict between 669 and 849 detections annually, which
is again comparable to the results of Mageshwaran &
Mangalam (2015), who find an expected detection rate of
679.5 ± 195 yr−1, and is also comparable to the results of
Khabibullin et al. (2014), who predict several thousand de-
tections over the full length of eRASS. For Gaia, our ex-
pected detection rates of 81–182 yr−1 are significantly higher
than that predicted by Blagorodnova et al. (2016), who ex-
pect only 20–30 TDEs per year. This discrepancy becomes
even more concerning when one considers that Gaia has not
yet alerted the detection of a single TDE. However, the re-
cent work of Kostrzewa-Rutkowska et al. (2018) uses a dif-
ferent transient selection method to the standard Gaia Sci-
ence Alerts team, and finds 160 nuclear transients in a year’s
worth of data which covers 1/3 of the sky. Scaling this up to
the whole sky, one could expect a nuclear transient detec-
tion rate of ∼ 480 yr−1, around 2.2 times greater than the
215 yr−1 which Kostrzewa-Rutkowska et al. (2018) quote
Blagorodnova et al. (2016) as predicting. Whilst Kostrzewa-
Rutkowska et al. do not attempt to classify candidate TDEs
in their study, one could assume that the TDEs make up the
same fraction of nuclear transients as predicted by Blagorod-
nova et al., meaning one can expect around 44–66 TDEs per
year in the Gaia data. Our result is still an overestimate
compared to this, but the difference is slightly less substan-
tial.
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Turning to the detection of MBHB induced TDEs, we
predict sizeable numbers of events to be observed by both
LSST and eROSITA (31 yr−1 for the former, and 71 yr−1for
the latter). Our calculated rate for LSST is a few times
higher than that found by Wegg & Bode (2011), who find
a more conservative detection rate of 8 yr−1. Previous pre-
dictions for eROSITA have not been made, but fact that we
find a higher detection rate for eROSITA than LSST seems
surprising, given the former instrument’s comparatively low
cadence. However, this is due to the fact that the MBHB
TDE rate distribution is dominated by high mass MBHBs
(see Figs. 2 and 13), which will produce events which tend
to be brighter in the X-ray than the optical (see Fig. 6). The
fact that the TDE rate distribution is dominated by lower
masses when considering disruptions from single MBHs (see
Fig. 13) is similarly responsible for LSST ’s out-performance
of eROSITA, with events in this mass range being relatively
brighter in the optical. The overall effect of this is that as
many as 9.6 per cent of the TDEs detected by eROSITA
could be from binaries (compared to as many as 1.1 per
cent for LSST ).
Considering methods for actually identifying TDEs in
the data from the surveys we have studied is beyond the
scope of this work. However, recent work by French &
Zabludoff (2018) proposes the search for quiescent Balmer-
strong galaxies (particularly the post-starburst subset of
these) as a means of identifying TDE hosts with LSST, since
previous work (e.g. Arcavi et al. 2014; French et al. 2017;
Graur et al. 2018) has found such galaxies to be overrepre-
sented among TDE hosts, relative to their scarcity among all
galaxies. French & Zabludoff (2018) suggest that 36–75 per
cent of TDEs occur in such hosts, which their method can
identify with 8 per cent completeness. Applying these results
to our own (using the same reasoning they adopt in applying
their results to the LSST detection rate found by van Velzen
et al. 2011), we would expect 81–379 of the disruptions ob-
servable yearly by LSST to be identifiable in this way. Given
that galaxies of this class are likely to have undergone re-
cent mergers (e.g. Wild et al. 2009), one would expect them
to contain MBHBs, and thus that the identification method
explored by French & Zabludoff (2018) would favour MBHB
induced disruptions. However, French et al. (2017) suggest
that these galaxies are likely the product of mergers with a
ratio of progenitor masses of > 1/12, and that the TDE rate
enhancement model of Chen et al. (2011) would thus not be
the main cause for these galaxies having higher TDE rates.
In fact, Madigan et al. (2018) suggest that the formation of
an eccentric nuclear disc of stars could be a source of TDE
rate enhancement in recently merged galaxies of this type,
leading to their over-representation amongst TDE hosts.
In terms of observational signatures, we considered re-
current TDE flares in detail. Here, LSST is likely to perform
slightly better (in terms of total number) than eROSITA,
even if this is only due to the longer survey duration of the
former. We expect around 33 galaxies containing MBHBs to
disrupt twice over LSST ’s 10 year survey, compared to only
23 over the four year eROSITA run. A similar calculation is
done by Wegg & Bode (2011), who find 3 MBHBs disrupting
twice over 5 years. Using their scaling relation, this would
translate to 3× (10 yr/5 yr)2 = 12 MBHBs disrupting twice
of 10 years. As such, our result is a few times larger than
theirs, consistent with the difference between our detection
rate calculations. Again, no comparable calculation exists
for eROSITA.
Although we expect eROSITA to detect a smaller to-
tal number of recurrent flares from binaries than LSST, the
galaxies which the former observes as hosting multiple dis-
ruptions are actually more likely to contain binaries. We
expect only 1.3–2.1 per cent of the MBHB host galaxies in-
ferred from eROSITA in this way to be contaminated (i.e.
actually containing a single MBH). With LSST, the level of
contamination by single black holes could be between 16.9
and 42.8 per cent, making this sample far less reliable. How-
ever, it is quite possible that both samples could be con-
taminated by galaxies in which a single MBH has captured
and disrupted both members of a stellar binary (Mandel &
Levin 2015). Such a scenario is likely to lead to fairly rapid
disruption of both members, with the time separating the
two disruptions tending to be shorter than 150 d (Wu &
Yuan 2018), thus creating a different light curve to a typical
TDE (see Mandel & Levin 2015, fig. 4). However, a similar
light curve could in principle arise from the kind of recurrent
flare we consider, in the case of a second disruption happen-
ing quickly after the first. One could expect this to be more
of a problem for eROSITA, since its short survey duration
could mean that rapid recurrences form a more significant
fraction of its sample.
Given this, it seems safe to say that the observation of
three subsequent disruptions in a galaxy should be searched
for, in order to provide a more unambiguous sample of galac-
tic centre MBHBs. We expect LSST to find around 12 MB-
HBs in this way, with eROSITA finding around 3. As dis-
cussed in Section 6.2.1, these samples should be totally un-
contaminated by single MBHs, with there being almost neg-
ligible probability of a single MBH triggering this many dis-
ruptions over either survey’s lifetime.
Besides recurrent flares, interrupted flares due to per-
turbation by the secondary MBH in the binary constitute
another appealing observational signature. We find that the
separation of the MBHBs considered here, although still sub-
pc, is likely too large to make such a signature ubiquitous,
unless very eccentric binaries are the norm. Other signatures
not considered in this work include: i) a shorter duration and
steeper fading of the light curve, and ii) stars disrupted by
the secondary hole in a binary with M1 > Mcrit. The former
has been proposed by Darbha et al. (2018), who investigate
mpc-separated MBHBs. Deviations from the standard fall-
back rate should be relatively minor for the wider MBHBs
considered here, which typically feed stars into the primary
MBH loss cone on relatively wide orbits. The latter can-
not be calculated with our current set-up, since Chen et al.
(2011) only derived scaling for stars disrupted by the pri-
mary MBH, noticing that, for the fairly unequal mass bi-
naries they considered, the secondary TDE rate is generally
lower. We can, however, estimate this contribution using the
work of Fragione & Leigh (2018).
Fragione & Leigh predict a TDE rate of 10−4 −
10−3 yr−1 for the secondary, with most disruptions occur-
ring within a 0.5 Myr timescale. We therefore take the upper
bound 10−3 yr−1 as a fiducial rate for all secondaries, and
multiply this by the enhanced phase lifetime given by equa-
tion (5), to give an approximation of the number of TDEs a
secondary will disrupt in its lifetime. From this, we estimate
the global TDE rate from secondaries to be (30, 80, 500) yr−1
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for γ = (2, 1.75, 1.13). The increased rate for low γ is due
to the increased length of the enhanced phase and lack of
compensating γ dependence in the TDE rate used. Even
though this is likely to be an overestimate of the secondary
rates, they contribute at most 5% of total disruptions glob-
ally. From Table 4, we see that around 0.1-0.3% of all MBHB
TDEs are observable – applying this, we expect observation
rates of . 1yr−1, even with our generous assumptions.
In systems with a sufficiently massive primary that a
disruption should not be observed due to direct stellar cap-
ture (M1 & 7 × 108M would rule out disruption even by
a highly spinning black hole, see Kesden 2012), the obser-
vation of any disruptions would act as alternative evidence
for the presence of an MBHB – since in such a case, an
observable disruption could only have been caused by a less
massive secondary BH (Coughlin & Armitage 2018; Fragione
& Leigh 2018). We calculate only a few such events to occur
globally, however: (1, 6, 73) yr−1 for γ = (2, 1.75, 1.13). This
means an observation rate below 0.2 yr−1 even in the best
case.
Finally, we identify a number of caveats arising from the
assumptions made in our calculation. First, the stellar dis-
tribution models used here are normalized to the isothermal
sphere outside the influence radius of the binary, resulting in
relatively dense stellar profiles. Although the total number
of TDEs might not be very sensitive to the assumption of
shallower density profiles, the number of detected recurrent
flares certainly is. Nonetheless, we note that the isothermal
sphere is a reasonable approximation to the density profile
of the Milky Way, and stellar cusps are expected to be rel-
atively common in Milky Way-like galaxies which are the
preferred hosts of MBHB TDEs. Second, we focused on the
cusp-erosion phase only in determining the MBHB TDEs.
As shown in Appendix A this might or might not be a good
proxy for the total TDE rate depending, in particular, on
the slope profile of the stellar cusp γ. TDEs from the sub-
sequent hard binary phase might dominate the overall rate
for shallow density profiles (γ . 1.5) – so the rates reported
here are a safe lower limit and can be higher by up to a
factor of a few. Third, we assume that, at some point in the
TDE evolution, every component of the emitted spectrum is
observable. This assumption is clearly falsified if the nature
of the observed emission depends on the viewing angle to
the observer (Dai et al. 2018). In this case, all the numbers
derived in this work should be roughly divided by a factor
of two. Fourth, we did not try to evaluate the statistical
significance of TDE flare detection. This is expected in par-
ticular to have a strong impact on the fidelity of eROSITA
candidates. The eRASS survey strategy implies only ∼ 10
combined points in the lightcurve of each target. Identifying
recurrent flares at high statistical significance from a hand-
ful of points in the lightcurve might be very challenging.
Dedicated follow-up (with other instruments) after the first
outburst is identified can alleviate this issue. Last, although
the fact that our MBH population model yields numbers
of regular TDEs consistent with previous investigation is
a good sanity check, the number of detected MBHB TDE
flares critically depends on the unknown cosmic population
of unequal mass, sub-pc MBHBs. If stalling of unequal MB-
HBs is common, then the number of binary induced TDEs
will be greatly reduced; still, a sizeable number of events are
expected from systems with q > 0.1, as shown in Fig. 2.
Mindful of those caveats, we have demonstrated that
sub-pc MBHB induced TDEs should lurk in large numbers
in the wealth of TDE candidates that future optical and X-
ray surveys will identify. Our ability to separate these signals
from standard TDEs might be the key to unveiling the un-
explored cosmic population of sub-pc MBHBs in the mass
range 105M < M < 107M. The unique appeal of this
prospect resides in two key facts. First, due to their small
mass, it might be extremely hard to discover these systems
at cosmological distances via other electro-magnetic obser-
vations. Second, this is the mass range relevant to future
gravitational wave observations with LISA (Amaro-Seoane
et al. 2017). The identification of MBHB TDEs will therefore
critically inform the future of low frequency gravitational
wave astronomy.
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APPENDIX A: DISRUPTIONS FROM MBHBS
OUTSIDE OF THE ENHANCED PHASE
In this paper, we focus on the phase of cusp erosion fol-
lowing the MBHB merger (e.g. Matsubayashi et al. 2007;
Sesana et al. 2008), which is generally insufficient to lead the
MBHB to final coalescence. Hardening will further continue
due to scattering of unbound stars within the binary loss
cone. Those dynamical interactions will continue to produce
MBHB TDEs, albeit at a lower rate, so that identification
via multiple flares becomes highly unlikely. Conversely, the
binary is more compact in this stage, enhancing the chance
of identification via flare interruptions.
Although we have omitted these events from our study,
they can still contribute significantly or even dominate the
overall TDE rate from MBHBs. For a simple estimate, we
use equations 6 and 7 in Sesana & Khan (2015) to estimate
the typical lifetime of a binary in the hard phase, which can
span three orders of magnitude from 1 Myr to 1 Gyr, de-
pending on M1, q and, most importantly, γ. This is then
multiplied by the single MBH TDE rate given by equation
(3), to get the number of TDEs, Nh occurring in the hard
phase as a function of the system parameters. This is justi-
fied by theoretical work that finds that hard binaries disrupt
stars at a lower rate (Chen et al. 2008), possibly comparable
to or slightly higher than the typical rate for single MBHs
(Coughlin et al. 2018; Darbha et al. 2018).
The number of TDEs so obtained, is then compared
to those in the enhanced, cusp erosion phase, Nb given by
equation (6). The ratio Nh/Nb is plotted in Figure A1 as a
function of M1 and for different γ. For γ = 1.75 and above,
the ratio is below 1 for all, or essentially all, combinations of
M1 and q, and the TDE rates are in fact dominated by the
cusp erosion phase. However, for γ = 1.13, the ratio is often
above 1, and can be as high as 10. The transition between
the two regimes likely happens somewhere around γ = 1.5.
Therefore, strictly speaking, using equation (6) to describe
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Figure A1. Ratio of TDEs that occur outside of a binary’s en-
hanced phase to those that occur during the enhanced phase. The
vertical spread comes from the range of q-values used in this pa-
per (with the top of the band corresponding to q = 0.003, and
the bottom to q = 1).
the total number of TDEs by an MBHB is only justified
for systems residing in cuspy galaxies. For those hosted in
galaxies with shallower cusps, equation (6) is only a robust
lower limit to the total TDE rate, which can be a factor of
a few higher.
APPENDIX B: IMPACT OF POSSIBLE
EMISSION SCENARIOS
In section 4, we construct a purely empirical model for TDE
emission – aiming for agreement with observed luminosities,
rather than an accurate physical description. Many physi-
cally motivated emission models do exist in the literature,
though, so it is interesting to consider the impact they could
have on our results.
Since Eddington limited accretion is not typically suffi-
cient to describe the observed optical emission, one popular
explanation which is frequently invoked is the presence of
winds caused by super-Eddington accretion (e.g. Strubbe &
Quataert 2009, 2011). Wu et al. (2018) predict that black
holes with MBH < 10
7M can accrete at a super-Eddington
rate for months to years. This means that a large fraction of
the MBHs producing TDEs (more so in the case of lone
MBHs, where the majority will be in this mass range –
see Fig. 3) could experience a substantial phase of super-
Eddington accretion. The g-band and bolometric luminosi-
ties predicted by Strubbe & Quataert (2009) are broadly
consistent with our phenomenological model (compare their
fig. 4 to our Fig. 6), with the former falling mostly between
1042 and 1043 erg s−1 for all masses and the latter in between
1043 and 1045 erg s−1. There is, however a stronger mass de-
pendence predicted by the Strubbe & Quataert model, which
is additionally sensitive to how close the star approaches the
black hole. This is unlikely to affect the total detection rates,
as the predicted variation with mass falls within a range of
Lg roughly consistent with our model. In fact, the LSST de-
tection rate of 6000 yr−1 predicted by Strubbe & Quataert
is comparable to ours, albeit slightly higher since they re-
quire observability in the g-band only – compare also their
fig. 13 and our Fig. 12.
Alternative models include that of Coughlin & Begel-
man (2014), who predict that excess energy is not carried
away by winds, but instead contributes to the inflation of a
gaseous envelope, from which energy is eventually released
via jets piercing through the poles. The effective surface tem-
perature of this envelope is predicted to fall approximately
between 35000 K and 50000 K for MBH masses between 105
and 106M (it would only be a factor of a few higher extend-
ing to 107M). If the envelope emits as a black body, this
would correspond to emission peaking around a few×1015 Hz
– roughly consistent with the optical black body component
of our phenomenological model. This is not surprising, since
the temperature range predicted by Coughlin & Begelman
(2014) aligns with the black body temperatures obtained ob-
servationally by Wevers et al. (2017). Similarly, the circular-
isation shock model of Piran et al. (2015) predicts effective
black body temperatures giving rise to optical luminosities
consistent with our phenomenological model.
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