New methods for describing materials as vectors in order to predict their properties using machine learning are common in the field of material informatics. However, little is known about the comparative efficacy of these methods. This work sets out to make clear which featurization methods should be used across various circumstances. Our findings include, surprisingly, that simple one-hot encoding of elements can be as effective as traditional and new descriptors when using large amounts of data. However, in the absence of large datasets or data that is not fully representative we show that domain knowledge offers advantages in predictive ability.
Introduction
In material informatics (MI), composition-based machine learning (ML) entails the creation of a composition-based feature vector (CBFV) that represents materials based on expertly-curated element properties. Traditionally, descriptive statistics (average, range, sum, and variance) regarding the constituent elements represent the core of a CBFV scheme (see Figure 1 ). An exemplar of the CBFV method is the Magpie [1] descriptor. This domain-derived approach (CBFV) has been successfully employed in materials informatics studies for years [2] [3] [4] [5] [6] [7] . Not only has it been successful, but the information it contains is also human-readable, allowing for physically interpretable results.
Contra to the CBFV are data-centered techniques such as CGCNN [8] , mat2vec [9] , SchNet [10] , ElemNet [11] , etc. These represent a new philosophy. When featurization is reliant primarily on data, domain knowledge is less important. The representation of chemical systems is no longer relegated to expert opinion. When used within learning frameworks, these data-driven techniques allow for materials insight that may be outside of current scientific understanding. The removal of materials experts stands juxtaposed to traditional learning that uses hand-engineered materials representations such as the classic CBFV. Although a variety of data-driven approaches can be utilized, works such as mat2vec [9] rely heavily on curated materials knowledge. For mat2vec, this knowledge comes in the form of materials science abstracts. Natural language processing techniques are applied to these abstracts, reportedly yielding vector encodings containing latent knowledge that is otherwise inaccessible to even the most expert materials scientists. This process results in an encoding of elemental information that is ultimately a non-human-readable embedding, which presents challenges in the deciphering of any governing chemistry underlying material properties -though some vector math can be applied in an attempt to understand relationships between various materials.
On the other hand, data-driven but domain-free approaches, such as ElemNet [11] , use a dummy, "one-hot" encoding to differentiate atoms based solely on their elemental identity. In the case of crystal systems, models such as CGCNN [8] use similar dummy element vectors embedded in a non-directed graph used to represent structure. These approaches use human-readable inputs and are designed to allow for limited inspection into model workings.
Interpretability, in many fields, is seen as an attractive feature but not a necessity. In material informatics it is vital. In order to operate effectively, material informaticists must be able to both justify and explain our predictions. If a model's output cannot be understood at some level by humans, it is difficult to justify funding the synthesis of whatever materials it may recommend. Further, in the pursuit of new physics, we must be able to deduce the underlying causes contributing to a model's results. Interpretabil- ity should be an important consideration when material informaticists determine their featurization scheme [12] .
Regardless of the featurization approaches used it can easily be shown that different approaches to train-test splits, hyperparameter optimization, training time, random seeds etc. can drastically impact model performance. Therefore, drawing conclusions on featurization in the absence of a standardized hyperparameter schema is problematic. Furthermore, due to non-standardized data itself across the studies, we questioned whether or not the published results were even comparable. Therefore, in this brief communication, we seek to set up a fair comparison. Using published works, we set up the following study using their described (or provided) featurization techniques: 
Results & Discussion
Based on the generated learning curves (such as Figure 2 ) and test results (see Figure  3 ), we find that the top performing featurizers have very similar predictive performance when given enough data. In fact, one-hot encoding often performs as well as or better than many other featurizers in the limit of "large" data. For instance, band gap and formation energy, which have significantly more data points, show extremely similar performance for one-hot featurization. However, when data is scarce, traditional CBFVs tend to outperform other descriptors, with Jarvis [13] and Olyinyk [15] often producing the best results. In addition, CBFVs tend to generalize more effectively when elements are withheld from the dataset (see Figure 4 ) [17] . We observed that the time required to train and run inference with models using these different featurizers is, as would be expected, shorter for smaller featurizers. This means that vetting a large number of materials will take significantly less time when using trimmer representations as input. It is obvious, but worth mentioning, a four times speedup to inference time is the difference between screening 25 and 100 million materials. This is a major "use-case" for ML, consequently the speed of materials vetting is appropriate to consider.
Onehot was treated as a baseline for comparison ( Figure 2 ) because it is plausible as an effective featurization method to be both created and utilized by most data scientists. In contrast, assigning random vectors from a normal distribution to elements was seen as a bare-minimum to beat, though it resulted in better results than onehot on some properties. We found that our implementation of Atom2Vec [18] (original code was not made available) was, on multiple properties, worse compared to both the one-hot baseline and random vector approach. This demonstrates that a CBFV can potentially have adversarial effects on training.
Conclusion
Our results in aggregate lead to the following recommendations: when using small data or data that may be applied to elements outside of the training set, traditional CBFVs are most likely to provide optimal results. Domain-free approaches to featurization, such as onehot, can be viable with large datasets, but should be compared to standard CBFVs like Oliynyk and Jarvis. Although new, data-driven and domain-derived approaches are of interest, they have yet to surpass CBFVs in terms of material property prediction. And yet, instead of hand-engineering new CBFVs, which perform with similar predictive power, the field may be advanced further through alternative activities. These include creating and applying new architectures (such as multi-headed, self-attention networks CrabNet [19] ), collecting more data [20] , and even investigating avenues outside of traditional property prediction, such as inverse design and semi-supervised learning. 
Methods

Data Acquisition.
To begin comparing the various featurization methods' efficacy in predicting material properties, we collected various descriptors, first focusing on those that attempt to represent chemical information. The Jarvis [13] and Magpie [1] chemical featurizers were obtained from matminer [21] . In addition, the Oliynyk [15] chemical descriptor vectors were obtained from their author. The mat2vec [9] embeddings were obtained from its publication. The Atom2Vec [14] encoding was unreleased; consequently, we attempted to recreate it. In addition, we included the following descriptors: one-hot encoding, which simply conveys how many of each element is included in a given material's formula, and random noise vectors with a length of 200 pulled from a Gaussian distribution representing each element.
Band gap, formation energy, shear modulus, bulk modulus, Debye temperature, thermal expansion, and thermal conductivity data were then collected from the ICSD catalogue of the AFLOW database [16] . Duplicate entries were removed and each material property's formulae and ground-truth values were randomly partitioned into training, validation, and test sets (the full code is available in the GitHub repository [22] . Note, for this work, the associated Crystal Information Files (CIF) were discarded.
Model Training.
In order to understand which descriptors are optimal-and under which circumstanceswe used artificial neural networks (ANNs) to map from these descriptors to various material properties. ANNs are models that take in some input, pass them through various summing and learned weighting operations, and produce a prediction. The difference between the predicted values and the known target values determines how these learned weights are adjusted in the process called backpropagation, which iteratively improves the model. The complexity of specific ANNs is determined by how many layers and units are included in the model, i.e., the model's architecture.
To avoid bias in the determination of any one feature as superior and to confirm that our results are not dependent on a single architecture, we chose to use two unoptimized architectures for our models. Both architectures use two fully-connected layers. The first has 32 units in each, and the second has 512 units in each. Both are trained using the Adam optimizer [23] with a learning rate of 1 × 10 −3 and a batch size of 16.
The networks were trained on varying amounts of data from the training set until an early-stopping mechanism was triggered by a lack of improvement on the validation set. The highest validation metrics were collected for each descriptor on each material property to assess the impact of differing amounts of data. To verify these results, the models were trained on the full datasets and tested on previously unseen data.
Other Methods.
The analysis for held-out elements (Figure 4 ) was generated using a ridge regressor from scikit-learn on bulk modulus data with the formulae including magnesium withheld.
The model was then tested on these withheld formulae. The code for these methods is also available on GitHub [22] .
