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Abstract
I solve a quantum chain whose Hamiltonian is comprised solely of local four-fermi operators
by constructing free-fermion raising and lowering operators. The free-fermion operators are both
non-local and highly non-linear in the local fermions. This construction yields the complete
spectrum of the Hamiltonian and an associated classical transfer matrix. The spatially uniform
system is gapless with dynamical critical exponent z = 3/2, while staggering the couplings gives
a more conventional free-fermion model with an Ising transition. The Hamiltonian is equivalent
to that of a spin-1/2 chain with next-nearest-neighbour interactions, and has a supersymmetry
generated by a sum of fermion trilinears. The supercharges are part of a large non-abelian
symmetry algebra that results in exponentially large degeneracies. The model is integrable for
either open or periodic boundary conditions but the free-fermion construction only works for
the former, while for the latter the extended symmetry is broken and the degeneracies split.
1 Introduction
Free-fermion models yield profound insights in every area of theoretical physics. Essentially all
such models are found by expressing the Hamiltonian and/or action as a sum over bilinears of local
fermionic operators or fields. To put the Hamiltonian in this form, sometimes a non-local Jordan-
Wigner transformation needs to be done [1, 2]. The purpose of this paper is to define and analyse
a free-fermion model that requires a much subtler transformation, both non-local and non-linear
in the original interacting fermions. No form of the Hamiltonian as a sum over local bilinears of
fermions seems to exist.
A nice way of characterising a free-fermion model without having to delve into details of such
transformations is via its spectrum. All eigenvalues E of a free-fermion Hamiltonian are given in
terms of energy “levels” k as
E = ±1 ± 2 ± · · · ± S . (1.1)
where each eigenvalue is specified by making a choice of each of the ± signs. The key property
making the model free fermionic is that this choice does not affect the values of the k. All energies
are given in terms of the same set of values k, which typically are found as the roots of an Sth
order polynomial. Similarly, the eigenvalues of a transfer matrix for a classical free-fermion model
are also given in terms of the k, only with a more complicated expression than (1.1).
The best way of solving a free-fermion model is to construct the raising and lowering operators.
Advantages include not only making it possible to find the spectrum with boundary conditions other
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than periodic, but with spatially varying couplings as well. The raising and lowering operators Ψ±k
obey [
H, Ψ±k
]
= ±2k Ψ±k , (1.2)
where k = 1, . . . , S labels the vector; in the periodic and uniform case one can instead label by the
momentum. Acting with Ψ±k on an eigenstate of H either annihilates the state, or gives a different
eigenstate with energy shifted by ±2k. What makes these operators free fermionic is that they
obey the anticommutation relations{
Ψ±k, Ψ±k′
}
= 0 ,
{
Ψ±k, Ψ∓k′
}
= δkk′ . (1.3)
The operators ΨkΨ−k for all k then are commuting projectors:
(ΨkΨ−k)2 = ΨkΨ−k ,
[
ΨkΨ−k, Ψk′Ψ−k′
]
= 0 . (1.4)
The fact that the spectrum is given by (1.1) then immediately follows. Since Ψk and Ψ−k each
square to zero and anticommute with each other, they can be thought of as creating or annihilating
a fermionic particle of energy k respectively. Moreover, the Hamiltonian can be written as a sum
over these bilinears as
H =
S∑
k=1
k
[
Ψk, Ψ−k
]
, (1.5)
as suggested by (1.2) and (1.4).
When the Hamiltonian is a bilinear in free-fermionic operators, constructing the raising and
lowering operators is straightforward. Because commuting a fermion bilinear with any operator
linear in fermions gives a fermion linear back again, the commutator then can be represented
as a matrix acting on the space of fermion linears. The rank of the matrix grows only linearly
with the size of the system, and varying the couplings simply varies the entries. The eigenvectors
determine the raising and lowering operators, while the eigenvalues give the k, as clear from (1.2).
This procedure works for a host of interesting models, and by now, the technology for doing this
construction is standard and simple.
In this paper, I describe and solve a model that is free-fermion as described above, but where the
standard construction does not apply. No Jordan-Wigner-type transformation gives a local Hamil-
tonian bilinear in fermionic operators. Even with spatially uniform couplings, the Hamiltonian is
purely-four fermion:
Hu =
2M∑
j=1
ψjψj+1ψj+3ψj+4 , (1.6)
where the operators ψj with j = 1 . . . 2(M + 2) obey the usual Majorana-fermion Clifford algebra{
ψj , ψj′} = 2δjj′ . (1.7)
The equivalent spin Hamiltonian is given in (2.2) and (2.3) below. Despite its having no local
fermion-bilinear form, with open boundary conditions this Hamiltonian has a spectrum given by
(1.1), along with raising and lowering operators that satisfy all the free-fermion properties (1.2)–
(1.5). As befitting a free-fermion model, the construction still works when taking an arbitrary
coupling in front of each term in (1.6). It also works for a family of commuting classical transfer
matrices, whose spectra are determined in terms of the same k.
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Although the construction given here seem rather miraculous, it is inspired by the solution of
a Zn-invariant Hamiltonian of Baxter’s [3, 4]. Exact raising/lowering operators can be constructed
for it using “free parafermions”, yielding the entire energy spectrum of the original Hamiltonian [5]
and an associated transfer matrix [5, 6, 7] with open boundary conditions. The free-parafermion
construction utilises only the algebra of the generators of the Hamiltonian and transfer matrix,
which in this case is quite simple. Unfortunately, the Baxter Hamiltonian is not Hermitian and its
spectrum is complex, except in the n = 2 case where it reduces to Ising. However, the beautiful
algebraic way in which it is solved suggests that the method will apply to other models constructed
from generators obeying a simple algebra. The main purpose of this paper is to show that (1.6) is
a hermitian Hamiltonian indeed solvable in the same fashion.
In addition to this marvellous property, the Hamiltonian (1.6) is very interesting in its own
right. It is a Majorana version [8] of a model introduced long ago by Nicolai as simple example of
lattice supersymmetry [9]. It reappeared as a limiting case of a self-dual Hamiltonian introduced
to analyse the physics of the tricritical Ising Hamiltonian and the appearance of supersymmetry
there [10]. Indeed, the uniform Hamiltonian (1.6) can be written as
Hu =
1
2
Q2 − 2M, where Q =
2M∑
j=1
ψjψj+1ψj+2 , (1.8)
so that superchargeQ commutes with Hu. It is worth noting that a supercharge trilinear in fermions
also appears in the zero-dimensional supersymmetric SYK model [11].
Not only is (1.6) supersymmetric, but I show below that the supersymmetry algebra extends
to a much larger non-Abelian one commuting with the Hamiltonian/transfer matrix. However, the
generators of this large symmetry algebra do not commute with the raising and lowering operators.
Because their number increases linearly with M , each energy level has a degeneracy growing expo-
nentially with M . In both this respect and the fact that the spectrum is free-fermionic, the model
analysed here is reminiscent of the “Cooper pair” supersymmetric chain of [12]. Another similarity
is that the degeneracies in both models are broken by taking periodic boundary conditions. An
important difference though is that the degeneracies there are much subtler, coming from Cooper
pairs whose number depends on the level. Here, all levels have the same degeneracy. Moreover, the
U(1) symmetries of the Cooper-pair chain make it simple to solve using the Bethe ansatz because of
the presence of U(1) symmetries. While the model here is integrable with both open and periodic
boundary conditions, the lack of a U(1) symmetry makes the free-fermion approach described here
much more suitable.
A striking property derived here is that (1.6) is critical but not Lorentz-invariant in the con-
tinuum limit. Instead, the excitations have a dispersion relation with dynamical critical exponent
z = 3/2. When the couplings are staggered with periodicity of three sites, the system exhibits
three critical lines with z = 1 meeting at the uniform point (1.6). The critical lines are of a more
conventional free-fermion/Ising type, with spontaneously broken supersymmetry. The z = 3/2
uniform point is thus a novel multicritical point separating three phases with different ordering, as
shown in the phase diagram in figure 1 below.
In section 2, I introduce the model in more detail, and find an extensive set of conserved
quantities for the Hamiltonian and a more general transfer matrix. The open chain is solved in
section 3 by explicit construction of the raising and lowering operators. The generators of the
supersymmetry and extended algebras are found in section 4. The spectrum and phase diagram
for the uniform and staggered models is explicitly derived in section 5. I collect some technical
calculations in the appendices, in particular finding an R matrix that shows that the models are
integrable in the traditional sense for periodic or open boundary conditions.
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2 Conserved charges and commuting transfer matrices
2.1 The Hamiltonian and the generating algebra
The operators in the quantum and classical models studied in this paper act on a Hilbert space
constructed from two-state quantum “spin” systems arranged into a chain. A useful basis of such
operators acting on this space is comprised of
σam ≡ 1⊗ 1 · · · 1⊗ σa ⊗ 1 · · · 1 , (2.1)
where the Pauli matrix σa acts on the two-state system labelled by m. The Hamiltonians and
transfer matrices of central interest here are built from the operators
hm = bm σ
z
mσ
z
m+1σ
x
m+2 , h˜m = b˜m σ
x
mσ
z
m+1σ
z
m+2 , (2.2)
where the bm and b˜m are real parameters. Open boundary conditions amount to taking the number
of two-state systems to be M + 2, so that the Hilbert space is of dimension 2M+2, whereas closed
correspond to identifying σam+M ≡ σam (and hence hm+M ≡ hm), so that the dimension is 2M . The
Hamiltonians studied in this paper are then
H =
M∑
m=1
hm , H˜ =
M∑
m=1
h˜m , (2.3)
The different types of operators defined in (2.2) have the very useful property that they commute
with each other: [
hm, h˜m′
]
= 0 for all m ⇒ [H, H˜] = 0 . (2.4)
The two thus can be diagonalised independently. Since with an appropriate relation of the bm and
b˜m, H and H˜ are parity conjugates of each other, it suffices to analyse one of them.
The free-parafermion solution [5] of Baxter’s Zn Hamiltonian [3, 4] relies crucially on its gener-
ators satisfying a simple algebra. The generators here satisfy a simple algebra as well:
h2m = (bm)
2, hmhm+1 = −hm+1hm , hmhm+2 = −hm+2hm ,
hmhn = hnhm for |n−m| > 2 . (2.5)
for m = 1 . . .M . The generators h˜m satisfy the same algebra. For periodic boundary conditions,
these relations are interpreted with indices mod M , while for open they are not; e.g. hM−1 and
h1 anticommute for periodic boundary conditions but commute for open. I will show how the
exact solution for open boundary conditions requires only utilising properties of a slightly extended
version of the algebra (2.5), without recourse to the explicit representation (2.2). This analysis
will then apply to any model with Hamiltonian H whose generators obey (2.5), such as the model
with Hilbert-space dimension ∼ 2M/2 given in section 4.2 below. In the special case b3j = 0,
the remaining hm satisfy the same algebra as do the generators of the Ising Hamiltonian, and the
analysis here then simplifies to the standard construction of raising and lowering operators for Ising
(see e.g. [5]).
The four-fermion Hamiltonian (1.6) corresponds to Hu = H+ H˜ with all bm = b˜m = 1, a simple
consequence of the Jordan-Wigner transformation
ψ2m−1 = σ
z
m
m−1∏
n=1
σxn , ψ2m = −iσxmψ2m−1 . (2.6)
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Although Hu is a special case of a Majorana-fermion analog [8, 10] of a supersymmetric model
introduced long ago [9], the decomposition into two commuting models does not seem to have been
observed before. Its physics is quite different from the pure four-fermion Hamiltonian comprised of
terms with consecutive operators ψmψm+1ψm+2ψm+3 studied in [13, 14]. For example, the latter is
gapped, while Hu is gapless, as shown in section 5. More insight into the distinction between these
two models will appear soon [15].
2.2 Conserved charges
Expressing the Hamiltonian in terms of generators satisfying (2.5) makes it easy to show that the
Hamiltonian commutes with an extensive number of conserved charges. The method for construct-
ing them is quite similar to that used for free parafermions [5]. Non-local conserved charges are
constructed in terms of products of different hm that commute with each other, e.g. hm hm′ with
|m−m′| > 2 mod M . For example, the sum
Q(2) ≡
∑
|m−m′|>2
hm hm′
commutes with H, as is easy to verify because Q(2) = H2/2 plus a constant. An entire hierarchy
of conserved charges is defined by the same rule:
Q(s) ≡
∑
{M≥mr+1>mr+2}
hm1 hm2 . . . hms , (2.7)
whereQ(1) = H. The notation in the summation means to sum over allmr = 1 . . .M with r = 1 . . . s
subject to the constraints mr+1 > mr + 2, with the additional constraint ms−m1 6= M − 1,M − 2
for periodic boundary conditions. To prove they commute with the Hamiltonian for all s, first
consider commuting H with a single term in Q(s):
[
H,hm1 hm2 . . . hms
]
=
M∑
m=1
[
hm, hm1 hm2 . . . hms
]
= 2
∑
|m−mr|=1,2
|m−mr±1|6=1,2
hmhm1 hm2 . . . hms ,
by using the algebra (2.5). The latter sum is over all m such that m is one or two sites from a
single but not two mr. The latter restriction arises because e.g. [hm+1, hmhm+3] = 0. It means
there always occurs another contribution to [H, Q(s)] where the indices m and mr change places:
hm comes from a term in Q
(s), while hmr comes from H. These pairs cancel in the sum over the
mr:
[hm, hm1 . . . hmr−1hmrhmr+1 . . . hms ] + [hmr , hm1 . . . hmr−1hmhmr+1 . . . hms ] = 0 ,
yielding [H, Q(s)] = 0.
When given a hierarchy of commuting conserved charges, it is natural to define the transfer
matrix of a two-dimensional classical lattice model that commutes with the quantum Hamiltonian.
It is simply the generating function of these charges
TM (u) =
S∑
s=0
(−u)sQ(s) , (2.8)
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where u is a real parameter. The sum truncates at S = [M/3] for periodic boundary conditions
and S = [(M + 2)/3] for open, with [x] the integer part of x. For open boundary conditions, a very
useful equivalent definition of the transfer matrices are via the recursion relation
TM (u) = TM−1(u)− uhMTM−3(u) . (2.9)
for M ≥ 1, with TM = 1 for M ≤ 0. A more traditional expression of this transfer matrix in terms
of a vertex model (i.e. a matrix product operator) is given in Appendix A. The Boltzmann weights
are local, but I am not aware of any previous appearance in the literature.
In the appendices I present two proofs that not only do the conserved charges Q(s) commute
with the Hamiltonian, but also with one another, so that[
TM (u), TM (u
′)
]
= 0 (2.10)
for all u and u′. The parameter u is typically called the spectral parameter, since whereas the
spectrum of T depends on it, the eigenvectors do not. In appendix A, I give a proof of (2.10) valid
for both open and periodic boundary conditions by using the standard Yang-Baxter technique [16].
I supply an alternative proof in Appendix B.1 using the product form derived next. The latter
proof has the disadvantage that it applies only for open boundary conditions, but the advantage
that it requires only use of the algebra (2.5). It thus applies to any Hamiltonian and transfer matrix
whose generators obey (2.5) such as that given in section 4.2, not only those of the form (2.2).
2.3 The product form and inverse of the transfer matrix
The main result of this paper is that for open boundary conditions, H and TM (u) can be rewritten
in terms of non-local free-fermion operators. Despite its being integrable both for periodic and open
boundary conditions, its features are much more striking in the latter case. Indeed, it appears the
free-fermion solution only applies for open boundary conditions. Henceforth the analysis in this
paper applies to having open boundary conditions.
The method for deriving this remarkable property relies on rewriting the transfer matrix as a
product of local (but not commuting) operators. Namely,
TM (u) = GM (u)G
T
M (u) , GM (u) ≡ g1g2 . . . gM . (2.11)
where the superscript T means transpose, with gTm = gm. The basic building blocks of this product
form are the local operators
gm = cos
φm
2
+
hm
bm
sin
φm
2
, (2.12)
where the angles φm are defined recursively via
sinφm+1 = − ubm+1
cosφm−1 cosφm
, (2.13)
with φ0 = φ−1 = 0. The spectral parameter u can always be chosen small enough to make all the
φm real and the gm hermitian. These operators obey gmgm′ = gm′gm when |m−m′| > 2, while
gmhngm = hn cosφm for |n−m| = 1 or 2 . (2.14)
The proof of (2.11) follows by induction using the recursion relation (2.9), along with the
identity (2.14) and
(gm)
2 − 1 = hm
bm
sinφm = −hm u
cosφm−1 cosφm−2
. (2.15)
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Assuming (2.11) holds up to some given M − 1 implies
GMG
T
M = GM−1g
2
MG
T
M−1 = TM−1 +GM−1(g
2
M − 1)GTM−1
= TM−1 +GM−3(g2M − 1) cosφM−1 cosφM−2GTM−3
= TM−1 −GM−3uhM GTM−3
= TM−1 − uhMTM−3 = TM ,
since hM and hence gM commute with GM−3. Since G−2 = G−1 = G0 = 1, by induction (2.11)
therefore holds for all M .
The product form (2.11) makes finding the inverse of T (u) easy. Since sending u → −u sends
all angles φm → −φm, it follows immediately that gm(±u)gm(∓u) = cosφm and
GM (−u)GTM (u) = GTM (−u)GM (u) =
M∏
m=1
cosφm ,
TM (u)TM (−u) =
M∏
m=1
cos2 φm ≡ PM (u2) (2.16)
Thus the transfer matrix is invertible except when u is a root of PM (u
2), and when it exists, the
inverse of TM (u) is proportional to TM (−u).
The function PM (u
2) is a polynomial in u2, as follows from the recursion relation
Pm(u
2) = Pm−1(u
2)− u2b2m Pm−3(u2) (2.17)
for m > 0, with P0 = P−1 = P−2 = 1. This relation follows simply from the recursive definition
(2.13) of the φm:
Pm
Pm−1
= cos2 φm = 1− sin2 φm = 1− u2b2m
Pm−3
Pm−1
.
The polynomial PM (u
2) is thus of order S ≡ [M/3], where [x] means the integer part. The similarity
of the recursion relations (??) and (2.9) means that the polynomial takes on the same form as the
transfer matrix, with the role of the hmu in the latter replaced by (bmu)
2 in the former. Namely,
its coefficients are sums of products of the b2m, such that in any product bmbm′ appears only if
|m−m′| > 2. For example,
P1 = 1− b21u2 , P2 = 1− (b21 + b22)u2 , P3 = 1− (b21 + b22 + b23)u2 ,
P4 = 1− (b21 + b22 + b23 + b24)u2 + b21b24u4 .
This correspondence between transfer matrix and polynomial holds in the Ising and free parafermion
models with open boundary conditions as well [5]. With the normalization defined here, the poly-
nomial can be written in terms of its roots u2k as
PM (u
2) =
S∏
k=1
(
1− u
2
u2k
)
. (2.18)
2.4 Higher Hamiltonians
The fact the non-local conserved charges all commute with each other makes possible the construc-
tion of conserved charges that are the sum of local operators. These “higher Hamiltonians” are
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generated by the logarithmic derivative of TM :
∞∑
r=1
H(r)ur−1 ≡ H(u) ≡ − d
du
lnT (u) = − 1
PM (u2)
TM (−u)T ′M (u) , (2.19)
where the prime here means d/du. This relation should be understood as a formal definition of the
higher Hamiltonians H(r) given by expanding the final expression in a series in u around u = 0.
Equivalently, one can exploit analyticity. Since the order u0 term in the polynomial PM (u
2) is
non-vanishing, none of its roots are at u = 0. Therefore H(u) is analytic in a region around u = 0,
since T (u) is a finite series in u with coefficients given by the bounded (for finite M) operators Q(s).
Moreover, H(u) is a meromorphic function in u, since the only singularities arise at the zeroes of
PM (u
2). Thus the higher Hamiltonians can be extracted by contour integrals around u = 0:
H(r) =
1
2pii
∮
duu−rH(u) (2.20)
for r a positive integer.
This definition (2.19) of course yields H(1) = Q
(1)
M = H. The Hamiltonians H
(2s) are simply
constants, as is easy to show from taking the derivative of the inversion relation (2.16) for TM (u):
P ′M (u
2) = TM (−u)T ′M (u)− T ′M (−u)TM (u) = −2PM (u2)
∞∑
s=1
H(2s)u2s−1 . (2.21)
Therefore all even Hamiltonians are diagonal operators, e.g.
H(2) =
∑
m
b2m , H
(4) =
∑
m
b2m(b
2
m + 2b
2
m+1 + 2b
2
m+2) .
Writing PM (u
2) in terms of its roots as in (2.18) and expanding out the product in P ′M/PM gives
simple expressions for all even Hamiltonians in terms of the zeroes:
P ′M (u
2)
PM (u2)
= (lnPM )
′ = −
S∑
k=1
2u
1− u2/u2k
⇒ H(2s) =
S∑
k=1
u−2sk . (2.22)
3 The solution of the open chain
3.1 The spectrum and the degeneracies
The product form of the transfer matrix with open boundary conditions makes it possible to find
the raising and lowering operators explicitly, and derive many interesting properties. Because there
is no way to rewrite the Hamiltonian in terms of local free-fermion bilinears, the analysis is much
more involved than typical for free-fermion models (although it is essentially all straightforward
algebra). I thus summarise the results of this section here.
The basic properties of the raising and lowering operators are summarised in the Introduction.
In this section I construct these operators explicitly , and show how the energy levels k are related
to the S roots u2k of the polynomial PM (u
2) defined in (2.17). Namely,
k =
1
uk
, for k = 1 . . . S . (3.1)
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There are thus S = [(M + 2)/3] pairs of raising and lowering operators. Since H is Hermitian and
the k are the coefficients in its commutator with the Ψk, they must be real. Thus even though it
is not obvious from the definition, all the roots u2k must always be positive and real, so k is also
taken positive and real.
Because they obey (1.2), acting with a raising and lowering operator on an eigenstate of H
either annihilates the state, or gives an eigenstate with energy shifted by k. Moreover, because
{Ψk,Ψ−k} = 1 and Ψ2k = Ψ2−k = 0, all eigenstates can be grouped into pairs where one state
is annihilated by Ψk and the other by Ψ−k, the former with energy 2k higher than the latter.
The projection operator ΨkΨ−k therefore projects onto the former, while Ψ−kΨk projects onto the
latter. These projection operators with k = 1 . . . S all commute with each other, so these pairs
then can be grouped into multiplets of dimension 2S . Since the Hamiltonian in the form (1.5) is a
sum over these projection operators each such multiplet has energies
E = ± 1
u1
± 1
u1
± · · · ± 1
uS
. (3.2)
Each ± sign can be chosen differently, giving 2S distinct energies for the states in the multiplet. This
spectrum is precisely that of a free-fermion theory, i.e. precisely of the form (1.1) with k = 1/uk.
The spectrum of the higher Hamiltonian H(r) is given by the natural generalisation; using the
commutation relations (3.17) for odd r and the already derived result (2.22) for even r yields
E(r) = (±1)r + (±2)r + · · ·+ (±S)r . (3.3)
Since the Hamiltonians commute amongst one another, a single choice of ± signs fixes all the E(r).
I also show in this section that the relation for the transfer matrix analogous to (1.2) is(
ul + u
)
T (u) Ψl =
(
ul − u
)
Ψl T (u) . (3.4)
Exchanging the order of a raising or lowering operator with the transfer matrix therefore results
simply in multiplying by a numerical factor. In addition, I show that the transfer matrix can be
written in terms of the raising and lowering operators as
T (u) =
S∏
k=1
(
1− uk
[
Ψk, Ψ−k
])
. (3.5)
The eigenvalue of the transfer matrix T (u) is then
S∏
k=1
(1∓ uk) . (3.6)
Here and henceforth I omit the subscript M in the transfer matrix, so T (u) ≡ TM (u).
Of course, for H˜ and its corresponding transfer matrix, the same formulas apply with uk replaced
by u˜k, the roots of the polynomial P˜M (u˜
2) formed from the couplings b˜m in the same fashion as
PM (u
2). Thus the spectrum of H˜ is
E˜ = ± 1
u˜1
± 1
u˜1
± · · · ± 1
u˜S
, (3.7)
and analogously for the higher Hamiltonians.
The spectrum of the parity-invariant Hamiltonian H + H˜ is therefore given by the 22S =
22[(M+2)/3] energies E + E˜. The dimension of the Hilbert space is 2M+2 for this M + 2-site system,
and so is exponentially larger than the number of distinct energies. Thus each energy must be
degenerate with an exponentially large multiplicity 2M−2[(M−1)/3] = 2S+1. The degeneracy is
identical for the higher Hamiltonians and hence the transfer matrix.
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3.2 Raising/lowering operators
The nicest way to find raising/lowering operators with non-zero k is to build them using an “edge”
operator χM+1. The edge operator is defined so that it commutes with all the hm except for the
last one:
hMχM+1 = −χM+1hM , hmχM+1 = χM+1hm for m = 1 . . .M − 1 . (3.8)
Moreover, (χm)
2 ≡ 1. In the explicit representation of the hm given by (2.2), one can take e.g.
χM+1 = σ
z
M+2, but nothing below depends on this choice. Another choice is given below in order
to satisfy a larger algebra (4.1) involving χM+1 and the supersymmetry generators. The proofs
in this section follow only from the fact properties of the transfer matrix already derived, and do
not require any knowledge of the explicit representations of the hm. The relations listed at the
beginning of this section are thus valid for all models whose Hamiltonians can be written in terms
of the hm obeying the algebra (2.5) extended to include χM+1 via (3.8).
The raising and lowering operators are then simply
Ψ±k ≡ 1
Nk
T (∓uk)χM+1T (±uk) , (3.9)
where the factor Nk is a normalisation specified below. Their commutation relations with H follow
from an identity derived in the appendix. Namely, given the algebra (3.8) and the fact that the
Hamiltonian commutes with the transfer matrix,
[H,T (u)χM+1T (−u)] = 2T (u)hMχM+1T (−u) (3.10)
for any u. The right-hand side obeys the identity
uT (u)hMχM+1 T (−u) = −T (u)χM+1 T (−u) + PM (u2)
(
1− uhM
)
χM+1 , (3.11)
proven in appendix B.2 by exploiting the product form (2.11) of the transfer matrix. The raising
and lowering operators now follow simply by exploiting the fact that PM (u
2
k) = 0. Setting u = ∓uk
in (3.10,3.11) gives [
H,T (∓uk)χM+1T (±uk)
]
= ± 2
uk
T (∓uk)χM+1T (±uk) ,
i.e. (1.2) and (3.1). In order to obtain distinct operators, here and henceforth I assume that no
uk = uk′ for k 6= k′. If two roots do happen to coincide, they can be split by varying one of the bm.
The subsequent analysis then applies, and the degenerate case is obtained by taking a limit.
Acting with Ψ±k on an eigenstate of H with energy E0 therefore either annihilates the state or
gives another eigenstate with energy E0 ± k. Since the original Hamiltonian is Hermitian, the k
and hence the uk must be real. By convention I take uk > 0 for k = 1, 2, . . . S and often write the
raising/lowering operators as Ψl, where l = ±k and ul = ±uk. The definition (3.9) requires that
(Ψl)
2 ∝ T (ul)T (−ul) = PM (u2l ) = 0 , (3.12)
so acting with the same raising or lowering operator twice annihilates any state. These operators
thus satisfy Pauli exclusion. Moreover, the Ψ±l are the right and left eigenvectors of T (ul) with
zero eigenvalue:
T (ul) Ψl = Ψ−lT (ul) = 0 . (3.13)
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Since T (u) is Hermitian, (3.9) also means that (Ψl)
† = Ψ−l.
The relation (3.9) between the transfer matrix and and the raising and lowering operators
makes it straightforward to find the effect of the latter on the eigenvalues of the former. Since the
Hamiltonian commutes with T (u) for any u, they share the same eigenstates. Since the T (u) at
different values of u commute as well,
T (u) Ψl T (−u) = 1
Nl
T (−ul)T (u)χM+1T (−u)T (ul) . (3.14)
Using the identity (3.11) as well as the definition (3.9) of the raising and lowering operators then
gives
T (u) Ψl T (−u) = 1
Nl
T (ul)
(−uT (u)hMχM+1T (−u) + PM (u2)(1− uhM )χM+1)T (−ul)
= −u
2
T (u)
[
H,Ψl
]
T (−u) + PM (u2)
(
Ψl − u
2
[H,Ψl]
)
=
1
ul
(
− uT (u)ΨlT (−u) + PM (u2)(ul − u)Ψl
)
, (3.15)
yielding the elegant formula
(ul + u)T (u) Ψl T (−u) = PM (u2)(ul − u) Ψl (3.16)
When u2 is not a zero of PM (u
2), the transfer matrix can be inverted and so (3.4) results. This
formula still holds in the limit u→ ±uk, where it reduces to (3.13).
The commutators of the higher Hamiltonians with the raising/lowering operators are easy to
work out using the derivative of the identity (3.4) with respect to u, namely
(ul − u)ΨlT ′(u)− (u+ ul)T ′(u)Ψl =
{
Ψl, T (u)
}
.
Multiplying by T (−u) on the left and using (3.4) to commute it with Ψl gives(
u2 − u2l
)[
T (−u)T ′(u) , Ψl
]
= 2ulPM (u
2)Ψl .
Expanding T (−u)T ′(u) in terms of the higher Hamiltonians using (2.19) and comparing the terms
at each order in u gives[
H(2s−1), Ψl
]
= 2(l)
2s−1Ψl ,
[
H(2s), Ψl
]
= 0 . (3.17)
for all positive integers s. The Ψl are thus raising and lowering operators for all the non-diagonal
Hamiltonians.
3.3 The algebra of the raising and lowering operators
Here I derive the algebra (1.3), i.e. show that the Ψl can be viewed as annihilating and creating
free fermions. To start, note that{
Ψl, Ψ−m
}
=
1
Nm
lim
u→um
{
Ψl, T (u)χM+1T (−u)
}
(3.18)
Using (3.4) to commute the transfer matrix with Ψl gives{
Ψl, T (u)χM+1T (−u)
}
=
ul + u
ul − u T (u)
{
Ψl, χM+1
}
T (−u)
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The anticommutator on the right-hand-side can be done by using{
Ψl, χM+1
}
=
1
Nl
{
T (−ul)χM+1T (ul), χM+1
}
=
4
Nl
PM−1(u2l ) , (3.19)
which follows by anticommuting χM+1 with the expression written in the second line of (B13) and
the fact that PM (u
2
k) = 0. Then{
Ψl, T (u)χM+1T (−u)
}
=
4
Nl
PM−1(u2l )
ul + u
ul − uT (u)T (−u) =
4
Nl
PM−1(u2l )PM (u
2)
ul + u
ul − u .
Taking the limit u→ um to get (3.18) means that this anticommutator vanishes for any m except
m = l. In this case both the numerator and denominator vanish, and so taking the limit gives
{Ψl, Ψ−m} = −δlm 8ul
N2l
PM−1(u2l )P
′
M (u
2
l ) .
This gives the algebra (1.3) of the raising and lowering operators when the normalisation is set to
(Nl)
2 = −8ulPM−1(u2l )P ′M (u2l ) = 16PM−1(u2l )
S∏
s=1,s 6=l
(
1− u
2
l
u2s
)
. (3.20)
3.4 The Hamiltonian and transfer matrix in terms of raising/lowering operators
The task of this subsection is to derive (3.5) and so give the transfer matrix in terms of the
raising/lowering operators. The key to the derivation is showing that, as suggested by their com-
mutation relations (3.17), all the Hamiltonians can be written nicely in terms of the bilinears as
H(2t+1) =
S∑
k=1
2t+1k
[
Ψk, Ψ−k
]
(3.21)
for t any non-negative integer.
The contour-integral definition of the H(t) gives an expression for the Hamiltonians useful in
this derivation. Since H(u) is meromorphic, this contour integral can be rewritten by changing
variables to  = 1/u, where the contour in  is now at a circle at some very large ||, encircling all
the poles at  = ±k. Thus
H(r) =
1
2pii
∮
d r−2H(u) = − 1
2pii
∮
d
2S+r−2∏S
k=1(
2 − 2k)
T (−1/)T ′(1/) .
Since the maximum power of u in T (u) is S, for positive r the integrand has no pole at  = 0, only
those at ±k. Thus
H(r) = −1
2
S∑
k=1
2S+r−3k∏S
s=1,s 6=k(
2
k − 2s)
(
T (−1/k)T ′(1/k)− (−1)rT (1/k)T ′(−1/k)
)
=
S∑
k=1
u−rk
P ′M (u
2
k)
(
T (−uk)T ′(uk)− (−1)rT (uk)T ′(−uk)
)
(3.22)
For r even, using the identity (2.21) shows that (3.22) indeed reduces to (2.22).
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Thus to prove (3.21), consider[
Ψk, Ψ−k
]
=
1
Nk
lim
u→uk
[
Ψk, T (u)χM+1T (−u)
]
(3.23)
Using (3.4) to commute the transfer matrix with Ψl gives[
Ψk, T (u)χM+1T (−u)
]
=
uk + u
uk − u T (u)
[
Ψk, χM+1
]
T (−u)
Since this denominator is vanishing as u→ uk, taking this limit in (3.23) requires some care. The
zero eigenvectors in (3.13) come to the rescue, guaranteeing the numerator also vanishes in this
limit, giving [
Ψk, Ψ−k
]
= −2 uk
Nk
(
T ′(uk)ΨkχM+1T (−uk) + T (uk)χM+1ΨkT ′(−uk)
)
.
The order of χM+1 and Ψl in each of the two terms can be switched by using the anticommutator
(3.19). The terms involving Ψk then vanish because of the zero modes in (3.13) so that[
Ψk, Ψ−k
]
=
1
P ′M (u
2
k)
(
T ′(−uk)T (uk) + T (−uk)T ′(uk)
)
(3.24)
using the expression (3.20) for the normalisation. Using (3.24) in (3.22) then gives instantly (3.21),
and as a special case, the expression (1.5) of the Hamiltonian in terms of the bilinears.
Relating the transfer matrix to the bilinears ΨlΨ−l as in (3.5) is now straightforward to do.
The algebra (1.3) requires that all these bilinears commute with each other and that each squares
to itself. Moreover, ([
Ψk, Ψ−k
])2
=
{
Ψk, Ψ−k
}
= 1 .
The expressions (2.22) and (3.21) then can be unified to give
H(r) =
S∑
k=1
(
k
[
Ψk, Ψ−k
])r
(3.25)
for all positive integers r. The sum of the higher Hamiltonians is then related to the transfer matrix
via their definition (2.19) as
− d
du
lnT (u) =
∞∑
r=1
H(r)ur−1 =
S∑
k=1
k
[
Ψk, Ψ−k
]
1− uk
[
Ψk, Ψ−k
] = − d
du
ln
S∏
k=1
(
1− uk
[
Ψk, Ψ−k
])
.
This differential equation in u is valid in the region near u = 0. Solving it using T (0) = 1 gives at
last the elegant expression (3.5). As a consistency check, note that the commutation relation (3.4)
follows simply from the facts that
[Ψk, Ψ−k]Ψ±k = ±Ψ±k , Ψ±k[Ψk, Ψ−k] = ∓Ψ±k,
as follows from the algebra (1.3).
4 Supersymmetry and its extension
The exponentially large degeneracies described in section 3.1 come as rather a surprise. They occur
in this model only for open boundary conditions; it is easy to check using exact diagonalization
that taking periodic boundary conditions splits the degeneracies without spoiling the integrability.
Whereas such degeneracies do occur in integrable models, having them identical for each level is
rather unusual. I show in this section that this behaviour is a consequence of a symmetry algebra
extending the supersymmetry algebra. Its generators commute with the transfer matrix but not
each other, and not with the raising/lowering operators.
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4.1 Supersymmetry
Although not obvious via its formulation in terms of spins, any Hamiltonian whose generators obey
(2.5) in general has a supersymmetry analogous to that appearing in particle physics, where the
Hamiltonian itself is part of the supersymmetry algebra. Precisely, it is supersymmetric whenever
its generators can be written in terms of fermionic operators χm obeying the algebra
χ2m = a
2
m; χmχm+1 = χm+1χm ; χmχn = −χnχm for |n−m| > 1 , (4.1)
where am is a real number. Setting
hm ≡ χm−1χm (4.2)
means that (4.1) immediately implies that the hm obey (2.5) with b
2
m = (am−1am)2. For open
boundary conditions, the index on χm runs over m = 0, · · · ,M + 1, although the Hamiltonian
does not involve χM+1; this “extra” operator is involved only in the construction of the raising and
lowering operators in section 3. For simplicity, aM+1 ≡ 1. The Hamiltonian for open boundary
conditions is therefore
H =
M∑
m=1
χm−1χm =
M∑
m=1
hm . (4.3)
The basic fermionic conserved charges are constructed in a similar fashion to those found in
various chains in [17]. Here, there are two such “supercharges”, consisting of sums of the χa with
even and odd indices:
O =
[(M+1)/2]∑
j=0
χ2j+1 ; E =
[M/2]∑
j=0
χ2j . (4.4)
Since each term in O anticommutes with each of the others, its square is proportional to the identity,
and likewise for E:
(O)2 =
[(M+1)/2]∑
j=1
a22j−1 ; (E)
2 =
[M/2]∑
j=1
a22j . (4.5)
Defining the Hamiltonian in the usual supersymmetric fashion [18] gives the generalisation of (1.8)
to non-uniform couplings:
H =
1
2
(E +O)2 − 1
2
M∑
m=0
a2m =
1
2
{E,O} . (4.6)
Since E2 and O2 are constants, (4.6) requires that [O,H]=[E,H]=0. This supersymmetry is also
present for appropriately twisted boundary conditions when the generators are interpreted mod M .
However, I remain focused on open boundary conditions here.
It is easy to find explicit χm for each of the Hamiltonians in (2.2). For a collection of L spins,
2L Majorana fermion operators are defined in the usual fashion in (2.6). Two sets of χm then are
χm = iam ψ2m+2ψ2m+3ψ2m+4 ; χ˜m = ia˜m ψ2m+1ψ2m+2ψ2m+3 , (4.7)
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for m = 0 . . .M and M = L − 2. The operator used in constructing the raising and lowering
operators can be taken to be χM+1 = ψ2m+4. The χm obey (4.1) among themselves as do the χ˜m,
while the different types anticommute:
{χm, χ˜m′} = 0 for all m,m′ .
Defining E˜ and O˜ analogously to E and O gives two commuting supersymmetric Hamiltonians
defined using (4.6), namely those given in (2.2) and (2.3). Written in terms of the fermions, each
is purely four-fermion:
H =
M∑
m=1
bm ψ2mψ2m+1ψ2m+3ψ2m+4 , H˜ =
M∑
m=1
b˜m ψ2m−1ψ2mψ2m+2ψ2m+3 , (4.8)
where bm = −am−1am and b˜m = −a˜m−1a˜m.
An obvious symmetry of the Hamiltonians H and H˜ is “fermion-number parity” or equivalently,
flipping all the spins. The generator F obeys F2 = 1 and can be written in terms of the spins and
fermions as
F ≡
L∏
l=1
σxl = (−i)L
2L∏
j=1
ψl . (4.9)
The spectrum can then be grouped into sectors with eigenvalue ±1 of F . Since the supercharges
each anticommute with F and square to a non-zero constant, they map between the two sectors.
Since they also commute with H, the spectrum in each of these sectors must be identical. In other
words, each of the supercharges is a strong zero mode.
The supercharges commute with all the symmetry generators Q(s) and hence the full transfer
matrix, just as the Hamiltonian does. The proof is similar. A key identity is
χmχm+1χm+2 = χmhm+2 = −hm+2χm = −χm+2hm+1 = hm+1χm+2 . (4.10)
while otherwise [
χm, hm′
]
= 0 for m 6= m′ + 2, m′ − 1 . (4.11)
Then
[
χm, hm1 hm2 . . . hms
]
=
{
2χmhm1 hm2 . . . hms m−mr = 1,−2, a 6= mr+1 − 1, a 6= mr−1 + 2
0 otherwise .
The additional restrictions arise because [χm, hm−1hm+2] = 0. Doing the sums over m and the mr,
the terms cancel pairwise because[
χm, hm+1
]
+
[
χm+2, hm
]
= 0 .
as a consequence of (4.10). All terms in each of [O, Q(s)] and [E, Q(s)] pair in this fashion because
of the additional restrictions, and because each pair involves χm and χm+2. Thus both E and O
are conserved charges: [
E, T (u)
]
=
[
O, T (u)
]
= 0 . (4.12)
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4.2 An equivalent Hamiltonian
The solution of the open chain in section 3 using raising and lowering operators requires only a set of
generators hm obeying the algebra (2.5). Since having fermionic operators obey (4.1) implies both
(2.5) and the supersymmetry, it is straightforward to find other models with the same physics. Here
I present such a model where H stands alone; i.e. there is no analogous commuting Hamiltonian
H˜.
This equivalent Hamiltonian is easiest to express in terms a Majorana chain coupled to an Ising
chain. The Majorana operators ψj are defined as above on a chain of L sites, while the Ising chain
is comprised of 2L sites, each having a two-state system. Denoting the Pauli operators acting
non-trivially on the latter chain by τaj , the χm defined by
χ3j−3 = a3j−3 ψjτ
x
j , χ3j−2 = a3j−2 ψj , χ3j−1 = a3j−1 ψjτ
z
j τ
z
j+1 (4.13)
satisfy the algebra (4.1) for m = 0 . . . 6L − 2. Thus I take M = 6L − 2 with the edge operator
defined as χM+1 ≡ ψLτ zL. The supersymmetry generators and Hamiltonian are defined via (4.4)
and (4.6) as above, giving
Htwo−chain =
2L∑
j=1
b3j−2τxj +
2L−1∑
j=1
(
b3j−1τ zj τ
z
j+1 + ib3jψjψj+1τ
z
j τ
y
j+1
)
(4.14)
Rewriting the Majorana chains in terms of spins means the bilinear iψjψj+1 corresponds to σ
x
j
for j odd, and σzjσ
z
j+1 for j even. When b3j = 0, the two chains decouple and the Hamiltonian is
precisely that of the transverse-field Ising model, and independent of the Ising chain. In this limit,
the decoupled chain thus gives a simple explanation for the identical degeneracies at every energy.
The Hamiltonian (4.14) has only one set of raising and lowering operators, because there is no
second set of commuting generators. The complete spectrum thus is given by (3.2), where the u
remain zeroes of the same polynomial PM (u) defined by the bm. Moreover, the degeneracies for
open boundary conditions are essentially the same. In (4.13), there are now 6L different χm for
a system with 3L sites, i.e. twice as many supersymmetry generators as there are sites, just as in
the four-fermi case with Hamiltonian H + H˜. There are 2[(M+2)/3] = 22L distinct energies with a
Hilbert space of dimension 23L. The degeneracy per level is therefore 2L even for non-vanishing
b3j .
In some ways this coupled-chain system resembles that introduced in [19] to provide a lattice
model with emergent supersymmetry. Both feature an Ising chain coupled to a Majorana chain,
where the number of Majorana fermion operators in the latter is the same as the number of spins
in the former. Both feature a self-duality for uniform couplings, and as discussed below in section
5, a multicritical point with a flow to Ising with supersymmetry spontaneously broken. However,
the couplings between the two chains are different, leading here to the multicritical point z = 3/2
point analysed below, whereas that of [19] leads to the tricritical Ising point, described by a z = 1
(but not free-fermionic) conformal field theory in the continuum limit.
4.3 Extended supersymmetry
The operators E and O commute with the Hamiltonian and transfer matrix, but not with each
other. Their anticommutator gives H, while their commutator thus gives a bosonic conserved
charge comprised of non-local operators. An important but less obvious feature is that the latter
can be split into two pieces, each of which commutes with T (u). I show here how this feature can
be used to construct a hierarchy of bosonic and fermion operators obeying a generalisation of the
supersymmetry algebra.
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The bosonic conserved charge [E,O] can be split as
1
2
[
E, O
]
= O(2) − E(2) ,
O(2) ≡
∑
j>k+1
χ2kχ2j−1 , E
(2) ≡
∑
j>k
χ2k−1χ2j . (4.15)
where the upper limit of any sum is chosen to make all χm have m ≤ M . It is easy to check
explicitly using (4.10) that H commutes with O(2) and E(2) individually. More generally,[
[E,O], T (u)
]
= 0 =
[
O(2), T (u)
]
+
[
E(2), T (u)
]
.
There can be no cancellation between the latter two expressions because
χ2kχ2j−1hm1 . . . hms 6= ±χ2k′−1χ2j′hm′1 . . . hm′s
for any choice of j > k + 1, j′ > k′, and the mr and m′r′ . Therefore[
O(2), T (u)
]
=
[
E(2), T (u)
]
= 0 . (4.16)
These bosonic conserved quantities O(2) and E(2) neither commute with each other nor with Q.
Thus a huge zoo of quantities commuting with H can be constructed by taking products of O, E,
O(2) and E(2), and then splitting into the even and odd parts as in (4.15). A useful hierarchy of
such operators O(s) and E(s) is similar to O(2) and E(2), in that the indices on the χm in each term
in the sum must differ by at least three, and alternate between even and odd. The label s simply
is the number of χm present, so that having s odd gives a fermionic charge, while s even bosonic.
The easiest way to prove that such operators are indeed charger is to express them as commutators
or anticommutators. For example, the next charges are given by
O(3) =
1
2
{
O,O(2)
}
=
1
2
{
O,E(2)
}
=
∑
j>k+1>j′+1
χ2j′−1χ2kχ2j−1 ,
E(3) =
1
2
{
E,E(2)
}
=
1
2
{
E,O(2)
}
=
∑
j>k>j′+1
χ2j′χ2k−1χ2j . (4.17)
Each therefore must commute with the Hamiltonian and transfer matrix.
The trick for even s in general is to split a commutator or anticommutator into the difference
O(s) − E(s), where O(s) contains all the terms where the highest index m on a χm in that term is
odd, while E(s) contains all highest indices even. Thus for example[
E,O(3)
]
= −[O,E(3)] = 2O(4) − 2E(4) ,
and it is easy to see that all terms obey the rule that all indices differ by at least three and alternate
between even and odd. Both O(4) and E(4) commute with T (u) by the same argument leading to
(4.16). Continuing in this fashion gives the odd ones as anticommutators. Letting O(0) = E(0) = 1,
O(1) = E and E(1) = O gives
O(2r+1) ≡ 1
2
{
O,O(2r)
}
=
1
2
{
O,E(2r)
}
, E(2r+1) ≡ 1
2
{
E,O(2r)
}
=
1
2
{
E,E(2r)
}
. (4.18)
The even ones need to be split:
O(2r) − E(2r) ≡ 1
2
[
E,O(2r−1)
]
= −1
2
[
O,E(2r−1)
]
. (4.19)
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All terms in these currents obey the property that the indices are at least three apart. These
defining relations use the “unnatural” commutator or anticommutator; for example the bosonic
charge O(2) is obtained from the commutator of two fermionic charges O and E. The remaining
unnatural ones are simply [
O,O(2j+1)
]
= 0 ,
[
E,E(2j+1)
]
= 0 , (4.20)
because O2 and E2 are constants.
The charges O(s) and E(s) do not commute or anticommute among themselves like the Q(s) do.
A few of the relations are simple; for example,
1
2
{
O(2), E(2)
}
= Q(2) +O(4) + E(4) .
In general, however, the commutators/anticommutators are not so nice, and so still more conserved
charges are generated. I have not found a closed algebra, nice or not, like that that found in [12]
for the Cooper pair model.
4.4 Degeneracies from the extended supersymmetry algebra
The charges O(s) and E(s) commute with the Hamiltonian and transfer matrix, but in general not
the raising and lowering operators. They thus can be used to construct other raising and lowering
operators defined by
Ψ
(2r)
l ≡
1
2
{
O(2r−1) + E(2r−1), Ψl
}
, Ψ
(2r+1)
l ≡
1
2
[
O(2r) + E(2r), Ψl
]
. (4.21)
Defining O(0) = E(0) = 1 gives Ψ
(1)
l = Ψl. Taking the appropriate commutators and anticommuta-
tors with (1.2) and (3.4) then gives[
H, Ψ
(s)
l
]
= 2lΨ
(s)
l ,
(
ul + u
)
T (u) Ψ
(s)
l =
(
ul − u
)
Ψ
(s)
l T (u) (4.22)
for all s.
The Ψ˜
(s)
l do not satisfy the full free-fermion algebra in general, but their satisfying (4.22) is
sufficient to make them raising and lowering operators, either annihilating a eigenstate of H or
mapping it to another with energy shifted by l. These operators are non-trivial and distinct for
s ≤ S, as is easy to check using the explicit expressions of the charges in terms of the χm and the
fact that χM commutes with χM+1. Thus for at least some energy eigenstates |E〉 and s 6= s′,
Ψ
(s)
l |E〉 6= Ψ(s
′)
l |E〉 , (4.23)
because energy eigenstates form a complete set of states. The energy shift however is independent
of s, so the distinct states in (4.23) must be degenerate. The states therefore form degenerate
multiplets, as typical in the presence of any non-abelian symmetry algebra. Since for a given l all S
operators Ψ
(s)
l are distinct and, it is natural to expect that the dimensions of these multiplets are
exponentially large in S and hence the system size. Such degeneracies indeed occur in the spectra
of H and T (u), as described in section (3.1), and thus are a natural consequence of the symmetry
generators O(s) and E(s).
Characterising the multiplets precisely from representation-theory point of view seems a slightly
ambitious task, given that that algebra involving all the O(s) and E(s) is not known. However, a
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remarkable result of the earlier analysis is that this representation theory seems to be very sim-
ple, in that the size of the multiplets is completely independent of state, as showing in section
(3.1). This strongly suggests that even though the Ψ(s) defined in (4.21) do not have nice com-
mutation/anticommutation relations, there exists some subalgebra of the full algebra which does.
Moreover, given the structure of degeneracies, it is natural to expect that it is some sort of Clifford
algebra.
5 Staggered and uniform couplings
The analysis above has been rather formal, and applies to any couplings bm as long as the generators
of the Hamiltonian obey (2.5). The upshot is the complete spectrum is determined simply in terms
of the roots u2k of the polynomial PM (u
2) of order u2[M/3]. Here I describe some of the physical
properties of the spectrum when the couplings are staggered. The easiest form of staggering to
handle is where they repeat every third term in the Hamiltonian, i.e.
b3j+1 = b1 ≡
√
α, b3j+2 = b2 ≡
√
β, b3j+3 = b3 ≡ √γ, . (5.1)
This form of staggering is quite natural from the point of view of the commutation relations, since
each all elements of the set {hj , hj+3, hj+6, . . . } commute with one another. Tt also is quite natural
in the Hamiltonian Htwo−chain in (4.14), where γ provides a way of tuning the coupling between
the two chains, with α and β the Ising couplings usually denoted h and J .
Finding the dispersion relation for the excitations amounts to finding the roots of PM (u
2) in
the special case (5.1). I give this derivation in appendix C, parametrising the roots in terms of two
variables, B and p. Because the interactions are next-nearest neighbour, B ends up being related
to p by the cubic equation
B3 = 2αβγ cos p+ (αβ + αγ + βγ)B . (5.2)
The solution needed is the one where B is real and obeys
B > (αβγ)1/3 . (5.3)
The resulting explicit expression for B(p) in general is not terribly illuminating. The variable
0 ≤ p ≤ pi is akin to the momentum for this open-chain problem, and for S large satisfies the
standing-wave condition
e2ipS =
B3e−ip + αβγ
B3eip + αβγ
(5.4)
where M = 3S is a multiple of three. When M is not a multiple of 3, the right-hand side of (5.4)
is modified, but remains a phase. Given B and p, the expression for the energy levels is
2 =
1
αβγB2
(
B2 − αβ)(B2 − αγ)(B2 − βγ) . (5.5)
The dispersion relation (p) thus can be found simply by solving the cubic equation (C11) to get
B(p) and substituting into (5.5). The standing-wave condition (5.4) determines the precise values
of p allowed, which are labelled by the integers k = 1, . . . , S in the foregoing. For large S, the
splitting between successive solutions of (5.4) is ∆p ∼ pi/S, and so the density of states is simply
3pi/M to leading order in 1/M . The ground-state energy per site is therefore
E0
M
≈ − 1
3pi
∫ pi
0
dp (p) . (5.6)
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Figure 1: The phase diagram with staggered couplings, with α+β+γ = 3. Each side of the triangle has one
vanishing coupling, and each corner two. The multicritical point at α = β = γ = 1 has dynamical critical
exponent z = 3/2, while the dashed lines are Ising-type transitions with z = 1 that separate gapped phases.
Excitation energies simply correspond to changing any of the signs in (1.1) from negative to positive,
and thus increasing the energy by 2k when the kth sign is chosen.
Gapless excitations arise when (p)→ 0 in some limit. In appendix C they are shown to occur
only when p→ pi, and moreover, only if two of the couplings α, β, γ are equal. Setting α = β = 1,
the cubic equation (C11) for Bγ ≡ B(pi) reduces to(
Bγ − 1
) (
B2γ +Bγ − 2γ
)
= 0 .
Only for γ ≤ 1 does the solution Bγ = 1 obey the inequality (5.3), so
Bγ =
{
1
2
(√
8γ + 1− 1) , γ ≥ 1
1 , γ ≤ 1 . (5.7)
Utilising (5.5) means that (p) → 0 as p → pi only for γ ≤ α = β. It is shown in the appendix
that (p) vanishes linearly here. Thus these line segments correspond to having a critical phase
transition. For γ > α = β, the system is gapped.
The phase diagram of the staggered model in therefore given in figure 1, where for convenience
the couplings are normalized to satisfy α+β+ γ = 3. At the corners of the triangle, two couplings
vanish, and the Hamilton is trivial to diagonalize. The order parameters for the three phases are
therefore simply expectation values of hm, as shown in the figure. In the original four-fermion
model, this amounts to favouring alignment among spins on two of the three sublattices, e.g. n the
sites m = 3j and 3j + 2 in the phase at the top of the diagram. The critical line segments are
therefore typical order-disorder transitions; symmetry between sublattices (broken only by being
on an open chain) implies they happen when two couplings are equal.
More useful intuition comes from considering the coupled-chain Hamiltonian (4.14). Setting
γ = 0 there corresponds to decoupling the two chains, leaving an interacting Ising chain and a
Majorana chain with trivial Hamiltonian. Thus along the bottom of the triangle, the physics is
simply that of the Ising chain, which indeed has a critical transition when the two couplings are
equal. The symmetry under exchange α↔ β is simply Kramers-Wannier duality. Turning on γ is
a (marginally) irrelevant perturbation, leaving the transition intact for γ < α = β.
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The Hamiltonian Hu with uniform couplings is therefore a multicritical point where the three
critical line segments meet. The physics here turns out to be rather striking. Here the solution to
(C11) is simply
Bu = 2 cos
p
3
, (5.8)
with 0 ≤ p < pi. The dispersion relation (5.5) in the uniform case is then exactly
2u(p) =
sin3 p
sin p3 sin
2 2p
3
(5.9)
so indeed (p) → 0 as p → pi. However, the dispersion relation at the fermi sea is not linear.
Instead, for p near pi,
u(p) ≈
(
4
3
)3/4
|pi − p|3/2 . (5.10)
Since ∆p ∝ 1/L for large system size L, the gapless dispersion relation (5.10) corresponds to
having dynamical critical exponent z = 3/2. The critical line segments have z = 1, more typical
for free-fermion systems.
The critical exponents at and approaching the uniform case are something of a surprise. Another
uncommon exponent comes by studying the gap as the multicritical point is approached. Tuning
to this point along the gapped α = β line gives a gap vanishing as (γ −α)3/2, as follows from (5.7)
and (5.5). The same scaling occurs when approaching the multicritical point from any gapped
direction. Namely, varying the couplings slightly away from 1 while fixing α + β + γ = 3 gives
B(pi) ≈ 1 + δB, where
(δB)2 =
1
3
(
δαδβ + (δα)2 + (δβ)2
)
, (5.11)
with the right-hand side indeed always greater than zero for a non-vanishing variation. The gap to
leading order in the variations is then
∆2 ∝ (2δB − δα− δβ)(2δB + δα)(2δB + δβ) = 2(δB)3 − δαδβ(δα+ δβ) . (5.12)
It is straightforward to check that the only directions where the gap stays zero are along the three
critical line segments δα = δβ > 0, δα = −2δβ > 0 and δβ = −2δα > 0. Thus indeed the gap
vanishes with the same exponent 3/2 that appears in the dispersion relation.
6 Conclusion
The models described in this paper have the remarkable feature that they can be solved by con-
structing free-fermion raising and lowering operators, despite the fact that they have no Hamiltonian
written in terms of local fermion bilinears. Thus although the spectrum is given by the canonical
free-fermion form (1.1), other free-fermion characteristics need not apply. For example, the local
fermions ψj cannot be obtained as a linear sum of the Ψ±k, since there are more of the former than
the latter. Thus the approach here does not give much insight into the correlation functions save
for the critical exponents and gap derived above.
It is thus difficult to guess even qualitatively some of the physics will be beyond the results here.
For example, since the model is solvable for any couplings, it should be possible to understand the
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behaviour when they are random. Presumably there is an infinite-randomness critical point as in
the analogous random Ising chain [20], but is not at all obvious what it will look like. It is not even
immediately clear how to adapt the decimation procedure to this model, since the interactions are
not nearest-neighbour.
Of course, the situation here is rather unusual, in that each level has an exponentially large
degeneracy ∼ 2M/3, as described in section 3.1, even with random couplings. Imposing periodic
boundary conditions splits these degeneracies, and there is no particular reason to expect that the
resulting energies will have the same dynamical critical exponent. Indeed, numerics [8] and analytic
arguments [15] suggest that these excitations will have  ∝ p3. Since as shown in appendix A the
model remains integrable with periodic boundary conditions, this energy should be computable,
However, the lack of an obvious U(1) symmetry makes using the Bethe ansatz much more difficult,
and I have not been able to do this calculation. Someone stronger should do it.
Another interesting direction to explore would be a connection of this very non-standard in-
tegrable model with other integrable systems. One intriguing observation is that the dynamical
critical exponent z = 3/2 at the uniform point is identical to that of the famous 1 + 1-dimensional
KPZ equation [21]. Perhaps this correspondence is a coincidence. However, the fact that correla-
tors for KPZ [22] and free-fermion models such as the Ising model [23] can be written as Fredholm
determinants hints that it is not.
Less ambitiously, the techniques described here almost certainly can be applied to simplify the
solution of the “free-parafermion” model [5, 6, 7]. Indeed, the transfer matrix there can also be
decomposed into a product form like (2.11), the observation that made possible the much simpler
analysis here (early versions of this paper pre-dating this observation are even more horrible than
[5]). A more intriguing possibility for application of these techniques is the Cooper-pair chain of
[12], shown to be equivalent to another interesting chain [24] in [25]. Like here, the spectrum with
open boundary conditions is free-fermionic even though the Hamiltonian is not comprised of free-
fermion bilinears. Also like here, the Cooper-pair model is integrable and supersymmetric, with a
underlying large non-Abelian symmetry algebra extending the supersymmetry. The algebra of the
Hamiltonian generators there is more complicated than (2.5), however, so the analysis may take a
little more finesse.
I thank Dave Aasen and Jason Alicea for sharing their unpublished results, and Hosho Katsura
for reminding me that z = 3/2 in KPZ. This work was supported by EPSRC through grant
EP/N01930X.
A The R matrices
All the derivations in the main text followed from expressing the transfer matrix as the product
(2.11), and then doing manipulations using the algebra (2.5). This product form is only valid for
open boundary conditions, rendering the techniques fairly useless for periodic boundary conditions.
In this section I first rewrite the transfer matrix in matrix-product operator, in the specific repre-
sentation where hm is given by (2.2). I then find an “R-matrix” that makes it straightforward to
show that transfer matrices at different values of the spectral parameter commute with either open
or periodic boundary conditions.
The transfer matrix is a sum over products of hm = bmσ
z
mσ
z
m+1σ
x
m+2. For ease of notation, I
give the derivation for the uniform case bm = 1, and then explain the generalisation to couplings
varying in space. In order to define the appropriate Yang-Baxter equation, it is useful to rewrite
the transfer matrix as a matrix-product operator, or in more traditional statistical-mechanical
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language, as a vertex model. The matrix-product operator (MPO) is of the form
Tbc(u) =
∑
{am},{tm}
Aa1bt1A
a2
t1t2
Aa3t2t3 . . . A
aL
tL−1c σ
a1
1 σ
a2
2 σ
a3
3 . . . σ
aL
L . (A1)
A nice picture for this MPO is
b
σa11
t1
σa22
t2
σa33 · · ·
· · ·
σaLL
tL−1 c
Each vertical line corresponds to acting with the operator σamm on the Hilbert space, where am = 0, x
or z, with σ0m = 1 and the other two given by (2.1). The horizonal line segments are labelled by the
“auxiliary” or “internal” indices tm. Each crossing corresponds to the tensor A
am
tm−1tm that gives
the appropriate weighting for the corresponding term in the transfer matrix.
Finding the appropriate elements of this tensor is easy given the simple form of the transfer
matrix, where all the hmr in a given term must commute with each other. The auxiliary indices
run over the same three channels 0, x and z that the am do. Then the only non-vanishing elements
of the tensor are A000, A
z
0z, A
z
zx and A
x
x0, and
A000 = 1 , A
z
0zA
z
zxA
x
x0 = −u , (A2)
are the only constraints needed. The transfer matrix is then found by doing the sum in (A1) over
all am, tm = 0, x and z, with the end indices labelled by b and c. For periodic boundary conditions,
the transfer matrix is given by
T per(u) =
∑
b=0,x,z
Tbb(u) (A3)
with L = M , while for the open boundary conditions used in most of the paper it is
T (u) = T00 (A4)
with L = M + 2. In the traditional language, this might be called an eight-vertex model, since
there are eight possibilities for what happens at each vertex. However, this most definitely is
not the famed eight-vertex model solved by Baxter [16], as there are three channels here in the
auxiliary/internal space.
The derivation of commuting transfer matrices follows from the “RTT” relation. These involve
a 9× 9 matrix R(u, u′) whose matrix elements Rb′cbc′ are labelled by letting a, a′, b and b′ each take
the values 0, x and z. The art is to find an R matrix that satisfies∑
d,d′
Rb
′d
bd′(u, u
′)Td′c′(u′)Tdc(u) =
∑
d,d′
Tbd(u)Tb′d′(u
′)Rd
′c
dc′(u, u
′) , (A5)
for all b, b′, c, c′ and u, u′, along with
(R(u, u′))−1 = R(u′, u) . (A6)
If such an R matrix exists, then it immediately follows that [T per(u), T per(u′)] = 0. For those with
open boundary conditions to commute, the additional conditions
R0b
′
0b (u, u
′) = δb0δb′0 = Rb
′0
b0 (u, u
′) (A7)
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must be satisfied as well.
The beauty of the R matrix approach is that the RTT relation can be reduced to a local one
by rewriting the transfer matrix as an MPO/vertex model as in (A1). To find the matrix R, one
needs to solve ∑
d,d′
Rb
′d
bd′(u, u
′)A′d′c′Adc =
∑
d,d′
AbdA
′
b′d′R
dc′
d′c(u, u
′) , (A8)
where the non-commuting operators A and A′ are defined by
Acd ≡
∑
a=x,y,z
Aacd(u)σ
a A′cd ≡
∑
a=x,y,z
Aacd(u
′)σa
with the tensor elements Aacd(u) defined in (A2). Repeatedly applying (A8) allows the R matrix to
be commuted from one end to the other, yielding (A5).
Since there are 81 matrix equations in (A8), the system is wildly overconstrained. It is thus
straightforward to work through and find what I believe is the unique solution for R, up to an
overall constant and gauge choices. The 9× 9 matrix breaks into three 1× 1 blocks with
R0000 = R
xx
xx = R
zz
zz = 1 , (A9)
and three 2× 2 blocks (
Rcddc R
cc
dd
Rddcc R
cd
dc
)
(A10)
with d 6= c. All other matrix elements of R vanish. The solution is easiest to display by making
the gauge choice
Az0z(u) = A
x
x0(u) =
√
u , Azzx(u) = −1 , (A11)
for u positive. Then (A8) and (A6) require
R0xx0 = −Rx00x = R0zz0 = −Rz00z = Rxzzx = −Rzxxz =
u− u′
u+ u′
,
R00xx = R
xx
00 = R
00
zz = R
zz
00 =
2
√
uu′
u+ u′
, Rxxzz =
2u′
u+ u′
, Rzzxx =
2u
u+ u′
. (A12)
These elements satisfy (A7) as well, so the model is integrable for both periodic and open boundary
conditions.
This R matrix can be put in standard difference form by defining u = exp(2θ) and u′ = exp(2θ′),
so that the blocks (A10) for d = 0 and c = x or z are
1
cosh(θ − θ′)
(
sinh(θ′ − θ) 1
1 sinh(θ − θ′)
)
, (A13)
while the block for d = z and c = x multiplies the off-diagonal elements by e±(θ−θ′). This R matrix
is a standard one, so perhaps there will be some way to write the full transfer matrix in some
previously known form.
The transfer matrices commute even with spatially varying couplings. The MPO is defined
simply by generalising (A1) to have position-dependent tensor elements Aamtm−1tm(um), with the
gauge choice (A11) changed to
Az0z(um) = bmu , A
x
x0(um) = 1 , A
z
zx = −1 , (A14)
The proof is simply to check that (A8) is satisfied for any gauge choice, and that in any gauge, the
solution is invariant under rescaling u and u′ by the same constant like (A12) is. Equivalently, it
is a consequence of the R matrix satisfying the difference property.
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B Essential but technical proofs
Here I provide the derivations of two essential results. One is that the commutation of the transfer
matrices for open boundary conditions requires only the properties of the algebra (2.5), and so will
apply to any model whose Hamiltonian and transfer matrices are generated by such hm. The other
is an identity essential in deriving the properties of the raising and lowering operators. In both
cases, the product form of the transfer matrix is essential.
I define some notation to simplify the equations. First of all,
cm ≡ cosφm (B1)
while a rescaled Hamiltonian generator obeys
h′m ≡ sinφm
hm
bm
= − uhm
cm−1cm−2
. (B2)
Then
(h′m)
2 = sin2 φm = 1− c2m, (gm)2 = 1 + h′m
by using the definitions and the identity (2.14). Throughout the appendix, the ±u arguments are
usually omitted, with −u accounted for by defining O− ≡ OT(−u) for any operator. Then for
example
gmg
−
m = cm , gmhn = hng
−
m , gmhng
−
m = g
2
mhn = (1 + h
′
m)hn , (B3)
with |m− n| = 1, 2.
B.1 Direct proof of commuting transfer matrices for open boundary conditions
In this appendix I prove that the conserved charges Q
(s)
M and the transfer matrices comprised of
them commute among themselves. The key ingredient in the proof is to show that conjugating
with G implements a sort of duality. Namely, defining
ĥm ≡ hm cosφm+1 cosφm+2
cosφm−1 cosφm−2
, (B4)
means that
(
(
GM (±u)
)−1
Q
(s)
M GM (±u) =
∑
M≥mr+1>mr+2
ĥm1 ĥm2 . . . ĥms ≡ Q̂(s)M (B5)
for any u2 6= u2k. In this expression, one must set cosφM+1 = cosφM+2 = 1 inside ĥM and ĥM−1
along with the usual cosφ0 = cosφ−1 = 1. This relation (B5) immediately leads to the commutation
of transfer matrices at different values of the spectral parameter:
Q(s) = GM (u)Q̂
(s)(GM (u))
−1 = GM (u)(GM (−u))−1Q(s)GM (−u)(GM (u))−1
= TM (u)Q
(s)(TM (u))
−1 . (B6)
Since this identity holds true for any u 6= uk, [Q(s), Q(s′)] = 0 for all s, s′, and so transfer matrices
at different values of the spectral parameter commute, proving (2.10).
I first prove (B5) for s = 1 using induction. Let HM and ĤM be the Hamiltonians with
generators hm and ĥm respectively, and assume that
(GM )
−1HMGM = ĤM .
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Then
(GM+1)
−1HM+1GM+1 =
1
cM+1
g−M+1ĤMgM+1 + (GM+1)
−1hM+1GM+1
= ĤM−2 +
g−M+1
cM+1
(
ĥM−1 + ĥM +
g−Mg
−
M−1
cMcM−1
hM+1 gM−1gM
)
gM+1 . (B7)
A crucial point is that in this expression the ĥm are defined not including cM+1 or cM+2, e.g.
ĥM = hM/(cM−1cM−2) here. The middle terms in (B7) are simplified using
g−M+1
(
ĥM−1 + ĥM
)
gM+1 =
(
ĥM−1 + ĥM
) (
1 + h′M+1
)
,
while the final term can be simplified using
g−M+1g
−
Mg
−
M−1hM+1gM−1gMgM+1 = g
−
M+1g
−
MhM+1
(
1 + h′M−1
)
gMgM+1
= g−M+1hM+1
(
1 + h′M + cMh
′
M−1
)
gM+1
= cM+1hM+1 + hM+1
(
h′M + cMh
′
M−1
)(
1 + h′M+1
)
= cM+1hM+1 −
(
h′M + cMh
′
M−1
)(
hM+1 + bM+1 sinφM+1
)
. (B8)
Using these simplifications in (B7), terms non-linear in the hm cancel because
ĥMh
′
M+1 =
hM
cM−1cM−2
−uhM+1
cM−1cM
= h′M
hM+1
cM−1cM
,
ĥM−1h′M+1 = h
′
M−1cM
hM+1
cM−1cM
= h′M−1
hM+1
cM−1
. (B9)
To simplify the linear terms in (B7), note that
bM+1 sinφM+1 = −u−1(1− c2M+1)cMcM−1 .
Therefore (B7) becomes
G−1M+1HM+1GM+1 = ĤM−2 +
1
cM+1cM−2
(
hM−1
cM−3
+
hM
cM−1
)
+
hM+1
cM−1cM
+
1− c2M+1
ucM+1
(
h′M + cMh
′
M−1
)
= ĤM−2 +
hM−1cMcM+1
cM−2cM−3
+
hMcM+1
cM−1cM−2
+
hM+1cM+1
cM−1cM
using (B2). The last three terms are precisely ĥM−1+ ĥM + ĥM+1, defined now so that they involve
all cosφm with m ≤M + 1 (but not cosφM+2 or cosφM+3). Thus finally
(GM+1)
−1HM+1GM+1 = ĤM+1 .
Quite obviously, (B5) holds for M = 1, s = 1 because
g−1 h1g1 = g
2
1h1 = c1h1 .
By induction, it then applies for s = 1 and all M .
The general duality relation (B5) follows in a very similar manner. A crucial ingredient is the
recursion relation for the Q
(s)
M found from (2.9) and (2.8), namely
Q
(s)
M = Q
(s)
M−1 + hMQ
(s−1)
M−3 . (B10)
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Assuming (B5) holds true for up to some fixed M ,
(GM+1)
−1Q(s)M+1GM+1 =
1
cM+1
g−M+1Q̂
(s)
M gM+1 + (GM+1)
−1hM+1Q
(s−1)
M−2GM+1 (B11)
where here ĥM and ĥM−1 are defined without including cM+1. The first term in (B11) simplifies
as in s = 1 case:
g−M+1Q̂
(s)
M gM+1 = cM+1Q̂
(s)
M−2 +
(
ĥM Q̂
(s−1)
M−3 + ĥM−1Q̂
(s−1)
M−4
) (
1 + h′M+1
)
.
This expression includes a slight abuse of notation: the ĥm inside the Q̂
(s)
M−2 keep all cm with
m ≤M . The second term in (B11), however, requires more effort:
G−1M+1hM+1Q
(s−1)
M−2GM+1 =
g−M+1g
−
Mg
−
M−1
cM+1cMcM−1
hM+1
(
Q̂
(s−1)
M−4 +
ĥM−2
cMcM−1
Q̂
(s−2)
M−5 +
ĥM−3
cM−1
Q̂
(s−2)
M−6
)
gM−1gMgM+1
(B12)
where again the cm with m ≤ M are not set to 1. Of the three terms in (B12), the first simplifies
using (B8), the gm present commute through the middle term, and the last term is simplified via
g−M+1g
−
Mg
−
M−1
cM+1cMcM−1
hM+1ĥM−3gM−1gMgM+1 =
g−M+1
cM+1cM
hM+1ĥM−3
(
1 + h′M
)
gM+1
=
1
cM
hM+1ĥM−3 +
1
cM+1cM
hM+1h
′
M ĥM−3(1 + h
′
M+1) .
Now I can group together all the terms in (B12) multiplying hM+1(1 + h
′
M+1)/(cM+1cMcM−1):(
h′M + cMh
′
M−1
)
Q̂
(s−1)
M−4 + hM ĥM−3Q̂
(s−2)
M−6 = h
′
M Q̂
(s−1)
M−3 + cMh
′
M−1Q̂
(s−1)
M−4 .
The other three terms in (B12) simplify to
hM+1
cMcM−1
(
Q̂
(s−1)
M−4 − uĥM−2Q̂(s−2)M−5 − uĥM−3Q̂(s−2)M−6
)
=
hM+1
cMcM−1
Q̂
(s−1)
M−2 .
Combining all the terms in (B11), the terms non-linear in the hm (not including those within the
Q) all cancel as before using (B9), leaving
(GM+1)
−1Q(s)M+1GM+1 = Q̂
(s)
M−2 +
1
cM+1
(
ĥM Q̂
(s−1)
M−3 + ĥM−1Q̂
(s−1)
M−4
)
+
hM+1
cMcM−1
Q̂
(s−1)
M−2
+
1− c2M+1
cM+1
(
h′M Q̂
(s−1)
M−3 + cMh
′
M−1Q̂
(s−1)
M−4
)
= Q̂
(s)
M−2 + ĥM Q̂
(s−1)
M−3 + ĥM−1Q̂
(s−1)
M−4 + ĥM+1Q̂
(s−1)
M−2
= Q̂
(s)
M+1 ,
where now the ĥM and ĥM−1 are defined including cM+1. Thus indeed (B5) holds for all M , and
so transfer matrices commute.
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B.2 Proof of identity (3.11)
An identity extremely useful in constructing the raising and lowering operators is given in (3.11).
Its proof is given here. The first part in proving it is to rewrite the basic form of the raising and
lowering operators as
TMχM+1T
−
M =
√
PM−1GM−1 (gM )2 χM+1 (g
−
M )
2G−M−1
=
√
PM−1GM−1
(
1 + sin2 φM + 2h
′
M
)
χM+1G
−
M−1
= 2
√
PM−1GM−1 (gM )2 χM+1G
−
M−1 − cos2 φM PM−1χM+1
= 2
√
PM−1GM χM+1G
−
M − PMχM+1 . (B13)
With some more effort, the same type of simplification can be done for their commutator with H:
TM hMχM+1T
−
M =
√
PM−3GM−1 (gM )2gM−1gM−2 hMχM+1 g
−
M−2g
−
M−1(g
−
M )
2G−M−1
=
√
PM−3GM−1 (gM )2
(
1 + h′M−1 + cM−1 h
′
M−2
)
hMχM+1(g
−
M )
2G−M−1
=
√
PM−3GM−1
(
1 + sin2 φM + 2h
′
M + c
2
M
(
h′M−1 + cM−1 h
′
M−2
))
hMχM+1G
−
M−1
= −2ub2MPM−3χM+1 +
√
PM−3GM−2
((
1 + h′M−1
)(
2 + c2M (h
′
M−1 − 1)
)
+ c2M−1c
2
Mh
′
M−2
)
hMχM+1G
−
M−2
where to extract the term in front of the last equality, I used√
PM−3GM−1 h′MhMG
−
M−1 =
√
PM−3PM−1bM sinφM = −u b2M PM−3 .
Then note that
(1 + h′M−1)(2 + c
2
M (h
′
M−1 − 1)) = 2(gM−1)2 − c2M−1c2M .
so that
TM hMχM+1T
−
M = −2ub2MPM−3χM+1 + 2
√
PM−3GM−1 hMχM+1G
−
M−1
+
√
PM−3c2cM−1c2MGM−2(h
′
M−2 − 1)hMχM+1G−M−2 .
The last term is simply −PMhMχM+1, because
gM−2(h′M−2 − 1)hMχM+1 g−M−2 = −c2M−2 hMχM+1 ,
while the middle term can be rewritten because√
PM−3 hM = −u−1
√
PM−1 h′M = u
−1√PM−1(1− (gM )2) .
Thus
TM hMχM+1T
−
M =
2
u
√
PM−1
(√
PM−1χM+1 −GMχM+1G−M
)− 2ub2MPM−3χM+1 − PMhMχM+1.
The recursion relation (2.17) gives PM−1 − u2b2MPM−3 = PM , so finally
uTM hMχM+1T
−
M = −2
√
PM−1GM χM+1G
−
M + (2− uhM )PMχM+1 . (B14)
Adding (B14) to (B13) gives the desired identity (3.11):
TM
(
1 + uhM
)
χM+1T
−
M =
(
1− uhM
)
χM+1PM .
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C Derivation of dispersion relation
Here I provide the derivation of the dispersion relation for staggered couplings given and utilised
in section 5 by deriving a matrix whose eigenvalues give the energy levels.
Imposing the staggering (5.1) and iterating the recursion relation (2.17) relates polynomials
with indices differing by three:
PM =
(
1− u2(α+ β + γ))PM−3 − u4(αβ + βγ + αγ)PM−6 − u6αβγ PM−9 . (C1)
In this form, the recursion relation is valid for M ≥ 9, as long as P0 = 1. Taking the number of
generators M to be a multiple of 3 simplifies matters, as the relation (C1) holds for M = 3 and
M = 6 as well by defining P−3 = P−6 = 0. These recursion relations then can be recast as an
eigenvalue relation by assembling the polynomials into a vector with entries
vs(
2) = −2sP3s−3(−2) . (C2)
The recursion relation (C1) along with P3S(
−2
k ) = 0 then gives
S∑
s′=1
Rss′vs′(2k) = 2k vs(2k) (C3)
for any k, s = 1 . . . S, with the entries of the S × S matrix R given by
Rss′ = δs,s′+1 + (α+ β + γ)δs,s′ + (αβ + βγ + αγ)δs,s′−1 + αβγ δs,s′−2 .
Crucially, these matrix elements depend only on s− s′, and only on the couplings.
The energy levels k in the staggered case therefore can be computed simply by finding the
eigenvalues of R. The action of R on the “plane-wave” vector vs = µs gives a solution of the
eigenvalue relation (C3) for 2 < s < S if µ obeys
2µ2 = µ3 + (α+ β + γ)µ2 + (αβ + βγ + αγ)µ+ αβγ . (C4)
I label the three solutions of this cubic equation as µ+, µ− and µ0, so that
(µ+ α)(µ+ β)(µ+ γ)− 2µ2 = (µ− µ+)(µ− µ−)(µ− µ0) . (C5)
The eigenvectors of R are then linear combinations of the corresponding three plane-wave vectors:
vs = A+µ
s
+ +A−µ
s
− + µ
s
0 . (C6)
Requiring that (C3) be satisfied for s = 1 and s = 2 is equivalent to setting P−3 = P−6 = 0, so the
coefficients A± must obey
A+(µ+)
−1 +A−(µ−)−1 + (µ0)−1 = 0 , A+ +A− + 1 = 0 . (C7)
Requiring that (C3) be satisfied for s = S (i.e. PM (
−2
k ) = 0) yields the “standing wave” condition
A+(µ+)
S+1 +A−(µ−)S+1 + (µ0)S+1 = 0 . (C8)
Combining the standing-wave condition (C8) with the cubic equation (C4) fixes the eigenvalues
2k of R. To give a less implicit expression, it is convenient to reparametrise the solutions. Since all
the coefficients of the cubic equation are real, there are two types of solutions. One type is where
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µ+, µ−, µ0 are all real, while the other type has one of them (say µ0) real, while the other two are
a complex conjugate pair. For the standing-wave condition to apply in the limit of large S, two of
the solutions must be of the same magnitude. Thus only the latter type of solutions can be used
to build eigenvectors of R, and so I parametrise
µ+ = Be
ip , µ− = Be−ip (C9)
with B and p real. Furthermore, the roots of (C5) must obey the -independent relations
µ+µ−µ0 = −αβγ , µ+µ− + µ+µ0 + µ−µ0 = αβ + αγ + βγ . (C10)
Combining these two relations gives the cubic equation (5.2) relating B to p:
B2 − 2αβγB−1 cos p = αβ + αγ + βγ . (C11)
The energy levels k are then related to B and p by plugging any one of the roots into (C4). Using
µ0 gives the expression (5.5) that depends on p only through B.
The standing-wave condition (C8) determines the allowed values of p. A solution for large system
sizes exists when first two terms are the same order of magnitude and dominate the last. The first
relation in (C10) requires that µ0 = −αβγ/B2, so such solutions occur when B > (αβγ)1/3, i.e.
(5.3). When (5.3) is obeyed, (C8) for large S then reduces to
ei2p(S+1) = −A−
A+
=
µ−1+ − µ−10
µ−1− − µ−10
,
using (C7). Rewriting the roots in terms of B and p and simplifying using the cubic equation for
B then yields the quantization condition (5.4). The right-hand side is indeed a phase, and in the
limit of S large, there are solutions for 0 < p < pi. The standing-wave condition thus resembles the
usual Bethe-ansatz quantization condition for the quasi-momentum.
Gapless points can occur only when at least two of the couplings are equal. To see this, first
note that taking the derivative of (C11) yields(
B3 + αβγ cos p
) dB
dp
= −αβγB sin p . (C12)
The expression in parenthesis on the left-hand side is always positive for p 6= pi because of the lower
bound on B. Thus dB/dp < 0 for all 0 ≤ p < pi, and so the minimum of B occurs as p → pi, the
point at which two roots of (C4) coincide and obey µ+ = µ− = −B. Taking the derivative of (5.5)
and using (C11) yields
d2
dp
= 2
dB
dp
(
B3
αβγ
+
αβγ
B3
+ 2 cos p
)
(C13)
so that d2/dp < 0 except at p = pi. Since 2 ≥ 0 as a consequence of H being Hermitian, any
gapless points therefore must occur at p = pi. Combining this with (5.5) means that any gapless
points must have B2(pi) equal to any (or all) of αβ, βγ or αγ. A little algebra shows that (C11)
allows for B2(pi) = αβ only if α = β.
Explicit expressions for the dispersion for α = β = 1 and p near pi are found by computing
d2B/dp2 using (C12) and (5.7), which for γ 6= 1 gives
B ≈ Bγ + γ
2(B3γ − γ)
(pi − p)2 , p near pi .
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A little algebra then yields
γ(p) ≈
{
(1− γ)1/2|pi − p| , γ < 1 ,
∆γ + Cγ(pi − p)2 γ > 1 ,
(C14)
where Cγ a positive constant and the gap 2∆γ for γ > 1 is
2∆γ = γ
−1/2(Bγ − 1)(B2γ − 1)1/2 . (C15)
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