Abstract. We show that any bounded operator T on a separable, reflexive, infinitedimensional Banach space X admits a rank one perturbation which has an invariant subspace of infinite dimension and codimension. In the non-reflexive spaces, we show that the same is true for operators which have non-eigenvalues in the boundary of their spectrum. In the Hilbert space, our methods produce perturbations that are also small in norm, improving on an old result of Brown and Pearcy.
Introduction
The Invariant Subspace Problem is concerned with the existence of non-trivial, closed, invariant subspaces for a bounded operator acting on an separable, infinitedimensional Banach space X. The existence of such subspaces for compact operators was proved by von Neumann (unpublished work) for Hilbert spaces and by Aronszajn and Smith [5] for Banach spaces. Lomonosov [11] considerably increased the class of operators with an invariant subspace by showing that every non-scalar operator in the commutant of a compact operator acting on a complex Banach space has a hyperinvariant subspace. On the other hand, the first example of an operator on a Banach space without invariant subspaces was found by Enflo (see [8] and [9] ). Later, Read [15] constructed such an example on ℓ 1 , and also gave examples of quasinilpotent operators [16] and strictly singular operators [17] without invariant subspaces. Another very important example is the recent construction of Argyros and Haydon [4] of an infinite dimensional Banach space such that every bounded operator on that space is the sum of a compact operator and a multiple of the identity; in particular, every bounded operator on this space has an invariant subspace. For an overview of the Invariant Subspace Problem we refer the reader to the monograph by Radjavi and Rosenthal [14] or to the more recent book of Chalendar and Partington [7] .
In this paper we examine a closely related problem:
Given a bounded linear operator T acting on a complex Banach space X, can we perturb it by a finite rank operator F such that T − F has an invariant subspace of infinite dimension and codimension in X?
This problem, or rather an equivalent formulation of it, was introduced in a paper by Androulakis, Popov, Tcaciuc and Troitsky [3] . We briefly restate the basic definitions from that paper. Unless otherwise specified, for the rest of the paper it is assumed that all Banach spaces are complex and all subspaces are norm closed. A subspace Y of a Banach space X is called an almost-invariant subspace for T if there exists a finite dimensional subspace M such that T Y ⊆ Y + M. The minimal dimension of such a subspace M is referred to as the defect of Y for T . It is immediate that every finite-dimensional or finite-codimensional Y ⊆ X is almost invariant under T . Thus, when we ask whether every operator T on a Banach space X has an almost-invariant subspace, the question is non-trivial only if we restrict our search to subspaces that are of infinite dimension and codimension in X; such subspaces will be called half-spaces.
Common almost-invariant subspaces for algebras of operators have been studied in [13] and [12] . In particular, it was shown in [12] that if a norm-closed algebra of operators on a Hilbert space has a common almost-invariant half-space then it has an invariant half-space.
The operators of central importance for the work [3] were the Donoghue shifts.
Recall that a weighted shift D ∈ B(H) is called a Donoghue shift if its weights (w n ) are all non-zero and |w n | ↓ 0 (see, e.g., [14, Section 4.4] for more information about Donoghue shifts). The importance of Donoghue shifts for the paper [3] stems from the fact that all the invariant subspaces for such operators are finite dimensional. In particular, these operators do not admit invariant half-spaces.
The following theorem which, in particular, applies to Donoghue shifts, was proved in [3] . Recall that a sequence {x n } n in a Banach space is called minimal if, for every k ∈ N, x k does not belong to the closed linear span of the set {x n : n = k} (see also [10, Section 1.f]). 
The unbounded component of the resolvent set ρ(T ) contains {z ∈ C : 0 < |z| < ε} for some ε > 0.
(ii) There is a vector e ∈ X whose orbit {T n e} ∞ n=0 is a minimal sequence. Then T has an almost-invariant half-space with defect at most one.
Initially the theorem had an extra hypothesis condition, that T has no eigenvalues, which was shown to be redundant in [12, Remark 1.3] by Marcoux, Popov, and Radjavi. The authors also obtained almost-invariant half-spaces for larger classes of operators.
In particular, they showed that every quasinilpotent, triangularizable, injective operator has an almost-invariant half-space, and the same holds for bitriangualar operators and polynomially compact operators on reflexive Banach spaces.
In the present paper we show that every bounded operator T acting on a reflexive
Banach space admits an almost-invariant half-space with defect one. For the general Banach spaces, we show that the same holds if the boundary of the spectrum of the operator contains an element which is not an eigenvalue. This shows, in particular, that if T is an operator without invariant subspaces then there exists a rank-one operator F such that (T − F ) has an invariant subspace of infinite dimension and infinite codimension. In the Hilbert space, under the same spectral assumption, we show that the operator F can be chosen as small in norm as desired. If the spectrum of T consists of eigenvalues only, then, for every ε > 0, we show that there exists a finite-rank operator F ∈ B(H) of rank independent of ε such that F < ε and (T −F )
has an invariant subspace of infinite dimension and infinite codimension.
The following simple facts which were proved in [3] will be used in the present paper without further reference. Proposition 1.2. Let X be a Banach space and T ∈ B(X). Then the following is true.
for some finite-rank operator F ∈ B(X).
(ii) If T admits an almost-invariant half-space then so does T * .
These facts are immediate in the Hilbert space setting. Indeed, if P is a projection onto the space Y then the operator F in Proposition 1.2(i) can be defined by F =
Almost-invariant half-spaces
For a Banach space X, B(X) and S(X) are, respectively, the algebra of all bounded operators on X and the unit sphere of X. For T ∈ B(X), we write σ(T ), σ a (T ), ρ(T ) and ∂σ(T ) for the spectrum of T , approximate point spectrum of T , the resolvent set of T and the topological boundary of the spectrum, respectively. The closed span of a set {x n } n of vectors in X is denoted by [x n ].
Recall that a sequence (x n ) ∞ n=1 in X is called a basic sequence if any x ∈ [x n ] can be written uniquely as x = ∞ n=1 a n x n , where the convergence is in norm (see [10, For a nonzero vector e ∈ X and λ ∈ ρ(T ), we define, following [3] , a vector h(λ, e)
Also, observe that λI − T h(λ, e) = e for every λ ∈ ρ(T ), so that
If A ⊆ ρ(T ) and we put Y = span h(λ, e) : λ ∈ A , it follows immediately from the previous identity that T Y ⊆ Y + span{e}, thus Y is an almost-invariant subspace of T with defect one. However Y is nor necessarily a half-space. We are going to construct such a Y in the case when ∂σ(T ) does not consist entirely of eigenvalues, which combined with the results from [3] and [12] will give a complete answer to the question in the reflexive case.
Remark 2.2. Notice that if Y is an almost-invariant half-space for T then it is also almost-invariant for T − λI for any λ ∈ C, and the defect stays the same.
We show next that any bounded operator acting on a reflexive Banach space has an almost-invariant half-space with defect one. The essential ingredient is the following theorem.
Theorem 2.3. Let X be a Banach space and let T ∈ B(X) such that there exists µ ∈ ∂σ(T ) that is not an eigenvalue. Then T admits an almost-invariant half-space with defect one.
Proof. By eventually replacing T with T − µI and considering Remark 2.2, we can assume without loss of generality that µ = 0. The idea of the proof is to construct a sequence of vectors h(λ n , e) as above, that after normalization is a basic sequence.
To this end pick a sequence {λ n } in ρ(T ) such that λ n −→ 0 ∈ ∂σ(T ). It follows that (λ n I − T ) −1 −→ ∞, and the uniform boundness principle guarantees we can find e ∈ S(X) such that h(λ n , e) = (λ n I − T ) −1 e −→ ∞. In order to simplify notations, denote h(λ n , e) by h n , hn hn by x n , and let S := (x n ) ⊆ S(X). Note that
If S weak is not weakly compact, then it follows from Theorem 2.1 that S contains a basic sequence. Thus, by eventually passing to a subsequence, we can assume that
] is a half-space and T Y ⊆ Y + [e], and we are done.
If S weak is weakly compact, then it is weakly sequentially compact by EberleinSmulian theorem, and, by eventually passing to a subsequence, we can assume that
On the other hand, since λ n −→ 0, and h n −→ ∞, from (2) we have that
Therefore T z = 0 and since 0 is not an eigenvalue, we must have z = 0, and hence x n w −→ 0. By applying Theorem 2.1 we obtain that S contains a basic sequence and we continue as in the case when S weak is not weakly compact.
Remark 2.4. Note that an operator T ∈ B(X) which has no invariant subspaces cannot have any eigenvalues. It follows from the previous theorem that such an operator has an almost-invariant half-space. In particular, all known counterexamples to the invariant subspace problem (e.g. the operators constructed by Enflo or Read) are not counterexamples to the almost-invariant half-space problem. Proof. Since X is reflexive, T * * = T and the conclusion follows immediately from the previous theorem and the fact that if T has an almost invariant half-space, so does T * .
We are now ready to prove the general case. Proof. In view of the previous Corollary, we may assume that any point in the ∂σ(T ) = ∂σ(T * ) is an eigenvalue for both T and T * .
Case 1: ∂σ(T ) has infinite cardinality. In this situation, consider A 1 and A 2 , disjoint, countably infinite, subsets of ∂σ(T ), say A 1 = {λ n } n and A 2 = {µ n } n . Pick eigenvectors {x n } n in X and {f n } n in X * such that T x n = λ n x n and T * f n = µ n f n .
Clearly both {x n } n and {f n } n are linearly independent, thus, in particular, the subspace Y := [x n ] is infinite dimensional. It is easy to see that Y is T-invariant and in order to show that it is a half-space it remains to show that Y is infinite codimensional as well. For any n and k in N we have:
Since for any n, k in N we have λ k = µ n , it follows that f n (x k ) = 0. Therefore, for any n ∈ N, f n (Y ) = 0, so Y is annihilated by the linearly independent functionals {f n } n . This proves that Y is infinite codimensional.
Case 2: ∂σ(T ) is finite. In this case σ(T ) must also be finite, so ∂σ(T ) = σ(T ).
Note that in this situation σ(T ) satisfies the condition (i) in Theorem 1.1. Also, for any T -invariant subspace Y of X, we have that
hence σ(T |Y ) is also finite and σ(T |Y ) ⊆ σ(T ). For any n ∈ N, denote by Y n = T n X, with Y 0 := X. We have that each Y n is invariant under T , Y n+1 = T Y n and X ⊇ Y 1 ⊇ Y 2 ⊇ . . . . Also note that for any j, n ∈ N and any y ∈ Y j we have that T n (y) ∈ Y j+n . We can assume that each Y j is infinite dimensional. Indeed, otherwise, if j is the smallest index for which Y j is finite dimensional, then any half-space of Y j−1 containing Y j is an invariant half-space for T . We have that for any n, σ(T |Y n+1 ) ⊆ σ(T |Yn ) and since σ(T ) is finite it follows that there exists k ∈ N such that σ(T |Yn ) = σ(T |Y k ) = ∅ for any n ≥ k. Since an almost-invariant half-space for T |Y k is an almost-invariant half-space for T , we can assume without loss of generality that k = 0 and, as we did before, we can also assume that 0 ∈ σ(T ). First, we claim that either we can find a vector z such that the orbit {T n z} is minimal, or the restriction of T to some Y j has dense range. The proof is inspired by a very similar result from [12] (see Theorem 2.5). We can assume Y 1 is of finite codimension in X, otherwise we can find an invariant half-space for T . Hence Y 1 is complemented in X and we can write X = Y 1 ⊕ Z, where Z is finite dimensional.
If Z = {0} then T has dense range. Otherwise, let {z 1 , z 2 , . . . z k } be a basis for Z and assume the orbit {T n z j } n is not minimal for any 1 ≤ j ≤ k. For any 1 ≤ j ≤ k denote by p j the smallest index such that T p j z j ∈ [T n z j ] n =p j . It is not hard to prove (see e.g.
Lemma 2.2 in [12] ) that for this choice of p j we actually have that
basis for Z, we have that T p 0 z ∈ Y p 0 +1 for any z ∈ Z. We also have that
for any y ∈ Y 1 , and since
and the last equality means that T |Yp 0 has dense range, and this proves the claim. If there exists a vector z such that the orbit {T n z} is minimal, we can apply Theorem 1.1 to conclude that T has an almost-invariant half-space with defect at most one. Otherwise, let j ∈ N such that S := T |Y j : Y j → Y j has dense range. Therefore S * is injective, hence 0 ∈ σ(S) = σ(S * ) = ∂σ(S * ) is not an eigenvalue for S * . It follows from Theorem 2.3 that S * has an almost-invariant half-space with defect at most one and, since X is reflexive, so does S, hence also T . This concludes the proof of the theorem.
For bounded operators on a separable Hilbert space H we have the following immediate corollary. 
Operators on Hilbert spaces
Let X be a Banach space and T ∈ L(X). The results in the previous section are concerned with the choice of a rank-one operator F ∈ L(X) such that T − F has an invariant subspace of infinite dimension and infinite codimension. In the present section, we will show that in the case of a Hilbert space, our methods also provide operator F which is small in norm.
We start by recalling a result proved by Brown and Pearcy in [6] . Our first result in this section is valid in all Banach spaces.
Proposition 3.2. Let X be a Banach space and let T ∈ B(X) such that there exists λ ∈ ∂σ(T ) that is not an eigenvalue. Then for any ε > 0, T has an almost-invariant half-space Y ε such that (T − λI) |Yε : Y ε → X is compact and (T − λI) |Yε < ε.
Proof. As before, we can assume without loss of generality that λ = 0. With the notations from the proof of Theorem 2.3, we obtain a basic sequence (x n ) in X such that [x n ] is an almost-invariant half-space for T . Moreover, from (2) in Theorem 2.3, it follows that T x n −→ 0. Fix ε > 0 and denote by C the basis constant of (x n ). By eventually passing to a subsequnce of (x n ) we can assume that
If we denote by Y ε := [x n ], easy calculations (see e.g. [1] , Lemma 4.59) show that T |Yε < ε and also that T |Yε is the norm limit of finite rank operators T P n , where for each n, P n : Y ε → Y ε is the projection on the fist n coordinates of the basis (x n ). Therefore T |Yε is compact and the theorem is proved.
If the underlying space is a Hilbert space, we can get a more specific information about the structure of the operator. Proof. There is no loss of generality in assuming that λ = 0. Let (x n ) be the sequence as in the proof of Theorem 2.3. Passing to a subsequence, we may assume that (x n ) converges weakly to a vector x ∈ H. If x were not equal to zero, we would have by the formula (2) in the proof of Theorem 2.3 that T x = 0, which is impossible by the assumptions. Hence, (x n ) is a normalized weakly null sequence. By the BessagaPe lczyński selection principle, (x n ) has a subsequence equivalent to a block basis of the unit vector basis of ℓ 2 . Therefore, passing to a subsequence, we may assume that the sequence (x n ) obtained in the proof of Theorem 2.3 is equivalent to the orthonormal basis of H.
Let ε > 0. Repeating the argument of Proposition 3.2, we obtain, by passing to a subsequence of (x n ), a half-space Y = [x n ] such that, relative to the decomposition
⊥ , the operator T can be written in the matrix form T = K * F * , where K is compact, F is rank one, and T | Y : Y → H has the norm less than ε. The last condition clearly implies that K < ε and F < ε. Finally, observe that it follows from formula (2) and the fact that (x n ) is equivalent to an orthonormal basis, that a similarity that maps (x n ) to an orthonormal basis and makes e orthogonal to Y produces the diagonal version of our representation.
We remark that if an operator T on a Hilbert space does not satisfy the conditions of Theorem 3.3, then it has eigenvalues and, in particular, has invariant subspaces (which, of course, may have finite dimension or finite codimension). Regarding the subspaces that are half-spaces, we have the following version of Theorem 3.3 for such operators. Proof. Notice that if the operator T satisfies the conclusion of the proposition, so does T * . Therefore, we may switch from T to T * as needed.
As observed in the proof of Theorem 2.6, if σ(T ) is infinite and both ∂σ(T ) and ∂σ(T * ) consist of eigenvalues, then T has an invariant subspace of infinite dimension and codimension. So, there is no loss of generality in assuming that σ(T ) is finite. By the standard spectral theory, H splits into finitely many T -invariant subspaces which complement each other such that the spectrum of the restriction of T to each of the subspaces is a singleton. Observe that at least one of the invariant subspaces is infinite dimensional, and it is enough to obtain the conclusion of the proposition for the restriction of T to one such infinite dimensional invariant subspace. Therefore, by subtracting a multiple of the identity if necessary, we may assume without loss of generality that T is quasinilpotent. Notice that in this case σ ess (T ) = {0}, where σ ess (T ) is the essential spectrum of T .
Denote the null space of T by N and the closure of the range of T by R. It is clear that, without loss of generality, n = dim N < ∞ and m = codimR < ∞. Further, replacing T by T * , if necessary, we may assume that n ≤ m. Fix ε > 0, and we claim that there exists an operator G ∈ B(H) of rank n such that G < ε/2 and (T + G)
is injective. Indeed, let f 1 , . . . , f n be a basis for the space N and g 1 , . . . , g m a basis for R ⊥ . Define G : N → R ⊥ by G(f i ) = g i , where i ∈ {1, . . . , n}. Clearly, G is a welldefined (bounded) operator. This can be extended to a bounded operator in B(H) by letting G| N ⊥ = 0. A straightforward verification shows that T + αG is injective for any non-zero scalar α ∈ C. This concludes the claim.
Recall that the essential spectrum of an operator is stable under compact perturbation, so we have that σ ess (T ) = σ ess (T + G) = {0}. It follows that 0 ∈ σ(T + G) and is not an eigenvalue. Since σ ess (T +G) = {0}, the spectrum of T +G is at most countable, with 0 the only possible accumulation point (see e.g. [1] , Corollary 7.50). In particular, 0 ∈ ∂σ(T + G). This shows that T + G satisfies the conditions of Theorem 3.3. Hence, there exists a rank one operator F 1 , with F 1 < ε/2, such that T + G − F 1 has an invariant subspace of infinite dimension and codimension. Obviously, this implies the desired statement.
