As is well-known, cluster transformations in cluster structures of geometric type are often modeled on determinant identities, such as short Plücker relations, Desnanot-Jacobi identities and their generalizations. We present a construction that plays a similar role in a description of generalized cluster transformations and discuss its applications to generalized cluster structures in GLn compatible with a certain subclass of Belavin-Drinfeld Poisson-Lie brackets, in the Drinfeld double of GLn, and in spaces of periodic difference operators.
Introduction
Since the discovery of cluster algebras in [4] , many important algebraic varieties were shown to support a cluster structure in a sense that the coordinate rings of such variety is isomorphic to a cluster algebra or an upper cluster algebra. Lie theory and representation theory turned out to be a particularly rich source of varieties of this sort including but in no way limited to such examples as Grassmannians [5, 18] , double Bruhat cells [1] and strata in flag varieties [15] . In all these examples, cluster transformations that connect distinguished coordinate charts within a ring of regular functions are modeled on three-term relations such as short Plücker relations, Desnanot-Jacobi identities and their Lie-theoretic generalizations of the kind considered in [3] . This remains true even in the case of exotic cluster structures on GL n considered in [8, 10] where cluster transformations can be obtained by applying Desnanot-Jacobi type identities to certain structured matrices of a size far exceeding n.
On the other hand, as we have shown in [7, 9] , there are situations when, in order to stay within a ring of regular functions, on has to employ generalized cluster transformations, i.e. exchange relations in which the product of a cluster variable being removed and the variable that replaces it is equal to a multinomial expression in other cluster variables in the seed rather than a binomial expression appearing in the definition of the usual cluster transformation. Generalized cluster transformations of this kind were first considered in [2] , and in [7, 9] we used them, in a more general form, to construct a generalized cluster structure in the standard Drinfeld double of GL n and several related varieties. There, we had to rely on an (n+ 1)-term identity [9, Proposition 8.1] (see also Proposition 3.6 below) for certain polynomial functions on the space Mat n of n × n matrices; this identity involved, as coefficients, conjugation invariant functions on Mat n .
In this paper, we argue that in constructing generalized cluster structures, identities of the kind we employed in [7, 9] play a role similar to the one classical three-term determinantal identities do in a construction of usual cluster structures.
To support this argument, we derive identity (3.7) that is associated with a class of infinite periodic block bidiagonal staircase matrices and that generalizes [9, Proposition 8.1]. We then present three examples in which our main identity is applied to construct an initial seed of a regular generalized cluster structure.
The paper is organized as follows. In section 2, we review the definition of generalized cluster structures. Section 3 is devoted to the proof of the main identity (3.7) (Theorem 3.2). In the next three sections we apply (3.7) to construct generalized cluster structures on the Drinfeld double of GL n (Section 4), thus providing a construction alternative to the one presented in [7, 9] , on the space of periodic band matrices (Section 5), and, in Section 6, on GL 6 equipped with a particular Poisson-Lie bracket arising in the Belavin-Drinfeld classification. In the latter case, the resulting generalized cluster structure is compatible with that Poisson bracket. The last section contains the proofs of several lemmas about the properties of certain minors of a periodic staircase matrices.
Generalized cluster structures
Following [9] , we remind the definition of a generalized cluster structure represented by a quiver with multiplicities. Let (Q, d 1 , . . . , d N ) be a quiver on N mutable and M frozen vertices with positive integer multiplicities d i at mutable vertices. A vertex is called special if its multiplicity is greater than 1. A frozen vertex is called isolated if it is not connected to any other vertices. Let F be the field of rational functions in N + M independent variables with rational coefficients. There are M distinguished variables corresponding to frozen vertices; they are denoted x N +1 , . . . , x N +M . The coefficient group is a free multiplicative abelian group of Laurent monomials in stable variables, and its integer group ring isĀ = Z[x ±1 N +1 , . . . , x ±1 N +M ] (we write x ±1 instead of x, x −1 ). An extended seed (of geometric type) in F is a triple Σ = (x, Q, P), where x = (x 1 , . . . , x N , x N +1 , . . . , x N +M ) is a transcendence basis of F over the field of fractions ofĀ and P is a set of N strings. The ith string is a collection of monomials p ir ∈ A = Z[x N +1 , . . . , x N +M ], 0 ≤ r ≤ d i , such that p i0 = p idi = 1; it is called trivial if d i = 1, and hence both elements of the string are equal to one. The monomials p ir are called exchange coefficients.
Given a seed as above, the adjacent cluster in direction k, 1 ≤ k ≤ N , is defined by x ′ = (x \ {x k }) ∪ {x ′ k }, where the new cluster variable x ′ k is given by the generalized exchange relation
here u k;> and u k;< , 1 ≤ k ≤ N , are defined by
where the products are taken over all edges between k and mutable vertices, and stable τ -monomials v [r] k;> and v [r] k;< , 1 ≤ k ≤ N , 0 ≤ r ≤ d k , defined by
where b ki is the number of edges from k to i and b ik is the number of edges from i to k; here, as usual, the product over the empty set is assumed to be equal to 1. The right hand side of (2.1) is called a generalized exchange polynomial.
The standard definition of the quiver mutation in direction k is modified as follows: if both vertices i and j in a path i → k → j are mutable, then this path contributes d k edges i → j to the mutated quiver Q ′ ; if one of the vertices i or j is frozen then the path contributes d j or d i edges i → j to Q ′ . The multiplicities at the vertices do not change. Note that isolated vertices remain isolated in Q ′ .
The exchange coefficient mutation in direction k is given by
Given an extended seed Σ = (x, Q, P), we say that a seed Σ ′ = (x ′ , Q ′ , P ′ ) is adjacent to Σ (in direction k) if x ′ , Q ′ and P ′ are as above. Two such seeds are mutation equivalent if they can be connected by a sequence of pairwise adjacent seeds. The set of all seeds mutation equivalent to Σ is called the generalized cluster structure (of geometric type) in F associated with Σ and denoted by GC(Σ).
Fix a ground ring A such that A ⊆ A ⊆Ā. The generalized upper cluster algebra A(GC) = A(GC(Σ)) is the intersection of the rings of Laurent polynomials over A in cluster variables taken over all seeds in GC(Σ). Let V be a quasi-affine variety over C, C(V ) be the field of rational functions on V , and O(V ) be the ring of regular functions on V . A generalized cluster structure GC(Σ) in C(V ) is an embedding of x into C(V ) that can be extended to a field isomorphism between F ⊗ C and C(V ). It is called regular on V if any cluster variable in any cluster belongs to O(V ), and complete if A(GC) tensored with C is isomorphic to O(V ). The choice of the ground ring is discussed in [9, Section 2.1].
Remark 2.1. (i) The definition above is a particular case of a more general definition of generalized cluster structures given in [9] .
(ii) Quivers with multiplicities differ from weighted quivers introduced in [14] .
Identity for minors of a periodic staircase matrix
Consider a periodic block bidiagonal matrix
where X ∈ Mat n and Y ∈ GL n are matrices of the form
with a > b + 1 ≥ 1; the entries in the submatrices of X and Y denoted by * can take arbitrary complex values. This choice ensures that L has a staircase shape. Below, is an example of a dense submatrix of L for n = 9, a = 5, b = 2: Denote k = a − b. We say that a diagonal of L is inner if when it is viewed as the main diagonal of L then L is not block-triangular. In the example above, there are two inner diagonals whose entries are underlined. In general, L has a − b − 1 = k − 1 inner diagonals. We define the core of L as follows. Delete the first row in every block row of L, then in the resulting matrix pick the submatrix formed by consecutive rows and columns whose upper left entry is y 21 and whose lower right entry is y ab if b > 0 and x an if b = 0. This defines the core uniquely as Consider n-element segments of inner diagonals in L obtained as intersections with a single block row. The main diagonal of Φ is made of the entries 2 to n of such segment belonging to the uppermost inner diagonal, followed by the entries 2 to n of the segment belonging to the next inner diagonal from the top, and so on, followed by entries 2 to n of the segment belonging to the lowest inner diagonal, followed by entries x 2,n−k+2 , . . . , x kn , y k+1,1 , . . . , y ab . Consequently, each matrix entry that lies on an inner diagonal of L and does not belong to the first row of X or Y , enters the main diagonal of Φ exactly once.
For
be the trailing minors of Φ. In particular, ϕ 1 = det Φ is called the core determinant. Additionally, we set ϕ (k−1)n+b+1 = 1. We consider ϕ i as polynomials in the entries of X and Y indicated by * in (3.2). Our goal is to establish a generalized exchange relation for ϕ 1 that involves the coefficients of the characteristic polynomial det(λX + µY ).
Denote
Proof. Let t = λ µ , then det (λY + µX) = µ n det (tY + X). In turn, ,a] .
[1,a] = 0, and so
here and in what follows exact expressions for submatrices denoted by ⋆ are not relevant for further discussion. Consequently,
and the claim follows.
As an immediate corollary from Lemma 3.1, we can write
where c i (X, Y ) are polynomials in the entries of X and Y .
Theorem 3.2. The generalized exchange relation for the core determinant ϕ 1 is given by
where ϕ * 1 is a polynomial in the entries of X and Y andȲ = Y [2,n] [2,n] . Proof. We start from expressing functions ϕ 1 , ϕ 2 and ϕ n+1 via U . Lemma 3.3. The core determinant ϕ 1 can be written as
where ε 1 = (−1) n k(k−1) 2 and e 1 = (1, 0, . . . , 0) ∈ C k . Lemma 3.4. The minor ϕ 2 can be written as
where ε 2 = −ε 1 and v γ = U (e 2 + γe 1 ) with [3,n] detȲ and e 2 = (0, 1, 0, . . . , 0) ∈ C k .
Lemma 3.5. The minor ϕ n+1 can be written as
where ε n+1 = (−1) n(k−2)(k−3)/2 and v γ is the same as in Lemma 3.4. In addition, let w be the last row of the classical adjoint of K 1 (A; u, v), so that wK 1 (A; u, v) = (det K 1 (A; u, v)) e T k . Define K * (A; u, v) to be the matrix with rows w, wA, . . . , wA k−1 . Then
We will make use of the following properties of matrices K and K * .
Lemma 3.7. (i) For any γ ∈ C there exists an invertible matrix A such that det K(A; e 1 ) = 0, but det K * (A; e 1 , A −1 (e 2 + γe 1 )) = 0.
(ii) Moreover, A can be chosen in such a way that all principal leading minors of A do not vanish.
The proof of the Lemma is given in Section 7.3. Using notation introduced in Proposition 3.6, we can re-write the claims of Lemmas 3.3-3.5 as
Consequently, the matrix in the left hand side of (3.9) equals
and (3.9) becomes
Using Lemma 3.1 and equations (3.6), (3.10) we get (3.7) with (3.11)
Note that det K * (U −1 ; e 1 , v γ ) is a rational function of X, Y whose denominator can contain only powers of det Y , det Y 2 and detȲ . It remains to establish that ϕ * 1 is a polynomial function of X and Y . By (3.7), this fact is an immediate corollary of the following statement. The proof of the Lemma is given in Section 7.2.
Example 1:
A generalized cluster structure on the Drinfeld double of GL n In [7, 9] we presented a generalized cluster structure on the standard Drinfeld double D(GL n ) = GL n ×GL n and studied its properties. In this section, we explain how the construction of Section 3 can be applied to select a different initial seed for a generalized cluster structure on D(GL n ).
In this case X and Y in (3.1) are arbitrary n × n matrices, and hence b = 0 and a = k = n. Consequently, the core Φ is an N × N matrix [2,n] . . . . . .
and that h 22 =Ȳ . The family F n of 2n 2 functions in the ring of regular functions on D(GL n ) is defined as
The corresponding quiver Q n is defined below and illustrated, for the n = 4 case, in Figure 1 . It has 2n 2 vertices corresponding to the functions in F n . The n − 1 vertices corresponding toc i (X, Y ), 1 ≤ i ≤ n − 1, are isolated; they are not shown. There are 2n frozen vertices corresponding to g i1 , 1 ≤ i ≤ n, and h 1j , 1 ≤ j ≤ n; they are shown as squares in the figure below. All vertices except for one are arranged into a (2n − 1) × n grid; we will refer to vertices of the grid using their position in the grid numbered top to bottom and left to right. The edges of
. . , n, and (i, 1) → (i − 1, 1) for i = 2, . . . , n. Additionally, there is an oriented path
The edges in this path are depicted as dashed in Figure 1 . The vertex (2, 1) is special; it is shown as a hexagon in the figure. The last remaining vertex of Q n is placed to the left of the special vertex and there is an edge pointing from the former one to the latter.
Functions h ij are attached to the vertices (i, j), 1 ≤ i ≤ j ≤ n, and all vertices in the upper row of Q n are frozen. Functions g ij are attached to the vertices (n + i − 1, j), 1 ≤ j ≤ i ≤ n, (i, j) = (1, 1), and all such vertices in the first column are frozen. The function g 11 is attached to the vertex to the left of the special one, and this vertex is frozen. Functions ϕ kn+i are attached to the vertices (i + k + 1, i) for 1 ≤ i ≤ n, 0 ≤ k ≤ n − 3; the function ϕ N −n+1 is attached to the vertex (n, 1). All these vertices are mutable. The set of strings P n contains a unique nontrivial string (1,c 1 (X, Y ), . . . ,c n−1 (X, Y ), 1) corresponding to the unique special vertex. Theorem 4.1. The extended seed Σ n = (F n , Q n , P n ) defines a regular generalized cluster structure on D(GL n ).
Proof. We start with checking that relation (3.7) with k = n indeed defines a generalized exchange relation as described in (2.1). The degree of the exchange relation is d n = n, exchange coefficients are given by p 1r =c r (X, Y ) for r = 1, . . . , n − 1, the cluster τ -monomials are u 1;> = h 22 ϕ n+1 and u 1;< = ϕ 2 . The stable τ -monomials are defined as follows:
1;< = 1 for 0 ≤ r ≤ n − 1. Let us show that cluster transformations defined by the quiver Q n produce regular functions. For the special vertex this follows from Theorem 3.2. For the vertices corresponding to g ij and h ij with i = j the claim is well-known from the study of the standard cluster structure on GL n . For other mutable vertices we use determinantal identities often utilized for this purpose (see, e.g., [8] , [9] , [10] ). The first is the Desnanot-Jacobi identity for minors of a square matrix A:
where "hatted" subscripts and superscripts indicate deleted rows and columns, respectively. The second is a version of a short Plücker relation for an m × (m + 1) matrix B:
and the third is the corollary of (4.2):
In more detail, for functions ϕ i with 2 ≤ i ≤ n − 1 we use (4.3) for the matrix
. For ϕ n we use (4.1) for the matrix A = Φ
we consider a perturbation Φ(θ) = Φ + θe (n−1) 2 +1,(n−1) 2 −1 of the core and use (4.3) for the matrix B(θ) = Φ(θ)
(for i = n+1 the range of columns [0, N ] stands for Φ prepended with the previous column of the infinite periodic matrix (3.1); this column contains X [n] [2,n] to the left of the uppermost copy of Y [2,n] in (3.3)). A direct check shows that the identity (4.3) for B(θ) yields a polynomial of degree 3 in θ that vanishes identically. The coefficient of this polynomial at θ is the exchange relation we are looking for. For ϕ N we use (4.2) for the matrix B = Φ
. A direct check shows that the identity (4.3) for B(θ) yields a polynomial of degree 4 in θ that vanishes identically. The coefficient of this polynomial at θ 2 is the exchange relation we are looking for. Finally, for h 22 we prepend a row [Y [1] 0] to the matrix Φ(θ) and proceed with the obtained matrix exactly as in the previous case.
By [9, Proposition 2.3] , it remains to check that any two functions in F n are coprime and that for any non-frozen f ∈ F n , the function f * that replaces f after the mutation is coprime with f . The first claim above is an immediate corollary of the following statement. The proof of Lemma 4.2 is given in Section 7.2. The second claim above is provided by the following statement. (ii) In [9] we used a different initial seed Σ n to define a regular complete generalized cluster structure GC( Σ n ) on D(GL n ) compatible with the standard Poisson-Lie structure on D(GL n ). Moreover, the sets of frozen variables for both structures coincide. However, there is an evidence suggesting that the initial seed described above is not mutation equivalent to the one constructed in [9] .
Details and proofs of assertions mentioned in the above remark will be considered in a separate publication.
Example 2:
Generalized cluster structure on periodic band matrices.
In this section we consider the case of L in (3.1) being a (k+1) diagonal n-periodic band matrix with k < n. In other words, L represents a periodic difference operator. Such operators play an important role in spectral theory; they also appear as Lax operators in the theory of integrable systems, such as periodic Toda lattices and their multicomponent analogues (see, e.g. [16] ). More recently, periodic difference operators found applications that, in turn, proved to be related to the theory of cluster algebras, in particular, in the investigation of frieze patterns and pentagram maps and their generalizations [17, 12] . In this section, we will use Theorem 3.2 to construct a generalized cluster algebra structure on the space of periodic difference operators.
We choose Y in (3.2) to be a lower triangular band matrix with k + 1 non-zero diagonals (including the main diagonal); consequently, X is an upper triangular with zeroes everywhere outside of (k − 1) × (k − 1) upper triangular block in the upper right corner. We assume that entries of the lowest and highest diagonals are all nonzero. X and Y are now n × n matrices of the form
and we can choose a = k, b = 0. Consequently,
and hence
Furthermore, γ in (3.8) is equal to 0, and therefore v γ = U e 2 . The core Φ is a reducible (k−1)n×(k−1)n matrix, and for i = 1, . . . , (k−1)(n−1) we have ϕ i =φ i a 12 · · · a 1k with
Relation (3.7) can be rewritten as
for k > 2 and as
, for k = 2, since in this case ϕ n+1 = ϕ (k−1)n+b+1 = 1 according to the convention introduced in Section 3. In both cases, ϕ * 1 is a polynomial function in matrix entries of X, Y , according to Theorem 3.2. Since c 0 (X, Y ) = det Y = a k+1,1 detȲ , the right hand side of (5.5) is divisible by detȲ = a k+1,2 · · · a k+1,n . On the other hand, it is easy to see thatφ 1 is not divisible by a 1i , a k+1,i for i = 2, . . . , n. This means that for k > 2, ϕ * 1 = (a 12 · · · a 1k ) k−1 detȲφ * 1 , whereφ * 1 is a polynomial function in matrix entries of X and Y . Thus, (5.5) becomes
In what follows, it will be convenient to introduceã 11 = (−1) k(n−1) a 11 , so thatc k (X, Y ) =ã 11 a 12 · · · a 1n . Similarly, for k = 2, ϕ * 1 =φ * 1 detȲ whereφ * 1 is a polynomial function in matrix entries of X and Y , and (5.6) becomes
For k < n, denote by L kn the space of periodic difference operators represented by n-periodic (k +1)-diagonal matrices with all entries of the lowest and the highest diagonals nonzero. A generalized cluster structure in the space of regular functions on L kn is defined by the following data.
Consider the family F kn of functions on L kn :
.
Let Q kn be the quiver with (k + 1)n vertices, of which k − 1 vertices are isolated and are not shown in the figure below, (k+1)(n−1) are arranged in an (n−1)×(k+1) grid and denoted (i, j), 1 ≤ i ≤ n − 1, 1 ≤ j ≤ k + 1, and the remaining two are placed on top of the leftmost and the rightmost columns in the grid and denoted (0, 1) and (0, k + 1), respectively. All vertices in the leftmost and in the rightmost columns are frozen. The vertex (1, k) is special, and its multiplicity equals k. All other vertices are regular mutable vertices.
The edge set of Q kn consists of the edges (i, j)
. . , n − 2, j = 2, . . . , k, shown by solid lines. In addition, there are edges (n − 1, 3) → (1, 2), (1, 2) → (n − 1, 4), (n − 1, 4) → (1, 3) , . . . , (1, k − 1) → (n − 1, k + 1) that form a directed path (shown by dotted lines). Save for this path, and the missing edge (1, k) → (1, k − 1), mutable vertices of Q kn form a mesh of consistently oriented triangles Finally, there are edges between the special vertex (1, k) and frozen vertices (i, 1), (i, k + 1) for i = 0, . . . n − 1. There are k − 1 parallel edges between (1, k) and (i, k + 1) for i = 1, . . . , n − 1, and one edge between (1, k) and all other frozen vertices (including (0, k + 1)). If k > 2, all of these edges are directed towards (1, k) , and if k = 2, the direction of the edge between (1, 1) and (1, k) is reversed. Quiver Q 47 is shown in Figure 2 .
We attach functionsã 11 , a 12 , . . . , a 1n , in a top to bottom order, to the vertices of the leftmost column in Q kn , and functions a k+1,1 , . . . , a k+1,n , in the same order, to the vertices of the rightmost column in Q kn . Functionsφ i are attached, in a top to bottom, right to left order, to the remaining vertices of Q kn , starting with ϕ 1 attached to the special vertex (1, k) . The set of strings P kn contains a unique nontrivial string (1,c 1 (X, Y ), . . . ,c k−1 (X, Y ), 1) corresponding to the unique special vertex. In more detail, consider a perturbation
of the core. For every six-valent vertex (i, j) in Q kn we apply (4.3) to the submatrix
[(k−j−1)(n−1)+i−1,(k−1)(n−1)] of Φ(θ) and get a polynomial identity of degree 3(n − 1) in θ. The claim follows from considering the coefficient at θ n−1 . Indeed, the submatrix Φ [t,(k−1)(n−1)] [t,(k−1)(n−1)] that defines the functionφ t coincides with the submatrix of Φ of the same size with the upper left corner at row t − s(n − 1) and column t − sn for s = 1, 2, . . . . Note that for the function attached to (i, j) we have t = (k − j)(n − 1) + i, and the result follows.
For vertices (i, 2), i = 1, . . . , n − 1, one needs to apply (4.2) to the submatrix
[(k−3)(n−1)+i−1,(k−1)(n−1)] with α = δ = 1, β = 2, and γ being the last row. The same holds for the vertex (n − 1, 3) with i = 0. Finally, for vertices (i, k), i = 2, . . . , n − 1, one needs to apply (4.1) to the submatrix A = Φ
with α = γ = 1, β = 2, and δ being the last column. The vertex (1, k − 1) is treated in the same way.
Similarly to the proof of Theorem 4.1, it remains to prove that all functions in F kn are coprime, and that each non-frozen f ∈ F kn is coprime with f * . The first of the above claims is an immediate corollary of the following statement. Remark 5.4. (i) We expect that the regular generalized cluster structure described in Theorem 5.1 is complete in O(L kn ).
(ii) Under certain mild non-degeneracy conditions, for any generalized cluster structure there exists a compatible quadratic Poisson structure (see [9, Proposition 2.5] for details). We expect this compatible Poisson structure to coincide with a (perhaps, modified) natural Poisson structure on the space of periodic finite difference operators introduced in [12] for the proof of complete integrability of generalized pentagram maps.
Let us examine the case k = 2 in more detail. By [2, Theorem 2.7], the finite type classification for generalized cluster structures coincides with that for usual cluster structures. Consequently, GC(Σ 2n ) is of type C n−1 . In [19] , every cluster structure of finite type with principal coefficients was given a geometric realization in the ring of regular of functions on a reduced double Bruhat cell corresponding to a Coxeter element of the Weyl group and its inverse. In the A n case, this double Bruhat cell consists of tridiagonal matrices A in SL n+1 with nonzero off-diagonal entries and with subdiagonal entries normalized to be equal to 1. Then [ shows that the set of mutable cluster variables in such a realization coincides with the set of all dense principal minors of A.
We have the following analogue of [19, Theorem 1.1].
Proposition 5.5. The set of mutable cluster variables in GC (Σ 2n ) coincides with the set of all distinct dense principal minors of L ∈ L 2n of size less than n.
Proof. Since GC (Σ 2n ) is a generalized cluster structure of type C n−1 , the number of mutable cluster variables is n(n − 1), that is, the number of almost positive roots in C n−1 . Since this is also the number of distinct dense principal minors of L ∈ L 2n of size less than n, we only need to show that every such minor appears as a cluster variable in GC (Σ 2n ). In the spirit of [19] , we denote by x [i,j] the dense principal minor of L with diagonal entries a 2i , a 2,i+1 , . . . , a 2,j−1 , a 2j , where either
The initial cluster variablesφ 1 , . . . ,φ n−1 are minors x [i,n] , i = 2, . . . , n, contained in an (n − 1) × (n − 1) tridiagonal matrix Φ . If we treat, temporarily,φ 1 as a frozen variable,φ 2 , . . . ,φ n−1 form an initial cluster of a cluster structure of finite type A n−2 , whose set of mutable cluster variables is the collection x [i,j] , 2 ≤ i ≤ j ≤ n − 1, according to [19, Theorem 1.1]. (In [19] , the corresponding tridiagonal matrix is normalized to have determinant 1, and also all the subdiagonal entries are equal to one, however, the calculation needed to obtain the desired result goes through without any modifications).
Next, we perform a generalized mutation from our initial cluster in direction 1 using (5.8). We claim thatφ * 1 is equal to x [3, 1] . Clearly, the degree ofφ * 1 in matrix entries of L is equal to n − 1. By (3.11),
and soφ * 1 = ϕ 1 / detȲ is proportional to the numerator of det K * (U −1 ; e 1 , v γ ) viewed as rational function in terms of entries of L with a coefficient that is a monomial in a 3j , j = 1, . . . , n. Since the degree of x [3, 1] is n − 1, we only need to show that det K * (U −1 ; e 1 , v γ ) is proportional to x [3, 1] .
Recall that for band matrices γ = 0, and so v γ defined in Lemma 3.4 is equal to U e 2 . Then w in Proposition 3.6 becomes w = [−u 22 , u 12 ], and we obtain det K * (U −1 ; e 1 , v γ ) = −u 12 . By (5.2),
and henceφ * 1 = x [3, 1] ; here in the last equality we used the expansion of x [3, 1] with respect to the last row.
After the generalized mutation, the quiver is transformed as follows: all edges incident to the special vertex change direction, edges pointing from the vertex corresponding toφ 2 to vertices corresponding to a 13 and a 32 disappear, but new edges appear instead pointing toφ 2 from frozen vertices corresponding to a 11 , a 14 , . . . , a 1n and a 33 , . . . , a 3n (cf. Fig. 3 ). It is easy to check via (4.1) for the submatrix of L obtained from Φ [1,n−1] by cyclically shifting second indices of all entries a ij up by 1 that mutation at the vertex (2, 2) transformsφ 2 to x [4, 1] . Similarly, consequent mutations at the vertices (3, 2), (4, 2), . . . , (n − 1, 2) transform eachφ i to x [i+2,1] , i = 3, . . . , n − 2, andφ n−1 to x [1, 1] . Moreover, the resulting quiver coincides with the initial one. Clearly, we can perform a similar shift operation n − 2 more times and recover the rest of functions x [i,j] as cluster variables.
Remark 5.6. Proposition 5.5 provides a geometric realization of generalized cluster structures of finite type C n . We should mention that generalized cluster algebras of this type but with constant exchange coefficients have been recently considered in [11] in the context of study of representations of the quantum loop algebra of sl 2 at roots of unity, and in [13, section 9], where they were realized as Caldero-Chapoton algebras associated with a special triangulation of a polygon with one orbifold point. 6 . Example 3: Exotic generalized cluster structure on GL 6 .
In [6] we initiated the study of cluster structures in the ring of regular functions on GL n compatible with R-matrix Poisson-Lie brackets. Such brackets are classified by Belavin-Drinfeld triples Γ = (Γ 1 , Γ 2 , γ : Γ 1 → Γ 2 ), where Γ 1 and Γ 2 are subsets of the set of positive simple roots in the A n−1 root system and γ is a nilpotent isometry (see [6] for details). The cluster structures corresponding to non-empty Belavin-Drinfeld triples are called exotic. In [10] we treated the subclass of Belavin-Drinfeld triples that we called aperiodic. The first instance of a periodic Belavin-Drinfeld triple occurs for n = 6 with the triple Γ given by (6.1)
It will be convenient to denote elements of D(GL 6 ) by (R, S). Following the construction described in [10] , we consider a collection of matrices L Γ (R, S) = {R, R [1, 2] [5,6] , R [1, 4] [3,6] , R [1, 3] [4,6] , S 6 1 , S [2, 6] [1,5] , S [4, 6] [1,3] , L 1 (R, S), L 2 (R, S)}, where L 1 = L 1 (R, S), L 2 = L 2 (R, S) both have a form (3.2), see Fig. 4 . [1,3] and R. L 1 is 5-periodic, L 2 is 7-periodic and each has one inner diagonal, which corresponds to k = 2 in (3.2). Overlaps between blocks in L 1 , L 2 are prescribed by Γ (see [10] for details).
For L 1 (R, S) we choose
, which corresponds to a = 2, b = 0, while for L 2 (R, S) we choose where ϕ * 11 and ϕ * 21 are polynomial in the entries of R, S. Recall that the family
} with g ij and h ij defined in the previous section is a cluster for the standard cluster structure on GL n that has a property that for every pair i, j of indices between 1 and n there is a unique function in F st n represented by a minor whose upper left entry is r ij . These functions are attached in a natural way to vertices of the corresponding quiver, Q st n , that form an n × n grid with all the vertices in the first row and column frozen. The edges (i, j) → (i + 1, j + 1), (i + 1, j) → (i, j) and (i, j + 1) → (i, j) form a mesh of consistently oriented triangles (except that edges between frozen variables are ignored).
Let now F Γ be the family of functions that consists of all distinct dense trailing minors of matrices that comprise L Γ (R, R). Alternatively, we can describe F Γ as
Note that F Γ contains only 34 functions in contrast with F st 6 which contains 36. Specifically, none of the functions in F Γ is represented as a minor whose upper left entry is r 26 or r 46 . All other r ij do appear in this way, and so we attach them to the corresponding nodes of a 6 × 6 grid that will serve as the vertex set of the quiver Q Γ depicted in Fig. 5 . Here the white vertices denote functions in the intersection F Γ ∩ F st 6 , the ones with the vertical filling refer to ϕ 1i , and the ones with the diagonal filling, to ϕ 2i . The special vertices (6, 1) and (2, 1) correspond to ϕ 11 and ϕ 21 , respectively. Strings of exchange coefficients attached to these vertices are (1, c 11 (R, R), 1) and (1, c 21 (R, R), 1), respectively. These are the only nontrivial strings in the set of strings P Γ that we associated with Q Γ and F Γ . The corresponding generalized exchange relations are obtained from (6. Proof. The proof is based on lengthy calculations, some of them straightforward, some ad hoc, and some relying on symbolic computations using MAPLE. In particular, the proof of regularity relies on Theorem 3.2 and identities (4.1),(4.2), (4.3), just like in the proofs of Theorem 5.1 and Theorem 4.1. The proof of compatibility of Σ Γ with {·, ·} Γ is MAPLE assisted. To prove completeness, we constructed sequences of mutations that recover matrix entries x 51 , x 61 and x ij , i = 1, 3, 4, 5, 6, j = 2, 3, 4, 6, as cluster variables. For each of the remaining matrix entries, we found two Laurent polynomial expressions of the form M f , where M ∈ A(Σ Γ ) and f 's entering two expressions for the same matrix element are coprime cluster variables. By [8, Lemma 8.3] , this guarantees that matrix entries in question belong to A(Σ Γ ). We omit the details of the proof since the general case of generalized cluster structures associated with Poisson brackets that arise in the Belavin-Drinfeld classification will be treated in a follow-up to [10] .
Note that the choice of the periodic staircase structure for the matrices L 1 and L 2 is not unique. Each one of them admits one more such structure, as shown in Fig. 6 .
Any pair of choices presented on Figs. 4 and 6 gives rise to a regular complete generalized cluster structure compatible with the Poisson-Lie structure {·, ·} Γ . It is interesting to investigate whether the seeds thus obtained are mutation equivalent.
7.
Properties of core minors 7.1. Expressing core minors via U . Figure 6 . Another partition of matrices L 1 and L 2 Proof of Lemma 3.3. Using block-column operations, we obtain
(1 n ) [2,n] . . . . . .
In the second determinant above there are rows containing a single non-zero entry equal to 1. Removing these rows and corresponding columns, we can be further re-write it as
(1 a ) [ 
(1 a ) [2,a] . . . . . .
(1 a ) [2,a] . . . . . . with ε = (−1) n−1+(n−a)([k/2]−1) . The first equality above is obtained by multiplying the last block row on the left by
W
Next, transform the matrix featured in (7.1) by multiplying the last block column on the right by W [1,a] and subtracting it from the previous one, then multiplying the (k − 2)nd block column on the right by W [1,a] and subtracting it from the (k − 3)rd one, etc., finally, multiplying the 2nd block column by W [1] and subtracting it from the first block column. The resulting matrix equals
[j] [2,k] , and hence (3.5) implies [2,k] . This means that the determinant of the matrix in (7.2) equals
[2,k] = (−1) k−1 ε ′ det U k−1 e 1 . . . U 2 e 1 U e 1 e 1 with ε ′ = (−1) (k−1)(k−2)/2+(a−1)([k/2]−1) , and the claim of the lemma follows since (−1) k−1 εε ′ = (−1) k(k−1)/2+(n−1)[k/2] = ε 1 .
Proof of Lemma 3.4. DefineW via X [2,n]Ȳ −1 = W 0 (n−a)×(n−1)
. We proceed as in the proof of Lemma 3.3 and get
where ε is the same as in (7.1) . Similarly to the proof of Lemma 3.3, this yields
Then
. Consequently,W [1] = W [2] + γW [1] , where γ is given by (3.8) . It remains to use (7.3) to get w = (−1) k−2 U k−1 (e 2 + γe 1 ) =
Proof of Lemma 3.5. Similar considerations show that
(1 a ) [ , similarly to (7.1). This leads to an analog of (7.2), which yields
whereε ′ = (−1) (a−1)([k/2]−1)+k(k−1)/2−1 .
Irreducibility of core minors.
Proof of Lemma 3.8. For X, Y given by (3.2), we say that ϕ 1 is of type (n, k, b). The three parameters satisfy conditions
The proof of irreducibility is based on induction on all the parameters. For type (n, 2, 0), the irreducibility of ϕ 1 is a well-known fact, since the corresponding core is an n × n matrix of independent variables. For type (3, 3, 0) we have , and its irreducibility can be verified by direct observation. In a similar way one can treat the case (4, 3, 0). Let now ϕ 1 be of type (n, 3, 0) with n > 4. Note that ϕ 1 is a homogeneous polynomial of degree 2 in each variable. Assume that ϕ 1 = P Q, then both P and Q are homogeneous. Let y = y 41 . Note that the coefficient c y at y 2 in ϕ 1 equals ±ϕ 1 (X [2,n] , Y [2,n] [1,3]∪ [5,n] ); the latter is of type (n − 1, 3, 0) , and hence is irreducible by induction. Consequently, P = c y y p + o(y p ) and Q = y q + o(y q ) with p + q = 2.
Further, c y has degree 2 in z = y 52 , and hence deg z P = 2, deg z Q = 0. Similarly to above, the coefficient c z at z 2 in ϕ 1 is an irreducible polynomial of degree 2 in y, and we conclude that p = 2, q = 0, and hence Q is a constant.
Let now ϕ 1 be of type (n, k, 0) with k > 3. Note that ϕ 1 is a homogeneous polynomial of degree k − 1 in each variable. Assume that ϕ 1 = P Q, then both P and Q are homogeneous. Let y = y 21 . Note that the coefficient at y k−1 in ϕ 1 equals
. Note that ψ 1 is a core determinant of type (n − 1, k − 1, 0), and hence is irreducible by induction, whereas det Z 1 is irreducible as the determinant of a matrix of independent variables. Consequently, either (i) P = ψ 1 y p + o(y p ) and Q = ± det Z 1 y q + o(y q ) with p + q = k − 1, or (ii) P = ψ 1 det Z 1 y p + o(y p ) and Q = ±y q + o(y q ) with p + q = k − 1. In any case, the total degree of P is at least (k − 2)(n − 1) + p, and the total degree of Q is at most n − 1 + q.
Similarly to the treatment of the case (n, 3, 0) above, we let z = y 32 and note that deg z ψ 1 = k − 2, and hence deg z P ≥ k − 2 and deg z Q ≤ 1. The same reasoning as above shows that the coefficient at z k−1 in ϕ 1 equals ±ψ ′ det Z ′ , where ψ ′ is a core determinant of type (n − 1, k − 1, 0), and hence irreducible by induction, and det Z ′ is the determinant of an (n − 1) × (n − 1) matrix of independent variables. Consequently, P = c ′ z p ′ + o(p ′ ) with p ′ ≥ k − 2, and there are four possibilities for
The last two possibilities are ruled out immediately, since they imply that the total degree of P is at most n − 1 + p ′ , which is strictly less than (k − 2)(n − 1) + p. In case (ia) the comparison of the two expressions for the total degree of P gives (k − 2)(n − 1) + p = (k − 1)(n − 1) + p ′ , which is equivalent to p = n − 1 + p ′ , and hence is impossible. Similarly, case (iib) yields n − 1 + p = p ′ , which can be satisfied only if p = 0, p ′ = k − 1, and n = k. However, p = 0 in case (iib) means that P = ψ 1 det Z 1 , and hence p ′ = deg z P = k − 2, a contradiction. In the remaining cases (ib) and (iia) we get p = p ′ ≥ k − 2 and q = q ′ ≤ 1.
Assume first that q = 0. In case (i) we get Q = ± det Z 1 , and, simultaneously, [2,k] . In case (ii) we get that Q is a constant. So, in what follows we assume that p = k − 2 and q = 1.
Let now t = y be an arbitrary entry in the second row of Y or X. Applying the same reasoning as above, we get that deg t P = k − 2, deg t Q = 1, and the coefficients at t k−2 in P and at t in Q have a similar structure, that is, all of them simultaneously look either as in case (i), or as in case (ii).
Assume that all coefficients are as in case (i). Note that ψ 1 and all its analogs do not depend on the entries of the second row of Y . Consequently, one can write
where ψ j are core determinants of type (n − 1, k − 1, 0) depending on submatrices of X and Y , α j are non-zero constants with α 1 = 1, R contains all monomials in P that depend on entries in the second row of Y that are not included in the first sum, and S contains only the monomials that do not depend on these entries. Besides, we can write
where Z j are (n − 1) × (n − 1) matrices built of the entries in the rows [k + 1, n] of Y and rows [2, k] of X similarly to Z 1 , β j = ±α −1 j , and T does not depend on the entries in the second row of Y . Consequently, T S = 0, since ϕ 1 does not contain monomials that do not depend on the entries of the second row of Y . Note that S does not vanish since for every entry t in the second row of X, deg t P = k − 2 and the coefficient at t k−2 in P does not depend on the entries in the second row of Y . Therefore, T = 0 and
Let us fix t = x 21 . Recall that deg t Q = 1. Similarly to the treatment of y above, Q =β 1 t detȲ + o(t), whereβ 1 is a non-zero constant. On the other hand, it follows from (7.4) that Q = t detZ 1 + o(t), wherē
Assume now that all coefficients are as in case (ii). Then the same treatment as in case (i) leads to Q = n j=1 y 2j β j for some non-zero constants β j , and hence the coefficient at x 21 in Q vanishes, a contradiction.
To proceed further with the case b > 0 we will need one more basic type, (3, 2, 1), in which case ϕ 1 = y 21 y 22 y 23 0 y 31 y 32 y 33 0 0 x 21 x 22 y 21 0 x 31 x 32 y 31 is irreducible via direct observation.
Let now ϕ 1 be of type (n, k, b) with b > 0, and let ϕ 1 = P Q. Put y = y 21 and note that deg y ϕ 1 = k. It is easy to see that the coefficientψ 2 at y k in ϕ 1 is itself a core determinant of type (n − 1, k, b − 1), and hence is irreducible by induction. Consequently P = y pψ 2 + o(y p ) and Q = ±y q + o(y q ) with p + q = k. In particular, the total degree of P is (k − 1)(n − 1) + b − 1 + p and the total degree of Q is q.
Similarly, for z = y 31 we have P = αz p ′ψ 3 + o(z p ′ ) and Q = βz q ′ + o(z q ′ ) with p ′ + q ′ = k, whereψ 3 is a core determinant of type (n − 1, k, b − 1) and αβ = ±1 (the opposite case would imply (k − 1)(n − 1)b − 1 + p = q ′ , which is impossible). Total degrees ofψ 2 andψ 3 coincide, so p = p ′ and q = q ′ . Consequently, p > 0, since otherwise P =ψ 2 = αψ 3 , a contradiction.
Consider first the case b = 1 and n = k + 1 > 3. Let t = y 3n , then deg t ϕ 1 = deg tψ2 = k − 1, and the coefficient at t k−1 in ϕ 1 equalsψ detZ, whereψ is a core determinant of type (k, k − 1, 1) and hence is irreducible by induction, and Z = [X [1,k] [2,k+1] Y [1] [2,k+1] ] and hence detZ is irreducible as the determinant of a matrix of independent variables. Consequently, we have four possibilities similar to (a)-(d) above. The last two are ruled out via total degree comparison, since k 2 − k + p > 2k for k > 2 and p > 0. The second one yields p = 1, in which case Q = detZ and hence deg y Q = 1 < k − 1 = q, a contradiction. The remaining case yields p = k and q = 0, hence Q is a constant.
For b = 1 and n > k + 1 take t = y n2 and note that deg t ϕ 1 = k − 1 and the coefficientψ n at t k−1 in ϕ 1 is a core determinant of type (n − 1, k, 1) and hence is irreducible by induction. Moreover, deg yψn = k, and hence p = k, q = 0 and Q is a constant.
Finally, for type (n, k, b) with b > 1 take u = y 32 , then similarly to above, P =ᾱ ′ up ′ψ ′ + o(up ′ ), whereψ ′ is a core determinant of type (n − 1, k, b − 1) and hence is irreducible by induction. Moreover, deg yψ ′ = k, and hence p = k, q = 0 and Q is a constant.
Proof of Lemma 4.2. For ϕ 1 this fact is proved in Lemma 3.8 (cp. to the case of type (n, n, 0)). For other functions ϕ i the proof is similar. It exploits the fact that one can find two variables y and z such that the coefficient at the highest degree of the variable in ϕ i is either an irreducible polynomial or a product of two such polynomials, and that the highest degree of z in ϕ i equals to the highest degree of z in one of the above two polynomials for y.
In more detail, for 2 ≤ i ≤ n − 1 one takes y = x n−1,i and z = x n,i+1 . Then deg y ϕ i = deg z ϕ i = n − 1 and the coefficients at y n−1 and z n−1 in ϕ i are equal to ψ det Z, where ψ is ϕ 1 for the size n − 1 and Z is an (n − i) × (n − i) matrix of independent variables.
For the case of ϕ pn+i , 1 ≤ i ≤ n − 1, 1 ≤ p ≤ n − 3, one takes y = x n−1,i and z = x n,i+1 . Then deg y ϕ pn+i = deg z ϕ pn+i = n− p− 1 and the coefficients at y n−p−1 and z n−p−1 in ϕ pn+i are equal to ϕ (p−1)(n−1)+i for the size n − 1.
Finally, for the case of ϕ pn , 1 ≤ p ≤ n − 2, one takes y = x n−1,n and z = y n1 . Then deg y ϕ pn = n − p and deg z ϕ pn = n − p − 1, the coefficient at y n−p in ϕ pn equals ϕ (p−1)(n−1)+1 for the size n − 1, while the coefficient at z n−p−1 in ϕ pn equals the product of ϕ p(n−1) for the size n − 1 by the determinant of an (n − 1) × (n − 1) matrix of independent variables. Further details are left to the interested reader.
Irreducibility of the remaining functions in the family F n is discussed in [9, Section 6.3].
Proof of Lemma 5.2. Irreducibility of the functions in F 2n is trivial. For k > 2 we have to deal separately with functionsc t andφ t .
To prove irreducibility ofc t , 1 ≤ t ≤ k − 1, note that each such function is linear in all a ij , 1 ≤ i ≤ k + 1, 1 ≤ j ≤ n. Assume thatc t = P 1 P 2 and that P 1 is linear in a k+1,1 (and hence P 2 does not depend on a k+1,1 ). Moreover, P 1 depends linearly in all nonzero entries in the first row of X and in the first column of Y , whereas P 2 does not depend on any of these entries. Note that for any a ij as above there exists a staircase sequence a k+1,1 = a i0j0 , a i1j1 , . . . , a i l j l , . . . , a irjr = a ij such that 1 ≤ i l ≤ k + 1, 1 ≤ j l ≤ n for 1 < l < r and every consecutive pair (a i l−1 j l−1 , a i l j l ) alternately lies in the same row or in the same column of the matrix X +Y . Moving along this sequence and applying the same reasoning as above, we consecutively get that P 1 is linear in a i1j1 , a i2j2 , . . . , a ij , and hence P 2 does not depend on a ij , which means that P 2 is a constant.
Irreducibility ofφ t is proved similarly to the proof of Lemma 3.8. Below we sketch the proof forφ 1 ; cases t > 1 are treated in a similar way.
Letφ 1 be of type (n, k). Take x = a k+1,n , then deg xφ
. Consider ψ x 1 as a polynomial of degree (k − 2)(n − k − 2) in variables a 1,k+1 , . . . , a 1,n−1 . The constant term of this polynomial isφ 1 of type (n − 1, k − 1) for a shifted set of variables, and hence is irreducible by the induction hypothesis. Consequently, ψ x 1 is irreducible since it is homogeneous as a polynomial in all variables a ij .
Assume thatφ 1 = P ′ P ′′ . It follows from above that
Take y = a k2 , then deg yφ1 = k − 1 and deg y P ′ ≥ deg y ψ x 1 = k − 2, and hence deg y P ′′ ≤ 1. Further, the coefficient c y at y k−1 inφ 1 equals ψ y 1 a 13 · · · a 1k D y where
and ψ y 1 has the same structure as ψ x 1 . If deg y P ′′ = 0 then P ′′ is a factor of c y , which is impossible. Consequently, deg y P ′′ = 1, and hence either P ′ = y k−2 S ′ + o(y k−2 ) and P ′′ = yψ y 1 S ′′ + o(y) with S ′ S ′′ = a 13 · · · a 1k D y or P ′ = y k−2 ψ y 1 S ′ + o(y k−2 ) and P ′′ = yS ′′ + o(y) with S ′ S ′′ = a 13 · · · a 1k D y . In the first of the above two cases we get degP ′′ ≥ (k − 2)(n − 2) + 1, which is strictly greater than n + k − d − 3 for k > 3. For k = 3 either deg x P ′ = 0 or deg x P ′′ = 0, which is impossible for the same reason as deg y P ′′ = 0. Consequently, the second case holds true, and hence deg x P ′ = k − 3 and deg x P ′ = 1.Taking into account the reasoning above, we can write P ′′ = xR ′′ + yS ′′ + T ′′ , where T ′′ does not depend on x and y.
Consider now the coefficient c at x k−3 y k−1 inφ 1 . On the one hand, c is equal to c xy R ′ S ′′ , where c xy is the coefficient at y k−2 in ψ x 1 . The latter equals ψ xy 1 a 13 · · · a 1,k−1 D xy , where D xy = det Y . On the other hand, c is equal to c yx a 13 · · · a 1k D y , where c yx is the coefficient at x k−3 in ψ y 1 . The latter equals ψ yx 1 a 13 · · · a 1,k−1 D yx , where D yx = det Y . It is easy to see that ψ xy 1 = ψ yx 1 , hence we arrive at D xy R ′ S ′′ = D yx a 13 · · · a 1k D y , which is clearly impossible. Pick c 11 = 0, then for any choice of c i1 = 0, 2 ≤ i ≤ k, and c 12 = 0 one has det K(A; e 1 ) = 0 and w i = ±c 12 λ −1 1 Van(λ 2 , . . . ,λ i , . . . , λ k ) m =1,i c m1 = 0, 2 ≤ i ≤ k.
Next, pick λ i = t i . Then for t big enough the expression λ −1 j Van(λ 2 , . . . ,λ j , . . . , λ k ) grows as t κ−j 2 +2j where κ depends only on k. Consequently, the leading term in the expression is obtained for j = 2, and it suffices to pick c 22 such that c 22 +γc 21 = 0 to guarantee w 1 = 0. The rest of c ij can be picked arbitrarily to satisfy condition det C = 0, which yields det K * (A; e 1 , A −1 (e 2 + γe 1 )) = 0.
(ii) We have to refine the choice of c ij made in the proof of part (i). Note that an arbitrary principal leading minor of A can be written as
where I = {1, 2, . . . , |I|} and |K| = |I|. Our choice of λ i guarantees that for t big enough the leading term in the above expression is obtained when K = {k − |I| + 1, k − |I| + 2, . . . , k}. Consequently, condition det A I I = 0 is guaranteed by det C I K = 0 and det C I c K c = 0. Clearly, these conditons can be satisfied via a suitable choice of the entries c ij distinct from c i1 , c 12 , and c 22 .
Proof of Lemma 4.3. The claim for f = ϕ 1 follows from Lemma 3.7(i). Indeed, fix an invertible Y such that detȲ = 0 and define γ via (3.8). Next, pick A that satisfies the conditions in Lemma 3.7(i) and put X = A −1 Y . Consequently, ϕ 1 (X, Y ) = det K(A; e 1 )(det X) n−1 = 0, while ϕ * 1 (X, Y ) = ± det K * (A; e 1 , A −1v )(det X) (n−1)(n−2) (detȲ ) n = 0 via (3.11), and the claim follows.
For f = ϕ i , 2 ≤ i ≤ n, the claim is trivial, since in this range degf * < degf . In the case f = ϕ i , n + 1 ≤ i ≤ N − n, it follows from the explanations in the proof of Theorem 4.1 that ϕ * i = ϕ i+n ϕ 0 i−n − ϕ i−n ϕ 0 i+n , where ϕ 0 t is the minor of Φ obtained by replacing the first column of ϕ t by the immediately preceding column. Consider the specialization that sets to zero the entry z (y st or x st ) that occupies position (i, i) in Φ and all the entries of the matrices X and Y that lie in the same columns of Φ below z. It is easy to see that this specialization implies vanishing of ϕ i and ϕ i+n , since both minors acquire a zero column. However, the same specialization for ϕ i−n and ϕ 0 i+n yields nontrivial polynomials since the coefficient atz n−p in the first one and atz n−p−3 in the second one are nontrivial, wherez lies immediately above z in Φ and p = ⌊(i−1)/n⌋. Consequently,φ * i is not divisible byφ i . The cases f = g ii , 2 ≤ i ≤ n, and f = h ii , 3 ≤ i ≤ n, are treated via the same specialization. For f = h 22 the specialization is given by y nj = 0 for 2 ≤ j ≤ n.
Proof of Lemma 5.3. To prove the coprimality ofφ t andφ * t it suffices to check that the latter is not divisible by the former. For t = 1 we need the following statement. To complete the proof for t = 1 we invoke Lemma 3.7(ii) which guarantees that one can choose A in Lemma 3.7(i) in such a way that the trailing principal minors of A −1 are nonzero, and proceed as in the proof of Lemma 4.3.
For 2 ≤ t ≤ n the claim is trivial, since in this case degφ * t < degφ t . Let now n < t < (k − 2)(n − 1). Then it follows from the explanations above that ϕ * t =φ t+nφ 0 t−n −φ t−nφ 0 t+n , same as in the previous section. Find the unique pair (i, j), 1 ≤ i ≤ n − 1, satisfying t = (k − j)(n − 1) + i and consider the specialization a ij = a i−1,j+1 = · · · = a i−p,j+p = · · · = a 1,j+i−1 = 0, where the index j + p is understood mod n and its value j + p = 1 is excluded. It is easy to see that this specialization implies vanishing ofφ t andφ t+n , since both minors acquire a zero column. However, the same specialization forφ t−n andφ 0 t+n yields nontrivial polynomials since the coefficient at a j i+1,j−1 in the first one and at a j−3 i+1,j−1 in the second one are nontrivial. Consequently,φ * t is not divisible byφ t .
Finally, let n ≥ (k − 2)(n − 1). Then it follows from the explanations above that ϕ * t =φ 0 t−n , and the same specialization as above proves thatφ * t is not divisible bỹ ϕ t .
