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Abstract
A large amount of long-term biomedical time series such as Electrocardiography
(ECG) and Electroencephalography (EEG) signals are recorded daily to monitor hu-
man performance and physiological condition. Eﬃciently and eﬀectively analysing
these biomedical records is a challenging task. Biomedical time series classiﬁcation
and clustering are two useful tools for automatic analysis of biomedical time series,
which can help to manage, inspect and diagnose these long-term biomedical signals.
This thesis proposes a number of new methods for biomedical time series classiﬁcation
and clustering based on a novel Bag-of-Words (BoW) representation.
The thesis ﬁrst extends the BoW model that was originally developed for text
document analysis to represent biomedical time series. Biomedical time series are
treated as text documents and local segments are extracted as words. All local seg-
ments extracted from training data are clustered by a k-means clustering to construct
a dictionary, which consists of a set of basic elements (i.e., codewords). Then, each of
the local segments is assigned a codeword in the dictionary. A biomedical time series
is then characterized as a histogram of the codewords occurred in the time series. Ex-
periments on three datasets extracted from real EEG and ECG signals demonstrate
that the proposed BoW representation is very discriminative and eﬀective.
Secondly, probabilistic topic models, i.e., probabilistic Latent Semantic Analysis
(pLSA) and Latent Dirichlet Allocation (LDA), are extended for biomedical time
series clustering based on the BoW representation. The probabilistic topic models
naturally model the generative process of local segments in the time series. Semantic
clusters (categories) of the time series are automatically discovered by the probabilistic
topic models.
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Thirdly, in order to further improve the clustering accuracy, a non-negative sparse
coding is proposed to construct a new BoW representation to reduce the reconstruc-
tion information loss. Unlike the k-means based BoW representation that assigns one
single codeword to a local segment, the non-negative sparse coding assigns multiple
codewords to a local segment with diﬀerent sparse coeﬃcients. The new BoW rep-
resentation is extracted by summing up all the sparse coeﬃcients of local segments
in the time series. Experiments on real EEG and ECG datasets reveal that this new
BoW representation facilitates a signiﬁcantly superior clustering performance to the
k-means based BoW representation.
Finally, since many biomedical time series are recorded in multiple channels in real
clinical applications, the BoW representation and the probabilistic topic models are
modiﬁed to cluster multichannel biomedical time series. Speciﬁcally, a Hierarchical
pLSA (H-pLSA) and a Multi-channel pLSA (M-pLSA) are proposed for multichannel
time series clustering. H-pLSA characterizes a multichannel time series using two-
layer topics while M-pLSA directly models the multiple channels of the time series
as a mixture of topics. Experiments on a multichannel ECG dataset demonstrate
that both M-pLSA and H-pLSA perform better than the state-of-the-art methods.
Further more, it is revealed that the M-pLSA model is more eﬀective and robust than
the H-pLSA model.
It is anticipated that the objective and automatic biomedical time series clustering
and classiﬁcation technologies developed in this work will potentially beneﬁt a wide
range of applications, such as biomedical data management, archiving, retrieving, and
disease diagnosis and prognosis in the future.
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Chapter 1
Introduction
1.1 Overview
Due to the rapid development of modern technology and reduction of hardware cost,
a large amount of long-term physiological signals such as Electrocardiography (ECG)
and Electroencephalography (EEG) signals are recorded daily to monitor physiologi-
cal condition of human. Although these long-term biomedical time series may contain
noise and useless data, they are very valuable for disease diagnosis [2][50][78], emo-
tion/fatigue monitoring [65][97], human machine interaction [113][115][126], etc. As
an example, ECG signals have been widely used for diagnosis of heart abnormalities
[43] and biometric identiﬁcation [6].
Eﬀectively and eﬃciently managing and analysing these biomedical time series
have been a challenging task due to the complexity of these biomedical signals. Tra-
ditionally, these signals are manually analysed by trained medical experts. This
subjective operation heavily relies on the operators’ knowledge and experience, which
may cause human errors. There are several disadvantages of the manual analysis.
Firstly, comparing to the large amount of biomedical time series, the number of hu-
man experts, especially the ones with extensive experience is very limited. Secondly,
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inspection and monitoring of long-term biomedical time series such as EEG and ECG
signals are often very labour-intensive and time-consuming. It is also diﬃcult for
human experts to keep a high level of concentration and consistent judgement during
a lengthy and tedious inspection, giving rise to an increase in the false hit rate by the
operators. Finally, the manual operation creates inter-reader variability. Therefore,
objective and automatic analysis methods that can eliminate human errors and assist
medical experts to manage, inspect and diagnose these long-term biomedical time
series are very valuable and highly sought after by medical professionals.
In the last decade, substantial eﬀorts have been dedicated to developing eﬀective
and eﬃcient automatic tools for biomedical time series analysis. These tools mainly
fall into two major categories: biomedical time series classiﬁcation and biomedical
time series clustering. Biomedical time series classiﬁcation is to automatically recog-
nize, determine and understand biomedical time series based on prior knowledge of
training samples. Biomedical time series classiﬁcation has been extensively used in
disease diagnosis, abnormal detection, human machine interaction, etc. For instance,
EEG signals are automatically classiﬁed for epileptic seizure detection [2][50][78],
brain computer interaction [113][115][126], human mental fatigue detection [97] and
emotion recognition [65]. ECG signals are automatically classiﬁed to provide useful
information about heart rhythm, which are useful to study heart arrhythmias [43][49].
The other useful automatic analysis tool is time series clustering [19][60] that groups
a set of unlabelled time series according to their intrinsic similarities without hu-
man intervention, which is potentially useful for medical records management such
as biomedical data archiving and retrieval.
Biomedical time series analysis generally consists of two stages: feature repre-
2
sentation and decision making (i.e., classiﬁcation or clustering). Features extracted
from biomedical time series are fed into classiﬁers or clusters for decision making. It
is critical to extract meaningful and discriminative features to represent individual
time series for classiﬁcation or clustering. Some existing methods [49][52][72] extract
features in temporal domain while some others [20][43][51][67] describe time series in
a transformed domain, e.g., Discrete Wavelet Transform (DWT) and Discrete Fourier
Transform (DFT). Most of these methods extract local temporal or spectrum in-
formation to characterize time series. In spite of the usefulness in the analysis of
short-term or periodic time series, most of them are insuﬃcient to extract high-level
structural information from long-term biomedical time series that are non-periodic
but have repetitive waveforms, such as, long-term ECG and EEG signals.
On the other hand, Bag-of-Words (BoW) model is a newly emerging and promis-
ing approach originally developed to capture high-level and contextual information
of documents in text document analysis. The basic concept of BoW model [9][108]
in text document analysis is to ignore the order information of words and only count
the occurrence of words in a document. The BoW model deﬁnes a dictionary that
contains a set of codewords and represents a text document as a histogram of code-
words occurrence. Each element of the histogram records the number of a codeword
occurred in the document. Figure 1.1 demonstrates the general idea of the BoW
model for document representation. It can be seen that the word “heaven”, “Spirit”,
“earth” and “God” occurred for once, once, twice and three times, respectively. These
word counts are concatenated as a feature vector (the right column) to represent the
document.
Recently, the BoW model has been extended to characterize images and videos in
3
Figure 1.1: General idea of Bag-of-Words model [1].
computer vision [26][80][101]. Images or videos are treated as documents, and local
image or video patches are extracted as words. The extracted BoW representation
is very discriminative in terms of characterization of the images and videos. How-
ever, the discriminative power of the BoW representation has not been explored to
capture high-level structural information in long-term biomedical time series for their
classiﬁcation and clustering yet.
1.2 Aims
This research aims to develop new methodologies to automatically cluster and clas-
sify single and multiple channels of long-term biomedical time series data through
exploring the potentials of the BoW representation. The major goals of the project
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are:
• To develop a discriminative BoW representation to eﬀectively capture high-level
structural similarity information in long-term biomedical time series data. In
order to reduce the reconstruction information loss in the basic BoW represen-
tation, non-negative sparse coding will be incorporated to further improve the
performance of the BoW representation.
• To develop unsupervised clustering technologies for biomedical time series anal-
ysis based on the novel BoW representation. Probabilistic topic models that
have achieved great success in text semantic analysis will be extended to au-
tomatically discover the clusters or categories of unlabelled time series in an
unsupervised manner. Unlike general clustering methods that treat the BoW
representation as common feature vectors, the probabilistic topic models are
adopted to naturally model the generative process of the codewords (local seg-
ments) in a probabilistic way.
• To extend the BoW representation and the probabilistic topic models to clus-
ter multichannel unlabelled biomedical time series, since most biomedical time
series are recorded in multiple channels to provide more perspectives of human
body conditions.
• To empirically evaluate the classiﬁcation and clustering performance of the pro-
posed approaches on some benchmark ECG and EEG databases with some
state-of-the-art methods presented in the literatures.
It is anticipated that the outcomes obtained in this project will beneﬁt a large
number of applications in biomedical data interpretation, disease diagnosis and prog-
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nosis, biomedical data management and archiving, biometric authorization, etc.
1.3 Contributions
In summary, the main contributions of this thesis are:
• Bag-of-Words representation for biomedical time series analysis
An eﬀective BoW representation that was originally developed for text docu-
ment representation is designed to analyse biomedical time series, such as ECG
and EEG signals. The proposed method treats a time series as a text document
and extracts local segments from the time series as words. The biomedical time
series is then represented as a histogram of codewords, each entry of which is
the count of a codeword appeared in the time series. Although the temporal
order of the local segments is ignored, the BoW representation is able to cap-
ture high-level structural information because both local and global structural
information is well utilized. This work has been published in [117].
• Unsupervised learning of biomedical time series via probabilistic topic model
Based on the BoW representation, the probabilistic topic models, i.e., proba-
bilistic Latent Semantic Analysis (pLSA) and Latent Dirichlet Allocation (L-
DA), are extended to ﬁnd the underlying structure of single channel biomedical
time series in an unsupervised manner. The clusters or categories of unlabelled
time series are automatically discovered by the probabilistic topic models based
on the BoW representation with high accuracy. This work has been published
in [120].
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• Biomedical time series clustering based on non-negative sparse coding and prob-
abilistic topic model
A new framework based on non-negative sparse coding to group a collection of
biomedical time series according to their underlying similarity is proposed. In
order to reduce the reconstruction information loss of the BoW representation,
non-negative sparse coding that assigns multiple codewords to a local segment
is successfully developed to construct the new BoW representation. This work
has been published in [118].
• Unsupervised learning of multichannel biomedical time series based on proba-
bilistic Latent Semantic Analysis
The BoW representation and pLSA are further extended to analyse multichan-
nel biomedical time series in an unsupervised manner. Speciﬁcally, a multi-
channel time series is treated as a document, and local segments extracted from
each channel of the time series are regarded as words. Based on the BoW rep-
resentation, Hierarchical pLSA (H-pLSA) and Multi-channel pLSA (M-pLSA)
are successfully implemented to analyse multichannel biomedical time series in
an unsupervised way.
1.4 Thesis Outline
The rest of this thesis is organized as follows:
Chapter 2 gives a comprehensive review of the biomedical time series analysis,
the BoW model and the probabilistic topic models.
Chapter 3 designs an eﬀective BoW representation that was originally developed
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for text document analysis for biomedical time series representation. The basic idea
is to treat a time series as a text document and extract local segments from the
time series as words. The biomedical time series is then represented as a histogram
of codewords, each entry of which is the count of a codeword appeared in the time
series.
Chapter 4 implements two probabilistic topic models, i.e., pLSA and LDA, to
mine biomedical time series in an unsupervised way, which is based on the BoW
representation. The probabilistic topic models are realized to naturally model the
generative process of local segments in biomedical time series. The topics learned by
the probabilistic topic models are assumed to directly correspond to the categories
of the biomedical time series. The clusters or categories of unlabelled time series
are automatically discovered by the probabilistic topic models based on the BoW
representation.
Chapter 5 proposes a novel method to construct the BoW representation based
on non-negative sparse coding to reduce the reconstruction information loss. Unlike
the BoW representation presented in Chapter 3 that only assigns single codeword to
a local segment, this new non-negative sparse coding based method assigns multiple
codewords to a local segment, in attempt to signiﬁcantly reduce the reconstruction
information loss.
Chapter 6 extends the BoW representation and the probabilistic topic models
for multichannel time series analysis. Similar to the BoW representation of single-
channel time series in chapter 3, a multichannel time series is treated as a document
and local segments are extracted from each channel as words. Based on the BoW
representation, Hierarchical pLSA (H-pLSA) and Multi-channel pLSA (M-pLSA) are
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proposed to analyse multichannel biomedical time series in an unsupervised manner.
Chapter 7 summarizes and concludes the current works in this thesis and provides
some insights into and points out some directions for the future works.
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Chapter 2
Literature Review
2.1 Biomedical Time Series Analysis
Biomedical time series signals are observations of physiological activities of organs,
such as heart, brain, muscle, stomach and cornea, etc. They are generally acquired
by one or multiple electrodes placed on the organism of interest. Electrocardiogram
(ECG) and Electroencephalogram (EEG) are the most common biomedical time series
captured from heart and brain, respectively.
An ECG is a graphical record of the bio-electrical signal generated by cardiac
muscles. ECG signals provide useful information about heart functioning [43] [73]
[72], which helps clinicians to identify arrhythmias, evaluate patients with syncopal
or seizure episodes and monitor patients during anaesthesia, trauma or shock. Con-
tinuous ECG signals are also used for post-surgical or long-term monitoring of heart
rate and rhythm, for monitoring patients at risk of developing arrhythmias or the
eﬀectiveness of antiarrhythmic drug therapy. More recently, ECG has been used for
biometric identiﬁcation [6] [45].
EEG refers to the recording of the brain electrical activities from electrodes on
the scalp. EEG is the most valuable tool in the evaluation of several types of brain
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disorders, such as seizure, epilepsy, lesions and other disorders that inﬂuence brain
activity [2] [33]. It can also be used to determine the overall electrical activity of the
brain to monitor emotion and fatigue status [65] [97].
In many occasions, electrodes have to be placed at multiple locations to collect
biomedical signals for a more accurate study. This is because diﬀerent positions
provide diﬀerent perspectives of an organ. Certain abnormalities may be best seen
with particular leads and may not be visible at all with other leads. Multiple channels
of biomedical signals provide a more complete picture of the electrical events in an
organ of interest. For instance, multichannel ECG data are collected to enable an
observer to view the changing pattern of hearts’ electrical activities from diﬀerent
perspectives and gain a more complete picture of the electrical events of the hearts.
While these biomedical time series contain critical information on the condition
of subjects, however, their interpretation and organization are often complicated and
cumbersome, requiring speciﬁc knowledge of each type of signals and their charac-
teristics associated with a certain disease. For example, in ECG, rhythms, transient
patterns, abnormal changes in entropy in the waveforms need to be measured ﬁrst.
Accurate interpretation and subsequent organization of ECG time series strongly de-
pends on the prior knowledge about the disease states. Biomedical time series analysis
approaches that automatically separate and organize biomedical time series with or
without prior knowledge are of importance to the beneﬁts of on-going monitoring,
managing and archiving biomedical time series.
A biomedical time series analysis system generally consists of four parts: da-
ta acquisition, artefact removal, feature extraction and decision making, which is
demonstrated in Figure 2.1. Biomedical time series recorded from hardware devices
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Figure 2.1: A general framework of biomedical time series analysis system.
are ﬁrstly pre-processed to remove any artefact or noise. Features are then extract-
ed to characterize the biomedical time series. These features are ﬁnally fed into a
classiﬁer or cluster for decision making. Since the main focus of this thesis is on
the automatic methods of biomedical time series analysis, feature representation and
decision making methods are extensively reviewed.
2.1.1 Feature Representation
2.1.1.1 Feature extraction from time domain
Some representation methods extract features directly from the time domain of biomed-
ical time series. A typical work in [45] detects QRS waveforms of ECG signals and
calculate the distances between the R point and other ﬁducial points to characterize
the uniqueness of an ECG signal. This distance based feature is able to eﬀectively
characterize the uniqueness of heartbeat waveforms’ shape. Three kinds of features,
i.e., interval features, amplitude features and angle features, which are based on the
detected QRS waveforms are extracted in [99] to characterize ECG heartbeat wave-
forms. The interval features are computed as the temporal distances of ﬁducial points,
while the amplitude features are estimated based on the amplitude diﬀerences of ﬁdu-
cial points. The interval and amplitude features may be inﬂuenced by the change of
heartbeat rates. In order to address this problem, the angle features that are based
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on the angular displacement between diﬀerent ﬁducial points are added in the feature
set [99].
Diﬀerent from the above representations that extract features directly from the
shapes of ECG signals, the method in [139] sparsely decomposes ECG heartbeat
segments into atoms in a dictionary using matching pursuit (MP) algorithm. The
decomposition coeﬃcients that contain unique information of heartbeat waveforms
are regarded as features. The matching pursuit is to search the best matched atom-
s in the dictionary to approximate the raw heartbeat waveforms. Since heartbeat
waveforms belonging to the same subject have certain similarity, the matched atoms
corresponding to the same subject should have the largest similarity. This sparse
representation by matching pursuit is proven to be discriminative and eﬀective for
human identiﬁcation from ECG signals.
The previous feature extraction methods are based on ﬁducial points of ECG
heartbeat waveforms. However, ﬁducial points extraction from ECG signals is not
easy, especially for ECG signals with noise contamination. Plataniotis et al. [90]
employ the autocorrelation of a signal to extract features from ECG signals, which
does not require any ﬁducial points detection. They calculated the autocorrelation
for a signal and used the coeﬃcients of Discrete Cosine Transform (DST) of the
Autocorrelation as features. The cross-correlation is also used to extract features
from EEG signals. Chandaka et al. [17] calculate the cross-correlation of two signals.
The peak value, peak occurred instant, centroid, equivalent width and mean square
abscissa of the cross-correlation waveform are used as features to characterize the
EEG signals.
One time-domain based promising feature representation for multichannel EEG
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signal classiﬁcation is the common spatial patterns (CSP), which ﬁnd a few of spa-
tial ﬁlters to maximize the variance for one class and minimize the variance for the
other class [53]. The CSP algorithm estimates the spatial ﬁlters by simultaneously
diagonalizing the two covariance matrices so that the diﬀerence between two classes
is maximum. Although CSP is a discriminative and eﬀective representation for EEG
signals classiﬁcation, many variants of CSP are proposed to improve its performance
and robustness. Inspired by the success that the 1 norm is able to signiﬁcantly sup-
press the inﬂuence of outliers in machine learning ﬁeld, Wang et al. [114] replace
the 2 norm of CSP by the 1 norm to improve the robustness of CSP to outliers.
One limitation of CSP is that it does not make use of temporal information when
calculating the covariance matrices. Wang et al. [116] propose a local temporal CSP
(LTCSP) to explicitly incorporate the temporal information into CSP. It is demon-
strated that LTCSP is more robust to potential artifacts and outliers than CSP. Lu
et al. [68] investigate the CSP algorithm for small-sampling setting problem and pro-
posed a regularized CSP (RCSP) to perform a regularization on the covariance-matrix
estimation by adopting two parameters. Experiments on three EEG dataset demon-
strated that the proposed RCSP performed better than four other state-of the-art
methods, especially on datasets with small-sampling settings.
2.1.1.2 Feature extraction from transform domain
Some methods extract information from transform domains to characterize biomedi-
cal time series. Spectrum estimation based on Fast Fourier Transform (FFT) of EEG
signals is used to extract features for epileptic detection in EEG signals [91]. While
this method is based on Fourier Transform, some others are based on Wavelet Trans-
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form (WT). Wavelet coeﬃcients of lifting-based discrete wavelet transform (LBDWT)
of EEG signals are directly used as feature vectors in [106]. ECG heartbeat wave-
forms are decomposed into four levels by DWT to capture the frequency information
in diﬀerent scales in [41]. 265 wavelet coeﬃcients are extracted from the approxima-
tion wavelet and detail wavelet coeﬃcients of four levels to form a feature vector to
characterize each of the heartbeat waveforms.
While these features directly use wavelet coeﬃcients as features, some other meth-
ods calculate some basic statistics from wavelet coeﬃcients to reduce the dimension-
ality of these feature vectors. For instance, the maximum, minimum, mean and
standard deviation of wavelet coeﬃcients in ﬁve sub-bands are used as features in
[46]. A similar work in [105] decomposes EEG signals into ﬁve levels by DWT, and
calculates the mean of the absolute values, average power, standard deviation of the
wavelet coeﬃcients and ratio of the absolute mean values of the adjacent sub-bands
as features. Guo et al. [35] compute relative wavelet energy (RWE) corresponding
to six detailed or approximated wavelet coeﬃcients to characterize an EEG signal.
RWE provides signal energy distribution information at diﬀerent frequency bands.
Extracting these basic statistics over wavelet coeﬃcients is easy to be implement-
ed. However, the basic statistics may be not eﬀective enough to discriminate biomed-
ical time series from diﬀerent classes. Some more promising parameters based on
WT are proposed to characterize biomedical time series. Zandi et al. [135] propose
a novel patient-speciﬁc measure, i.e., the combined seizure index (CSI), that is based
on the wavelet coeﬃcients of EEG signals to quantitatively separate seizure and non-
seizure states. Orhan et al. [84] employed the k-means algorithm to cluster wavelet
coeﬃcients of each frequency sub-band, and treated the probability distributions of
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the wavelet coeﬃcients to the clusters as features.
Guo et al. [34] extract a novel feature by calculating the Approximate Entropy
(ApEn) from multi-wavelet transform of EEG signals, which measures the irregularity
or complexity of EEG time series. Line length that is a measure of waveform fractal
dimension and signal complexity are estimated on each of ﬁve sub-brands decomposed
by the discrete wavelet transform (DWT) in [33]. These line features then form
a feature vector as an input to a classiﬁer for epileptic seizure detection in EEG
signals. It is demonstrated that the line length features are not only eﬀective but also
computationally eﬃcient, which are very suitable for real time clinical applications.
2.1.1.3 Feature extraction from multiple domains
Some methods extract multiple features from various domains. For instance, 110
features are extracted from various domains including statistical analysis of time se-
ries, geometric analysis, frequency domain, multiscale sample entropy (MSE), etc,
for emotion recognition from biomedical time series in [52]. Mar et al. [72] extract
temporal features from the time domain as well as morphological features and statis-
tical features from the wavelet domain to create a feature set. A sequential forward
ﬂoating search (SFFS) algorithm is then employed to select the most suitable feature
subset, which not only enhances heartbeat classiﬁcation accuracy but also reduces
computational cost.
2.1.1.4 Bag-of-Words representation
Most of the previous representation methods extract local temporal or frequency in-
formation to characterize biomedical time series, which are very eﬀective for short
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time series or time series that have repetitive waveforms. However, they may have
limited ability to capture high-level structural similarity in long time series. In order
to address this problem, Lin et al [64][63] propose a Symbolic Aggregate approX-
imation (SAX) based Bag-of-Words (SAX-BoW) representation that is inspired by
the Bag-of-Words (BoW) model [108][9][80] in text documents analysis to represent
time series on sequence level. Local segments extracted from time series are encoded
using the Symbolic Aggregate approXimation (SAX) [62]. All SAXs in a time series
are histogrammed to form a ﬁnal vector to represent the time series, each element
of which is the count of one SAX appeared in the time series. It is demonstrated
that the SAX-BoW representation is eﬀective to capture structural similarity in time
series. However, one limitation of the SAX-BoW representation is that its dimension
may be very high, which incurs considerable computation cost.
2.1.2 Classiﬁcation
Once features are extracted to represent biomedical time series, they are fed into
classiﬁers for classiﬁcation. Some classical classiﬁers such as Linear Discriminant
(LDA) and Na¨ıve Bayes classiﬁer that are easy implement are often used as baseline
methods. The Na¨ıve Bayes classiﬁer is used in [5] to classify EEG signals for Brain-
Computer Interface (BCI). LDA is used in [124] as a classier for biometric recognition
from ECG signals. Although these classical classiﬁers achieve promising accuracies on
various classiﬁcation problems in biomedical time series analysis, some other modern
classiﬁers such as Support Vector Machine (SVM), Artiﬁcial Neural Network (ANN)
and decision trees are commonly superior over the classical classiﬁers and are widely
utilized in biomedical time series analysis.
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Artiﬁcial Neural Networks (ANN) that is inspired from human biological nervous
system is probably the most common classiﬁer for biomedical time series classiﬁcation.
For instance, ANN is employed in [33] [104] [103] [110] to discriminate EEG signals
from epileptic seizure patients and healthy patients. ANN is also adopted in [132] for
ECG based heartbeat classiﬁcation. The advantage of ANN lies in its computationally
eﬃciency, which makes it suitable for many real applications.
Another widely used classiﬁer for biomedical time series classiﬁcation is the Sup-
port Vector Machines (SVM). SVM is widely used in biomedical time series classiﬁ-
cation such as ECG based heartbeat classiﬁcation [49], EEG Signals classiﬁcation in
BCI [109][58]. The performance of SVM for EEG signals classiﬁcation is compared
with the probabilistic neural network (PNN) and the multilayer perceptron neural
network (MPNN) in [42], which demonstrates that the multiclass SVM outperforms
the other two methods.
In the standard SVM, the optimal solution is calculated by solving a quadratic
programming problem. The works in [100][21] introduce Least Squares Support Vec-
tor Machine (LS-SVM) that replaces the inequality constrains in the standard SVM
with equality constrains for EEG signal classiﬁcation. LS-SVM only needs to solve
a set of linear equations to calculate the optimal solution, which is easier than the
quadratic programming problem in the standard SVM.
Various extensions of SVM are proposed for biomedical time series classiﬁcation.
The particle swarm optimization (PSO) is introduced in [74] to optimize the SVM
classiﬁer for ECG heartbeat classiﬁcation. The best values of kernel parameters and
regularization of the SVM are automatically calculated by the PSO algorithm to
improve classiﬁcation accuracy. The SVM based classiﬁcation is supervised, whose
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performance is highly dependent on the quality and quantity of labelled training
data. However, collection of labelled training data is always labour-intensive and
time-consuming. In order to make better use of fewer training data, Pasolli and
Melgani [87] extended the active learning to the SVM based ECG classiﬁcation to
train the SVM classiﬁer from as few as labelled training data. Their experiments
show that the active learning based SVM classiﬁer is able to achieve even better
performance with minimum number of training samples and computation cost.
The works in [61] investigate the performance of the standard SVM and vari-
ous extension of SVM including least squares SVM, Lagrangian SVM, smooth SVM,
proximal SVM and relevance vector machine (RVM) for EEG signals classiﬁcation.
Experimental results demonstrate that RVM achieve higher accuracies than the oth-
er SVMs with less free parameters. However, the standard SVM and LS-SVM are
superior to the other SVMs according to the consistent accuracy obtained.
While all the previous classiﬁers are discriminative models, some generative models
such as Gaussian Mixture Model (GMM) and Hidden Markov Model (HMM) are also
used for biomedical time series classiﬁcation. Martis et al. [73] model ECG heartbeat
waveforms from each class using a Gaussian mixture distribution. A new sample is
determined to be the class corresponding to the maximum of posterior probability. In
a similar way, Obermaier et al. [82] model an EEG signal as generated by a Markov
process. The HMMs based classiﬁcation achieves an improvement in terms of minimal
classiﬁcation errors over traditional linear classiﬁers in an online experiment.
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2.1.3 Clustering
Diﬀerent from the previous classiﬁcation methods that require labelled data for train-
ing , clustering is an unsupervised learning method. The aim of clustering is to au-
tomatically group a set of samples with no prior label information according to their
similarity. Although biomedical time series clustering is still at its early stage of de-
velopment, it is highly valuable for biomedical time series inspection and management
such as biomedical signals archiving and retrieving. A literature review on time series
clustering [60] summaries various methods for general time series analysis. Although
the methods reviewed in [60] are developed for general time series clustering, most of
them can be extended for biomedical time series clustering.
Generally, time series clustering methods are divided into two major categories,
i.e., distance-based method and model-based method. Distance-based time series
clustering methods normally consist of two steps, i.e., feature extraction and clus-
tering. For the distance-based methods, features extracted from time series are fed
into the clustering algorithms to automatically group the time series into diﬀerent
groups according to their similarity. By contrast, model-based time series clustering
methods employ probabilistic mixture models to model the time series.
Traditional clustering algorithms such as k-means cluster and c-means cluster
are widely used as baseline methods for distance-based time series clustering [60].
Another useful distance-based clustering algorithm is hierarchical clustering, which
organizes a set of time series in a tree-like hierarchical structure. Lin et al. [63]
apply the hierarchical clustering with the SAX-based BoW representation on ECG
time series. A set of ECG signals containing 250 records are correctly grouped in a
tree-like hierarchical structured clustering algorithm. Rodrigues et al. [95] extend
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the hierarchical clustering algorithm to adaptively group time series streams, which
is incrementally updated with new samples.
More recently, spectral clustering algorithms that often outperform traditional
clustering algorithms have become one of the most promising clustering method
[98][29][18]. Wang and Zhang [112] report a general time series clustering method
based on spectral decomposition. The proposed method is able to process time series
with arbitrary length and automatically determines the optimal number of clusters.
Jebara et al. [47] incorporate a Hidden Markov Model (HMM) algorithm into the
non-parametric spectral clustering approach. Each time series is individually mod-
elled by using one HMM. The learned parameters of HMMs are used to construct the
similarity matrix of spectral clustering algorithm. The proposed clustering method
not only achieves promising performance on real-world datasets but also has high
computational eﬃciency.
While distance-based clustering methods are based on feature extraction from
time series, model-based clustering methods employ probabilistic models to directly
model time series. Rabiner et al. [93] ﬁrstly investigate HMM for speech sequences
recognition. Speech sequences are automatically grouped into clusters to improve
recognition performance by learning multiple HMMs. Oates et al. [81] initially parti-
tion a set of time series based on the dynamic time warping (DTW) distance to boost
the performance of HMM based clustering algorithm. In the HMM based clustering,
the number of clusters is always manually determined. The work in [102] applies
the Monte-Carlo cross-validation to automatically determine the optimal number of
clusters. The method in [56] incorporates a Bayesian information criterion into the
HMMs and proposes a Bayesian HMM clustering method that can automatically s-
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elect the optimal model size. It is demonstrated that the Bayesian HMM clustering
method signiﬁcantly improves the partition quality.
Another promising model-based time series clustering method is based on the mix-
ture of autoregressive moving average (ARMA) model [130]. The parameters of the
component models and mixing coeﬃcients are learned by an Expectation Maximiza-
tion(EM) algorithm. The number of clusters in the time series is determined using
a Bayesian information criterion. Experimental results on various temporal datasets
including an ECG dataset and an EEG dataset reveal that the mixture of ARMA
based clustering method is very eﬀective and promising.
2.2 Bag-of-Words Model
Inspired by the success in text document analysis, the Bag-of-Words (BoW) model has
been extended in computer vision area. One of the widely applications is for image
recognition [101] [27] [26]. Local image patches [75][76] detected from images are
usually treated as words. A dictionary is constructed by performing k-means cluster
on all the local image patches extracted from the training data. All the cluster centers
estimated from the k-means cluster are directly used as codewords. A local image
patch is then assigned a codeword that is nearest to the local image patch. Finally,
the spatial information of local patches is ignored and an image is represented as a
histogram, each element of which gives the count of a codeword occurred in the image
[101] [27] [26]. Fei-Fei and Perona [26] compare four diﬀerent ways of extracting local
patches and two local patch descriptors in the BoW representation. It is demonstrated
that diﬀerent local patch extraction methods and local patch descriptors have limited
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impact on the performance of the BoW representation.
Similar to image representation, the BoW representation has been also extracted
for video analysis by treating local video volumes detected from video sequences as
words. Niebles et al. [80] detect 3D video volumes from video sequences as word-
s and constructed the dictionary by clustering all the 3D video volumes from the
training data. A 3D video volume is then assigned a codeword that is nearest and
a video is represented as a histogram of codewords. Another optional way to ex-
tract the BoW representation for video analysis is to treat image frames of videos
as words [125][137][119]. The temporal order information of image frames is ignored
and a video is represented as a histogram of codewords (image frames). Although
the temporal order information of image frames (words) in a video is ignored, the
BoW representation is still very discriminative attributing to the fact that the co-
occurrence information of image frames in a video is well explored. In addition, some
works construct the BoW representation based on optical ﬂow for video analysis. For
instance, the works in [37] [122] construct the BoW representation by dividing an
image frame into several cells and quantizing the optical ﬂow estimated from each of
the cells into four directions.
Performing the k-means clustering on all the training samples is a straightforward
way to construct the dictionary. Another dominant dictionary construction method
is based on Gaussian Mixture Model (GMM), which is able to model the generative
process of data in a nature way. As for the BoW representation, all the data samples
are assumed to be generated by a GMM model. Each mixture is regarded as a cluster,
i.e., codeword. A sample is assigned the codeword (mixture) that corresponds to
the highest generative probability of the sample. The works in [137] compare the
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performance of the GMM and the k-means cluster to construct a BoW representation
for video sequence. It is revealed that the k-means performs comparable or even
better than the GMM in practice, which is probably due to the fact that the GMM
involves learning a group of high dimensional parameters from a relatively small size
of training data, usually leading to unstable solutions.
The previous BoW representations are constructed in an unsupervised way. Some
methods incorporate label information of training data into the BoW model. The
method in [59] incorporates a supervised logistic regression model into the GMM
model to generate the dictionary. The supervised logistic regression model makes use
of label information to modify the parameters of the GMM model. In [28], the label
information of the training data is also incorporated into the GMM model to improve
the discriminative ability of the BoW representation. This new dictionary learning
method simultaneously maximizes the likelihood of a set of labelled and unlabelled
training data and the purity of the clusters.
The dictionary size is of importance for the BoW representation. A dictionary
with too few elements has limited discriminative ability while a dictionary with too
many elements tends to introduce noise in the representation. One limitation of the
previous dictionary construction methods is that the dictionary size needs to be pre-
deﬁned. How to automatically determine the optimal dictionary size to make the
BoW representation compact and yet discriminative is still an open question. Some
criteria can be deﬁned to merge entries of the dictionary to construct an adaptive
dictionary. For instance, the method in [66] utilizes the Maximization of Mutual
Information (MMI) principle to estimate the optimal dictionary size. Two entries of
the dictionary are merged by maximizing the mutual information in an unsupervised
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(a) (b)
Figure 2.2: Graphical model of the unigram model (a) and the mixture unigram model (b).
way.
2.3 Probabilistic Topic Models
Due to the rapid development of information techniques, a large amount of digi-
tal information, including books, scientiﬁc articles, news, Blogs, web pages, sound,
images, and videos, are produced every day. Eﬀectively and eﬃciently organizing,
searching and understanding these vast amount of digital information is a challeng-
ing task. Computational tools that can help human organize, search, and understand
these digital information are very valuable. Probabilistic topic models (PCM) [10]
are developed to analyse and annotate large archives of documents with thematic
information. PCMs are able to discovery the underlying themes in a collection of
documents, which makes organizing, searching, and understanding of digital informa-
tion much easier. Reference [10] provides a comprehensive survey of the probabilistic
topic models.
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(a) (b)
Figure 2.3: Graphical model of the pLSA (a) and the LDA (b).
2.3.1 Probabilistic Topic Models in Text Mining
The unigram model [9] analyses text documents based on the assumption that all the
words in a document are independently drawn from a single multinomial distribution.
The mixture of unigram model [9] introduces a latent variable into the unigram model
to let each document correspond to a topic. Figure 2.2 compares the graphical models
of the unigram model and the mixture of unigram model. Under the assumption of the
mixture of unigram model, each document is generated by ﬁrst selecting a topic and
then generating the words independently from a conditional multinomial distribution.
However, in the mixture of unigram model, each document only has a single topic,
which limits the modelling ability. In order to address this problem, the probabilistic
Latent Semantic Indexing (pLSA) [108] introduces multiple topics exhibiting with
diﬀerent probabilities in a document. A document and a word are assumed to be
conditionally independent given the topics. One limitation of the pLSA is that the
number of parameters increases linearly with respect to the number of documents.
Furthermore, pLSA may be over-ﬁtting on small datasets, which may result in poor
generalization capability in clustering. Blei et al, [9] propose a fully Bayesian version
of pLSA, i.e., the Latent Dirichlet Allocation (LDA) model, to overcome both of the
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problems. In LDA, each document is viewed as a mixture of topics, which have a
Dirichlet prior. LDA is a well-deﬁned generative model for document analysis, whose
parameters do not increase with the size of training corpus [9]. Figure 2.3 compares
the graphical models of pLSA and LDA.
Many extensions have been proposed to incorporate various side information into
the LDA model. A supervised LDA (sLDA) is proposed in [8] to incorporate docu-
ment label information into LDA for prediction. Unlike the original LDA model that
only models words in documents, sLDA simultaneously models words and document
labels (such as categories of documents, reviews of movies and counts of web pages).
The sLDA model achieves promising prediction results on two real-word problems.
The works in [96] incorporate authorships information into the LDA and propose
an Author-Topic model. The content of documents and the interests of authors are
simultaneously modelled in the Author-Topic model. The relationships between doc-
uments, topics, words and authors are automatically discovered by the Author-Topic
model. Nallapati et al., [79] propose two topic models, i.e., the Pairwise-Link-LDA
and the Link-PLSA-LDA model, to jointly model text documents with their citations.
The Pairwise-Link-LDA model is able to model arbitrary citation link structure while
the Link-PLSA-LDA model assumes that the citation link structure is a bipartite
graph. Experimental results on two datasets demonstrate that the Link-PLSA-LDA
model performs better on the citation prediction task and requires less computation
than the Pairwise-Link-LDA model. It is revealed that incorporating the citations
between documents is helpful to improve the predictive power of the topic models.
Temporal information is important for text document. Blei and Laﬀerty [11] pro-
pose a Dynamic Topic Model (DTM) to capture evolution of topics over time. State
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space models are used on the natural parameters of the multinomial distributions
to generate topics and words. A subset of 30000 articles from Science during 120
years are analysed in the experiment. It is interesting that the trends of words usage
in the underlying scientiﬁc topics are discovered by DTM. Another work to model
how topics change over time is the Topics over Time (TOT) model proposed in [123].
The TOT model associates each topic with a continuous timestamp. As a result, the
topics discovered by the TOT model are inﬂuenced not only by word co-occurrences
but also by the documents’ temporal information. A very interesting experiment is
performed to analyse a collection of the second author’s emails during nine months. It
is demonstrated that the TOT model is able to discover the topics and their locations
during the period.
2.3.2 Probabilistic Topic Models in Computer Vision
Inspired by the success in text document analysis, the probabilistic topic models have
been extended into the computer vision area, including object discovery [101][26],
image segmentation and classiﬁcation [138][121][13], image matching [89], image an-
notation [111][92], action recognition [80] [125] [137] [119], motion/activity perception
[122][38][37].
Fei-Fei and Perona [26] treat small local patches extracted from images as words
and represented intermediate topics as particular scene categories. They developed a
variant of LDA to learn natural scene categories in an unsupervised manner. Sivic et
al. [101] employ the pLSA model to ﬁnd both the objects’ categories and their spatial
layout without supervision. In this model, each category corresponds to a topic, and
a local patch detected by an interest point operator is treated as a word. Wang et
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al. [111] extend the LDA model to simultaneously modelling image classes and image
annotations. Image patches are treated as words and topics as a distribution over a
vocabulary, either annotation terms or codewords. The image classes and annotations
can be predicted simultaneously using the same latent space.
One limitation of directly applying the topic model on local image patches is that
the spatial relation of local image patches is ignored in the original topic model. Fer-
gus et al. [27] incorporate spatial information into the pLSA model to improve image
recognition accuracy. A spatially coherent latent topic model (Spatial-LTM) is devel-
oped in [13] for simultaneously segmenting and recognizing object and scene classes.
Spatial-LTM is learned in both unsupervised and supervised manner. Later, Perina
et al. [88] merge the LDA with a segmentation module to consider contextual spatial
information for both segmentation and recognition. Unlike the method in [27] that
encodes visual words’ spatial information into the values of words, Wang and Grimson
[121] encode the visual words’ spatial information in the design of documents. Visual
words that belong to the same class and are close in space have higher probability to
be clustered into one topic.
The topic models have been also applied to human action analysis in video se-
quences. Bissacco et al. [7] employ the LDA model to detect human shape, and
match pose in static images. They quantized the HoG descriptors and regarded each
bin as a word. The LDA model is used to discover human poses corresponding to
intermediate topics. Later, Niebles et al. [80] treat local 3D patches detected by 3D
interest operators as words in the pLSA and LDA models. The pLSA and LDA mod-
els assign a topic to each local patch in an unsupervised manner, which corresponds to
a particular action class. This method not only classify a video into a particular class
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but also localize a particular action. The method in [80] ignores the relative spatial
layout of local patches in videos which is believed to be very important. To address
this problem, Wong et al. [127] extend the pLSA model to capture both structure
and semantic information of the local patches for recognizing and localizing human
actions. In a diﬀerent method, the works in [125][119] regard each image frame as a
word and introduce label information into the topic models to make training much
easier. Although the temporal order of image frames is ignored, they achieved im-
pressive experimental results on several standard datasets, attributing to the fact
that the words (image frames) co-occurrence information and video label information
are well utilized in the topic models. One advantage of the methods in [125][119] is
that diﬀerent actions can be segmented from continuous video sequences based on
the posterior probability of words (image frames) conditioned on the topics. Zhang
and Gong [137] also treat a frame as a word and developed a structural pLSA model
to take into account of the temporal dependence of words (image frames) for human
actions categorization. They showed that the standard pLSA is a special case of the
structural pLSA. It is revealed that incorporating the temporal order information of
image frames into the pLSA model is able to improve the recognition accuracies.
The topic models have been also extended to characterize complex motions and
activities in videos. Li et al. [57] propose a hierarchical pLSA model to infer global
motion patterns and detect abnormal behaviours in video sequences. Local behaviour
patterns learned by the ﬁrst-layer pLSA model are treated as words in the second-layer
pLSA model. The correlations of the local behaviours, i.e., the topics, are automati-
cally discovered by the second-layer pLSA model. Experimental results on a dataset
captured from two busy road junctions demonstrate that the proposed hierarchical
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pLSA model is eﬀective to model the correlation of behaviours and detect abnormal
behaviours. Another work in [122] quantizes moving pixels in videos into visual word-
s and treats short video clips as documents. Unlike the original LDA model that is
limited to model interactions between atomic activities, the proposed method is able
to learn both atomic activities and interactions between atomic activities in an un-
supervised manner. Representing videos in a similar way, the work in [38] also treats
video clips as documents and extracts optic ﬂow as words. A weakly-supervised joint
topic model (WS-JTM) is proposed to identify rare and subtle behaviour patterns in
video sequences, which has been proven to be a challenge problem.
2.3.3 Probabilistic Topic Models in Other Domains
In addition to the applications in computer vision, the probabilistic topic models have
been extended in various other domains. For instance, Hu and Saul [40] treat music
ﬁles as text documents, groups of music notes as words, and music key-proﬁles as la-
tent topics. The key of a musical piece and its harmonic modulations are determined
and tracked based on the key-proﬁles (topics) learned by the LDA model. Lukins et
al. [69] apply the LDA model to locate bugs in program source code, which is helpful
to reduce source code maintenance cost during software development. String-literals,
identiﬁers and comments from source code are collected to form documents. Exper-
imental results demonstrate that the topic model based method achieves suﬃcient
accuracy across a software system and scales gracefully to a large number of bugs
across multiple versions of two software systems.
In addition, the probabilistic topic models have been also applied to process Inter-
net information such as Blogs and social-networks. For instance, Yano [131] extend
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the LDA model to jointly model the generative process of Blog posts, authorships
of posts and responses of posts (comments). They propose a LinkLDA model and a
CommentLDA model to predict comments activity on a particular given post. Lin-
kLDA models which users are likely to respond to a given post while CommentLDA
predicts the contents of the users gave. Experiments on a political Blog dataset
demonstrate that the proposed methods are eﬀective to predict the responses of Blog
posts. More recently, the topic models have been utilized to analyse the relationship
graph of social-network data in [14]. The proposed method directly models the social
network graph between users, which consists of follow edges of users. The edges and
nodes of the social network graph are automatically grouped and labelled by the LDA
and its extensions.
2.4 Summary
Due to the rapid development of modern technology and reduction of hardware cost,
a large amount of long-term physiological signals such as Electrocardiography (ECG)
and Electroencephalography (EEG) signals are recorded daily to monitor physiolog-
ical conditions of human. As compared with short-term biomedical signals, these
long-term biomedical signals capture more complete perspectives of human body
conditions and therefore are more valuable for disease diagnosis, emotion/fatigue
monitoring, human machine interaction, biometric identiﬁcation, etc.
Although a variety of feature representation, classiﬁcation and clustering ap-
proaches have been proposed for biomedical time series analysis, it still remains an
open area of research to analyse long-term biomedical time series. In particular, most
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of the previous feature representations extract local temporal or frequency informa-
tion to characterize biomedical time series, which may be useful to represent short
time series or time series with periodic waveforms. However, they may have limited
ability to capture structural similarity of long time series which have repetitive but
non-periodic waveforms, for instance, ECG and EEG signals. On the other hand,
BoW model is a promising approach originally developed to capture high-level and
contextual information of documents in text document analysis. This thesis extends
the BoWmodel to represent single and multiple channels of long-term biomedical time
series, and develops corresponding decision making algorithms to automatically and
objectively cluster and classify them, which would be potentially applied in disease
diagnose and biomedical records management. The main advantage of the proposed
BoW representation is its ability to eﬀectively capture both local and global structure
information in biomedical time series.
Once single or multiple channels of long-term biomedical time series are modelled
as the proposed BoW representation, many text document analysis algorithms can
be extended to analyse these biomedical time series, one of which is the probabilistic
topic model. The probabilistic topic model is able to discover the underlying themes
in a collection of text documents based on the BoW representation. For biomedical
time series analysis, unlike traditional clustering methods that treat the BoW repre-
sentation as general feature vectors, the proposed probabilistic topic model naturally
models the generative process of local words in the biomedical time series represented
by the BoW models.
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Chapter 3
Bag-of-Words Model for
Biomedical Time Series
Representation
3.1 Introduction
Automatic analysis of biomedical time series such as EEG and ECG signals based on
machine learning techniques has been applied to a variety of real-word applications.
Feature representation is essential to characterize biomedical time series. Most of
previous representations extract local temporal or frequency information to charac-
terize time series, which are very eﬀective for short time series or time series with
periodic waveforms. However, they may have limited ability to capture structural
similarity of long time series which have repetitive but non-periodic waveforms, for
instance, Electrocardiography (ECG) and Electroencephalography (EEG) signals. In
order to capture the high-level structural information of time series, Lin [63] proposed
a SAX based Bag-of-Words (SAX-BoW) representation by converting a time series
to a words string using the Symbolic Aggregate approXimation (SAX). The temporal
order of local segments in a time series is ignored and all the local segments in the
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Figure 3.1: Flowchart of the proposed Bag-of-Words approach for analysis of biomedical
time series.
time series are histogrammed to construct the SAX-BoW representation. The SAX-
BoW representation is eﬀective to capture the structural similarity of time series.
However, one drawback of the SAX-BoW representation is that its dimension may
be very high, which limits its application for large datasets. For instance, when the
size of the alphabet τ and the number of symbols w are 4 and 8, respectively, the
dimension of the SAX-BoW representation could reach τw = 65536.
In this chapter, motivated by the success of the Bag-of-Words (BoW) model in
text document analysis [54][9] and image analysis [26][80], a simple yet eﬀective BoW
representation whose dimension is much lower than the SAX-BoW representation is
proposed to characterize biomedical time series such as ECG and EEG signals. The
BoW representation is able to capture high-level structural information of time series
due to the utilization of both local and global information. Furthermore, it is able to
process time series with diﬀerent lengths attributing to the fact that it is constructed
incrementally.
In the BoW representation, a time series is treated as a text document and lo-
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cal segments extracted from the time series as words. The general ﬂowchart of the
proposed method is demonstrated in Fig. 3.1. Firstly, a window with a pre-deﬁned
length is continuously slided along the time series to extract a group of local segments.
Then, a feature vector is extracted from each of the local segments using DWT. Nex-
t, similar to the bag-of-visual-words model in images and videos analysis [26][80], all
local segments from the training time series are clustered by k-means clustering to
create a dictionary, i.e, the cluster centers are treated as codewords. Then, a local
segment is assigned the codeword that has the minimum distance to the local seg-
ment, and the time series is represented as a histogram of the codewords. Finally,
the BoW representation is used as input for classiﬁcation.
The structure of this chapter is organized as follows. In Section 3.2, the pro-
posed method including the BoW representation, distance measures and classiﬁcation
method is described. Section 3.3 describes the experimental setup. Experimental re-
sults are reported and analysed in Section 3.4. Finally, summary and conclusion are
given in Section 3.5.
3.2 Proposed Method
This section describes the BoW representation for biomedical time series classiﬁcation.
The BoW representation ignores the temporal order of local segments within a time
series and represents the time series as a histogram of codewords i.e., local segments.
Several distance measures are then introduced for the histograms comparison.
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Figure 3.2: Procedure of generating the Bag-of-Words representation.
3.2.1 Bag-of-Words Representation
The procedure of generating the BoW representation is illustrated in Fig. 3.2. A
window with pre-deﬁned length is continuously slided along a time series and extract
a group of local segments from the time series. A feature vector is then extracted
from each of the local segments using the DWT to characterize the local segment. All
the local segments from the training data are clustered by the k-means to construct
a dictionary that contains a set of codewords, i.e., the cluster centers (denoted as
“circle”, “triangular” “square” and “hexagon” in the Fig. 3.2.). Then, a local segment
is assigned the codeword that has minimum distance with the local segment. The
BoW representation ignores the temporal order of local segments in a time series and
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represents the time series as a histogram of codewords.
3.2.1.1 Local Segments Extraction
A group of local segments are extracted from each time series by continuously sliding a
window with pre-deﬁned length along the time series. As local segments from diﬀerent
time series may be at diﬀerent scales, all the local segments are normalized to zero
mean and standard deviation. A local segment is then transformed into wavelet
domain and approximations wavelet coeﬃcients of DWT are used as a feature vector
to represent the local segment.
The wavelet transform that analyses a signal at diﬀerent frequency bands provides
both accurate frequency information at low frequencies and time information at high
frequencies, which are very important for biomedical signal analysis. The choice
of wavelet function and the number of decomposition levels is of importance for
the multiresolution decomposition. In this work, a single level DWT with order 3
Daubechies wavelet function (db3) is employed to decompose a local segment into
approximations coeﬃcients and detailed coeﬃcients. Similar to the work in [41], the
approximation coeﬃcients are used as a feature vector to represent the local segment.
The raw value of local segments is not used as feature vectors due to the fact that
features using the approximations coeﬃcients not only are more robust to noise than
features using raw segments but also have nearly half dimension of the local segments.
3.2.1.2 Dictionary Formulation
In the text document analysis, a dictionary is a set of pre-deﬁned words, which are
also called codewords. The Bag-of-Words (BoW) method counts the number of each
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codeword that exists in a document and provides a document-level representation
using a histogram of codewords. In image and video analysis, such dictionary is
generally created by performing clustering on a group of local patches from training
data, i.e., the codewords are deﬁned as the clustering centers. The codeword that is
nearest to a local patch is then assigned to the local patch. The spatial and temporal
order information of local patches (codewords) is ignored and an image or video is
represented as a histogram of codewords in the image or video. The classical k-means
clustering algorithm [26][80] is commonly used to construct the dictionary, although
some other unsupervised and supervised methods are also developed such as mean-sift
[48] and supervised Gaussian mixture models [28].
Similar to the dictionary construction in image and video analysis, all the local
segments from training time series are clustered using k-means clustering to con-
struct the dictionary. The clustering centers estimated by the k-means clustering are
regarded as basis elements of the dictionary, i.e., codewords. Suppose a group of local
segments X = [x1,x2, · · · ,xn], where xi ∈ Rd, are extracted from training time series,
the dictionary construction by k-means clustering is formulized as an optimization
problem:
min
B∈Rd×K ,V∈RK×n
n∑
i=1
‖xi −Bvi‖2,
s.t. card(vi) = 1, |vi| = 1, ∀i,vi ≥ 0,
(3.1)
where B ∈ Rd×K is the clustering centers and the vector vi is the clustering index
of the local segment xi, which is a unit-basis vector that has only one component
equal to one and all the other components are zero. The dictionary B ∈ Rd×K has K
codewords, each of which is a d-length vector, the same length as the local segments.
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Figure 3.3: BoW representation of an example time series. See the corresponding text for
more details.
It is worth noting that the dictionary only needs to be learned once from training
data and it is universal for both training and test data.
The dictionary size K is of importance to the BoW representation. A compact
dictionary with too few entries has a limited discriminative ability, while a large dic-
tionary is likely to introduce noise due to the sparsity of the codewords histogram.
Therefore, the size of the dictionary should well balance the trade-oﬀ between dis-
crimination and noise.
3.2.1.3 Codewords Assignment
Once the dictionary is constructed, a local segment is assigned the codeword that
has minimum distance with the local segment. Speciﬁcally, suppose that a dictionary
with K entries, B = {b1,b2, ...,bK}, is learned from the training data. A local
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segment xi is assigned the cth codeword that: c
∗ = argminj d(bj,xi), where d(·, ·) is
the Euclidean distance function.
After each local segment is assigned a codeword, the temporal order of local seg-
ments is ignored and a time series is represented as a histogram of codewords in the
time series, each entry of which speciﬁes the count of a codeword occurred in the time
series. Fig. 3.3 illustrates the BoW representation of an example EEG time series.
The ﬁgure in the ﬁrst row is the example EEG time series. The three ﬁgures in the
second to fourth rows (left) are three local segments with length of 160 extracted
from the time series, and the three ﬁgures in the second to fourth rows (right) are the
corresponding codewords assigned to the local segments from the dictionary, which
consists of 1000 codewords. The three local segments are assigned the 432nd, 118th,
and 628th codewords, respectively. The ﬁgure in the last row is the BoW representa-
tion for the time series, each entry of which gives the count of a codeword occurred
in the time series.
Fig. 3.4 shows four time series (left) and the corresponding BoW representation
(right). The ﬁrst two time series are from the same class (class A) while the third and
the fourth time series are from diﬀerent classes (class C and class D, respectively). As
can be seen, the BoW representations of the ﬁrst two time series that are belongs to
the same class are signiﬁcantly diﬀerent to those corresponding to the other classes.
The codewords distribution of the ﬁrst two time series are more similar that the
others, which demonstrates that the BoW representation is very discriminative.
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Figure 3.4: Four time series (left) from the same class and diﬀerent classes, and the cor-
responding bag-of-words representation (right). BoW stands for BoW representation. See
the corresponding text for more details.
3.2.2 Classiﬁer
Some discriminative classiﬁers such as Artiﬁcial Neural Networks (ANN) [33], Support
Vector Machine (SVM) [42], and Probabilistic Neural Networks (PNN) [41] are widely
used for biomedical signal classiﬁcation. In this paper, the simplest classiﬁer, i.e., the
1-Nearest Neighbor (1-NN) classiﬁer is used for classiﬁcation. Let t be a test time
series and Ri represents the time series from the ith category. The test data is
determined as the class C of the training sample that has minimal distance with the
test data, i.e., C∗ = argminiD(t,R
i), where D(·, ·) is the similarity measure that is
deﬁned in the following.
It should be noted that the proposed BoW representation is not limited to be
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used with the 1-NN classiﬁer. The BoW representation can be also input to some
more promising classiﬁers such as the SVM, ANN and Decision Tree classiﬁers, which
may improve the classiﬁcation performance. Since our goal is to investigate the
eﬀectiveness of the BoW representation, the simplest 1-NN is used for classiﬁcation
in the chapter.
3.2.3 Similarity Measure
Many similarity measures have been proposed for histograms comparison. The fol-
lowing section describes four commonly used similarity measures for distance mea-
surement of two BoW representations.
3.2.3.1 Euclidean Distance
The Euclidean distance between histogram h and histogram k is deﬁned as:
DL2(h,k) =
(∑
i
|h(i)− k(i)|2
)1/2
, (3.2)
where DL2(h,k) is the Euclidean distance, which is commonly used in pattern recog-
nition.
3.2.3.2 Chi-Squared Distance
The Euclidean distance subtracts the two histograms bin-by-bin and contributes each
bin pairs equally to the distance. The problem is that some words such as “the”,
“but” and “however” occur more frequently in documents; therefore, they contribute
more to the distance in the Euclidean Distance measure. But they may actually have
less discriminative information than rarely happened codewords. This leads to the
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Chi-Squared distance (χ2 distance):
Dχ2(h,k) =
∑
i
|h(i)− k(i)|2
h(i) + k(i) + ε
, (3.3)
where ε is a small value to avoid dividing by zero. The χ2 distance introduces a
normalization to emphasis the rarely happened codewords because common words
are always shared between documents from diﬀerent categories.
3.2.3.3 Jensen-Shannon Distance
Each entry of the bag-of-words represents can be interpreted as the frequency of a
codeword occurred in a time series. Therefore, the histogram stands for a probabilis-
tic distribution over discrete random variables. A simple measure to compare two
distribution is the Kullback-Leibler divergence:
DKL(h||k) =
∑
i
h(i) (log2h(i)− log2k(i)) . (3.4)
If and only if h and k are the same, the KL divergence becomes zero. In order to
keep the distance symmetric, the Jensen-Shannon distance [24] is introduced as a
symmetric extension:
DJS =
1
2
(DKL(h||k) +DKL(k||h)) . (3.5)
3.2.3.4 Histogram Intersection based Distance
The histogram intersection which counts total overlaps between two histograms is able
to address the problem of partial matches when the two histograms have diﬀerent sum
over all the bins. The histogram intersection based distance is deﬁned as [31]:
DHI(h||k) = 1−
∑
i
max (h(i), k(i)) , (3.6)
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where h and k are normalized histogram vectors. Two histograms that have larger
overlap will obtain a smaller distance.
3.2.4 Practical Implementation
A large number of local segments may be extracted from training data, especially
for large datasets. Clustering a large number of local segments to construct the
dictionary is computationally expensive. In practice, instead of using all the local
segments extracted from the training data, the k-means clustering is performed on a
subset of local segments randomly selected from the training data to construct the
dictionary. This strategy is also employed in image and video analysis to reduce the
computation of codebook construction [26, 80].
A window is continuously slided along a time series to extract local segments.
However, when the time series contains too many data points, a large number of local
segments will be extracted from the time series, which requires expensive computa-
tion. For instance, for a time series consisting of 2000 data points, about 1900 local
segments will be extracted using a window with 100 length. In practice, the window
can be slided with a step of n data points (n = 2, 4, 6 or 8) along the time series to
reduce the number of local segments extracted from the time series.
3.3 Experimental Setup
In this study, the proposed Bag-of-Words (BoW) representation is evaluated on two
biomedical applications, i.e, epilepsy detection from EEG signals and human identi-
ﬁcation from ECG signals. Three datasets constructed from EEG and ECG signals
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Figure 3.5: Example EEG time series from each of the ﬁve classes.
for epilepsy detection and human identiﬁcation are used to evaluate the performance
of the BoW representation. The ﬁrst dataset is collected from EEG signals and it
is widely used for automatic epileptic seizure detection. The other two datasets are
extracted from long ECG signals (more than 1000000 points) that collected from dif-
ferent subjects with random start points. Each of the long ECG signals corresponds
to a class, i.e., subjects’ identity.
3.3.1 EEG Dataset for Epilepsy Detection
The EEG dataset described in [4] has been widely used for automatic epileptic seizure
detection. The complete EEG dataset consists of ﬁve classes (i.e., A, B, C, D, and E),
each of which contains 100 single-channel EEG sequences of the same length 4096.
46
All the signals are recorded with the same 128-channel ampliﬁer system and visual
inspected for artifacts. Set A and set B are collected from surface EEG recordings of
ﬁve healthy subjects with eye open and eye closed, respectively. The other three sets
(C, D and E) are taken from intracranial EEG recording of ﬁve patients suﬀered from
epileptic. Set C and set D are taken from the epileptogenic zone and the hippocampal
formation of the opposite hemisphere of the brain, respectively. Set C and set D are
recorded in seizure-free intervals, whereas set E only contains seizure activity. Fig.
3.5 shows example time series from each of the ﬁve classes.
3.3.2 ECG-40 Dataset for Human Identiﬁcation
The ECG-40 dataset is obtained from the Fantasia ECG database [30], which consists
of 40 healthy subjects. 40 long ECG signals are collected from each of the 40 subjects
monitored for about 2 hours with a sampling rate of 250 Hz. 50 time series of length
2048 are extracted from each of the 40 long signals consisting of more than 1000000
data points with random start points. Totally, the ECG-40 dataset contains 2000
time series of length 2048, which are evenly distributed in the 40 classes. The aim of
the classiﬁcation experiment is to assign a test ECG time series to the corresponding
subject, i.e, the human identiﬁcation.
3.3.3 ECG-15 Dataset for Human Identiﬁcation
The ECG-15 dataset consists of 1500 time series extracted from 15 long ECG signals
in the BIDMC Congestive Heart Failure Database [30]. The 15 long ECG signals
are recorded from 15 patients suﬀered from severe congestive heart failure. 100 time
series of length between 2048 and 4096 are extracted from each of the 15 long ECG
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Table 3.1: The three datasets used in the experiments.
Datasets Classes Num of signals Length of signals
EEG 5 500 4096
ECG-40 40 2000 2048
ECG-15 15 1500 2048− 4096
signals with random start points. Totally, the ECG-15 dataset consists of 15 classes,
each of which has 100 time series of length between 2048 and 4096.
It is worth noting that although the extracted ECG time series in the same class
are obtained from the same long ECG signal, there exist substantial inter-class vari-
ations. The aim of the ECG signal classiﬁcation in our experiment is to attribute
each instance, i.e., extracted ECG time series, to their subjects’ identity, which can
be used for human identiﬁcation from ECG signals in real application.
Table 3.1 summaries the three datasets used in the experiments. It should be
noted that the lengths of the 1500 time series in the ECG-15 dataset are not the
same, which vary between 2048 and 4096.
3.4 Results
In this section, experimental results on the three datasets are reported to evaluate the
performance of the proposed BoW representation. Firstly, the impact of parameters
is investigated by varying the length of local segments and the size of dictionary K
based on diﬀerent distance measures. Then, the performance of the proposed method
is compared with the Discrete Wavelet Transform (DWT) [41] representation, the
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Figure 3.6: Classiﬁcation accuracies with respect to the length of segments on the EEG (a),
ECG-40 (b) and ECG-15 (c) datasets, respectively.
Discrete Fourier Transform (DFT) [94] representation, the NN classiﬁer based on Dy-
namic Time Warping (DTW) [19] distance and the SAX-BoW representation [63].
Next, the epilepsy detection accuracies on the EEG dataset achieved by the proposed
method is compared with those achieved by other state-of-the-art methods. In addi-
tion, the performance of the proposed BoW representation for human identiﬁcation
from ECG signals is compared with previous state-of-the-art methods. Finally, the
robustness of the BoW representation to noise is investigated. In order to ensure
an un-biased evaluation, the dataset is randomly partitioned into ten subsets. Nine
subsets are used for training while the remaining one is retained for test. The classi-
ﬁcation process is then repeated ten times with each of the ten subsets used exactly
once as test data.
3.4.1 Length of Local Segments
The length of local segments is varied between 8 and 256 in the experiments. The
determination of such parameter ranges relies on the fact that the biomedical time
series such as ECG and EEG signals are relatively ﬂat. The classiﬁcation accuracies
49
(a) (b) (c)
Figure 3.7: Classiﬁcation accuracies with respect to the dictionary size on the EEG (a),
ECG-40 (b) and ECG-15 (c) datasets, respectively.
(a) (b) (c)
Figure 3.8: Classiﬁcation accuracies using diﬀerent distance measures on the EEG (a),
ECG-40 (b) and ECG-15 (c) datasets, respectively.
on the EEG, ECG-40 and ECG-15 datasets with a dictionary size of 1000 using
the Chi-Squared distance is illustrated in Fig. 3.6(a), Fig. 3.6(b) and Fig. 3.6(c),
respectively. From the experimental results, it can be seen that the performance is
relatively stable with respect to the length of local segments when it is between 64
and 192. The classiﬁcation accuracies decrease considerably with the length less than
16. This is mainly due to the fact that a local segment with too short or too long
length cannot capture local structure information within time series. In the following
experiments, the length of local segments are empirically set as 128.
50
3.4.2 Dictionary Size
To show the performance of the BoW representation with respect to the dictionary
size, the classiﬁcation accuracies on the three datasets are shown in Fig. 3.7, in-
creasing the dictionary size from 10 to 3500. We can see that the results become very
stable when the dictionary size is larger than 500. The classiﬁcation accuracies reduce
quickly if the dictionary size is less than 100, which conﬁrms that a compact dictio-
nary with too few entries has a limited discriminative ability. The optimal dictionary
size can be roughly identiﬁed as 1000− 3500.
3.4.3 Distance Measurement
This section compares the classiﬁcation performance on the three datasets using the
four similarity measures described in Section 3.2.3. Fig. 3.8 demonstrates the classi-
ﬁcation accuracies based on the four distance measures with the dictionary size of 10,
100, 1000 and 2000. We can see that the results are slightly diﬀerent using various
distance measures, indicating that the distance measures have limited impact on the
performance of the BoW representation. Overall, the Chi-Squared distance measure
performs slightly better than the other measures for all the four sizes of the dictionary.
3.4.4 Comparison with Classical Methods
This section compares the performance of the proposed BoW representation with that
of the DWT representation [41], the DFT representation [94], and the NN classiﬁer
based on the DTW distance [19]. In addition, the proposed BoW representation is
also compared with the SAX-BoW representation [63], which is very similar to the
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Table 3.2: Comparison of classiﬁcation accuracy (%) on the three datasets using diﬀerent
methods.
Methods EEG ECG-40 ECG-15
DWT 76.0 25.1 20.1
DFT 91.6 85.6 60.6
DTW 71.6 74.5 85.5
SAX-BoW [63] 87.8 99.4 99.8
Proposed method 93.8 99.5 100
proposed approach.
• DWT that represents a signal in multiresolution is able to capture both frequen-
cy and location information of time series. Similar to the DWT based feature
used in [41], this experiment uses the Daubechies wavelet (db2) and decomposes
the time series into 4 levels. The detail wavelet coeﬃcients of the four levels
and the approximation wavelet coeﬃcients of the fourth level are concatenated
to form the ﬁnal representation.
• DFT is a widely used transformation technique to extract frequency information
from time series. Our experiment transforms the original time series into the
frequency domain and extracted the DFT coeﬃcients as features.
• DTW that uses dynamic programming technique to determine the best align-
ment of two sequences is able to deal with temporal drift between time series.
The distance matrix of each pair of the test time series and the training time
series is calculated based on the unconstrained DTW. This distance matrix is
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used as input of the NN classiﬁer.
• The SAX-BoW representation that represents a time series as a histogram of
local segments (patterns) is very similar to the proposed BoW representation.
The size of alphabet τ and the number of symbols w are empirically set to 4 and
6, respectively. The length of local segments in the SAX-BoW representation
is varied from 16 to 320 with a step of 16. The best accuracy is reported for
comparison.
Since the time series in the ECG-15 datasets have diﬀerent lengths (2048−4096),
all the time series are resized to the same length of 4096 using bilinear interpolation so
that the DWT and DFT based features have the same dimension. When calculating
the DTW distance, all the time series in the three datasets are reduced to the length of
820 with a down-sampling rate of about 5 because DTW is computationally expensive.
Table 3.2 summarizes the best results achieved by the proposed approach and
the other methods. It can be seen that the proposed approach achieves the highest
accuracies (93.8% on the EEG dataset, 99.5% on the ECG-40 dataset, and 100%
on the ECG-15 dataset, respectively), which illustrate the eﬀectiveness of the BoW
representation. The SAX-BoW representation obtains comparable accuracies on the
ECG-40 and the ECG-15 datasets with that by the BoW representation. However,
the proposed BoW representation performs signiﬁcantly better than the SAX-BoW
representation on the EEG dataset. The DFT feature and DTW distance methods
outperform the DWT based method. This is probably because that the DFT and
DTW can better deal with temporal sift between sequences than the DWT.
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3.4.5 Comparison with Previous Epilepsy Detection Meth-
ods
The EEG dataset used in this experiment is a popular dataset for automatic epileptic
seizure classiﬁcation and localization. Table 3.3 provides a comparison of the classi-
ﬁcation accuracies between the proposed BoW method and previous state-of-the-art
approaches in the literature. It should be noticed that the comparison is not direct,
since the aim of our method is to classify the time series at sequence level, while the
other methods are to classify segments extracted from the time series. Some works
used only several subsets of the whole EEG dataset to construct a 2-class dataset,
while others used the whole EEG dataset with 5 classes.
From the table, we can see that the BoW method outperforms most of the other
methods. For the 5-class classiﬁcation where the whole EEG dataset is used, the
classiﬁcation accuracies of support vector machine (SVM), probabilistic neural net-
work (PNN) and multilayer perception neural network (MLPNN) with raw data are
75.60% 72.00% and 68.80% [42], respectively. When features extracted from DWT
and lyapunov exponents are used, the corresponding accuracies increase to 99.28%,
98.05% and 93.63% [42], respectively. The result obtained by the proposed BoW
representation with the simplest NN classiﬁer is slightly lower than those achieved by
SVM and PNN with features based on DWT and lyapunov exponents. However, it
is slightly higher than the result obtained by MLPNN (93.63%) with features based
on DWT and lyapunov exponents.
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Table 3.3: Comparison of the classiﬁcation accuracy (%) on the epileptic EEG dataset. In
the “datasets” column, the data in the parentheses are in the same class, while the semicolon
separates diﬀerent classes.
Methods Datasets Class Num Accuracy
Spectral estimation+PNN [78] (A, C); E 2 97.50
Entropies+fuzzy classiﬁer [2] (A, B, C, D); E 2 98.1
Entropy+neuro-fuzzy inference [50] A; E 2 95
FFT+decision tree [91] A; E 2 98.72
Nonlinear features+ELM [133] D; E 2 96.00
DWT+approximate entropy [83] (A, C, D); E 2 96.65
Line length features+ANN [33] A; E 2 99.6
(A, C, D); E 2 97.75
(A, B, C, D); E 2 97.77
Raw data+SVM [42] A; B; C; D; E 5 75.6
Raw data+PNN [42] A; B; C; D; E 5 72.0
Raw data+MLPNN [42] A; B; C; D; E 5 68.8
Lyapunov exponents+SVM [42] A; B; C; D; E 5 99.3
Lyapunov exponents+PNN [42] A; B; C; D; E 5 98.1
Lyapunov exponents+MLPNN [42] A; B; C; D; E 5 93.6
BoW+1-NN A; E 2 99.5
(A, C, D); E 2 99.0
(A, B, C, D); E 2 99.2
A; B; C; D; E 5 93.8
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Table 3.4: Human Identiﬁcation from ECG signals for comparison. SN stands for sub-
ject number. HS and FPD denote heartbeat segmentation and ﬁducial points detection,
respectively.
Methods SN HS or FPD Accuracy
Biel et al. [6] 20 Yes 100%
Israel et al. [45] 29 Yes 100%
Wu¨bbeler et al. [129] 74 Yes 98.1%
Wang et al. [124] 13 Yes 100%
Chan et al. [16] 50 Yes 95%
Irvine et al. [44] 43 Yes ∼100%
Fang and Chan [25] 100 Yes 99%
Zhao and Yang [139] 20 Yes 95.3%
Pal and Mitra [85] 20 Yes 95%
Plataniotis et al. [90] 14 No 100%
BoW 15 No 100%
BoW 40 No 99.5%
3.4.6 Comparison with Previous Human Identiﬁcation Meth-
ods
Human identiﬁcation from ECG signals has been extensively investigated in the lit-
erature [6][45][44][25][85]. Table 3.4 compares the proposed method with previous
state-of-the-art methods for human identiﬁcation from ECG signals 1. It can be seen
that the proposed method achieved comparable or higher accuracy comparing to the
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state-of-the-art methods.
One advantage of the proposed BoW representation is that it does not require
segmentation of individual heartbeats or detection of any ﬁducial points. By con-
trast, the other method except the one in [90] need to segment individual heartbeats
or detect ﬁducial points to extract discriminative features, which is an arduous pro-
cedure, especially for ECG signals contaminated by noise. For instance, the method
in [44] segmented individual heartbeats and applied the principal component analysis
(PCA) for feature extraction. The method in [25] detected the R peak to retrieve
ECG waveform for characterizing a whole ECG signal. Unlike these methods that
are based on individual heartbeats or ﬁducial points, the proposed method directly
operates on the ECG signals that contain several heartbeat waveforms and do not
need to detect the ﬁducial points.
It is worth noting that the aim of the human identiﬁcation from ECG signals
is diﬀerent from heartbeats classiﬁcation [49][134] which has been extensively inves-
tigated. The aim of human identiﬁcation is to assign a test ECG signals that may
contain several individual heartbeats to a certain class (subject), while the heartbeats
classiﬁcation is to classify individual heartbeats, which needs to segment individual
heartbeats from ECG signals. The previous methods for heartbeats classiﬁcation is
not applicable for the human identiﬁcation task in this experiment.
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Table 3.5: Classiﬁcation accuracies (%) on the three datasets corrupted by zero-mean white
Gaussian noise.
SNR EEG ECG-40 ECG-15
10 dB 92.6± 2.53 98.9± 0.82 99.8± 0.52
8 dB 91.8± 3.23 98.4± 1.02 99.7± 0.47
6 dB 91.2± 3.53 97.6± 1.09 99.6± 0.55
4 dB 90.4± 4.26 95.5± 1.36 99.2± 0.54
2 dB 88.8± 4.26 92.6± 1.89 98.9± 0.78
0 dB 85.2± 5.35 89.9± 2.54 98.6± 0.85
3.4.7 Robustness to Noise
This experiment is designed to investigate the robustness of the BoW representation
to noise. All signals in the EEG, ECG-40 and ECG-15 datasets were corrupted by
zero mean white Gaussian noise. The standard deviation of the white Gaussian noise
is varied so that the SNRs are between 10dB and 0dB. The training data and the
test data are separated exactly the same as those in the previous experiments. Table
3.5 summaries the classiﬁcation accuracies on the three datasets contaminated by the
white Gaussian noise with diﬀerent SNRs. It can be seen that the BoW approach is
relatively robust to noise. The accuracies decreased by less than 2% when the SNR is
10 dB. Even for considerable noise contamination with the SNR 0 dB, the accuracies
reduced less than 10% for the EEG and ECG-40 datasets, and only less than 2% for
1Since most datasets and source code in the previous works are publicly unavailable, the com-
parison is not directly performed on the same dataset.
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the ECG-15 dataset.
3.5 Summary and Conclusion
This chapter proposed a novel Bag-of-Words (BoW) representation for biomedical
time series analysis. The proposed method treats a time series as a document and
local segments extracted from the time series as words. The time series is represented
as a histogram of codewords. Although the temporal order information of the local
segments is ignored, both local structure and global structure information of the
time series are captured. Experimental results on three publicly available datasets
demonstrate that the BoW representation is eﬀective for characterizing biomedical
time series such as EEG and ECG signals. Furthermore, the BoW representation is
not only insensitive to the model parameters such as the length of local segments and
the size of dictionary, but also robust to noise.
The performance of the BoW representation was compared with several state-
of-the-art approaches for the task of epilepsy detection in EEG signals and human
identiﬁcation from ECG signals. The BoW representation with the simplest 1-Nearest
Neighbor (1-NN) classiﬁer achieves comparable or higher classiﬁcation accuracies than
those by the others, which demonstrates that the BoW representation is eﬀective to
characterize biomedical time series such as the EEG signals and ECG signals.
Although the evaluation experiments are based on EEG and ECG datasets, the
proposed BoW representation is designed as a universal feature extraction method
for the biomedical time series in which structural similarity information is of impor-
tance. It is not limited to extract feature from EEG and ECG signals. The BoW
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representation can be also extended to characterize some other kinds of biomedical
time series such as Electromyography (EMG) signals and accelerometer signals.
The work in this chapter has previously been published in the journal of Biomedical
Signal Processing and Control, Elsevier [117].
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Chapter 4
Unsupervised Learning of
Biomedical Time Series via
Probabilistic Topic Model
4.1 Introduction
Probabilistic topic models such as the probabilistic Latent Semantic Analysis (pLSA)
[108] and the Latent Dirichlet Allocation (LDA) [9] that are originally developed for
text document analysis provide a statistical approach to semantically summarize and
analyse large scale document collections. Recently, they are extended for object cat-
egorization [101][26], action recognition [80][125] and high-level event understanding
[122][36] in images and videos.
Once biomedical time series are characterized as Bag-of-Words (BoW) represen-
tation, they can be analysed similar to text documents. In this chapter, motivated by
the success of probabilistic topic models in text document analysis, the probabilistic
topic models are explored to semantically learn underlying structure of biomedical
time series based on the SAX based Bag-of-Words (SAX-BoW) representation [63]
[64]. Unlike general clustering approaches such as the Normalized Cuts [98] and the
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Figure 4.1: Framework of the proposed approach for unsupervised time series mining based
on Topic Models.
k-means methods which treat the BoW representation as general feature vectors, the
topic model naturally models the generative process of local segments in time series
[108] [9]. Although the temporal order information of local segments is ignored in the
SAX-BoW representation, sequence level information is well captured by the topic
model. Moreover, the topic model based method has the potential to be used for time
series segmentation based on the posterior distribution of topics in a time series.
The paradigm of the proposed unsupervised approach is illustrated in Figure 4.1.
A window is slided along each time series to extract a set of subsequences with de-
ﬁned length. Then, each subsequence is normalized to have zero mean and standard
deviation. After that, each normalized subsequence with the same length is converted
to a Symbolic Aggregate approXimation SAX [62] string, referred to as a local pat-
tern/word. As a result, a group of local patterns/words are extracted from each time
series that corresponds to a subsequence. The temporal order of local patterns/words
is ignored, and the histogram of the SAX strings in each time series is calculated to
construct the BoW representation.
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The two topic models, i.e., the pLSA and the LDA, are employed to learn the
probability distributions of local patterns/words in the time series. Similar to text
document analysis, each local pattern/word is regarded as a word and each time series
as a document. The intermediate topics learned by the topic models correspond to
the categories of time series. Speciﬁcally, the proposed method regards each topic
in the topic models as one particular category of time series, and sets the number
of topics as the number of categories. Given a set of new unlabelled time series, the
topic models can automatically discover the underlying categories (semantic clusters)
through the distribution of topics in the time series.
This chapter is organized as follows. Section 4.2 describes the SAX-BoW represen-
tation for long time series. Section 4.3 gives the details of the two topic models, i.e.,
pLSA and LDA. Experimental results on two ECG datasets are analysed in Section
4.4. Summary and Conclusion are given in Section 4.5.
4.2 SAX-BoW Representation
The SAX based Bag-of-Words (SAX-BoW) representation is inspired by the Bag-of-
Words model in text document analysis. This section brieﬂy describe the SAX-BoW
representation [64] for time series analysis.
4.2.1 Symbolic Aggregate approXimation
Many symbolic representations have been developed to encode time series. The Sym-
bolic Aggregate approXimation (SAX) [62] transforms an original series into several
symbolic words whose length are much shorter than the dimensionality of the original
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Figure 4.2: An example of the SAX representation for a sequence with τ = 4 and ω = 8.
data. Given a normalized time series C of length n, SAX segments it into w sub-
sequences C = {c1, . . . , cw} with equal lengths. Each subsequence is approximated
with a constant value c¯i using the Piecewise Aggregate Approximation (PAA) [15],
which is then converted into a symbol according to a static breakpoint table. The
breakpoints in the table divide a standard Gaussian N(0, 1) curve into τ areas (i.e.,
τ is the size of the alphabet for symbol representation). The static breakpoint table
is created to make all the areas under a standard Gaussian approximately equally
distributed. Table 4.1 gives the breakpoints table that divides a standard Gaussian
into τ = 3 − 5 areas. Figure 4.2 shows an example of the SAX representation for a
sequence with τ = 4 and ω = 8.
4.2.2 Dictionary Formulation
The basic idea of SAX-BoW representation is to continuously slide a window of length
n along a time series and extract a group of subsequences. Each subsequence of length
n is converted into ω symbols using the SAX representation, which is referred to as a
local pattern/word. As a result, a set of strings of equal length are extracted from a
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Table 4.1: The breakpoints table that divides a standard Gaussian distribution into τ = 3−5
regions. This table is reprinted from [62].










Breakpoints
τ
3 4 5
β1 -0.43 -0.67 -0.84
β2 0.43 0 -0.25
β3 NA 0.67 0.25
β4 NA NA 0.84
time series. Each local pattern is treated as a “word”, and each time series is regarded
as a “document”, while all the time series are regarded as the whole “corpus”. Given a
ω length local pattern/word, there are τω possible words, i.e., the size of the codebook
is τω. Figure 4.3 illustrates the extraction of the SAX-BoW representation for a time
series. Each ellipse in the ﬁgure stands for a subsequence to be converted to a local
pattern/word. Note that the subsequences may be temporally overlapped, as the
window is continuously slided along the time series.
As noted in [64], a subsequence Si tends to be very similar to its neighbouring
subsequences, Si+1 and Si−1, especially when the time series is very smooth. Hence,
the SAX-BoW representation only extracts the ﬁrst occurrence of a subsequence and
ignores the following subsequence until the following subsequence is diﬀerent from
the current subsequence. Three parameters need to be determined manually, i.e.,
τ , w and n. Typically, a value of 3 or 4 for τ is well suited for most datasets [64].
Following the approach described in [64], τ = 4 is chosen. The choice of w and n
is dependent on the shape of time series. For a time series with smooth patterns,
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Figure 4.3: SAX-BoW representation for a time series. The ellipses indicate extracted
subsequences to be converted to SAX strings. All the local patterns/words in a time series
are histogrammed to construct the SAX-BoW representation. Note that the ellipses may
be temporally overlapped.
smaller w and larger n are preferred, while larger w and smaller n are better suited
for rapidly changing patterns.
4.3 Probabilistic Topic Models for Unsupervised
Learning
Given a set of long time series generated from several categories, the goal is to cluster
the time series into several semantic classes. This chapter explores two probabilistic
topic models, i.e., probabilistic Latent Semantic Analysis (pLSA) [108] and Latent
Dirichlet Allocation (LDA) [9] to learn semantic clusters of long times series based
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Figure 4.4: Graphical model representation of the pLSA [108]. Shaded nodes are observed
random variables and unshaded ones are hidden. The plates means repetitions. In the
context of time series mining, d stands for time series, z represents categories and w are
local patterns/words in the time series. M is the number of time series while Nd is the
number of local patterns/words in a time series.
on the the SAX-BoW representation. The pLSA and the LDA are based on the
Bag-of-Words assumption, i.e., the order of words in a document can be neglected,
formally referred to as exchangeable. Moreover, it also assumes that documents in a
corpus are exchangeable. Rather than focusing on the order of words, the pLSA and
the LDA statically analyse the counts of codewords in each document to discover the
underlying structure of the data. In this section, the same deﬁnition and assumptions
deﬁned in [108] and [9] are used to introduce the pLSA and the LDA in the context
of time series learning.
4.3.1 Probabilistic Latent Semantic Analysis
In the framework of the SAX-BoW for time series analysis, the proposed method
treats each time series as a document, and each local segment/pattern as a word.
Suppose there are M time series, and each time series di is represented with the
count of its local patterns/words from a N items vocabularyW = {w1, . . . , wN}. All
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time series are summarized by a N ×M co-occurrence matrix N¯ , where each entry
n(di, wj) indicates the times of the local pattern/word wj happened in the time series
di. The pLSA model introduces a latent topic zk for each local pattern/word wj in a
time series di and assumes that the observed local patterns/wordsW is conditionally
independent of the time series D, when the latent topics Z are given. Figure 4.4
demonstrates the graphical model representation of the pLSA. The joint distribution
of a time series and a local pattern/word P (wj, di) is:
P (wj, di) = P (di)P (wj|di). (4.1)
The conditional probability P (wj|di) can be obtained by marginalizing P (zk|di)
and P (wj|zk) over latent topics Z:
P (wj|di) =
K∑
k=1
P (zk|di)P (wj|zk), (4.2)
where P (zk|di) denotes the probability of latent topic zk occurring in time series di;
and P (wj|zk) is the probability of the local pattern/word wj given a particular latent
topic zk. K is the total number of latent topics which is pre-deﬁned. For time series
clustering and classiﬁcation, Each latent topic is assumed to directly correspond to
a particular category, i.e., K is equal to the number of categories. The pLSA model
represents each time series as a convex combination of K topic vectors, i.e., each time
series is characterized by a mixture of categories vectors P (wj|zk) whose coeﬃcients
are speciﬁed by P (zk|di).
The parameters P (wj|zk) and P (zk|di) in the pLSA model are estimated by max-
imizing the likelihood of training data:
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L =
M∏
i
N∏
j
P (di)
K∑
k=1
P (zk|di)P (wj|zk)n(di,wj), (4.3)
where n(di, wj) denotes the count of the local pattern/word wj in the time series di.
Maximizing the log of likelihood with respect to P (wj|zk) and P (zk|di) respectively,
the Expectation Maximization (EM) can be formulated to iteratively calculate the
parameters.
E-Step: The conditional topic distribution given the time series and local pattern-
s/words is calculated as:
P (zk|di, wj) = P (wj|zk)P (zk|di)∑K
l=1 P (wj|zl)P (zl|di)
. (4.4)
M-Step: The conditional distribution P (wj|zk) and P (zk|di) are calculated as:
P (wj|zk) =
∑M
i=1 n(di, wj)P (zk|di, wj)∑N
m=1
∑M
i=1 n(di, wm)P (zk|di, wm)
, (4.5)
P (zk|di) =
∑N
j=1 n(di, wj)P (zk|di, wj)
n(di)
, (4.6)
where n(di) =
∑
j n(di, wj) is the length of the time series di. As each latent topic
directly corresponds to a particular category of time series, a time series di is classi-
ﬁed as belonging to the category k by maximizing P (zk|di). Note that the learning
procedure operates in an unsupervised manner. The semantic clusters (categories) of
time series are automatically discovered by the model without any label information.
Given a new time series, the conditional probability P (Z|dnew) is calculated by
the EM fold-in heuristic [108]. The iteration is the same as the learning procedure
except that the word-topic distribution P (wj|zk) in Equation (4.5) is assigned to the
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Figure 4.5: Graphical model of the LDA [9]. Shaded nodes are observed random variables
and unshaded ones are unobserved. The plates mean repetitions. In the context of time
series mining, θ stands for time series, z represents categories and w denotes local pattern-
s/words in the time series. α and β are parameters of the LDA. M is the number of time
series while Nd is the number of local patterns/words in a time series.
value learned from training data. For the task of classiﬁcation, the category of a new
time series is determined by the topic corresponding to the highest P (zk|dnew), that
is: C∗ = argmaxk P (zk|dnew).
4.3.2 Latent Dirichlet Allocation
In the pLSA model, the number of parameters grows linearly with the size of training
data, subjected to overﬁtting. To address the problem, Blei et al. [9] introduced
priors over the parameters into the pLSA model and proposed an elegant generative
model, i.e., the LDA model. Following the terms deﬁnition in the pLSA, the LDA
model assumes that a time series dj is generated as the following generative process:
1. Draw the number of local patterns/words from a Poisson distribution: Nj ∼
Poisson(ξ);
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2. Draw the Dirichlet random variable that determines the mixture of categories:
θ ∼ Dir(α);
3. For each of the Nj local patterns/words wi in the time series:
(a) Draw a latent topic from a Multinomial distribution: zi ∼Multinomial(θ);
(b) Draw a local pattern/word wi from a conditional Multinomial distribution
P (wi|zi, β).
The Dirichlet parameter α is a vector with dimension K. The K-dimensional
topic-proportion variable θ speciﬁes how the latent topics are mixed in the current
time series. The parameter β is a K×V matrix that parameterizes the local pattern-
s/words probabilities. Each element of β corresponds to the conditional probability
P (wi|zk).
Given the parameters α and β, the joint distribution of a topic mixture θ, the
group of N local patterns/wordsW and the corresponding topics Z, can be expressed
as follows:
p(θ,Z,W |α, β) = p(θ|α)
N∏
n=1
p(zn|θ)p(wn|zn,β). (4.7)
The marginal distribution of a time series can be obtained by integrating over θ
and summing over Z:
p(W |α,β) =
∫
p(θ|α)(
N∏
n=1
∑
zn
p(zn|θ)p(wn|zn,β))dθ. (4.8)
The probability of the whole set of time series can be obtained by multiplying
the marginal probability of each time series. Figure 4.5 illustrates the probabilistic
graphical model of the LDA model.
There are two fundamental problems involved in the LDA model that need to
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be solved: learn the parameters α and β; infer the posterior probability of hidden
variables given a time series. The EM algorithms are widely used for learning and
inference. However, it is intractable to perform exact parameters learning and pos-
terior inference due to the coupling between the parameters α and β. Fortunately,
several approximate algorithms are proposed to address the problem, including varia-
tional Bayes method [9], expectation propagation [77] and Gibbs Sampling [32]. The
variational Bayes method is adopt to learn the parameters and infer the posterior.
Readers are suggested to read [9] for more details about the variational Bayes method
for inference and parameters learning.
The principle of variational method is to use a variational distribution:
q(θ,Z|γ, φ) = q(θ|γ)
N∏
n=1
q(zn|φn). (4.9)
as an approximation to the posterior distribution p(θ,Z|W , α,β), where the varia-
tional parameters γ and φ are estimated by minimizing the KL divergence between
the true posterior probability and the variational posterior probability. Once the vari-
ational parameters are computed, the model parameters α and β can be calculated
by maximizing the lower bound of the marginal log likelihood with ﬁxed γ and φ.
The optimizing variational parameters (γ, φ) are a function of W and are time
series dependent. The Dirichlet posterior parameters γ(W ) represent a time series in
the topic simplex. For time series clustering and classiﬁcation, the category of a time
series is chosen as the topic (category) that corresponds to the maximum element in
γ, similar to the pLSA case.
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Table 4.2: The two ECG datasets used in the experiments.
Datasets Class Num Total Num Num in a Class Sequence Length
ECG1 4 800 200 3600
ECG2 10 1000 100 3600
4.4 Experimental Result
4.4.1 ECG datasets
Figure 4.6: Example time series in the ECG1 dataset. The four sequences are from each of
the 4 classes.
Two time series datasets from the Physiobank [30] are extracted to test the perfor-
mance of the proposed method. The ﬁrst dataset, i.e., ECG1, has four classes, each of
which consists of 200 time series with a length of 3600, giving totally 800 time series.
All time series in one class are extracted from a long ECG sequence with random
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Figure 4.7: Example time series in the ECG2 dataset. The ten sequences are from each of
the 10 classes.
start points, whose length is more than 1,000,000 points. Each of the four long ECG
sequences which may contains multiple abnormal heartbeats is collected from one of
four patients suﬀered from arrhythmias with a sampling rate of 360 samples per sec-
ond (patient number: 100, 102, 106 and 118 in the MIT/BIH Arrhythmia Database
[30]). The reference class label for the dataset is subjects’ identity. Note that the
proposed method does not require the time series with the same length. There are
two channels in the ECG signals. Since the two channels have similar structures, for
simplicity, only the ﬁrst channel is used in the experiments. Examples of time series
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from each of the four classes are shown in Figure 4.6.
The second dataset i.e., ECG2, is organized similarly as the ﬁrst dataset except
that it consists of sequences with a diﬀerent sampling rate from 10 classes. Each
of the 10 classes contains 100 time series with a length of 3600, giving totally 1000
time series. All time series in one class are extracted from a long ECG sequence
with random start points, whose length is more than 1,000,000 points. The ten
long ECG sequences are recoded at 250Hz from ten randomly selected patients with
severe congestive heart failure (patient number: 01, 02, 03, 05, 07, 08, 10, 12, 14,
15) in the BIDMC Congestive Heart Failure Database [30]. The reference class label
for the ECG2 dataset is also subjects’ identity. Figure 4.7 shows an example time
series from each of the ten classes. Table 4.2 gives a summary of the two datasets.
There are two diﬀerences between the ECG1 dataset and the ECG2 dataset. First,
the ECG2 consists of 10 classes, which is more challenging than the ECG1 dataset.
Second, the sample rate for the ECG1 dataset is 360 Hz while the ECG2 has a lower
sample rate of 250 Hz. Since the length of local segments is manually pre-deﬁned,
diﬀerent sample rates may have some inﬂuence on the clustering results.
Classiﬁcation of ECG signals according to human identity has been extensively
investigated in [6][124][25]. The primary goal of the ECG analysis in this experiment is
to automatically discovery the underlying structure of a group of long time series (i.e.,
ECG signals clustering). The well labelled ECG signals whose labels are intentionally
removed are ulitized to test the eﬀectiveness of the proposed method. In this special
case of ECG signals clustering according to subjects ID, the proposed method may be
used for medical records management such as automatic archiving of ECG records.
However, it is worth noting that the proposed approach can be also used to cluster
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or unsupervised classify other kinds of long time series (for instance EEG and EMG
signals) according to their sequence-level information, which may be not limited to
subjects identiﬁcation.
4.4.2 Performance Evaluation
Following the approach reported in [128], the clustering accuracy is used to measure
the cluster quality. The clustering accuracy is deﬁned as:
AC = P (wj|di) =
∑N
i=1 δ(li, map(ci))
N
, (4.10)
where N is the number of time series, li is the ground truth label (i.e., the subjects)
and ci is the estimated label of a time series si. δ(l, c) is the delta function that equals
to 1 if l = c and 0 otherwise. map() is a permutation function that maps the obtained
label to the ground truth label. The Hungarian algorithm [86] is usually used to ﬁnd
the optimal matching.
In order to examine the performance of the topic model based methods, two ex-
isting clustering approaches, i.e., the baseline k-means and the Normalized Cuts [98]
are compared with the proposed method based on the same SAX-BoW representa-
tion. The Normalized Cuts is one kind of spectral clustering methods, which is widely
used for image segmentation and data clustering, which are referred to BoW+pLSA,
BoW+LDA, BoW+k-means and BoW+NCuts, respectively. All the clustering exper-
iments are repeated for 20 times. The average accuracies and the standard deviations
are reported.
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Figure 4.8: Clustering results by the pLSA, LDA, k-means and Normalized Cuts with ω = 6
on the ECG1 dataset. The subsequence length is varied between 32 and 320 with a step of
32. The accuracies are averaged over 20 runs and the error bars are standard deviations.
4.4.3 Clustering Results
In the following experiments, the parameter τ is initially set to 4 based on a previous
work [64]. The subsequence length is varied between 32 and 320 with a step of 32.
The determination of such parameter ranges relies on the fact that each ECG signal
contains about 20 heartbeats within a sequence (see Figure 4.6 and Figure 4.7). In
the Normalized Cuts clustering, an exponential function w(x) = e−(d(x)/σ)
2
is used
on the weighted graph edge with feature distance d(x). The σ is set to 10% of the
maximum of d(x). The choice of σ is based on the suggestion that the σ is typically
set to 10%− 20% of the total range of feature similarity d(x) [98].
Figure 4.8 and Figure 4.9 shows the clustering accuracies and the standard stan-
dard deviations on the ECG1 dataset with ω = 6 and ω = 8, respectively. Note that
the error bars in the ﬁgures may go above 100%, as they are standard deviations.
Comparing the experimental results, we can see that:
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Figure 4.9: Clustering results by the pLSA, LDA, k-means and Normalized Cuts with ω = 8
on the ECG1 dataset. The subsequence length is varied between 32 and 320 with a step of
32. The accuracies are averaged over 20 runs and the error bars are standard deviations.
• The methods BoW+pLSA and BoW+LDA signiﬁcantly outperform the baseline
k-means and the Normalized Cuts. For all parameters, the accuracies achieved
by the BoW+pLSA and BoW+LDA are considerably higher than those by the
k-means and the Normalized Cuts.
• The accuracy of the proposed methods is not sensitive to the subsequence length
when it is varied between 32− 320.
• The performances of the BoW+LDA and the BoW+pLSA is comparable, al-
though there are slightly diﬀerent between the results achieved by the two mod-
els with the same parameters.
• The accuracies are only slightly diﬀerent when ω = 6 and ω = 8, indicating the
insensitiveness to the ω.
• As expected, the Normalized Cuts performs better than the baseline k-means
clustering on the ECG1 dataset.
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Figure 4.10: Clustering results by the pLSA, LDA, k-means and Normalized Cuts with
ω = 6 on the ECG2 dataset. The subsequence length is varied between 32 and 320 with
a step of 32. The accuracies are averaged over 20 runs and the error bars are standard
deviations.
To further examine the performance of the proposed method, the method is tested
on the ECG2 dataset, which is more complex than the ECG1 dataset as it contains
ten categories. The parameters were kept the same as in the previous experiment
on the ECG1 dataset. The clustering accuracies and the standard deviations on the
ECG2 dataset are given in Figure 4.10, while the results with ω = 8 are illustrated
in Figure 4.11. From the experimental results, it can be concluded that:
• The methods BoW+pLSA and BoW+LDA achieve much higher accuracies than
the baseline k-means and the Normalized Cuts. Speciﬁcally, for the subse-
quence length 32− 128 with ω = 6 and ω = 8, the accuracies obtained by the
BoW+pLSA and BoW+LDA are about 90%, while the results by the Normal-
ized Cuts are about 85% and results by k-means are less than 80%, on average.
The improvement is more signiﬁcant when the subsequence length is larger than
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Figure 4.11: Clustering results by the pLSA, LDA, k-means and Normalized Cuts with
ω = 8 on the ECG2 dataset. The subsequence length is varied between 32 and 320 with
a step of 32. The accuracies are averaged over 20 runs and the error bars are standard
deviations.
160.
• The results vary considerably with respect to the subsequence length. Howev-
er, the clustering accuracy is relatively stable, especially when the length falls
between 32 and 192. This is diﬀerent from the result on the ECG1 dataset,
which is very stable with subsequences length between 32−320. This diﬀerence
is mainly due to the fact that the ECG1 and ECG2 datasets have diﬀerent
sample rates (360Hz and 250Hz, respectively).
• The pLSA slightly outperforms the LDA on the ECG2 dataset. This is probably
because that there are large variations and relatively little training samples in
the ECG2 dataset, which may reduce the advantages of the LDA. Similar phe-
nomenon was also reported in [80] where the LDA was used for the unsupervised
learning of human action categories.
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Table 4.3: Clustering times (seconds) for the ECG1 and ECG2 datasets.
Model ECG1 ECG2
pLSA 12.8 28.7
LDA 152.5 395.7
• The clustering results for ω = 6 and ω = 8 are comparable, indicating that the
methods are not sensitive to the ω.
• As expected, the Normalized Cuts performs better than the baseline k-means
clustering on the ECG2 dataset.
In summary, the proposed methods BoW+pLSA and BoW+LDA are far superior
than the k-means and the Normalized Cuts with the SAX-BoW representation for
clustering long time series. Furthermore, they are not sensitive to the SAX-BoW
representation’s parameters, i.e., the number of symbols τ , the length of words w and
the subsequence length.
Table 4.3 gives the execution times of the pLSA and the LDA on the ECG1 and
ECG2 datasets when τ = 4, ω = 6 and subsequence length is 64. The size of the
codebook is τω = 46 = 4096. All the experiments were run on a Pentium 4 machine
with 3GB RAM in a Linux environment. The programs are written using the C
language. It can be seen that the pLSA is much faster than the LDA.
4.4.4 Comparison with Other Methods
The clustering performance of the proposed approach is also compared with that of
the k-means and the Normalized Cuts using Digital Wavelet Transform (DWT) [41]
81
Table 4.4: Clustering accuracies (%) and standard deviations on the ECG1 and ECG2
datasets.
Methods ECG1 ECG2
DWT+k-means 58.34± 12.52 28.23± 3.79
DWT+NCuts 82.94± 3.26 32.30± 2.93
DFT+k-means 77.76± 14.82 40.44± 8.11
DFT+NCuts 91.81± 9.66 51.33± 3.97
DTW 63.13± 3.92 56.63± 6.26
BoW+k-means (ω = 6) 91.45± 15.22 79.69± 12.74
BoW+k-means (ω = 8) 83.53± 19.55 73.91± 11.84
BoW+NCuts (ω = 6) 97.80± 5.89 84.81± 9.41
BoW+NCuts (ω = 8) 97.06± 9.08 86.75± 6.89
BoW+pLSA (ω = 6) 100± 0 95.04± 4.96
BoW+pLSA (ω = 8) 99.88± 0.16 94.80± 6.52
BoW+LDA (ω = 6) 99.65± 0.40 92.34± 7.16
BoW+LDA (ω = 8) 98.05± 5.25 93.88± 6.10
and Digital Fourier Transform (DFT) [94] representations. Moreover, the datasets
are clustered based on the Dynamic Time Warping (DTW) [19] distance, which is
able to deal with temporal drift between time series.
The DWT that represents a signal in multiresolution is able to capture both
frequency and location information of time series. Similar to the DWT based feature
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used in [41], this experiment uses the Daubechies wavelet (db2) and decomposes the
time series into four levels. The detail wavelet coeﬃcients of the four levels and
the approximation wavelet coeﬃcients of the fourth level are concatenated to form
the ﬁnal representation, which are used as input to k-means and Normalized Cuts.
The DFT is a popular transform method to extract frequency information from time
series. The ﬁrst 100, 200, 500 and 1000 DFT coeﬃcients are selected as features,
respectively. Only the best result of the four selections is reported for the comparison
with the proposed method.
Dynamic Time Warping (DTW) uses dynamic programming technique to deter-
mine the best alignment of two sequences; thus, it is able to deal with temporal drift
between time series. Since the DTW is computationally expensive, the length of the
time series is reduce to 360 with a downsampling rate of 10. The distance matrix
of each pair of the time series is calculated based on the unconstrained DTW. This
distance matrix is used in Normalized Cuts for clustering.
Table 4.4 summarizes the best results achieved by the proposed approach and the
other methods. It can be seen that the BoW+pLSA and BoW+LDA achieve the
highest accuracies (100% and 99.65% on the ECG1 dataset, 95.04% and 93.88% on
the ECG2 dataset, respectively), which is mainly due to the statistical character of
the topic models. k-means and Normalized Cuts with the SAX-BoW representation
obtain higher accuracies than those by the same clustering methods but with the
DWT and DFT representation. The DFT feature and DTW distance methods out-
perform the DWT based method. This is probably because that the DFT and DTW
can better deal with temporal shift between sequences than the DWT.
83
4.4.5 Unsupervised Classiﬁcation
The topics learned from training data can be also used for unsupervised classiﬁcation
of new time series. As presented in Section 4, the category of a new time series is
determined by the topic corresponding to the highest P (zk|dnew) in the pLSA, while
it is chosen as the topic (category) that corresponds to the maximum element in the
Dirichlet posterior parameter γ in the LDA.
The pLSA and the LDA methods are compared with the baseline k-means using
the SAX-BoW representation. The parameters τ , ω and subsequence length are set
to 4, 6 and 64, since the two topic models are not sensitive to the parameters in the
clustering experiments, especially when the subsequence ranges from 32 to 192. In
the k-means method, cluster (category) centers are learned from the training data. A
test time series is assigned to the category corresponding to the center that is nearest
to the test time series.
For the ECG1 dataset, 50 time series in each category are randomly selected
for training and the left are used for testing. Totally, there are 200 time series for
training and 600 time series for testing. For the ECG2 dataset, 1/5 times series
in each class is selected for training and the remaining time series are used for test,
giving 200 training series and 800 test series in total. Table 4.5 gives the unsupervised
classiﬁcation results on the ECG1 and the ECG2 datasets. From the table, it can be
seen that the accuracies achieved by the pLSA and the LDA are over 95% on both
the ECG1 and the ECG2 datasets, in contrast to 85.09% and 75.34% by the baseline
k-means, respectively.
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Table 4.5: Unsupervised classiﬁcation accuracy (%) on the ECG1 and the ECG2 datasets
with τ = 4, ω = 6. The length of subsequence is 64.
Method ECG1 ECG2
BoW+k-means 85.09 75.34
BoW+pLSA 99.17 95.62
BoW+LDA 99.33 96.53
4.5 Summary and Conclusion
This chapter presented a novel unsupervised method to mine long time series based
on the SAX-BoW representation. Each time series is treated as a document, and
each local segment in the time series as a word. The probabilistic topic models, i.e.,
the pLSA and the LDA, automatically discover the semantic clusters (categories) of
the biomedical time series in an unsupervised manner. Experimental results on two
public ECG datasets demonstrate that the proposed approach is far superior to the
baseline k-means and the Normalized Cuts method. Moreover, the experiments also
investigated the impact of the parameters τ , ω, and subsequence length on clustering
accuracy through a series of experiments. The results reveal that the overall accuracies
are rather stable with respect to the parameters.
The work in this chapter has previously been published in the journal of Neuro-
computing, Elsevier [120].
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Chapter 5
Biomedical Time Series Clustering
based on Non-Negative Sparse
Coding and Probabilistic Topic
Model
5.1 Introduction
Biomedical time series clustering that groups a set of unlabelled time series according
to their similarity information is valuable for medical records analysis and manage-
ment such as biomedical time series inspecting, archiving and retrieval. For biomedi-
cal time series clustering, it is essential to extract meaningful and discriminative fea-
tures to represent individual time series. In order to capture the high-level structural
information of biomedical time series, Lin et al. [63] proposed a SAX based Bag-of-
Words (SAX-BoW) representation to characterize biomedical time series. One draw-
back of the SAX-BoW representation is that its dimension may be very high, which
limits its application for large datasets analysis. In order to address this problem, in
the chapter 3, a novel k-means based Bag-of-Words (KM-BoW) representation whose
dimension could be much lower is extended to capture the high-level structural infor-
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Figure 5.1: Flowchart of the proposed method for biomedical time series clustering.
mation of biomedical time series. However, in the KM-BoW representation, each local
segment is assigned one codeword, which may introduce considerable reconstruction
information loss.
In this chapter, a non-negative sparse coding [39][71] is extended to construct
a new Bag-of-Words (BoW) representation. Multiple codewords are assigned to a
local segment with diﬀerent weight coeﬃcients, which signiﬁcantly reduces the recon-
struction information loss. Based on this new BoW representation, the probabilistic
Latent Semantic Analysis (pLSA) [108] that was originally developed for text doc-
ument analysis is applied to discover the underlying similarity of a group of time
series.
The ﬂowchart of the proposed method is demonstrated in Fig. 5.1. Similar to
the BoW model in text document analysis, the proposed method treats a time series
as a document and extracts local segments from the time series as words. First, a
window is slided along each time series to extract a group of local segments with a
predeﬁned length, and all the local segments are normalized to 2 unit so that they are
all at the same scale. Next, an online dictionary learning algorithm [71] is adopted
to construct a dictionary that consists of a set of basis vectors (codewords) using
the training data. Then, each of the segments is projected as a combination of a
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small number of basis vectors in the dictionary via non-negative sparse coding. The
proposed method ignores the temporal order of the local segments in a time series and
sum up all the sparse coeﬃcients of segments in the time series to construct a BoW
representation. Once the time series are characterized as a BoW representation,
the probabilistic Latent Semantic Analysis (pLSA) [108] is employed to learn the
probability distributions of basis vectors in the time series.
The reminder of the chapter is organized as follows. Section 5.2 describes the
details of the proposed method including local segments extraction, BoW representa-
tion by k-means clustering, BoW representation by non-negative sparse coding, and
clustering by pLSA. Section 5.3 describes three datasets used for evaluation of the
proposed approach. Experimental results are presented and analysed in Section 5.4.
Finally, summary and conclusion are given in Section 5.5.
5.2 Proposed Method
5.2.1 Local Segments Extraction
The proposed method continuously slides a window with a pre-deﬁned length, h, along
a time series to extract a set of local segments. A feature vector is then extracted from
each of the segments to characterize the local segment by concatenating the amplitude
values of the segment as a vector. All the feature vectors are then normalized to 2
unit so that they are all at the same scale.
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5.2.2 BoW Representation by k-means Clustering
The KM-BoW representation proposed in chapter 3 treats each local segment as a
word and simply cluster all the local segments in the training data to construct a
dictionary using k-means clustering, i.e., the cluster centers are the codewords (basis
vectors) in the dictionary. Each local segment is then assigned the codeword that
has the minimum distance to the segment. The temporal order of the local segments
is ignored and a time series is represented as a histogram of codewords, each entry
of which is the count of a codeword appeared in the time series. For a group of
local segments X = [x1,x2, · · · ,xN ] ∈ Rh×N , the BoW representation by k-means
clustering is formulated as an optimization problem:
min
Y∈Rh×L,V∈RK×N
N∑
i=1
‖xi −Yvi‖2,
s.t. card(vi) = 1, |vi| = 1, ∀i,vi ≥ 0,
(5.1)
where Y ∈ Rh×L is the clustering centers and the vector vi is the clustering index of
the local segment xi, which is a unit-basis vector that has only one component equal
to one, and all the other components are zero.
Once the dictionary Y = [y1,y2, ...,yL], where yj ∈ Rh, is learned from the train-
ing data, a local segment xi is assigned the codeword that is nearest to the segment,
i.e., c∗ = argminj dist(yj ,xi), where dist(·, ·) is the Euclidean distance function.
5.2.3 BoW Representation by Non-negative Sparse Coding
In the k-means based BoW representation, each local segment is assigned the nearest
clustering centre (codeword), which may cause severe information loss, especially for
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those data samples located near several cluster boundaries. To address this problem,
The hard assignment constraint can be released to softly assign a segment to a small
number of codewords with diﬀerent weights, which is formulated as a sparse coding
problem.
Given an over-complete dictionary Y ∈ Rh×L(L > h), the problem of sparse
coding is to ﬁnd a linear combination of a small number of basis vectors or atoms in
the dictionary to represent a signal x ∈ Rh, i.e.,
αˆ = argmin‖α‖0 s.t. Yα = x, (5.2)
where ‖α‖0 is the 0 norm that equals to the number of nonzero entries in the vector
α ∈ RL. Finding the solution of Equation (5.2) is an NP hard problem. Fortunately,
recent theoretical developments in sparse representation [22][12] reveal that if the
solution is sparse enough, the solution of Equation (5.2) is equivalent to the solution
by replacing the 0 norm with 1 norm, i.e.,
αˆ = argmin‖α‖1 s.t. Yα = x. (5.3)
There are two issues to be solved in the sparse representation scheme. The ﬁrst one
is how to eﬃciently construct the dictionary Y and the other one is how to compute
the sparse coeﬃcients α with a ﬁxed dictionary. Some classic works [71][3][55] formed
an compact and data-adaptive dictionary from the training data by optimizing an
empirical cost function. For a set of training data X = [x1,x2, · · · ,xN ] ∈ Rh×N , the
dictionary is learned by minimizing the cost function:
min
Y∈Rh×L,α∈RL
N∑
i=1
(
1
2
‖xi −Yαi‖22 + λ‖αi‖1), (5.4)
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where λ is a parameter for sparsity regularization. The ﬁrst term in Equation (5.4) is
the reconstruction error and the second term is incorporated to control the sparsity
of coeﬃcient αi. The optimization problem is not jointly convex with respect to the
dictionary Y and the coeﬃcients αi, but is separately convex with respect to each
of the two variables when one of them is ﬁxed while the other is not. Therefore, the
optimization problem can be solved by updating one variable with ﬁxing the other
variable and then updating them iteratively.
The sparse coding scheme decodes a signal as an addition or subtraction combi-
nation of a few basis vectors from the dictionary. However, in the BoW model, each
word (i.e., segments of time series) is constrained to have only positive contribution
to the ﬁnal histogram. A non-negative constraint can be made on the dictionary
and the sparse coeﬃcient vector in Equation (5.4) so that a signal xi can be decoded
as only additive combination of basis vectors in the dictionary, i.e., each element in
the sparse coeﬃcient vector is non-negative. This formulates a non-negative sparse
coding problem [39]:
min
Y∈Rh×L,α∈RL
N∑
i=1
(
1
2
‖xi −Yαi‖22 + λ‖αi‖1),
s.t. Y ≥ 0, ∀i,αi ≥ 0.
(5.5)
The constraint Y ≥ 0, ∀i,αi ≥ 0 guarantees that the basis vectors in the dictionary
and the sparse coeﬃcient vector are non-negative. In this work, the online dictionary
learning algorithm [71] that is computationally eﬃcient and scales up very well to large
datasets has been used to solve the non-negative sparse coding problem in Equation
5.5. Once the dictionary Y is computed, the estimation of sparse coeﬃcients is an
1-regularized linear least-squares problem, which can be eﬃciently solved by the
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Figure 5.2: BoW representation of a time series by non-negative sparse coding. The ﬁgure
in the ﬁrst row is an example time series. The three ﬁgures in the second to fourth rows
(left) are three example segments with length of 160 extracted from the time series. The
three ﬁgures in the second to fourth rows (right) are the corresponding sparse coeﬃcients
of the three segments when dictionary size is set to 1000. The ﬁgure in the last row is the
ﬁnal histogram representation of the time series.
LARS-Lasso algorithm [71][23]. Refer to [71] for more details about the dictionary
learning and sparse coeﬃcients computing. 1
Once all segments are decoded as a combination of a small number of basis vec-
tors, each segment is treated as a few of the projected codewords (basis vectors), and
each segment contributes to the ﬁnal histogram according to their sparse coeﬃcients,
i.e., the sparse coeﬃcients are regarded as weight coeﬃcients of codewords. There-
1The implementation for dictionary learning and sparse coeﬃcients computing is available at:
http://spams-devel.gforge.inria.fr/.
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fore, the sparse coeﬃcients of all the segments in a time series are summed up to
construct a histogram representation. Suppose a time series contains Ni local seg-
ments, Xj = [x1,x2, · · · ,xNj ] ∈ Rh×Nj , and the corresponding sparse coeﬃcients are
[α1,α2, · · · ,αNj ] ∈ RNi×L, the histogram representation of the time series Rj ∈ RL
is constructed by: Rj =
∑Nj
i=1αi.
It is worth noting the diﬀerence between the non-negative sparse coding based
BoW representation and the k-means based BoW representation. In the k-means
based method, a segment is treated as a word and each of the segments in a time
series contributes 1 to the ﬁnal histogram. By contrast, in the non-negative sparse
coding based BoW representation, a segment is treated as multiple words and all the
words contribute to the ﬁnal histogram according to their sparse coeﬃcients.
Fig. 5.2 illustrates the BoW representation of an example time series by the
non-negative sparse coding. The ﬁgure in the ﬁrst row is the time series. The three
ﬁgures in the second to fourth rows (left) are three normalized segments extracted
from the original time series, and the three ﬁgures in the second to fourth rows (right)
are the corresponding non-negative sparse coeﬃcients of the three segments with a
dictionary size 1000. It can be seen that the segments are projected to only a small
number of basis vectors in the dictionary. The ﬁgure in the last row is the ﬁnal BoW
representation constructed by summing up the sparse coeﬃcients of all the segments
extracted from the time series.
5.2.4 Clustering by pLSA
Similar to the work in Section 4.3, suppose that there areM documents, and each doc-
ument dj contains a sequence of words from a L-item vocabularyW = {w1, . . . , wL}.
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The pLSA introduces a latent topic zk for each word and assumes that the word wi
and the document dj are independently conditioned on the associated latent topics.
The joint distribution of words, documents and topics can be expressed as:
P (wi, dj) = P (dj)
K∑
k=1
P (zk|dj)P (wi|zk), (5.6)
The model represents each document as a convex combination of topic vectors, i.e.,
a mixture of documents’ categories. The parameters P (w|z) and P (z|d) of the pLSA
model can be iteratively estimated by implementing the Expectation Maximization
(EM) algorithm [108] (See also Section 4.3).
In the context of time series analysis, a time series is regarded as a document i.e.,
dj, and each of the segments in the time series is treated as a few of projected words
(basis vectors in the learned dictionary) i.e., wi. The ﬁnal histogram representation
of the time series Rj gives the words distribution in the time series, i.e., n(dj, wi).
Assuming that each topic directly corresponds to a category of time series, a time
series dj is assigned to the category (topic): C
∗ = argmaxk P (zk|dj). Algorithm 1
summarizes the biomedical time series clustering by pLSA using the non-negative
sparse coding based BoW representation.
5.2.5 Practical Implementation
A large number of local segments may be extracted from a collection of time series,
especially for large datasets. Learning the dictionary from a large number of local
segments is time consuming and impractical. In practice, a subset of local segments
is randomly selected from the training data to learn the dictionary when too many
local segments are extracted from large datasets. This strategy is also employed for
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Algorithm 1 Biomedical time series clustering by pLSA based on non-negative sparse
coding.
1: Extract local segments, X = [x1,x2, · · · ,xN ] ∈ Rh×N .
2: Calculate the dictionary Y = [y1,y2, ...,yL] ∈ Rh×L and sparse coeﬃcients αi
[71]:
min
Y,α
N∑
i=1
(
1
2
‖xi −Yαi‖22 + λ‖αi‖1), s.t.Y ≥ 0, ∀i,αi ≥ 0.
3: Sum up the sparse coeﬃcients: Rj =
∑Nj
i=1αi.
4: Randomly initialize P (w|z) and P (z|d).
5: E-Step of pLSA: Calculate the conditional probability distribution of zk:
P (zk|di, wj) = P (wi|zk)P (zk|dj)∑K
l=1 P (wi|zl)P (zl|dj)
.
6: M-Step of pLSA: Substitute n(dj , wi) and P (zk|di, wj), calculate:
P (wj|zk) =
∑M
i=1 n(di, wj)P (zk|di, wj)∑N
m=1
∑M
i=1 n(di, wm)P (zk|di, wm)
,
P (zk|di) =
∑N
j=1 n(di, wj)P (zk|di, wj)
n(di)
.
7: Repeat steps (4) and (5) until the convergence condition is met.
8: For each time series dj , output the category (cluster): C
∗
j = argmaxk P (zk|dj).
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Table 5.1: The three datasets used in the experiments.
Datasets Classes Num of time series Length
EEG 5 500 4096
ECG-40 40 2000 1024
ECG-15 15 1500 1024− 2048
the BoW representation in image and video analysis to reduce the computation of
codebook construction [80]. Furthermore, instead of continuously sliding a window
along the time series to extract local segments, the window can be slided with a step
width of n data points (n = 2, 4, 6 or 8) along the time series to reduce the number
of local segments extracted from the time series.
5.3 Experimental Datasets
In this study, the performance of the proposed method is evaluated on three well-
labelled datasets constructed from EEG and ECG signals. The ﬁrst dataset is con-
structed from EEG signals, which is widely used for automatic epileptic seizure de-
tection. The other two datasets are extracted from long ECG signals (more than
1,000,000 points) with random start points. All time series in the ﬁrst and second
datasets have equal length of 4096 and 1024, respectively, while the time series in
the third dataset have varying lengths between 1024− 2048. It is worth noting that
although the extracted ECG time series in the same class are obtained from the same
long ECG signal, there exist substantial inter-class variations.
The proposed EEG and ECG time series clustering approach assigns the time
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series with similar structures in the same group, and the time series with dissimilar
structures in diﬀerent groups. In real applications, automatically grouping EEG and
ECG signals according to their underlying similarity makes manual inspection easier,
which lessens the inspection burden of medical experts. Furthermore, the EEG and
ECG signals clustering is potentially useful for medical records management, such as
automatic archiving and retrieval of biomedical time series.
5.3.1 EEG Dataset
The EEG dataset described in [4] is used to evaluate the clustering performance. This
dataset was also used in Section 3.3 to evaluate the classiﬁcation performance of the
BoW representation. Refer to Section 3.3 for more details about this EEG dataset.
5.3.2 ECG-40 Dataset
The ECG-40 dataset is formed from the Fantasia ECG database [30]. The database
consists of forty long ECG sequences collected from twenty youth and twenty old
healthy subjects for about two hours with a sampling rate of 250 Hz. All the sequences
contain more than 1,000,000 data points. Fifty time series with the same length of
1024 are extracted from each of the forty long signals with random start points.
Although all the time series in a class are extracted from a long ECG signal, there
exist substantial inter-class variations. Totally, the ECG-40 dataset consists of forty
classes, each of which has ﬁfty time series with the same length of 1024.
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5.3.3 ECG-15 Dataset
The ECG-15 dataset consists of 1500 time series extracted from ﬁfteen long ECG
signals in the BIDMC Congestive Heart Failure Database [30]. The ﬁfteen long ECG
signals are recorded from ﬁfteen subjects suﬀered from severe congestive heart failure
with a sampling rate of 250Hz over a range of 10 millivolts. One hundred instances
of length between 1024 and 2048 are extracted from each of the ﬁfteen long ECG
signals with random start points. It is worth noting that the lengths of the 1500 time
series in the ECG-15 dataset is varied between 1024 and 2048 to demonstrate that
the proposed method is able to process time series with diﬀerent lengths.
Table 5.1 summaries the three datasets used in our experiments. The following
experiments use the well labelled ECG signals and intentionally remove the label i.e.,
subjects’ ID, for validation of the proposed method. In this special case of ECG signals
clustering according to subjects ID, the clustering may be used for medical records
management such as automatic archiving and retrieval of ECG records. However,
the proposed clustering approach can be extended to other unsupervised learning
applications such as abnormal patterns discovery in biomedical time series.
5.4 Experimental Evaluation
In this section, a series of experiments on the three datasets are reported to eval-
uate the eﬀectiveness of the proposed method. First, the experiment varies the
length of local segments and compare the performance of the proposed Sparse Cod-
ing based Bag-of-Words method (SC-BoW) with the k-means based Bag-of-Words
method (KM-BoW) and the SAX based Bag-of-Words method (SAX-BoW). Then,
98
the impact of the dictionary size on the performance of the proposed method is ex-
plored. Furthermore, the proposed method is compared with several state-of-the-art
feature representation, distance measure and general clustering methods on the three
datasets. Finally, the robustness of the proposed method to noise was investigated
by manually adding white Gaussian noise to the original signals.
As suggested in [71], the regularization parameter λ is set to 1.2/
√
d, where d is the
dimension of local features. The ground truth labels of the three datasets are inten-
tionally removed to evaluate the performance of the proposed method. All the cluster-
ing experiments were repeated for ten times. The average accuracies and the standard
deviations over the ten implementation are reported to give a fair comparison. Fol-
lowing [128][18], the clustering accuracy is deﬁned as: AC =
∑N
i=1 δ(li, map(ci))/N ,
where N is the sample number, ci is the estimated label and li is the ground truth
label. δ(l, c) is the delta function that equals to 1 if l = c and 0 otherwise. map() is a
permutation function that maps the estimated label to the ground truth label. The
optimal matching is usually found by the Hungarian algorithm [18][86].
The clustering accuracies are reported in the following to evaluate the eﬀectiveness
of the proposed method. For the EEG dataset, the category reﬂects the physiological
conditions of patients, i.e., healthy with eye open, eye closed, seizure-free intervals of
epilepsy or seizure activity of epilepsy. The proposed method automatically groups
these signals according to the internal similarity (physiological conditions), which
help humans to rapidly scan and inspect through the recorded data and extract
relevant information, i.e., the physiological conditions of subjects. For the ECG
datasets (ECG-40 dataset and ECG-15 dataset), the category reﬂects the subjects
ID. The proposed method automatically groups these ECG time series according to
99
the corresponding subjects. This can be helpful for medical experts to manage these
medical records such as archiving and retrieval.
5.4.1 Length of Local Segments
Figure 5.3: Clustering accuracy on the EEG dataset achieved by the probabilistic topic
model using the SAX-BoW, KM-BoW and SC-BoW representations with respect to the
length of local segments. The error bars stand for standard deviation. The ﬁgure is best
viewed in colour.
The length of local segments is varied between 32 − 320 with a step of 32 in the
experiment. This range is determined by the fact that the EEG and ECG signals
are relative ﬂat. Too short local segments are ineﬀective to capture local structural
information, while local segments with too long length are limited to generalize intra-
classes variations. The clustering results of the pLSA using the SC-BoW, KM-BoW
and SAX-BoW representations on the EEG, ECG-40, ECG-15 datasets are given in
Fig. 5.3, Fig. 5.4 and Fig. 5.5, respectively. The dictionary size of the SC-BoW
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Figure 5.4: Clustering accuracy on the ECG-40 dataset achieved by the probabilistic topic
model using the SAX-BoW, KM-BoW and SC-BoW representations with respect to the
length of local segments. The error bars stand for standard deviation. The ﬁgure is best
viewed in colour.
Figure 5.5: Clustering accuracy on the ECG-15 dataset achieved by the probabilistic topic
model using the SAX-BoW, KM-BoW and SC-BoW representations with respect to the
length of local segments. The error bars stand for standard deviation. The ﬁgure is best
viewed in colour.
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and KM-BoW is empirically set to 2000 due to the fact that the size of 2000 gives a
fair trade-oﬀ between good performance and low computation cost. This experiment
set τ = 4 and ω = 6 in the SAX-BoW representation because they give a reasonable
dictionary size (i.e. τω = 46 = 4096) and the performance of the SAX-BoW is
relatively stable with respect to τ and ω [63].
From the three ﬁgures, it can be seen that SC-BoW performs better than KM-
BoW and SAX-BoW for all the parameters. In particular, comparing to SAX-BoW,
SC-BoW improved the clustering accuracy by 3−5% on the EEG dataset and over 8%
on the ECG-40 and ECG-15 datasets for most parameters. The accuracy achieved by
SC-BoW on the EEG dataset is slightly higher than that obtained by KM-BoW with
most parameters. This improvement by SC-BoW over KM-BoW is more signiﬁcant
on the ECG-40 and ECG-15 datasets. Speciﬁcally, the best accuracies achieved by
SC-BoW are 60.88% on the EEG dataset, 82.37% on the ECG-40 dataset, and 92.22%
on the ECG-15 dataset while those by the KM-BoW are 59.96%, 75.43% and 91.06%,
respectively.
Furthermore, the experimental results shown in the three ﬁgures demonstrate that
the three Bag-of-Words representations are relatively robust to the change of the local
segments’ length, especially when it is between 32 − 160. However, the accuracies
on the ECG-40 and ECG-15 datasets were decreased considerably when the length
of local segments is increased to larger than 224. It is interesting to compare the
inﬂuence of local segments’ length on the performance of SC-BoW and KM-BoW.
Both SC-BoW and KM-BoW got lower accuracies when the length of local segments
is larger than 224. SC-BoW performs slightly better than KM-BoW when the local
segments’ length is between 32−160. However, the improvement is more considerable
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when the length of segments is increased to larger than 192. For instance, the accuracy
obtained by KM-BoW with local segments’ length 256−320 is below 60% on ECG-40
and less than 75% on ECG-15 while SC-BoW achieves about 70% on ECG-40 and
over 82% on ECG-15, respectively. The more signiﬁcant improvement of SC-BoW
over KM-BoW with longer local segments is probably due to the fact that there
are more information loss when longer local segments (i.e., the dimension of feature
vectors is larger) are hard assigned to codewords in KM-BoW. By contrast, SC-BoW
utilizes the non-negative sparse coding to construct the dictionary and soft assigns
a local segment to a few codewords (basis vectors), which signiﬁcantly reduces the
information loss.
5.4.2 Dictionary Size
The dictionary size is of importance to the KM-BoW and SC-BoW representations. A
small dictionary has limited discriminative ability while a dictionary with two many
entries is likely to introduce noise due to the sparsity of the codewords histogram.
The dictionary size is varied between 500 and 3000 in the KM-BoW and SC-BoW
representations to test the inﬂuence of the dictionary size on clustering accuracy.
The clustering results by the probabilistic topic model using the KM-BoW and SC-
BoW representations on the EEG, ECG-40 and ECG-15 datasets are demonstrated
in Fig. 5.6, Fig. 5.7 and Fig. 5.8, respectively. As shown in Subsection 5.4.1, the
two representations are relatively robust to the length of local segments when it is
between 32− 160. Therefore, the length of the local segments was empirically set to
160. A smaller dictionary which has less than 500 elements is not tested because the
dictionary size is always required to be much larger than the dimension of features in
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the sparse coding so that the dictionary is over-complete.
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Figure 5.6: Clustering accuracy on the EEG dataset achieved by the probabilistic topic
model using the KM-BoW and SC-BoW representations with respect to the dictionary size.
The error bars stand for standard deviation.
From Fig. 5.6 and Fig. 5.8, we can see that the performance of the probabilistic
topic model with the KM-BoW and SC-BoW representations is very stable with
respect to the dictionary size on the EEG and ECG-15 datasets. As shown in Figure
5.7, the clustering accuracy on the ECG-40 dataset slightly rises with the increase
of dictionary size. In summary, the dictionary size varied between 500 and 3000 has
limited impact on the performance of the proposed method. Furthermore, we can
see that the SC-BoW representation obtains better accuracies than the KM-BoW
representation on all the three datasets. This improvement is probably attributed to
the soft assignment of codewords in SC-BoW, which reduces the information loss of
the hard assignment in KM-BoW.
104
500 750 1000 1250 1500 1750 2000 2250 2500 2750 3000
0
20
40
60
80
100
Dictionary Size
A
cc
ur
ac
y 
(%
)
KM−BoW
SC−BoW
Figure 5.7: Clustering accuracy on the ECG-40 dataset achieved by the probabilistic topic
model using the KM-BoW and SC-BoW representations with respect to the dictionary size.
The error bars stand for standard deviation.
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Figure 5.8: Clustering accuracy on the ECG-15 dataset achieved by the probabilistic topic
model using the KM-BoW and SC-BoW representations with respect to the dictionary size.
The error bars stand for standard deviation.
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5.4.3 Comparison with Other Methods
The performance of the proposed method is compared against several state-of-the-art
techniques. The following representation and distance measure are used for compar-
ison:
• Discrete Wavelet Transform (DWT): DWT that transforms a time series at d-
iﬀerent frequency bands provides a method to characterize the time series in
multiresolution. It is widely used to extract both frequency and location infor-
mation from biomedical time series including EEG and ECG signals. Following
[41], this experiment uses the Daubechies wavelet (db2) and decomposes the
time series into 4 levels. The approximation coeﬃcients of the fourth level and
the detail coeﬃcients of all the four levels are concatenated to form the ﬁnal
representation. This representation has shown promising performance in ECG
beat classiﬁcation [41].
• Discrete Fourier Transform (DFT): DFT that transforms a time series into
frequency domain is able to deal with temporal shift between various time series.
The DFT coeﬃcients are extracted as feature vectors to represent the time
series.
• Dynamic Time Warping (DTW): DTW that utilizes dynamic programming
technique to determine the best alignment of two sequences is a commonly
used distance measure for time series analysis. This experiment calculates the
distances between each pair of time series based on the unconstrained DTW
and uses the distance matrix as the input of clustering methods. Since the
DTW is computationally expensive, all the time series are down-sampled with
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a sampling rate of 20 so that the DTW is computationally feasible.
The clustering performance of the proposed method is compared with two kinds
of general clustering methods i.e., the classic k-means clustering and the spectral
clustering methods, using the previous state-of-the-art features and distance measure.
The spectral clustering [70] is one of the promising modern clustering methods which
always outperforms traditional clustering algorithms such as k-means clustering. In
spectral clustering, a Gaussian similarity function is always used: Sij = e
−(d(xi,xj)/2σ)2 ,
where σ is a scaling parameters and d(xi, xj) is the distance between data point xi
and data point xj . More details about the spectral clustering can be found in [70, 18].
Two spectral clustering methods are investigated:
• Spectral clustering using t-nearest neighbor similarity matrices (SC-t) [70]: The
spectral clustering using t-nearest neighbors only retains the nearest t data
points of an instance to avoid storing a dense similarity matrix of all data
points. A self-tune technique [136] is applied to adaptively ﬁnd the optimal σ
and varied t between 5 and 200. The best results are reported for comparison.
• Spectral clustering using Nystro¨m approximation (Nystro¨m) [29][18]: The spec-
tral clustering using Nystro¨m approximation applies the Nystro¨m method to ap-
proximate the dense similarity matrix by a submatrix. In this experiment, the
orthogonal Nystro¨m method is used to approximate the dense similarity matrix.
σ is varied between 0.1 and 1. The best results are reported for comparison.
The dictionary size is ﬁxed to 2000 and the length of segments is varied. The
best results are reported for comparison. The experimental results are summarized
in Table 5.2, from which we can see that the proposed method achieved the high-
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Table 5.2: comparison results on the EEG, ECG-40 and ECG-15 datasets using diﬀerent
representations, distance measurement and clustering methods.
Methods EEG ECG-40 ECG-15
DWT+k-means 29.20± 1.95 11.04± 0.56 19.31± 1.17
DWT+SC-t 31.40± 0.12 17.84± 0.78 25.47± 0.47
DWT+Nystro¨m 28.64± 0.71 10.95± 0.57 23.62± 0.38
DFT+k-means 49.82± 4.49 42.89± 3.72 22.58± 0.99
DFT+SC-t 51.88± 0.10 46.23± 0.85 22.76± 1.23
DFT+Nystro¨m 46.60± 0.76 24.98± 1.08 23.87± 1.52
DTW+SC-t 41.58± 0.17 23.22± 0.34 50.17± 1.15
DTW+Nystro¨m 29.60± 2.32 11.53± 0.52 29.33± 8.50
SAX-BoW+pLSA 58.42± 3.47 77.55± 4.67 88.37± 3.36
KM-BoW+pLSA 60.36± 1.23 75.43± 1.90 91.06± 4.50
SC-BoW+pLSA 60.60± 0.67 82.37± 2.77 92.22± 4.86
est accuracies, i.e., 60.60% on the EEG dataset, 82.37% on the ECG-40 dataset and
92.22% on the ECG-15 dataset, respectively. The SC-t method obtains higher accu-
racies than the k-means and Nystro¨m methods. Comparing to the best results by the
SC-t method, the proposed method improves the accuracies by about 10%, 35% and
40% on the EEG, ECG-40 and ECG-15 datasets, respectively.
In summary, the proposed method obtains better results than the k-means and
spectral clustering methods with the DWT and DFT representations, or the DTW
distance measure. This improvement is attributed to the ability of the proposed BoW
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Figure 5.9: An example time series and the corresponding signals contaminated with various
noise levels. The ﬁgure in the ﬁrst row is the original time series.
representation to capture signals’ structural information. Furthermore, the pLSA, as
a probabilistic generative model, is better to naturally model the generative process of
local words/segments in time series once they are represented as BoW representations
[108][9].
5.4.4 Robustness to Noise
This experiment is conducted to test the robustness of the proposed method to noise.
All time series in the three datasets were manually contaminated by a zero mean white
Gaussian noise. The Signal-to-Noise Ratio (SNR) is varied between 20 dB and 0 dB
with a step of 4. Fig. 5.9 shows an example time series and the corresponding signals
contaminated with diﬀerent SNR. Table 5.3 gives the clustering accuracies of the
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Table 5.3: Clustering accuracies (%) by the proposed method on the three datasets con-
taminated by zero-mean white Gaussian noise.
SNR EEG ECG-40 ECG-15
no noise 59.16± 0.82 81.48± 3.41 85.39± 4.81
20 dB 58.55± 3.19 79.43± 2.29 85.34± 4.53
16 dB 58.32± 3.43 75.85± 2.83 85.28± 2.73
12 dB 57.86± 2.74 72.19± 2.12 85.14± 3.44
8 dB 57.48± 2.93 62.92± 3.95 83.49± 3.34
4 dB 57.04± 4.19 54.81± 2.24 81.63± 3.19
0 dB 55.30± 4.00 40.38± 2.29 72.20± 4.70
proposed methods on the three datasets corrupted by white noise with various SNRs
when the dictionary size and the length of local segments were experimentally set to
2000 and 160, respectively. We can see that the accuracies on the EEG dataset and the
ECG-15 dataset decrease slightly with respect to the increase of noise. Speciﬁcally, the
accuracies reduce about 2% and 4 % on the EEG and ECG-15 datasets, respectively,
when the SNR is greater than 4 dB.
By contrast, the accuracy on the ECG-40 dataset decreases considerably when
the strength of noise is strong, especially when signal is very weak. For instance, the
accuracy on the ECG-40 dataset decreases from 81.48% (no noise) to 54.81% at 4 dB
SNR. This is probably because that there are more classes in the ECG-40 dataset,
and a small perturbation by noise may considerably reduce the diﬀerence between the
time series that belong to diﬀerent classes. Overall, the proposed method is relatively
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insensitive to the noise contamination.
5.5 Summary and Conclusion
This chapter proposed a new framework for biomedical time series clustering based on
the non-negative sparse coding and pLSA. A time series is regarded as a document and
local segments are extracted from the time series as words. A dictionary is learned
from the training data and local segments are represented as a combination of a
small number of basis vectors in the dictionary. The sparse coeﬃcients of all the local
segments in a time series are summed up to construct a BoW representation. Finally,
the probabilistic topic model, i.e., pLSA, was adopted to discover the underlying
structure similarity of a collection of biomedical time series.
The proposed new BoW representation was experimentally compared with the
k-means based BoW representation and the SAX based BoW representation. Ex-
perimental results demonstrate that the proposed approach outperforms the other
two representations. This is mainly attributed to the fact that the proposed method
projects local segments as a combination of a few basic vectors in the dictionary by
the non-negative sparse coding, which signiﬁcantly reduces the approximation error
comparing to the hard assignment. Furthermore, the proposed algorithm achieved
much higher accuracies on the three datasets than those by the DWT, FFT and DTW
with k-means and spectral clustering. In addition, this chapter investigated the per-
formance of the proposed method with respect to the length of local segments, the
dictionary size and noise contamination. The results reveal that the accuracies are
insensitive to the model parameters and relatively robust to noise.
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The work in this chapter has previously been published in the journal of Computer
Methods and Programs in Biomedicine, Elsevier [118].
112
Chapter 6
Unsupervised Learning of
Multichannel Biomedical Time
Series based on Probabilistic
Latent Semantic Analysis
6.1 Introduction
In the previous chapters, single-channel time series are treated as documents and
local segments are extracted from the time series as words. A Bag-of-Words (BoW)
representation is proposed to represent the biomedical time series. Based on the
BoW representation, the probabilistic topic models are extended to cluster single-
channel time series. Categories of biomedical time series are automatically discovered
by the topic models. It is demonstrated that the BoW representation is an eﬀective
representation for single-channel time series analysis, and the topic models are very
promising for unsupervised learning of single-channel time series.
However, in real clinical applications, many biomedical time series are recorded in
multiple channels. For instance, ECG signals are always recorded in more than one
channel. In this chapter, the BoW representation and the probabilistic topic models
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are extended for multichannel time series analysis. Similar to the BoW representation
of single-channel time series in chapter 3, this chapter a multichannel time series as a
document and extract local segments from each channel of the time series as words.
Based on the BoW representation, the topic models are extended to analyse multi-
channel biomedical time series in an unsupervised manner. Speciﬁcally, a Hierarchical
pLSA (H-pLSA) and a Multi-channel pLSA (M-pLSA) are proposed for unsupervised
learning of multichannel biomedical time series.
In the Hierarchical pLSA, the whole multichannel biomedical time series are mod-
elled using a two-layer pLSA. In the ﬁrst layer, H-pLSA models each channel of the
time series using a local pLSA model and extracts local topics from each channel of
the time series. These topics are then treated as words in the second-layer pLSA, i.e.,
global pLSA. The categories of the multichannel biomedical time series are automat-
ically discovered by the global pLSA.
Unlike H-pLSA which characteristics multichannel time series using two-layer top-
ics, M-pLSA directly represents each multichannel time series as a mixture of topics.
M-pLSA assumes that local segments (words) extracted from diﬀerent channels are
conditional independent given the topics. Therefore, the local segments (words) from
each channel are simultaneously generated from the corresponding topics. We let the
topics learned directly corresponds to the categories of the multichannel time series.
The categories (topics) of the multichannel time series are automatically discovered.
The rest of this chapter is organized as follows. In Section 6.2, the method to
construct a BoW representation for multichannel time series is described. The details
of the Hierarchical pLSA and the Multi-channel pLSA are described in Section 6.3 and
Section 6.4, respectively. The experimental results are given in Section 6.5. Finally,
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Section 6.6 summarizes and concludes this chapter.
6.2 Bag-of-Words Representation
In chapter 3, a pre-deﬁned length window is along a single-channel time series to
extract local segments, and a BoW representation is constructed to represent single-
channel time series. Similarly, for multichannel time series representation, a window
with pre-deﬁned length is continuously slided along each channel of a multichannel
time series to extract a group of segments. Each segment is then 2 normalized to be
a feature vector.
Similar to the dictionary construction in chapter 3, all the segments extracted
from all the channels of the training multichannel time series are clustered by the
k-means clustering to construct the dictionary. Denoting the learned dictionary as
D = [d1,d2, ...,dL] ∈ Rl·N , where N is the dictionary size, and the ith segment from
the hth channel as xhi , the segment x
h
i is assigned the codeword that is nearest, i.e.,
c∗ = argminj dist(dj ,x
h
i ), where dist(·, ·) denotes the Euclidean distance function. It
is worth noting that the dictionary is universal for all the multichannel time series
and only needs to be learned once.
6.3 Hierarchical pLSA
In single-channel time series analysis, each time series is treated as a document, and
local segments are extracted as words. The pLSA is extended for single-channel time
series clustering. The pLSA model introduces a latent topic for each local word in a
time series and assumes that the observed local words are conditionally independent
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Figure 6.1: Graphical model of the hierarchical pLSA [57].
of the time series, when the latent topics are given.
In order to analyse multichannel time series, a Hierarchical pLSA model [57] that
was developed for motion analysis is used to model the multichannel time series. In
the ﬁrst layer, each channel of the time series is modelled using a local pLSA model
and local topics are extracted for each channel. Then, a global pLSA model that teats
the local topics extracted from the ﬁrst layer as words is applied to extract the overall
topics for the whole time series. The graphical model of the Hierarchical pLSA model
is demonstrated in Figure 6.1.
Suppose that there are M time series D = {d1, · · · , dM} and each time series has
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C channels di = {d1i , · · · , dCi }, the hth channel of the ith time series dhi is represented
as the count of its local words from a N bases dictionary W = {w1, · · · , wN}. The
hth channel of all the time series is summarized as a N ×M matrix, each entry of
which, i.e., n(dhi , wj), gives the number of the local word wj happened in the hth
channel of the ith time series. In the ﬁrst layer pLSA, each channel is separately
modelled by a pLSA model. For the hth channel, the joint distribution of the hth
channel of a time series dhi and a local word P (wj, d
h
i ) are
P (wj, d
h
i ) = P (d
h
i )P (wj|dhi ). (6.1)
Denoting the topics in the hth channel as zhk , the conditional probability P (wj|dhi )
can be estimated by marginalizing P (zhk |dhi ) and P (wj|zhk ):
P (wj|dhi ) =
Kh∑
k=1
P (zhk |dhi )P (wj|zhk ). (6.2)
The parameters P (zhk |dhi ) and P (wj|zhk ) can be estimated by maximizing the like-
lihood function:
L =
M∏
i
N∏
j
P (dhi )
Kh∑
k=1
P (zk|dhi )P (wj|zk)n(d
h
i ,wj), (6.3)
where n(dhi , wj) denotes the count of the local words wj in the hth channel of the ith
time series. The EM algorithm [108] can be formulated by maximizing the log of the
likelihood function with respect to the P (zhk |dhi ) and P (wj|zhk ), respectively.
E-Step: The conditional topics distribution in the hth channel given the observed
sequence and the words in the hth channel is estimated as
P (zhk |dhi , wj) =
P (wj|zhk )P (zhk |dhi )∑Kh
l=1 P (wj|zhl )P (zhl |dhi )
. (6.4)
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M-Step: The conditional words distribution P (wj|zhk ) given the topic and the topic
distribution P (zhk |dhi ) given the sequence in the hth channel are updated as
P (wj|zhk ) =
∑M
i=1 n(d
h
i , wj)P (z
h
k |dhi , wj)∑N
m=1
∑M
i=1 n(d
h
i , wm)P (z
h
k |dhi , wm)
, (6.5)
P (zhk |dhi ) =
∑N
j=1 n(d
h
i , wj)P (z
h
k |dhi , wj)
n(dhi )
, (6.6)
where n(dhi ) =
∑
j n(d
h
i , wj) is the length of the hth channel of the ith time series.
In the second layer pLSA, i.e., global pLSA, the local topics inferred from the
ﬁrst layer pLSA are treated as words. Speciﬁcally, the words in the second layer
pLSA can be expressed as: W ′ = {z11 , · · · , z1K1, · · · , zC1 , · · · , zCKC}. The dictionary
size of the words in the second layer pLSA is the sum of the number of local topics
inferred by the ﬁrst layer pLSA in all the channels, i.e., N ′ =
∑C
h=1K
h. The global
topics Z′ = {z1, · · · , zN ′} are then inferred by the second layer pLSA. Let each global
topic corresponds to a category of the multichannel time series, a time series di is
now assigned to the category (topic) that has maximum conditional probability, i.e.,
C∗ = argmaxk P (zk|di).
6.4 Multi-Channel pLSA
The Hierarchical pLSA characteristics multichannel time series using two-layer top-
ics. Alternatively, the Multi-channel pLSA (M-pLSA) directly represents each mul-
tichannel time series as a mixture of topics by assuming that local segments (words)
extracted from diﬀerent channels are conditional independent given the topics. Fig-
ure 6.2 compares the graphical model representation of the original pLSA model and
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(a) (b)
Figure 6.2: Graphical model of the original pLSA (a) and the proposed multi-channel pLSA
(b).
the proposed Multi-channel pLSA model.
Denoting the local word wj in the hth channel as w
h
j , the joint distribution of a
time series and the local word in the hth channel is
P (whj , di) = P (di)P (w
h
j |di). (6.7)
The conditional probability P (whj |di) can be obtained by marginalizing P (zk|di)
and P (whj |zk) over latent topics Z:
P (whj |di) =
K∑
k=1
P (zk|di)P (whj |zk), (6.8)
where P (zk|di) denotes the probability of latent topic zk occurring in time series
di; and P (w
h
j |zk) is the probability of the local word wj in the hth channel given a
particular latent topic zk. K is the total number of latent topics which is pre-deﬁned.
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Similar to the original pLSA model for signal-channel time series clustering, each
topic is assumed to directly correspond to a category, i.e., K is equal to the number
of categories. The proposed multi-channel pLSA model represents each channel of the
time series as a convex combination of K topic vectors, i.e., each channel of the time
series is characterized by a mixture of categories vectors P (whj |zk) with coeﬃcients
speciﬁed by P (zk|di).
Similarly to the pLSA model, the parameters P (whj |zk) and P (zk|di) in the M-
pLSA model are estimated by maximizing the likelihood formulation [108]:
L =
N∑
i=1
M∑
j=1
C∑
h=1
n(di, w
h
j )logP (di, w
h
j )
=
N∑
i=1
n(di)[logP (di) +
M∑
j=1
C∑
h=1
n(di, w
h
j )
n(di)
log
K∑
k=1
P (whj |zk)P (zk|di)],
(6.9)
where n(di, w
h
j ) stands for the count of the local word wj in hth channel of the time
series di. Maximizing the log of likelihood with respect to P (w
h
j |zk) and P (zk|di)
respectively, the parameters can be iteratively calculated by the Expectation Maxi-
mization (EM) algorithm.
E-Step: The conditional topic distribution given the time series and local words
is estimated as:
P (zk|di, whj ) =
P (whj |zk)P (zk|di)∑K
l=1 P (w
h
j |zl)P (zl|di)
. (6.10)
M-Step: The conditional distribution P (whj |zk) and P (zk|di) are calculated as:
P (whj |zk) =
∑N
i=1 n(di, w
h
j )P (zk|di, whj )∑M
m=1
∑N
n=1
∑C
c=1 n(di, w
c
m)P (zk|di, wcm)
, (6.11)
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P (zk|di) =
∑M
j=1
∑C
c=1 n(di, w
c
j)P (zk|di, wcj)
n(di)
, (6.12)
where n(di) =
∑
j
∑
h n(di, w
h
j ) is the sum of the lengths of each channel of the
time series di. Once the topic distribution P (zk|di) is learned, a time series di is
assigned to the category k by maximizing P (zk|di) based on the assumption that
each topic corresponds to a category. Note that the learning procedure does not
require any label information. The semantic clusters (categories) of time series are
automatically discovered by the model without any label information. The M-pLSA
model is summarized in algorithm 2.
6.5 Experiments
6.5.1 Experimental Dataset and Setup
In order to evaluate the eﬀectiveness of the proposed method, a 15 channels ECG
dataset is constructed from the PTB database, which is extensively used for biomedi-
cal time series analysis. The PTB database consists of 549 records from 290 subjects,
whose age ranges from 17 to 87. Each ECG record contains 15 simultaneously mea-
sured signals (i.e., 15 channels) with a sampling rate of 1000 Hz. The records are
down-sampled to 500 Hz to reduce computation complexity in the experiment. 10
long signals (length over 1000000 points) from 10 subjects are randomly selected for
the experiment. Each of the 10 long signals corresponds to a subject, i.e., the category
of the signals is the subjects’ identity. 50 ECG time series are extracted with length
between 512 and 1024 with a random start points from each of the 10 long signals.
Totally, the ECG dataset contains 500 15-channel ECG time series evenly distributed
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Algorithm 2 M-pLSA for biomedical time series clustering.
1: Count the number of local words n(di, w
h
j ).
2: Calculate the sum of the lengths n(di) =
∑
j
∑
h n(di, w
h
j )
3: Randomly initialize P (zk|di, whj ), P (whj |zk) and P (zk|di).
4: E-Step: For all P (di, w
h
j ) pairs and k ∈ {1, · · · , K}, calculate:
P (zk|di, whj ) =
P (whj |zk)P (zk|di)∑K
l=1 P (w
h
j |zl)P (zl|di)
.
5: M-Step: Substitute P (zk|di, whj ), estimate the words distribution given the topics:
P (whj |zk) =
∑N
i=1 n(di, w
h
j )P (zk|di, whj )∑M
m=1
∑N
n=1
∑C
c=1 n(di, w
c
m)P (zk|di, wcm)
.
6: M-Step: Substitute P (zk|di, whj ), estimate the topics distribution in each time
series:
P (zk|di) =
∑M
j=1
∑C
c=1 n(di, w
c
j)P (zk|di, wcj)
n(di)
.
7: Repeat steps (4) and (5) until the convergence condition is met.
8: For each time series dj , estimate the category: C
∗
j = argmaxk P (zk|dj).
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Figure 6.3: 15 channels of an example ECG time series. The intensity is normalized to be
zero mean and 2-norm.
in 10 categories. It is worth noting that there are considerable variations in the time
series that belongs to the same category, although they are extracted from the same
long signal. Figure 6.3 demonstrates the 15 channels of an example ECG time series
in the dataset.
The proposed method is performed for 10 times on the dataset. The average clus-
tering accuracies and Normalized Mutual Information (NMI) scores are reported to
fairly compare the clustering performance. Following subsection 4.4.2, the clustering
accuracy is deﬁned as [128][18]
Accuracy =
N∑
i=1
δ(gi, map(si))/N, (6.13)
where N is the number of time series to be clustered, si is the estimated cluster, and
gi is the ground truth category, i.e., the subjects’ identity. map() is a permutation
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function to map the estimated cluster to the ground truth category, which can be
eﬃciently found by the Hungarian algorithm [18][86]. If all the time series are grouped
correctly, the accuracy equal to 1.
The NMI score is widely used for evaluating clustering result, information retrieval,
feature selection etc. The NMI score [128][18] is calculated as
NMI =
∑C
i=1
∑C
j=1 ni,jlog(
n·nij
ni·nj
)√
(
∑
i nilog
ni
n
)((
∑
j njlog
nj
n
)
, (6.14)
where n is the number of time series, ni and nj are the the number of time series in
the category i and j, respectively, and ni,j is the number of time series grouped in
cluster j and belonged to category i. When all the time series are perfectly matched
with the categories, the NMI is 1, while NMI close to 0 means that the time series
are randomly grouped.
6.5.2 Length of Local Segment
The length of segments is varied between 16 − 256 to evaluate the performance of
H-pLSA and M-pLSA with the classical k-means cluster on the ECG dataset. The
range of the segment length is determined by the fact that the ECG time series are
relatively ﬂat. A too short segment is ineﬀective to capture enough local structural
information while a too long segment is unable to generalize intra-classes variations.
For the k-means clustering, we directly combined the codeword counts from each
channel of the time series to form a feature vector.
The clustering accuracy and Normalized Mutual Information (NMI) achieved by
H-pLSA, M-pLSA and k-means with respect to the segment length are demonstrated
in Figure 6.4 and 6.5, respectively. As can be seen from the ﬁgures, M-pLSA performs
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Figure 6.4: Cluster accuracy achieved by k-means, Hierarchical pLSA (H-pLSA) and Multi-
channel pLSA (M-pLSA) with respect to the length of segments.
best among the three methods with all the segment lengths. Especially when the
segment length is 16, M-pLSA achieved 92.04% accuracy while H-pLSA and k-means
only achieved 71.74% and 68.78%, respectively. Both H-pLSA and M-pLSA achieved
signiﬁcantly higher accuracies than k-means. For segment length between 32 and 256,
the accuracies achieved by M-pLSA and H-pLSA are approximately 15% and 10%
higher than those by k-means, respectively. Overall, H-pLSA and M-pLSA perform
signiﬁcantly better than k-means.
Furthermore, in spite of some ﬂuctuations, the accuracies achieved by the three
methods are very stable with respect to the segment length, especially when the
segment length is larger than 16. The performance of the H-pLSA and k-means
deteriorates considerably when the segment length is 16. This is probably because
that a too short segment is not eﬀective to capture local structural information.
By contrast, M-pLSA performs slightly worse with the segment length of 16, which
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Figure 6.5: Normalized Mutual Information (NMI) achieved by k-means, Hierarchical pLSA
(H-pLSA) and Multi-channel pLSA (M-pLSA) with respect to the length of segments.
demonstrates that M-pLSA is more robust to the variation of segment length than
H-pLSA and k-means.
6.5.3 Dictionary Size
The dictionary size is of importance for the Bag-of-Words (BoW) representation.
A small dictionary that has too few entries is ineﬀective to be discriminated while a
large dictionary with too many elements is tend to introduce noisy due to the sparsity
of the back elements of the dictionary. The dictionary size was varied from 200 to
2000 with a step of 200 in the experiment. According to the experimental results in
Subsection 6.5.2, the performance of the three methods is very stable with respect to
the segment length. Therefore, the segment length is empirically set to 96.
The clustering accuracy and the NMI obtained by the H-pLSA, M-pLSA and k-
means are illustrated in the Figure 6.6 and Figure 6.7, respectively. It can be seen
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Figure 6.6: Cluster accuracy achieved by k-means, Hierarchical pLSA (H-pLSA) and Multi-
channel pLSA (M-pLSA) with respect to the dictionary size.
that the H-pLSA, M-pLSA and k-means are all relatively robust to the variation of
dictionary size in terms of the accuracy and NMI. Especially, the accuracy and NMI
obtained by M-pLSA nearly remain the same when the dictionary size ranges from
200 to 2000. By contrast, the H-pLSA obtained considerably lower accuracy and
NMI, i.e., 84.98% and 0.917 respectively, when the dictionary size is 200. However,
with the increase of dictionary size, the accuracy and NMI achieved by the H-PLSA
increase stably to be comparable to those by M-pLSA.
Overall, we can see that both H-pLSA and M-pLSA perform better than k-means
for all the dictionary sizes. Furthermore, M-pLSA is more robust to the variation of
dictionary size than H-pLSA, especially when the dictionary size is less than 800.
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Figure 6.7: Normalized Mutual Information (NMI) achieved by k-means, Hierarchical pLSA
(H-pLSA) and Multi-channel pLSA (M-pLSA) with respect to the dictionary size.
6.5.4 Comparison with Other Methods
The performance of H-pLSA and M-pLSA is compared with several state-of-the-art
feature representation and clustering methods. Two widely used feature representa-
tions, i.e., the Discrete Wavelet Transform (DWT) and The Discrete Fourier Trans-
form (DFT) are explored. In order to obtain the feature representation with the same
dimension, all the time series are resized to be of length 1024 using linear interpola-
tion.
• DWT: The DWT transforms a time series at various frequency levels, which
is able to capture both frequency and location information in time series. The
DWT has been widely used to characterize time series in multi-resolution. Fol-
lowing [41], the Daubechies wavelet (db2) is used to decompose the time series
into 4 levels. The detail coeﬃcients of all the 4 levels and the approximation
coeﬃcients of the 4th level are concatenated to construct a feature vector.
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Table 6.1: Comparison results on the ECG dataset using diﬀerent representations and
clustering methods.
Methods Accuracy NMI
DWT+k-means 40.26± 2.78 0.455± 0.034
DWT+NCuts 42.16± 1.75 0.487± 0.017
DWT+SC-t 41.78± 1.03 0.500± 0.016
DWT+Nystro¨m-O 42.04± 1.78 0.501± 0.016
DWT+Nystro¨m-N 41.20± 1.26 0.478± 0.018
DFT+k-means 59.06± 7.13 0.673± 0.030
DFT+NCuts 68.12± 4.21 0.672± 0.033
DFT+SC-t 63.42± 5.51 0.677± 0.032
DFT+Nystro¨m-O 61.78± 7.49 0.679± 0.043
DFT+Nystro¨m-N 89.32± 0.17 0.831± 0.001
BoW+H-pLSA 94.44± 4.98 0.968± 0.029
BoW+M-pLSA 96.68± 5.65 0.989± 0.018
• DFT: The Discrete Fourier Transform (DFT) that transforms a time series into
frequency domain is able to eﬀectively deal with time-shift among time series.
The DFT coeﬃcients of a time series are extracted to construct a feature vector
for the time series. The ﬁrst 100, 200, 500 and 1000 coeﬃcients are selected,
respectively. The best results are reported for comparison.
Using the above two representations, the clustering performance of the proposed
H-pLSA and M-pLSA are compared with the classical k-means, the Normalized Cuts
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(NCuts)[98], spectral clustering using t-nearest neighbour similarity matrices (SC-t)
[70] and spectral clustering using Nystro¨m approximation [70][29]:
• k-means: The k-means cluster is a classical clustering method, which is always
used as the baseline for evaluation of clustering performance.
• NCuts [98]: An exponential function w(x) is used on the weighted graph edge
with feature distance d(x). As suggested in [98], the parameter σ is set to be
10% of the maximum of feature distance d(x)
• SC-t [70]: The SC-t clustering method only retains the t nearest points to
reduce computation cost. This experiment varies t from 10 to 200, and uses a
self-tune technique [136] to ﬁnd the optimal σ. The best results are reported
for comparison.
• Nystro¨m [29]: The Nystro¨m clustering method uses a sub-matrix to approxi-
mate the dense similarity matrix in the spectral clustering. This experiment
tests the orthogonal Nystro¨m (Nystro¨m-O) method and the non-orthogonal
Nystro¨m (Nystro¨m-N) method. The parameter σ is varied between 0.1 and 1.
The best result is reported for comparison.
Table 6.1 compares the accuracies and NMIs achieved by H-pLSA and M-pLSA
with the previous representations and clustering methods. In the BoW representation,
the segment length and the dictionary size are ﬁxed to 96 and 600, respectively, for
comparison. As can be seen from the table, both H-pLSA and M-pLSA perform
better than all the other methods. Speciﬁcally, the four clustering methods obtained
only about 42% accuracy and 0.5000 NMI with the DWT representation. Among the
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other methods, the DFT and Nystro¨m-N achieved the highest accuracy and NMI, i.e.,
89.32 and 0.831, respectively, which are still considerably lower than those obtained by
H-pLSA and M-pLSA. H-pLSA and M-pLSA perform better than the other methods
probably because that H-pLSA and M-pLSA, as probabilistic topic models, are able
to naturally model the generative process of local segments in the time series once the
time series are represented as bag-of-words representation. It is also interesting that
the DFT representation generally outperforms the DWT representation with the four
clustering methods. This is probably due to the fact that the DFT is more eﬀective
to deal with time-sift than the DWT.
6.5.5 Robustness to Noise
This experiment is conducted to investigate the robustness of the proposed methods to
noise contamination. Diﬀerent levels of zero mean white Gaussian noise are manually
added to each channel of all the time series in the dataset. The Signal-to-Noise Ratio
(SNR) is varied between 20 dB and 0 dB with a step of 4 dB. Table 6.2 gives the
clustering accuracies and the NMIs achieved by H-pLSA and M-pLSA on the multi-
channel ECG dataset with various noise levels. Based on the experimental evaluation
in Subsection 6.5.2 and Subsection 6.5.3, the segment length and dictionary size are
empirically set to 96 and 600, respectively.
As can be seen from the table, M-pLSA is very robust to the noise contamination.
M-pLSA achieved 96.68% accuracy and 0.989 NMI on the original dataset. When
original time series were contaminated by considerable noise with SNR less than 4
dB, the accuracy and NMI decreased only less than 2% and 0.01, respectively. Even
when the noise contamination becomes very serious (0dB), M-pLSA still obtains 92.70
131
Table 6.2: Clustering accuracies (%) and NMI by H-pLSA and M-pLSA on the ECG dataset
contaminated by various zero-mean white Gaussian noise levels.
SNR M-pLSA H-pLSA
Accuracy NMI Accuracy NMI
no noise 96.68± 5.65 0.989± 0.018 94.44± 4.98 0.968± 0.029
20db 96.06± 5.62 0.985± 0.025 89.64± 7.12 0.947± 0.034
16db 95.88± 5.64 0.982± 0.021 87.76± 7.91 0.942± 0.034
12db 95.06± 5.83 0.984± 0.020 81.78± 5.54 0.898± 0.028
8db 94.70± 6.43 0.980± 0.021 75.24± 3.27 0.815± 0.030
4db 94.64± 6.75 0.978± 0.018 62.80± 4.02 0.723± 0.026
0db 92.70± 5.29 0.975± 0.018 60.74± 3.01 0.633± 0.025
accuracy and 0.975 NMI on the time series, which are only approximate 4% and 0.01
lower than those on the original dataset.
By contrast, The accuracies and NMIs achieved by H-pLSA decrease considerably
when the original time series are contaminated by noise. Even with a very slight
noise contamination (20 dB), the accuracy and NMIs drop to 89.64% and 0.947,
respectively. When the SNR drops to 0 dB, the accuracy and NMI obtained by the
H-pLSA are only 60.74% and 0.633, respectively, which are about 34% and 0.33 lower
than those on the original dataset. H-pLSA is not so robust to noise contamination
as M-pLSA, probably due to the reason that the topics learned in the ﬁrst-layer of
H-pLSA is considerably disturbed by the noise contamination, which leads to the
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inaccurate topics, i.e, categories, learned in the second-layer of H-pLSA.
6.6 Summary and Conclusion
This chapter extended the probabilistic topic models to cluster multichannel time
series. In particular, the Hierarchical pLSA (H-pLSA) and Multi-channel pLSA (M-
pLSA) are proposed to learn the topic distribution in multichannel time series based
on the BoW representation. H-pLSA separately models each channel of the time
series in the ﬁrst-layer pLSA and treats the topics learned in the ﬁrst layer as BoW
representation in the second layer. By contrast, M-pLSA assumes that the local
segments, i.e., words are independent in each channel and directly learns the topic
distribution (categories) from the multi-channel time series.
Experimental results on a multichannel ECG dataset reveal that the performance
of H-pLSA and M-pLSA is very stable with respect to the parameters such as the
segment length and dictionary size. Moreover, both H-pLSA and M-pLSA achieved
signiﬁcant higher accuracy and NMI than the previous state-of-the-art representation
and clustering methods, which demonstrate that H-pLSA and M-pLSA are very ef-
fective for multi-channel time series clustering. This is mainly attributed to the fact
that the topic model is an eﬀective way to model the naturally generative process of
local segments (words) in time series.
Furthermore, experiments on datasets manually contaminated by various levels of
noise demonstrate that M-pLSA is very robust to noise contamination. By contrast,
the performance of H-pLSA are remarkably deteriorated by the noise contamination,
which probably because that the topics learned in the ﬁrst-layer of H-pLSA are con-
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siderably disturbed by the noise contamination.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
Automatic analysis of biomedical time series that can help medical experts to man-
age, inspect and diagnose these biomedical signals is very valuable in various clinical
applications. In this thesis, a Bag-of-Words (BoW) model that was originally devel-
oped for text document analysis has been extended to analyse long-term biomedical
time series, such as EEG and ECG signals. Based on the BoW representation, prob-
abilistic topic models (PCM) are extended to analyse biomedical time series in an
unsupervised manner. The conclusions of this thesis are summarized as follows.
An eﬀective BoW representation was developed to characterize biomedical time
series. In particular, similar to the BoW model in text document domain, the pro-
posed method treats a time series as a text document and extracts local segments
from the time series as words. The biomedical time series is then represented as a
histogram of codewords, each entry of which is the count of a codeword appeared
in the time series. Although the temporal order of the local segments is ignored,
the BoW representation is able to capture high-level structural information because
both local and global structural information are well utilized. The performance of the
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BoW model is validated on three datasets extracted from real EEG and ECG signals,
consisting of long-term biomedical signals for diagnosis of epileptic seizure and iden-
tiﬁcation of patients. It was found that the proposed method is not only insensitive
to parameters of the BoW model (i.e., the local segment length and dictionary size)
but also robust to noise.
Two probabilistic topic models, i.e., pLSA and LDA, were extended to ﬁnd the
underlying structure of the biomedical time series based on the BoW representation.
The clusters or categories of unlabelled time series are automatically discovered by the
probabilistic topic models using the BoW representation in an unsupervised manner.
The proposed method was experimentally validated using two sets of time series
data extracted from a public ECG database through comparison with the baseline k-
means and the Normalized Cuts approaches. Experimental results demonstrate that
the proposed unsupervised method not only outperforms the baseline k-means and
the Normalized Cuts in learning semantic categories of the unlabelled time series, but
also is relatively stable with respect to the system parameters.
In order to further improve the accuracy of biomedical time series clustering,
a new BoW representation was proposed based on non-negative sparse coding to
reduce reconstruction information loss in the BoW representation. In particular,
unlike the BoW representation proposed in Chapter 3 that assigns one single codeword
to a local segment, the non-negative sparse coding assigns multiple codewords to a
local segment with diﬀerent sparse coeﬃcients. A new BoW representation is then
constructed by summing up all the sparse coeﬃcients in the time series. Comparing
to the BoW representation proposed in Chapter 3, this new BoW representation is
able to signiﬁcantly reduce the reconstruction information loss. Experiments on three
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datasets constructed from publicly available EEG and ECG signals demonstrate that
the proposed method achieves higher accuracy than existing state-of-the-art methods,
and is insensitive to model parameters such as length of local segments and dictionary
size.
Since many biomedical time series are recoded in multichannel, the BoW repre-
sentation and the probabilistic topic models were extended to analyse multichannel
biomedical time series in an unsupervised manner. In particular, Hierarchical pLSA
(H-pLSA) and Multi-channel pLSA (M-pLSA) were proposed to discover the underly-
ing topics (categories) in multichannel time series based on the BoW representation.
In the H-pLSA model, each channel of the multichannel time series is separately mod-
elled by a local pLSA. The topics learned by the local pLSA models are then treated as
the BoW representation in the global pLSA. By contrast, the M-pLSA model assumes
that the local segments (words) from each channel are conditionally independent by
the underlying topics and simultaneously models the local segments (words) from the
multiple channels. The underlying topics (categories) are directly discovered by the
M-pLSA model. Experiments on a multichannel ECG dataset reveal that both H-
pLSA and M-pLSA perform better than the previous state-of-the-art representation
and clustering methods, which proves that H-pLSA and M-pLSA are very eﬀective for
multi-channel time series clustering. Furthermore, the performance of H-pLSA and
M-pLSA is very stable with respect to the parameters such as the segment length
and dictionary size. In addition, experiments on datasets manually contaminated by
various levels of noise reveal that M-pLSA is more robust to noise contamination than
H-pLSA. This is probably due to the fact that the topics learned in the ﬁrst-layer of
H-pLSA are considerably disturbed by the noise contamination, which may have a
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considerable inﬂuence on the global topics learned in the second-layer of pLSA.
7.2 Future Work
• Dictionary size. The dictionary size of the BoW representation is pre-deﬁned
and empirically determined in this thesis. A compact dictionary with small size
has a limited discriminative ability, while a dictionary with large size is likely
to introduce noise. How to adaptively set the optimal size of the dictionary to
make the dictionary compact and yet discriminative is still an open question.
Some criteria can be deﬁned to merge entries of the dictionary to construct an
adaptive codebook. For instance, the method in [66] utilizes Maximization of
Mutual Information (MMI) principal to estimate the optimal dictionary size.
Two entries of a codebook are merged by maximizing the mutual information
in an unsupervised way. Creating a dictionary with adaptive size will be inves-
tigated in our future work.
• Number of topics. The number of topics in the probabilistic topic models is pre-
deﬁned as the number of time series categories, which is based on the assumption
that each topic corresponds to a category. However, automatically deciding
the number of underlying topics (categories) is still an open problem for data
clustering. A system that can automatically discover the underlying patterns
of a collection of biomedical time series with no prior knowledge is more useful
in real world applications. Bayesian nonparametric models such as Hierarchical
Dirichlet Processes (HDP) [107] that can automatically determine the number
of clusters in a group of data are an optional choice for time series clustering
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based on the BoW representation.
• Label information. This thesis constructs the dictionary of the BoW representa-
tion based on the k-means clustering or the non-negative sparse coding, which
are unsupervised methods. These unsupervised methods are useful to analyse
biomedical time series whose label information is missing or diﬃcult to obtain.
However, label information of training data is an important information. How
to incorporate the label information of the training data into the BoW repre-
sentation so that the BoW representation is more discriminative and compact
deserves to be investigated. One example is the method in [59], which incorpo-
rates a supervised logistic regression model into the GMMmodel to generate the
dictionary. The supervised logistic regression model makes use of label infor-
mation to modify the parameters of the GMM model. Another similar method
in [28] also makes use of the label information to improve the discriminative
ability of the BoW representation. This new dictionary learning method simul-
taneously maximizes the likelihood of a set of labelled and unlabelled training
data and the purity of the clusters.
• Temporal order of local segments. One limitation of the BoW representation
is that it ignores the temporal order of local segments. One promising way
to make use of this temporal order information is to introduce the temporal
order of local segments into the probabilistic topic models. This is similar to
the spatial topic models [27] [13] in computer vision that introduce the spatial
information of words into the original topic models. Another example that
considers the temporal order information is the structural pLSA model proposed
139
in [137], which introduces the temporal dependence of words into the pLSA
model. How to better utilize the temporal order information of local segments
in the BoW representation and the probabilistic topic models still needs to be
further investigated in the future.
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