Over the last years the prospects of monolithically integrated optical interconnects^[@ref1]^ as well as on-chip sensing systems^[@ref2],[@ref3]^ and quantum optical platforms^[@ref4],[@ref5]^ have triggered the development of Si-based optical components^[@ref6]−[@ref12]^ and sources based on group-IV emitters^[@ref13]−[@ref18]^ or hybrid integration of III--V materials.^[@ref4],[@ref19]−[@ref22]^ Despite the progress of direct epitaxial growth of III--V semiconductors on Si,^[@ref20]−[@ref22]^ group-IV quantum dots (QDs) distinguish themselves as particularly promising candidates for the next generation of sources for Si integrated quantum optical applications. Among their main advantages over III--V-based emitters are their emission in the telecom band as well as the availability of Ge epitaxial processes in standard CMOS production lines suitable for the monolithic integration of Ge QDs with optoelectronic Si chips. Embedding of Ge QDs in a photonic crystal slab (PCS) or resonator (PCR) for emission enhancement in the 1.3--1.5 μm telecommunication range has recently been demonstrated.^[@ref23]−[@ref25]^ For the efficient coupling of QD emission to PCS or PCR modes, the precise position of the dot relative to the two-dimensional mode pattern of the respective photonic crystal (PC) structure is crucial. Nevertheless, most efforts in the group-IV system up to now were based on randomly nucleated Ge QDs without any control of the dot position.^[@ref23]−[@ref25]^ Efficient coupling to PCR modes is particularly important in the case of single-dot emitters for quantum optical applications, where source implementations in the III--V system are commonly based on the fabrication of a dedicated PCR around a singled-out randomly nucleated QD.^[@ref26]^ In contrast to the III--V system, where uniform site-controlled growth of single QDs remains challenging,^[@ref27]−[@ref29]^ a robust technological basis for precise positioning of size-homogeneous Ge QDs on pit-patterned substrates has recently been established.^[@ref30]−[@ref32]^

Very recently, the integration of site-controlled single Ge QDs into H1^[@ref33]^ and L3^[@ref34]^ PCRs has been reported. However, the emission enhancement of a single group-IV QD in a CMOS-compatible PCR has not yet been directly demonstrated, as the emission from such a system was up to now only compared to the intensity emitted by a reference *ensemble* of QDs,^[@ref33]^ or even to an ensemble null-emission in the case of ref ([@ref34]). As a consequence, the expected influence of the precise QD position on the PCR-induced emission enhancement remains experimentally unexplored for the site-controlled Ge QD platform. In this contribution, we unambiguously demonstrate photoluminescence (PL) emission enhancement for single Ge QDs embedded in L3 PCRs. For this purpose, we studied the dependence of the PL intensity on the precise dot position in the cavity, spectrally resolved for a series of resonator modes. The comparison between the PL emission from a single QD positioned at a local electric field maximum of a targeted PCR mode and a dot located at a field node shows an intensity contrast of multiple orders of magnitude. The parallel processing of a series of single-dot cavities with gradually varying dot position allows us to tune the coupling efficiency between the QD and a number of different cavity modes. Therefore, our work not only gives a clear demonstration of enhanced emission from single group-IV QDs in a silicon PCR, it also shows the vast potential of the employed dot positioning approach in terms of parallel processing of large arrays of tailored single-dot cavity emitters for future CMOS-compatible quantum optical platforms.

Results and Discussion {#sec2}
======================

Photonic Crystal Cavity Layout {#sec2.1}
------------------------------

For our work on cavity enhancement of single-dot emission, a large number of PCRs in an L3 geometry^[@ref35]^ were realized on a silicon chip. For a fixed Si slab thickness *h* = 220 nm on top of a 2000 nm buried SiO~2~ layer, the PC periodicity *a* was varied in seven steps between 330 and 420 nm, and each period was implemented with four different hole radii to cover a range of filling factors *r*/*a* from 0.305 to 0.325. Variations of both *a* and *r*/*a* shift the energetic positions of the cavity modes^[@ref36]^ and thus allow for an adjustment of the spectral overlap between the PCR modes and the emission range of the single QD in each cavity (see Figure S3, [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)). In each of the geometrically defined PCR sets the QD position was systematically shifted in nine steps throughout one-half of the L3 cavity along the long cavity axis (*x*-direction). As a reference, one cavity in each series contains only the Ge wetting layer (WL), but no QD.

Sample Fabrication {#sec2.2}
------------------

The arrays of PCRs with embedded single Ge QDs were fabricated on silicon-on-insulator (SOI) substrates in a modified version of our recently developed processing sequence^[@ref33],[@ref37]^ as described in the [Methods](#sec4){ref-type="other"} section as well as in Figure S2 of the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf). Alongside a planarized PCR array chip for optical characterization, a conformally Si-capped but otherwise identical sample was fabricated for imaging purposes. [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}a,b show representative electron micrographs of fabricated L3 cavities, illustrating the overall PCR layout as well as the parallel fabrication of equivalent cavities with varying single-dot positions. [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}c schematically illustrates the detailed three-dimensional structure of a PCR with embedded QD.

![Layout of the single-dot photonic crystal cavities. (a) Scanning electron micrograph of a complete PCR structure with a single Ge QD in the center of the L3 cavity (inset), fabricated in one growth and processing run. The QD array with twice the period of the PC array remains only outside the photonic structure. The inset reveals the modifications of the air hole positions adjacent to the cavity of our adapted high-*Q* design. (b) Representative set of six simultaneously fabricated L3 cavities in which the Ge QD position (marked by an arrow) was varied along the horizontal center line of the cavity. As a reference, one of the cavities was fabricated without a pit for QD nucleation; that is, it contained only the Ge wetting layer (last frame). (c) Schematic view (not to scale) of a single QD positioned in the calculated field energy density maximum of the M2 cavity mode. The structural components of the single-dot emitter system are indicated. Note that the dot position is determined by the pit in the prepatterned substrate, as described in the [Methods](#sec4){ref-type="other"} section. The displayed dot shape was modeled on an atomic force micrograph.](ph-2016-01045m_0001){#fig1}

Optical Characterization {#sec2.3}
------------------------

The emission by single Ge QDs embedded in L3 PCRs was characterized in photoluminescence experiments at a temperature of 10 K as described in the [Methods](#sec4){ref-type="other"} section. The origin of the studied PL from single QDs was ensured by eliminating potential spurious defect PL and was confirmed in meticulous control experiments (see [Methods](#sec4){ref-type="other"} section). By recording a series of spectrally resolved PL characteristics from the different PCRs on our chip, the cavities featuring optimal spectral mode overlap with the embedded QDs were systematically determined (see Figure S3, [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)). For the high-quality (*Q*)-factor modes (M0, M1 with *Q* \> 10 000) and the low-*Q*-mode group (M2--M4, *Q* \< 3000) two optimal PCR sets were identified with *a* = 357 nm and *a* = 378 nm, respectively, and *r*/*a* = 0.31 (simulation results for the PCR modes M0--M4 given in Section I of the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)). Note that due to the prepatterned growth approach, our Ge QDs are very homogeneous with respect to composition profile and size^[@ref38]^ and exhibit a broad time-averaged emission spectrum typical for the material system^[@ref39]^ and the employed pumping intensity. Therefore, the emission spectra of the QDs on our PCR chip are comparable under the given experimental conditions, and the time-averaged spectral width of each dot is large enough to include all cavity modes of the selected high- or low-*Q* group. All of this is in contrast to dots in the III--V system, where achieving efficient coupling between a QD and a PCR mode requires meticulous spectral matching by spectral precharacterization of an individual QD and subsequent fabrication of a dedicated PC cavity. Furthermore, while prepatterned growth of III--V QDs generally degrades the dot performance as compared to random nucleation,^[@ref27]−[@ref29]^ position-controlled Ge dot growth leads to greatly *improved* emission characteristics in terms of spectral dot-to-dot homogeneity while preserving the quantum efficiency.^[@ref38],[@ref40]^ Note that the spectral broadening observed for the single QDs studied here is with high certainty *inhomogeneous* and caused by spectral diffusion^[@ref39],[@ref41]^ (see [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf), Section IV). Therefore, the spectral width does *not* pose a principle obstacle for the use of the dots as quantum optical sources.

[Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}a shows PL spectra acquired for a series of different dot positions in a cavity with *a* = 357 nm and *r*/*a* = 0.31. In the presented spectral region, the single dots emit into two cavity modes identified as the M0 and M1 high-*Q* modes of the PCR, which holds true not only for the representatively shown three dots but for QDs in all of the nine different positions within equivalent cavities on the chip. This observation already clearly indicates a spectral overlap between the PCR modes and the respective QD in all cases and therefore a broad but uniform QD emission across the fabricated chip on the experimental time scale (integration times on the order of seconds) and for high pumping intensity. The broken line represents the emission from an ensemble of arrayed QDs embedded in a chip region without PC structuring, demonstrating that the emission from single QDs in a cavity covers a comparable spectral region with the ensemble emission. Note that the peaks in the cavity spectra shift slightly with the dot position, which is due to a dot-induced change in the effective refractive index of the PCR modes as predicted by the simulations. A change in the PCR parameters allows the shifting of a different set of cavity modes into the time-averaged broad QD emission region, as shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}b for cavities with *a* = 378 nm and *r*/*a* = 0.31. As indicated by the emission spectra, the five QDs embedded at different positions within equivalent cavities (see [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}c) couple to the three low-*Q* modes M2 to M4 with different strength. In the plot, intensities for the two orthogonal in-plane electric field components are shown, demonstrating that M3 is orthogonally polarized to M2 and M4. The polarization characteristics of the M2 and M3 modes are further highlighted in the polar plot of [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}d and are consistent with the well-known polarization states of L3-cavity modes (see Figure S1, [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)). A rough but reliable lower limit estimation of the Purcell factor^[@ref42]^ (*F*~P~) based on the data in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} yields *F*~P~ ≈ 30. Details on this estimation are given in section III of the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf).

![Photoluminescence spectra for a series of single quantum dots at varying positions within the photonic crystal cavity. (a) PL spectra of cavity modes M0 and M1 for the cavity parameters *a* = 357 nm, *r*/*a* = 0.31, and the QD positions indicated in the insets (black: center, red: edge, green: between center and edge); the reference spectrum (broken line) was obtained for an ensemble of ordered QDs from a region outside the PCRs (see [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}a), scaled up by a factor of 5 for better visibility. (b) Modes M2--M4 for the five QD positions 1--5 \[indicated in (c)\] in an L3 cavity of *a* = 378 nm and *r*/*a* = 0.31; two orthogonal polarization components are shown, where the *x*-direction is parallel to the long L3 cavity axis. (d) The orthogonal polarization states of modes M2 and M3 are highlighted in a polar plot. The different PCR periods for (a) and (b) were chosen to align the selected cavity modes to the QD emission band. All experiments were performed at a temperature of 10 K.](ph-2016-01045m_0002){#fig2}

While the data shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} clearly indicate that a series of single QDs placed at different positions in equivalent PCRs couple to the same cavity modes with varying efficiency, it does not intuitively reveal a correlation between the QD position and the coupling strength of the dot with resonator modes. Such a dependence, however, does become evident from the full parameter set of emission data from single QDs at nine varying positions within PCRs of two different layouts: [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} shows the integral PL intensity emitted into PCR modes M0 to M4 for a set of QDs as a function of their *x*-position relative to the cavity center. While nine positions within the PCR are covered by the fabricated chip, the plotted data in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} were mirrored at the cavity center to present a more intuitive picture. Within each panel, the displayed data points (connected red dots) were measured with a constant excitation laser power on cavities with identical geometrical parameters. The shown PL intensities (*I*~PL~) are integrated over the resonance line width and normalized to the maximum value of *I*~PL~ in the respective panel. For the groups of high-*Q* and low-*Q* modes the same geometry parameters were employed as in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}a and b, respectively.

![Position-dependent dot emission intensity for different cavity modes. For a series of single dots, the integrated PL intensities *I*~PL~ are shown by the red dots for PCR modes M0 to M4 in dependence on the dot position within the cavity. The color maps display the electric field energy distribution \|*E*\|^2^(*x*, *y*) within the L3 cavity for each mode up to the edges of the first air holes in both the *x*- and *y*-directions. Line scans through the center of these simulated maps (gray areas in the *I*~PL~ plots) reproduce the experimental position-dependent *I*~PL~ data remarkably well. This clearly demonstrates the strong dependence of the coupling efficiency between single QDs and individual PCR modes on the precise dot position. The upper (lower) row of *I*~PL~ data was recorded on cavities with a PCS period of *a* = 357 nm (378 nm) and *r*/*a* = 0.31 and represents high- (low-) *Q* modes M0 and M1 (M2--M4). Note that the shaded negative half-space of the plot is a mirrored reproduction of the data measured for a series of nine dots. All traces are normalized to their respective maximum. As discussed in the [Methods](#sec4){ref-type="other"} section, we estimate the relative standard deviations Δ*I*~PL~/*I*~PL~ to be 0.2 and 0.17 for M0 and M1, respectively, and as 0.1 for M2--M4.](ph-2016-01045m_0003){#fig3}

As seen in the plot, the recorded emission into a selected cavity mode varies systematically with the emitter position. This spatial dependence becomes obvious when comparing the PL data to the field energy density patterns of the five cavity modes. For that purpose, the color maps in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} present the electric field energy density maps for the L3 cavity modes M0 to M4 gained from our simulations. The gray-shaded areas in the PL plots represent a central line cut through these intensity maps, revealing a good reproduction of the spatial mode intensity profiles by the position-dependent integral PL data. This observation clearly indicates that the emission intensity into the respective cavity modes for each QD dominantly depends on the precise dot position within the resonator and is only secondarily influenced by variations in the dot properties across the fabricated chip. Put differently, the inhomogeneously broadened emission of our Ge QDs relaxes the conditions for spectral matching between QD transitions and PCR modes to a degree, where a series of QDs show virtually equivalent spectral properties. Efficient coupling to a selected mode then only requires *spatial* matching between dot and cavity. And while this holds true only under certain experimental conditions such as long data acquisition times and high pumping intensities, the data in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} serve as an unambiguous demonstration of the influence of the single QD position on the coupling efficiency to a series of cavity modes. This is of course also of relevance for cases in which additional spectral matching is required.

Discussion and Conclusion {#sec3}
=========================

As discussed in the [Methods](#sec4){ref-type="other"} section, the interpretation of our experimental results is based on the solid assumption that the studied cavity--QD system operates in the so-called bad cavity limit.^[@ref43]^ In this limit, the enhancement of the spontaneous emission rate of a single QD in an optical cavity is commonly quantified by the Purcell factor, *F*~P~,^[@ref42],[@ref44]^ which is defined as the ratio between the radiative free-decay lifetime (τ~free~) and the respective cavity decay time (τ~c~). In a generalized form *F*~P~ depends on both the spatial and the spectral overlap between cavity and emitter according to^[@ref45]^The first term on the right-hand side is the maximum Purcell factor *F*~P~^max^ = 3*Q*(λ~c~/*n*)^3^/(4π^2^*V*~eff~) with the cavity quality factor *Q*, the resonance wavelength λ~c~/*n* in a cavity medium with an index of refraction *n*, and the effective mode volume *V*~eff~. The second term defines the spectral overlap of a dipole emitter of frequency ω~e~ with cavity mode ω~c~, where κ = *Q*/ω~c~. The third term gives the spatial overlap expressed in terms of the modal electric field strength **E**(**r**~e~) at the emitter position **r**~e~ and the mode's maximum modulus of the electric field *E*~max~. The fourth term contains the polarization unit vectors of emitter and cavity.

The experimental method presented in the previous section is based on a comparison of the measured PL emission intensity *I*~PL~ for a series of QDs placed at different cavity positions. Now, in the bad-cavity regime *I*~PL~ scales with *F*~P~. Therefore, relating the spectrally resolved *I*~PL~ of a series of QDs in a cavity is equivalent to a comparison of the related *F*~P~ values. A *linear* dependence between *I*~PL~ and *F*~P~ is given only if the overall relaxation time of the excited dot system is not significantly influenced by the enhanced radiative process. *I*~PL~ is generally proportional to the quantum efficiency η = τ~nr~/(τ~nr~ + τ~c~), where τ~nr~ is the nonradiative relaxation time, and therefore saturates in the case of very fast radiative processes. [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} compares the spectrally resolved *I*~PL~ of single QDs placed in varying cavity positions by displaying the measured data as a function of the dot position. The dot PL data reproduce the electric field energy profiles of the respective simulated PCR modes remarkably well, where the latter are equivalent to \|**E**(**r~e~**)\|^2^/\|*E*~max~\|^2^. Therefore, *I*~PL~ is in good approximation proportional to \|**E**(**r~e~**)\|^2^/\|*E*~max~\|^2^ for the studied single-dot system under our experimental conditions.

Two conclusions can be drawn from this experimental observation: First, the overall carrier relaxation times of the studied QDs are comparable, and *no* prominent saturation effects of *I*~PL~ due to dominating radiative relaxation processes are observed. Note that the latter would only influence the detailed profile shape of the position-dependent PL intensity, but would not change the position of minima and maxima. Put differently, time-resolved PL experiments are *not* sensitive to the Purcell enhancement of the radiative relaxation rates for our QDs. Second, the spectral overlap term κ^2^/\[4(ω~e~ − ω~c~)^2^ + κ^2^\] in [eq [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"} does not significantly influence the measured *I*~PL~ either, indicating that the studied quantum dots feature a broad and virtually identical free emission spectrum on the experimental time scale. While the origin of the broad single dot emission spectra has not yet been unambiguously identified, strong indication that the radiative transition is *inhomogeneously* broadened already for a single quantum dot is found in the literature,^[@ref39],[@ref41]^ as briefly reviewed in Section IV of the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf). The main discrepancies between experimental data and simulations occur for modes that have their energy density maximum at the very edges of the cavity, in particular modes M1 and M3. The edge position is in fact a critical location for a QD, as can be seen in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}b. Because of its finite size, parts of the QD are removed by air-hole etching. Such a damaged QD with one flank terminated by the nonpassivated surface of the air hole cannot be assumed to behave in the same way as an emitter further inside the cavity that is fully embedded in the Si matrix. Another source of deviations between the experimental map and the simulation is the slight misalignment of the dots in the *y*-direction as shown in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}b for the uncapped reference structures, which particularly affects the mapping of the M0 edge peak. On the basis of the simulated M0 mode pattern, we estimate an uncertainty of ±0.1 for the normalized *I*~PL~ due to this effect. The demonstrated one-dimensional mapping of *F*~P~ relates to mapping of the optical local density of states as performed in a recently published effort^[@ref46]^ employing fluorophore-tagged DNA origami.

[Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} unambiguously demonstrates that our fabrication approach allows positioning of a single Ge QD in the *absolute* field maximum of a selected cavity mode and clearly shows that dot placement with an accuracy of at least *a*/4 ≈ 90 nm is crucial for achieving efficient coupling to L3 cavity modes in a PC with periodicity *a*. Already for the relatively large Ge QDs employed in our studies, the emission intensity of the dot increases by at least 1 order of magnitude when shifting the dot position from a field minimum of a mode into its maximum. Our deterministic positioning approach therefore enables spatial matching between a single QD and a selected PC cavity mode. Furthermore, in the case of the diffusively broadened time-averaged emission spectra of the Ge QDs, the precise dot position can be utilized for spatial mode *selection*. This is clearly demonstrated in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}b, where a central position within the cavity supports coupling to modes M2, M3, and M4, while the dot emission can be channeled into mode M3 by shifting the dot into the resonator edge position. The future realization of monolithically integrated group-IV single-photon sources will most likely require a reduction of the temporal fluctuation broadening of the dot transition by stabilizing the charge carrier environment around the dot. The related more stringent requirements for spectral matching between dots and PCR can be addressed in our approach by the fabrication of large cavity arrays. The presented positioning method is therefore a versatile and powerful approach for maximizing the coupling efficiency between single Ge QDs and PCRs, supporting the reliable parallel processing of vast arrays of single-dot emitters for future group-IV single-photon sources.

To summarize, the efficient coupling to optical resonators is key for the realization of telecommunication wavelength sources for monolithically integrated conventional or quantum optical platforms based on group-IV QDs. The actual emission enhancement achieved is crucially dependent on the precise position of the QD emitter within the PC slab or cavity. Our work demonstrates a CMOS-compatible, scalable, and parallel approach for precise and reliable placement of Ge QDs in PCRs. Moreover, the dot-positioning approach based on Ge QD growth on prepatterned substrates preserves and in terms of spectral homogeneity even improves the dot emission performance, in strong contrast to comparable techniques in the III--V system. The presented PL data recorded on a chip carrying a large number of single-dot PCRs clearly show the crucial influence of the dot position on the coupling efficiency to L3 cavity modes. The experimental results confirm that our approach allows dot placement at the absolute field energy density maximum of a selected mode. An extensive set of PL spectra demonstrates an increase in Purcell enhancement of single-dot emission by more than an order of magnitude through optimizing the dot position. As further shown by our results, a specific mode can be selected by spatial matching between the dot and the cavity mode pattern. Our approach for achieving optimized coupling of telecom QD emitters to PC cavities therefore paves the way toward Si-based single-photon sources for monolithically integrated quantum optical and data transfer systems.

Methods {#sec4}
=======

Cavity Design {#sec4.1}
-------------

L3 PCRs are commonly employed for QD emitters in the III--V system, as they support high-*Q*-factor designs with low mode volumes. The geometry is particularly well suited for the presented study on position-dependent QD emission, as the PC modes are tightly confined to a silicon slab volume free of PC air holes, giving ample space for position-varied QD embedding in the silicon bulk material. The general layout of the L3 PCRs for our experiments is loosely based on the design in ref ([@ref47]). We adapted the geometry parameters of the reference design to our experimental constraints, in particular the slab thickness *h*, which is mainly defined by the epilayer thickness, and the air-hole radius *r*, which needs to exceed the maximum QD radius in our technology approach (see next section). Therefore, we set *r* ≥ 75 nm and *h* = 220 nm as input parameters of finite-difference time-domain (FDTD) simulations in the open source implementation MEEP.^[@ref48]^ The single Ge QD in the cavity was approximated by a cylinder of radius *r* = 75 nm, a height *z* between 20 and 50 nm, and a dielectric constant of ε = 13.56. The chosen ε value corresponds to the average Ge concentration of ∼37% in a typical, site-controlled Ge QD deposited at 700 °C.^[@ref49],[@ref50]^ The simulated Ge QD was located at systematically varying positions along the centerline connecting the three missing air holes that define the L3 cavity (*x*-direction). In addition, a small indentation on the slab surface directly above the QD was taken into account, which remains even after high-temperature Si capping (see next section) as a residue of the initially etched pit for QD nucleation.^[@ref51]^ The FDTD results revealed that the small amount of higher index material in the QD leads to a slight shift of the cavity modes to higher wavelengths, whereas missing material (ε = 1) above the QD causes shifts in the opposite direction. Moreover, the respective shifts depend on the location of the QD in the cavity. On the basis of MEEP simulations, systematic changes in the far-field emission profile due to the varying dot position are estimated to influence the experimental collection efficiency of any mode by less than 3%. Figure S1 of the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf) shows the electric field intensity profiles for cavity modes M0 to M4 relative to the PC structure, while [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} compares the spatial mode profile within the L3 cavity to the experimental dot PL data. For the investigated sets of geometry parameters the simulations predict a group of modes with high *Q*-factors of 42 000 and 15 000 (modes M0 and M1, respectively), alongside a group of low-*Q* modes (M2--M4) with values below 3000. Plots of the simulated PCR modes are shown in Figure S1 of the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf). On the basis of the simulated mode patterns, we designed mask layouts containing 280 complete PCRs.

Sample Processing {#sec4.2}
-----------------

The arrays of PCRs with embedded single Ge QDs were fabricated on custom-made SOI substrates with a 2000 nm thick buried oxide layer (BOX) on which the manufacturer SOITEC performed an additional thinning/rebonding/annealing process sequence.^[@ref52]^ In this way, potential remnants of the hydrogen implantation for the smart-cut process^[@ref52]^ were removed in a similar way as reported in ref ([@ref23]). This substrate preparation process eliminates any potential contributions of optically active defects to the sample PL, which have been recently observed for industrial SOI substrates in the same wavelength range as SiGe QD transitions (1.3--1.6 μm) even at room temperature.^[@ref23],[@ref53]^ Moreover, the additional thinning process led to a device layer thickness of just 70 nm, which allowed us to vertically center the Ge QDs in the designed slab thickness of 220 nm.

In the first processing step (Figure S2a, [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)), alignment marks are etched deep into the BOX of the custom SOI substrate. They are defined by electron beam lithography (EBL) in a Raith eLine Plus facility equipped with a laser stage that allows for an alignment precision in the 10 nm range. Anisotropic etching into the BOX is performed at cryogenic temperatures in an inductively coupled (ICP) Oxford 100 reactive ion etcher (RIE) employing an SF~6~/O~2~ process.^[@ref37]^

In the second step (Figure S2b, [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)), a set of pits for the preferential nucleation of QDs^[@ref30],[@ref32],[@ref54]^ is fabricated by EBL and a shallow (35 ± 5 nm deep) ICP-RIE process. Complete arrays of pits with twice the periodicity of the air-hole patterns for the PCRs are realized in this lithography level. Only the one pit that defines the QD position in each of the subsequently processed cavities is slightly moved out of registry in a series of 10 adjacent PCR structures. In this way, the cavity QD is shifted systematically between the center and the terminating air hole at one edge of the L3 cavity ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}b). The alignment marks are used for positioning of the pit-pattern mask, thus defining a reference frame that will be employed again for the later PCR fabrication step. Writing complete pit arrays with comparably small periods is essential for tight size control and perfect ordering of the QDs.^[@ref32]^

In the third processing step (Figure S2c [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)) the epitaxial layers are deposited. The samples are prepared for epitaxy by resist removal in organic solvents and an oxygen-plasma followed by an RCA cleaning procedure.^[@ref55]^ A final treatment in 1% hydrofluoric acid (HF) removes the natural oxide and provides a hydrogen-terminated surface that stabilizes the pit pattern during subsequent heat treatments.^[@ref56]^ The templates are then immediately transferred into the load-lock chamber of a Riber SIVA 45 molecular beam epitaxy system and subsequently degassed in the ultra-high-vacuum environment of the growth chamber at 750 °C for 45 min. The epitaxial layer sequence consists of a 40 nm thick Si buffer, 0.66 nm of Ge, and a 110 nm thick Si cap. During buffer growth the substrate temperature is ramped from 450 °C to 550 °C and is then kept constant at 700 °C for Ge deposition. Ge growth leads to an approximately three monolayer thick, Ge-rich WL that covers the entire sample^[@ref57]^ and arrays of perfectly ordered, dome-shaped Ge QDs, which nucleate at the centers of the predefined pits^[@ref32]^ ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}a). On average, these QDs are 15 nm high and have a base diameter of 125 nm. Note that these geometrical dimensions are much larger than those of the confinement volume for electrons and holes. In ref ([@ref41]) it is shown that the ground-state electrons are confined to the Si capping layer region with ∼20 nm lateral and ∼8 nm vertical diameter in close vicinity to the QD apex due to the strain field generated by the QD. Holes in the ground state are confined to the interior of the QD and are also localized close to the apex due to the interplay between Ge concentration gradient and stain field. The localization region for the holes extends laterally ∼30 nm and vertically ∼10 nm.

Two versions of the Si capping layer were grown on a pair of samples with otherwise identical growth and layout parameters. For the first one, the substrate temperature was ramped from 350 °C to 450 °C to achieve conformal covering of the Ge QDs.^[@ref58]^ The second cap version commenced again at 350 °C to preserve the QD shape, but was then ramped to 700 °C to partly planarize the epilayer surface.^[@ref51]^ The conformally capped samples were mainly used for visualizing the QD positions by SEM ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). These samples allowed us to validate an overall alignment precision of about 40 nm for the complete process. The partly planarized samples were used for optical characterization because their more homogeneous slab thickness leads to better defined cavities.

In the last processing step (Figure S2d, [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)) the initially defined alignment marks are exploited again to align the air-hole mask of the PCRs in such a way that the QDs become centered in the air holes. In this way, all QDs are removed during air-hole etching except the one remaining in the cavity. The air holes are ICP-RIE etched with perpendicular sidewalls down to the BOX in an SF~6~/O~2~ cryoprocess. In a last step, the BOX beneath the PCR structures is selectively removed with 40% HF to achieve free-standing PCR slabs.

We want to emphasize that EBL is not essential to our approach and that the required position accuracy is routinely achieved in CMOS processes on an industrial scale.^[@ref59]^ The technological approach of this work is therefore CMOS compatible.

Cavity Characterization {#sec4.3}
-----------------------

The *Q* values of the fabricated cavities were determined by resonant laser scattering experiments, as described in ref ([@ref60]). On a Ge-free reference sample, we found *Q* = 40 000 for mode M0, in excellent agreement with the simulation value for this mode. With the Ge epilayer added, the *Q*-factor of this mode decreased to 8200. The resonant absorption by Ge QDs embedded in SOI PCRs is not expected to significantly affect the *Q*-factor,^[@ref61]^ and the influence of other absorption loss channels (e.g., free carrier absorption) can be excluded in the employed laser scattering characterization scheme as well. A possible cause for the observed *Q*-factor degradation is the enhanced roughness of the air-hole surfaces introduced by the different etching rates for Si and Ge in the utilized RIE process. In addition to degrading the *Q*-factors according to *Q*^−1^ = *Q*~ideal~^−1^ + *Q*~scatter~^−1^, this roughness also induces statistical uncertainty to them. Here *Q*~ideal~ denotes the *Q*-factor obtained from simulations, and *Q*~scatter~ corresponds to the cavity photon loss rates due to roughness scattering. For our PCR fabrications process, we estimate the statistical standard deviation Δ(*Q*~scatter~^−1^) ≈ 6 × 10^−5^ from the evaluation of the *Q*-factors measured in PL experiments. Using Δ*Q*/*Q* = *Q*Δ(*Q*^−1^) = *Q*Δ(*Q*~scatter~^−1^), we get 0.2 and 0.17 for the relative, roughness-induced *Q*-factor standard deviations for modes M0 and M1, respectively. In agreement with recently published work^[@ref61]^ for a similar experimental situation, these values describe also the relative standard deviations Δ*I*~PL~/*I*~PL~ for the profiles shown in the upper panels of [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}. For modes M2 to M4, the roughness-induced *Q*-factor uncertainties are smaller than uncertainties in *I*~PL~ due to QD positioning accuracy and varying experimental conditions, which result in Δ*I*~PL~/*I*~PL~ = 0.1 for the lower panels of [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}.

For PCRs containing a Ge layer, the largest *Q*-factor observed in our resonant scattering experiments is *Q* = 8200. This value corresponds to a cavity photon emission rate τ~ph~ = *Q*λ~res~/(2π*c*) ≈ 6 ps, where *c* denotes the vacuum speed of light and λ~res~ ≈ 1340 nm the resonance wavelength of the PCR. As the exciton dephasing time of the studied QDs is expected to be orders of magnitude higher than 6 ps (preliminary data suggests nonradiative exciton lifetimes of tens of ns), the QD--cavity system operates with high certainty in the bad-cavity limit.

Photoluminescence Characterization {#sec4.4}
----------------------------------

Photoluminescence measurements were performed with a confocal micro-PL setup^[@ref37],[@ref54]^ consisting of an excitation diode laser operated at 442 nm and a microscope objective with a numerical aperture of NA = 0.7. The latter is used both for laser focusing and for collecting the PL signal from the sample. The detection spot on the sample with a diameter of ∼3 μm is centered at the selected L3 cavity. At the used excitation wavelength the absorption coefficient of Si is large enough to allow efficient electron--hole excitation in the 220 nm thick Si slab enclosing the Ge QDs. For polarization-dependent measurements a λ/2 plate and a linear polarizer are used to record spectra in 5° rotation steps of the former. The signal is collected perpendicular to the sample surface with an acceptance cone covering a solid angle of 0.15 × 4π sr. The sample is mounted in a cryostat and maintained at a temperature of 10 K. The signal is dispersed in a grating spectrometer and recorded with a liquid-nitrogen-cooled InGaAs line detector. To enhance spectral overlap between the cavity modes and QD emission, a rather high laser excitation power of 750 μW was chosen, which has been shown to cause significant spectral broadening of the time-averaged emission spectrum of single Ge QDs.^[@ref39]^

Control Experiments {#sec4.5}
-------------------

As discussed in the [Sample Processing](#sec4.2){ref-type="other"} section, the use of custom-made SOI substrates for our prepatterned growth approach ensured the absence of optically active defects. To confirm the efficient removal of these defects and allow the unambiguous identification of the observed PL intensity as single-dot emission, we performed photoluminescence experiments on both the bare SOI substrates and processed reference samples. The latter underwent all described fabrication steps for L3 cavities with the exception of Ge epilayer growth. Thus, the reference cavities contained all defects that were either caused by SOI substrate fabrication or induced by our subsequent PCR processing sequence. For the reference PCR only negligible indications of defect PL in the spectral range of the Ge QDs were observed, which were ∼500 times smaller than the QD-related signals (see Figure S3d, [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf)). Therefore, the PL emission of the PCR structures studied in our work clearly originates from single Ge QDs.

It has to be mentioned that previous work on single Ge QDs in an L3 PCR reported in ref ([@ref34]) did not include control experiments to exclude spurious PL from optically active defects, which has been frequently observed in industrial silicon-on-insulator substrates.^[@ref14],[@ref23],[@ref53],[@ref62]^ Furthermore, no substrate preparation steps targeting the removal of such defects are mentioned in ref ([@ref34]). There, the PCR sample is compared to a large reference ensemble of QDs, which does not show any emission, not even at 7 K. In stark contrast, their observed PCR emission persists up to 300 K, which is highly surprising in light of the expected low confinement energies of electrons in Ge QDs^[@ref38],[@ref63]^ and hints at spurious contributions from defect PL originating from the SOI substrates.^[@ref23],[@ref53]^

The Supporting Information is available free of charge on the [ACS Publications website](http://pubs.acs.org) at DOI: [10.1021/acsphotonics.6b01045](http://pubs.acs.org/doi/abs/10.1021/acsphotonics.6b01045).Simulation of photonic crystal cavity modes; fabrication process; additional photoluminescence data and control experiments; discussion on the origin of broad Ge single-dot spectra ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acsphotonics.6b01045/suppl_file/ph6b01045_si_001.pdf))
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