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RANK 2 ARITHMETICALLY COHEN-MACAULAY
BUNDLES ON A NONSINGULAR CUBIC SURFACE
DANIELE FAENZI
Abstract. Rank 2 indecomposable arithmetically Cohen-Macaulay
bundles E on a nonsingular cubic surface X in P3 are classified, by
means of the possible forms taken by the minimal graded free resolution
of E over P3. The admissible values of the Chern classes of E are listed
and the vanishing locus of a general section of E is studied.
Properties of E such as slope (semi) stability and simplicity are in-
vestigated; the number of relevant families is computed together with
their dimension.
1. Introduction
Given a smooth projective variety Y of dimension n, equipped with a very
ample line bundle OY (1), a vector bundle E on Y is called arithmetically
Cohen-Macaulay (aCM) if all its intermediate cohomology modules vanish,
i.e. if Hp(Y,E (t)) = 0 for p 6= 0, n and for all t ∈ Z.
The set of aCM bundles on projective varieties has been studied in a large
number of papers. The splitting criterion of Horrocks, cfr. [Hor64], asserts
if Y is a projective space, then E splits as a sum of line bundles. Kno¨rrer
in [Kno¨87] proved that if Y is a smooth quadric, then E is a direct sum of
line bundles and twisted spinor bundles. The connection of these splitting
criteria with the structure of the derived category has been explored in
[AO91]. The link with liaison theory should also be mentioned, cfr. the
papers [CH04], [CDH05].
If there exists on Y a finite set of isomorphism classes of aCM indecompos-
able bundles (up to twist by OY (t)) then Y is called of finite Cohen-Macaulay
type. It turns out that these varieties are completely classified, cfr. [EH88]
and reference therein.
The question was then posed of studying families of aCM bundles, at
least those of low rank (say rank 2), on varieties which are not of finite
Cohen-Macaulay type. The majority of results in this direction starts from
the assumption that Pic(Y ) ≃ Z. For instance, the case of prime Fano
threefolds has been analyzed in [AC00], [Mad02], [Fae05], [AF04]; see also
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[AG99], for the case of G(P1,P4). In a similar spirit, general hypersurfaces
of dimension n ≥ 3 have been studied in [CM04], [CM05], [KRR05].
As it results from [AC00], the general cubic threefold Y admits three
families of indecomposable aCM rank 2 bundles, corresponding respectively
to a line, a conic, an elliptic quintic in Y . Cutting with a hyperplane gives
3 families of aCM bundles on a cubic surface X. But are these the only
families? What is their dimension? Do at least the Chern classes of an
arbitrary indecomposable rank 2 aCM bundle E lift to P3? The aim of this
paper is to classify completely these bundles, whereby answering to many
questions of this sort. The problem gets more intricate due to the rich
structure of Pic(X). We find 12 types of bundles, i.e. 9 more than the ones
mentioned above. For every single type we study the relevant families in
terms of moduli spaces. A brief summary of our results is the following:
Theorem. If E is a rank 2 indecomposable arithmetically Cohen-Macaulay
bundle on a nonsingular cubic surface X, then E is one of the following 12
types:
(1.1)
Minimal Free Resolution Chern Families
Ref. Gen(E ) Syz(E )
(A.1) O6 O(−1)6
(A.2) O6 O(−1)6
(A.3) O6 O(−1)6
(B.1) O5 O(−1)4 ⊕ O(−2)
(B.2) O5 O(−1)4 ⊕ O(−2)
(C.1) O ⊕ O(−1)4 O(−2)5
(C.2) O ⊕ O(−1)4 O(−2)5
(D) O4 O(−1)2 ⊕ O(−2)2
(E) O3 ⊕ O(−1) O(−1) ⊕ O(−2)3
(F) O2 ⊕ O(−1)2 O(−2)4
(G) O ⊕ O(−1)3 O(−2)3 ⊕ O(−3)
(H) O3 O(−2)3
c1 c2
2H 5
H + T 4
H + C + L 3
H + C 3
H + L1 + L2 2
H − C 1
H − L1 − L2 0
H + L 2
H 2
C 1
0 1
T 1
num dim stab
1 5 ss− st
72 3 ss− st
270 1 ss− st
27 2 u− st
216 0 st
27 2 u− st
216 0 st
27 1 ss− st
1 2 u− st
27 1 ss− st
1 2 u− ss
72 0 st
Here Gen(E ) (resp. Syz(E )) describes the set of generators (resp. syzy-
gies) in the minimal graded free resolution of (the extension by zero to P3
of) E . Chern outlines the Chern classes of E , where L, Li, C, T are divisor
classes corresponding respectively to lines, conics, twisted cubics contained
in X. Num., dim., indicate the number respectively the dimension of each
family. The column stab. tells whether we can find an unstable (u), strictly
semistable (ss), and a stable (st) bundle E with the prescribed invariants.
We will see that unstable bundles correspond to a finite number of instances.
The paper is organized as follows. In the next section we set up some
background. In section 3, we start by classifying aCM line bundles on X. In
sections 4 and 5 we analyze the form of the minimal graded free resolution
of the aCM vector bundle E and its Chern classes.
Of course, if the bundle E is an extension of two aCM line bundles, it
must be comprehended by our analysis. We will focus on this in section 6,
where we prove that all cases of table (1.1) contain indecomposable extension
bundles, also called layered sheaves, cfr. [CDH05].
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However not all of the aCM bundles are extensions: we will clarify this
in sections 7 and 8, where we study the moduli spaces and the number of
distinct families of aCM bundles of rank 2.
The material we need concerning the nonsingular cubic surface is con-
tained in [Har77], [GH78], [Seg42], [Man72]. For the reader’s convenience,
we recall in the Appendix some basic facts about the combinatorics of divi-
sors classes on smooth cubic surfaces.
Acknowledgments. I would like to thank R. Hartshorne, whom I met
in Torino at the conference Syzygy 2005 in honor of P. Valabrega, for
many valuable remarks, and for pointing out to me the interesting papers
[BEPP05] and [EP03], where similar questions are investigated. Also I would
like to thank G. Ottaviani for many inspiring ideas and for his constant sup-
port.
2. Generalities
The material contained in this section is well-known. We will work on a
projective variety Y over the field C of complex numbers, equipped with a
very ample line bundle OY (1), associated to the hyperplane class H. For
any t ∈ Z, the line bundle OY (1)
⊗ t will be denoted indifferently by OX(t)
or OX(tH).
Given a subvariety Z of a smooth variety Y , we denote the ideal sheaf
(resp. the normal sheaf) of Z in Y by JZ,Y (resp. by NZ,Y ). We will drop
the subscript Y whenever possible. Given a positive integer m, we denote
the Quot-scheme parameterizing subscheme Z ⊂ Y of lengthm by Hilbm(Y )
(see [HL97, pag. 41]).
Given a line bundle L , we write |L | for the linear system of sections of
L , L (D) for a twist of the line bundle L by the divisor D. If F1, F2
are coherent sheaves on Y , we will write hp(F1), ext
p(F1,F2), etc. for the
dimension over C of the vector spaces Hp(Y,F1), Ext
p(Y ;F1,F2). Accord-
ing to Chiantini and Madonna, cfr. [CM00], we will say that a torsionfree
sheaf F on Y is normalized (with respect to OY (1)) if h
0(Y,F (−t)) = 0 for
t > 0, but h0(Y,F ) 6= 0.
From now on, X will denote a smooth cubic surface in P3, defined by a
cubic form F , over the field C. The very ample line bundle OX(1) will be the
restriction of OP3(1), and we will consider slope (semi) stability of sheaves
on X with respect to the hyperplane polarization H. The Chern classes of
a sheaf over X will be considered as elements of H∗(X,Z). In particular c1
will belong to H2(X,Z) ∼= Z7, an abelian group equipped with an action of
the Weil group W(E6) (cfr. the Appendix), while c2 will be indicated by an
integer.
We will denote the moduli space of rank r slope-stable (resp. semistable)
vector bundles E on X with c1(E ) = c1, c2(E ) = 2 by M
s(r; c1, c2) (resp. by
Ms s(r; c1, c2)). We refer the reader to [HL97, Chapter 8.2] for the construc-
tion of this space.
4 DANIELE FAENZI
A sheaf F on X is simple (resp. rigid, unobstructed) if Hom(F ,F ) = C,
(resp. Ext1(F ,F ) = 0, Ext2(F ,F ) = 0). Notice that a simple bundle is
indecomposable. Irreducibility of moduli spaces on Del Pezzo surfaces has
been analyzed by Gomez in [Gom97]. A sheaf F is called a split bundle if
it decomposes as a direct sum of line bundles.
Definition 2.1. A vector bundle E on X is aCM (i.e. arithmetically Cohen-
Macaulay) if it has no intermediate cohomology, i.e. if:
(2.1) H1(X,E (t)) = 0 for all t ∈ Z
Of course this is an open condition. So we denote the open subset of (a
union of components of) the moduli space of stable (resp. semistable) vector
bundles E on X of rank r with c1(E ) = c1, c2(E ) = c2 consisting of aCM
sheaves by MCMsX(r; c1, c2) (resp. by MCM
s s
X(r; c1, c2)).
We will consider also the moduli space FMs(r; c1, c2) of framed stable
sheaves i.e. pairs [E , s] where [E ] is the class of a sheaf in Ms(r; c1, c2)
and [s] is an element of P(H0(E )). If H0(E ) 6= 0, we have a rational map
η : FMs(r; c1, c2) → M
s(r; c1, c2), dominating any irreducible component
containing [E ], with η−1([E ]) = P(H0(E )). Depending on the purpose, we
will consider semistable, stable, aCM framed sheaves, with obvious notation.
2.1. Bundles on hypersurfaces. The following theorem is well known,
and a proof can be found in [Bea00]. If ε ∈ {−1, 1}, we say that a matrix f
is ε-symmetric if f⊤ = ε f . Correspondingly we have a notion of ε-symmetric
duality on a vector bundle F , namely an isomorphism κ : F → F ∗(t) such
that κ⊤ = ε κ.
Theorem 2.2. Let Y = V(FY ) be a smooth hypersurface of degree d in P
n
and let F be an aCM rank r vector bundle on Y . Then the minimal graded
free resolution of the sheaf F , extended by zero to Pn, takes the form:
0→ Syz(F )
f(F )
−−−→ Gen(F )
p(F )
−−−→ F → 0
with Gen(F ) =
s⊕
i=1
OPn(bi), Syz(F ) =
s⊕
j=1
OPn(aj) and det(f(F )) = F
r.
Moreover, suppose that there exists an ε-symmetric duality κ : F ⊗F →
OY (d+ t). Then we have a natural isomorphism Syz(F ) ≃ Gen(F )
∗(t), and
f(F ) = ε f(F )⊤.
We will order the integers ai’s and bj’s so that a1 ≥ · · · ≥ as, b1 ≥ · · · ≥
bs. The (i, j)-th entry of the matrix f(F ) has degree bj − ai, and we will
sometimes write f(F ) as a matrix (αi,j) of integers αi,j = bj − ai.
Remark 2.3. Let Y ⊂ Pn be as above, let deg(Y ) = d, and let L (resp.
F ) be a line bundle (resp. a rank 2 vector bundle) on Y . Then Theorem
2.2 implies:
(1) The matrix f(L ) is symmetric iff ∃ t ∈ Z with L ⊗ 2 ≃ OY (t);
(2) The matrix f(F ) is skew-symmetric iff ∃ t ∈ Z with ∧2(F ) ≃ OY (t);
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(3) If rk(Gen(F )) = s, then any minor if order (s− 1) of f(F ) vanishes
on Y (i.e. any such minor is divided by F ).
Moreover, by a result of Eisenbud (cfr. [Eis80]), if f : G1 → G0 is a
presentation matrix over Pn for the vector bundle F on Y (i.e. coker(f) ≃
F ), then there exists an infinite 2-periodic exact sequence (perhaps non
minimal) of the form:
(2.2) · · · → G3⊗OY
f|Y
−−→ G2⊗OY
g|Y
−−→ G1⊗OY
f|Y
−−→ G0⊗OY → F → 0
with G2 k = G0(−k d), G2k+1 = G1(−k d), and where the map g : G2 → G1
is a resolution matrix over Pn for ker(f|Y ), which is an aCM vector bundle
on Y of rank rk(G0) − rk(F ). Therefore g gives a resolution of the syzygy
bundle ker(f(E )|Y ). Notice that a resolution is necessarily minimal if there
is no constant morphism (i.e. no map of degree 0) between any summands
of Syz(E ) and Gen(E ).
One should also notice a converse to Theorem 2.2, namely given a square
matrix f on Pn between split bundles of rank s, with det(f) = F r, if:
(1) all minors of order s− r + 1 of f vanish on V(F ),
(2) at any point there is a nonzero minor of order s− r of f,
then coker(f) is a rank r aCM bundle on V(F ).
2.2. Codimension 2 subschemes. The Serre correspondence relates rank
2 vector bundles on X to subschemes Z ⊂ X of codimension 2.
For the proof of the following theorem we refer to [HL97, Theorem 5.1.1].
Theorem 2.4. Let Z ⊂ X be a locally complete intersection subscheme of
codimension 2 in X, and let L be a line bundle on X. Then the following
are equivalent:
i) There exist a vector bundle E with ∧2E ≃ L and an extension:
(2.3) 0→ L ∗ → E ∗ → JZ → 0
ii) The pair (L ⊗ωX , Z) has the Cayley-Bacharach property i.e. for any
s ∈ H0(L ⊗ωX), and for any Z
′ ⊂ Z with len(Z ′) = len(Z) − 1, we
have s|Z = 0⇔ s|Z′ = 0.
Notice that dualizing (2.3) we obtain the exact sequence:
(2.4) 0→ OX
s
−→ E → JZ ⊗ det(E )→ 0
We will make use of the following Remark. The proof of the statements
regarding Hilbm(X) can be found e.g. in [HL97, pag. 104].
Remark 2.5. The vector bundle E ∗ of the previous theorem provides an
extension class which is an element of Ext1(JZ ,L
∗). By Serre duality we
have:
(2.5) Ext1(JZ ,L
∗)∗ ≃ H1(JZ ⊗L ⊗ωX)
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Set ℓ = len(Z). Whenever Ext1(JZ ,L
∗) ≃ C, we associate to Z ⊂ X
a unique pair (EZ , sZ), where EZ fits in the extension (2.3), sZ ∈ H
0(EZ)
and Z = {sZ = 0}. If EZ is stable, this defines a map locally around
[Z] ∈ Hilbℓ(X):
ζ : Hilbℓ(X) 99K FM
s(2; c1(L
∗), ℓ)
We also have a rational map defined around the point [EZ , sZ ], namely
we associate to a section its zero locus:
ξ : FMs(2; c1(L
∗), ℓ) 99K Hilbℓ(X)
The map ξ is dominant if and only if the pair (EZ , sZ) is defined for a
general subscheme Z of X of length len(Z). If EZ is a simple bundle (i.e.
End(E ) ≃ C), then ξ is birational onto its image, ζ being its local inverse.
3. Line bundles
We will use the notation Rd(X) for the set of divisor classes containing
degree d smooth irreducible rational curves contained in X. When d ∈
{1, 2, 3} these deserve a separate notation: we write L(X) (resp. C(X),
T(X)) for the sets of divisor classes corresponding respectively to lines,
conics and twisted cubics in X. There are respectively 27, 27 and 72 of
them, cfr. the appendix A.2.
In the following proposition we will show that aCM line bundles on X
correspond to these divisor classes. Although it is easy to classify aCM line
bundles on any Del Pezzo surface by geometric methods, we will outline an
algebraic approach, which is suitable for rank 2 bundles as well.
Proposition 3.1. Let L be a normalized aCM line bundle on X. Then the
minimal graded free resolution of L takes one of the following forms:
0→ O(−3)
F=f(L )
−−−−−→ O → L → 0 c1(L ) = 0(3.1)
0→ O(−2)2
f(L )
−−−→ O(−1)⊕ O → L → 0 c1(L ) = L ∈ L(X)(3.2)
0→ O(−1)⊕ O(−2)
f(L )
−−−→ O2 → L → 0 c1(L ) = C ∈ C(X)(3.3)
0→ O3(−1)
f(L )
−−−→ O3 → L → 0 c1(L ) = T ∈ T(X)(3.4)
Conversely, these divisor classes are associated to aCM line bundles. In
particular, there are 27 (resp, 27, 72) ways of writing F as a determinant
of the form (3.2) (resp. (3.3), (3.4)).
Proof. Recall the notation from Theorem 2.2. Clearly rk(Gen(L )) = 1
implies L ≃ OY , for p(L )|X is surjective, hence an isomorphism. So,
assume rk(Gen(L )) ≥ 2.
By the minimality of the resolution, any degree zero term in the matrix
f(L ) vanishes. Thus, any summand contributing to the development of
det(f(L )) is either given by a product of three linear forms of by a product
of a quadratic form and a linear form. Then the rank of Gen(L ) and Syz(L )
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is either 3 or 2. Furthermore, since F is irreducible, any row and any column
of the the matrix f(L ) contains at least two nonvanishing entries.
Therefore if rk(Gen(L )) = 3 all entries of f(L ) are linear and the reso-
lution takes the form (3.4). On the other hand if rk(Gen(L )) = 2 the two
summands in the development of det(E ) are both a product of a quadric and
a linear form. This gives cases (3.2) and (3.3). The remaining statements
are clear. 
The following remark summarizes some of the classical combinatorics of
these divisor classes. Its proof is easy but rather tiresome: we leave to the
contientious reader the task of verifying it, making use of the tables in the
Appendix A.3.
Remark 3.2. Let L,L1, L2 ∈ L(X), C,C1, C2 ∈ C(X), T, T1, T2 ∈ T(X).
We have the well-defined surjective maps:
{(T,C) |T · C = 1}
16:1
−−−→ L(X) (T,C) 7→ T − C(3.5)
{(T, L) |T · L = 0}
16:1
−−−→ C(X) (T, L) 7→ T − L(3.6)
{(C,L) |C · L = 0}
10:1
−−−→ L(X) (C,L) 7→ C − L
{(L1, L2) |L1 · L2 = 1}
10:1
−−−→ C(X) (L1, L2) 7→ L1 + L2
{(L1, L2) |L1 · L2 = 0}
6:1
−−→ T(X) (L1, L2) 7→ H − L1 + L2
{(T, L) |T · L = 1}
5:1
−−→ {{L1, L2} |L1 · L2 = 0} (T, L) 7→ T − L(3.7)
{{L1, L2, L3} |Li · Lj = 0}
1:1
−−→ {{T1, T2}|T1 · T2 = 2} L1 + L2 + L3 7→ H + L1 + L2 + L3(3.8)
τ : T(X)←→ T(X) T 7→ 2H − T
ρ : L(X)←→ C(X) L 7→ H − L
where the number over the arrow denotes the cardinality of the fibre.
Remark 3.3. Assume C + L = H, i.e. C = ρ(L). Then the transpose of
f(OX(L)) (resp. of f(OX(C))) gives a minimal resolution over P
3 of OX(C+
2H) (resp. of OX(L + 2H)). Moreover, once restricted to X, we get the
infinite 2-periodic exact sequence:
· · ·
f(O(L−3H))
−−−−−−−−→
O(−3)
⊕
O(−4)
f(O(C−2H))
−−−−−−−−→ O(−2)2
f(O(L))
−−−−−→
O
⊕
O(−1)
→ O(L)→ 0
Similarly, f(OX(T +H))
⊤ gives a resolution over P3 of OX(2H − τ(T )).
Here we collect some elementary remarks about line bundles over X.
According to [Har77, Theorem V.4.11], a divisor class D on X is very ample
iff it is ample, iff it satisfies D2 > 0 and D · L > 0, for L ∈ L(X). By
[Har77, Exercise V.4.8] D contains an integral curve iff it contains a smooth
irreducible one, iff it is a line, a conic, or D satisfies D2 > 0 and D · L ≥ 0
for all L ∈ L(X).
Lemma 3.4. Let L 6= OX be a line bundle on X with h
0(L ) > 0, and let
C be an element in |L |. Then the following hold.
i) If C is reduced and connected, then H1(L (t− 1)) = 0 for t ≥ 0.
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ii) If H1(L ∗) = 0 then we have Ext1(OC ,L
∗) ≃ C, and the unique exten-
sion class corresponds to the exact sequence defining C ⊂ X.
iii) If C is rational irreducible, then there exists L ∈ L(X) with L · L = 0.
Proof. Taking a section s ∈ H0(L ) corresponding to C , we can write the
two equivalent exact sequences:
0→ OX
s
−→ L → OC (C ·L )→ 0(3.9)
0→ L ∗
s
−→ OX → OC → 0(3.10)
Given a reduced connected curve C , we have H1(OX(C )
∗) = 0. Thus,
H1(L ∗(−t))∗ = H1(L (t − 1)) = 0, for t ≥ 0, indeed a general curve in
|L (t)| is also reduced and connected. So we have (i).
For (ii), just apply Hom(−,L ∗) to the sequence (3.10) defining C , and
observe that the image of the identity in End(L ∗) ≃ C is the extension
corresponding to (3.10) itself.
To check (iii), notice that if C is rational then we have L 2 = deg(L )−2 =
h0(L ) − 2. The statement is clear if deg(L ) ≤ 2. If deg(L ) ≥ 3, then
L 2 ≥ 1. Therefore, assuming L ·L > 0 for L ∈ L(X), we deduce that L is a
very ample line bundle. Observe that L would turn X into a nondegenerate
surface of degree m in Pm−1, with rational hyperplane sections. This is
impossible (cfr. [Bea96, Exercise IV.4]). 
We will need to analyze linear systems containing rational curves. The
set of irreducible components of a reduced curve C can be depicted via
its intersection graph, with one vertex for each component, and n edges
between two vertices if the two components meet at n points. This graph is
connected iff C is connected.
Given an effective divisor class D on X, write D=M + B, where B is
the fixed component of |OX(D)| (i.e. B ⊂ C , for all C in |OX(D)|) and M
is the moving part, (i.e. |OX(M)| has no fixed components).
Lemma 3.5. Let D, B, M be as above. Then:
i) there are disjoint lines Lj ⊂ X, j=1,. . . ,b, and integers mj ≥ 0 with
B=m1 L1 + · · ·+mb Lb;
ii) we have B ·M = 0, i.e. a curve in |OX(M)| does not meet B;
iii) a general curve in |OX(M)| is smooth;
iv) a general curve in |OX(M)| is irreducible, unless M =mC, for some
conic C ⊂ X, and m ≥ 2.
Proof. The proofs are based on the remarks above. For (i), we write
B=
∑
j=1,...,bmjBj , for some integral smooth curves Bj ⊂ X and mj ≥ 1.
If B2j > 0, or if Bj is a conic, then Bj cannot be a fixed component. So Lj
must be a line. For i 6= j, Li does not meet Lj, for otherwise Li ∪ Lj is
linearly equivalent to a smooth conic, which moves in a pencil.
To show (ii), choose C to be a component of a curve in |OX(M)| and let
Lj be a line in the support of B. Since H
1(OX(C )) = 0, and since the linear
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systems |OX(C )| and |OX(C + Lj)| have the same dimension (indeed Lj is
a fixed component), we conclude C · Lj = 0, and so M ·B = 0.
The same argument implies C · L ≥ 0, for any line L. Now, given two
components C1, C2 of a curve in |OX(M)|, if C1·C2 > 0, we have (C1+C2)
2 >
0, so C1 + C2 is linearly equivalent to a smooth integral curve. This proves
(iii). For (iv), if (C1 · C2)
2 = 0 we have C 21 = C
2
2 = 0, so the class of Ci lies
in C(X). But then C1=C2. 
Lemma 3.6. Let L be a nontrivial line bundle on X with h0(L ) > 0 and
h1(L ∗) ≤ 1. Let C be a general curve in |L |.
i) If h1(L ∗) = 0, then C is smooth irreducible.
ii) If h1(L ∗) = 1, then C is the union of two disjoint smooth irreducible
curves Ci ∈ |Li|, i = 1, 2 with L ≃ L1 ⊗L2. In this case there is (up
to scalars) a unique nonsplitting extension:
(3.11) 0→ L ∗ → L ∗1 ⊕L
∗
2 → OX → 0
In particular any extension corresponding to Ext1(OX ,L ) is a de-
composable bundle.
Proof. Taking a nonzero section s ∈ H0(L ) we obtain the exact sequence
(3.10) associated to the curve C ∈ |L |. Write c1(L ) as B +M , according
to Lemma 3.5. Then the number of connected components of a curve D in
|OX(M)| is h
1(OX(−M)) + 1. Notice that if h
1(OX(−M)) = 1, D must be
the union of two linearly equivalent conics. So, assume B is nonempty. We
write the exact sequence:
(3.12) 0→ L ∗ → OX(M)→ OB → 0
Now, one checks easily that h0(OmL) = 1/2(m
2+m) for m ≥ 1. So, if M
is empty, H1(L ∗) = 0 implies that B is a simple line, while B is the union
of two skew lines if h1(L ∗) = 1.
On the other hand, if M is nonempty, we get h0(OB) ≥ h
1(L ∗). Thus
we get h1(L ∗) ≤ 1, and (i) is proved. If h1(L ∗) = 1, we conclude that B is
a simple line and H1(OX(−M)) = 0, so M is irreducible.
So in case (ii) we have C = C1 ∪ C2, with Ci given by the section si
of the a line bundle Li, i = 1, 2. Since C1 · C2 = 0, the exact sequence
(3.11) is the Koszul complex of the section (s1, s2) ∈ H
0(L1 ⊕L2). But by
H1(L ∗) ≃ Ext1(OX ,L
∗) = C, one sees that such extension is unique. 
Lemma 3.7. Take Rd ∈ Rd(X). Then:
i) the set of nonreduced curves in |OX(Rd)| has codimension at least three;
ii) a reduced curve in |OX(Rd)| is a simply connected graph of smooth ra-
tional curves;
iii) the set of reducible curves in |OX(Rd)| has codimension one.
Proof. A nonreduced component of a curve C ∈ |OX(Rd)| belongs to
|OX(2Re)|, with Re ∈ Re(X), for some e ≤ 2 d. Since C is connected,
we have (Rd − 2Re) ·Re ≥ 2. One proves easily that H
1(OX(Rd − 2R2)) =
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H2(OX(Rd−2R2)) = 0, so h
0(OX(Rd−2R2)) = d+e−4−Rd ·Re ≤ d−e−2.
So nonreduced curves belong to subsets of the form Pe−1 × Pd−e−3, which
have codimension three in P(OX(Rd)) = P
d−1. This proves (i).
For (ii), notice that any component of a reduced curve in |OX(Rd)| is
linearly equivalent to a smooth rational curve, so it is itself smooth. The
graph is simply connected since the arithmetic genus is zero. Finally, by
Lemma 3.4, (iii), there is an L ∈ L(X) with Rd−1 := Rd−L ∈ Rd−1(X), and
P(OX(Rd−1)) is a codimension one subset of reducible curves in P(OX(Rd)).
This proves (iii). 
In the following Lemma we classify line bundles of degree up to 3 whose
first cohomology group is trivial.
Lemma 3.8. Let L be a line bundle on X with 1 ≤ deg(L ) ≤ 3, and
h1(L ) = 0. Suppose h0(L ) > 0 and let C be a curve in |L |. Then we have
the following cases:
Ref. deg(L ) c1(L ) h
0(L ) g(C )
(L1) 1 L 1 0
(L2) 2 C 2 0
(L3) 2 L1 + L2 1 −1
(L4) 3 H 4 1
(L5) 3 T 3 0
(L6) 3 C + L 2 −1
(L7) 3 L1 + L2 + L3 1 −2
where L,Li ∈ L(X), C ∈ C(X), T ∈ T(X), Li · Lj = L · C = 0 for i 6= j.
Moreover, if h0(L ) = 0, and h0(L (1)) 6= 0, then a general curve D in
|L (1)| is smooth, connected and rational of degree 3+deg(L ). In this case
we have:
h0(L (1)) = χ(L (1)) = 3 + deg(L ) L 2 = d+ 1
Proof. Recall the exact sequence (3.9). The case (L1) is obvious. If
deg(L ) ∈ {2, 3}, our statement is equivalent to the claim that C is reduced.
Given an integer m, consider the exact sequence:
(3.13) 0→ OX((m− 1)L)
s
−→ OX(mL)→ OL(−m)→ 0
Setting m = 2 (resp. m = 3) in (3.13), we see that h1(OX(2L)) = 1 (resp.
that h1(OX(3L)) = 3. So the fixed components of C are reduced, and we
are done with the first claim.
Now suppose h0(L ) = 0, h0(L (1)) 6= 0, and let D be a general curve of
the linear system |L (1)|. By Serre duality H1(OX(D)
∗) = 0, so by Lemma
3.6 D is smooth irreducible. Now h2(L ) = 0 implies that D is rational.
The last formulas follow easily. 
Next we classify all nontrivial extensions of two aCM line bundles M
and N on X. For the next lemma, we set M = c1(M ), N = c1(N ),
Σ = c1(M ⊗N ), ∆ = c1(M ⊗N
∗), h1 will indicate the dimension of
H1(M ⊗N ∗(t)), δ = (∆ +H)2, σ = (Σ −H)2. Here Rd will stand for an
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element of Rd(X). Notice that the integers δ, σ determine the intersection
of the divisors appearing in the expression of ∆ +H and Σ−H.
Lemma 3.9. Set notations as above. The group H1(M ⊗N ∗(t)) vanishes
except in the cases comprehended by the following table.
M ∈ T(X)


N M ·N t h1 ∆+H δ Σ−H σ
T 5 (−1, 0) (3, 3) 2M −H −5 H 3
T 4 (−1, 0) (2, 2) L1 + L2 + L3 −3 T1 1
T 3 (−1, 0) (1, 1) C1 + L1 −1 C2 + L2 −1
C1 3 (−1, 0) (2, 1) T + L 0 C2 0
C 2 −1 1 R4 2 L1 + L2 −2
L1 2 (−2,−1) (1, 2) R5 3 L2 −1
L 1 −1 1 L1 + L2 +H 5 H − L3 − L4 −3
(3.14)
M ∈ C(X)


N M ·N t h1 ∆+H δ Σ−H σ
T 3 (−1, 0) (1, 2) R5 −H −4 C 0
T 2 0 1 L1 + L2 −2 L3 + L4 −2
C1 2 (−1, 0) (1, 1) C2 + ρ(C1) 0 L −1
L 2 (−2,−1, 0) (1, 2, 1) R4 −H −4 0 0
L 1 −1 1 L1 + L2 −2 T −H −2
(3.15)
M ∈ L(X)


N M ·N t h1 ∆+H δ Σ −H σ
T1 2 (0, 1) (2, 1) T2 + L−H −5 L −1
T 1 0 1 R4 −H −3 H − L1 − L2 −3
C 2 (−1, 0, 1) (1, 2, 1) L + R4 −H −4 0 0
C 1 0 1 L1 + L2 −2 T −H −2
L1 1 (−1, 0) (1, 1) L2 + C −1 −L3 −1
(3.16)
Proof. We classify the ∆’s which are not aCM divisors. If M = N , there is
nothing to prove. By the symmetry, we can assume deg(M) ≤ deg(N).
Consider the divisor ∆ +H. We have 1 ≤ deg(∆ +H) ≤ 3. By Lemma
3.4, (i), H1(OX(∆ + tH)) vanishes for all t ≥ 1 if |OX(∆ + 2H)| contains
reduced connected curves. One proves immediately that this holds in all
cases except N ∈ T(X), M ∈ L(X), M ·N = 2, and M = ρ(N) ∈ L(X). It
is easy to study these two cases separately. Namely they give respectively
∆ + 2H = M + τ(N), and ∆ + 2H = M + R4, which are easily handled.
Now one checks the formulas:
h0(OX(Σ−H)) = χ(OX(Σ−H)) =M ·N − 1(3.17)
h0(OX(∆ +H)) = χ(OX(∆ +H)) = 2 deg(M)− deg(N) + 2−M ·N(3.18)
Apply Lemma 3.8 to OX(∆ +H). For positive values of (3.18), we get a
classification of ∆. If χ(OX(∆+H)) = 0, the description of the linear system
|OX(∆+2H)| is summarized by the table (where χ denotes χ(OX(∆+H))):
deg(M) deg(N) M ·N deg(∆ + 2H) χ ∆+ 2H (∆ + 2H)2
3 3 5 6 6 2 τ(N) = R6 4
2 3 3 5 5 M + τ(N) = R5 3
1 3 1 4 4 M + τ(N) = R4 2
1 3 2 4 3 M + τ(N) = T + L 0
1 2 2 5 4 M +H + ρ(N) =M + R4 1
So we have classified the ∆’s. We see that H1(OX(∆−tH)) = 0 for t ≥ 2,
since in all cases |OX(2H−∆)| contains reduced connected curves. Summing
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up we have t ∈ {−1, 0} (except in the two cases treated separately). We leave
now to the reader the exercise of computing the value of h1(OX(∆ + tH)).
To finish the proof, it remains to compute Σ. We observe:
∆+ tH =
{
M + ρ(N) + (t− 1)H if N ∈ L(X) ∪ C(X)
M + τ (N) + (t− 2)H if N ∈ T(X)
According to the above alternative, set ∆′ = M − N ′ with N ′ := τ(N)
or N ′ := ρ(N). In the former case, we get M · N ′ = 2 deg(M) −M · N ,
and Σ = M + 2H −N ′ = ∆′ + 2H. In the latter case, we have M ·N ′ =
deg(M) −M · N and Σ = M + H − N ′ = ∆′ + H. But we have already
classified ∆′. 
4. Classification of resolutions
Let E will be a rank 2 indecomposable aCM bundle on X. We classify
the degree of the generators Gen(E ) and syzygies Syz(E ) appearing in the
minimal graded free resolution of E , extended to zero to P3, according to
Theorem 2.2.
In the following theorem, the column dual describes the minimal graded
free resolution of E ∗. The column kernel provides a resolution (possibly
nonminimal) of the aCM vector bundle ker(p(E )|X), in the case that it also
has rank 2 (i.e. in case rk(Gen(E )) = 4). In these two columns, the number
in parenthesis points out the twist in which the resolution of E ∗ or p(f(E )|X)
occurs. In the Hilbert column we write the Hilbert polynomial of E .
Theorem 4.1. Let X and E be as above. Then the minimal graded free
resolution of E takes one of the following forms:
(A) Gen(E ) = O6 and Syz(E ) = O(−1)6;
(B) Gen(E ) = O5 and Syz(E ) = O(−1)4 ⊕ O(−2);
(C) Gen(E ) = O ⊕ O(−1)4 and Syz(E ) = O(−2)5;
(D) Gen(E ) = O4 and Syz(E ) = O(−1)2 ⊕ O(−2)2;
(E) Gen(E ) = O3 ⊕ O(−1) and Syz(E ) = O(−1) ⊕ O(−2)3;
(F) Gen(E ) = O2 ⊕ O(−1)2 and Syz(E ) = O(−2)4;
(G) Gen(E ) = O ⊕ O(−1)3 and Syz(E ) = O(−2)3 ⊕ O(−3);
(H) Gen(E ) = O3 and Syz(E ) = O(−2)3.
Moreover we can summarize the following information:
(4.1)
Ref. rk(Gen(E )) deg(c1(E )) Hilbert dual kernel
(A) 6 6 3 t2 + 9 t+ 6 A(-2)
(B) 5 5 3 t2 + 8 t+ 5 (C)(-1)
(C) 5 1 3 t2 + 4 t+ 1 (B)(-1)
(D) 4 4 3 t2 + 7 t+ 4 (F)(-1) (F)(-1)
(E) 4 3 3 t2 + 6 t+ 3 (E)(-1) (G)(-1)
(F) 4 2 3 t2 + 5 t+ 2 (D)(-1) (D)(-2)
(G) 4 0 3 t2 + 3 t+ 1 (G) (E)(-2)
(H) 3 3 3 t2 + 6 t+ 3 (H)(-1)
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Beginning of the proof of 4.1. The proof is similar to that of Proposition
3.1, though more involved. In view of Theorem 2.2 we consider the matrix
f(E ) in the minimal graded free resolution of E , satisfying det(f(E )) = F 2.
Since we assume that the resolution is minimal, any entry of degree zero in
the matrix f(E ) vanishes. Therefore, we have rk(Gen(E )) ≤ 6.
Clearly, we have rk(Gen(E )) ≥ 2, and equality holds if and only if E is
isomorphic to OX ⊕ OX(−m), for some m ≥ 0. Indeed if rk(Gen(E )) = 2,
the map p(E )|X is a surjective morphism of vector bundles of the same rank,
hence an isomorphism.
We split the proof into cases, according to rk(Gen(E )) = 3, 4, 5, 6. 
Lemma 4.2. Let E and X be as in Theorem 4.1, and suppose rk(Gen(E )) =
3. Then f(E ) is a matrix of quadratic forms, i.e. E is of type (H). Moreover,
there is T ∈ T(X) such that:
(4.2) f(E ) = ∧2f(OX(T ))
Proof. Set L := ker(p(E )|X). By Remark 2.3, L is an aCM line bundle, and
there exists a matrix g defined on P3 such that coker(g) ≃ L , g|X ◦ f(E )|X =
0 and f(E )|X ◦ g|X = 0.
Recall now Proposition 3.1. In case rk(Gen(L )) = 3, f(L ) is a matrix of
linear forms, and L ≃ OX(T ), for some T ∈ T(X). Since det(g) = F , by
g ◦ ∧2(g) = F id3 we obtain (4.2). Thus E is of type (H).
If L is a twist of OX(L) or OX(C) (i.e. if rk(Gen(L )) = 2), the matrix g
can be reduced, under the action by conjugation of the group GL(3,C), to:
g =
(
0 λ
g′ 0
)
with 0 6= λ ∈ C, and where g′ is a 2× 2 matrix.
Since g|X ◦ f(E )|X = 0 and f(E )|X ◦ g|X = 0, f(E ) can be reduced to:
f(E ) =
(
0 F
f ′ 0
)
where f ′ is a 2× 2 matrix.
This implies that E is decomposes as OX(m)⊕ coker(f
′), for some m. On
the other hand, if rk(Gen(L )) = 1 (i.e. if L ≃ OX(m), for some m), the
matrix g can be reduced to:
g =
(
0 F
g′ 0
)
where g′ is a 2× 2 invertible matrix.
Also in this case, the bundle E is decomposable. 
Now we assume rk(Gen(E )) ≥ 4. Any nonzero summand contributing
to the development of det(E ) is given by a product of one of the following
types:
a) Six linear entries;
b) Four linear entries and one quadratic entry;
c) Three linear entries and one cubic entry;
d) Two linear entries and two quadratic entries.
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Clearly the rank of Gen(E ) is determined by the above alternatives. We
will analyze separately the cases rk(Gen(E )) = 4, 5, 6 in the following lem-
mas. We need the following claim, which is an analogue of a result of
Bohnhorst-Spindler [BS92].
Claim 4.3. The sequences of integers a1, . . . , as and b1, . . . , bs satisfy the
following relations:
(4.3)
s∑
i=1
bi −
s∑
i=1
ai = 6 aℓ ≤ bℓ − 1 for each ℓ = 1, . . . , s
Proof. Let f = f(E ). The first claim is obvious since deg(det(f)) = 6. Now
fix an integer ℓ with 1 ≤ ℓ ≤ 6 and consider the maximal number r such that
(fr,1, . . . , fr,ℓ) 6= (0, . . . , 0). Notice that r ≥ ℓ for otherwise f is not injective.
Then fi,j gives an injective map:
ℓ⊕
i=1
OP3(ai)→
r⊕
j=1
OP3(bj)
Then fr,i 6= 0 for some i ≤ ℓ, so aℓ ≤ ai < br − 1 ≤ bℓ − 1, for each ℓ. 
Lemma 4.4 (Six by Six). Let E and X be as in Theorem 4.1, and suppose
rk(Gen(E )) = 6. Then f(E ) is a matrix of linear forms.
Proof. Set f = f(E ). Arrange a set of entries of type (a) along the main
diagonal of f. Let βi = bi − ai+1, and notice by Claim 4.3 that βi ≥ 1 for
each i. Write β for the sequence of βi’s. We have to prove that βi = 1, for
1 ≤ i ≤ 5, i.e. β = (1, 1, 1, 1, 1).
If β1 ≥ 2, then f1,1 divides det(f), a contradiction. The same happens if
β5 ≥ 2, so β1 = β5 = 1. Analogously, if β2 ≥ 2, the minor ∧
2(f)1,1 divides
det(f). But this minor has degree 2 and F is irreducible: a contradiction.
Similarly for β4 ≥ 2, so β2 = β4 = 1.
Assuming β3 ≥ 2, the minor ∧
3(f)1,1 divides det(f). Let then g
1 and g2
be the two 3× 3 submatrices of linear forms sitting on the main diagonal of
f. The determinant of both g1 and g2 is a multiple of F , so that coker(gi)
is a twist of OX(Ti) for some T1, T2 ∈ T(X). In fact we can construct a
commutative exact diagram:
(4.4)
OP3(−1)
3
g1
//

O3
P3
//

OX(T1)




OP3(−1)
3 ⊕ OP3(−β3)
3 f //

O3
P3
⊕ OP3(1− β3)
3 //

E




OP3(−β3)
3
g2
// OP3(1− β3)
3 // OX(T2 + (1− β3)H)
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where the solid vertical maps are the inclusions and projections correspond-
ing to the block subdivision of f(E ), the dashed maps are induced on X,
and we omit zeroes all around the diagram for brevity. But by Lemma 3.9
we have:
Ext1(OX(T2 + (1− β3)H),OX(T1)) ≃ H
1(OX(T1 − T2 + (β3 − 1)H)) = 0
for β3 ≥ 2, and for any pair (T1, T2), so E is decomposable. 
Lemma 4.5 (Five by Five). Let E and X be as above, and suppose
rk(Gen(E )) = 5. Then f(E ) takes one of the forms (B), (C), of Theorem
4.1.
Proof. Arrange a set of entries of type (b), ordered by ascending degree, on
the main diagonal of f(E ), and recall the notation from the proof of Lemma
4.4. We would like to prove that β must take value (1, 1, 1, 1) or (1, 1, 1, 2).
If β1 ≥ 2, looking at the first column of f we conclude by the irreducibility
of F that the only possibility is β1 = (2, 1, 1, 1). We will show that this does
not occur at the end of the proof.
So let’s assume β1 = 1, β2 ≥ 2. Here irreducibility of F implies β =
(1, 2, 1, 1). This case also will be excluded at the end of the proof.
Then we suppose β1 = β2 = 1, β3 ≥ 2. Notice that β4 ≥ 3 contradicts
irreducibility of F , so β3 ∈ {1, 2}. Let us first look at β3 = 1.
Since β = (1, 1, 2, 1) is equivalent to β = (2, 1, 1, 1) after transposition,
we can assume β3 ≥ 3. Thus we can construct a commutative diagram
analogous to (4.4), which implies that E fits in the exact sequence:
0→ OX(T + (β3 − 2)H)→ E → OX(L)→ 0
for some L ∈ L(X), T ∈ T(X). But Lemma 3.9 implies:
Ext1(OX(L),OX(T + (β3 − 2)H)) = H
1(OX(T − L+ (β3 − 2)H)) = 0
for any pair (T,L) and β3 ≥ 3, so E splits. Similarly, if β4 = 2 we conclude
that E splits by:
H1(OX(T − C + (β3 − 1)H)) = 0 for any C, T and for β3 6= 0, 1
It remains to show that β cannot be (1, 2, 1, 1) or (2, 1, 1, 1). Considering
the first case, after a permutation of the basis, we have to show that the
following configuration does not occur:
(4.5)


0 0 1 1 1
0 0 1 1 1
1 1 2 2 2
1 1 2 2 2
1 1 2 2 2


Write gi (resp. ig) for the 2 × 2 submatrix of the upper-right (resp.
lower-left) linear block of f obtained deleting the i-th column (resp. row),
for i ∈ {3, 4, 5}. By Remark 2.2, part (3), since we have, for all i, j:
det(gi) det(jg) = 0 over X
But since deg(ig) = 2, we deduce det(ig) = 0 over P
3, for all i (unless
the same happens to gi, for all i). Hence det(f) = 0, a contradiction. To
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complete the proof, it remains only to exclude β = (2, 1, 1, 1), i.e. the
configuration:
(4.6)


0 0 0 1 1
1 1 1 2 2
1 1 1 2 2
1 1 1 2 2
1 1 1 2 2


Let g be the 4× 3 submatrix of f containing linear entries. After Remark
2.2, part (3), ∧3(g) must vanish on X. Nevertheless ∧3(g) cannot vanish
identically on P3 for otherwise det(f) = 0. So, we can choose a 3 × 3
submatrix of g whose determinant is a nonzero multiple of F . In turn,
its cokernel is isomorphic to OX(T ), for some twisted cubic T ⊂ X. Thus,
we obtain that F := coker(g|X) is a locally free sheaf on X which fits into:
0→ OX → F → OX(T )→ 0
So F splits for OX(T ) is aCM. Then we can assume that one row in the
matrix g is zero. In turn, we obtain an exact sequence:
0→ OX(T )→ E → OX(L)→ 0
for some line L ⊂ X. So E splits by Lemma 3.9.

Lemma 4.6 (Four by four). Let E and X be as above, and suppose
rk(Gen(E )) = 4. Then f(E ) takes one of the forms (D), (F), (E) or (G) of
Theorem 4.1.
Proof. Recall the notation from the proof of the previous lemmas. We divide
the proof into two cases, according to the assumption that:
I) the matrix f contains at least a set of entries of type (c);
II) all summands in the development of det(f) are of type (d).
Case (I). Arrange the set of type (c) by ascending degree along the main
diagonal of f. We would like to show that β = (1, 1, 2), i.e. case (G).
Reasoning like in the proof of Lemma 4.5, one sees that β1 ≥ 2 gives
rise to the cases β = (3, 1, 1), (2, 1, 2), (2, 2, 1), (2, 1, 1). In these cases, we
consider the 3 × 3 submatrices of f containing entries of the first column.
Since ∧3(f) must vanish on X, it is easy to show that either f1,1 = 0, either
the remaining 2× 2 vanishes on P3. In the latter case one writes a diagram
similar to (4.4) and uses Lemma 3.9 ((3.15)), ((3.16)) to conclude that E is
decomposable.
Now if β1 = 1, β2 ≥ 2 gives rise to the cases: β = (1, 2, 1), (1, 3, 1),
(1, 2, 2). The same argument as above goes through here.
So let us assume β1 = β2 = 1. If β3 ≥ 4, a diagram analogous to
(4.4) shows that E decomposes as OX(T ) ⊕ OX(m), for some T ⊂ X and
some integer m. Notice that β = (1, 1, 3), and β = (1, 1, 1) are equivalent
after transposition, hence it only remains to exclude β = (1, 1, 3), i.e. the
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configuration:
(4.7)


1 1 1 3
1 1 1 3
1 1 1 3
1 1 1 3


In this case we call g the 4×3 block of linear entries in (4.7). We get that
∧3(g) vanishes on X, and we conclude by the same argument as for (4.6).
Case (II). We would like to prove that β equals (1, 1, 2) (case (F)),
(1, 2, 2) (case (D)), or (2, 1, 2) (case (E)).
If β1 ≥ 2, we must only exclude β = (2, 2, 1), but this is the same as
(2, 1, 2) of the case (II) above.
Assuming β1 = 2, we see that it remains to exclude the following values of
β: (1, 3, 1), (1, 2, 1), (1, 2, 3), (1, 1, 3), (1, 1, 1). But one checks immediately
that all these cases have already been taken into account, up to transposition
and permutation of the basis. 
End of the proof of 4.1. We have proved in the above Lemmas that the res-
olution of E takes one of the desired forms. This gives at once the Hilbert
polynomial of E , and thus the value of deg(det(E )).
By duality we have the formulas:
E xt1(E ,OP3) ≃ E
∗(3)(4.8)
h1(X,E ⊗Ω1
P3
(1)) = h1(X,E ∗⊗Ω2
P3
(2))(4.9)
h0(X,E ⊗Ω1
P3
(1)) = h2(X,E ∗⊗Ω2
P3
(2))(4.10)
h0(X,E (t)) = h2(X,E ∗(−t− 1))(4.11)
Notice that, in order to determine the minimal resolution of E it suffices
to compute its Hilbert function or its Hilbert polynomial, except when this
equals 3 t2 + 6 t + 3. However, in this case we can distinguish between (E)
and (H) by:
h0(E ⊗ΩP3(1)) = h
1(E ⊗ΩP3(1)) = 0 in case (H)(4.12)
h0(E ⊗ΩP3(1)) = h
1(E ⊗ΩP3(1)) = 1 in case (E)(4.13)
Therefore, in order to compute the minimal graded free resolution of E ∗
it suffices to compute the Hilbert polynomial by means of (4.11), except in
the cases (E) and (H). But in these cases, making use of (4.9) and (4.10),
the desired resolution for E ∗ is deduced by (4.12) and (4.13). Finally, a
resolution of the syzygy bundle ker(p(E )|X) is given by Remark 2.3. 
5. Chern classes of rank 2 aCM bundles
We will classify the Chern classes of an indecomposable aCM bundle
rank 2 bundle E on X according to its minimal graded free resolution, cfr.
Theorem 4.1. The next Theorem summarizes the results of this section.
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Theorem 5.1. Let E be as above. Then the Chern classes of E behave
according to the following table.
(5.1)
Chern
Ref.
(A.1)
(A.2)
(A.3)
(B.1)
(B.2)
(C.1)
(C.2)
(D)
(E)
(F)
(G)
(H)
deg(c1) c1 c2
6 2H 5
6 H + T 4
6 H + C + L 3
5 H + C 3
5 H + L1 + L2 2
1 H − C 1
1 H − L1 − L2 0
4 H + L 2
3 H 2
2 C 1
0 0 1
3 T 1
for some T ∈ T(X), C ∈ C(X), L, L1, L2 ∈ L(X), with C ·L = L1 ·L2 = 0.
Corollary 5.2 (Extensibility to the cubic threefold). Let E be as above.
Then E extends to the general cubic threefold Y if and only if it is of type
(G), (E), (A.1).
Proof. By a result of Arrondo and Costa, [AC00], there are precisely 3 fam-
ilies of (normalized) indecomposable rank 2 aCM bundles on the general
cubic threefold Y , corresponding to a line, a conic, and a linearly normal
elliptic quintic contained in Y . Their restriction to a general hyperplane
section X ⊂ Y corresponds respectively to bundles of type (G), (E), (A.1).
On the other hand, if E belongs to a class other than the ones mentioned
above, then c1(E ) does not lift to a divisor class on P
3. Since Pic(Y ) is
generated by the hyperplane class, c1(E ) does not lift to Pic(Y ), so that E
does not lift to Y either. 
Supposing that a general section s of E vanishes in codimension 2, we can
write the following exact sequences:
0→ ∧2(E ∗)→ E ∗ → JZ → 0(5.2)
0→ JZ → OX → OZ → 0(5.3)
where Z ⊂ X is a subscheme of codimension 2, with c2(E ) = len(Z) ≥ 0.
We first write a couple of lemmas.
Lemma 5.3. Suppose that ∧2(E ) ≃ L1⊗L2, and let C2 ∈ |L2| be a smooth
rational curve with Z ⊂ C2. Assume H
1(L ∗1 ) = 0. Suppose further that
len(Z) = L1 ·L2.
Then we have an exact sequence:
(5.4) 0→ L ∗2 → E
∗ → L ∗1 → 0
Proof. Tensorize by L2 the exact sequence (5.2) and take global sections.
The hypothesis H1(L ∗1 ) = 0 implies that any nonzero morphism L
∗
2 → JZ
lifts to an injective morphism L ∗2 → E
∗. On the other hand, since Z is
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contained in C2, we have L
∗
2 →֒ JZ ; denote by F the cokernel of L
∗
2 → E
∗
and write the exact diagram (omitting zeroes all around):
(5.5) L ∗2

L ∗2

L ∗1 ⊗L
∗
2
// E ∗ //

JZ

L ∗1 ⊗L
∗
2
// F // JZ,C2
Since C2 is smooth and rational, by len(Z) = L1 ·L2 we get JZ,C2 ⊗L1 ≃
OC2 . We have H
1(L ∗2 ) = 0, so we can use Lemma 3.4, part (ii) to conclude
that F ⊗L1 ≃ OX and thus recover the required exact sequence. 
Remark 5.4. The result of the previous lemma holds also under the fol-
lowing weaker hypothesis:
• the curve C2 is a connected union of smooth rational curves Dj ;
• the linear system |L1| contains a reduced connected curve C1;
• for each j we assume Dj · C1 = len(Zj) where Zj = Z ∩ Dj , and
Z = ∪jZj .
Lemma 5.5. Let F be a vector bundle on X, satisfying the following:
H0(∧2(F )(−1)) = 0 H1(∧2(F )(−1)) = 0(5.6)
4 ≤ deg(c1(F )) ≤ 6 c2(F ) = 1(5.7)
H1(F ) = 0(5.8)
and assume that a general section of F vanishes in codimension 2. Then
F is decomposable.
Proof. Let x ∈ X be the vanishing locus of a general global section s of F .
Set d = deg(c1(F )) and M = ∧
2(F ). By Lemma 3.8, our hypothesis give
c1(M ) ∈ Rd(X). So h
0(F ) = h0(M ) = d and h0(Jx⊗M ) = d− 1.
Recall Lemma 3.7, and choose a general reduced reducible curve C in
|M |, having an irreducible component C0 containing x. Let C = C0 ∪ D ,
and take C ′ to be the union of C0 and all but one connected components
of D meeting C0. This is possible for the components of C form a simply
connected graph. The divisor class C ′ lies in Re(X), for some e < d, and we
denote it by Re.
On the other hand, the class of the remaining component of D lies in
Rd−e(X), and we denote it by Rd−e. We have Rd · Rd−e = 1.
Clearly, in this process we can achieve e ≥ d − e, i.e. d ≤ 2 e. Since all
components of C are smooth rational curves, we conclude by Remark 5.4
that F ∗ fits into:
0→ OX(−Re)→ F
∗ → OX(−Rd−e)→ 0
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Now we look at the line bundle L := OX(Re − Rd−e): here the bundle
F ∗ represents an element of H1(L ∗). We may assume Re 6= Rd−e. It is an
easy exercise to prove:
χ(L ∗) = d− e− 2 χ(L ) = e− 2
H0(L ∗) = H2(L ∗) = 0 H2(L ) = 0
One sees easily that this implies our claim by Lemma 3.6, except in case
d = 4, e = 2. Notice that in this case we have Re − Rd−e = H − T (cfr.
Remark 3.2: compose 3.7 with ρ) for some T ∈ T(X). But T is an aCM
divisor, so we come to the same conclusion. 
From now on in this section, we let E be an indecomposable normalized
rank 2 aCM bundle over X.
Lemma 5.6. Let s be a nonzero global section of E .
i) If s is nowhere vanishing and h0(E ) ≥ 2 then E is decomposable.
ii) If E is globally generated, h0(E ) ≥ 4 and c2(E ) = 1, then E is decom-
posable.
Proof. Statement (i). We have an exact sequence:
(5.9) 0→ ∧2(E ∗)→ E ∗ → OX → 0
Since E is aCM, this means that h1(∧2(E ∗)) = 1. On the other hand,
since h0(E ) ≥ 2, dualizing (5.9) we get that h0(∧2(E )) 6= 0. This implies
our statement by Lemma 3.6.
Statement (ii) is an easy consequence of Lemma 5.5 
5.1. Linear resolutions. We take into account the possible Chern classes
of and aCM rank 2 bundle E , supposing that its minimal resolution is a
6× 6 matrix of linear forms.
Proposition 5.7. Let E have resolution (A). Then one of the following
cases must take place:
Ref. c1(E ) c2(E ) h
0(∧2(E (−H))) h1(∧2(E )(−2H))
(A1) 2H 5 4 0
(A2) H + T 4 3 0
(A3) H + C + L 3 2 1
for some T ∈ T(X) C ∈ C(X), L ∈ L(X), with C · L = 0. We have:
f(E ) skew-symmetric⇐⇒ c2(E ) = 5⇐⇒ c1(E )= 2H
Proof. Since E has resolution (A), it is globally generated. Thus we can
write down (5.3) and the Koszul sequence (5.2) associated to a section s
of E . If Z = ∅, we conclude that E is decomposable by Lemma 5.6. So,
we suppose that Z consists of len(Z) = c2(E ), distinct points in X, with
c2(E ) 6= 0. By (5.3) and (5.2) we have:
h0(JZ) = h
2(JZ) = 0 h
1(JZ) = c2(E )− 1(5.10)
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h0(∧2(E ∗)) = h1(∧2(E ∗)) = 0 h2(∧2(E ∗)) = h1(JZ)(5.11)
Define the line bundle L := ∧2(E )(−H). Since Z 6= ∅ we have:
(5.12) h0(L ) = c2(E )− 1
By Serre duality, L satisfies the hypothesis of Lemma 3.8 and deg(L ) =
3. Therefore, assuming h0(L ) 6= 0, one of the alternatives (L4), . . . , (L7) of
this Lemma must take place. The cases (L4), (L5), (L6) correspond to our
table. We must now exclude the possibilities:
I) No sections: h0(L ) = 0, c2(E ) = 1.
II) One section: h0(L ) = 1, c2(E ) = 2 (i.e. case (L7)).
Case (I) is is obvious by Lemma 5.5. We prove Case (II) by an ad hoc
argument. Use the map (3.8) or Remark 3.2 to see that c1(E ) = T1 + T2,
for some Ti ∈ T(X) and T1 · T2 = 2. For both i’s, since len(Z) = 2, the
subscheme Z lies in a (reduced) curve Ci of |OX(Ti)|. If C1 and C2 have no
common component, the claim follows easily by Remark 5.4.
So, assume that the Ci’s contain a common conic D lying in |OX(C)|,
with Ti = C + L
(i), L(i) ∈ L(X). Then, L(1) · L(2) = 0. Notice that a length
1 subscheme of Z is contained in D , while Z itself can be contained or not
in D . In the former case, one can easily conclude by Remark 5.4. In the
latter case, we set L1 = OX(C), L2 = OX(C + L
(1) + L(2)), and our claim
follows by the same remark.
On the other hand, assume that C1 and C2, contain a line L as a common
component, and set Ci = Ti − L. Then L lies in {L1, L2, L3}, with T1 +
T2 = H + L1 + L2 + L3. So Z cannot be contained in L, for we have
H0(JZ ⊗OX(T1 + T2 − H)) = 0. By the Cayley-Bacharach property, no
subscheme of Z can be contained in L, hence Z ∩ L = ∅. But this is
impossible since C1 · C2 = 1.
The claim about skew-symmetry follows by Remark 2.3. 
5.2. Rank 5 resolution. We will describe the behavior of the two sets of
5× 5 resolutions, which are related by duality after Theorem 4.1.
Proposition 5.8. Let E have resolution (B). Then the possible cases are:
Ref. c1(E ) c2(E ) h
0(∧2(E (−H))) h1(∧2(E )(−2H))
(B.1) H + C 3 2 0
(B.2) H + L1 + L2 2 1 1
for some C, L1, L2 ⊂ X, with L1 · L2 = 0.
Proof. The proof is analogous to that of Proposition 5.7. The exact se-
quences (5.2), (5.3) and the formulas (5.10), (5.11) still hold. Set L :=
∧2E (−H). We still have the formula (5.12). Again Lemma 5.6 implies that
Z is nonempty, so c2(E ) ≥ 1. On the other hand, the case c2(E ) = 1 can be
excluded by virtue of Lemma 5.5.
So, the line bundle L verifies the hypothesis of Lemma 3.8, with
deg(L ) = 2, which amounts to our table. 
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Proposition 5.9. Let E have resolution (C). Then the possible cases are:
Ref. c1(E ) c2(E ) h
0(∧2(E )) h1(∧2(E )(−H))
(C.1) L 1 1 0
(C.2) C − L 0 0 1
for some C,L ⊂ X, with C · L = 1.
Moreover, set f := f(E )|X , g := f
⊤, and F := coker(g)⊗OX(−2). Then
F is described by Proposition 5.8, and we have:
(5.13) E ≃ F ∗(H) c2(F ) = c2(E ) + 2
Finally, there is minimal 2-periodic exact sequence:
· · ·
f
−→ OX(−3)⊕ OX(−4)
4 g−→ OX(−2)
5 f−→ OX ⊕OX(−1)
4 g−→ · · ·
Proof. Recall from Theorem 4.1 that the minimal graded free resolution of
the normalization of E ∗ takes the form (B). Grothendieck duality implies
that the resolution matrix of E ∗ is f(E )⊤.
Therefore we have (5.13). This implies minimality in the 2-periodic exact
sequence provided by Remark 2.3, so we have the required exact infinite
which can be also written as:
0→ E ∗(−2)→ OX(−2)⊕ OX(−1)
4 f(F )|X=f
⊤
−−−−−−−→ O5X → F → 0
The Chern classes of E are thus computed in terms of those of F after
Proposition 5.8. 
5.3. Rank 4 resolution. In the next proposition we determine the Chern
classes of a bundle of type (E) or (G). Denote it accordingly by E or G .
Notice that if the matrix f(E ) is skew-symmetric, then we obviously have
Gen(E )∗ ≃ Syz(E )(t) for some t. A consequence of the next proposition is
that, in case rk(Gen(E )) = 4, this condition is also sufficient.
Proposition 5.10. Let E and G be as above.
(1) In case (E) we have c1(E )=H, c2(E ) = 2.
(2) In case (G), we have c1(G ) = 0, c2(G ) = 1.
In both cases the resolution matrix is skew-symmetric.
Proof. Here we need a slightly more complicated proof, due to the fact that
in neither case is the bundle globally generated. Let us look at (2), and take
a section σ of G (unique up to a scalar). Write σ⊤ as a map G → ∧2(G ).
Then Im(σ⊤) ⊂ ∧2(G ) is isomorphic to JW ⊗N where W is a subscheme
of codimension 2 in X (possibly empty), and N is a line bundle. Setting
M := ker(σ⊤), we get N ≃ M ∗⊗∧2(G ). We have:
(5.14) 0→ M → G
σ⊤
−−→ JW ⊗N → 0 len(W ) = 1 +
N 2 + M 2
2
where the second formula follows from Riemman-Roch and χ(G ) = 1. Since
deg(∧2G ) = 0, assuming H0(JW ⊗N ) 6= 0 we obtain N ≃ OX and W = ∅.
Then applying Lemma 3.6 to M (1) we deduce that G is decomposable.
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Thus we can assume H0(JW ⊗N ) = 0, H
1(M ) = 0, h0(M ) = 1, and we
would like to prove that one of following two cases occurs:
i) M ≃ OX , N ≃ OX len(W ) = 1, or
ii) M ≃ OX(L) N ≃ OX(−L), len(W ) = 0, for some L ∈ L(X).
Notice that G (1) is indeed globally generated, which implies that the
degree 3 line bundle ∧2(G )(1) satisfies the hypothesis of Lemma 3.8. A
general section of G (1) provides a map G → ∧2(G )(1), hence an injective
map M → ∧2(G )(1). Notice that this map cannot be an isomorphism,
for otherwise G would split as M ⊕ ∧2(G )(1). Thus deg(M ) ≤ 2. So,
unless M ≃ OX , Lemma 3.8 applies to M . Notice also that we have
h0(JW ⊗N (1)) = 7 − h
0(M (1)), and H1(N (1)) = 0. Summing up we
are left with the cases:
(5.15)
c1(M ) deg(M ) deg(N (1)) h
0(M (1)) h0(JW ⊗N (1))
0 0 3 4 3
L 1 2 5 2
L1 + L2 2 1 6 1
Suppose first M ≃ OX . Here also N (1) is classified by Lemma 3.8, so
by h0(N (1)) ≥ 3, we deduce that c1(N (1)) is either H or T , for some
T ∈ T(X). Accordingly, N 2 equals 0 or −2. In the former case we get
len(W ) = 1, which corresponds to our statement. In the latter case, we get
len(W ) = 0, so G is splits as OX ⊕ OX(T −H).
Looking at the remaining cases of (5.15), we assume c1(M ) = L. Then
h0(N (1)) ≥ 2 gives c1(N (1)) = C, for some conic C, so c1(N ) = −L
′.
This implies len(W ) = 0, and G is decomposable unless L′ = L. We leave
the last case to the reader.
Finally, let us consider (1). We define E as the normalization of the aCM
bundle ker(p(G )|X). In case c1(E )=H we are done. Excluding all other
possibilities amounts to proving that h0(∧2(E )) ≤ 3 leads to a contradiction.
For instance, in case h0(∧2(G )) = 3, i.e. c1(G )=T , we know by the
above discussion that G splits as OX ⊕OX(T −H) or OX(L)⊕OX(C −H).
So the matrices f(G ) and f(E ) decompose in diagonal blocks. This implies
either that f(E ) can be reduced to the form (H), either that E splits as
OX(C)⊕ OX(L). The remaining cases are similar.
The assertion about skew-symmetry follows from Remark 2.3. 
In the next proposition, we examine the second pair of 4 × 4 resolution
matrices, i.e. (D) and (F) in Theorem 4.1.
Proposition 5.11. Let E and F be an indecomposable rank 2 aCM bundles
on X such that the minimal graded free resolution of E (resp. of F ) takes
the form (D) (resp. (F)). Then we have:
c1(E )=L+H c2(E ) = 2(5.16)
c1(F )=H − L c2(F ) = 1(5.17)
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for some L ⊂ X. Moreover E and F are related by:
E
∗ ≃ F (−1) f(E )⊤ = f(F (2)) ker(p(E )|X) ≃ F (−1)(5.18)
Proof. Take a general section s of the globally generated bundle E and write
the Koszul resolution (5.2). Set L := ∧2(E )(−H). By Lemma 5.6, the
vanishing locus Z in nonempty. It follows by Lemma 3.8 that h0(L ) 6= 0 if
and only if c1(L )=L. By the formula (5.12) we have c2(E ) = len(Z) = 2.
On the other hand, one excludes the case c2(E ) = 1 by Lemma 5.5.
All the remaining statements are clear by Remark 2.3, and formulas (4.8),
(4.11). 
6. Extensions
In this section we take into account rank 2 aCM vector bundles on X
arising from extensions of aCM two line bundles M and N . These are
also called layered sheaves. In the following theorem, we show what is the
resolution of such sheaf, according to M , N and M ·N .
Theorem 6.1. All cases of Theorem 5.1 are realized by an aCM indecom-
posable unobstructed rank 2 bundle E on X which is a nonsplitting extension:
(6.1) 0→ M → E → N → 0
where M and N are aCM line bundles according to the following tables:
N and M
normalized
Ref. (A.1,2,3) (B.1) (D) (B.1,2) (E) (F) (D) (E,H)
c1(M ) T1 T C1 C C L1 L L
c1(N ) T2 C C2 T L L2 T C
M ·N (5,4,3) 3 2 (3,2) 2 1 2 (2,1)
(6.2)
either N or M
not normalized
Ref. (E,H) (F) (C.1,2) (G) (C.1) (G)
c1(M ) T1 −H T −H T −H C −H L L
c1(N ) T2 C L L T −H C −H
M ·N (2,1) 1 (1,0) 1 1 1
(6.3)
Moreover, these exhaust all indecomposable aCM rank 2 bundles which
are extensions of aCM line bundles.
In spite of this theorem, we will see in the next section that only some
indecomposable aCM rank 2 bundles are of this form. Notice also that a
given resolution can be obtained in different ways. The proof of the above
result follows summarizing the propositions and remarks of this section.
Through this section we let M = c1(M ), N = c1(N ), ∆ = M − N and
Σ =M +N .
Lemma 6.2. Let M and N be line bundles on X, and suppose
Ext1(N ,M ) = H1(M ⊗N ∗) 6= 0. Let E be a vector bundle corresponding
to a nonzero element [E ] ∈ Ext1(N ,M ). Then:
i) we have H0(M ⊗N ∗) ≃ H0(E ∗⊗M ) ≃ H0(E ⊗N ∗);
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ii) if H0(M ⊗N ∗) = H0(N ⊗M ∗) = 0, then E is simple;
iii) if H2(M ⊗N ∗) = H2(N ⊗M ∗) = 0, then H2(E nd(E )) = 0.
Proof. The bundle E corresponds to an exact sequence:
(6.4) 0→ M
ι
−→ E
σ
−→ N → 0
So we have a commutative exact diagram (we omit zeroes all around the
diagram):
(6.5) M ⊗N ∗
ι
//
σ⊤

E ⊗N ∗
σ
//
σ⊤

OX
σ⊤

E ∗⊗M
ι
//
ι⊤

E ndE
σ
//
ι⊤

E ∗⊗N
ι⊤

OX
ι
// E ⊗M ∗
σ
// N ⊗M ∗
Since 0 6= [E ] ∈ Ext1(N ,M ), the boundary map C = H0(OX) →
H1(M ⊗N ∗) is nonzero. So, taking cohomology of the left column and
of the top row we obtain (i), which in turn implies (ii). Since h1(OX) =
h2(OX) = 0, we also get (iii). 
6.1. Pairs of twisted cubics. Let T1, T2 ∈ T(X) and assumeM = T1, N =
T2. If T1 · T2 ∈ {1, 2}, there are no extensions to examine by Lemma 3.9.
This proposition takes into account the remaining cases.
Proposition 6.3. Let ℓ ∈ {3, 4, 5} and suppose T1 · T2 = ℓ. Then any
nonsplitting extension E between OX(T1) and OX(T2) is simple and unob-
structed of type (A.6 − ℓ). The matrix f(E ) is skew-symmetric if and only
if T1 · T2 = 5.
Proof. Clearly T1−T2 and T2−T1 are not effective unless T1 = T2, but in this
case T1 · T2 = 1. So Lemma 6.2 asserts that E is simple and unobstructed.
We find h0(E (−H)) = 0 and h0(E ) = 6. So, since is E aCM, the resolution
takes the required form. Finally, f(E ) is skew-symmetric if and only if the
line bundle OX(T1 + T2) ≃ ∧
2E lifts to a line bundle on P3. This happens
if and only if T1 + T2 = 2H, i.e. if and only if T1 · T2 = 5. 
Notice that, when T1 · T2 = 5, we have f(OX(T1))
⊤ = f(OX(T2 + H)).
So, in this case, even if E splits as OX(T1) ⊕ OX(T2), the matrix f(E ) is
skew-symmetric.
Remark 6.4. Let T1, T2 be twisted cubics in X with T1 · T2 ≥ 3, and let
E correspond to a nonzero element [E ] ∈ Ext1(OX(T2),OX(T1−H)). Then
we have:
T1 · T2 = 5 =⇒ c1(E ) = H =⇒ E of type (E);
T1 · T2 = 4 =⇒ c1(E ) = T3 =⇒ E of type (H);
T1 · T2 = 3 =⇒ c1(E ) = L+ C =⇒ E splits as OX(L)⊕OX(C).
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6.2. Pairs twisted cubic vs line, or twisted cubic vs conic. We have
seen in the previous subsection the first column of the tables (6.2) and (6.3)
contained in Theorem 6.1. Here we let M − tH ∈ T(X), for some t ∈ Z.
Proposition 6.5. Let E be a nonsplitting extension as (6.1), with M =
T + tH for some t ∈ Z, T ∈ T(X), and N = C(X) ∪ L(X). Then E is
unobstructed and behaves according to the table:
N t T ·N h1 c1(E ) c2(E ) type of E simple
C1 0 3 1 C2 +H 3 (B.1) X
C1 −1 3 2 C2 1 (F) X
C −1 2 1 L1 + L2 0 OX(L1)⊕ OX(L2)
L1 −1 2 2 L2 1 (C.1) X
L −1 1 1 −L1 − L2 +H 0 (C.2) X
L −2 2 1 −C 0 OX ⊕ OX(−C)
for some Ci ∈ C(X), Lj ∈ L(X), with L1 · L2 = 0, and where the col-
umn h1 indicates the rank of H1(M ⊗N ∗(t)), and type shows the minimal
resolution of E , or its splitting type.
Proof. By the computations of Lemma 3.9, it is easy to check the data
contained in the following table:
N t T ·N h1 T −N +H (T −N +H)2 c1(E ) c2(E )
C1 0 3 1 T + L −1 C2 +H 3
C1 −1 3 2 T + L −3 C2 1
C −1 2 1 R4 −1 L1 + L2 0
L1 −1 2 2 L2 −1 L2 1
L1 −1 1 1 H − L3 − L4 −3 H − L2 − L3 0
L1 −2 2 1 L2 −1 L2 0
The column T −N +H gives the value of ∆, and c1(E ) is derived from
Σ of Lemma 3.9. In view of this, simplicity and unobstructedness follow
immediately in the required cases by Lemma 6.2. Further, E has the desired
minimal resolution by a Hilbert polynomial computation. For the splitting
type of E , apply Lemma 3.6 (ii) to M ⊗N ∗ to recover the splitting type of
E ⊗N ∗. Use then the maps of Remark 3.2 to write down the summands of
E (namely we need (3.7), ρ and τ). 
Analogously, we may assume N ∈ T(X). We leave the proof of the
following proposition as an exercise, noting that the splitting type is given
by Lemma 3.6, and the maps (3.5), (3.6) of Remark 3.2.
Proposition 6.6. Let E be a nonsplitting extension as (6.1), withM−tH ∈
C(X)∪ L(X) for some t ∈ Z and N = T ∈ T(X). Set M ′ =M − tH. Then
E is unobstructed and behaves according to the table:
M ′ t M ′ ·N h1 c1(E ) c2(E ) type of E simple
C1 0 3 2 C2 +H 3 (B.1) X
C1 −1 3 1 C2 0 OX ⊕ OX(C2)
C 0 2 1 L1 + L2 +H 2 (B.2) X
L1 0 2 2 L2 +H 2 (D) X
L1 1 2 1 L2 1 (C.1) X
L 0 1 1 C1 + C2 1 OX (C1)⊕ OX(C2)
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for some Ci ∈ C(X), Li ∈ L(X), with L1 · L2 = 0, C1 · C2 = 1, where
the column h1 indicates the rank of H1(M ⊗N ∗(t)), and type shows the
minimal resolution of E , or its splitting type. 1
6.3. Lines and conics. In the following proposition we analyze extensions
of pairs of line bundles in L(X) or C(X). The proof is analogous to that of
6.5.
Proposition 6.7. Let E be a nonsplitting extension as (6.1), with M − tH
and C ∈ L(X) orM−tH and N ∈ C(X), for some t ∈ Z. SetM ′ =M−tH.
Then E is unobstructed and described by the table:
N t M ′ ·N h1 c1(E ) c2(E ) type of E simple
C 0 2 1 L +H 2 (D) X
C −1 2 1 L 0 OX ⊕ OX(L)
L1 0 1 1 C 1 (F) X
L1 −1 1 1 −L2 0 OX ⊕ OX(−L2)
for some L,L2 ∈ L(X), C ∈ C(X).
Remark 6.8. Taking L1, L2 in L(X) and Ci = ρ(Li), we have a natural
isomorphism
ψ : H1(OX(C1 −C2))
≃
−−→ H1(OX(L2 − L1))
If the bundle E corresponds to an element [E ] of H1(OX(L2 − L1)), then
the bundle F corresponding to ψ([E ]) is isomorphic to E ∗(−H). Under this
correspondence we have f(E ) = f(F )⊤ and there is a 2-periodic minimal
exact sequence:
· · · → OX(−3)
4 f(E )|X−−−−→
OX(−2)
2
⊕
OX(−1)
2
f(F )|X
−−−−→ O4X → F → 0
Proposition 6.9. Let E be a nonsplitting extension of the form (6.1).
Assume M − tH ∈ L(X) and ρ(N) ∈ L(X), or M − tH ∈ C(X) and
ρ(N) ∈ C(X), for some t ∈ Z. Set M ′ = M − tH. Then E is unobstructed
and we have the table:
M ′ N t M ′ ·N h1 c1(E ) c2(E ) type of E simple
C L 0 2 1 H 2 (E) X
C L −1 2 2 0 1 (G)
C L −1 1 1 T −H 2 OX ⊕ OX(T −H)
C L −2 2 1 −H 0 OX ⊕ OX(−H)
L C 1 2 1 2H 4 (G)
L C 0 2 2 H 2 (E) X
L C 0 1 1 T 1 (H) X
L C −1 2 1 0 0 OX ⊕ OX
for some L,L2 ∈ L(X), C ∈ C(X), T ∈ T(X).
Proof. Using the classification of ∆ and Σ of Lemma 3.9 one can show easily
all the information contained in our table, except for the indecomposability
of E in case (G).
1Here we implicitly normalize E in the case with t = 1, giving rise to (C.1).
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So assume M = −L, N = L ∈ L(X), and suppose that E decomposes as
a direct sum of two line bundles L1 and L2. Notice that the Li’s are aCM,
and L2 ≃ L
∗
1 . So by Proposition 3.1 we can write:
c2(E ) = c2(L1 ⊕L
∗
1 ) = −L
∗
1 = 2−m+ 3n
2
for some n ∈ Z and m ∈ {0, 1, 2, 3}. Setting this number equal to 1 we
obtain m = 1 and n = 0 i.e. L1 ≃ OX(L
′), for some line L′ ∈ L(X).
Then E is indecomposable since h0(E nd(OX(L
′) ⊕ OX(−L
′))) = 3, while
h0(E nd(E )) = 2.

7. Moduli spaces
Here we draw a few remarks on moduli spaces of aCM bundles. We only
aim at some birational description of these families. Through this section
we let E be an indecomposable rank 2 aCM bundle on X.
7.1. Moduli of linear resolutions. We consider here moduli spaces of
bundles whose minimal graded free resolution is a 6 × 6 square matrix of
linear forms (type A).
Proposition 7.1. Let E be indecomposable of type (A). Then E is
semistable.
Proof. Since E is globally generated we can write down (5.2), where Z con-
sists of a set of distinct points of X of cardinality c2(E ), satisfying the
Cayley-Bacharach property for the line bundle L := ∧2(E )(−H). Our as-
sumption implies H0(JZ ⊗L ) = 0. So, given any subscheme W of Z with
len(W ) = c2(E )− 1, we must have H
0(JW ⊗L ) = 0.
Consider now a destabilizing rank 1 subbundle K ∗ of E ∗, with
deg(K ∗) ≥ −2. Then c1(K ) is an effective divisor class of degree at most
2, and a curve in |K | should contain Z. Now we look at the cases of Propo-
sition 5.7 separately.
Case (A.1). We have H0(JZ(H)) = 0, so c1(K ) = L1 + L2, Li ∈ L(X),
L1 ·L2 = 0. At least 3 points of Z must lie on one of the lines L1, L2. So we
find a subscheme W of Z made of 4 points in a plane. But this contradicts
the Cayley-Bacharach property.
Case (A.2). Again we have H0(JZ(H)) = 0 and c1(K ) = L1 + L2 as
above. Let U ⊂ X be the union of the lines L1 and L2. Then we have the
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following exact diagram (where we omit zeroes all around):
(7.1) OX(−U)

OX(−U)

∧2(E ∗) // E

// JZ

∧2(E ∗) // G // JZ,U
for some coherent sheaf G . It suffices to show that the group H1(JZ,U⊗L )
vanishes under our assumptions. Indeed in this case the bottom row of (7.1)
splits, which is not possible since we have Hom(E ,∧2(E ∗)) = 0. We may
write JZ,U as OL1(−Z1)⊕ OL2(−Z2), where Zi = Z ∩ Li.
Notice that we must have len(Zi) = 2 for each i, for otherwise Z is
contained in a hyperplane. Thus it suffices to prove that L meets each Li
at least at one point.
Recall that in our case c1(L ) = T ∈ T(X). If T ·L1 = 0, then there exists
a reducible curve in |OX(T )| made of the union of L1 and a conic though
one point of Z2. Thus the Cayley-Bacharach property is violated and we
are done.
Case (A.3). Here we have h0(JZ(H)) = 1. Consider a destabilizing rank
1 subbundle K ∗ of E ∗. This time we must exclude the two cases c1(K ) =
L1 + L2 or c1(K ) ∈ C(X). The former is similar to the one discussed
above, so we omit it. We are left with the latter: we set c1(K ) = C1,
and write C1 for the curve in |OX(C1)| containing Z. Recall that here we
have c1(L ) = L + C, with L ∈ T(X), C ∈ C(X). Of course C1 · C 6= 0,
for otherwise Z is contained in a curve of |OX(C)|. Notice also that if
C1 · (C + L) ≥ 2, after writing down a diagram similar to (7.1), with U
replaced by a curve in |OX(C1)|, we conclude that E is decomposable. So
we must only exclude the case C1 · C = 1, C1 · L = 0. Take the divisor
R4 := H +L+C −C1, observe that it lies in R4(X) and contains Z. Then,
if C1 is smooth, we can apply Lemma 5.3 and see that E is decomposable.
To conclude the proof, assume that C1 consists of two lines L3 and L4, and
write Zi = Z ∩ Li, i ∈ {3, 4}. Again by the Cayley-Bacharach property we
easily see:
L · L3 = 0 L · L4 = 0
R4 · L3 = len(Z3) R4 · L4 = len(Z4)
Hence we are done by Remark 5.4 and Lemma 3.6. 
By the previous Lemma, we can view a bundle E of type (A) as an element
of MCMs s(2; c1(E ), c2(E )), and we can consider the general element of this
moduli space.
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Theorem 7.2. In the three cases (A.1), (A.2), (A.3), the general bundle E
is stable, MCMs(2; c1(E), c2(E )) is a smooth irreducible rational variety of
dimension 2 c2(E )− 5.
The proof is subdivided into the following Lemmas.
Lemma 7.3. Let ℓ ∈ {3, 4, 5}, T ∈ T(X), L ∈ L(X), C ∈ C(X), with
C · L = 0. Set L5 = OX(H), L4 = OX(T ), L3 = OX(C + L). Then
there are open subsets Hℓ ⊂ Hilbℓ(X) such that, for any subscheme Z ∈ Hℓ,
there exist a rank 2 aCM vector bundle E on X with c1(E ) = c1(Lℓ) +H,
c2(E ) = ℓ, and a section s ∈ H
0(E ) with Z = {s = 0}.
Proof. We define the open subsets Hℓ as follows.
H˜ℓ = {Z ∈ Hilbℓ(X) | ∀W ⊂ Z with len(W ) = ℓ− 1, we have H
0(JW ⊗Ld) = 0}
H5 = {Z ∈ H˜5 |Z is contained in no hyperplane}
H4 = {Z ∈ H˜4 |Z is contained in no hyperplane}
H3 = {Z ∈ H˜3 |Z is contained in only one hyperplane}
For Z ∈ Hℓ one easily checks the Cayley-Bacharach property for the pair
(L , Z), so E is given by Theorem 2.4 and we have the exact sequence (2.3).
It is easy to see that, for Z ∈ Hℓ, we have:
h1(JZ ⊗Lℓ) = 1(7.2)
H1(JZ(t)) = 0 for t ≥ 2(7.3)
H1(JZ ⊗Lℓ(t)) = 0 for t ≥ 1(7.4)
Therefore, since h1(E (t)) = h1(E ∗(−t − 1)), in order to prove that E is
aCM it suffices to show:
h1(E ∗(1)) = 0(7.5)
h1(E (−1)) = 0(7.6)
Condition (7.6) holds whenever (7.2) holds. Indeed, taking global section
in (2.4), the statement follows by the commutative diagram:
(7.7) C ≃ H1(JZ ⊗Lℓ) //
Serre

H2(OX(−1)) ≃ C
Serre

C ≃ Ext1(JZ ,Lℓ)
∗ ≃ // H0(OX)
∗ ≃ C
The bottom map is an isomorphism for it corresponds to the extension
given by E , which is nontrivial. So let us prove (7.5). If ℓ = 5, since
c1(E ) = 2H, (7.6) implies (7.5). If ℓ = 4, we have h
1(JZ(1)) = 0 so (7.5)
holds. We are left with the case ℓ = 3.
Here we have h0(JZ(1)) = 1. Assume that the boundary map ∂ :
H0(JZ(1)) → H
1(L ∗3 ) is zero. Notice that the generator of H
1(L ∗3 ) cor-
responds to the vector bundle F := OX(−L − H) ⊕ OX(−C − H). This
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implies that Hom(F ,E ∗) ≃ Hom(F , JZ ), since h
1(F ∗⊗∧2(E )) = 0. So,
whenever the morphism OX(−1) → JZ is nonzero, we lift it to a nonzero
morphism F → E . So ∂ 6= 0 and we are done. 
Lemma 7.4. Fix hypothesis as in Lemma 7.3. Then the aCM bundle E is
of type (A). For general Z ∈ Hℓ, the bundle E is stable. The moduli space
MCMs(2; c1(Lℓ), ℓ) is smooth and irreducible of dimension 2 ℓ− 5.
Proof. It is straightforward to see that, for Z ∈ Hℓ, we have:
h0(E (−1)) = 0 h0(E ) = 6
In view of Theorem 4.1, this implies at once that the resolution of E
takes the form (A). By the previous Lemma and Proposition 7.1, we have
the semistable aCM vector bundle E . Consider now the open subsets of Hℓ
defined by:
H◦ℓ =
{
Z ∈ Hℓ
∣∣∣∣ Z is contained in no divisor D of degree 3,except D ∈ |OX(H)| if ℓ = 3
}
For Z ∈ H◦ℓ , the vector bundle given by Lemma 7.3 is stable. Our discus-
sion implies that the map ξ or Remark 2.5 is dominant and in fact the restric-
tion of ζ to H◦ℓ is a birational morphism. Since Hilbℓ(X) is irreducible, the
same holds for FMCMs(2; c1(E ), c2(E )) and thus for MCM
s(2; c1(E ), c2(E ))
since η is a surjective map. Rationality of our moduli space also follows.
Now, by dim(η−1([E ])) = 5, we conclude that MCMs(2; c1(E ), c2(E )) has
dimension:
dim(Hilbℓ(X)) − 5 = 2 ℓ− 5

In case c2(E ) = 5, the moduli spaceMCM
s(2; 2H, 5) can also be described
as the quotient of the space of skew-symmetric 6 × 6 matrices with linear
entries and with Pfaffian equal to F by the action of SL(6) acting by conju-
gation.
7.2. Families of rank 5 matrices. We will analyze here the family of
bundles of type (B), and we separate the cases (B.1) and (B.2).
Proposition 7.5. Let E be of type (B.1). The E is stable unless it is an
extension of the form:
(7.8) 0→ OX(T )→ E → OX(C)→ 0
for some T ∈ T(X), C ∈ C(X), T · C = 3.
Proof. We follow the proof of Proposition 7.1, and we introduce the same
notation. Notice that in this case E is stable if and only if it is semistable.
Again the destabilizing subbundle K ∗ of E ∗ must be effective of degree at
most 2, and one proves that it cannot be a sum of two skew lines. So let us
assume c1(K ) = C1 ∈ C(X). Here as well, it is enough to study the case
C1 · C = 1.
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So we set T = H + C − C1. It is easy to check that T is a divisor class
in T(X), with T · C = 3. Using the argument introduced at the end of the
proof of Proposition 7.1, we obtain an extension of the form (7.9) in this
case. The difference here is that E need not decompose, for Z need not lie
in a curve in |OX(T )|. 
Theorem 7.6. Take C ∈ C(X), and set L = ρ(C). Then the moduli space
MCMs(2;C +H, 3) of bundles of type (B.1) is isomorphic to X \ L.
Proof. Recall the duality between bundles of type (B.1) and (C.1), defined
by E 7→ F = E ∗(−H). It provides an isomorphism:
MCMs(2;C +H, 3)←→ MCMs(2; ρ(C), 1)
So take a bundleF of type (C.1), with c1(F ) = L = ρ(C) and c2(F ) = 1,
and consider a nonzero global section s of F as a map s : F ∗ → OX . Recall
that the section s is unique up to nonzero scalar. Since deg(c1(F )) = 1, the
vanishing locus Z = {s = 0} must have codimension two in X (i.e. it must
be a single point z of X). Indeed if the image of s contained an effective
divisor lying in |K |, then the line bundle K would destabilize F . This
gives a map:
ξ : MCMs(2;L, 1) → X defined by F 7→ z = {s = 0}
On the other hand, for each point z ∈ X, by Theorem 2.4 we obtain a
locally free sheaf G , given as the unique extension:
0→ OX(−L)→ G
∗ → Jz → 0
It is easy to see that G is a stable sheaf which is aCM whenever z does
not lie in L. However if z does lie in L then h1(G ) = 1. This defines again
the map ζ : X \ L → MCMs(2;L, 1), which is clearly an inverse to ξ. This
proves our result. 
For bundles of type (B.2), a different phenomenon occurs.
Proposition 7.7. Let E be of type (B.2). Then there is a pair (T,C) ∈
T(X)× C(X) such that E fits into the following extension:
(7.9) 0→ OX(C)→ E → OX(T )→ 0
There are 5 different pairs (T,C) that express E as an extension of this
form.
Proof. We have L1 + L2 = c1(E ) − H, with Li ∈ L(X), L1 · L2 = 0. Let
us borrow the notation again from the proof of Proposition 7.1. Taking a
general section of E , its vanishing locus Z will consist of two distinct points
of X. Notice that, given any element T ∈ T(X), we can find a curve in
C in |OX(T )| containing Z, i.e. an injection j : OX(−T ) →֒ JZ . In order
to lift j to E ∗ we have to check H1(JZ(L1 + L2 − T )) = 0. One computes
χ(L1+L2−T ) = −T · (L1+L2), so we must have T ·L1 = T ·L2 = 0. Then
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T − L1 − L2 is an element L of L(X). So we have to choose L among the 5
lines meeting both L1 and L2.
Given such choice for L (equivalently, for T ), we set C = L1+L2+H−T .
It is easy to see that C lies in C(X), and that T · C = 2. If the curve C
containing Z is smooth, we get our statement by Lemma 5.3. On the other
hand, assume that C contains a line L3 with T ·L3 = 0, so that the class D of
the residual curve D lies in T−L3 ∈ C(X). We have L3·(L1+L2) = L3·C−1,
so L3 · C = 0 implies L3 ∈ {L1, L2}. So the Cayley-Bacharach property
means that if Z ∩ L3 is nonempty, then L3 · C ≥ 1. Notice that L3 · C = 2
implies C = D, a contradiction.
Assume that D is smooth. If Z ⊂ L3, we set R4 = C +H − L3. Observe
that R4 sits in R4(X), and L3 ·R4 = 2, so using Lemma 5.3, one can easily
see that E is decomposable. If len(Z ∩ L3) = 1, then we obtain C · L3 = 1,
and we have the extension (7.9) by Remark 5.4. Finally if Z ∩ L3 = ∅, we
set T ′ = H + C −D whence T ′ ·D = 2. Again we can use Remark 5.4 and
conclude that E is decomposable, by H1(OX(T
′ −D)) = 0.
We leave it to the reader to work out the case when D is itself reducible.

7.3. Families of rank 4 matrices. We consider first the families of aCM
bundles of type (G), We will see that their behavior is essentially the same
as type (E). Recall that if G is of type (G) then c1(G ) = 0 and c2(G ) = 1,
while c1(E ) = H and c2(E ) = 2 if E is of type (E).
Theorem 7.8. Let G and E be indecomposable aCM bundles respectively of
type (G) and (E). Then we have:
i) the bundle G is strictly semistable unless it is an extension of the form:
(7.10) 0→ OX(L)→ E → OX(−L)→ 0 with L ∈ L(X)
ii) the bundle E is either stable or an extension of the form:
(7.11) 0→ OX(C)→ E → OX(H − C)→ 0 with C ∈ C(X)
iii) the moduli space MCMs s(2; 0, 1) is isomorphic to X via the map ξ;
iv) the correspondence φ : G 7→ ker(p(G ))(2) defines an isomorphism:
MCMs s(2; 0, 1) → MCMs(2;H, 2)
Proof. The discussion in the proof of Proposition 5.10 implies that a section
(unique up to a nonzero scalar) of G vanishes along a single point z of X,
unless G is of the form (7.10). Let us work out the non-extension case. We
have an exact sequence:
(7.12) 0→ OX → G → Jz → 0
This exact sequence amounts to the Jordan-Ho¨lder filtration of G . This
means that G is semistable and in fact its S-equivalence class corresponds
to the class [OX ⊕ Jz]. This gives the map ξ : MCM
s s(2; 0, 1) → X. On
the other hand, any point z ∈ X satisfies the Cayley-Bacharach property
34 DANIELE FAENZI
with respect to OX(−H), and one sees easily that the extension provided
by Theorem 2.4 is an indecomposable aCM bundle of type (G). So we have
proved (i) and (iii).
Now let us turn to E . Combining (7.12) with the minimal graded free
resolution of G we can write down the following diagram (we omit zeroes all
around):
OX(1) // G (1) // Jz(1)
OX(1) // OX(1) ⊕ O
3
X
p(G )|X
OO
// O3X
OO
E ∗
p(E ∗)⊤
|X
OO
E ∗
OO
Making use of the rightmost column of this diagram, we can prove (ii).
Indeed a destabilizing subbundle K ∗ of E ∗ must have degree 0 or 1, with
H0(K ) 6= 0. In the former case E is decomposable. In the latter we have
c1(K ) = L ∈ L(X) and by a Chern class computation we find the ex-
act sequence (7.11). Clearly, the correspondence φ takes an extension of
the form (7.10) into one of the form (7.11). This means that it also takes
MCMs s(2; 0, 1) to MCMs(2;H, 2). The map φ is obviously invertible. 
We take now into account bundles E of type (D). Recall that in this case
c1(E ) = L+H, c2(E ) = 2, for some L ∈ L(X). By the isomorphism (5.18)
of Proposition 5.11, this determines the behavior of bundles of type (F) as
well.
Theorem 7.9. Let E be of type (D). Then E is semistable. The moduli
space MCMs s(2;L + H, 2) is a smooth rational curve, containing an open
dense subset of stable bundles.
Proof. The proof does not differ much from that of Proposition 7.1. Intro-
duce the same notation, and consider a destabilizing subbundle K ∗. We
see immediately that c1(K ) is an element L
′ of L(X). The aCM condition
implies L 6= L′. Rephrasing diagram (7.1) we discover that E is decompos-
able if L · L′ = 1. On the other hand if L · L′ = 0, we set T = L+H − L′,
and check that T lies in T(X). Since T · L′ = 2, we easily get that E is
decomposable applying Lemma 5.3.
Now we define the open subset H◦2 of Hilb2(X) by requiring that the
subscheme Z is contained in no divisor of degree 2. Theorem 2.4 provides
us with a map ζ : H◦2 → FMCM
s(2, L + H, 2). Our discussion implies
that this map is an isomorphism, whose inverse is ξ. So the moduli space of
these framed aCM bundles is a smooth rational variety of dimension 4. This
proves our claim, since this space projects onto MCMs(2, L + H, 2) with a
P
3 as generic fibre. 
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Proposition 7.10. Let E be indecomposable of type (D) and set L = c1(E )−
H ∈ L(X). Then E is strictly semistable if and only if it is an extension of
the form:
(7.13) 0→ OX(C1)→ E → OX(C2)→ 0
for some Ci ∈ C(X), with C1 · C2 = 2, C1 + C2 = c1(E ).
Proof. Take a general section of E and consider its vanishing locus Z, which
consists of two distinct points of X. A destabilizing subbundle K must be
effective of degree 2, and there must be a curve C in |K | containing Z.
By the discussion in the previous Theorem, we are reduced to the two cases
c1(K ) = L1+L2, with Li ∈ L(X), with L1 ·L2 = 0, or c1(K ) = C2 ∈ C(X).
Let us consider the former. We have seen in the proof of the previous
Theorem that Z cannot be contained in a line so we have len(Z∩Li) = 1, for
i = 1, 2. Writing down a diagram like (7.1), we see that E is decomposable
unless L = Li, for some i. But the Cayley-Bacharach property implies the
contrary.
In the latter case, again a diagram similar to (7.1) implies that E is
decomposable unless C2 · L = 0. In this case we set C1 = H + L − C2 and
check that C1 lies in C(X). We obtain C1 · C2 = 2. By Lemma 5.3 we
obtain our statement if C is smooth. We leave it to the reader to verify the
statement in case C is reducible. 
7.4. Rank 3 matrices. The case of resolutions of type (H) is summarized
by the following Proposition.
Proposition 7.11. The isomorphism classes of bundles E on X admitting
a minimal resolution of the form (H) are in one-to-one correspondence with
the 72 elements of T(X) via the map E 7→ c1(E ). Each bundle E is stable
and rigid. A general section of E vanishes on a single point.
Proof. Clearly, the set of bundles of the form (H) is in one-to-one correspon-
dence with T(X) via the application:
T 7→ E := ker(p(OX(T ))|X)(2)
In turn this application agrees with the map c1 defined above. Since E
is globally generated, a general global section s of E vanishes on a single
point z of X, indeed c2(E ) = c1(T )
2 = 1. Considering the Koszul complex
of the section s, and taking a destabilizing line bundle K , we get c1(K ) =
L ∈ L(X). So z lies in L. Reasoning like in the proof of Proposition 7.1, we
see that E is decomposable if T · L 6= 0, by H1(OL(−z + (T −H) · L)) = 0.
However if T ·L = 0, then T−L ∈ C(X), and by Lemma 5.3 we see easily that
E is decomposable. The bundle E is rigid since we have χ(E nd(E )) = 1. 
8. Counting Families
In this section we set up a few remarks in order to count the families
we have encountered so far. The next Theorem summarizes our results,
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where the next table has the following meaning. In the first column ref
we refer the reader to our previous results where we classify these bundles
according to their resolution and their Chern classes. The column stab tells
whether in each family we can find a strictly semistable (ss), a stable (st)
and a simple (si) bundle. In the column families we write the dimension
and the number of of each family. The column extensions explains how
many extensions of the form (6.1) there are in each family. We denote
M = c1(M ), N = c1(N ), h
1 = h1(M ⊗N ∗), and stab indicates whether
the relevant extension is (semi)stable or not.
Theorem 8.1. The families of rank 2 indecomposable aCM bundles on X
behave according to the following table.
(8.1)
Stability Families Extensions
Ref.
(A.1)
(A.2)
(A.3)
(B.1 u)
(B.1)
(B.2)
(C.1u)
(C.1)
(C.2)
(D)
(D)
(Eu)
(E)
(E)
(F)
(F)
(Gu)
(G)
(H)
(H)
ss st si
X X X
X X X
X X X
X
X X
X X
X
X X
X X
X X X
X X
X
X X
X X
X X X
X X X
X
X X
X X
num. dim.
1 5
72 3
270 1
27 0
27 2
216 0
27 0
27 2
216 0
27 1
27 1
1 0
1 2
1 2
27 1
27 1
1 0
1 2
72 0
72 0
M N M ·N h1 num stab
T1 T2 5 3 72 ss
T1 T2 4 2 20 ss
T1 T2 3 1 4 ss
T C 3 1 16 u
C T 3 2 16 st
C T 2 1 5 st
L T −H 1 1 16 u
T −H L 1 2 16 st
T −H L 0 1 5 st
C1 C2 2 1 10 ss
L T 2 2 16 ss
C L 2 1 27 u
T1 −H T2 2 3 72 st
L C 2 2 27 st
L1 L2 1 1 27 ss
T −H C 1 2 16 st
L −L 1 1 27 u
−L L 1 2 27 ss
L C 1 1 6 st
T1 −H T2 −H 1 2 20 st
where L,Li ∈ L(X), C,Ci ∈ C(X), T, Ti ∈ T(X).
Remark 8.2. It should be noted that bundles coming from an extension
like (6.1) are strictly semistable whenever deg(M ) = deg(N ). In this case,
for each element of H1(M ⊗N ∗) we obtain nonisomorphic extensions which
however represents the same point inMCMs s(2;M+N,M ·N), so for instance
for bundles of type (A.1) we get 36 semistable points inMCMs s(2; 2H, 5). By
contrast if deg(M ) < deg(N ) we obtain a projective space corresponding
to P(H1(M ⊗N ∗)) sitting inside MCMs s(2;M +N,M ·N).
Proof of 8.1. . We only have to enumerate the families and the extensions.
According to the results of section 7 all families containing a bundle E are
either irreducible open dense subsets of (a union of components of) the
moduli space Ms(2; c1(E ), c2(E )) corresponding to aCM sheaves, or a finite
number of unstable bundles arising as extensions of aCM line bundles. In
any case it suffices to enumerate the relevant Chern classes.
It is thus straightforward to compute the number of all families, perhaps
with the exception of bundles of type (A.3) and (B.2). For the first number,
notice that L ·C = 0⇔ L · ρ(L) = 1, and for each L, #{L′ |L′ ·L = 1} = 10
ACM BUNDLES ON THE CUBIC SURFACE 37
so we get 27 · 10 = 270. For the second: #{L′ |L′ · L = 0} = 16 and
27 · 16/2 = 216.
Turning to the number of extensions, we consider the finite maps:
{{T1, T2} |T1 · T2 = 4}
10:1
−−−→ T(X) {T1, T2} 7→ T1 + T2 −H(8.2)
{{T1, T2} |T1 · T2 = 3}
4:1
−−→ {(L,C) |L · C = 0} {T1, T2} 7→ T1 + T2 −H(8.3)
{(T, C) |T · C = 3}
16:1
−−−→ C(X) (T, C) 7→ T + C −H(8.4)
{(T, C) |T · C = 2}
5:1
−−→ {{L1, L2} |L1 · L2 = 0} (T, C) 7→ T + C −H(8.5)
{{C1, C2} |C1 · C2 = 2}
8:1
−−→ L(X) {C1, C2} 7→ C1 + C2 −H(8.6)
where L,Li ∈ L(X), C,Ci ∈ C(X), T, Ti ∈ T(X). It is an easy but tedious
exercise to check the cardinality of the fibres of the maps above; the scrupu-
lous reader may derived them from the tables in the Appendix A.3. The
maps (8.2), (8.3), (8.4), (8.5), (8.6) take care respectively of cases (A.1),
(A.2), (B.1), (B.2), (D). All the remaining cases can be obtained by dual-
ity. 
Appendix A. The blow up at six points of the projective plane
All the material contained in this appendix is well know and we enclose
it here for the reader’s convenience. We will actually use a tiny bit of the
rich geometry coming into play when dealing with cubic surfaces, such as
Steiner triads, tritangent trios and so forth. The interested reader can look,
for instance, at the beautiful notes [Dol05].
A.1. The E6 lattice. Let X be a smooth cubic surface. The intersection
product defines a lattice structure of signature (1, 6) on the group Pic(X) ≃
Z
7. We write Z1,6 for the canonical (1, 6) lattice over the basis (e0, . . . e7),
and set κ = 3 e0−e1−. . .−e6. One defines the E6 lattice as E6 = κ
⊥ ⊂ Z1,6.
A vector v in E6 with resp. (v, v) = −2 is called a root; there are 72
of them. An exceptional vector is an element of Z1,6 with (v, v) = −1,
(v, κ) = −1. It is well-known that there are 72 roots and 27 exceptional
vectors in Z1,6. A sixer is a sextuple of mutually orthogonal exceptional
vectors. One checks that sixes are in one-to-one correspondence with roots,
by (v1, . . . , v6) 7→ 1/3 (−2κ − v1 − . . . − v6).
The canonical root basis is defined by α0 = e0−e1−e2−e3, αi = ei−ei+1,
and the (opposite of the) matrix of the bilinear form in this basis equals the
Cartan matrix of the Dynkin diagram of type E6. We consider the Weil
group W(E6) acting on Z
1,6, generated by reflections along the hyperplanes
α⊥i . It has order 51840. The proof of the following Theorem can be found
e.g. in [DV05, Part II, Theorem 10.1.10].
Theorem A.1. The group W(E6) acts transitively on the sets of roots,
exceptional vectors and sixes.
A classical result says that X is the blow up at six points P1, . . . P6 of the
projective plane P2 over C, so let σ : X → P2 be the blow-down morphism.
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Let ℓ be the pull-back by σ of the class of a line in P2; b1, . . . , b6 be the ex-
ceptional divisors on X associated to the points P1, . . . , P6. The hyperplane
divisor H on X is defined by H = 3 ℓ−
∑
bi and we have ωX ≃ OX(−H).
Factorizing σ into 6 blow-ups of single points σ1, . . . , σ6 (i.e. ordering
the points P1, . . . , P6) defines a geometric marking on X, i.e. an isome-
try of lattices φ : Pic(X) → Z1,6, with φ(−H) = κ. Any two geometric
markings define a Cremona isometry, i.e. an isometry of Pic(X) preserving
the canonical class, and the group of Cremona isometries is isomorphic to
W(E6).
A.2. Lines, conics and twisted cubics. Recall the 27 classes of lines and
conics defined on X, after fixing the blowing–down morphism σ.
Li = bi Li,j = ℓ− bi − bj L
j = 2 ℓ−
∑
i6=j
bi
Ci = ℓ− bi C
i,j = 2 ℓ−
∑
k 6=i,j
bk C
j = 3 ℓ−
∑
i6=j
bi − 2 bj
Recall also the 72 classes of twisted cubics defined on X:
T0 = ℓ
Ti,j,k = 2 ℓ− bi − bj − bk
T
j
i = 3 ℓ−
∑
k 6=i,j
bk − 2 bi
T i,j,k = 4ℓ− bi − bj − bk − 2
∑
l 6=i,j,k
bl
T 0 = 5 ℓ− 2
∑
bi
We have the formulas:
Li + C
i = Li,j + C
i,j = Li + Ci = H(A.1)
T0 + T
0 = Ti,j,k + T
i,j,k = T ji + T
i
j = 2H(A.2)
Fixing a geometric marking on X, it is easy to establish the one-to-one
correspondences:
{roots in Z1,6} ↔ {classes of twisted cubics in X}
{exceptional vectors in Z1,6} ↔ {lines in X}
where the first assignment sends a root v the divisor class H − φ−1(v).
Remark A.2. Relabelling the classes considered so far, in such a way that
the intersection form is preserved, and fixing the canonical class, amounts
to choosing a different root basis for Z1,6. In other words, it corresponds to
choosing a different geometric marking for X, i.e. to a Cremona isometry of
Pic(X). Now recall that the group of Cremona isometries is W(E6), which
acts transitively in the set of lines, conics and twisted cubics in X.
Therefore, in any statement concerning an arbitrary pair (D1,D2) of such
divisor, we are allowed to fix D1 and check the statement for all D2’s.
ACM BUNDLES ON THE CUBIC SURFACE 39
A.3. Intersection numbers. Let L,L′ ∈ L(X), C ∈ C(X) and T ∈ T(X)
and let D ∈ {L,C, T}. Taking a divisor class D′ ∈ L(X) ∪ C(X) ∪ T(X),
we subdivide the sets of L(X), C(X), T(X) according to the intersection
number D ·D′. In view of Remark A.2, we will let:
L = L1 = b1 C = C1 = ℓ− b1 T = T0 = ℓ
In the following tables, Int. denotes the intersection number D ·D′. Num.
(resp. Tot.) denotes the number of classes D′ having the given intersection
against D and a fixed coefficient for ℓ (resp. regardlessly of the coefficient
for ℓ). We consider first the case D = L = L1.
L · L′


Int. Tot. L′ Class L′ Indices Num. L′
−1 1 L1 1
0 16 Li i 6= 1 5
0 16 Li,j 1 < i < j 10
0 16 L1 1
1 10 L1,i i 6= 1 5
1 10 Li i 6= 1 5
L · C′


Int. Tot. C′ Class C′ Indices Num. C′
0 10 Ci i 6= 1 5
0 10 C1,i i 6= 1 5
1 16 C1 1
1 16 Ci,j 1 < i < j 10
1 16 Ci i 6= 1 5
2 1 C1 i 6= 1 1
L · T ′


Int. Tot. T ′ Class T ′ Indices Num. T ′
0 16 T0 1
0 16 Ti,j,k 1 < i < j < k 10
0 16 T 1i i 6= 1 5
1 40 T1,i,j 1 < i < j 10
1 40 T ij 1 6= i 6= j 6= 1 20
1 40 T 1,i,j 1 < i < j 10
2 16 T i
1
i 6= 1 5
2 16 T i,j,k 1 < i < j < k 10
2 16 T 0 1
We consider then D = C = C1.
C · L′


Int. Tot. L′ Class L′ Indices Num. L′
0 10 Li i 6= 1 5
0 10 L1,j i 6= 1 5
1 16 L1 1
1 16 Li,j 1 < i < j 10
1 16 Li i 6= 1 5
2 1 L1 1
C · C′


Int. Tot. C′ Class C′ Indices Num. C′
0 1 C1 1
1 16 Ci i 6= 1 5
1 16 Ci,j 1 < i < j 10
1 16 C1 1
2 1 C1,i i 6= 1 5
2 1 Ci i 6= 1 5
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C · T ′


Int. Tot. T ′ Class T ′ Indices Num. T ′
1 16 T0 1
1 16 T1,i,j 1 < i < j 10
1 16 T i1 i 6= 1 5
2 40 Ti,j,k 1 < i < j < k 10
2 40 T ij 1 6= i 6= j 6= 1 20
2 40 T i,j,j 1 < i < j < k 10
3 16 T 1i i 6= 1 5
3 16 T 1,i,j 1 < i < j 10
3 16 T 0 1
Finally, we write the intersection numbers in case D = T = T0.
T · L′


Int. Tot. L′ Class L′
0 6 Li
1 15 Li,j
2 6 Li
T · C′


Int. Tot. C′ Class C′
1 6 Ci
2 15 Ci,j
3 6 Ci
T · T ′


Int. Tot. T ′ Class T ′
1 1 T0
2 20 Ti,j,k
3 30 T ij
4 20 T i,j,k
5 1 T 0
References
[AO91] Vincenzo Ancona and Giorgio Ottaviani, Some applications of Beilinson’s
theorem to projective spaces and quadrics, Forum Math. 3 (1991), no. 2, 157–
176.
[AC00] Enrique Arrondo and Laura Costa, Vector bundles on Fano 3-folds with-
out intermediate cohomology, Comm. Algebra 28 (2000), no. 8, 3899–3911.
Available at http://arxiv.org/abs/math.AG/9804033.
[AF04] Enrique Arrondo and Daniele Faenzi, Vector bundles with no interme-
diate cohomology on Fano threefolds of type V22, Pacific J. Math., to appear.
Available at author’s web page.
[AG99] Enrique Arrondo and Beatriz Gran˜a, Vector bundles on G(1, 4) without
intermediate cohomology, J. Algebra 214 (1999), no. 1, 128–142. Available at
http://arxiv.org/abs/math.AG/9801127.
[Bea96] Arnaud Beauville, Complex Algebraic Surfaces, 2nd ed. (English), London
Mathematical Society Student Texts. 34. Cambridge: Cambridge Univ. Press.
ix, 132 p. (1996).
[Bea00] , Determinantal hypersurfaces, Michigan Math. J. 48 (2000), 39–64,
Dedicated to William Fulton on the occasion of his 60th birthday. Available at
http://arxiv.org/abs/math.AG/9910030
[BEPP05] Corina Baciu, Viviana Ene, Gerhard Pfister, and Dorin Popescu,
Rank two Cohen-Macaulay modules over singularities of type x31 +
x32 + x
3
3 + x
3
4, J. Algebra 292, No.2, 447-491 (2005). Available at
http://arxiv.org/abs/math.AC/0410625, 2004.
ACM BUNDLES ON THE CUBIC SURFACE 41
[BS92] Guntram Bohnhorst and Heinz Spindler The stability of certain vector
bundles on Pn. Complex algebraic varieties, Proc. Conf., Bayreuth/Ger. 1990,
Lect. Notes Math. 1507, 39-50 (1992).
[CDH05] Marta Casanellas, Elena Drozd, and Robin Hartshorne, Gorenstein
liaison and ACM sheaves, J. Reine Angew. Math., 584, 149-171 (2005). Avail-
able at http://arxiv.org/abs/math.AG/0307378.
[CH04] Marta Casanellas and Robin Hartshorne, Gorenstein biliaison and
ACM sheaves, J. Algebra 278 (2004), no. 1, 314–341. Available at
http://arxiv.org/abs/math.AG/0304447
[CM00] Luca Chiantini and Carlo Madonna, ACM bundles on a general quintic
threefold, Matematiche (Catania) 55 (2000), no. 2, 239–258 (2002), Dedicated
to Silvio Greco on the occasion of his 60th birthday (Catania, 2001). MR 1
984 199. Available at http://arxiv.org/abs/math.AG/0110102
[CM05] , ACM bundles on general hypersurfaces in P5 of low
degree, Collect. Math. 56, No.1, 85-96 (2005). Available at
http://arxiv.org/abs/math.AG/0409029.
[CM04] , A splitting criterion for rank 2 bundles on a general sextic
threefold, Internat. J. Math. 15 (2004), no. 4, 341–359. Available at
http://arxiv.org/abs/math.AG/0407080
[Dol05] Igor Dolgachev, Topics in classical algebraic geometry I, Notes available at
http://www.math.lsa.umich.edu/~idolga/lecturenotes.html
[DV05] Igor Dolgachev and Alessandro Verra, Topics in classical algebraic ge-
ometry II, Draft Notes.
[EH88] David Eisenbud and Ju¨rgen Herzog, The classification of homogeneous
Cohen-Macaulay rings of finite representation type, Math. Ann. 280 (1988),
no. 2, 347–352.
[Eis80] David Eisenbud, Homological algebra on a complete intersection, with an ap-
plication to group representations, Trans. Amer. Math. Soc. 260 (1980), no. 1,
35–64.
[EP03] Viviana Ene and Dorin Popescu, Rank one maximal Cohen-Macaulay mod-
ules over singularities of type Y 31 + Y
3
2 + Y
3
3 + Y
3
4 , Commutative algebra, sin-
gularities and computer algebra (Sinaia, 2002), NATO Sci. Ser. II Math. Phys.
Chem., vol. 115, Kluwer Acad. Publ., Dordrecht, 2003, pp. 141–157. Available
at http://arxiv.org/abs/math.AC/0303151
[Fae05] Daniele Faenzi, Bundles over the Fano threefold V5,
Comm. Algebra, 33, No.9, 3061-3080 (2005). Available at
http://arxiv.org/abs/math.AG/0407293, 2004.
[GH78] Phillip Griffiths and Joseph Harris, Principles of Algebraic Geometry,
Wiley-Interscience [John Wiley & Sons], New York, 1978, Pure and Applied
Mathematics.
[Gom97] Tomas L. Gomez, Irreducibility of the moduli space of vector bundles on sur-
faces and Brill-Noether theory on singular curves, Revised PhD thesis (Prince-
ton), http://arxiv.org/abs/alg-geom/9710029, 1997.
[Har77] Robin Hartshorne, Algebraic Geometry, Springer-Verlag, New York, 1977,
Graduate Texts in Mathematics, No. 52.
[HL97] Daniel Huybrechts and Manfred Lehn, The Geometry of Moduli Spaces of
Sheaves, Aspects of Mathematics, E31, Friedr. Vieweg & Sohn, Braunschweig,
1997.
[Hor64] Geoffrey Horrocks, Vector bundles on the punctured spectrum of a local
ring, Proc. London Math. Soc. (3) 14 (1964), 689–713. MR 30 #120
[Kle78] Hans Kleppe Deformation of schemes defined by vanishing of Pfaffians. J.
Algebra 53, 84–92 (1978).
42 DANIELE FAENZI
[Kno¨87] Horst Kno¨rrer, Cohen-Macaulay modules on hypersurface singularities. I,
Invent. Math. 88 (1987), no. 1, 153–164. MR 88d:14004
[KRR05] N. Mohan Kumar, A. Prabhakar Rao and G. V. Ravindra, Arith-
metically Cohen-Macaulay bundles on hypersurfaces. 2005. Available at
http://arxiv.org/abs/math.AG/0507161.
[Mad00] Carlo Madonna, Rank-two vector bundles on general quartic hypersurfaces
in P4, Rev. Mat. Complut. 13 (2000), no. 2, 287–301. MR 2002d:14064
[Mad02] , ACM vector bundles on prime Fano threefolds and complete
intersection Calabi-Yau threefolds, Rev. Roumaine Math. Pures Appl.
47 (2002), no. 2, 211–222 (2003). MR 1 979 043 Available at
http://arxiv.org/abs/math.AG/0103010.
[Man72] Yuri I.Manin , Kubicheskie formy: algebra, geometriya, arifmetika, Izdat.
“Nauka”, Moscow, 1972. MR MR0360592 (50 #13040). English version: Cubic
forms, second ed., North-Holland Mathematical Library, vol. 4, North-Holland
Publishing Co., Amsterdam, 1986, Algebra, geometry, arithmetic, Translated
from the Russian by M. Hazewinkel.
[Seg42] Beniamino Segre, The Non-singular Cubic Surfaces, Oxford University Press,
Oxford, 1942.
E-mail address: faenzi@math.unifi.it
Dipartimento di Matematica “U. Dini”, Universita` di Firenze, Viale Mor-
gagni 67/a, I-50134, Florence, Italy
URL: http://www.math.unifi.it/~faenzi/
