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 
Abstract— Now-a-days robotic exoskeletons are often used 
to help in gait training of stroke patients. However, such 
robotic systems have so far yielded only mixed results in 
benefiting the clinical population. Therefore, there is a  need to 
investigate how gait learning and de-learning get characterised 
in brain signals and thus determine neural substrate to focus 
attention on, possibly, through an appropriate brain-computer 
interface (BCI). To this end, this paper reports the analysis of 
EEG data acquired from six healthy individuals undergoing 
robot-assisted gait training of a new gait pattern. Time-domain 
partial Granger causality (PGC) method was applied to 
estimate directed neural connectivity among relevant brain 
regions. To validate the results, a power spectral density (PSD) 
analysis was also performed. Results showed a strong causal 
interaction between lateral motor cortical areas. A fronto-
parietal connection was found in all  robot-assisted training 
sessions. Following training, a causal “top-down” cognitive 
control was evidenced, which may indicate plasticity in the 
connectivity in the respective brain regions. 
I. INTRODUCTION 
An important challenge in the field of neuroscience and 
brain-computer interface (BCI) is to characterise causal 
connectivity between brain regions during a specific task. 
Granger causality (GC) is a useful data-driven approach to 
search for the causal influence of one time-series on another 
[1]. The GC application to EEG studies is controversial, 
mainly due to unknown confounding effects (e.g., exogenous 
inputs and latent variables), and to the stationarity 
assumption of the underlying stochastic process in 
multivariate autoregressive (MVAR) analysis and statistical 
bias [2]. 
Time-domain partial-GC (PGC) analysis specifically 
mitigates confounding influences caused by endogenous 
latent variables and exogenous environmental inputs [3]. It 
modifies the standard GC measure by adding terms based on 
residual correlations between the predicted and the 
conditional variables. It assumes that all confounding 
influences are reflected in correlations with the residuals and 
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therefore can be detected and partly be factored out, similar 
to partial correlation [3]. To the best of our knowledge, the 
application of this useful tool to BCI type datasets and, more 
specifically, to robot-assisted gait training has not been tested 
before. In a number of studies, our group has shown that 
training with Active-Leg Exoskeleton (ALEX) can result in 
short-term adaptations in the gait of healthy subjects and 
those with strokes [4], [5]. 
Following our previous work in [6], we apply a time-
domain PGC to the EEG data acquired during a robot-
assisted gait training paradigm to investigate the functional 
directed connectivity of cortical networks. In our 
investigations, we use five scalp EEG electrodes, which 
include frontal (Fz), central (Cz), left central (C3), right 
central (C4) and centro-parietal (CPz) areas. To address the 
nonstationarity and bias issues, we use EEG short segments 
and apply permutation analysis. Moreover, the power 
spectral densities (PSDs) of the EEG segments by means of 
fast Fourier transform (FFT) are analysed. Finally, we look 
for consistencies between PSD and PGC results. The 
interpretations about each method is further discussed in 
Section III. Our results suggest that PGC measure can play a 
crucial role in the BCI-gait studies as a model-free and 
reliable method for deciphering the temporal changes in the 
functional cortical interactions. 
II. MATERIAL AND METHOD 
A. EEG Data 
The EEG data were collected using g.tec’s g.USBamp 
recording system with 16 active scalp electrodes, while six 
healthy male adults (age 26.5±6.5 years, weight 77.8±9.7 kg, 
height 1.79±0.04 m) performed gait training on the ALEX II 
(Active Leg Exoskeleton, [7]). Each experiment involved a 
single visit to our laboratory. The robotic leg was attached to 
the subject’s non-dominant leg (i.e., the left leg for all 
subjects), and the treadmill speed was set to the subject’s 
comfortable walking speed (0.87±0.15 m/s). The subjects 
underwent robot-assisted gait training, consisting of ten 
sequential trials: (1) a 10 min bout of free treadmill walking 
without the robot (FW1); (2) a 5-min baseline test (BSL), 
where the robot was controlled in transparent mode (i.e., nil 
interaction with the user); (3-6) four 10-min training bouts 
(TR), during which the subjects were asked to match an 
altered footpath derived from their baseline one; (7-9) three 
5-min bouts of post-training trials (PT), where the robot was 
controlled in transparent mode; (10) a 5-min bout of free 
treadmill walking (FW2). Breaks (2-4 min) were included in-
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between subsequent trials (Fig. 1). During each training 
session, subjects received haptic guidance (frequency 100%) 
and visual guidance (frequency 50%) from the ALEX II. The 
former involved assistive forces exerted by the robot to guide 
the user’s leg along the target footpath; the latter consisted of 
a computer screen located in front of the user, showing the 
target footpath along with the current foot position. More 
details about this training protocol can be found in [4]. Prior 
to each trial, baseline EEG (so called resting stage) activities 
were recorded for one minute, as the subject remained 
standstill on the treadmill. We considered this part of the data 
as a benchmark for stability check.  
 
Fig. 1. EEG gait recording protocol.  
B. Partial Granger Causality (PGC) 
Based on GC rules, if the prediction error of      using   
previous values of    and    (full model) is less than the 
prediction error using only the series    (restricted model), 
then    is said to have a causal influence (i.e. Granger-
causality) on    (    ). Similarly, if the prediction error of 
   in the full model is less than that in the restricted, then    
is said to Granger-cause    (    ) [1]–[3].  
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In PGC, it is assumed that two typical independent 
sources,    and    are influenced by latent variables 
(   and    ), exogenous inputs (   and   ) and the 
modulatory factor (driven by series   ). The corresponding 
residual error of two confounding factors   
  ( : exogenous) 
and  ( )  
   ( : latent) along with residual error    can be 
incorporated into MVAR representation of the restricted 
model (Eq. 1) and full model (Eq. 2).  ( ) is the polynomial 
matrix of appropriate lag operator   related to latent input, 
which depends on its history. Considering the covariance 
term to control the indirect interactions (Eq. 3), the causal 
influence by PGC (e.g.,       ) is computed by the log-ratio 
of the corresponding residual errors (Eq. 4). Finally, to 
statistically extract the significant causal effects, the 
logarithmic term can be tested using surrogate data 
techniques (e.g. permutation or bootstrapping) [8]. 
C. Data Analysis 
We selected five electrodes covering the most important 
brain areas involved during locomotion, including pre-frontal 
(Fz), motor (C3, Cz, C4) and centro-parietal (CPz) areas. The 
data was pre-processed using a band-pass filter in the range 
0.5-30 Hz to purge unwanted ultra-low (close to DC) and 
high frequency noises. Although the gamma brain activities 
(25-40 Hz) are suppressed, this frequency range is 
considered as usual band width analysed in BCI or motor 
imagery control. The trials in which the signal on any 
channels exceeded 80 µV were marked as artefacts and 
rejected. Hence, an average 10% of trials were rejected from 
responses of each subject. In order to eliminate inevitable  
movement artefacts (eye movements and eye blinks, muscle 
activities, treadmill vibrations), we applied infomax ICA [9]. 
Along with visual inspection, the average of first four ICs 
was rejected. The reconstructed data were then baseline 
corrected. To prevent confounds due to nonstationarity, we 
divided the data into approximately 5 seconds (i.e., 2560 
time samples), stationary, non-overlapping short windows 
and  applied a linear detrending process to each segment. The 
segmentation, thus, yielded 120 segments during each 
training trial (TR) and 60 during each post-training trial (PT). 
We computed for each segment the optimal model order p 
(i.e., the number of time-lags) in the range of 1   20 
using Akaike information criterion (AIC). To confirm the 
validity of application of regression models we used the 
consistency check of the correlation structure as in [10]. It 
provides a value close to   if the correlation of simulated 
data is close to the correlation of evaluating data. Finally, to 
systematically remove the statistical bias when performing 
significance tests, the permutation-resampling test was used. 
We selected the number of permutations of      and the 
window size of      samples. The computations related to 
data pre-processing and extracting causal effects were 
performed using EEGLab (V9.0.4b) [11] and GCCA (V2.9) 
toolbox [8], respectively. 
III. RESULTS 
The PSD and PGC analyses were conducted on artefact-
free EEG segments. Fig. 2 shows the average results of both 
PSD and PGC analyses at group level.  Both PSD and PGC 
results were separately normalised in  (   ). Each analysis 
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was divided into 10 blocks of resting (i.e., quiet standing 
prior to each trial) and task activities (i.e., the ten walking 
bouts).  
 
Fig. 2. Power spectrum density (PSD) and partial Granger causality analysis (PGC) of EEG-gait training data in 10 sequential trial runs. The trials include, (1) 
free walk (FW1), (2) gait within the exoskeleton for baseline (BSL), (3-6) gait training with 3 modified templates (TR1-4), (7-9) gait post-training without 
templates (PT1-3), and (10) gait post-training in free walk (FW2). Error bars represent standard errors. Mean and standard error are computed across 5 second 
windows of data. 
The average empirical model order and the average 
consistency test values were      and      . This 
satisfactory value of the consistency test proves the 
capability of the model to reproduce the EEG time series. 
PGC values greater than a threshold of 0.7 (p-value = 0.1) 
were assumed to indicate a significant causal effect. The 
avarge of estimated outgoing and incoming causal effects 
inferred by PGC are labelled as “source” and “sink”, 
respectively. In the resting stage (Fig. 2A and 2C), similar 
patterns were observed in PSD and PGC results, which 
confirm consistency of the PGC method. For instance, in Fig. 
2A, PSD shows significant activities in the lateral motor 
cortical areas (i.e. power in C3 is greater than that in C4). 
Similarly, PGC disclosed a significant outgoing causal 
influence at C3 and significant incoming causal influence at 
C4. To highlight the differences between resting and task 
performances, we investigated the ensemble average of PSDs 
(average across all EEG channels and for all subjects) as 
presented in Fig.3. Interestingly, in resting stage the 
measurements showed an increased activity in alpha band (8-
13 Hz) while the task measurements revealed a major peak at 
theta (4-7 Hz) band. Moreover, in the PSD results of FW1 
and FW2 (first and last free walk trials), the resting and task 
performance gave rise to almost similar results (albeit a 
slight theta peak in FW2), indicating consistency of the 
technique. Next, we translated the network causal effects of 
task activities into a scalp map representation (i.e. without 
averaging the GC values across channels) as shown in Fig. 4. 
It can be seen that the pattern of causal effect is almost 
similar in FW1 and FW2 (except for the effect of Fz Cz). 
Moreover, a strong casual interaction was found between C3 
and C4 in almost all states, a motor area frequently reported 
in BCI studies [12]. It is noteworthy that the effect of 
C3 C4 was stronger than C4 C3 in all cases – the 
asymmetry being sharper in the trials not involving the robot. 
This can be also inferred by inspecting the average results in 
Fig. 2C and 2D. Previous studies have documented 
asymmetries in the medial regions of the primary sensory 
motor cortex during treadmill walking, and associated them 
with foot-dominance [13]. This hypothesis is also applicable 
to our results, given that all subjects were right-leg dominant. 
We further speculate that the reduced level of asymmetry 
measured in all the sessions involving the robot was induced 
by ALEX II, the device being unilateral (i.e., the robotic leg 
was attached to the subject’s left leg, while the right leg was 
free). 
 
Fig.3. Mean (log) power spectral density of all EEG channels in all 10 
blocks. The results consist of resting and task performances.  
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All the training sessions evidenced a fronto-parietal 
connection (Fz CPz): previous studies have demonstrated 
the existence of such network in tasks involving rapid visual 
information processing [14]. Indeed, the visual feedback 
provided during training required sustained attention to the 
mismatch between the prescribed footpath and the current 
foot position (frontal cortex), along with visuospatial 
processing to convert the abstract representation of the foot 
motion – displayed in front of the subject - to useful spatial 
information (parietal lobe). Comparisons between training 
and post-training trials evidenced a causal “top-down” 
cognitive control effect (Fz Cz) during post-training trials. 
While the medial portion of the primary motor cortex is 
actively involved in normal walking, involvement of the 
prefrontal cortex in locomotor control has been related to 
motor adaptation of the gait pattern in healthy subjects [15], 
and recovery of locomotor function in stroke patients [16]. 
This interaction changes from unidirectional to bidirectional 
at trial 9 (PT3), perhaps suggesting a form of plasticity in the 
connectivity between these brain regions [17]. 
 
Fig. 4. Mean partial Granger causality (PGC) of EEG segments in all 10 
blocks. 
IV. CONCLUSION 
In this work, we  applied the time-domain partial Granger 
causality method (PGC) to study directed neural connectivity 
in  robot-assisted training of modified gait patterns. The 
validity of the method was assessed by comparing PSD and 
PGC data. Preliminary results evidenced changes in neural 
connectivity pre, during and post training trial runs. Future 
work will include correlating such changes to subjects’ 
motor adaptations, including gait kinematics, gait timing and 
muscle activity. 
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