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Abstract
The existence, uniqueness, and exponential ergodicity in Wasserstein distance are
established for McKean-Vlasov SDEs driven by Le´vy processes. Moreover, we de-
rive one-to-one correspondence between nonlinear Fokker-Planck-Kolmogorov equa-
tions and McKean-Vlasov SDEs with Le´vy noise; as applications, we present regu-
larity estimates for the associated martingale solutions. By using an approximation
technique and coupling by change of measures, Harnack inequalities are investigated
for McKean-Vlasov SDEs driven by subordinate Brownian motions.
AMS subject Classification: 47G20, 60G51, 60H30.
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1 Introduction
It is well known that solution to the linear Fokker-Planck-Kolmogorov equation (FPKE) (cf.
[4]) can be constructed by the time marginal distributions of solution to Itoˆ (distribution
independent) stochastic differential equation (SDE), see e.g. [15]. This means that we can
describe FPKEs by using a probabilistic approach ([2, 3]). However, many important par-
tial differential equations (PDEs) for probability measures are nonlinear, see, for instance,
∗Supported in part by NNSFC (11801406, 11831015).
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[4, 6, 8, 9, 11, 12, 25] and references therein. Such PDEs are also of Fokker–Planck type.
Fortunately, nonlinear FPKEs are also closely connected to the so-called distribution de-
pendent SDEs, also named McKean-Vlasov SDEs in the literature, in which the coefficients
depend on the distribution of the solution. Barbu and Ro¨ckner [2, 3] investigated one-to-
one correspondence between nonlinear FPKEs with second-order differential operator and
McKean-Vlasov SDEs driven by Brownian motion, see also [14] for closely related results
on path dependent nonlinear FPKEs and path-distribution dependent SDEs with Brownian
noise.
There are plentiful references on McKean-Vlasov SDEs driven by Brownian motions, see
e.g. [24, 19, 28, 5, 8, 9, 10, 13]. When the Brownian noise is replaced by a Le´vy process,
however, the existing results are quite limited. Recently, Jourdain, Me´le´ard and Woyczynski
in [16] investigated McKean-Vlasov model with multiplicative Le´vy noises. For McKean-
Vlasov SDEs driven by additive Le´vy processes, Y. Song [23] applied Malliavin calculus to
get exponential ergodicity in the total variance distance, while Liang, Majka and Wang used
a different approach in [18] to derive exponential ergodicity in the L1-Wasserstein distance.
Let P be the family of all probability measures on Rd equipped with the weak topology,
and Lζ denote the distribution of a random variable ζ . When a different probability measure
P˜ is concerned, we use Lζ |P˜ to denote the law of ζ under P˜. In this paper, we consider the
following McKean-Vlasov SDEs driven by Le´vy processes:
(1.1) dXt = b(t, Xt,LXt) dt + σ(t) dZt,
where b : [0,∞) × Rd × P → Rd and σ : [0,∞) → Rd ⊗ Rd are measurable and locally
bounded, and Z = {Zt}t≥0 is a d-dimensional Le´vy process with Z0 = 0.
Note that Z has stationary and independent increments and almost surely ca`dla`g (right-
continuous with finite left limits) paths t 7→ Zt. Since Z is a (strong) Markov process, it is
completely characterized by the law of Zt, hence by the characteristic function of Zt. It is
well known that
Eei〈ξ,Zt〉 = e−tψ(ξ), t > 0, ξ ∈ Rd,
where the symbol (characteristic exponent) ψ : Rd → C is given by the Le´vy–Khintchine
formula
ψ(ξ) = −i〈l, ξ〉+ 1
2
〈ξ, Qξ〉+
∫
x 6=0
(
1− ei〈ξ,x〉 + i〈ξ, x〉1(0,1)(|x|)
)
νZ(dx),
where l ∈ Rd is the drift coefficient, Q is a nonnegative semidefinite d × d matrix, and νZ
is the Le´vy measure on Rd \ {0} satisfying ∫
x 6=0
(1 ∧ |x|2) νZ(dx) < ∞. The Le´vy triplet
(l, Q, νZ) uniquely determines ψ, hence Z and the infinitesimal generator of Z is of the form
(1.2) A f = 〈l,∇f〉+ 1
2
〈∇, Q∇〉f +
∫
x 6=0
(
f(x+ ·)− f − 〈x,∇f〉1(0,1)(|x|)
)
νZ(dx)
for f ∈ C2b (Rd).
The first contribution of the present paper is the existence and uniqueness of the solution
to (1.1), see Theorem 2.3 below. To this end, we shall follow the iteration argument used in
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[14, 28]; moreover, we need to bound the moment for solutions to Le´vy-driven (distribution
independent) SDEs with one-sided Lipschitz continuous drift. We are also interested in
ergodicity for (1.1). Differently from [18], where exponential ergodicity in the L1-Wasserstein
distance was considered, our result on ergodicity in this paper applies to the Lθ-Wasserstein
distance possibly with θ ≥ 1.
Following the line of [14], we are able to describe nonlinear FPKEs via the corresponding
McKean-Vlasov SDEs driven by Le´vy processes; more precisely, a one-to-one correspondence
will be presented, see Theorem 4.2 below. This allows us to establish regularity estimates
for nonlinear FPKEs.
The dimension-free Harnack inequality, initialed in [26], has become an efficient tool
in stochastic analysis, and it can be used to study the strong Feller property, heat kernel
estimates, transportation-cost inequalities, hyperboundedness, and many more; we refer to
the monograph by F.-Y. Wang [27, Subsection 1.4.1] for an in-depth explanation of its
applications.
To establish Harnack inequality for McKean-Vlasov SDEs with jumps, we will restrict
ourselves to the special case Zt = WSt , where W = {Wt}t≥0 is a standard Brownian motion
on Rd, and S = {St}t≥0 is a subordinator independent ofW . Then the equation (1.1) reduces
to
(1.3) dXt = b(t, Xt,LXt) dt+ σ(t) dWSt .
We will adopt absolutely continuous path to approximate the path of S as in [29, 30, 7],
and, as it turns out, this will be crucial for our study. As before (see e.g. [29, 7]), a coupling
argument and the Girsanov theorem will also be used.
Recall that a subordinator S = {St}t≥0 is a nondecreasing Le´vy process on [0,∞), and
it is uniquely determined by its Laplace transform which is of the form
E e−rSt = e−tφ(r), r > 0, t ≥ 0.
The characteristic (Laplace) exponent φ : (0,∞) → (0,∞) is a Bernstein function, i.e. a
C∞-function such that φ ≥ 0 and with alternating derivatives (−1)n+1φ(n) ≥ 0, n ∈ N.
Every such φ has a unique Le´vy–Khintchine representation
(1.4) φ(r) = ̺ r +
∫
(0,∞)
(
1− e−rx) νS(dx), r > 0,
where ̺ ≥ 0 is the drift parameter and νS is a Le´vy measure, that is, a Radon measure
on (0,∞) satisfying ∫
(0,∞)
(1 ∧ x) νS(dx) < ∞. We use [22] as our standard reference for
Bernstein functions and subordinators.
The (random) time-changed process (WSt)t≥0 is a rotationally invariant Le´vy process
with symbol φ(| · |2/2) and is called a subordinate Brownian motion. If S is an α-stable
subordinator with Bernstein function φ(r) = rα (0 < α < 1), then (WSt)t≥0 is the well-
known 2α-stable Le´vy process with discontinuous sample paths and its generator is given
by the fractional Laplacian operator −(−∆/2)α. By choosing different Bernstein functions,
we can construct many other time-changed Brownian motions. Thus, subordinate Brownian
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motions form a very large class of Le´vy processes. Nonetheless, compared with general Le´vy
processes, subordinate Brownian motions are much more tractable.
The remaining part of the paper is organized as follows. In Section 2, we investigate the
strong/weak existence and uniqueness of solutions to McKean-Vlasov SDEs driven by Le´vy
processes. Section 3 is devoted to exponential contraction and ergodicity in the Wasser-
stein distance. In Section 4, we derive one-to-one correspondence between nonlinear FPKEs
and McKean-Vlasov SDEs with Le´vy noise, and as applications, regularity estimates are
presented for the associated martingale solutions. By using an approximation technique
and coupling by change of measures, the dimension-free Harnack inequalities are established
in Section 5. Finally, the appendix contains a result concerning moment for Le´vy-driven
(distribution independent) SDEs, which has been used in Section 2.
2 Existence and uniqueness
For p ∈ [1,∞), let
Pp :=
{
µ ∈ P : µ(| · |p) :=
∫
Rd
|x|p µ(dx) <∞
}
.
It is well known that Pp is a Polish space under the Wasserstein distance
Wp(µ1, µ2) := inf
π∈C (µ1,µ2)
(∫
Rd×Rd
|x− y|p π(dx, dy)
)1/p
, µ1, µ2 ∈ Pp,
where C (µ1, µ2) is the set of all couplings for µ1 and µ2. Moreover, the topology induced by
Wp on Pp coincides with the weak topology.
We make the following assumptions on the Le´vy measure νZ of Z and the coefficient b:
There exists some θ ≥ 1 such that
(H1)
∫
|x|≥1
|x|θ νZ(dx) <∞;
(H2) (Continuity) For every t ≥ 0, b(t, ·, ·) is continuous on Rd ×Pθ;
(H3) (Monotonicity) There exist locally bounded functions κ1 : [0,∞) → R and κ2 :
[0,∞)→ [0,∞) such that
2〈b(t, x, µ)− b(t, y, ν), x− y〉
≤ κ1(t)|x− y|2 + κ2(t)Wθ(µ, ν)|x− y|, t ≥ 0, x, y ∈ Rd, µ, ν ∈ Pθ;
(H4) (Growth) There exists a locally bounded function Θ : [0,∞)→ [0,∞) such that
|b(t, 0, µ)| ≤ Θ(t){1 + (µ(| · |θ))1/θ}, t ≥ 0, µ ∈ Pθ.
Remark 2.1. It is well known that (H1) is equivalent to E|Zt|θ < ∞ for some (or all)
t > 0, cf. [21, Theorem 25.3].
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Definition 2.2. A ca`dla`g adapted process (Xt)t≥0 on R
d is called a (strong) solution of
(1.1), if
E
∫ t
0
|b(s,Xs,LXs)| ds <∞, t ≥ 0.
and P-a.s.
Xt = X0 +
∫ t
0
b(s,Xs,LXs) ds+
∫ t
0
σ(s) dZs, t ≥ 0.
(1) We say that (1.1) has strong (or pathwise) existence and uniqueness in Pθ, if for any
F0-measurable random variable X0 with LX0 ∈ Pθ, the equation has a unique solution
(Xt)t≥0 satisfying E|Xt|θ <∞ for all t > 0.
(2) A couple (X˜t, Z˜t)t≥0 is called a weak solution to (1.1), if Z˜ = (Z˜)t≥0 is a Le´vy pro-
cess having the same symbol as Z with respect to a complete filtered probability space
(Ω˜, {F˜t}t≥0, P˜), and (X˜t)t≥0 satisfies
dX˜t = b(t, X˜t,LX˜t |P˜) dt + σ(t) dZ˜t.
(3) (1.1) is said to have weak uniqueness in Pθ, if any two weak solutions of the equation
with common initial distribution in Pθ are equal in law. Precisely, if (X˜t, Z˜t)t≥0 with
respect to (Ω˜, {F˜t}t≥0, P˜) and (X¯t, Z¯t)t≥0 with respect to (Ω¯, {F¯t}t≥0, P¯) are weak so-
lutions of (1.1), then LX˜0 |P˜ = LX¯0|P¯ ∈ Pθ implies LX˜t |P˜ = LX¯t |P¯ for all t > 0. (1.1)
is said to have strong/weak well-posedness in Pθ if it has strong/weak existence and
uniqueness in Pθ.
Theorem 2.3. Assume (H1)-(H4). Then for any X0 ∈ Lθ((Ω,F0,P);Rd), the equation
(1.1) has a unique strong solution in Pθ. Moreover, (1.1) has weak well-posedness in Pθ.
We will prove Theorem 2.3 by the argument used in [14] and [28]. For fixed s ≥ 0 and
Fs-measurable R
d-valued random variable Xs,s with E|Xs,s|θ <∞, set
X
(0)
s,t = Xs,s, µ
(0)
s,t = LX(0)s,t
, t ≥ s.
For n ∈ N, let (X(n)s,t )t≥s solve the classical (distribution independent) SDE
(2.1) dX
(n)
s,t = b(t, X
(n)
s,t , µ
(n−1)
s,t ) dt+ σ(t) dWSt , t ≥ s,
with X
(n)
s,s = Xs,s, where µ
(n−1)
s,t := LX(n−1)s,t
.
Lemma 2.4. Assume (H1)-(H4). Then for every n ∈ N, the SDE (2.1) has a unique strong
solution X
(n)
s,t with
(2.2) E sup
t∈[s,T ]
|X(n)s,t |θ <∞, T > s, n ∈ N.
Moreover, for any T > 0, there exists t0 > 0 such that for all s ∈ [0, T ] and Xs,s ∈ Lθ(Ω →
R
d;Fs),
E sup
t∈[s,s+t0]
|X(n+1)s,t −X(n)s,t |θ ≤ 2θe−nE sup
t∈[s,s+t0]
|X(1)s,t |θ, n ∈ N.
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Proof. We only need to apply Proposition 6.1 in the appendix and use the argument in
[28, proof of Lemma 2.3] to obtain the desired assertions. Here we omit the details to save
space.
Proof of Theorem 2.3. (1) First, we prove the existence of the solution. For simplicity, we
only consider s = 0 and denote X0,t = Xt, t ≥ 0.
For t > 0, let Dt be the family of all R
d-valued ca`dla`g functions on [0, t] equipped with
the uniform norm. Since Dt is a Banach space, so is L
θ(Ω;Dt). Let (Xt)t∈[0,t0] be the unique
limit of (X
(n)
t )t∈[0,t0] in Lemma 2.4. Then (Xt)t∈[0,t0] is an adapted ca`dla`g process and satisfies
(2.3) lim
n→∞
sup
t∈[0,t0]
Wθ(µ
(n)
t ,LXt)
θ ≤ lim
n→∞
E sup
t∈[0,t0]
|X(n)t −Xt|θ = 0.
Reformulate (2.1) as
X
(n)
t = X0 +
∫ t
0
b(s,X(n)s , µ
(n−1)
s ) ds+
∫ t
0
σ(s) dZs.
Now (2.3), (H2), the local boundedness of b, and the dominated convergence theorem imply
that P-a.s.
Xt = X0 +
∫ t
0
b(s,Xs,LXs) ds +
∫ t
0
σ(s) dWSs, t ∈ [0, t0].
Moreover, (2.2) and (2.3) lead to E sups∈[0,t0] |Xs|θ < ∞. Therefore, (Xt)t∈[0,t0] solves (1.1)
up to time t0. The same assertion holds for (Xs,t)t∈[s,(s+t0)∧T ] and s ∈ [0, T ]. By solving the
equation piecewise in time, and using the arbitrariness of T > 0, we conclude that (1.1) has
a unique strong solution (Xt)t≥0 with
E sup
s∈[0,t]
|Xs|θ <∞, t ≥ 0.
(2) Next, we prove strong uniqueness in Pθ. Let X and Y be two solutions to (1.1) with
X0 = Y0 and E|Xt|θ + E|Yt|θ <∞, t ≥ 0. It follows from (H3) that
d|Xt − Yt|2 ≤ κ1(t)|Xt − Yt|2 dt + κ2(t)Wθ(LXt ,LYt)|Xt − Yt| dt.
For any ε > 0, it is easy to see that
(2.4)
d(|Xt − Yt|2 + ε)θ/2 = θ
2
(|Xt − Yt|2 + ε)(θ−2)/2 d|Xt − Yt|2
≤ θ
2
|Xt − Yt|θ−2 d|Xt − Yt|2
≤ θ
2
κ1(t)|Xt − Yt|θ dt+ θ
2
κ2(t)Wθ(LXt ,LYt)|Xt − Yt|θ−1 dt.
Using the following inequality
(2.5) yzρ−1 ≤ 1
ρ
yρ +
ρ− 1
ρ
zρ, y, z ≥ 0, ρ ≥ 1
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with ρ = θ, we get
d(|Xt − Yt|2 + ε)θ/2 ≤ 1
2
{θκ1(t) + (θ − 1)κ2(t)} |Xt − Yt|θ dt+ 1
2
κ2(t)Wθ(LXt ,LYt)
θ dt.
This implies that
(|Xt − Yt|2 + ε)θ/2 ≤ εθ/2 +
∫ t
0
H(s)
{|Xs − Ys|θ +Wθ(LXs,LYs)θ} ds
for some nondecreasing function H : [0,∞)→ (0,∞). Letting ε ↓ 0 and using the fact that
Wθ(LXs,LYs)
θ ≤ E|Xs − Ys|θ, it holds that
|Xt − Yt|θ ≤
∫ t
0
H(s)
{|Xs − Ys|θ + E|Xs − Ys|θ} ds.
Taking expectations on both sides, we obtain
E|Xt − Yt|θ ≤ 2
∫ t
0
H(s)E|Xs − Ys|θ ds,
which, together with Gronwall’s inequality, implies that
E|Xt − Yt|θ = 0 for all t ≥ 0.
Thus, strong uniqueness follows for (1.1).
(3) Finally, we prove weak uniqueness. Let (Xt)t≥0 solve (1.1) with LX0 = µ0, and let
(X˜t, Z˜t)t≥0 on (Ω˜, {F˜t}t≥0, P˜) be a weak solution of (1.1) such that LX˜0 |P˜ = µ0, i.e. (X˜t)t≥0
solves
(2.6) dX˜t = b(t, X˜t,LX˜t |P˜) dt+ σ(t) dZ˜t, LX˜0 |P˜ = µ0.
We need to prove LXt |P = LX˜t |P˜ for all t ≥ 0. Let µt = LXt |P and
b¯(t, x) = b(t, x, µt), t ≥ 0, x ∈ Rd.
By (H2)-(H3), the following SDE
(2.7) dX¯t = b¯(t, X¯t) dt+ σ(t) dZ˜t, X¯0 = X˜0
has a unique solution. According to Yamada–Watanabe’s theory, it also satisfies weak
uniqueness. Noting that
dXt = b¯(t, Xt) dt + σ(t) dZt, LX0 |P = LX¯0 |P˜,
the weak uniqueness of (2.7) implies
(2.8) LX¯t |P˜ = LXt |P = µt, t ≥ 0.
So, (2.7) can be rewritten as
dX¯t = b(t, X¯t,LX¯t |P˜) dt+ σ(t) dZ˜t, X¯0 = X˜0.
Since it follows from (2) that (2.6) has a unique solution, we know that X¯ = X˜ . Therefore,
(2.8) implies LX˜t |P˜ = LXt |P for all t ≥ 0, as required.
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3 Wθ-exponential contraction and ergodicity
For µ0 ∈ Pθ, let Xt(µ0) be the solution to (1.1) with LX0 = µ0. Let P ∗t µ0 be the distribution
of Xt(µ0).
Theorem 3.1. Assume (H1)-(H4).
(1) For any µ0, ν0 ∈ Pθ,
Wθ(P
∗
t µ0, P
∗
t ν0) ≤ exp
[
1
2
∫ t
0
{κ1(s) + κ2(s)} ds
]
Wθ(µ0, ν0), t ≥ 0.
(2) If b(t, ·, ·) and σ(t) do not depend on time t such that (H3) holds for constants κ1(t) =
κ1 ∈ R and κ2(t) = κ2 ≥ 0 with κ := −(κ1 + κ2)/2 > 0, then
(3.1) Wθ(P
∗
t µ0, P
∗
t ν0) ≤ e−κtWθ(µ0, ν0), t ≥ 0.
Thus, P ∗t has a unique invariant probability measure µ ∈ Pθ with
Wθ(P
∗
t ν0, µ) ≤ e−κtWθ(ν0, µ), t ≥ 0, ν0 ∈ Pθ.
Proof. (1) Let (Xt)t≥0 and (Yt)t≥0 be two solutions to (1.1). For t > 0, set µt := LXt and
νt := LYt . By (2.4), for any ε > 0 and 0 ≤ r ≤ t,
E(|Xt − Yt|2 + ε)θ/2 ≤ E(|Xr − Yr|2 + ε)θ/2
+
θ
2
∫ t
r
{
κ1(s)E|Xs − Ys|θ + κ2(s)Wθ(µs, νs)E|Xs − Ys|θ−1
}
ds.
Letting ε ↓ 0 and noting that
Wθ(µs, νs) ≤
(
E|Xs − Ys|θ
)1/θ
, E|Xs − Ys|θ−1 ≤
(
E|Xs − Ys|θ
)(θ−1)/θ
,
we know that for 0 ≤ r ≤ t,
E|Xt − Yt|θ ≤ E|Xr − Yr|θ + θ
2
∫ t
r
{κ1(s) + κ2(s)}E|Xs − Ys|θ ds.
It follows from Gronwall’s inequality that
E|Xt − Yt|θ ≤ E|X0 − Y0|θ exp
[
θ
2
∫ t
0
{κ1(s) + κ2(s)} ds
]
.
For any µ0, ν0 ∈ Pθ, we can take F0-measurable random variables X0 and Y0 such that
LX0 = µ0, LY0 = ν0 andWθ(µ0, ν0)
θ = E|X0−Y0|θ. Combining this withWθ(P ∗t µ0, P ∗t ν0)θ ≤
E|Xt − Yt|θ, we obtain the first assertion.
(2) (3.1) follows from (1). It is standard to prove that P ∗t has a unique invariant prob-
ability measure µ ∈ Pθ such that P ∗t µ = µ, t ≥ 0. For any ν0 ∈ Pθ and t ≥ 0, it follows
from (3.1) and P ∗t µ = µ that
Wθ(P
∗
t ν0, µ) = Wθ(P
∗
t ν0, P
∗
t µ) ≤ e−κtWθ(ν0, µ).
This completes the proof.
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4 Martingale solutions to nonlinear FPKEs
For t ≥ 0 and µ ∈ P, define
Lt,µ := A +
d∑
i=1
bi(t, ·, µ)∂i,
where A is the infinitesimal generator of a Le´vy process given by (1.2), and b : [0,∞) ×
Rd ×P → Rd is measurable and locally bounded.
A continuous functional µ : [0,∞) → P is called a solution to the following nonlinear
FPKE
(4.1)
dµt
dt
= L∗t,µtµt,
if
∫ t
0
ds
∫
Rd
|Ls,µsf | dµs <∞ for f ∈ C∞0 (Rd) and∫
Rd
f dµt =
∫
Rd
f dµ0 +
∫ t
0
ds
∫
Rd
(Ls,µsf) dµs, t ≥ 0, f ∈ C∞0 (Rd).
Let D∞ be the family of all ca`dla`g functions g : [0,∞)→ Rd equipped with the Skorohod
topology. The following definition comes from [14], see [17, Chapter III] for more details on
the martingale problem for linear FPKEs.
Definition 4.1. A solution (µt)t≥0 of (4.1) is called a martingale solution, if there exists a
probability measure µ∞ on D∞ such that
(1) µt = µ
∞
t := µ
∞ ◦ π−1t for all t ≥ 0, where (and in what follows) πt is the projection,
i.e. πt(g) = gt for t ≥ 0 and g ∈ D∞.
(2) For any f ∈ C∞0 (Rd), the family of functionals
Mf (t) := f(πt·)− f(π0·)−
∫ t
0
(Ls,µsf)(πs·) ds, t ≥ 0
on D∞ is a µ
∞-martingale; that is,∫
A
Mf (t2) dµ
∞ =
∫
A
Mf (t1) dµ
∞, t2 > t1 ≥ 0, A ∈ σ(πs : s ≤ t1),
where σ(πs : s ≤ t1) is the σ-field on D∞ induced by πs, s ≤ t1.
If furthermore µt(| · |θ) <∞ for all t ≥ 0, then (µt)t≥0 is said to be a martingale solution in
Pθ.
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Consider the following McKean-Vlasov SDE with jumps:
dXt = b(t, Xt,LXt) dt+ dZt,(4.2)
where (Zt)t≥0 is a Le´vy process generated by A . As we know, when A = ∆/2, the martingale
solution of (4.1) is the distribution of solution to (4.2) with (Zt)t≥0 being a standard Brownian
motion under (H2)-(H4), see [14].
As before, for µ0 ∈ Pθ, let Xt(µ0) be the solution to (4.2) with LX0 = µ0. The following
result characterizes one-to-one correspondence between the martingale solution to (4.1) and
weak solution to the McKean-Vlasov SDE (4.2).
Theorem 4.2. The McKean-Vlasov SDE (4.2) has a weak solution, if and only if (4.1) has
a martingale solution. Moreover, under (H1)-(H4), for any martingale solution (µt)t≥0 of
(4.1) in Pθ, µt = LXt(µ0), t ≥ 0.
Proof. (1) For µ0 ∈ Pθ, take an F0-measurable random variable X0 on Rd such that LX0 =
µ0. Let (Xt, Zt)t≥0 be a weak solution to (4.2) and µ
∞ = L{Xs}s∈[0.∞). We have LXt = µ
∞
t .
By Itoˆ’s formula, for any f ∈ C∞0 (Rd), (Mf (t))t≥0 is a µ∞-martingale, and µt := LXt satisfies∫
Rd
f dµt = Ef(Xt) = Ef(X0) +
∫ t
0
E(Ls,µsf)(Xs) ds
=
∫
Rd
f dµ0 +
∫ t
0
ds
∫
Rd
(Ls,µsf) dµs, t ≥ 0, f ∈ C∞0 (Rd).
Therefore, {LXs}s≥0 is a martingale solution of (4.1).
(2) Let µt = µ
∞
t , for some probability measure µ
∞ on D∞, be a martingale solution of
(4.1). Define
b˜(t, x) := b(t, x, µt), t ≥ 0, x ∈ Rd,
and consider the corresponding operator
(L˜tf)(x) := A f(x) +
d∑
i=1
b˜i(t, x)(∂if)(x), t ≥ 0, x ∈ Rd
for f ∈ C∞0 (Rd). Since (µt)t≥0 is a martingale solution of (4.1), this implies that (µt)t≥0 is a
martingale solution to the following linear FPKEs:
dµt
dt
= L˜∗tµt.
By the equivalence of martingale solution to linear FPKEs and the weak solution of distribu-
tion independent SDEs in [17, Theorem 2.26, p.157], there exist a Le´vy process (Z˜t)t≥0 with
infinitesimal generator A and a ca`dla`g adapted process (X˜t)t≥0 on some complete filtered
probability space (Ω˜, F˜ , {F˜t}t≥0, P˜) such that
dX˜t = b˜(t, X˜t) dt+ dZ˜t
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with LX˜t |P˜ = µt. By the definition of b˜, (X˜t)t≥0 solves the equation
dX˜t = b(t, X˜t,LX˜t |P˜) dt+ dZ˜t.
This implies that (X˜t, Z˜t)t≥0 is a weak solution of (4.2).
If (H1)-(H4) hold, for any martingale solution {µt}t≥0 in Pθ, by the weak uniqueness
of (4.2) due to Theorem 2.3, we obtain µt = LXt(µ0), t ≥ 0 as desired.
The following corollary is a direct conclusion of Theorem 3.1(1) and Theorem 4.2.
Corollary 4.3. Assume (H1)-(H4). For any two martingale solutions (µt)t≥0 and (νt)t≥0
of (4.1) in Pθ,
Wθ(µt, νt) ≤ exp
[
1
2
∫ t
0
{κ1(s) + κ2(s)} ds
]
Wθ(µ0, ν0)
holds for all t ≥ 0.
5 Harnack inequalities
In this section, we study the Harnack inequality for (1.3). In this case, the Le´vy noise
(Zt)t≥0 is given by subordinate Brownian motion (WSt)t≥0, whereW = {Wt}t≥0 is a standard
Brownian motion on Rd, and S = {St}t≥0 is an independent subordinator with Bernstein
function (Laplace exponent) φ given by (1.4). Since the Le´vy measure of Zt = WSt is
νZ(dx) =
∫
(0,∞)
(2πs)−d/2e−|x|
2/(2s) νS(ds)dx,
where νS is the Le´vy measure of subordinator S, it is not hard to verify that (H1) is
equivalent to
(H1′)
∫
(1,∞)
xθ/2 νS(dx) <∞.
Remark 5.1. We list here some typical examples for Bernstein function φ satisfying (H1′).
• (Stable subordinators) Let φ(r) = rα with drift ̺ = 0 and Le´vy measure νS(dx) =
α
Γ(1−α)
x−1−α dx, where 1/2 < α < 1. Then (H1′) holds if 1 ≤ θ < 2α;
• (Relativistic stable subordinators) Let φ(r) = (r + m1/α)α − m with drift ̺ = 0 and
Le´vy measure νS(dx) =
α
Γ(1−α)
e−m
1/αxx−1−α dx, where 0 < α < 1 and m > 0. Then
(H1′) holds for all θ ≥ 1;
• (Gamma subordinators) Let φ(r) = log(1 + r/a) with drift ̺ = 0 and Le´vy measure
νS(dx) = x
−1e−ax dx, where a > 0. Then (H1′) holds for all θ ≥ 1;
• Let φ(r) = r log(1+a/r) with drift ̺ = 0 and Le´vy measure νS(dx) = x−2(1− e−ax(1+
ax)) dx, where a > 0. Then (H1′) holds if 1 ≤ θ < 2;
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• Let φ(r) = rer ∫∞
1
e−ryy−n dy with drift ̺ = 0 and Le´vy measure νS(dx) = n(1 +
x)−n−1 dx, where n ∈ N. Then (H1′) holds if 1 ≤ θ < 2n.
We refer to [22, Chapter 16] for an extensive list of such Bernstein functions.
Moreover, we need the following assumption on σ:
(H5) For any t ≥ 0, σ(t) is invertible and there exists a non-decreasing function λ : [0,∞)→
[0,∞) such that
‖σ(t)−1‖ ≤ λ(t), t ≥ 0.
For t > 0, let
K1(t) := exp
[
−
∫ t
0
κ1(r) dr
]
,
and
K(t, θ) :=
1
2
∫ t
0
exp
[
θ
2
{
κ1(s) + κ2(s)
}− 1
2
∫ s
0
κ1(r) dr
]
κ2(s) ds,
where κ1 and κ2 are from (H3).
Under (H1′) and (H2)-(H5), it follows from Theorem 2.3 that for µ0 ∈ Pθ, equation
(1.3) with LX0 = µ0 has a unique strong solution Xt(µ0). Let P
∗
t µ0 be the distribution of
Xt(µ0). Define
Ptf(µ0) := (P
∗
t µ0)(f) = Ef(Xt(µ0)), t ≥ 0, f ∈ Bb(Rd).
Note that, in general, (Pt)t≥0 is not a semigroup, see [28].
The main result in this section is the following theorem.
Theorem 5.2. Assume (H1′) and (H2)-(H5).
(1) For any µ0, ν0 ∈ Pθ∨2, T > 0, and f ∈ Bb(Rd) with f ≥ 1,
PT log f(ν0)
≤ logPTf(µ0) + λ(T )2
{
W2(µ0, ν0)
2 +K(T, θ)2Wθ(µ0, ν0)
2
}
E
(∫ T
0
K1(s) dSs
)−1
.
(2) For any p > 1, µ0, ν0 ∈ Pθ, F0-measurable random variables X0, Y0 with LX0 =
µ0,LY0 = ν0, T > 0, and non-negative f ∈ Bb(Rd),(
PTf(ν0)
)p ≤ PTf p(µ0)
×
(
E exp
[
pλ(T )2
(p− 1)2
{|X0 − Y0|2 +K(T, θ)2Wθ(µ0, ν0)2}(∫ T
0
K1(s) dSs
)−1])p−1
.
For µ0, ν0 ∈ Pθ and t > 0, let µt := P ∗t µ0 and νt := P ∗t ν0. The following corollary is a
direct consequence of Theorem 5.2, see [27, Theorem 1.4.2].
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Corollary 5.3. Assume (H1′) and (H2)-(H5). Let µ0, ν0 ∈ Pθ∨2 and T > 0. If ES−1T <
∞, then µT and νT are equivalent. Furthermore, the following assertions hold.
(1) It holds that∫
Rd
log
(
dνT
dµT
)
dνT ≤
{
W2(µ0, ν0)
2 +K(T, θ)2Wθ(µ0, ν0)
2
}
E
(∫ T
0
K1(s) dSs
)−1
.
(2) For any p > 1 and F0-measurable random variables X0, Y0 with LX0 = µ0,LY0 = ν0,∫
Rd
(
dνT
dµT
)1/(p−1)
dνT
≤ E exp
[
p
(p− 1)2
{|X0 − Y0|2 +K(T, θ)2Wθ(µ0, ν0)2}(∫ T
0
K1(s) dSs
)−1]
.
5.1 Harnack inequalities under deterministic time-change
Let ℓ : [0,∞) → [0,∞) be a sample path of subordinator S, which is a non-decreasing
and ca`dla`g function with ℓ(0) = 0. For µ0 ∈ Pθ, let Xt(µ0) be the solution to (1.1) with
LX0 = µ0. By (H2) and (H3), b(t, ·,LXt(µ0)) is continuous and satisfies the one-sided
Lipschitz condition
2〈b(t, x,LXt(µ0))− b(t, y,LXt(µ0)), x− y〉 ≤ κ1(t)|x− y|2, t ≥ 0, x, y ∈ Rd.
Thus, for any µ0 ∈ Pθ, the following SDE has a unique non-explosive (strong) solution with
LXℓ0
= µ0:
(5.1) dXℓt = b(t, X
ℓ
t ,LXt(µ0)) dt+ σ(t) dWℓt .
We denote the solution by Xℓt (µ0). The associated Markov operator is defined by
(5.2) P ℓt f(µ0) := Ef
(
Xℓt (µ0)
)
, t ≥ 0, f ∈ Bb(Rd), µ0 ∈ Pθ.
Proposition 5.4. Assume (H1′) and (H2)-(H5).
(1) For any µ0, ν0 ∈ Pθ, T > 0, and f ∈ Bb(Rd) with f ≥ 1, it holds
P ℓT log f(ν0) ≤ logP ℓTf(µ0)+λ(T )2
{
W2(µ0, ν0)
2 +K(T, θ)2Wθ(µ0, ν0)
2
}(∫ T
0
K1(s) dℓs
)−1
.
(2) For any p > 1, µ0, ν0 ∈ Pθ, F0-measurable random variables X0, Y0 with LX0 =
µ0,LY0 = ν0, T > 0, and non-negative f ∈ Bb(Rd), we have
(
P ℓTf(ν0)
)p ≤ P ℓTf p(µ0) ·
(
E exp
[
pλ(T )2
(p− 1)2 |X0 − Y0|
2
(∫ T
0
K1(s) dℓs
)−1])p−1
× exp
[
pλ(T )2
p− 1 K(T, θ)
2
Wθ(µ0, ν0)
2
(∫ T
0
K1(s) dℓs
)−1]
.
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Following the line of [29, 30, 7], for ε ∈ (0, 1), consider the following regularization of ℓ:
ℓεt :=
1
ε
∫ t+ε
t
ℓs ds+ εt =
∫ 1
0
ℓεs+t ds+ εt, t ≥ 0.
It is clear that, for each ε ∈ (0, 1), the function ℓε is absolutely continuous, strictly increasing
and satisfies for any t ≥ 0
(5.3) ℓεt ↓ ℓt as ε ↓ 0.
For µ0 ∈ Pθ, let Xℓεt (µ0) be the solution to the following SDE with LXℓε0 = µ0:
dXℓ
ε
t = b(t, X
ℓε
t ,LXt(µ0)) dt+ σ(t) dWℓεt−ℓε0 .
Define the associated Markov operator P ℓ
ε
t by (5.2) with ℓ replaced by ℓ
ε.
Lemma 5.5. Fix ε ∈ (0, 1) and assume (H1′) and (H2)-(H5). Then the assertions in
Proposition in 5.4 hold with ℓ replaced by ℓε.
Proof. Fix T > 0. Take F0-measurable random variables X0, Y0 with LX0 = µ0,LY0 = ν0.
Let Yt solve the SDE
dYt = b(t, Yt,LXt(ν0)) dt+ ξ(t)1[0,τ)(t)
Xℓ
ε
t (µ0)− Yt
|Xℓεt (µ0)− Yt|
dℓεt + σ(t) dWℓεt−ℓε0(5.4)
with LY0 = ν0, where
τ := T ∧ inf{t ≥ 0, Xℓεt (µ0) = Yt}
and
ξ(t) :=
{|X0 − Y0|+K(t, θ)Wθ(µ0, ν0)} √K1(t)∫ T
0
K1(s) dℓεs
.
It is clear that (Xℓ
ε
t , Yt) is well defined for t < τ . By (H3), it follows that for t < τ
d|Xℓεt (µ0)− Yt| ≤
1
2
κ1(t)|Xℓεt (µ0)− Yt| dt +
1
2
κ2(t)Wθ(µt, νt) dt− ξ(t) dℓεt .
Thus, by Theorem 3.1, we obtain that√
K1(t) |Xℓεt (µ0)− Yt|
≤ |X0 − Y0|+ 1
2
∫ t
0
√
K1(s) κ2(s)Wθ(µs, νs) ds−
∫ t
0
√
K1(s) ξ(s) dℓ
ε
s
≤ |X0 − Y0|+K(t, θ)Wθ(µ0, ν0)−
∫ t
0
√
K1(s) ξ(s) dℓ
ε
s
=
{|X0 − Y0|+K(t, θ)Wθ(µ0, ν0)}
{
1−
∫ t
0
K1(s) dℓ
ε
s∫ T
0
K1(s) dℓεs
}
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for all t < τ . If τ(ω) > T for some ω ∈ Ω, we can take t = T in the above inequality to get
0 <
√
K1(T ) |XℓεT (µ0, ω)− YT (ω)| ≤ 0,
which is absurd. Therefore, τ ≤ T . Letting Yt := Xℓεt (µ0) for t ∈ [τ, T ], then Yt solves (5.4)
for t ∈ [τ, T ]. In particular, XℓεT (µ0) = YT .
Denote by γε : [ℓε0,∞) → [0,∞) the inverse function of ℓε. Then ℓεγεt = t for t ≥ ℓε0,
γεℓεt = t for t ≥ 0, and t 7→ γεt is absolutely continuous and strictly increasing. Let
W˜t :=
∫ t
0
Ψ(r) dr +Wt and Mt := −
∫ t
0
〈Ψ(r), dWr〉, t ≥ 0,
where
Ψ(r) := σ−1γε
r+ℓε0
Φ
(
γεr+ℓε0
)
and Φ(r) := ξ(r)1[0,τ)(r)
Xℓ
ε
r (µ0)− Yr
|Xℓεr (µ0)− Yr|
.
By (H5) and the elementary inequality that (a + b)2 ≤ 2a2 + 2b2 for a, b ≥ 0, the
compensator of the martingale Mt satisfies, for t ≥ 0,
〈M〉t =
∫ t
0
|Ψ(r)|2 dr ≤
∫ T
0
|σ−1s Φ(s)|2 dℓεs
≤
∫ T
0
λ(s)2Φ(s)2 dℓεs ≤ λ(T )2
∫ T
0
ξ(s)2 dℓεs
≤ λ(T )2{|X0 − Y0|+K(T, θ)Wθ(µ0, ν0)}2(∫ T
0
K1(s) dℓ
ε
s
)−1
≤ 2λ(T )2 {|X0 − Y0|2 +K(T, θ)2Wθ(µ0, ν0)2}(∫ T
0
K1(s) dℓ
ε
s
)−1
.
(5.5)
By Novikov’s criterion, we have E[R|F0] = 1, where
R := exp
[
MℓεT−ℓε0 −
1
2
〈M〉ℓεT−ℓε0
]
.
According to Girsanov’s theorem, (W˜t)0≤t≤ℓε(T )−ℓε(0) is a d-dimensional Brownian motion
under the new probability measure RP(·|F0). Rewrite (5.4) as
dYt = b(t, Yt,LXt(ν0)) dt+ σ(t) dW˜ℓεt−ℓε0 .
Thus, the distribution of (Yt)0≤t≤T under RP(·|F0) coincides with that of (Xℓεt (ν0))0≤t≤T
under P(·|F0); in particular, it holds that for any f ∈ Bb(Rd),
(5.6) EP(·|F0)f(X
ℓε
T (ν0)) = ERP(·|F0)f(YT ) = EP(·|F0) [Rf(YT )] = EP(·|F0)
[
Rf(Xℓ
ε
T (µ0))
]
.
By (5.6), the Young inequality (cf. [27, p. 24]), and the observation that
logR = −
∫ ℓεT−ℓε0
0
〈Ψ(r), dWr〉 − 1
2
∫ ℓεT−ℓε0
0
|Ψ(r)|2 dr
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= −
∫ ℓεT−ℓε0
0
〈Ψ(r), dW˜r〉+ 1
2
〈M〉ℓεT−ℓε0 ,
we get that, for any positive f ∈ Bb(Rd),
EP(·|F0) log f(X
ℓε
T (ν0)) = EP(·|F0)
[
R log f(Xℓ
ε
T (µ0))
]
≤ logEP(·|F0)f(Xℓ
ε
T (µ0)) + EP(·|F0)[R logR]
= logEP(·|F0)f(X
ℓε
T (µ0)) + ERP(·|F0) logR
= logEP(·|F0)f(X
ℓε
T (µ0)) +
1
2
ERP(·|F0)〈M〉ℓεT−ℓε0 .
Combining this with the Jensen inequality and (5.5), we obtain
P ℓ
ε
T log f(ν0)
= E
{
EP(·|F0) log f(X
ℓε
T (ν0))
}
≤ logE{EP(·|F0)f(XℓεT (µ0))}+ 12 E{EP(·|F0)[R〈M〉ℓεT−ℓε0 ]}
≤ logP ℓεT f(µ0) + λ(T )2
{
E|X0 − Y0|2 +K(T, θ)2Wθ(µ0, ν0)2
}(∫ T
0
K1(s) dℓ
ε
s
)−1
.
Taking infimum over LX0 = µ0,LY0 = ν0, we derive the log-Harnack inequality.
Next, we prove the power-Harnack inequality. For any p > 1 and positive f ∈ Bb(Rd),
we find with (5.6) and the Ho¨lder inequality that
EP(·|F0)f(X
ℓε
T (ν0)) = EP(·|F0)
[
Rf(Xℓ
ε
T )(µ0)
]
≤ (EP(·|F0)f p(XℓεT )(µ0))1/p · (EP(·|F0)[Rp/(p−1)])(p−1)/p.(5.7)
Since by (5.5)
Rp/(p−1) = exp
[
p
p− 1MℓεT−ℓε0 −
p
2(p− 1) 〈M〉ℓεT−ℓε0
]
= exp
[
p
2(p− 1)2 〈M〉ℓεT−ℓε0
]
× exp
[
p
p− 1MℓεT−ℓε0 −
p2
2(p− 1)2 〈M〉ℓεT−ℓε0
]
≤ exp
[
pλ(T )2
(p− 1)2
{|X0 − Y0|2 +K(T, θ)2Wθ(µ0, ν0)2}(∫ T
0
K1(s) dℓ
ε
s
)−1]
× exp
[
p
p− 1MℓεT−ℓε0 −
p2
2(p− 1)2 〈M〉ℓεT−ℓε0
]
,
we know that
EP(·|F0)
[
Rp/(p−1)
] ≤ exp [ pλ(T )2
(p− 1)2
{|X0 − Y0|2 +K(T, θ)2Wθ(µ0, ν0)2}(∫ T
0
K1(s) dℓ
ε
s
)−1]
.
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Inserting this estimate into (5.7), we obtain
P ℓ
ε
T f(ν0) = E
{
EP(·|F0)f(X
ℓε
T (ν0))
}
≤ E
{(
EP(·|F0)f
p(Xℓ
ε
T )(µ0)
)1/p
exp
[
λ(T )2
p− 1 |X0 − Y0|
2
(∫ T
0
K1(s) dℓ
ε
s
)−1]}
× exp
[
λ(T )2
p− 1 K(T, θ)
2
Wθ(µ0, ν0)
2
(∫ T
0
K1(s) dℓ
ε
s
)−1]
.
It remains to use the Ho¨lder inequality to get the desired power-Harnack inequality.
The following two assumptions will be used:
(A1) σ is piecewise constant, i.e. there exists a sequence {tn}n≥0 with t0 = 0 and tn ↑ ∞
such that
σ(t) =
∞∑
n=1
1[tn−1,tn)(t)σ(tn−1);
(A2) For every t > 0, there exists Ct > 0 depending only on t such that
|b(s, x, µ)− b(s, y, µ)| ≤ Ct|x− y|, 0 ≤ s ≤ t, x, y ∈ Rd, µ ∈ Pθ.
Lemma 5.6. Assume (H1′) and (H2)-(H5). If (A1) and (A2) hold, then for all t ≥ 0
and µ0 ∈ Pθ,
lim
ε↓0
Xℓ
ε
t (µ0) = X
ℓ
t (µ0) P-a.s.
Proof. It is not hard to obtain from (A1) and (A2) that, for all t ≥ 0 and ε ∈ (0, 1),
|Xℓεt (µ0)−Xℓt (µ0)| ≤ Ct
∫ t
0
|Xℓεs (µ0)−Xℓs(µ0)| ds+ g(ε, t),
where
g(ε, t) := sup
s∈[0,t]
‖σ(s)‖ ·
(∣∣Wℓεt−ℓε0 −Wℓt∣∣ + 2 ∑
n: tn<t
∣∣Wℓεtn−ℓε0 −Wℓtn ∣∣
)
.
Using Gronwall’s inequality, we get
|Xℓεt (µ0)−Xℓt (µ0)| ≤ g(ε, t) + Ct
∫ t
0
g(ε, s)eCt(t−s) ds.
Due to (5.3), for all s ≥ 0, limε↓0 g(ε, s) = 0 a.s. It remains to use the dominated convergence
theorem to finish the proof.
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Proof of Proposition 5.4. Fix T > 0. By a standard approximation argument, we may and
do assume that f ∈ Cb(Rd).
Step 1: Assume (A1) and (A2). Since ℓt is of bounded variation, it is not hard to verify
from (5.3) that
lim
ε↓0
∫ T
0
K1(s) dℓ
ε
s =
∫ T
0
K1(s) dℓs.
Letting ε ↓ 0 in Lemma 5.5, and using Lemma 5.6, we get the desired inequalities.
Step 2: Assume (A2). Clearly, we can pick a sequence of Rd ⊗ Rd-valued functions
{σn : n ∈ N} on [0,∞) such that each σn is piecewise constant, ‖(σn(t))−1‖ ≤ λ(t) for all
n ∈ N and t ∈ [0, T ], and σn → σ in L2([0, T ]; dℓ) as n → ∞. Let Xℓ,nt solve (5.1) with σ
replaced by σn and X
ℓ,n
0 = X
ℓ
0, and denote by P
ℓ,n
t the associated Markov operator. By Step
1, the statement of Proposition 5.4 holds with P ℓT replaced by P
ℓ,n
T . It suffice to prove that
(5.8) lim
n→∞
P ℓ,nT f = P
ℓ
Tf, f ∈ Cb(Rd).
It follows from (A2) that
|Xℓ,nt −Xℓt | ≤ Ct
∫ t
0
|Xℓ,ns −Xℓs | ds+
∣∣∣∣∫ t
0
{σn(s)− σ(s)} dWℓs
∣∣∣∣ .
Noting that
lim
n→∞
E
∣∣∣∣∫ t
0
{σn(s)− σ(s)} dWℓs
∣∣∣∣2 = limn→∞
∫ t
0
‖σn(s)− σ(s)‖2HS dℓs = 0,
we have (up to a subsequence) a.s. limn→∞
∫ t
0
{σn(s)− σ(s)} dWℓs = 0. Then as in the
proof of Lemma 5.6, we find that for all t ≥ 0,
lim
n→∞
Xℓ,nt = X
ℓ
t a.s.,
which implies (5.8).
Step 3: For the general case, we shall make use of the approximation argument in [29,
part (c) of proof of Theorem 2.1] (see also [7]). Let
b˜(t, x, µt) := b(t, x, µt)− 1
2
κ1(t)x, t ≥ 0, x ∈ Rd.
By (H3), it is easy to see that the mapping id−εb˜(t, ·, µt) : Rd → Rd is injective for any
ε > 0 and t ≥ 0. For ε > 0 and t > 0, let
b˜(ε)(t, x, µt) :=
1
ε
[(
id−εb˜(t, ·, µt)
)−1
(x)− x
]
, x ∈ Rd.
Then for any ε > 0 and t > 0, b˜(ε)(t, ·, µt) is dissipative and satisfies (A2) with b replaced
by b˜(ε), |b˜(ε)(t, ·, µt)| ≤ |b˜(t, ·, µt)| and limε↓0 b˜(ε)(t, ·, µt) = b˜(t, ·, µt). Let b(ε)(t, x, µt) :=
b˜(ε)(t, ·, µt) + 12 κ1(t)x. Then b(ε)(t, ·, µt) also satisfies (A2) with b replaced by b(ε) and
(5.9) 2〈b(ε)(t, x, µt)− b(ε)(t, y, µt), x− y〉 ≤ κ1(t)|x− y|2.
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Let X
ℓ,(ε)
t (µ0) solve the SDE (5.1) with b replaced by b
(ε) and X
ℓ,(ε)
0 = X
ℓ
0. Denote by P
ℓ,(ε)
t
the associated Markov operator. Due to the second part of the proof, Proposition 5.4 holds
with P ℓT replaced by P
ℓ,(ε)
T . Then we only need to show that
(5.10) lim
ε↓0
P
ℓ,(ε)
T f = P
ℓ
Tf, f ∈ Cb(Rd).
To this end, we obtain from (5.9) and (2.5) with ρ = 2 that
d|Xℓ,(ε)t −Xℓt |2 = 2〈Xℓ,(ε)t −Xℓt , b(ε)(t, Xℓ,(ε)t , µt)− b(ε)(t, Xℓt , µt)〉 dt
+ 2〈Xℓ,(ε)t −Xℓt , b(ε)(t, Xℓt , µt)− b(t, Xℓt , µt)〉 dt
≤ κ1(t)|Xℓ,(ε)t −Xℓt |2 dt + 2|Xℓ,(ε)t −Xℓt | ·
∣∣b(ε)(t, Xℓt , µt)− b(t, Xℓt , µt)∣∣ dt
≤ (κ1(t) + 1)+|Xℓ,(ε)t −Xℓt |2 dt+ ∣∣b(ε)(t, Xℓt , µt)− b(t, Xℓt , µt)∣∣2 dt.
This yields that
|Xℓ,(ε)t −Xℓt |2 ≤
∫ t
0
(
κ1(s) + 1
)+|Xℓ,(ε)s −Xℓs |2 ds+ ∫ t
0
∣∣b(ε)(s,Xℓs, µs)− b(s,Xℓs , µs)∣∣2 ds.
Combining this with Gronwall’s inequality, we obtain
|Xℓ,(ε)t −Xℓt |2 ≤ exp
[∫ t
0
(
κ1(s) + 1
)+
ds
]
·
∫ t
0
∣∣b(ε)(s,Xℓs, µs)− b(s,Xℓs , µs)∣∣2 ds.
By (H2) and (H4), letting ε ↓ 0 and using the dominated convergence theorem, we get
limε↓0X
ℓ,(ε)
t = X
ℓ
t for all t ≥ 0. In particular, (5.10) holds. The proof is now finished.
5.2 Proof of Theorem 5.2
Proof of Theorem 5.2. Since the processes W and S are independent, it holds that
PTf(·) = E
[
P ℓTf(·) |ℓ=S
]
, T > 0, f ∈ Bb(Rd).
Combining the estimates in Proposition 5.4 with the Jensen inequality and the Ho¨lder in-
equality, we obtain the desired Harnack type inequalities.
6 Appendix
Proposition 6.1. Assume that b : [0,∞) × Rd → Rd is measurable and continuous in the
space variable x ∈ Rd and σ : [0,∞) → Rd ⊗ Rd is measurable and locally bounded. Let
(Zt)t≥0 be a Le´vy process with Le´vy measure νZ satisfying
∫
|x|≥1
|x|θνZ(dx) < ∞ for some
θ ≥ 1. If there exists a locally bounded function κ : [0,∞)→ R such that
2〈b(t, x)− b(t, y), x− y〉 ≤ κ(t)|x− y|2, x, y ∈ Rd, t ≥ 0,(6.1)
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and b(t, 0) is locally bounded in the time variable t ≥ 0, then the SDE
dXt = b(t, Xt) dt+ σ(t) dZt, LX0 ∈ Pθ
has a unique solution satisfying
E sup
s∈[0,t]
|Xt|θ <∞ for all t > 0.
Proof. Under our assumptions, it is well known that the SDE has a unique (strong) solution.
It remains to prove that the moments are finite. Denote by (l, Q, νZ) the Le´vy triplet of
(Zt)t≥0. By the Le´vy-Itoˆ decomposition (see e.g. [1, Theorem 2.4.16]),
Zt = lt +
√
QWt +
∫ t
0
∫
|x|≥1
xN(ds, dx) +
∫ t
0
∫
|x|<1
x N˜(ds, dx),
where W = (Wt)t≥0 is a d-dimensional (standard) Brownian motion, N is a Poisson random
measure with intensity νZ(dx)ds and independent ofW , and N˜ is the associated compensated
Poisson random measure. By Itoˆ’s formula (cf. [1, Theorem 4.4.7]),
d|Xt|2 = 2〈Xt−, b(t, Xt−) + σ(t)l〉 dt + 2〈Xt−, σ(t)
√
Q dWt〉+ ‖σ(t)
√
Q‖2HS dt
+
∫
|x|≥1
(|Xt− + σ(t)x|2 − |Xt−|2) N(dt, dx)
+
∫
|x|<1
(|Xt− + σ(t)x|2 − |Xt−|2) N˜(dt, dx)
+
∫
|x|<1
(|Xt− + σ(t)x|2 − |Xt−|2 − 2〈Xt−, σ(t)x〉) νZ(dx)dt.
Set p := θ/2 ≥ 1/2. Applying Itoˆ’s formula again, we obtain
d(1 + |Xt|2)p = 2p(p− 1)(1 + |Xt−|2)p−2|
(
σ(t)
√
Q
)∗
Xt−|2 dt
+ p(1 + |Xt−|2)p−1
(
2〈Xt−, b(t, Xt−) + σ(t)a〉 + ‖σ(t)
√
Q‖2HS +
∫
|x|<1
|σ(t)x|2 νZ(dx)
)
dt
+ 2p(1 + |Xt−|2)p−1〈Xt− , σ(t)
√
Q dWt〉
+
∫
|x|≥1
J1(x, t, p)N(dt, dx) +
∫
|x|<1
J1(x, t, p) N˜(dt, dx) +
∫
|x|<1
J2(x, t, p) νZ(dx)dt,
where
J1(x, t, p) := (1 + |Xt− + σ(t)x|2)p − (1 + |Xt−|2)p,
and
J2(x, t, p) := (1+ |Xt−+σ(t)x|2)p− (1+ |Xt−|2)p−p(1+ |Xt−|2)p−1(|Xt−+σ(t)x|2−|Xt−|2).
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Since σ(t) and b(t, 0) are locally bounded in t ≥ 0, it follows from (6.1) that we may find
out a nondecreasing function H1 : [0,∞)→ (0,∞) such that
max
{
(1 + |Xt−|2)−1|
(
σ(t)
√
Q
)∗
Xt−|2,
2〈Xt, b(t, Xt−) + σ(t)l〉+ ‖σ(t)
√
Q‖2HS +
∫
|x|<1
|σ(t)x|2 νZ(dx)
}
≤ H1(t)(1 + |Xt−|2).
Then, we get
(1 + |Xs|2)p ≤ (1 + |X0|2)p + p(2p− 1)H1(s)
∫ s
0
(1 + |Xr−|2)p dr
+ 2p
∫ s
0
(1 + |Xr−|2)p−1〈Xr− , σ(r)
√
QdWr〉+
∫ s
0
∫
|x|≥1
J1(x, r, p)N(dr, dx)
+
∫ s
0
∫
|x|<1
J1(x, r, p) N˜(dr, dx) +
∫ s
0
∫
|x|<1
J2(x, r, p) νZ(dx)dr
=: (1 + |X0|2)p +
5∑
i=1
Ii(s, p).
Let τn := inf{t ≥ 0 : |Xt| ≥ n} for n ∈ N. Then we have
(6.2) E sup
s∈[0,t∧τn)
(1 + |Xs|2)p ≤ E(1 + |X0|2)p +
5∑
i=1
E sup
s∈[0,t∧τn)
|Ii(s, p)|.
We shall estimate these terms separately. First,
E sup
s∈[0,t∧τn)
I1(s, p) ≤ p(2p− 1)H1(t)E
∫ t∧τn
0
(1 + |Xr−|2)p dr
≤ p(2p− 1)H1(t)
∫ t
0
E sup
s∈[0,r∧τn)
(1 + |Xs|2)p dr.
By the Burkholder-Davis-Gundy inequality, there exist a constant c1 > 0 and a nondecreasing
function H2 : [0,∞)→ (0,∞) such that
E sup
s∈[0,t∧τn)
|I2(s, p)| ≤ 2c1pE
(∫ t∧τn
0
(1 + |Xr−|2)2p−2|
(
σ(r)
√
Q
)∗
Xr−|2 dr
)1/2
≤ 2c1pH2(t)E
(∫ t∧τn
0
(1 + |Xr−|2)2p−1 dr
)1/2
≤ 2c1p
√
tH2(t)E sup
s∈[0,t∧τn)
(1 + |Xs|2)p−1/2.
Applying the following inequality (recall p ≥ 1/2)
(6.3) yzp−1/2 ≤ [3(2p− 1)]
2p−1
(2p)2p
y2p +
1
3
zp, y, z ≥ 0,
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it holds that
E sup
s∈[0,t∧τn)
|I2(s, p)| ≤ [3(2p− 1)]2p−1[c1
√
tH2(t)]
2p +
1
3
E sup
s∈[0,t∧τn)
(1 + |Xs|2)p.
Note that
E sup
s∈[0,t∧τn)
|I3(s, p)| = E sup
s∈[0,t∧τn)
∣∣∣∣∣∣
∑
r∈[0,s], |△Zr|≥1
J1(△Zr, r, p)
∣∣∣∣∣∣
≤ E
 ∑
r∈[0,t∧τn), |△Zr|≥1
|J1(△Zr, r, p)|

= E
∫ t∧τn
0
∫
|x|≥1
|J1(x, r, p)|N(dr, dx)
= E
∫ t∧τn
0
∫
|x|≥1
|J1(x, r, p)| νZ(dx)dr.
Since there exist c2 = c2(p) > 0 and nondecreasing function H3 : [0,∞)→ (0,∞) such that
|J1(x, r, p)| ≤ (1 + |Xr− + σ(r)x|2)p + (1 + |Xr−|2)p ≤ c2(1 + |Xr−|2)p + c2H3(r)|x|2p,
we know that
E sup
s∈[0,t∧τn)
|I3(s, p)| ≤ c2
∫
|x|≥1
νZ(dx) · E
∫ t∧τn
0
(1 + |Xr−|2)p dr
+ c2
∫ t∧τn
0
H3(r) dr ·
∫
|x|≥1
|x|2p νZ(dx)
≤ c2
∫
|x|≥1
νZ(dx) ·
∫ t
0
E sup
s∈[0,r∧τn)
(1 + |Xs|2)p dr
+ c2tH3(t)
∫
|x|≥1
|x|2p νZ(dx).
By the Burkholder-Davis-Gundy inequality, cf. Novikov [20, Theorem 1.1 (a)], there exists
c3 > 0 such that
E sup
s∈[0,t∧τn)
|I4(s, p)| ≤ c3E
(∫ t∧τn
0
∫
|x|<1
|J1(x, r, p)|2 νZ(dx)dr
)1/2
.
It is easy to verify that there exists a nondecreasing function H4 : [0,∞)→ [1,∞) such that
(6.4) H4(r)
−1 ≤ 1 + |Xr− + σ(r)x|
2
1 + |Xr−|2 ≤ H4(r), |x| < 1, r ≥ 0.
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Combining this with the following elementary inequality
|yp − zp| ≤ p(yp−1 + zp−1)|y − z|, y, z ≥ 0,
one has
|J1(x, r, p)| ≤ p
[
(1 + |Xr− + σ(r)x|2)p−1 + (1 + |Xr−|2)p−1
] · ∣∣|Xr− + σ(r)x|2 − |Xr−|2∣∣
≤ p (H4(r)|p−1| + 1) (1 + |Xr−|2)p−1 · ∣∣|Xr− + σ(r)x|2 − |Xr−|2∣∣ .
For |x| < 1, since it holds for some nondecreasing function H5 : [0,∞)→ (0,∞) that
(6.5)
∣∣|Xr− + σ(r)x|2 − |Xr−|2∣∣ = ∣∣2〈Xr−, σ(r)x〉+ |σ(r)x|2∣∣
≤ 2|Xr−||σ(r)x|+ |σ(r)x|2
≤ H5(r)(1 + |Xr−|2)1/2|x|,
we obtain
|J1(x, r, p)| ≤ p
(
H4(r)
|p−1| + 1
)
H5(r)(1 + |Xr−|2)p−1/2|x|.
This yields that
E sup
s∈[0,t∧τn)
|I4(s, p)|
≤ c3p
(
H4(t)
|p−1| + 1
)
H5(t)
√
t
(∫
|x|<1
|x|2 νZ(dx)
)1/2
E sup
s∈[0,r∧τn)
(1 + |Xs|2)p−1/2
≤ [3(2p− 1)]2p−1
[
2−1c3
(
H4(t)
|p−1| + 1
)
H5(t)
√
t
(∫
|x|<1
|x|2 νZ(dx)
)1/2]2p
+
1
3
E sup
s∈[0,t∧τn)
(1 + |Xs|2)p,
where in the last inequality we have used (6.3). By the inequality
∣∣yp − zp − pzp−1(y − z)∣∣ ≤ p|p− 1|
2
(
yp−2 + zp−2
)
(y − z)2, y, z ≥ 0,
(6.4) and (6.5), we get that for |x| < 1
|J2(x, r, p)| ≤ p|p− 1|
2
[
(1 + |Xr− + σ(r)x|2)p−2 + (1 + |Xr−|2)p−2
] (|Xr− + σ(r)x|2 − |Xr−|2)2
≤ p|p− 1|
2
(
H4(r)
|p−2| + 1
)
H5(r)
2(1 + |Xr−|2)p−1|x|2.
This implies that
E sup
s∈[0,t∧τn)
|I5(s, p)| ≤ E
∫ t∧τn
0
∫
|x|<1
|J2(x, r, p)| νZ(dx)dr
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≤ p|p− 1|
2
(
H4(t)
|p−2| + 1
)
H5(t)
2
∫
|x|<1
|x|2 νZ(dx) ·
∫ t
0
E sup
s∈[0,r∧τn)
(1 + |Xs|2)p dr.
Substituting the above estimates into (6.2), we conclude that there exist C = C(p) > 0 and
nondecreasing function Φ : [0,∞)→ (0,∞) such that
E sup
s∈[0,t∧τn)
(1 + |Xs|2)p ≤ 3E(1 + |X0|2)p + Φ(t)C + Φ(t)C
∫ t
0
E sup
s∈[0,r∧τn)
(1 + |Xs|2)p dr.
By Gronwall’s inequality and letting n→∞, we obtain that for all t > 0
E sup
s∈[0,t)
(1 + |Xs|2)p ≤
[
3E(1 + |X0|2)p + Φ(t)C
] · exp [tΦ(t)C] <∞,
which completes the proof.
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