Abstract. Let ξ 0 , ξ 1 , . . . be i.i.d. random variables with zero mean and unit variance. Consider a random Taylor series of the form
1. Introduction and main result 1.1. Introduction. Let ξ 0 , ξ 1 , . . . be independent, identically distributed random variables with real values. Consider random polynomials of the following form:
Bloch and Pólya [4] and Littlewood and Offord [22, 23, 24] obtained first estimates on the number of real zeroes of P n . In the case when the ξ k 's are standard normal, Kac [18] computed explicitly the expected number of real zeroes of P n and proved that asymptotically it behaves like 2 π
(1 + o(1)) log n, as n → ∞. The same asymptotics was shown to hold for some other classes of distributions by Kac [19] , Erdős and Offord [11] and Stevens [30] , but it was only in 1971 when Ibragimov and Maslova [15] proved it when the ξ k 's have arbitrary zero mean distribution from the domain of attraction of the normal law. The case when the expectation of the ξ k 's is non-zero was considered in [16] , the asymptotics of the variance and the central limit theorem were obtained in [26] and [25] , respectively. Under additional assumptions on the distribution of the ξ k 's, Do et al. [9] , see also [27] , proved that the expected number of real roots is 2 π log n + C + o (1) . Assuming only that the ξ k 's are non-degenerate and exchangeable, Ken Söze proved the upper bound C log n on the expected number of real roots, thus confirming a conjecture of L. Shepp. Regarding the complex zeroes, Ibragimov and Zaporozhets [14] proved that their empirical measure weakly converges to the uniform distribution on the unit circle a.s. if and only if E log + |ξ 1 | is finite. The expected number of real roots of random trigonometric polynomials whose coefficients are i.i.d. random variables with finite second moment was computed asymptotically by Flasche [13] . Recently, new methods coming from random matrix theory were introduced into the theory of random polynomials by Tao and Vu [31] and developed further by Do et al. [10] .
In the present paper, we shall be interested in random Taylor series of the form ∞ k=0 ξ k z k , or, more generally, ∞ k=0 ξ k c k z k under a regular variation assumption on the sequence of weights c k which ensures that the convergence radius of the series is 1, with probability 1. The expected number of real zeroes of such Taylor series is infinite. Our aim is to describe the speed of clustering of real zeroes of f near the point 1.
1.2. Main result. Let (ξ k ) k∈N 0 be a sequence of independent identically distributed realvalued random variables with Throughout, we assume that the random variable ξ 0 is non-degenerate, that is P [ξ 0 = 0] < 1. Let (c k ) k∈N 0 be a deterministic sequence of real numbers such that
for some γ > 0 and some function L that varies slowly 1 at +∞. Here, Γ denotes the Gamma function and the term Γ(γ) is included for convenience. Our main object of interest is the random Taylor series f given by
Under our assumptions on the c k 's, f (z) converges on the open unit disk D = {z ∈ C : |z| < 1} and defines an analytic function there, with probability 1. The number of zeroes of f in any disk of the form D r = {z ∈ C : |z| < r}, where r < 1, is finite, however the zeroes cluster near the boundary of 1 A function L(t), defined for t > 0, is called slowly varying if L(t) > 0 for sufficiently large t and lim t→+∞ L(λt)/L(t) = 1 for all λ > 0. We may and shall assume that c 0 = 0, which does not restrict generality.
Here, a(r) ∼ b(r) as r → r 0 means that lim r→r 0 a(r)/b(r) = 1. For the number of critical points, i.e. the zeroes of the derivative f ′ (z) = ∞ k=1 kξ k z k−1 , Theorem 1.1 with γ = 2 yields
, as r ↑ 1.
It seems that only very little is known about real zeroes of random Taylor series. One exception is the paper of Do et al. [10, Section 2.5] who proved a local universality result for real and complex zeroes. Our approach is a development of the method of Ibragimov and Maslova [15] and is independent of the method of [10] . One of the new features compared both to [15] and [10] is the use of functional limit theorems. The scope of our method is not restricted to random Taylor series. For example, random trigonometric polynomials were treated in [13] , [17] , [1] . One of the conditions required by Do et al. [10] was the finiteness of the (2 + δ)-th moment of ξ 0 . We require only the finiteness of the second moment, but even this requirement is not critical. In fact, the second (and most difficult) part of our proof applies with minimal modifications to the case when ξ 0 belongs to an α-stable domain of attraction. The first part of the proof (the functional limit theorem) also can be adapted to the α-stable case (leading to a different asymptotics for the number of real roots), but we refrain from doing it here. As in [15] , Theorem 1.1 continues to hold without changes under the assumption that ξ 0 is in the domain of attraction of the normal law. We refrain from giving the proof in this level of generality because it leads to more complicated notation without requiring new ideas.
Notation. In the following, C > 0 (respectively, c > 0) denotes a sufficiently large (respectively, small) constant that does not depend on n and may change from line to line. Most statements hold for sufficiently large n n 0 only, where the number n 0 also can change from line to line. The floor and the ceiling functions of x are denoted by ⌊x⌋ and ⌈x⌉, respectively.
2.
Method of proof of Theorem 1.1 2.1. The main lemmas. The main body of the paper will be devoted to the proof of the following crucial lemmas that easily imply Theorem 1.1: Lemma 2.1. Fix some 0 < q < 1. As n → ∞, the random variable N [1 − q n , 1 − q n+1 ) converges in distribution to certain random variable with values in {0, 1, . . .} and expectation
Lemma 2.2. For every q ∈ (e −1/32 , 1) and all 1 < κ < 2 there is n 0 ∈ N such that sup n n 0
Proof of Theorem 1.1 given Lemmas 2.1 and 2.2. Fix some q ∈ (e −1/32 , 1). Taken together, both lemmas imply by uniform integrability that (2) lim
The interval [0, 1) can be covered by disjoint intervals of the form [1 − q n , 1 − q n+1 ), where n = 0, 1, . . .. Hence, we have the following estimates:
where log q denotes the logarithm with base q. Since the Cesàro limit of a convergent sequence coincides with its usual limit, (2) and (3) imply
Taken together, (3) and (4) yield the statement of Theorem 1.1.
2.2.
Method of proof of Lemmas 2.1 and 2.2. To prove Lemma 2.1, we consider the sequence of stochastic processes
where v(z) denotes the variance of f (z):
For the time being, X q n (z) is defined for z ∈ [q, 1], but later we shall continue it analytically to a larger domain. Clearly, the number of zeroes of X q n in the interval [q, 1] is the same as the number of zeroes of f on [1 − q n , 1 − q n+1 ]. In Section 3 it will be shown that the process X q n converges, as n → ∞, to certain Gaussian process weakly on a suitable space of analytic functions. The expected number of real zeroes of the latter process in [q, 1] can be calculated explicitly using the Rice formula. Given the weak convergence of random analytic functions, we can conclude weak convergence of their number of zeroes using the continuous mapping theorem following the method of [17] .
The proof of Lemma 2.2 is much more complicated. Essentially, we have to show that the process X q n cannot have "too many" zeroes in [q, 1], which is very closely related to showing that the random variables |X q n (s)|, s ∈ [q, 1], cannot be "too small"; see Lemma 5.1, below. Questions of this type are known to be rather difficult in the literature on random matrices and random polynomials. If ξ 0 takes the values ±1 with probability 1/2 and c k = 1, the distribution of X q n (s) is known as Bernoulli convolution, and the question whether it is singular or absolutely continuous w.r.t. the Lebesgue measure is highly non-trivial; see [28] for a review. To prove Lemma 2.2, we develop further the ideas from the paper of Ibragimov and Maslova [15] who considered random polynomials of the form P n (z) = n k=0 ξ k z k . Both the presence of weights c k and the fact that the number of terms in f (z) is infinite lead to considerable technical problems. At this point, let us mention just one, by far not the most severe, difficulty. In the case of polynomials, the number of zeroes is trivially bounded above by n. In the case case of Taylor series, even this trivial bound is not available, and we have to work hard to prove Lemma 4.1, below, which gives a bound on the truncated expectation of the number of zeroes of f in some interval.
3. Local convergence to the Gaussian process 3.1. Variance and covariance. Note that for all z, w ∈ D we have E[f (z)] = 0 and
where we defined
In particular,
The next Abelian theorem is well known. Usually, it is stated for real z, see, e.g., [12, Theorem 5 on p. 423]. The complex version can be found in [20] , [2] . 
uniformly as long as z stays in any compact subset of the open right half-plane {Re z > 0}.
3.2.
Functional limit theorem. Fix some R > 1 and consider the rectangle
Let H(Q R ) be the Banach space of complex-valued functions which are continuous on Q R and analytic in the interior of Q R . We endow H(Q R ) with the usual supremum norm. Let H R (Q R ) be the closed subset of H(Q R ) consisting of functions which take real values on R ∩ Q R . For sufficiently small a > 0 we define the following random analytic function on Q R :
Note that X a is well-defined because for sufficiently small a > 0, 1 − aQ R is a subset of the unit disc and the function z → v(1 − az) has no zeroes in Q R by Theorem 3.1, so that we can take the principal branch of the square root. A major step in proving Lemma 2.1 is the following functional limit theorem.
Theorem 3.2. Under the above assumptions, weakly on the space H R (Q R ), we have
where Z γ is a random analytic function defined on the right half-plane Re z > 0 by
with (B(w)) w 0 being a standard real-valued Brownian motion.
The fact that Z γ (z) is indeed a random analytic function on the right half-plane can be easily seen by partial integration. It follows from the above that for all s, t ∈ C, Re s > 0, Re t > 0, we have
The restriction of Z γ to (0, ∞) is a real-valued, centered Gaussian process. We can transform Z γ to a stationary process by considering
Then, (Y (s)) s∈R is a zero-mean stationary real-valued Gaussian process with covariance function
The above discussion shows that the process (Y (s)) s∈R admits an analytic continuation to the strip {z ∈ C : | Im z| < π/2}. For γ = 1, the process Y appeared in the work of Dembo et al. [8] .
Corollary 3.3. We have the following one-dimensional CLT:
Proof. Observe that ϕ → ϕ(1) defines a continuous mapping from H R (Q R ) to R. The continuous mapping theorem applied to (9) , together with the asymptotics v(1−a) ∼ (2a) −γ L(1/a), a ↓ 0, that follows from Theorem 3.1, yields (10).
In the special case when c k = 1, the above CLT (10), along with a law of the iterated logarithm, was obtained by Bovier and Picco [6, 5] .
3.3. Proof of Theorem 3.2. Fix some positive sequence (a n ) n∈N such that lim n→∞ a n = 0. Our aim is to show that the process (X an (z)) z∈Q R converges to (Z γ (z)) z∈Q R weakly on
Convergence of the finite-dimensional distributions. We need to show that for every d ∈ N and every z 1 , . . . ,
. . .
To this end, we shall verify the conditions of the 2d-dimensional Lindeberg central limit theorem; see Proposition 6.2, below. More precisely, we consider the following array of random vectors:
Observe that
Note that the random vector on the right-hand side of (12) has 2d-dimensional, centered Gaussian distribution. To prove the convergence of the covariances stated in condition (a) of Proposition 6.2, it suffices to verify that
because the covariance matrices of the 2d-dimensional random vectors on the right-hand side of (12) can be expressed as linear combinations of the above covariances. The expectation in the first line of (13) is given by
where we used (8), (6) and Theorem 3.1. The second line of (13) follows from the identity X an (z) = X an (z). It remains to verify the Lindeberg condition of Proposition 6.2, i.e. to prove that for every ε > 0,
where V n,k (i) is the i-th coordinate of V n,k . Since | Re z| |z| and | Im z| |z|, it suffices to show that for every z ∈ Q R , (14) lim
where
We shall prove that for every fixed y > 0,
Lemma 3.4. For every R > 1 there exists c > 0 such that |v(1 − a n z)| cv(|1 − a n z|) for all z ∈ Q R and all sufficiently large n ∈ N.
Proof. Let us first show that there exists c > 0 such that for all sufficiently large n and all z ∈ Q R , (17) c|z| 1 − |1 − a n z| a n |z|.
The upper estimate follows from the triangle inequality. To prove the lower estimate, observe that since a n → 0, (18) |1−a n z| = 1 − 2a n Re z + a 2 n |z| 2 = 1−a n Re z +o(a n ) 1− a n Re z 2 = 1− Re z 2|z| a n |z|, for all z ∈ Q R and all sufficiently large n. This implies the lower estimate in (17) because (Re z)/(2|z|) is bounded below for z ∈ Q R . According to Theorem 3.1 we have
as n → ∞. In fact, by Theorem 3.1, both (19) and (20) hold uniformly over z ∈ Q R , where in the latter case we have to employ (18) . Taking the quotient of (19) and (20), recalling that γ > 0 and using (17) we arrive at the required estimate |v(1 − a n z)| cv(|1 − a n z|).
Proof of (15). Letm n := min k=0,...,⌊y/an⌋ m n,k . Then, by Lemma 3.4 and (7),
, it remains to check that lim n→∞mn = +∞. In the following let n be sufficiently large, so that, for example, |1 − a n z| < 1. By Lemma 3.4,
The definition of v, see (7), implies v(|1 − a n z|)
because for all j = 0, . . . , ⌊y/a n ⌋ we have the estimate |1 − a n z| 2j |1 − a n z| 2y/an → e −2y Re z as n → ∞, hence min j=0,...,⌊y/an⌋ |1 − a n z| 2j > c for some c > 0. In view of the above estimates, the claim 1/m n → 0 as n → ∞ becomes a consequence of the following Lemma 3.5. Let the sequence (c k ) k∈N 0 be as in (1) . Then,
On the other hand, (1) and Karamata's theorem [3, Proposition 1.5.8 on p. 26] imply
for sufficiently large n. Taking the quotient of (21) and (22) proves the lemma because ε < 1/2 and ε < γ.
Proof of (16). The claim is a consequence of the following
Lemma 3.6. For every fixed y > 0 and every z ∈ C with Re z > 0 we have
Proof. Keeping the use of the dominated convergence theorem in mind, we write the sum as the integral
We claim that for every fixed x > 0, x = y, we have the pointwise convergence
To prove this, observe that
Also, by (1) and the slow variation property of L,
Finally, by Theorem 3.1, |v(1 − a n z)| ∼ |2a n z| −γ L(1/a n ). Taking everything together, we obtain the pointwise convergence stated in (23) .
To complete the proof of the lemma, we have to show that the sequence (g n ) n∈N 0 is dominated by an integrable function. For sufficiently large n, we have ½ {x>an⌈y/an⌉} ½ {x>y/2} .
Also, Theorem 3.1 implies that |v(1 − a n z)| ca
provided n is sufficiently large, where the last step follows from Potter's bound [3, Theorem 1.5.6 on p. 25]. Finally, (18) and the inequality (1 − y) α e −αy , which is valid for all α > 0 and y > 0, yield |1 − a n z|
Taking all estimates together, we arrive at
for all n n 0 . Since Re z > 0, the dominated convergence theorem can be applied. This completes the proof of Lemma 3.6.
Tightness. It remains to show that (X an ) n∈N is a tight sequence on the space H R (Q R ). For random analytic functions, there are especially simple criteria of tightness. Namely, by [29, Remark on p. 341], it suffices to show that E|X an (z)| 2 C for all z ∈ Q R and all sufficiently large n ∈ N. But
by Lemma 3.4. This completes the proof of Theorem 3.2.
3.4.
Counting the zeroes in the Gaussian case. In the following lemma we compute the expected number of real zeroes of the Gaussian process Z γ , see Theorem 3.2, in an interval.
Proof. Recall that Y (u) := Z(e u ), u ∈ R, is a stationary, centered Gaussian process with covariance function 
) is the number of zeroes of the process X q n in the interval (q, 1]. We know from Theorem 3.2 that X q n converges to Z γ weakly on the space H R (Q R ), where we may take R > 1/q, so that the interval (q, 1] is contained in the interior of the rectangle Q R . By [17, Lemma 4.2] , the map which assigns to each function in H R (Q R ) the number of zeroes of this function in the interval (q, 1] is locally constant (hence, continuous) on the set of all analytic functions which do not vanish at q, 1 and have no multiple zeroes in the interval [q, 1] . This set has full measure w.r.t. the law of Z γ (for the a.s. absence of multiple zeroes, see [17, 4. Boundedness of the expected number of zeroes
The aim of this section is to prove Lemma 2.2 which states that for all 1 < κ < 2,
Because of the decomposition
−n 2 } , the statement immediately follows from the following two lemmas: Lemma 4.1. Fix q ∈ (0, 1) and 1 < κ < 2. There exists n 0 ∈ N such that
4.2.
Proof of Lemma 4.1. Let us assume that c k = 0 for all k ∈ N 0 , postponing the general case until the end of the proof. Since P [ξ 0 = 0] = 1, we can choose a sufficiently small 0 < η < 1 such that
Keep in mind that
where (Ω, A, P) is the probability space we are working on. On the event B k one has
The theorems of Rolle and Jensen (for the latter, see, e.g. [7, pp. 280- 
where we have chosen r n := 1 − q n+1 ∈ (0, 1) and R n := 1 − q n+2 ∈ (0, 1).
Besides, on B k we have
On the other hand, we shall show in Lemma 6.3, below, that there is C > 0 such that
for all k ∈ N 0 and n n 0 . Using the same idea as in the standard proof of the Markov inequality leads to the estimate
which holds for all k = 0, 1, . . .. The inequality (a+b)
2 , for all a, b ∈ R, combined with (24) allows us to conclude that
Since the function x → log 2 (x) is concave for x e and in view of (25), we may use the inequality of Jensen (on the event B k ) to obtain the estimate
Treating the term with j = k separately, using the independence of (ξ k ) k∈N 0 , the observation
and (26), we obtain for sufficiently large n the estimate E log
Taking together the above estimates (27) and (28), we obtain
Therefore, taking the sum over k = 0, 1, . . ., we arrive at
which is a finite constant. This completes the proof of Lemma 4.1 in the case when c k = 0 for all k ∈ N 0 . Let us stress that in the above proof q −n 2 could be replaced by, say, q 
if n is sufficiently large, where in the last step we used the inequality (a+ b)
has the same form as f , and the coefficients c ′ k satisfy (1) with γ replaced by γ + 2K, while being non-zero. Applying the above proof to f (K) with q −n 2 replaced by q −n 2 /2, we obtain
Together with (29) , this yields the required statement.
Proof of Lemma 4.2.
In the following we may assume that n is sufficiently large. Fix q ∈ (e −1/32 , 1) and 1 < κ < 2. We are going to show that
m denote the event that X q n has at least m zeroes in the interval
⊃ . . .. The following crucial estimate will be stated and proved in Lemma 4.3 below:
For every sufficiently large n ∈ N there exists a k 0 = k 0 (n, q) ∈ N such that Using the inclusions D
Note that 2q/(3 − q) 1. Applying (30), (31) and (32) to the right-hand side, we obtain
For the proof we need two auxiliary lemmas. The first of them is essentially contained in the paper of Ibragimov and Maslova [15] , but since they stated it only in some special case, we give a full proof.
Lemma 4.4. Let (Q(t)) t∈[α,β] be a stochastic process whose sample paths are m times continuously differentiable with probability 1. Let D m denote the event that Q(t) has at least m ∈ N zeroes on [α, β]. Then the estimate
holds for all T > 0.
Proof. By Rolle's theorem, on the event D m we can find (random) points t 0 . . . . .
On the event D m , the random variables Q(β) and Y are equal. On the complement of D m , we have Y = 0. Hence, it follows that
Markov's inequality yields
Applying the Cauchy-Schwarz inequality to the multiple integral yields the estimate
where in the second inequality we interchanged the integral and the expectation and estimated the integrand by its maximum.
Lemma 4.5. Let q ∈ (−2 + √ 7, 1). For all n n 0 and m ∈ N 0 we have
where α(q) is given by
Proof. For n ∈ N and q ∈ (−2 + √ 7, 1) put
Note that z n is the middle point of the interval [1 − q n , 1 − q n+1 ], and
For m ∈ N 0 let f (m) denote the m-th derivative of f . Let B rn (z n ) be the disk centered at z n and having radius r n . Also, denote by ∂B rn (z n ) its boundary. Cauchy's integral formula for analytic functions yields for all x ∈ [1 − q n , 1 − q n+1 ] the estimate
After squaring, taking the expectation and using Jensen's inequality for the quadratic function, we obtain
where the last step follows from the definition of v; see (7) . Recalling the definitions of r n , δ n , z n and that x ∈ [1 − q n , 1 − q n+1 ] was arbitrary, we arrive at
Proof of Lemma 4.3. Recall that X q n (1) was defined in (8) . For T > 0 we can write
The first term of the sum can be estimated using Lemmas 4.4 and 4.5 as follows:
Here, we used the following estimate which is a consequence of Theorem 3.1:
The probability that |X q n (1)| < T will be estimated in Lemma 5.1 that we shall prove in Section 5. Taking these estimates together, we obtain
Now we choose T = (2q/(3 − q)) 2m/3 to obtain the statement of Lemma 4.3.
Probability of small values of f
In this section we estimate the probability of the event |X q n (1)| < T , T > 0, which was a crucial ingredient in the proof of Lemma 4.3. Recall that
where the array {a n,k : k ∈ N 0 , n ∈ N} is given by
Lemma 5.1. Let q ∈ (0, 1) be fixed. There exists a constant C > 0 such that
for all n n 0 and all T > 0.
Proof. For λ > 0 consider the random variablẽ
where Θ λ is the sum of two independent random variables that are uniformly distributed on [−λ, λ] and also independent of X q n (1). The characteristic function of Θ λ is denoted by
First term on the right-hand side of (34). Letφ n,λ denote the characteristic function of
where ϕ(t) = Ee itξ 0 is the characteristic function of the ξ k 's. The density ofX n,λ exists and for y 0 we can use Fourier inversion to represent the distribution function of |X n,λ | as
|ϕ (a n,k t)| dt.
In the last inequality we used the estimates | sin(yt)| yt and | Reφ n,λ (t)| |φ n,λ (t)|.
Observe that for every n ∈ N 0 the sequence (a 2 n,k ) k∈N 0 defines a probability distribution on N 0 , namely ∞ k=0 a 2 n,k = 1. Let b n,k := a n,(k) denote a descending rearrangement of (a n,k ) k∈N 0 , that is {b n,0 , b n,1 , . . .} = {a n,0 , a n,1 , . . .} and b n,0 b n,1 . . . .
Then, according to Lemma 6.8 below, we have
Since the coefficients (ξ k ) k∈N 0 are supposed to have zero mean and unit variance, there exists a constant η > 0 for which their characteristic function ϕ satisfies
We have the estimate
For t ∈ Γ 0 we have max j=0,1,... b n,j t = b n,0 t η and therefore
The idea of the following is that on Γ k with k = 1, 2, . . . , the arguments of ϕ in the first k factors (corresponding to j = 0, . . . , k − 1) of the product ∞ j=0 |ϕ(b n,j t)| are "too big" and ϕ has to be estimated in a trivial way by |ϕ| 1, while the remaining factors can be estimated by means of (36).
The idea of the above estimates is due to Ibragimov and Maslova [15] . However, in their paper the weights c k are equal to 1 (and the summation in the definition of f stops at n). In our more general situation, we had to introduce the rearrangement (b Observe that F n,0 =F n,0 = 1, both sequences (F n,k ) k∈N 0 and (F n,k ) k∈N 0 are non-increasing, converge to 0, and
For k ∈ N the following estimate holds:
where we used the change of variables u = t F n,k and ν > 0 is a small constant. Let k 0 (n) and d 0 (n) be chosen in such a way that for every n ∈ N
For n ∈ N and k ∈ N 0 define
We are interested in estimating the sum
First sum on the right-hand side of (40). By (39) we have
IfF n,k < q n/4(1∧γ) then k > d 0 (n). Lemma 6.7(i), below, implies that for a sufficiently large constant A > 0,
for all n ∈ N, which together with (41) implies an upper bound on k 0 (n), namely
Using (43) and (35), we find
Cnq −n exp −νq −n/4(1∧γ) .
(44)
Second sum on the right-hand side of (40). At first we prove a suitable lower bound on k 0 (n). If F n,k q n/4(1∧γ) then k k 0 (n). We claim that for sufficiently small δ > 0 there exists n 0 ∈ N such that
for all n n 0 .
To prove (45), observe that it follows from Lemma 6.11, below, that for every 0 < δ 1 < δ 2 < 1 there exists n 0 ∈ N such that F n,⌊n δ 1 q −n ⌋ F n,⌊n δ 2 q −n ⌋ for all n n 0 . Now choose sufficiently small δ 2 > δ 1 > 0 and ε > 0 such that
for sufficiently large n, where in the second estimate we used Lemma 6.7(ii), below. Setting δ := δ 1 > 0 this implies (45).
Take some α ∈ (δ, 1). By Lemmas 6.10 and 6.11, below, there exist n 0 ∈ N and ζ > 0 such that
Using (46) and Lemma 6.7(ii), below, we obtain for every n δ q −n k n 2 q −n and 0 < ε < 1 the estimate
Taking (45), (46) and (47) into account, the second sum in (40) can be estimated in the following way:
where ν > 0 is a small constant.
Third term on the right-hand side of (40). We use (39) and again Lemma 6.7 (i), below, to obtain
Taking together the results of (37) and (44) as well as (48) and (49) yields
for every λ, T > 0 and every n ∈ N 0 .
Second term on the right-hand of (34). This term is estimated using the Chebyshev inequality:
Taking (50) and (51) together, we finally arrive at the estimate
for all λ, T > 0. Choosing
we optimize this bound, thus completing the proof of Lemma 5.1.
6. Auxiliary lemmas 6.1. A multivariate Lindeberg theorem. In this section we state and prove a multivariate version of the Lindeberg central limit theorem for arrays with infinite rows. Since we were not able to find a direct reference, we decided to give a full proof of this standard result. The next proposition is a univariate Lindeberg CLT in which the rows are allowed to be infinite.
Proposition 6.1. Let (ξ n,k ) n,k∈N 0 be a triangular array whose n-th row ξ n,1 , ξ n,2 , . . . consists of independent, zero mean random variables. Suppose that
Proof. We may assume that σ 2 = 1, otherwise divide the variables by σ. By (a), for every n ∈ N 0 there exists an integer m n n such that
Let us split the sum we are interested in as follows:
It follows from Condition (a) and (52) that lim n→∞ mn k=0 Var[ξ n,k ] = 1 and therefore the classical Lindeberg CLT (for finite rows) guarantees that S n converges to the standard normal distribution. Using Slutsky's lemma it suffices to prove that R n → 0 in probability.
Chebyshev's inequality yields
for every ε > 0, thus completing the proof.
The next proposition is a multivariate Lindeberg CLT for arrays with infinite rows.
Proposition 6.2. Let (V n,k ) n,k∈N 0 be a triangular array whose n-th row consists of countably many independent R d -valued random vectors V n,1 , V n,2 , . . . with zero mean. Assume that
is the coordinate representation of the vector V n,k .
Then, writing N d [0, Σ] for a d-variate normal distribution with mean 0 and covariance matrix Σ, we have
. By the Cramér-Wold device it suffices to show that for every
To prove (53), we apply the univariate Lindeberg CLT stated in Proposition 6.1 to the random variables
Since V n,k is centered, we have EV n,k (i) = 0 and hence, Eξ n,k = 0. Furthermore, it follows from condition (a) that
It remains to verify condition (b) of Proposition 6.1. For n, k ∈ N 0 write
Let v be the Euclidean norm of v ∈ R d . Applying the Cauchy-Schwarz inequality several times we obtain
The Lindeberg condition is thus verified and (53) follows from Proposition 6.1. Since v ∈ R d was arbitrary, the proof is complete.
6.2. A uniform estimate for power series. In this section we prove the estimate (26). for every k ∈ N 0 and n n 0 .
Proof. For every fixed k ∈ N 0 , it is possible to deduce the claim of the lemma from Theorem 3.1. What makes the following proof difficult, is the necessity to obtain an estimate which is uniform in k. For all j, k ∈ N 0 with j k we have
Fix some sufficiently small ε > 0 and introduce the abbreviations (55)
The case k = 0 follows directly from Theorem 3.1, so let k 1 in the following. Using (54) and (1) we arrive at
Observe that the function z → z k+γ 2 (1 − q n+2 ) z , z 0, is unimodal (first increasing, then decreasing) and the point, where it attains its maximum, satisfies (57) j n,k := arg max
for all k ∈ N, n n 0 , where we have used that − 1 log(1−x) 1 x for all 0 x < 1. Using the unimodality and estimating Riemann sums by Riemann integrals, we arrive at
First term on the right-hand side of (58). Using (57) leads to
1 since j n,k k for n n 0 by (57). By the Stirling formula, the right-hand side can be estimated by e Cn(k+1) .
Second term on the right-hand side of (58). Using the substitution u = xq n+2 and the inequality (1 − x)
Hence,
where in the last line we have used that Γ(x + s) ∼ x s Γ(x) as x → +∞ for every fixed s.
Combining (56), (58), (59) and (60) yields the statement of the lemma.
6.3. Estimates forF n,k . The main result of this section is Lemma 6.7 which provides estimates for the quantitiesF
Lemma 6.4. Let (A n ) n∈N be any sequence of positive real numbers such that A n = o(n) as n → ∞. Then,
Proof. By taking the logarithm, it suffices to show that
or, equivalently,
The claim follows from the expansion
together with the assumption A n = o(n).
Lemma 6.5. Let α ∈ R. We have
Proof. Take the quotient of both expressions and apply L'Hôpital's rule.
Lemma 6.6. Let α ∈ R, q ∈ (0, 1) and (y n ) n∈N be a sequence of positive real numbers such that y n → +∞ but y n = o(q −n/2 ) as n → ∞. Then,
Proof. Splitting up the difference, we obtain
By Lemma 6.5 it suffices to show that both terms on the right-hand side are of order o(y α n e −2yn ).
First term on the right-hand side of (62). Since y n → +∞ as n → ∞, the function x → x α exp (−2x) is monotone decreasing for x y n −q n and n sufficiently large. Estimating Riemann integrals by Riemann sums, we get
which is o (y α n e −2yn ), as desired. Therefore, we have established that for every positive sequence y n → +∞,
Second term on the right-hand side of (62). Once again we split up the sum:
The first term on the right hand side of (65) can be estimated using (64) and Lemma 6.4 as follows:
where we used that according to Lemma 6.4,
The second term on the right-hand side of (65) can be estimated in the following way: using the inequality (1 − q n )
, we obtain
which is easily seen to be o(y α n e −2yn ) by Lemma 6.5 and the assumption y n = o(q −n/2 ). Summarizing, we have established (61).
Lemma 6.7. Fix q ∈ (0, 1).
(i) Let δ 0 > 0 be arbitrary. Then, there is C > 0 such that
for all k δ 0 nq −n and all n ∈ N. (ii) Let (y n ) n∈N be a sequence of positive real numbers such that y n → +∞ but y n = o(q −n/2 ) as n → ∞. For every ε > 0 there exists a constant c > 0 such that
for all n ∈ N.
Proof. We start with general considerations that will be needed both for (i) and (ii). Using (1), we obtain that for all k ∈ N 0 , n ∈ N,
From Theorem 3.1 it follows that for some C > 0 and all sufficiently large n ∈ N,
Indeed, the sequence on the left-hand side converges to 2 γ /Γ(γ), as n → ∞. Fix ε > 0. Since L is slowly varying, for all sufficiently large t we have the estimate
Proof of (i). Since for all α > 0 and
where we used (64) in the last step. Using Lemma 6.5, we arrive at
where we have chosen ε > 0 sufficiently small and used the inequality kq n δ 0 n.
Proof of (ii). Let (y n ) n∈N be a positive sequence such that y n → +∞ and y n = o(q −n/2 ), as n → ∞. By (68) and Lemma 6.6 we have
where in the last step we employed Lemma 6.5. Setting k = ⌊y n q −n ⌋ in (66) and using (67) together with the above estimate yields (ii).
6.4. Lemmas on the monotone rearrangement. Recall that (b 2 n,k ) k∈N 0 is the monotone non-increasing rearrangement of the sequence (a 2 n,k ) k∈N 0 that was defined in (33) as follows:
The properties of b 2 n,k are difficult to access directly. In this section we collect several lemmas on b 2 n,k . We start by providing an estimate for the maximal term b for all k ∈ N.
The subsequent estimates hold for all sufficiently large n ∈ N. From Theorem 3.1 we deduce that for some sufficiently small c > 0,
Suppose first that α := γ − 1 + ε > 0. The maximum of the function x → x α (1 − q n ) 2x over x > 0 is attained at x 0 = − α 2 log(1−q n ) ∼ 1 2 αq −n and hence is bounded from above by Cq −αn . Using the definition of a n,k and then (70) and (71), we obtain that for all k ∈ N,
cq −n(γ−ε) Cq −n(γ−1+ε) q n(γ−ε) = Cq
where in the last step we used that ε < 1/4. If γ − 1 + ε 0, then (70) and (71) yield To understand the next lemma, it is useful to consider the simple example in which c 2 j = j γ−1 for all j ∈ N 0 , where γ > 1. It is easy to check that the sequence (a 2 n,j ) j∈N 0 is unimodal and the maximum is attained at j n,max ∼ (γ − 1)q −n . It is natural to conjecture that all terms a 2 n,j with j close to the modus should be larger than all terms with j larger than, say n δ q −n , where δ > 0. The next lemma makes this precise under the general regular variation condition (1).
Lemma 6.9. Let 0 α < δ < 1 and (a n,k ) n∈N,k∈N 0 be defined in (33). There exist a constant ζ > 0 and a number n 0 ∈ N such that min ⌊ζq −n ⌋ j ⌊ζq −n ⌋+⌊n α q −n ⌋+k a 2 n,j max j ⌊n δ q −n ⌋+k a 2 n,j for n n 0 , k ∈ N 0 .
Proof. By (1) we have
Choose sufficiently large ζ > 0 such that (i γ (1 − q n ) 2i ) i ⌊ζq −n ⌋ is a monotone decreasing sequence for every n ∈ N. To see that such ζ exists, one takes a quotient of two subsequent terms of the sequence and shows, by Taylor expansion, that it is > 1 for sufficiently large ζ. Let n be sufficiently large. Using (72) for j > i and that the sequence (i γ−1+ε (1 − q n ) 2i ) i ⌊ζq −n ⌋ is also decreasing, we obtain u n,k o n,k = min ⌊ζq −n ⌋ i ⌊ζq −n ⌋+⌊n α q −n ⌋+k min j ⌊n δ q −n ⌋+k
c min ⌊ζq −n ⌋ i ⌊ζq −n ⌋+⌊n α q −n ⌋+k min j ⌊n δ q −n ⌋+k i j γ−1+ε (1 − q n )
2i
(1 − q n ) 2j = c ⌊ζq −n ⌋ + ⌊n α q −n ⌋ + k ⌊n δ q −n ⌋ + k γ−1+ε
(1 − q n ) 2⌊ζq −n ⌋+2⌊n α q −n ⌋−2⌊n δ q −n ⌋ .
Applying Lemma 6.4 to the second factor and the estimate n α−δ ⌊ζq −n ⌋ + ⌊n α q −n ⌋ + k ⌊n δ q −n ⌋ + k 2
to the first one, we obtain u n,k o n,k cn −C e 2(n δ −n α −ζ) ce n δ −n α −→ ∞ as n → ∞ since 0 α < δ < 1 by our assumption. Observe that the above estimates are uniform in k ∈ N 0 . This implies the statement of Lemma 6.9.
Next we derive two corollaries of Lemma 6.9.
Lemma 6.10. Let 0 < δ < 1. Then, there exist ζ > 0 and n 0 ∈ N such that b 2 n,k−1+⌊n δ q −n ⌋ a 2 n,⌊ζq −n ⌋+k for all n n 0 , k ∈ N 0 .
Proof. Lemma 6.9 with α = 0 and δ/2 instead of δ yields a value n 0 ∈ N such that for all n n 0 and k ∈ N 0 , (73) a n,⌊ζq −n ⌋+k min ⌊ζq −n ⌋ j ⌊ζq −n ⌋+⌊q −n ⌋+k a 2 n,j max j ⌊n δ/2 q −n ⌋+k a 2 n,j .
Suppose, by contraposition, that there exists n n 0 and k ∈ N 0 such that (74) b 2 n,k−1+⌊n δ q −n ⌋ > a 2 n,⌊ζq −n ⌋+k . Consider the set A n,k := {j ∈ N 0 : a 2 n,j > a 2 n,⌊ζq −n ⌋+k }. Since the sequence (b 2 n,j ) j∈N 0 is the monotone non-increasing rearrangement of (a 2 n,j ) j∈N 0 , it follows from (74) that the cardinality of A n,k satisfies #A n,k k + ⌊n δ q −n ⌋.
On the other hand, (73) implies that no index j ⌊n δ/2 q −n ⌋ + k can be contained in the set A n,k . This is a contradiction.
Recall that F n,k F n,k by definition. The next lemma provides a converse inequality.
Lemma 6.11. For every 0 < ε < 1 there exists n 0 ∈ N such that F n,k F n,k+⌊n ε q −n ⌋ for all n n 0 , k ∈ N 0 .
Proof. Using Lemma 6.9 with α = 0 and δ = ε we find ζ > 0 and n 0 ∈ N such that (75) min ⌊ζq −n ⌋ j ⌊ζq −n ⌋+⌊q −n ⌋+k a 2 n,j max j ⌊n ε q −n ⌋+k a 2 n,j for all n n 0 , k ∈ N 0 .
Recall that F n,k can be obtained from the sum ∞ j=0 a 2 n,j by excluding the k largest summands. But (75) means that the terms a 2 n,j with j k + ⌊n ε q −n ⌋ are not among the k largest terms and hence are too small to be taken out of the sum defining F n,k . Therefore, all terms a 2 n,j with j k + ⌊n ε q −n ⌋ are included in F n,k . Since the sum of these terms is nothing but F n,k+⌊n ε q −n ⌋ , the proof is complete.
