Some Results on Infinite Dimensional Riemannian Geometry by Biliotti, Leonardo
ar
X
iv
:m
at
h/
03
04
25
6v
2 
 [m
ath
.D
G]
  2
9 A
pr
 20
03
SOME RESULTS ON INFINITE DIMENSIONAL
RIEMANNIAN GEOMETRY
LEONARDO BILIOTTI
Abstract. In this paper we will investigate the global proper-
ties of complete Hilbert manifolds with upper and lower bounded
sectional curvature. We shall prove the Focal Index lemma that
will allow us to extend some classical results of finite dimensional
Riemannian geometry as Rauch and Berger theorems and the To-
pogonov theorem in the class of manifolds in which the Hopf-Rinow
theorem holds.
Key words: Riemannian geometry, Hilbert manifold.
1. Introduction
In infinite dimensional geometry, the most of the local results follow
from general arguments analogous to those in the finite dimensional
case (see [16] or [18]). The investigate of global properties is quite hard
as finite dimensional case and the theorem of Hopf-Rinow is generic
satisfy on complete Hilbert manifolds (see [11]). Moreover, the expo-
nential map may not be surjective also when the manifold is a complete
Hilbert manifold. In section 1 we briefly discuss the relationship be-
tween completeness and geodesically completeness (at some point) and
we note that this facts are equivalent either when a manifold has con-
stant sectional curvature or no positive sectional curvature. We con-
clude this section to prove that a group of bijective isometry coincide
with the set of the maps that preserve the distance.
The fundamental tools to studying the geometry and topology of the
finite dimensional manifolds are the Rauch and Berger theorems. These
theorems allow us to understand the distribution of conjugate and focal
points along geodesic and the geometry of the complete Hilbert mani-
folds with bounded sectional curvature. We recall briefly the notion of
focal point: let N be a submanifold of a riemannian manifold M. The
exponential map of M is defined on an open subset W ⊂ TM and we
restrict its on W ∩ T⊥N, that we will denote by Exp⊥. A focal point
is a singularity of Exp⊥ : W ∩T⊥N −→M. In the infinite dimensional
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manifolds two species of singularity can be appear: when the differen-
tial of Exp⊥ fails to be injective (monofocal) or when the differential
of Exp⊥ fails to be surjective (epifocal). Clearly, when N = p we have
exactly the notion of conjugate points. In section 2, we shall study the
singularity of the exponential map of differential point of view, as in
[15], and we shall prove that always monofocal point implies epifocal
but not conversely and the distribution of epifocal points and mono-
focal points can have cluster points. Moreover we will deduce a weak
form of the Rauch theorem.
In section 4 we prove the fundamental tool to prove the main re-
sults: the Focal Index lemma. Firstly, we will prove the same version
of the finite dimensional theory; then we note that we shall prove its
in the case when we have only a finite number of epifocal points which
are not monofocal (pathological points). Using the above results we
will prove the Rauch and Berger theorems in infinite dimensional ge-
ometry, when we have at most a finite number of pathological points
along a finite geodesic. The main applications will appear in the last
section and the main result is the Topogonov Theorem in the class
of the complete Hilbert manifolds on which the Hopf-Rinow theorem
holds. The prove is almost the same as in [9] because Rauch, Berger
and Hopf-Rinow theorems hold. Moreover, we shall prove the Maxi-
mal Diameter Theorem. and two version of sphere theorems, with the
strong assumption on injectivity radius, with pinching ∼ 3
4
and 4
9
, in
the class of Hopf-Rinow manifolds. Other simple applications are two
results like Berger-Topogonov theorem, one using Rauch Theorem and
one using Topogonov Theorem, and a results about the image of the
exponential map of a complete manifold with upper bounded sectional
curvature. Some basic references for infinite dimensional geometry are
[18] and [16].
2. Preliminaries
In this section we give some general results of infinite dimensional
Riemannian geometry and we briefly discuss some of the differences
from the finite dimensional case. We begin recalling some basic facts
and establishing our notation.
Let (M, g) be an Hilbert manifold modeled on a infinite dimensional
Hilbert space H. Throughout this paper we shall assume that M is a
connected, paracompact and Hausdorff space. Any tangent space TpM
has a scalar product g(p), depending smoothly on p, and defining on
TpM a norm equivalent to the original norm on H. Using g, we can
define the length of piecewise differential curve and it easy to check
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that for any two points of M there exists a piecewise differential curve
joining them . Hence, we can introduce a metric d, defining d(x, y) the
infimum of the lengths of all differential paths joining x, y and one can
prove that (M, d) is a metric space (see [21] ) and d induces the same
topology of M. As in the finite dimensional case, M admits a unique
Levi Civita connection∇ (see [18]) defined by the Koszul’s formula. We
recall that the criterion of tensoriality in infinite dimensional geometry
doesn’t hold (see [7]) so we must deduce all properties of ∇ by its local
expression.
Let c : [a, b] −→ M be a smooth curve. For any v ∈ Tc(a)M there
exists a unique vector field V (t) along c such that ∇c˙(t)V (t) = 0. More-
over, the Levi Civita connection satisfies ∇XY (p) = ddt |t=0 τ 0t (Y ),
where τ 0t is a parallel transport along any curve γ such that γ(0) = p
and γ˙(0) = X(p).
A geodesic in M is a smooth curve γ which satisfies ∇γ˙ γ˙ = 0. Using
the theorems of existence, uniqueness and smooth dependence on the
initial data, we may prove the existence, at any point p, of the expo-
nential map expp, that is defined in a neighborhood of the origin in
TpM by setting expp(v) = γ(1), where γ is the geodesic in M such that
γ(0) = p and γ˙(0) = v. This map is smooth and is a local diffeomor-
phism, d(expp)0 = id, in a neighborhood of the origin in TpM by the
inverse function theorem. Moreover, there exists an open neighborhood
W of {0p ∈ TpM : p ∈ M} in the tangent bundle TM, such that the
application exp(Xp) = expp(X) is defined and differentiable.
Generally, the local theory works as in finite dimensional geometry
and results as the Gauss lemma and existence of convex neighborhoods
hold in infinite dimensional Riemannian geometry and the curvature
tensor is defined as follows: let x, y, z ∈ TpM, we extend them to vector
fields X, Y, Z and define R(x, y)z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z. It
is easy to check that R doesn’t depend on the extension and it is
antisymmetric in x, y and satisfies the first Bianchi identity R(x, y)z+
R(z, x)y+R(y, z)x = 0. Given any plane σ in TpM and let v, w ∈ σ be
linearly independent. We define the sectional curvature K(σ) to be
g(R(v,w)w, v)
g(v, v)g(w,w) − g(v,w)2 .
It is easy to check that K doesn’t depends on the choice of the span-
ning vectors and the curvature tensor R is completely determined by
the sectional curvature. Moreover, as in the finite dimensional case,
we shall prove the Cartan theorem, see [16] page 114, in which the
existence of a local isometry is characterized by a certain property of
the tensor curvature.
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The global theory on Hilbert manifolds is more difficult: for exam-
ple the Hopf-Rinow theorem fails. We recall that a Hilbert manifold is
called complete if (M, d) is complete as a metric space. On the other
hand, we say that a manifold M is geodesically complete at a point p if
the exponential map is defined in TpM and M is geodesically complete
if it is geodesically complete for all point q ∈M. It is easy to check the
following implication:
M complete ⇒ M is geodesically complete ⇒ M is geodesically com-
plete at some point.
IfM is a finite dimensional manifold, the above sentences are equiva-
lent, thanks to the Hopf-Rinow theorem. Grossman, see [14] constructs
a simply connected complete Hilbert manifold on which there exist two
points which cannot be connected with a minimal geodesic but the ex-
ponential map is surjective. On the other hand Ekeland ([11]) proved
that the Hopf-Rinow theorem is generically satisfied, i.e. if one takes a
point p ∈M, in a complete Hilbert manifoldM, the set of points q ∈M
such that there exists a unique minimal geodesic joining p and q is a Gδ
set and in particular it is a dense subset ofM. The Hopf-Rinow theorem
implies also that the exponential map must be surjective on complete
finite dimensional Riemannian manifolds. Atkin (see [4]) showed that
there exists a complete Hilbert manifold M on which, at some point
p ∈ M, expp(TpM) is not surjective. Let q ∈ M − (expp(TpM)). Then
M − {q} is not complete as metric space, but, clearly, is geodesically
complete at p. In particular: in infinite dimensional Riemannian geom-
etry, geodesically complete at some point doesn’t imply completeness.
Moreover, Atkin (see [3]) constructed some infinite dimensional Hilbert
manifolds in which the induced metric is incomplete, but geodesically
complete and any two point may be joined by minimizing geodesic.
The above discussion justify the following definition.
Definition 1. A complete Hilbert manifold M is called Hopf-Rinow
if for every p, q ∈ M there exists at least a minimal geodesic joining p
and q.
In [12] El´ıason showed that the Sobolev manifolds, i.e. the spaces
of the Sobolev sections of a vector bundle on a compact manifold, are
Hopf-Rinow. Other class of manifolds which are Hopf-Rinow are the
simply connected complete Hilbert manifolds such that their sectional
curvature is non positive; indeed the Cartan-Hadamard theorem holds,
see [14] and [19]. Furthermore, see [18], we may prove that an Hilbert
manifoldM with non positive sectional curvature is a complete Hilbert
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manifold if and only if M is geodesically complete at some point. It
is easy to check that the same holds for a manifolds with constant
sectional curvature: indeed, using the same arguments used in the
classification of the simply connected complete Hilbert manifolds with
constant sectional curvature, we may prove our claim.
The Bonnet theorem was proved by Anderson, see [2]; however we
cannot conclude any information about fundamental group since we
may prove, see [6], that there exist infinite groups acting isometrically
and properly discontinuously on the infinite unit sphere. In particular,
Weinstein theorem fails: the following example gives an isometry of
the unit sphere of a separable Hilbert space S(l2) without fixed points,
such that inf{d(x, f(x)) : x ∈ S(l2)} = 0.
f(
∑∞
i=1 xiei) =
∑∞
i=1(cos(
1
i
)x2i−1 + sin(1i )x2i)e2i−1
+
∑∞
i=1(cos(
1
i
)x2i) − sin(1i )x2i−1)e2i.
We conclude this section proving that the group of bijective isometry
coincide with the set of applications that preserve the distance.
Proposition 2. Let F : (M, g) −→ (N, h) be a surjective map. Then
F is an isometry if and only if F preserves the distance, i.e. if and
only if d(F (x), F (y)) = d(x, y).
The same proof of the finite dimensional case holds, ([17]) once we
prove the following result
lim
s→0
d(expp(sX), expp(sY )
‖ sX − sY ‖ = 1.
Proof: let r > 0 such that expp : Br(0p) → Br(p), between the balls
with their respectively metrics, is a onto diffeomorphism. Now recall
that d(expp)0 = id, hence there exists ǫ > 0 and 0 < η ≤ r such that
1− ǫ ≤‖ d(expp)q ‖≤ 1 + ǫ,
for every q ∈ Bη(0p). Let m, a ∈ B η
4
(p). By assumption, we shall
calculate the distance from m to a, restricting ourself to the curve c on
Bη(p). Then c(t) = expp(ξ(t)) and
(1− ǫ)
∫ 1
0
‖ ξ˙(t) ‖p dt ≤
∫ 1
0
‖ c˙(t) ‖ dt ≤ (1 + ǫ)
∫ 1
0
‖ ξ˙(t) ‖p dt.
That is: for every ǫ > 0 there exists so =
η
4
such that, for every s < so
we have
(1− ǫ)(‖ sX − sY ‖p) ≤ d(expp(sX), expp(sY )) ≤ (1 + ǫ)(‖ sX − sY ‖),
that implies our result. QED
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3. Jacobi Flow
The linearized version of the geodesic equation is the famous Jacobi
equation. In this section, we shall study the Jacobi field from the dif-
ferential point of view getting some informations of the distribution of
singular points of exponential map. Throughout this section, all esti-
mates are formulated in terms of unit speed geodesics because one can
easily reparametrize: if J is a Jacobi fields along c, then
Jr(t) = J(rt) is a Jacobi field along cr(t) = c(rt);
with Jr(0) = J(0) and J
′
r(0) = rJ
′(0), c′r(0) = rc′(0)
Definition 3. Let c : [0.a] −→ M be a geodesic. A vector field along
c is called Jacobi field if it satisfies the Jacobi differential equation
∇ ∂
∂t
∇ ∂
∂t
J(t) +R(J(t), c˙(t))c˙(t) = 0,
where ∇ ∂
∂t
denotes the covariant derivation along c.
The Jacobi equation is a second order differential equation and, by
theorems of differential equation in Banach space, see [18], the solutions
are defined in the whole domain of definition and the set of Jacobi
fields along c is a vector space isomorphic to Tc(0)M × Tc(0)M under
the map J −→ (J(0),∇ ∂
∂t
J(0)). We recall also that the Jacobi fields
are characterized as infinitesimal variation of c by geodesic. We first
give a lemma due to Ambrose (see [18] page 243).
Lemma 4. Let c : [0, a] −→ M be a geodesic and let J and Y be two
Jacobi vector fields along c. Then
〈∇ ∂
∂t
J(t), Y (t)〉 − 〈∇ ∂
∂t
Y (t), J(t)〉 = constantC.
Now, let c : [0, b] −→ M be a geodesic. We will denote by p = c(0)
and by τ ts the parallel transport along c between the points c(s) and
c(t). We define
Rs : Tc(0)M −→ Tc(0)M, Rs(X) = τ 0s (R(τ s0 (X), c˙(s))c˙(s))
that is a family of symmetric operators in TpM . Take Ho a closed
subspace of TpM and let A : Ho −→ Ho be a continuous and symmetric
linear operator. Clearly TpM = Ho⊕H⊥o and we will study the solutions
of the following linear differential equation
{
T ′′(s) + Rs(T (s)) = 0;
T (0)(v, w) = (v, 0), T ′(0)(v, w) = (−A(v), w),
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that we call Jacobi flow of c. Firstly, note that the family of bilinear
applications
TpM × TpM Φ(t)−→ R
(u, v) −→ 〈T (t)(u), T ′(t)(v)〉
is symmetric; indeed is symmetric in t = 0, because A is a symmetric
operator, and
(〈T (t)(u), T ′(t)(w)〉 − 〈T (t)(w), T ′(t)(u)〉)′
is zero. The solutions of the Jacobi flow are exactly the Jacobi fields.
Proposition 5. Let (v, w) ∈ TpM = Ho ⊕ H⊥o . Then the Jacobi field
with J(0) = v ∈ Ho and ∇ ∂
∂t
J(0) + A(J(0)) = w ∈ Ho⊥, is given by
τ t0(T (t)(v, w)).
Proof: Let Z(t) be a parallel transport of u ∈ TpM along c. We
indicate by Y (t) = τ t0(T (t)(v, w)). Hence
〈∇ ∂
∂t
∇ ∂
∂t
Y (t), Z(t)〉 = 〈Y (t), Z(t)〉′′
= 〈T (t)(v, w), u〉′′
= −〈R(Y (t), c˙(t))c˙(t), Z(t)〉. QED
Our aim is to study the distribution of singular points of the exponen-
tial map along a geodesic c : then it is very useful compute the adjoint
operator of T (b). Let u ∈ TpM and let J be the Jacobi field along
the geodesic c such that J(b) = 0, ∇ ∂
∂t
J(b) = τ b0(u). By the Ambrose
lemma we have
(1) 〈T (b)(v, w), u〉 = 〈T (0)(v, w),∇ ∂
∂t
J(0)〉 − 〈T ′(0)(v, w), J(0)〉.
We denote by c(t) = c(b− t) and let{
T˜ ′′(s) + Rs(T˜ (s)) = 0;
T˜ (0) = 0, T˜ ′(0) = id,
be the Jacobi flow of c : [0, b] −→ M . It is easy to check that J is a
vector field along c, then J(t) = J(b− t) is the Jacobi filed along c such
that ∇ ∂
∂t
J(b) = −∇ ∂
∂t
J(0). Then (1) becomes
〈T (b)(v, w), u〉 = 〈(v, o), τ 0b (T˜ ′(b)(−τ b0 (u)))〉
− 〈(−A(v), w), τ 0b (T˜ (b)(−τ b0(u))〉
and the adjoint operator is given by
〈T ∗(b)(u), (v, 0)〉 = −〈τ0b (T˜ ′(b)(τ b0(u)))) +A(pt(τ0b (T˜ (b)(τ b0(u))))), (v, 0)〉,
〈T ∗(b)(u), (0, w)〉 = 〈τ0b (T˜ (b)(τ b0(u))), (0, w)〉.
where pt is the component along Ho.
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Proposition 6. There exists a bijective correspondence between the
kernel of T (b) and the kernel of T ∗(b).
Proof: let w ∈ TpM such that T (b)(w) = 0. Then the Jacobi field
Y (t) = τ t0(T (t)(w)) = τ
t
b(T˜ (t)(w))
and w ∈ Tc(b)M is unique. Using the boundary condition on Y (t)
we have T ∗(b)(τ 0b (w)) = 0. Vice-versa, if T
∗(b)(w) = 0 it is easy to
check that τ tb T˜ (t)(τ
b
0(w)) = τ
t
0(T (t)(w) for some w ∈ TpM. Clearly
T (b)(w) = 0 and w can be obtained, starting from w, with the above
arguments. QED
We recall that KerT ∗(b) = ImT
⊥
, hence we have proved also the
following result
Proposition 7. If T (b) is injective then ImT (b) is a dense subspace.
We will study the behaviour of the Jacobi flow either when Ho = 0
or Ho = TpM and A = 0. We will denote by f∆ a solution of the
differential equation f ′′(t) + ∆(s)f(s) = 0 with f(0) = 0, f ′(0) = 1,
when Ho = 0, or with f(0) = 1, f
′(0) = 0, when Ho = TpM and A = 0.
Firstly, we note that in [15] it is proved the following results that holds
in our context.
Proposition 8. Let δ(s) ≤ 〈R(u, c˙(s))c˙(s), u〉 ≤ ∆(s) be an upper and
lower curvature along c. Hence
(1) if T (s) is invertible then
(〈T ′T−1u, u〉)′ ≤ −(∆(s) + 〈T ′T−1u, T ′T−1u〉2);
(2) ‖ T (s)u ‖≥ f∆(s)〈u, u〉 12 , f∆(s) being positive in 0 < s ≤ so;
(3) 〈T ′u, Tu〉f∆ ≥ 〈Tu, Tu〉f ′∆, f∆(s) being positive in 0 < s ≤ so;
(4) 〈T ′u, Tu〉fδ ≤ 〈Tu, Tu〉f ′δ, 0 < s ≤ so if T (s) is invertible in
0 < s ≤ s1 (s1 ≥ so);
(5) if T (s) is invertible in 0 < s ≤ s1 then
‖ T (s) ‖ fδ(t) ≥‖ T (t) ‖ fδ(s), 0 ≤ s ≤ t ≤ s1;
(6) ‖ T (s) ‖≤ fδ(s) < u, u > 12 , 0 ≤ s ≤ s1.
Corollary 9. Let{
T ′′(s) + Rs(T (s)) = 0;
T (0)(v, w) = (v, o), T ′(0)(v, w) = (−A(v), w),
be the Jacobi flow. We suppose that we have a upper bound sectional
curvature, i.e. K ≤ H. Then:
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(a) if Ho = 0 then the Jacobi flow is a topological isomorphism for
t ≥ 0, if H ≤ 0, or for 0 ≤ t < π√
H
, if H > 0;
(b) if Ho = TpM and A = 0 then then Jacobi flow is a topological
isomorphism for t ≥ 0, if H ≤ 0, or for 0 ≤ t < π
2
√
H
, if H > 0.
Proof: using property (2) of proposition 8 and proposition 6 we have
our claim.
Another interesting corollary is a weak form of the Rauch theorem.
Theorem 10. (Rauch weak) Let c : [0, b] −→ M be a unit speed
geodesic. Suppose that we have a lower and upper bound of the sectional
curvature, i.e. L ≤ K(c˙(t), v) ≤ H, for any t and v ∈ Tc(t)M such that
〈v, c˙(t)〉 = 0, 〈v, v〉 = 1. Then d(expp)tc˙(0) is a topological isomorphism
for every t ≥ 0, if H ≤ 0 and for every 0 ≤ t < π√
H
if H > 0.
Moreover, in the above neighborhoods, we have
fH(t)
t
‖ v ‖≤‖ d(expp)tc˙(0)(v) ‖≤
fL(t)
t
‖ v ‖ .
4. Focal Index lemma and the Rauch and Berger
theorems
Let N be a submanifold of an Hilbert manifold (M, g), i.e. N is an
Hilbert manifold and the inclusion i : N →֒ M is an embedding. Let
γ : [a, b] −→ M be a geodesic such that
(1) γ(a) = p ∈ N ;
(2) γ˙(a) = ξ ∈ TpN⊥.
Definition 11. A Jacobi vector field along γ is called N -Jacobi if it
satisfies the following boundary conditions:
Y (a) ∈ TpN, ∇ ∂
∂t
Y (a) + Aξ(Y (a)) ∈ T⊥p N,
where Aξ is the operator of Weingarter relative to N .
The Jacobi flow along γ on which A = Aξ is called Jacobi flow along
γ of N. Let W be the open subset of TM on which exp is defined.
We denote by Exp⊥ : T⊥N ∩W −→ M, Exp⊥(X) = expM(X). It is
easy to prove that Ker(d(Exp⊥)toξ) is isomorphic to the subspace of the
N -Jacobi field along the geodesic γ(t) = Exp⊥(tξ), t ∈ [0, to], which
is zero in γ(to). On the other hand, in infinite dimensional manifolds,
two species of singular points can appear; so the following definition is
justify.
Definition 12. A element q = γ(to) along γ is called:
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(1) monofocal if d(Exp⊥)toξ fails to be injective;
(2) epifocal if d(Exp⊥)toξ fails to be surjective.
By proposition 6 and by the formula of the adjoint of the Jacobi
flow, we have the following results.
Proposition 13. Let N be a submanifold of M and let γ : [0, b] −→ M
such that γ(0) = p ∈ N and ξ = γ˙(0) ∈ TpN⊥. Then
(1) if γ(to) isn’t monofocal then the image of d(Exp
⊥)toξ is a dense
subspace;
(2) γ(to) is monofocal then γ(to) is epifocal;
(3) q = γ(to) is monofocal along γ if and only if p is monofocal
along γ(t) = γ(to − t);
(4) q = γ(to) is epiconjugate and the image of d(Exp
⊥)toξ is closed
then p is monofocal along γ(t) = γ(to − t);
In the degenerate case, i.e. N = p, then we call q = γ(to) either
monoconjugate or epiconjugate along γ. If there exist neither monofocal
(monoconjugate) nor epifocal (epiconjugate) points then we will say
that there aren’t focal (conjugate) points along γ. The distribution
of singular points of the exponential map along a finite geodesic is
different from the finite dimensional case. Indeed, Grossman showed
how the distribution of monoconjugate points be able to have cluster
points. The same pathology appears in the case of focal points and we
shall give a pathological example of the distribution of monofocal and
epifocal points along a finite geodesic.
Example 1. Let M = {x ∈ l2 : x21 + x22 +
∑∞
i=3 aix
2
i = 1}, where
(ai)i∈N is a positive sequence of real number. It is easy to check that
γ(s) = sin(s)e1 + cos(s)e2
is a geodesic and Tγ(s)M =< γ˙(s), e3, e4, . . . >. Let N be a geodesic
submanifold defined by γ˙(0). We shall restrict ourself to the normal
Jacobi fields. We note that for k ≥ 3
Ek := {x21 + x22 + akx2k = 1 } →֒ M
is totally geodesic; then K(γ˙(s), ek) = ak and the Jacobi fields, with
boundary conditions Jk(0) = ek, ∇ ∂
∂t
Jk(0) = 0, are given by Jk(t) =
cos(
√
akt)ek. Hence
d(Exp⊥)sγ˙(0)(
∞∑
k=3
bkek) =
∞∑
k=3
bk cos(
√
aks)ek.
INFINITE DIMENSIONAL GEOMETRY 11
Clearly, the points γ(rmk ), r
m
k =
mπ
2
√
ak
are monofocal. Specifically, let
ak = (1− 1k )2. The points γ(sk), sk = kπ2(1−k) are monofocal, sk → π2 and
d(Exp⊥)γ˙(π
2
))(
∞∑
k=3
bkek) =
∞∑
k=3
bk cos(
k − 1
k
π
2
)ek.
In particular, γ(π
2
) is not monofocal along γ. On the other hand if∑∞
k=3
1
k
ek = d(Exp
⊥)γ(π
2
)(
∑∞
k=3 bkek) then sin(
π
2k
)bk =
1
k
hence
lim
k→∞
bk = lim
k→∞
π
2k
1
sin( π
2k
)
2
π
=
2
π
.
This means that γ(π
2
) is epifocal.
This example shows that there exist epifocal points which are not
monofocal. We call them pathological points. If the exponential map
of a Hilbert manifold has only a finite number of phatological points
we will say that the exponential map is almost non singular. Clearly,
if the exponential map were Fredholm, and this one must be of zero
index, monoconjugate points and epiconjugate points along geodesics
would coincide. This holds for the Hilbert manifold Ω(M), the free loop
space of a compact manifold (see [20]). Moreover, any finite geodesic
in Ω(M) contains at most finitely many points which are conjugate.
Now we shall prove the Index lemma. This lemma allows us to extend
Rauch and Berger theorems in infinite dimensional context.
Let X : [0, 1] −→ TpM , such that X(0) ∈ TpN. We define the focal
index of X as follows:
IN(X,X) =
∫ 1
0
(〈X˙(t), X˙(t)〉 − 〈Rt(X(t)), X(t)〉)dt
− 〈Aξ(X(0)), X(0)〉.
If N = p, the Focal Index is called Index and we will denote it as
I(X,X). We note that any vector fields along γ is a parallel transport
of a unique application X : [0, b] −→ TpM ; we will denote by X(t) =
τ t0(X) the vector field along γ starting from X .
Lemma 14. IN(X,X) = D2E(γ)(X,X), where D2E(γ) is the index
form of B = N ×M →֒M ×M.
Proof: we recall that
D2E(γ)(X,X) =
∫ b
a
‖ ∇ ∂
∂t
X(t) ‖2 − 〈X(t), R(X(t), c˙(t))c˙(t)〉dt
− << A(c˙(a),−c˙(b))(X(a),X(b)), (X(a),X(b) >>,
see [24], where A is the Weingarter operator of N ×M →֒ M ×M. By
the above expression, it is enough to prove that ∇ ∂
∂t
X(t) = τ t0(X˙(t)).
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Let Z(t) be a parallel transport of a vector Z ∈ TpM. Then
〈∇ ∂
∂t
X(t), Z(t)〉 = 〈X(t), Z(t)〉′
= 〈X˙(t), Z〉
= 〈τ t0(X˙(t)), Z(t)〉. QED
We here give the Focal Index lemma formulated as in the finite di-
mensional Riemannian geometry.
Lemma 15. Let X : [0, b] −→ TpM be a piecewise differential ap-
plication with X(0) ∈ TpN . Suppose that T (t) is invertible in (0, a).
Hence
IN(X,X) ≥ IN(J, J),
where J(t) = T (t)(u) with X(b) = T (b)u. The equality holds if and
only if X = T (t)(u). Hence, if there aren’t any focal points along γ,
the index of a vector fields Y along γ is bigger than the focal index of
the N-Jacobi field J along γ such that W (a) = J(a).
Proof: T (t) is invertible, then there exists a piecewise differential
application Y : [0, b] −→ TpM such that Y (0) = X(0) ∈ TpN and
X(t) = T (t)(Y (t)). Hence
X˙(t) = T ′(t)((Y (t)) + T (t)(Y˙ (t)) = A(t) + B(t).
The focal index of X is given by
I(X,X) =
∫ b
0 (〈A(t), A(t)〉 + 2〈A(t), B(t)〉 + 〈B(t), B(t)〉dt
− ∫ b0 〈Rt(T (t)(Y (t)), T (t)(Y (t))〉dt − 〈Aξ(X(0),X(0)〉.
A straightforward computation show that
〈A(t), A(t)〉 = 〈T (t)(Y (t)), T ′(t)(Y (t)〉′
− 〈B(t), A(t)〉
+ 〈T (t)(Y (t)), Rt(T (t)(Y (t))〉
− 〈T (t)(Y˙ (t)), T ′(t)(Y (t))〉 = (〈A(t), B(t)〉),
where the last equality depends on the fact that Φ(t) is a family of
symmetric bilinear form. Hence, the focal index of X is given by
IN (X,X) = 〈T (1)(u), T ′(1)(u)〉 +
∫ b
0
‖ T (t)(Y˙ (t)) ‖2 dt.
thus proving our lemma. QED
Corollary 16. Let (M, g) be a Riemannian manifold and let S and Σ
be submanifolds of codimension 1. We denote by N and N the normal
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vector fields respectively in S and Σ. Suppose that in some point p ∈
S ∩ Σ we have Np = N p and
g(∇XN,X) < g(∇XN,X),
for every X ∈ TpΣ = TpS. Then, if the Jacobi flow T of S is invertible
in (0, b) then the Jacobi flow of Σ must be injective in (0, b). Moreover,
if A−A is invertible, where A and A are the Weingarter operators in
p respectively of S and Σ, then the Jacobi flow of Σ is also invertible
in (0, b).
Proof: let Y (t) be Σ-Jacobi field. Since T (t) is invertible then there
exists a piecewise application X : [0, s] −→ TpM with X(0) ∈ TpS such
that Y (t) = T (t)(X(t)). Hence
Y (0) = T (0)(X(0))
Y˙ (0) = T ′(0)(X(0)) + T (0)(X˙(0))
(−A(Y (0)), Y˙ (0)n) = (−A(X(0)) + X˙(0)t, 0)).
Hence, Y (0) = X(0) and the tangent component of X˙(0) is given by
(A − A)(X(0)). Then,
g(Y (s),∇ ∂
∂s
Y (s)) = IS(Y, Y )
= g((A −A)(X(0)),X(0)) + ∫ s0 ‖ T (t)(X˙(t)) ‖2 dt
> 0.
In particular, the Jacobi flow of Σ is injective in (0, b). Moreover, if
A − A is invertible, using the above formula, it is easy to prove that
the image of the Jacobi flow relative to Σ is a closed subspace for every
t ∈ (0, b) and using (i) of proposition 13 we get our claim. QED
Now, assume that there exists a pathological point on the interior of
γ; this means that the Jacobi flow is an isomorphism for every t 6= to
in (0, b) and in to, T (to) is a linear operator whose image is a dense
subspace. Let X : [0, b] −→ TpM be a piecewise application with
X(0) ∈ TpN . Given ǫ > 0, there exist Xǫn, n = 1, 2 such that
‖ T (to)(Xǫ1))−X(to)) ‖≤ ǫ4
‖ T (to)(Xǫ2))− X˙(to)) ‖≤ ǫ4 .
Choose Y ǫ such that
‖ T (to)(Y ǫ)− T ′(to)(Xǫ1) ‖≤
ǫ
4
.
Hence there exists η(ǫ) ≤ ǫ
2
such that for t ∈ (η(ǫ) − to, η(ǫ) + to) we
have
(1) ‖ T (t)(Xǫ1 + (t− to)(Xǫ2 − Y ǫ))−X(t) ‖≤ ǫ,
(2) ‖ d
dt
(T (t)(Xǫ1 + (t− to)(Xǫ2 − Y ǫ)))− X˙(t) ‖≤ ǫ.
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We denote by Xǫ the application
Xǫ(t) =


X(t) if 0 ≤ t ≤ to − η(ǫ);
T (t)(Xǫ1 + (t− to)(Xǫ2 − Y ǫ)) if to − η(ǫ) < t < to + η(ǫ);
X(t) if to − η(ǫ) ≤ t ≤ b.
Clearly, Xǫ = T (t)(Y (t)), where Y (t) is again a piecewise application,
at less at the points t = to+(η(ǫ) and t = to−η(ǫ), and using the same
arguments in lemma 15, we shall prove
IN(Xǫ, Xǫ) ≥ IN(T (t)(u), T (t)(u)).
On the other hand, the Focal Index of X is given by
I(X,X) = I(Xǫ,Xǫ)
− ∫ to+η(ǫ)
to−η(ǫ) 〈X˙ǫ(t), X˙ǫ(t)〉 − 〈R(Xǫ(t), c˙(t))c˙(t),Xǫ(t)〉dt
+
∫ to+η(ǫ)
to−η(ǫ) 〈X˙(t), X˙(t)〉 − 〈R(X(t), c˙(t))c˙(t),X(t)〉dt.
Now, using (1) and (2) it is easy to check that
lim
ǫ→0
IN(Xǫ, Xǫ) = IN(X,X) ≥ IN(J, J),
where J(t) = T (t)(u). This proves the Focal Index lemma when there
is a pathological point. Clearly, the same proof can be generalized to
a finite number of pathological points.
Lemma 17. (Focal Index lemma) Let γ : [0, b] −→M be a geodesic
with a finite number of pathological points. Then for every vector fields
X along γ with X(0) ∈ TpN, the index form of X relative to the sub-
manifold N ×M →֒ M ×M , satisfies D2E(γ)(X,X) ≥ D2E(γ)(J, J),
where J is the N-Jacobi field such that J(b) = X(b).
In particular, if γ has a finite number of pathological points, then γ
is a local minimum and the Index form D2E(γ) is non negative defined.
Corollary 18. Let γ : [0,∞) −→ M be a geodesic, and let γ(to) be a
monoconjugate point. Then γ : [0, t] −→M is not minimal for t > to.
Now, we shall prove the Rauch and Berger theorem and several corol-
laries. However, the proof are almost the same as the finite dimensional
case, since these can be proved using Focal Index lemma: then we will
give only a brief proof of the Rauch theorem.
Theorem 19. (Rauch) Let (M, 〈 , 〉), (N, 〈 , 〉∗) be Hilbert mani-
folds modeled on H1 and H2 respectively, with H1 isometric to a closed
subspace of H2. Let
c : [0, a] −→ M, c∗ : [0, a] −→ N
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be two geodesics of same length. We assume that c∗ has at most a
finite number of pathological points in its interior. Suppose also that
for every t ∈ [0, a] and for every X ∈ Tc(t)M , Xo ∈ Tc∗(t)N we have
KN(Xo, c˙
∗(t)) ≥ KM(X, c˙(t)).
Let J and J∗ be Jacobi fields along c and c∗ such that J(0) and J∗(0)
are tangent to c and c∗ respectively and
(1) ‖ J(0) ‖=‖ J∗(0) ‖;
(2) 〈c˙(0),∇ ∂
∂t
J(0)〉 = 〈c˙∗(0),∇ ∂
∂t
J∗(0)〉;
(3) ‖ ∇ ∂
∂t
J(0) ‖=‖ ∇ ∂
∂t
J∗(0) ‖.
Hence, for every t ∈ [0, a]
‖ J(t) ‖≥‖ J∗(t) ‖ .
Proof: It is easy to check that we will restrict ourself to the case in
which the Jacobi fields satisfy the following condition:
0 =‖ J(0) ‖= 〈c˙(0),∇ ∂
∂t
J(0)〉 =‖ J∗(0) ‖= 〈c˙(0),∇ ∂
∂t
J∗(0).〉
Note, by assumption, J∗(t) 6= 0. Let to ∈ [0, a] be an isometry
F : Tc(0)M −→ Tc∗(0)N
F (c˙(0)) = c˙∗(0)
F (τ 0to(J(to)) = χ
0
to
(J∗(to))
‖J(to)‖
‖J∗(to)‖ .
We denote by
it : Tc(t)M −→ Tc∗(t)N
it = χ
t
0 ◦ F ◦ τ 0t ,
a family of isometries for 0 ≤ t ≤ to; it is easy to check that it commute
with the Levi Civita connection. Let W (t) = it(J(t)). Then
D2E(c∗)(W,W ) =
∫ to
0 ‖ ∇ ∂
∂t
W (t) ‖2 − 〈RN (c˙∗(t),W (t))c˙∗(t),W 〉dt
≤ ∫ to0 ‖ ∇ ∂
∂t
J(t) ‖2 −〈RM (c˙(t), J(t))c˙(t), J(t)〉dt
= D2E(γ)(J, J).
On the other hand,
1
2
d
dt
|t=to 〈J(t), J(t)〉 = 〈J(to),∇ ∂
∂t
J(to)〉
= D2E(γ)(J, J)
≥ D2E(c∗)(W,W )
≥ d
dt
|t=to 〈J∗(t), J∗(t)〉∗
‖ J(to) ‖2
‖ J∗(to) ‖2 .
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where the last before inequality follows from the Focal Index lemma.
Now, let ǫ > 0. For every t ≥ ǫ we have
d
dt
log(‖ J(t) ‖2) ≥ d
dt
log(‖ J∗(t) ‖2),
that implies
‖ J(t) ‖2
‖ J(ǫ) ‖2 ≥
‖ J∗(t) ‖2
‖ J∗(ǫ) ‖2 .
By ‖ ∇ ∂
∂t
J(0) ‖=‖ ∇ ∂
∂t
J∗(0) ‖, when ǫ→ 0 we get our claim. QED
Misiolek, see [20], proved that in Ω(M) the index of any finite geodesic
if finite. By Rauch theorem, we have that the sectional curvature of
Ω(M), with the H1 metric, cannot be positive along any geodesic.
Indeed, if K ≥ Ko > 0, we are able to compare Ω(M) with the sphere
of radius 1√
Ko
and we may prove that the index along any geodesic of
length bigger than t = π√
Ko
is infinite.
Corollary 20. Let M , N be Hilbert manifolds modeled on H1 and H2
where H2 is isometric to a closed subspace of H1. Assume that for every
m ∈ M and n ∈ N and for every η ∈ TpM e β ∈ TnN 2-subspaces we
have
KM(η) ≥ KN (β).
Let i : TnN −→ TpM be an isometry and let r > 0 such that
expn : Br(0n) −→ Br(m) is a diffeomorphism
expm : Br(0m) −→ Br(n) is almost non singular.
Let Let c : [a, b] −→ Br(0n) be a piecewise curve. Then
L(expn(c)) ≥ L(expm(i ◦ c)).
Theorem 21. (Berger) Let (M, g) and (N, h) be an Hilbert manifolds
modeled on H1 e H2, where H1 is isometric to a closed subspace of H2.
Let γ1 : [0, b] −→ M and γ2 : [0, b] −→ N be two geodesics with the
same length. Assume that for every X1 ∈ Tγ1(t)M and X2 ∈ Tγ2(t)N we
have
KN(X2, γ˙1(t)) ≥ KM (X1, γ˙2(t)), 〈X1, γ˙1(t))〉 = 〈X2, γ˙2(t)〉 = 0.
Assume furthermore that γ2 has at most a finite number of pathological
points, on its interior, of the geodesic submanifold N defined by γ˙2(0).
Let J and J∗ Jacobi fields along γ1 and γ2 satisfying ∇ ∂
∂t
J(0) and
∇ ∂
∂t
J∗(0) are tangent to γ1 and γ2 and
(1) ‖ ∇ ∂
∂t
J(0) ‖=‖ ∇ ∂
∂t
J∗(0) ‖,
(2) 〈γ˙1(0), J(0)〉 = 〈γ˙2(0), J∗(0)〉, ‖ J(0) ‖=‖ J∗(0) ‖.
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Then
‖ J(t) ‖≥‖ J∗(t) ‖,
for every t ∈ [0, b].
Corollary 22. Let (M, g) and (N, h) be an Hilbert manifolds modeled
on H1 and H2 respectively , where H1 is isometric to a closed subspace
of H2. Let γ1 : [0, b] −→ M and γ2 : [0, b] −→ N be two geodesics with
the same length. Let V1(t) and V2(t) be parallel unit vectors along γ1
and γ2 which are everywhere perpendicular to the tangent vectors of γ1
and γ2. Let f : I −→ R be a positive function and let
b(t) = expγ1(t)(f(t)V1(t)),
b∗(t) = expγ2(t)(f(t)V2(t)),
two curves. Assume that KN ≥ KM and for any t ∈ I the geodesics
ηo(s) = expγ2(t)(sf(t)V2(t)), 0 ≤ s ≤ 1
contains no focal points of the geodesic submanifold defined by η˙(0).
Then L(b) ≥ L(b∗).
Corollary 23. Let (M, g) be an Hilbert manifold such that H ≤ K ≤
L, H > 0 and let γ : [0, b] −→M be a unit speed geodesic. Then
(1) the distance d, along γ, from γ(0) to the first monoconjugate or
epiconjugate satisfies the following inequality
π√
H
≤ d ≤ π√
L
;
(2) the distance d, along γ, from γ(0) to first monofocal or epifocal
point, of the geodesic submanifold defined by γ˙(0), satisfies the
following inequality
π
2
√
H
≤ d ≤ π
2
√
L
.
5. Hilbert Manifolds: a global theory
The Rauch and Berger theorems are very important to understand
the geometry of the complete manifolds with upper or lower curvature
bounded. Indeed, we can compare these manifolds with the complete
Hilbert manifolds with constant curvature and the geometry of these is
well known. We saw that in a complete Hilbert manifold the exponen-
tial map may not be surjective. When the curvature is upper bounded
by a constant we have the following result.
Proposition 24. Let (M, g) be a complete Hilbert manifold such that
K ≤ H. If c : [0, 1] −→M is a piecewise differential curve, with L(c) <
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π√
H
if H > 0, then there exists a unique piecewise differential curve
c : [0, 1] −→ BL(c)(0c(0)) such that expc(0)(c(t)) = c(t). In particular,
expp(Br(0p)) = Br(p)
for every p ∈M and r ≥ 0 if H ≤ 0 or r < π√
H
if H > 0.
Proof: we will give the proof only when H > 0; the other case is
similar. Take
to = sup{ t ∈ [0, 1] : ∃! c : [0, t] −→ BL(c)(0c(0)), with expp(c(t)) = c(t)};
to is positive by Rauch theorem, and we shall prove that to is in fact
1. Let
c : [0, to) −→ BL(c)(0c(0))
the unique lift of c; using Rauch weak theorem we have
‖ c˙(t) ‖ = ‖ d(expc(o))c(t)(c˙(t)) ‖
≥ sin(‖c(t))‖
√
H)√
H‖c(t)‖ ‖ c˙(t) ‖
≥ sin(L(c))
√
H)√
HL(c)
‖ c˙(t) ‖,
so we get
lim
t→to
∫ to
0
‖ c˙(t) ‖ dt <∞.
However, BL(c)(0c(0)) is a complete metric space so limt→to c(t) = q and
by Gauss lemma and the definition of to we get to = 1. QED
Corollary 25. Let (M, g) be a complete Hilbert manifold such K ≤ H.
Let p, q ∈ M , such that d(p, q) < π√
H
if H > 0. Hence, at least one of
the following facts holds:
(1) there exists a unique minimal geodesic between p, q;
(2) there exists a sequence γn of geodesics from p to q such that
L(γn) > L(γn+1) and L(γn)→ d(p, q).
Next we claim a very useful lemma that we will use in the following
proofs.
Lemma 26. Let (M, g) be an Hilbert manifold such that K ≥ L > 0.
Suppose there exists a point p ∈M on which expp is almost non singular
in Br(0p). Let δ(s) be a curve joining two antipodal points on the sphere
of radius s in TpM . Let ∆ be the Image, via expp, of the curve δ(s).
Then
L(∆) ≤ π√
L
sin(s
√
L),
for s < r.
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Proof: Let S 1√
L
(TpM × R) be the sphere of radius 1√L and let N =
(0, 1√
L
) ∈ S 1√
L
(TpM × R); it is easy to check that
expN (v) =
1√
L
(cos(‖ v ‖
√
L)N + sin(‖ v ‖
√
L)
v
‖ v ‖).
Let v, w ∈ TpM be such that 〈v, w〉 = 0, 〈v, v〉 = 〈w,w〉 = 1; any
meridian on the sphere of radius s can be parametrized as follows:
cs(t) = s(cos(s)v + sin(s)w)
and L(expN(cs)) =
π√
L
sin(s
√
L). By corollary 20, we have
L(∆) ≤ π√
L
sin(s
√
L).
QED
Proposition 27. Let (M, g) be an Hilbert manifold such that K ≥
1. Suppose there exists a point p ∈ M such that expp is almost non
singular in Bπ(0p). Then M has constant curvature K = 1 and is
covered by the unit sphere S(TpM ×R). Furthermore, M is a complete
Hilbert manifold.
Proof: let Sr(TpM), r < π be the sphere of radius r in TpM ; using
lemma 26 we get that the diameter of expp(Sr(TpM))→ 0 when r → π.
Hence expp(Sπ(TpM)) = q. Let N = (0, 1) ∈ S(TpM × R). We define
φ(m) =
{
expp(expN
−1(m)) se m 6= −N ;
q se m = −N.
We claim that φ is a local isometry. Firstly, note that any geodesic
which starts at p get to q. Hence any Jacobi field along a geodesic
which starts in p is zero in q. Moreover the Index form of any geodesic
γ : [0, t] −→ M, t ≤ π and γ(0) = p, is non negative definite because
expp is almost non singular in Bπ(0p). Let γ : [0, π] −→M be a geodesic
such that γ(0) = p. LetW (t) be a parallel transport along γ of a unitary
and perpendicular vector to γ˙(0). The index form ofW along γ is given
by
0 ≤ D2E(γ)(Y, Y )
=
∫ π
0 〈Y (t), Y (t)〉 − 〈R(Y (t), γ˙(t))γ˙(t), Y (t)〉dt≤ ∫ π0 (cos2 t − sin2 t)dt
= 0.
HenceK(W (t), c˙(t)) = 1 and Y (t) is a Jabobi field. Now, using Cartan
theorem, about local isometry, and proposition 6.9 pag. 222 in [18], we
get our result. QED
Next, we claim the Berger-Topogonov theorem of maximal diameter.
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Theorem 28. (Berger-Topogonov) Let (M, g) be a complete Hilbert
manifold such that δ ≤ K ≤ 1. Suppose that there exist two points p, q
with d(p, q) = π√
δ
and at least a minimal geodesic from p to q. Then M
is isometric to a sphere S 1√
δ
(TpM × R).
Proof: By corollary 23, the distance from the first focal point along
any geodesic is at least π
2
; furthermore by Bonnet theorem, d(M) = π√
δ
.
Let γ : [0, π√
δ
] −→ M be a minimal geodesic from p to q. Take the
following vector field along γ
Y (t) =
1√
δ
sin(t
√
δ)W (t),
where W (t) is the parallel transport along γ perpendicular to γ˙(t). We
define the following variation of γ to be
Ω(s, t) = expγ(t)(sY (t)), 0 ≤ s ≤ 1, 0 ≤ t ≤
π√
δ
.
Any curve Ω(s, ·) joins p, q and by corollary 20 we get
L[Ω(s, ·)] ≤ π√
δ
Hence any curve is a minimal geodesic and Y (t) is a Jacobi field. Fur-
thermore Ω(·, ·) is a totally geodesic submanifold. Now, it easy to check
that expp is non singular and injective in B π√
δ
(0p), expp(S π√
δ
(TpM)) = q
and the application
Φ : S 1√
δ
(TpM × R) −→ M
defined by {
Φ(m) = expp ◦expN−1(m) se m 6= −N ;
Φ(−N) = q se m = −N ;
where N = (0, 1√
δ
), is an isometry. QED
The Sphere theorem is one of the most beautiful theorem in classic
Riemannian geometry. Unfortunately, we haven’t found yet a proof in
infinite dimensional case. We will show two soft versions of Sphere the-
orem: one is the Sphere theorem due in finite dimensional Riemannian
geometry by Rauch (see [23]), with the strong assumption on the injec-
tivity radius, with pinching ∼ 3
4
and the other is the Sphere theorem
in the class of Hopf-Rinow manifolds, on which we shall prove that
the Topogonov theorem holds, with pinching 4
9
. In the first case the
fundamental lemma is the following.
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Lemma 29. Let (M, g) be an Hilbert manifold such that K ≤ H,
H > 0. Let φ : S(H) −→M , where S(H) is an unit sphere in an Hilbert
space, be a local homeomorphism onto the image such that: φ(N) = p
and the image of every meridian is a curve of length r ≤ ro < π√H .
Then there exists a locally homeomorphism
φ : S(H) −→ Bro(0p),
such that expp ◦φ = φ.
Proof: We apply the proposition 24 to each meridian and we get
φ : S(H)− {−N} −→ Bro(0p),
with expp ◦φ = φ. We claim that we can extend φ to −N. Let ξ(t) =
expN(tv) be a meridian starting from N. Let γ(t) = φ(ξ(t)) and let
γ(t) the lift of γ. By assumption, for every t ∈ [0, π] there exists an
open subset W (t) of γ(t) and an open subset U(t) of γ(t) such that
expp :W (t) −→ U(t)
is an onto diffeomorphism. Now, φ is a local homeorphism then there
exists an open subset V (t) of ξ(t) such that φ(V (t)) ⊂ U(t) and φ on
V (t) is an homeomorphism. The closed interval is compact, then there
exits a partition 0 = to ≤ t1 ≤ . . . ≤ tn−1 ≤ tn = π such that

ξ([0, π]) ⊆ V (to) ∪ · · · ∪ V (tn) = V ;
γ([0, π]) ⊆ U(to) ∪ · · · ∪ U(tn) = U ;
γ([0, π]) ⊆W (to) ∪ · · · ∪W (tn) = W ;
and another partition 0 < s1 < · · · < sn < sn+1 = π such that ti <
si+1 < ti+1 and ξ(si+1) ∈ V (ti) ∩ V (ti+1) for 0 ≤ i ≤ n − 1. Now it is
easy to see that
C := {w ∈ TNS(H) : expN(tw)(π) = ξ(π)}
where ξ is the unique lift of ξ, is open and closed. Hence φ can be
extended in −N and φ is a local homeomorphism. QED
Now we claim that a manifold with pinching ∼ 3
4
can be covered by
two geodesic balls.
Let (M, g) be a complete Hilbert manifold. Suppose that the sec-
tional curvature satisfies the inequality 0 < h ≤ K ≤ 1, where h is a
solution of the equation
sin
√
πh =
√
h
2
(h ∼ 3
4
).
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Let p ∈ M . By Rauch theorem we get that on the geodesic ball of
radius π there aren’t conjugate points. We denote by ∆, the meridian
of the sphere in TpM of radius π. Then
L[∆] ≤ π√
h
sin π
√
h ≤ π
2
.
In particular, there exists ǫ > 0 such that the image of any meridian in
the sphere of radius π − ǫ is a curve with length r ≤ r1 < ro < π − ǫ.
Furthermore, ǫ does not depend from p.
Lemma 30. Let p ∈M and let q ∈ expp(Sπ−ǫ(TpM)). Then
M = Bπ−ǫ(p)
⋃
Bπ−ǫ(q).
Proof: take m ∈ M and let c : [0, 1] −→ M be a piecewise curve
joining p and m. Take
to = sup{t ∈ [0, 1] : ∃ c : [0, t] −→ Bπ−ǫ(0p) : expp(c(s)) = c(s)}.
As in proposition 24, c is defined in to and L(c[0,to]) ≥ π − ǫ. If to = 1
we get our claim; otherwise c(to) ∈ expq(Br1(0q)). Now, we define
t1 = sup{t ≥ to : ∃ c : [to, t] −→ Bπ−ǫ(0q).}
Now, r1 < π − ǫ so t1 > 0 and, as before, c(t1) is well-defined. If
t1 = 1 we get our result. Otherwise c(t1) ∈ expp(Br1(0p)) and by Gauss
lemma we get
L[c[to,t1]] ≥ r1 − ro.
However, the curve c has finite length, then after a finite numbers of
steps we get that m either belongs to Bπ−ǫ(p) or to Bπ−ǫ(q). QED
Before proving the Sphere Rauch theorem , we recall that the injec-
tivity radius of a complete Hilbert manifold is defined by
i(M) = sup{r > 0 : expp : Br(0p) −→ Br(p) is a diff. onto ∀p ∈M}.
Theorem 31. (Sphere Rauch theorem ) Let (M, g) be an Hilbert
complete manifold modeled on H such that 0 < h ≤ K ≤ 1, where h
is the solution of the equation sin(π
√
h) =
√
h
2
. Assume also that the
injectivity radius i(M) ≥ π. Then M is contractible. Furthermore, if
H is a separable Hilbert space then M is diffeomorphic to S(l2).
Proof: we recall that an infinite dimensional sphere is a deformation
retract of the unit closed disk, because by Bessega theorem, see [5],
there exists a diffeomorphism from H to H− {0} which is the identity
outside the unit disk. When a infinite dimensional manifoldM is mod-
eled on Banach space, M is contractible if and only if πk(M) = 0, for
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every k ∈ N (see [22]). Let f : Sk −→ M be a continuous application
and let
H : Bπ− ǫ
2
(p)× [0.1] −→ Bπ− ǫ
2
(p)
be the homotopy from the identity map and the retraction on the
boundary. We can extend a map on M, that we denote by H˜ , fixing
the complementary of Bπ− ǫ
2
(p). Then
F : Sk × [0, 1] −→M,
F (x, t) = H˜(f(x), t).
is a homotopy between f and an application f˜ : Sk −→ Bπ−ǫ(q). Then
f is nullhomotopic. If H is separable, using the Kuiper-Burghelea the-
orem (see [8]), homotopy classifies the Hilbert manifolds, up to a dif-
feomorphism, so M is diffeomorphic to the sphere. QED
Next we claim another version of the Sphere theorem in the class of
Hopf-Rinow manifolds. However, the main result in this class of Hilbert
manifolds is the Topogonov theorem. From our results appeared in
section 4, we shall prove it using the same idea in [9] page 42. First
of all, we start with the following result that we may prove as in [16]
2.7.11 Proposition page 224.
Lemma 32. Let (M, g) be a Hilbert manifold with bounded sectional
curvature H ≤ K ≤ ∆, where H,∆ are constant. Let (γ1, γ2, α) be a ge-
odesic segment in M such that γ1(0) = γ2(0) and α = (−γ˙1(l1), γ˙2(0)).
We call such configuration hinge. Suppose that γ1 and γ2 are minimal
geodesic with perimeter P = l1 + l2 + d(γ1(0), γ2(l2)) ≤ 2π√H − 4ǫ,
ǫ > 0 if H > 0. In addition,
(i) if H ≤ 0 then l2 ≤ π2√∆ ;
(ii) if H > 0 then
l2 ≤ inf(ǫ, sin
√
Hǫ√
H
sin
π
√
H
2
√
∆
,
π
2
√
∆
).
Let (γ1, γ2, α) be a hinge M
H such that L[γi] = L[γi], i=1,2. Then
d(γ1(0), γ2(l2)) ≤ d(γ1(0), γ2(l2)).
Theorem 33. (Topogonov) Let (M, g) be a Hopf-Rinow manifold
such that H ≤ K ≤ ∆. Then
(A) let (γ1, γ2, γ3) be a geodesic triangle in M . Assume γ1, γ3 are
minimal geodesic and if H > 0, l2 ≤ π√H . Then in MH , sim-
ply connected 2-dimensional manifold of constant curvature H,
there exists a geodesic triangle (γ1, γ2, γ3) such that li = li and
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α1 ≤ α1, α2 ≤ α2. Except in case H > 0 and l2 = π√H , the
triangle is uniquely determined.
(B) Let (γ1, γ2, α) be a hinge in M. Let γ1 be a minimal geodesic,
and if H > 0, l2 ≤ π√H . Let (γ1, γ2, α) be a hinge in MH such
that li = li, i = 1, 2 e α = α. Then
d(γ1(0), γ2(0)) ≤ d(γ1(0), γ2(0)).
Proof: the proof consists of numbers of steps as in [9] page.43 . First
of all, we recall briefly some facts of the proof in [9]. Let (γ1, γ2, α) be a
hinge. We call this hinge small if 1
2
r = max L[γi], i = 1, 2 and expγ2(0)
is an embedding on Br(0p). Let (γ1, γ2, γ3) be a geodesic triangle. We
call (γ1, γ2, γ3) a small triangle if any hinge of (γ1, γ2, γ3) is small. Let
(γ1, γ2, γ3) as in (A). We say that (γ1, γ2, γ3) is thin if (γ1, γ2, α3) and
(γ3, γ2, α1) are thin hinges, i.e. thin right hinge or thin obtuse hinge or
thin acute hinge. We briefly describe the above terminology.
A thin right hinge is a hinge (γ1, γ2,
π
2
) if the hypothesis of corollary
22 hold.
Let (γ1, γ2, α) be a hinge with α >
π
2
. Let (γ1, γ2,
π
2
) be the cor-
responding hinge in MH−ǫ with L[γi] = L[γi], i = 1, 2. Let γ3 be a
minimal geodesic from γ2(l2) to γ1(0). Let σ : [0, l] −→ MH−ǫ be a
geodesic starting from γ2(0) such that
〈σ˙(0), γ˙2(0)〉 = 0, σ˙(0) = λ1γ˙1(l1) + λ2γ˙2(0), λi > 0
and let σ(l) be the first point of σ which lies on γ3. Let σ be a geodesic in
M starting from γ2(0) with the same properties of σ. We call (γ1, γ2, α)
is a thin obtuse hinge if (γ1, σ, α − π2 ) is a small hinge and (σ, γ2, π2 ) is
a thin right hinge.
Let (γ1, γ2, α) be a hinge with α <
π
2
and let γ2(l) be a point closest
to γ1(0) . Let
τ = γ2 : [0, l] −→M,
θ = γ2 : [l, l2] −→M
and let σ : [0, k] −→ M be a minimal geodesic from γ1(0) to γ2(l2).
We call (γ1, γ2, α) a thin acute hinge if (γ1, τ, σ) is a small triangle and
(σ, θ, π
2
) is a small right hinge.
From step (1) to step (7), in [9], they essentially prove that (B)
holds for thin right hinges, thin obtuse hinge and thin acute hinge.
The same proofs work in our context since in any steps they use Rauch
and Berger theorems, and the main corollaries, and the existence of at
least a minimal geodesic joining any two points.
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Now, we will prove it in general. Given an arbitrary hinge (γ1, γ2, α)
as in (B), fix N and let
τk,l = γ2 : [
kl2
N
,
(k + l)l2
N
] −→M,
where k, l are integers with 0 ≤ k, l ≤ N. Let σk be the minimal
geodesic from γ1(0) to γ2(
kl2
N
). As in [9] page. 48 we shall prove that
any triangle Tk,l = (σk, τk,l, σk+l) is a geodesic triangle. If we prove
that there exists N such that any Tk,1 is thin we may continue the
proof as in [9], proving our aim. If both H ≤ 0 and ∆ are non positive
the result follows easily while if H ≤ 0 and ∆ > 0 then it is enough
to choose N such that (i) in lemma 32 holds. Then we shall assume
H > 0 and by Berger-Topogonov theorem we may suppose also that
d(γ1(0), γ2(t)) <
π√
H
. Indeed, if d(γ(0), γ2(t) =
π√
H
for some t then the
manifold must be isometric to a sphere concluding our proof. Using
the compactness of γ2 there exists ǫo > 0 such that for every ǫ ≤ ǫo
there exists η(ǫ) such that for every s, t ∈ [0, l2] we get
d(γ1(0), γ2(t)) + d(γ1(0), γ2(s)) ≤ 2π√
H − ǫ − 5η(ǫ).
Hence, for every ǫ ≤ ǫo, we choose N such that L[τk,1] ≤ η(ǫ) and
once apply lemma 32, comparing M with MH−ǫ, on (σk, τk,1, αk) and
(σk+l, τk,i, βk). Moreover, using again the compactness of γ2 then there
exists ro such that
expγ2(t) : B2ro(0γ2(t)) −→ B2ro(γ2(t))
is a diffeomorphism onto. Now it is easy to see that any geodesic
triangle Tk,l is thin. QED
Corollary 34. Let (γ1, γ2, γ3) be a geodesic triangle in a Hopf-Rinow
manifold such that 0 < H ≤ K ≤ ∆. Then the perimeter of (γ1, γ2, γ3)
is at most 2π√
H
.
Corollary 35. Let (M, g) be a Hopf-Rinow manifold with 0 < H ≤
K ≤ ∆. Assume that d(M) = π√
H
and that there exists a point p such
that the image of the function q → d(p, q) has [0, π√
H
) as subset. Then
M is isometric to S 1
H
(TpM × R).
Proof: by Ekeland theorem ([11]) there exists a sequence qn, in M
such that
d(p, qn)→ π√
H
.
and there exists a unique geodesic γn, that we shall assume param-
eterized in [0, 1], from p to qn. Take the hinges (γn, γm, αn,m). Using
INFINITE DIMENSIONAL GEOMETRY 26
Topogonov theorem there exists a hinge (γn, γm, αn,m) inM
H such that
d(qn, qm) ≤ d(γn(1), γm(1)),
Now, γn(1) converges then qn is a Cauchy sequence in M. In particular
there exists the limit q of the sequence qn that it satisfies d(p, q) =
d(M). Using Berger-Topogonov theorem, M is isometric to the sphere
S 1√
H
(TpM × R). QED
Theorem 36. Sphere theorem Let (M, g) be a Hopf-Rinow manifold
such that 4
9
< δ ≤ K ≤ 1. Assume that i(M) ≥ π. Then M is
contractible and if H is separable then M is diffeomorphic to S(l2).
Proof: since 4
9
< δ there exists ǫ > 0 such that
π√
δ
=
3
2
(π − ǫ).
Using the fact i(M) ≥ π, there exist two points p, q ∈ M such that
d(p, q) = π − ǫ. We claim that M is covered by the following geodesic
balls
M = Bπ−ǫ(p) ∪ Bπ−ǫ(q).
Let r ∈M such that d(p, r) ≥ π − ǫ. Using corollary 34, we have
d(q, r) ≤ 2(3
2
(π − ǫ)) − 2(π − ǫ) = π − ǫ.
Now, we shall conclude our proof as in the Sphere Rauch theorem.
QED
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