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INTRODUCTION
This short course is intended to cover aspects of experimental design, 
sampling and statistical analysis for researchers in Entomology and Plant 
Pathology.
The basic principles of experimental design are the same for plant protection 
research as they are in other areas of research. Problems in plant protection 
arise from the variation of the data, the complexity of the systems and 
interactions with environmental factors. In many cases, standard designs are 
quite adequate.
The first sections of this course concentrate on standard experimental designs 
and their analyses. Other methods are necessary for survey type problems and 
studies in epidemiology. In these areas regression, multiple regression and 
non parametric analysis methods are used. However standard designs are 
adequate for most experimental objectives. They are preferred because of 
their efficiency and freedom from bias. Sampling strategies can be most 
important for designed experiments and surveys. Sampling is discussed in a 
later section.
This is not a course on statistical analysis, but we will be looking at many 
examples of analyses in the course. The value of the analysis goes far beyond 
just significance tests. Analysis results are useful for understanding the 
data, and assessing the suitability of a design or sampling procedure. In 
particular, estimates of variation are useful for planning future experiments.
Experiments are generally designed with specific hypotheses in mind; the 
layout and analysis are planned to suit the expected data, 
experiments sometimes ’go wrong' or unexpected data are observed, 
arise in plant protection when the intended equal treatments act differently 
in different replicates (e.g. intended levels of infestation), 
the analysis must be flexible and adapt to the reality of the treatments 
rather than the intended treatments, 




For example a regression approach may be
There are no general design solutions for all the problems in plant protection 
research.
environmental effects, then the problems may be impossible to solve, 
analysis may help to recognize or understand the problems.
If the data are too variable, or treatments are confounded by
The
It is important that researchers ar^ statisticians are flexible in choosing 
designs to suit the experimental objective, and that analysis results are used 
as input to improve the designs or sampling of future trials.
SECTION 1: Statistical principles and experimentation
In this section we discuss some basic ideas of statistics which are relevant 
to design and data collection.
Some Statistical Concepts1.1
For most researchers, statistics means the analysis of data, and the 
interpretation of these analyses. Statisticians would be consulted for the 
design and analysis. In a simple case the researcher will have a clear 
objective and hypotheses. A suitable experiment is then designed and sampling 
strategy is chosen. The analysis of the data collected will then give the 
researcher some information about the objective, and tests of the hypotheses.
Statistics is concerned with the study of data, variation, and the behaviour 
of parameters estimated from sample data; e.g. means, differences of means. 
In analysing experimental results, we are principally interested in 
statistical inference and estimation.
Inference refers to hypothesis testing. That is the drawing of conclusions 
about a population from measurements taken on a sample (e.g. "Treatment A is 
significantly better than treatment B", or "Disease increases with planting 
density"). Estimation concerns the use of sample data to estimate population 
values and variation (e.g. Treatment A yield 110 kg + 5 kg). The two ideas 
are connected, and rely on the statistician understanding the distribution of 
the sample data.
For statisticians, the words population, sample, significance and distribution 
have special meanings.
The entire class of individuals on which the inference is to be 
drawn.
Population:
A collection of individuals (or sampling units) selected from 
the population.
Sample:
Measurements taken on the sampling units.Sample data:
The way the data values occur in the population or sample, i.e. 
the range and frequency of occurrence of possible data values.
Distribution:
S^wistical inferences about the population can be drawn if the sample is 
randomly chosen from the population, and the data distribution is known, or 
can be estimated.
conclusions apply only to that sub-population, 
some assumptions are made.
If the samples are drawn from some sub-population, then the
We can extend the results if
If the distribution of the data in the population is known, then a sample size 
can be chosen to suit the objective. In fact, we rarely do know the exact 
distribution, but in many cases experience with similar data will indicate the 
likely distribution.
The Experimental Objective1.2
For the researcher the objectiveDesign and inference are closely connected, 
of the experiment should determine the population of interest, data to 
measure, and a suitable sampling unit, e.g.
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Objective: Relations between fungal disease and mango yield.
Population: All the mango trees in Thailand.
All fungal diseases, yield, other data?Measure:
This example is clearly impractical, the population is too large and variable 
due to many external factors. For such a project it is necessary to control 
variation by choosing some suitable sub-population. For example; 7 year old 
mango trees of variety X at site S in 1989. If variation can be controlled 
then confident inference may be drawn for the sub-population. Results may 
need to be verified elsewhere before they can be applied to the whole 
population.
Statistical Significance1.3
Statistical significance is quite different from biological significance or 
economic importance of the results. Statistical significance is a probability 
statement about a single hypothesis. It is a measure of the probability that 
the data we have measured would have resulted if the Null Hypothesis was 
true. In analysis of variance, the Null Hypothesis is that the means are 
equal for all treatments. We say "the treatments effect is significant,
P <
could have resulted from equal treatments. Therefore we have strong evidence 
that not all treatments are equal. We may then estimate the differences, or 
the separate treatment means. These estimated values (and their variation) 
really determine whether the results are of practical importance.
This means that the chance is less than 5% that our observed data.05".
Researchers are sometimes disappointed when the analysis does not show 
'significant' differences. However, the analysis results need to be judged in 
terms of the objective. In some cases a non-significant result may be good 
news. In other examples, the differences may be statistically significant but 
of little practical value.
Note that a result 'not significant does not mean that the treatments are the 
same. We should understand only that we do not have strong evidence to reject 
the Null Hypothesis.
Sampling1.4
Sampling theory is a whole subject on its own. 
sub-sampling elsewhere in this coi”-se.
We will be looking at
As mentioned, the inference to be drawn from an experiment depends on the 
sampling units and the sub-population from which they are chosen. The choice 
of sampling units is often difficult in plant protection work. Pest behaviour 
introduces spatial and temporal problems. Insects and disease problems may 
affect plants and plant parts differently at differenct times even within a 
single plot.
Random sampling is required for unbiassed inference about the population. 
However, any total population may be so variable that true random sampling is 
impractical. A stratified sampling approach is often applied. In stratified 
sampling the population is first broken up into homogeneous groups ('strata'), 
and samples taken randomly from some of the strata. Standard agricultural 
experiments may be considered a very specialized case of stratified sampling, 
because the sampled plots are randomly chosen from a population at a 
particular site and season.
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Sampling Units, Experimental Units and Subsamples1.4
A sampling unit is that part of the population which is recorded as a single 
observation.
applied (usually called plots), 
units.
and uniform, and complete sampling of plots is possible.
Experimental units are the areas to which the treatments are
In many cases the plots are also the sampling 
For designed experiments, the ideal situation is that plots are small
However, in plant protection experiments sub-sampling is often required. 
Questions on sub sampling arise. What is the best sampling unit? How many 
plants? Which plants? Which part of plants? Which part of plot? Should we 
resample the same plants through time? The answers to these questions depend 
on the objective, and the variation between samples in a plot. We will look 
mere closely at this subject in a later section. These problems are 
particularly important in plant protection because of the spatial distribution 
problems, and the development through time of insect and disease problems.
Data Types and Design1.5
Different types of data have different distributions. The efficiency and 
suitability of a design depends on the type of data to be measured. Often, 
the researcher will be measuring different types of data from the same 
experiment. The efficiency of the design will not be equal for all types of 
data collected. Analysis methods also depend on the data type.
Three important types of data are:
1.5.1 Continuous numerical data
Examples are yield, weight, stemWhich may take any value within a range, 
diameter, percentage of nitrogen, area affected by disease, age of tree.
1.5.2 Ordinal data
Discrete categorical scores where the order has a meaning, but is not a direct 
measure of a continuous quantity, e.g. disease rating on scale 0-5, rankings 
of relative numbers of insects, age class groups.
1.5.3 Categorical data
Label data which are not on an ordered scale, e.g. type of disease A, B, C; 
. il type; management method.
Count data (e.g. insect counts) may be considered as continuous or ordinal, 
depending on the distribution of values. If the values are reasonably 
distributed within a range, they may be analysed as continuous data, 
values are poorly distributed, e.g. with many zeros and some high values, the 
data may be better treated as ordinal categorical data, with classes defined 
such as 0, 1-5, > 5. This decision affects the analysis used by the 
statistician.
If the
1.5.4 Continuous data, normal distribution
Standard designs are suited to the analysis of continuous data by analysis of 
variance.
observed values can be summarized by two statisticts; the average or mean (x); 
and the variance (S^) which measures the spread of values.
If the distribution of the data is normal, then the distribution of
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Analysis of Variance and Standard Designs1.6
The analysis of variance assumes that the data are continuous, normally 
distributed, and that the variance is constant for all treatments. The
analysis uses the data values to estimate the treatment means and the 
variance.
between treatment means to the estimated variance.
Treatment differences are tested by comparing the differences
If this ratio is large. 
The analysis of variance isthen the treatment differences are significant, 
the most efficient way to compare treatment data which are normally
Because much data is normal, the AOV is the most common analysisdistributed.
in agricultural experiments, and experiments are designed with this in mind.
If the data are not normal, or the variance is not constant, then the results 
of the analysis will not be strictly correct. When the data are analysed, the 
statistician can check the data. Transformations are often applied to non 
normal data. Transformations are often needed for count data, percentage 
data, and cases where the treatment results are very different in scale.
For normal data, the analysis provides estimates of the two quantities; the 
treatment means, and the variance, which is an estimate of the population 
variation. The precision of the estimates, and the power of the experiment to 
detect differences will be improved if the variation due to unknown factors 
(noise) is made very small. Designed experiments are aimed at reducing the 
variation, and providing unbiassed estimates of the data.
The layout of designed experiments should take account of any suspected 
factors which may affect the results.
Randomization1.7
Randomization of treatments within blocks, and sub samples within plots, is 
essential to ensure that the treatment estimates will be unbiassed. 
Statistical analyses are only valid where randomization has been applied.
Bias may easily affect the selection of sub-samples; e.g. 4 plants in a plot, 
or 10 fruit from a tree.
best plots, or to select healthy fruit which are close to the ground, 
subject will be considered later.
It is easy for the sampler to select or reject the
This
Designed Experiments - Replication and Blocking1.8
Replication is necessary to allow the variation to be estimated. Increased 
replication will lead to better precision of treatment means and variance.
Thus the power of an experiment to detect significant differences increases 
with the amount of replication. Statisticians refer to the number of 'extra 
points' available to estimate the variance as the 'degrees of freedom' for the 
experiment. This is easily calculated for a particular design.
For example:
4 treatments x 3 plots: 12 plots 
Estimate GM, 3 treatment effects 
d.f. for residual variance = 12-4 = 8
CRD
3 reps x 4 treatments: 12 plots 





6 reps x 4 treatments: 24 plots 
Estimate G
d.f. for residual = 24-9 = 15
RBD
5 rep effects, 3 treatment effectsf f
For RBD design d.f. = (nreps-1) x (ntreats-1)
= n plots+1 - nreps
For CRD design d.f. = nplots - ntreats
ntreats
A statistician would prefer as many degrees of freedom as possible to estimate 
A general recommendation would be that at least 12 degrees of freedomerror.
should exist, as the estimate of variance is unreliable for numbers smaller
than this.
Note in the example above that the CRD design provides more d.f. than the RBD 
design with the same number of plots. If there are no block effects (i.e. the 
site is truly uniform), the CRD will give a better estimate of variation. 
However, the block effects estimated in the RBD analysis are removed from the 
error estimate, so the variation will be smaller for the RBD where any block 
effects exist. Thus the RBD design will give better results where the 
blocking is effective; the analysis will indicate whether this is the case 
(see examples later).
Note also that the d.f. refer to the plots, or experimental units to which the 
treatments were applied. Taking multiple sub samples in a plot does not 
increase the d.f. for treatment comparisons in the experiment. Extra samples 
should, however improve each plot estimate and so reduce the variation to some 
extent.
Replication of individual treatments is also important as it increases the 
precision of the estimates of treatment means, and the accuracy of treatment 
difference comparisons. When we have sufficient d.f. to estimate the variance 
(> 12 say), the accuracy of the mean estimates is the most important reason 
for more replication. With n replicates the standard error of the mean is 
calculated
- Vs2/n
where s2 is the residual variance estimate.
s.e.m. = s/Vn
'.8.1 Blocking and Blocking Factors
If the conditions across a whole experimental site are not uniform, then other 
factors may affect the treatment yields and cause possible bias and increase 
in variation.
direction may influence crop potential on a plot.
Factors such as soil type, fertility, slope, weeds, wind
Blocking is an attempt to reduce the effects of other factors by grouping 
complete sets of treatments into replicate blocks which are more homogeneous 
than the experimental site as a whole. The block effect is estimated and 
taken out in the analysis.
Blocking is a simple concept and is almost always effective in reducing the 
residual variance. Blocking is recommended even in quite uniform environments 
such as a glasshouse or temperature cabinet.
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However decisions about blocking are often not simple, as often there is more 
than one factor to consider. The researcher should consider each site
If nothing is known.carefully and decide which factors are most important, 
spatial criteria are used to plan a suitable blocking layout; that is adjacent
groups of plots are chosen to make up a replicate block; e.g.
Rttf 1
Where soil or other factors are known, block layout should be chosen to 
coincide with these conditions. Note that blocking works only if the blocks 
are more homogeneous than the whole site. For example if slope is a factor, 














There is no reason that blocks have to be regularly shaped or even physically 
together. For example, if soil type is most important, and the field is as 
follows; layout indicated may be the most suitable for 4 replications of 4 




However, in plant protection work, this layout may be quite unsuitable because 
of possible uneven insect pressure on the isolated plot. Soil factors may be 
less important than the distribution or threat of insects, or the wind 
direction for transport of aphids and spores. Blocks should be located to 
take account of these factors.
For now we emphasizeWe will say more about blocking later in the course, 
that sensible blocking in layout and experimental conduct is a most important 
method for reducing variation and improving the precision of an experiment. 
Statistical analysis will estimate the effectiveness of the blocks.
It is worth noting that, even if the blocking is ineffective, there is little 
to lose by adopting a blocked design, except where the experiment is short of 
degrees of freedom.
Confounding and Balanced Designs1.9
Confounding is a special term which refers to a situation where treatment 
effects are mixed up with other factors. The analysis cannot untangle 
confounded effects. Confounding may arise from bad experimental layout, 
uneven experimental management or unfortunate unexpected events.
For example if treatment A is applied to trees on the edge of a plantation, 
and treatment B to trees inside: then the treatment comparison is confounded 
by unknown edge effects. If the treatments are applied to different 
plantations then the results may be confounded by soil type, history, age of 
trees etc.
Confounding can be caused by uneven management of a trial. If all plots of
treatment A are sprayed in the afternoon before rain, and all treatment B 
plots are sprayed the next day; then the rain may effect the performance of 
chemical A and the results are confounded. Time of sampling may have similar
effects.
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The idea of balancing factors is important for overcoming confounding. 
Replicate blocks are balanced because all treatments occur in the block. 
Experimental management should be balanced also: Treatments and sampling 
should be done uniformly on a whole block before moving to the next block.
Missing plots introduce some imbalance and possible confounding, 
trials with a number of replicates, missing plots can be estimated to minimise 
the problem.
In balanced
Analysis of Variance; Assumptions and Problems for Plant Protection
Experiments
1.10
The analysis of variance of data from a designed experiment makes a number of 
assumptions. They are:
The data are normally distributed.1.
The variance is constant for data from all treatments.2.
3. Blocks are homogeneous.
Block effects are constants; i.e. equal for all treatments. 
Statistically, we say there is no interaction between treatments and 
blocks.
4.
Neighbouring treatments do not interact.5.
It is not unusual to find one or all of these assumptions violated in 
entomology or pathology work. Often it is too late to do anthing about it, 
but the researcher should be aware of the problems and the effects on the 
analysis.
The normality of the data may be checked at the analysis stage. 
Transformation may improve this.
Failed treatments frequently cause problems. Assumptions 2 and 4 are violated 
when a treatment fails completely (or nearly so). If all values are zero then 
there is no variance for that treatment, and no block differences. Similar 
problems occur if a whole replicate is wiped out. Failed treatments and 
replicates should be left out of the analysis. Unfortunately this will reduce 
the available degrees of freedom to compare other treatments.
Interaction between neighbouring plots is a serious problem. Where it occurs 
the error variance will be increased and the estimates of treatment effects 
will be biassed. The original experiment is then no longer valid. Examples 
of this sometimes occur in spray trials, when spray drifts from one plot to a 
neighbouring plot. Less predictable examples concern insects and diseases - 
untreated control plots may carry very high pest levels, which increases the 
pressure on the neighbouring p^ots. Design factors such as plot layout, plot • 
size and buffer size should be carefully considered to minimize the chances of 
these problems. In some cases the range of treatments may have to be 
restricted. Analysis may indicate that such a problem exists, but once the 
data is collected it is too late to correct for the problem. The applied 
treatments have been corrupted and the experiment as planned is ruined.
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1.11 Analysis of Results: Feedback on Design
The design of the experiment, and the type of data collected determine which 
statistical analyses may be applied. That is, at the analysis stage there is 
very little that can be done to ’correct for' design problems, or unexpected 
problems of variation in the data.
However, the statistical analysis can be very useful in evaluating the 
adequacy of the planned design and sampling scheme. For this reason, analysis 
results from past experiments can be very useful in planning future 
experiments. Sometimes, the serious problems described above will be found, 
and this is a warning for similar experiments.
The estimates of variation from valid experiments are most useful. The AOV 
will give estimates of variation between plots, blocks, and sub samples. This 
information can be used to plan future experiments, and to compare designs 
with different layouts and plot sizes. The aim of design is to minimize the 
residual (or error) variation between plots. The coefficient of variation is 
a figure which summarizes the variation of the experiment.
c of v (%) = res, standard deviation x 100
grand mean
In different experiments, the c of v is often fairly constant for the same 
measurement and similar plot size. The statistician may use the estimates of 
c of v to determine the number of replicates necessary to establish that a 
certain treatment difference will be significant.
The analysis results summarize the particular experiment, but also give 
information relevant to future experiments. Even "failed" experiments give 
useful information on variation of measured data.
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SECTION 2: Standard analysis: Examples and interpretation
In this section we will be looking at some computer printouts of analyses of 
data from standard designs. Some of the examples introduced here will be used 
again later in the course.
The examples are included to emphasize some important statistical concepts:
Variation, variance.
Importance of replication.
Partitioning of variation, residual variance.
Estimates of means, standard errors, comparison of treatments. 
Coefficient of variation.
Study of the analysis results in terms of these quantities helps the 
statistician understand why a particular design may be successful for a 
particular objective. The best design is the one which will give the most 
accurate estimates for the treatments of interest and is 
practically manageable.
Variance and Partitioning of Variance2.1
The concept of variance is most important in understanding why certain designs 
may be effective. Here we briefly discuss what variance is, and how it is 
used as a basis for significance tests and treatment comparisons. We are 
concerned with normal continuous data in this section.
It can beVariance is a measure of the spread of values in a set of data, 
calculated for any set of data; statisticians talk about:
The total variation (sum of squares, SS) in the data.
The variance (mean square, = SS/d.f.).
The standard deviation (s.d. .
The standard error (s.e.) of an estimated mean, or other estimated value.
These quantities are all related, and the analysis of variance will calculate 
them (see examples).
For an example:




















mean Hz = 110/12 = 9.17 
SS = 71.5/ df = n -1 = 11 
Variance = 6.50 
s.d. S = 2.55
If the data come from a single normal distribution then the mean and variance 
would estimate a population distribution as shown on the diagram.
Example (continued) Testing treatment effects
If these same data came from two treatments in a CRD, then we can test the 
treatment effect by seeing if the treatment difference is large, relative to 
the variation. But the variation to use in the test is the variation after 


















Total 110.0; grand mean 9.17, SS = 71.5
Sa = 1.43Mean of treatment A x A = 7.2 
Mean of treatment B x g = 11.1 S^ = 1.72 
Pooled SS = 24.97 r.s.d. = 1.582.497res m.s.
The individual treatment data is used to estimate treatment means, and 
residual variance within treatments.
Test F = Variance 'explained' by treatments
residual variance
If this value is high, then the treatment effect is large relative to 
variation, and so significant.
Residuals are an important concept in statistics.
The residual of an individual data point (x), is the deviation of_the value x 
from the fitted means, 
point, where x is the mean.
'not explained* by the fitted terms. The residual variance is an estimate of 
the 'unexplained* population variance and is the basis for comparing treatment 
differences. Discuss the residuals in the examples which follow.
In the example above the residual is (x-x) for each 
The residual is the part of the data which is
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In our example for the two treatments above we have











Pooled residual s.d. =
Co-efficient of variation = 3 58 = 17%
9.17.
2.50 1.58.
We combine or 'pool' the within treatments data to estimate the 
residual variance: We assume that the within treatment variance is 
constant.
Notes 1.
Replication is important to estimate the means, and the residual 
variance and the standard errors of means.
2.
If the variation is constant, replication will increase the 




If replicate blocks are affecting the data (i.e. a block is perhaps uniformly 
high yielding, or low); then this will increase the overall spread of data 
(total variation, total SS). But for RGB and other balanced designs the block 
effect is taken out of the total SS before the residual variance is 
calculated. This further partition of the variation works justs as in the 
example above for treatment effects.
Note: The blocks should be chosen to be homogeneous; so that the variation 
between plots within blocks is less than on the whole site, 
whether blocks have been useful in controlling variation, we can look at 
the analysis results and compare the block variance with the residual.
To test
If block effect is large compared to the between plot residual variance 
then: there are differences between blocks and blocking has increased 
the precision of the experiment.
1.
If the block effect is small, then either:2.
the whole area is uniform, i.e. the blocks were not needed.(a)
There is a lot of variation within the blocks; perhaps because we have 
located them badly.
(b)
This information is useful for future experiments for similar sites and 
objectives.
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Example Session: Experiments and Analysis2.2
The examples below are presented with brief notes only, 
these examples as the basis of a workshop and discussion session.
It is intended to use
RED, Kenaf dwarf disease, 10 reps, 2 treatments (inoculated, 
not-inoculated).
EXAMPLE 1:
Plot size: 3 m x 5 m
Plot data





















































Standard approach would analyse each variate separately.Objective: Discuss.
N plants fairly constantNote: Clear effects on yield and number of plants, 
for NI treatment across all reps.
Note: We would expect a relationship between Fresh weight. Dry weight, and 
Number of plants. We may wish to test whether the treatment has 
affected this relationship as well as the raw data separately.
Refer to AOV for Fresh wt (Analysis Kenaf.1).
Note: Grand mean (22.98), Treatment means (I) 16.69 (NI) 29.27 
Analysis table: d.f. 9, 1, 9
Partition of total variation - large between treatment effect 
- residual m.s. = 15.09 on 9 d.f.
Highly significant treatment effect 
(F ratio = 52.44, p < .001)
Small block effect - why?
Co-efficient of variation estimate 15.09/22.98 = 17%
AOV for dry weight (Analysis Kenaf.2) gives similar interpretation: 
C of V = 15%
xXX
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Relationship between; fresh wt, dry weight and number of plants.
Graph Kenaf.l
Y dry weight, X fresh weight
Roughly linear; similar for both treatments
Discuss variation about line, correlation, regression
Discuss residuals about the line
Graph Kenaf.2
Y dry weight, X number of plants
Note total separation of treatments on Number of plants per plot
Analysis Kenaf.4. Dry weight per plant
We know already that treatments affect yield per plot. Also affects the 
number of plants. Does treatment affect yield per plant also.
From the analysis as RED, treatment effect on dry yield/plant is not 
significant (F ratio = 1.27).
The subdivision of the SS compared with the dry weight which is 
significant.
Note;
(NI) 5.69.Mean Dry W +/Plant (I) 6.23 n. s.
The treatments affect the number of plants and so the totalConclusion;
yield; there is no significant effect of inoculation with disease on the yield
per plant.
Discuss the confounding here - all I treatments are much lower in numbers than 
NI, hence competition is not equal so yields/plant differences (if they 
occurred) cannot be attributed to the inoculation alone.
x xX
Kenaf example continued
The block effects are sma11 on the data analysed, 
for this trial.
Blocks are not homogeneous
Why?
One reason is that a major cause of variation is the number of plant 
surviving. This is not associated with the block 
plots only. Problem; Variation not constant for treatments for Number of 
plants. For yields it is OK.
the variation occurs on I
xxX
Kenaf example continued
Since the block effect is small, it is interesting to see how the analysis 
would work for the same data as a CRD.
e.g. for dry weight
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1. AS RED we had












AS CRD we would not fit rep effects;2.











Note the effect of the extra d.f. is to estimate a smaller residual variance 
and increase the F ratio and significance. This occurs because the block 
effects are small in this example.
We aim in the design to estimate the residual variance correctly, 
effects are usually successful in removing some variation and should always be 
included except when short of d.f. and there is some reason to ignore the 
block effects.
the experiment; e.g. one very bad plot in a good block, or interaction of 
treatments and blocks.
problems if the block effect is much smaller than the residual, 
that the blocks have been poorly chosen.
Block
Lack of a block effect may indicate some variation problems in






Analysis of variance **********
Variate: FRESHWT
F pr.Source of variation d.f. s. s. m. s. v.r.


























***** Analysis of variance *****
Variate: DRYWT
Source of variation d.f. F pr.s. s. m. s. v. r.
























********** Analysis of variance
Variate: NPLANTS
F pr.Source of variation d.f. s. s. v. r.m. s.
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***** Analysis of variance *****
Variate: DWTPERPL
Source of variation d.f. F pr.s.s. m. s. v. r.









***** Tables of means *****
Variate: DWTPERPL
Grand mean 5.96
INOCTRT I ' NI
6.23 5.69








EXAMPLE 2: Fungicides and seed-borne diseases of soybean
RED 3 reps x 4 treatments (NIL + 3 fungicides)
Plot data were collected on 10 plants per plot, 
collected - plant height, yield, number of good seeds, and number of diseased 
seeds.
From each plant data was
Then a bulked sample of 200 seeds/plot, was tested for - germination %, and % 
purple seeds.
We will examine the single plant sub-sample data later; here we will look at 
the analysis of the plot totals as examples of RED. 
of individual plant dc^a gives good information for selecting sample numbers 
in future experiments.
Note that the collection
See data, soybean analyses, discuss d.f. c of v and significance, 
effects.
Block
Contrast Nil vs Rest. Outliers on height plot for treatment 3.
The lack of block effects is again noted, 
example later.




***** Analysis of variance *****
Variate: YIELD
Source of variation d.f. F pr.s. s. m. s . v. r.













***** Tables of means *****
Variate: YIELD
Grand mean 9.18
TREAT 2 3 4i
6.75 9.32 12.33 8.34
*** Standard errors of differences of means ***
Table 
rep. 








***** Analysis of variance *****
Variate.: PHEIGHT
Source of variation d.f. F pr.s. s. m. s. v. r.













***** Tables of means *****
Variate: PHEIGHT
90.87Grand mean
TREAT 1 2 3 4
83.50 93.00 92.93 94.07
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I 1 1 42 4 2 3 3 I
1 2 :I 4 1 1 I
0. I 4 I
•-+ + +■
60. 70. 30. 90. 100. 110. 120.
YIELD v. PHEIGHT using factor TREAT
41 STOP
******** End of job. Maximum of 10750 data units used at line 37 (12062 left)
p!7.3
EXAMPLE 3: Sorghum shootfly and yield
RED factorial: 3 chemicals x 5 rates x 4 reps = 60 plots.
Rates actually area of plot treated 0, 25%, 50%, 75%, 100%.
100 plants per plot possible.
Data: number of plants per plot, number infested, yield.
See Sorghum analysis 1, 2
Note partition of treatments into main effects and interactions.
Discuss here what interactions are; and main effects.
Note rep effect is large - the blocks have controlled variation to some extent.
All zero area plots should be the same, but there is guite a lot of 
Can this be explained?
Problem: 
difference between them.
Since this is a rate of control trial, and the response is smooth, it would be 
interesting to model the rate response if possible, 
trials and analysis later.
We will look at rate






***** Analysis of variance *****
Variate: YIELD
Source of variation d.f. F pr.m. s. v „ r.s. s.



































































*** Standard errors of differences of means * * *
Table CHEM TRAREA CHEM
TRAREA
20 12 4rep. 
s . e . d . 160.6 207.3 359.0
21 CALC
22 GRAPH





* * * » * Analysis of variance *****
Variate: NPLINF
Source of variation d.f. F pr.s. s. m. s . v. r.
































































*** Standard errors of differences of means ***
Table CHEM TRAREA CHEM
TRARFA
20 12 4rep. 
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0. 16. 32. 48. 64. 80. 96.
YIELD v. NHFALTHY using factor CHEM
pl8.3
Mungbean variety and fungicide trial for CercosporaEXAMPLE 4:
Split plot 3 reps x 2 fungicides (+/-) main plots x 12 varieties = 72 plots
Number of plants per plot, yield, plot disease score on 0-5 
rating, 100 seed weight.
Measured:
Split plot design has 2 levels of randomization and this is reflected in the 
analysis. We take out rep effects and main plot effects. The main plot 
factor is tested against the residual in the main plot stratum. The 
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For fungicide main effects we have only 6 main plots(3 x 2). For variety 
comparisons we have effectively 6 reps as each main plot becomes a block once 
the fungicide effect is removed.
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Split plot will give poor comparison for main plot factor, 
precise comparison for sub.plot factor and interactions
But generally more
Discuss Block structure; Treatment structure; interations in this section.
See Mungbean Analysis 1.
Note rep effect, main plot effect, by comparing residuals in each stratum.
For yield c of v between sub,plots is 24%, (quite high).
Yield, N plants do not show sijpgnificant effects.
Indication of phytotoxic effects (n.s.) for some varieties (e.g. var. 4).
Variety effects and interactions are significant on yield per plant, 
how interaction effect alters interpretation of main effect.
Discuss
Disease score shows significant effects but these are not related to yield at 
all.




***** Analysis of variance *****
Variate: YIELD
Source of variation d.f . F pr.s . s. m. s. v. r.

































VARIETY 1 2 3 4 5 76
156.9 203.1 166.1 208.7 175.4 176.5 202.1
8VARIETY 9 10 11 12
173.0 187.1 190.5 208.7 184.7
FUNG
WITH




























*** Standard errors of differences of means ***
Table FUNG VARIETY FUNG
VARIETY
36 6 3rep. 
s . e . d . 29.15 26.16 45.87





***** Analysis of variance *****
Variate: NPLANTS
Source of variation d.f. F pr.s . s. m. s. v. r.

































VARIETY 1 2 3 4 5 76
164.0 173.0 174.8 181.8 151.7 132.5 170.7
8VARIETY 9 10 11 12
167.0 182.8 193.2 167.3 152.2
FUNG
WITH




























*** Standard errors of differences of means ***
Table FUNG VARIETY FUNG
VARIETY
36 6 3rep. 
s . e. d.







***** Analysis of variance *****
Variate: DSCORE
Source of variation d.f. F pr.s. s . m. s . v. r.































1 2VARIETY 3 4 5 6 7
1.000 3.083 0.583 1.583 2.000 1.250 1.583
8 9VARIETY 10 11 12
1.167 0.833 2.500 1.917 1.417
FUNG
WITH




























*** Standard errors of differences of means ***
Table FUNG VARIETY FUNG
VARIETY
36 6 3rep. 
s . e . d . 0.3266 0.5017






***** Analysis of variance *****
Variate: YLDPERPL
Source of variation d.f. F pr.s. s. m. s. v. r.

































VARIETY 1 2 3 4 5 6 7
1.020 1.226 1.008 1.249 1.198 1.353 1.202
VARIETY 8 9 10 11 12
1.071 1.082 1.004 1.389 1.247
FUNG
WITH




























*** Standard errors of differences of means ***
Table FUNG VARIETY FUNG
VARIETY
36 6 3rep. 
s . e . d . 0.2078
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YIELD v. DSCORE using symbol *
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Designed Experiments for Plant ProtectionSECTION 3:
Designed experiments are not suitable for every purpose but are still the most 
common means used to test simple hypotheses. The reason for their popularity 
is that, when the assumptions are met, they are the most efficient way to test 
hypotheses. For epidemiology and survey type problems, regression or non 
parametric methods may be more suitable. We will look first at designed 
experiments.
The essential starting point for any designed experiment is a clear 
objective. The hypotheses to be tested should be clearly stated. When these 
are known, the researcher and statistician can work together to create a 
suitable design. The factors which can be chosen include the following:
Treatments.
Location or locations. 
Experimental layout 
Plot size, shape 
Buffers, treatment of buffers 
Blocking 
Replication.
Data collection and sampling 
Data types
Temporal sampling during trial 
sub.sampling of plot.
The difficulties with plant protection experiments arise because of the 
mobility of insect pests and diseases, and the irregular patterns of their 
occurrence in time and space. These unpredictable factors cause difficulties 
in sampling procedure, and scoring of incidence or effects. Firrt we shall 
consider effects on the treatment selection and layout of experiments. The 
behaviour of the pest has important implications for the choice of sites, plot 
layout and plot size, and possible treatments. Particular problems arise when 
the disease or insect pests may affect parts of the trial differently, and 
there is the chance of treatments being affected by the neighbouring plots.
Standard Layouts and 'Easy' Experiments3.1
Where the problems above do not occur, we may think of the design problems as 
For example in crop variety comparisons, or fertilizer trials which are
Here the only
easy.
pest free or controlled with no interactions between plots.
•ariation come from the plot itself - fertility trends.
The major unknown variable is
sources o
experimental sowing or management variability, 
the soil fertility.
Under these conditions, spatial factors are used as the basis of blocking - 
the assumption is that plots closer together are likely to be similar, 
blocks, the plot size should be as small as possible, given considerations of 
plant variation, sampling needs and management.
Within
Small plots have two advantages:
Replicate blocks are smaller and so more likely to be homogeneous - i.e. 
the between plot variation is reduced.
More replication is possible for the same amount of area and resources. 
This increases d.f. and the precision of the experiment.
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Statisticians in Thailand and elsewhere have done a lot of work to determine 
ideal plot and buffer sizes for field crops. These may vary according to the 
conditions and aims of the experiment. For many horticultural (and especially 
tree) crops, the best solutions for choosing plot size and buffers are not 
known.
In plant protection experiments, the distribution of the insects or disease 
challenge is at least as important as the soil fertility trends. If the pests 
are evenly distributed and cannot move between plots, then small plots and 
spatial blocking would be used.
Treatment Choice and Treatment Factors3.2
The conclusions which can be drawn from an experiment depend on the treatments 
used in the experiment.
single factor or multi-factor treatment structure, 
structure allows the researcher to test for interaction effects, 
exist the results are more useful than separate single factor experiments, 
there are no interactions, then the main effects estimate the single factor 
responses.




If the treatment factor is a dose or rate, it is useful to have more than two 
rates to estimate the response (see section 4.3).
Insects, Pathogens, Layout and Plot Size3.3
We have emphasized that the validity of the experimental design and standard 
analysis depends on (a) Blocks being homogeneous (b) no interaction between 
neighbouring treated plots. In most cases the objective will require that all 
plots are subject to some degree of challenge from insects or disease (see 
below). This level should be as even as possible within blocks and across the 
whole experiment.
Two situations can be identified for the siting of the plots regarding 
challenge:
The distributions of challenge(1) The organisms do not move between plots, 
may be unknown in some cases or measured in others; e.g. soil borne 
diseases, nematodes, weeds, soil insects.
(2) The organisms are mobile, and may move between plots or into the 
experiment from outside; e.g. aphids, aphid borne diseases, wind-borne 
spores. The level of challenge may change unpredictably during the 
trial.
For static problems, pre-treatment measurements should be taken wherever 
possible; e.g. plot soil samples for spore counts, nematodes.
These measurements will indicate the level of challenge and the variability 
across a site.
also as covariates in some cases (see below).
They may be used to decide on block and plot locations; and
For example, if pre-treatment soil testing indicates nematode distribution as 
below (a); blocking plan (b) would be suitable. Individual plot measurements 
of nematode levels could be used as a covariate if they are known.
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(a) Pretrial nematode counts
LOk)
l_o<-o
In an experiment on weed control strategies for the weed Paederia in corn 
crops, the blocks were chosen to be in areas of known weed infestation within 
the crop.
Of course it is impossible to have all plots exactly equal when several 
factors may cause variation.
possible and used as covariates in the analysis.
Extra variables should be recorded where
Level of challenge has important impact on the objective and the likely effect 
of the treatments, 
site, then control strategies are unlikely to show significant effects! 
Similarly, if the challenge is extremely high, we may see crop failure in some 
treatments which might be adequate under normal conditions.
If there are no insects that year, or no nematodes on the
The researcher should specify a level of challenge in the experimental plan; 
and a suitable site may then be chosen. In some cases the challenge may be 
introduced by inoculation. For our static pests, pre trial testing should be 
used, e Site selection criteria may state; "Average nematode level > X per 
cubic metre"; or (a West Austraian example): "A history of brown spot disease 
and Pleiochaeta spore counts > 2,500 spores/g in soil".
If tests are not possible, then paddock or crop history may provide guides to 
the presence of disease or insect problems within a site.
For the static pest problems, the standard criteria of small plots would 
generally be best, subject to known or expected pest distribution factors.
For mobile insect and diseases the situation is quite different; and quite 
different designs and plot sizes may have to be used in different situations. 
There are difficulties in:
Anticipating or creating level of challenge for the site. 
Equal challenge across reps.
Interactions between plots.
Choice of plot size.
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Buffer size and treatment.
Control treatments, and range of treatments. 
Sampling within plots.
The level of challenge is more difficult to predict and to control. Site 
history and neighbouring crops may be important. Ideally, the researcher 
should decide on level of challenge (high or low) and try tgjensure a uniform 
challenge by suitable plot layout; relative to some source of infection such 
as inoculated crop, or crop which is host to the pest. For example, in an 












(b) is better than (a).
If a low level of challenge is reguired then non-host buffer areas would be 
used.
actually occur may be helpful.
Whatever is predicted, some measures of the level of challenge which
If the level of challenge is not uniform, then some treatments may be severely- 
affected and the results biased. The variation of the experiment will also 
increase.
if the treatments differ greatly inMobile pests may move from plot to plot, 
effectiveness, then the treatment plots themselves may cause huge buildups of
insects or disease within the experiment, these may then move into 
neighbouring plots. In effect this places unrealistic pressure on the plots, 
and uneven pressures within the trial. This can confuse and affect the 
treatment results and invalidate the experiment.
Untreated control plots can cause severe problems, so too can the inclusion of 
quite different methods in same trial (e.g. systemic and contact insecticides).
Consider an extreme case; effective insecticide treatments and untreated 
control plots are small and close together; the researcher measures insect 
numbers and yield. Initially the control plots have huge insect population
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which effectively destroys the plot so there is no yield. As the population 
builds up in the control plot and the plants are destroyed, the insects move 
onto the neighbouring plots where the plants are healthy. They may affect the 
yield or not depending on the timing of the pressure. The researcher may then 
sample and find no insects on the control plot (because the plants are 
destroyed already) and many on the healthy plots. The results may even show 
that the plot with the most insects has the greatest yield!
The problem is clear: we are no longer measuring the effect of the applied 
treatment on the plot, it has been modified by pressure from the control 
plots. Therefore our results cannot be extended to a field situation.
To avoid problems like this, it may be necessary to:
Have large plots with large unsampled buffers.
Restrict the choice of treatments.
Isolate some treatments which are likely to be quite different in action 
than others.
Constrain the randomization to groups of treatments.
Large and isolated plots will reduce the number of replications possible: 
also increase variation due to site effects.
different from the normal practise of 'easy' experiments where plot 
interaction does not occur.
and
So these solutions are quite
But IT IS MOST IMPORTANT that the measurements should reflect the treatments 
as planned; not be biassed by plot interactions, 
the whole experiment invalid; it is better to have few replications of large 
plots than confused data with many d.f.
Serious interactions make
Problem Situations3.4
Some situations where plot interactions may arise are discussed here, with 
suggestions for design and treatment choice. One obvious method is to have 
less neighbours; i.e. avoid square arrangements of plots. If plots are 
arranged in line then each plot has only two neighbours and buffer size can be 
changed.
3.4.1 Untreated control plots are likely to be variable and affect neighbours
Think about the objective and the need for controls; in most .cases information 
on unt: .ted plots is valuable, but if it is known that untreated plots will 
fail, then they are not useful as controls anyway. Some standard effective 
treatment (e.g. usual treatment recommendation) should be included as a 
'control' instead. We may either:
(a) Not include untreated controls, use some standard treatment as control.
Include untreated controls but isolate these plots from other treatments 
with large buffers.
(b)
Include untreated controls, and monitor them. If insects or disease 
build up and the plots fail, the plots may be sprayed out and removed 
from the trial. The plots are then no use for the analysis but should 
not affect other treatments.
(c)
Remember that failed treatments do not help in the design because of variance 
problems. They should be treated as missing plots for the analysis.
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Example:
In a West Australian trial on the chemical control of Pea Weevil, there were 5 
treatments: 4 chemicals and an unsprayed control. The trial design specified 
that the level of challenge on the site should be high "large numbers present 
and egg laying in progress". Three replicates were chosen in the following 
layout.





Area/treatment (Area actually treated) 
Area of Expt. Block
x20 50 0. 10 , 




treatnentJ 5 2 3 4 1
12 1 3 14 1 51plot
fence/track
The design also specified thatNote the extra buffers on the control plots, 
the buffers were to be sprayed twice to control migration between plots (at 
treatment, and one week late..).
3.4.2 Spray rate trials, and time of spraying
Spray drift may affect neighbouring plots, 
sufficient to protect against this, and of course care should be taken to 
apply sprays when there is no wind.
Buffer and plot size should be
To be quite sure of no interference from spray drift, the plots may have to be 













As a compromise, the randomization may be forced to place the treatments in 
order:




This arrangement will save a lot of space because the adjacent rates mean that 
the buffer areas need not be so large and carefully treated. If there is 
spray d^ift here it should not affect the trend of results. This ’non random' 
arrangement is strictly not valid as results may be confounded with fertility 
trends. However these are likely to be smaller problems than interference 
between neighbouring treatments.
3.4.3 Time of planting and time of treatment application trials in plant
protection
With mobile pests, problems can be expected in standard trials of this type 
because of unequal pressure, partly caused by the experimental treatments, 
the problems are similar to those caused by untreated controls; insects or 
disease may build up on early planted plots, and then exert greater pressure 
on later plantings.
The cost in trying to overcome these problems will be large plots, large 
buffers and careful observation against the invasion from neighbour plots. 
The researcher should consider carefully the objective of the experiments.
Example:
Suppose we wish to design an experiment to test the effects of 3 chemicals (A, 
B, C) applied at 3 times (1, 2, 3 e.g. at sowing, 2 weeks after sowing, at 
flowering). We might think of a factorial design; one rep would look like 
this.'
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There are advantages of all these designs for certain objectives, 





Discuss the advantages of these designs, and what we can discover from each 
one.
treatment in the experiments.
Discuss the options for including a NIL controlAlso the disadvantages.
3.4.4 Systemic vs contact insecticides
Systemic insecticides act slowly and over a long period. Contact spray 
insecticides are fast acting with high kill rates; after application the 
insect population may build up again. Because these treatments act quite 
differently, we can expect influences of neighbouring plots if they are placed 
together in samll plots. The situation is similar to the untreated controls 
problem and cannot always be solved.
Either large plots and buffers are required for the different types of 
treatment, with careful monitoring for migration between plots.
OR the trial should be restricted to similar types of treatments.
On statistical grounds the second option would be preferred (provided it meets 
the objectives). The mixed experiment will be expensive in area and resources 
if properly set out. It may be better to run two separate trials with a 
standard (perhaps complete) control in both trials. The best systemic, and 
the best topical treatments may be selected; and compared afterwards by their 
performance relative to the standard.
Another reason to separate such treatments is that the sampling strategy for 
the two types of treatments may be quite different - the variability of insect 
numbers is likely to be different at some stages of the experiment.
Replication and Co-efficient of Variation3.5
The number of replications required will depend on two things:
The size of difference which the researcher would like to show is 
significant.
(1)
The co-efficient of variation between plots for that quantity.(2)
For a fixed level of precision, the number of replicates needed increases with 
var:' ion.
For a known level of variation, the effect of increasing the replication can 
be predicted.
The co-efficient of variation is normally expressed as a percentage, it is 
calculated
res s.d. x 100%
mean
Precision is also normally quoted as a percentage in terms of the objective; 
for example:
'If a treatment is observed to be 15% better than another then this is 
economically important, and the trial should show that such a difference 
is significant.'
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When both these values are known, the statistician can predict how many
The c of v can never be known exactly in advance.
The effects of increasingreplicates are required.but past experience is a good guide in many cases, 
c of v on precision can be seen in the following tables.
Toble 3.1 Percentage difference between means which would be
detected as significant (p < .05) for differing numbers of 
replicates and coefficients of variation.
Note: The table is approximate only and assumes that there 
are sufficient degrees of freedom in tne whole experiment 
to estimate tne variance well.
CofV 10$ 20$ 50$ 100$
N Reps
3 17 34 63 167
4 15 29 72 144
5 13 26 65 130
8 10 20 50 100
12 B.5 17 42 64
20 6.5 13 32 64
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Some analysis techniques and examplesSECTION 4:
We have discussed the importance of choosing treatments carefully; and of the 
value of taking covariate measurements. In this section we will use examples 
to illustrate some statistical concepts which help to get the best information 
from the Analysis of Variance. The methods are:
Covariate analysis.
Treatment contrasts in AOV 
(e.g. Nil vs others).
Sub.models in AOV where treatments are a series of rates.
Covariates4.1
In a typical blocked experiment we assume that (except for the applied 
treatments), all plots in a block are equal in potential to produce some 
measured variable Y (say yield). After fitting block and treatment factors, 
the remaining variation is ’random error', or 'unexplained residual variation'.
We have seen how good choice of blocks can reduce the unexplained variation 
and so improve the precision of the experiment, 
there may be variation within blocks.
We have also observed that
In some cases, some of the residual variance can be explained by a covariate 
measurement X. If we have some measure of plot potential, this may explain 
why some plots yield higher than others. The covariate should be an estimate 
of plot potential which is independent of treatment, and ideally is measured 
before the treatments are applied.
Examples:
The best estimate of plot potential yield would be yield from a previous 
uniform crop grown on the plot area. This is rarely available.
For tree crops, previous yield (before treatment) may be available, 
some index of tree vigour such as the number of terminal shoots may be useful.
If not.
Number of plants per plot may be used as a covariate if and only if the 
treatments have no effect on germination or plant survival. The covariate may 
remove variation introduced by uneven germination. Similarly uneven 
distribution of weeds on plots may increase variation. If the weed population 
is • ''t an effect of treatment, it may be used as a covariate to 'correct* for 
the effects of uneven competition.
Pre-treatment plot soil tests for pathogen numbers may be used also, 
can pre treatment insect counts.
So too
In fact any measurement may be useful as a covariate if:
It is independent of treatments.
It varies across plots.
It may affect the results being measured in a linear fashion.
The best covariates are usually a pre treatment estimate of the measured 
variable (e.g. pre treatment insect counts for analysis of insect counts after 
treatment).
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4.1.1 Covariate adjustment and analysis
If the covariate X affects the value of Y then treatment effects on Y should 
be estimated after the covariate effect is taken out. A linear relationship 
is assumed. If the relationship exists then the adjustment will remove bias 
due to X values, and decrease the residual variation.











The X variable explains a lot of the variation in the raw Y values. After 
adjustment, the variatior within treatment is much reduced. The adjustment 
uses a linear correction so all Y values are recalculated as if the X value 
was constant over all plots.
Y (adjusted) = Y - b (x - x)
We can see how this improves the precision for treatments comparison in the 
following diagram. Treatment A is better than treatment B, but the raw values 
of Y overlap and would give non significant results, because the residual 
variance includes effects explained by the X values. The adjusted analysis 












Note that if there is no relationship between X and Y then the covariate will 
have little or no effect on the analysis. When this happens the covariate is 
not significant and the unadjusted analysis is used.
(Analysis examples discussed here)
Discuss effects on rms; covariate slope.
4.1.2 Confounding effects of treatment and covariates
The covariate correction gives true and unbiassed results when there is a 
constant linear relationship for all treatments between X and Y. 
range of X values is similar for all treatments there are no problems in the 
interpretation of the adjusted analyses.
When the
Sometimes the X values are confounded with treatment (see below); this can 
result from unfortunate allocation to plots; or possibly the X value has been 
affected by the treatment. In both cases the interpreation of the results may 
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Cc riate analysis can be used in a different way to untangle treatment 
effects and correlated data measurements. For example; a treatment may have 
affected the number of plants germinated, and the yield. The researcher may 
analyse these data separately. He may then wish to ask 'are there any 
treatment effects on yield above and beyond those which can be explained by 
the number of plants’.
A covariate analysis of yield using N plants as covariate will 'remove' any 
effects explained by N plants. Significant factors may then be interpreted as 
effects on yield beyond those due to plant numbers.
Note: This is quite a different use from the pre-treatment equalization of 
plots. For basic treatment comparisons it is important that the 
covariates are independent of treatment.
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Example:
Sorghum shootfly analysis of yield, yield/plant and yield with N plant as 
covariate.
Treatment Contrasts in AOV4.2
With many treatments and few replicates the problem may occur that the F test 
is not significant, but some differences are significant using a multiple 
range test. However, if particular contrasts or groups of treatments are 
sensible, then they may be compared, or grouped together. These particular 
contrasts or groups may then be compared, even if the F ratio is not 
significant.
The F ratio for treatment may be thought of as a test of the average 
difference between treatment. Grouping similar treatments will concentrate 
the treatment differences to the particular contrast, and increase the chances 
of significance. Grouping of treatments also effectively increases the 
replication and the precision of the comparison. The contrasts and groups 
should be decided before the results are seen according to the objective. 
Grouping after the event will give false impressions of significance.
The most common examples of grouping treatments occurs in factorial designs 
when the treatment SS is broken up into Main Effects and Interactions.
Example;
Factorial 2 chemicals x 5 varieties x 3 reps.
We have 10 individual treatments with 3 replicates each. 9 d.f. for treament 
effects. However for the chemical main effect we have 15 plots of each 
chemical (and 1 d.f. for A vs B comparison). And for the variety main effect, 
6 plots for each variety (4 d.f. between varieties).
The 9 d.f. for treatment effects are partitioned as follows:
MSd.f. SS F
(2)(reps)
Chemical main effect 







This grouping gives greater precision for comparing the main effects than for 
the individual treatments, because the replication is effectively greater so 
the standard errors are smaller.
Example:
Contrasts
4 replicates x 7 treatments; the treatments being Nil, and 2 chemicals (AB) x 
3 frequencies of application (1, 2, 3).
i.e. Nil, Al, A2, A3, Bl, Bl, B3
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We may analyse this as 7 independent treatments but there are obvious 
contrasts and groupings of interest here such as:
Nil vs rest.
A vs B (chemical main effect).
1 vs 2 v 3 frequency of application. 
Chemical. Frequency interaction.
We have in fact a factorial structure with the extra Nil treatment, 
groupings should be tested in the analysis and will give better information 
than treating the trial as seven independent treatments.
Such
Analysis examples.
Soybean trial: Nil vs Rest on yield, plant height.
Sorghum trial 3 chemicals x 5 rates x 4 reps.
1. Analyse as 15 treatments.
As factorial.
But surely all 0 are the same!
2.
Analyse as Nil/(chem * rate).3.
Understanding possible grouping of treatments may have important impact on the 
design, as the replication for grouped treatments is effectively increased.
Sub.Models in AOV for Rate Trials. Spacing Trials and Time of Treatment
Trials
4.3
For many trials, the treatments of interest are rates which can be arranged in 
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Spray Rate
The researcher's objective may be to discover this response curve so that 
economic optimum rates may be chosen. This objective will influence the 
design of the trial. The statistician can take advantage of the smooth 
response to increase the efficiency of design and analysis. When treatments 
are not related, the advice would be to have few treatments and vary 
replicates to estimate a treatment accurately. However in rate trials with 
smooth responses, all the rates help to give information about the response.
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The general advice would be to have enough rates to estimate the response, 
even at the expense of some replication.
Design a trial to test the effect of different rates of a chemical on yield: 
24 plots are available.
RBD 3 rates (0, M, High) x 8 reps. 
RB6 6 rates x 4 reps.
1.
2.
Design 1 will give better estimates of the individual treatments means at 3 
points, but poor estimate of the response curve.





H/G.HMao.0 0 2 4 6 8 10
The rates must be chosen on the responsive parts of the curve; this is another 
good reason to choose many rates, if one rate fails completely (e.g. the 0 
rate above), we get very poor information from the first design.
4.3.1 Sub.models in the analysis
The trend response can be tested in the AOV by taking out the linear and 
quadratic components of the rate response. The treatment sum of squares is 
decomposed into linear and quadratic and deviations components. The response 
may be wholly linear, quadratic, or not just smooth. The linear and quadratic 
trends may be significant even when the overall treatment differences are not 
significant. So this kind of design and analysis is recommended for rate 
trials.
As a general recommendation 4 rates are adequate if the response is linear but 
more rates (5 or 6) are recommended to allow for testing of non linearity in 
the response, and to allow for failed treatments. The treatment levels should 
be chosen to cover the range where reponse to treatment rate is expected, with 
at least one high level.
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Example:
Sorghum trial restricted to one chemical. 5 rates by 3 reps.
Example;
Sorghum trial with 3 chemicals for interaction effects.
Example:
Discuss linear and quadratic submodels - what they mean.
We have talked about rates in this section, the same approach is useful for 






Time of application 
Frequency of application 
Spacing trials
Time of storage for postharvest




Sampling and sub-samplesSECTION 5:
Sampling is used in survey work and in many designed experiments. The aim of 
any sampling programme is to make unbiassed estimates of some population 
quantity in an efficient way. In this section we will look at sub-sampling of 
plots in designed experiments, and sampling principles in survey work.
Surveys are often useful at the initial stages of a research programme. When 
more information is known about a particular area of research, we tend to move 
from random sampling to controlled experiments. We may think of a continuum 
from random sample surveys (no control), through surveys where some factors 
are controlled, to completely controlled experiments. The choice of survey or 
experiment will depend on:
The research objectives.
The amount of existing information. 
The type of data.
The available resources.
It is the study of methods forSampling theory is a large subject on its own. 
selecting suitable sample units and sample size from a population.
To design an efficient sampling program we need the following:
The population and data to be sampled must be clearly defined.
The precision required by the objective must be stated.
The availability of resources for data collection and analysis must be 
known.
Some estimate wf the distribution of the data in the population.
Sampling theory may then be applied to either:
Obtain the required precision using the least resources, or 
Obtain the best possible precision using the available resources.
(1)
(2)
Obviously the precision of estimates will improve if we take a very large 
sample size, but so also will the cost and trouble involved.
Sampling is used in a great range of applications in agriculture, 
of prior information will vary for different problems, 
about a population, it may be appropriate to conduct a preliminary survey 
before planning the full sampling programme.
The quality 
If little is known
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Sampling in designed experiments5.1
Real populations may be large and variable. A designed experiment is a 
special type of sample chosen from a larger population. As we have seen the 
aim in a designed experiment is to control as many factors as possible so that 
we can get efficient and unbiassed comparisons of treatments. The 
experimental units (or plots) are representative of a larger population, and 
the treatments randomly applied. However the plots are not randomly chosen 
from a population, they are very specifically chosen to be as equal as 
possible except for the applied treatments. We assume that treatment 
differences in the experiment may be extended to a broader population, but not 
the absolute values.
The treatments are applied to whole plots. These are the experimental units. 
The sampling programme and the types of data are important factors in choosing 
the design, plot size and number of replications. We have seen that (for 
normal data), estimates of variation between plots are useful. If these are 
known and the whole plot can be measured then a suitable design can be 
planned. Similarly, knowledge of subsample variation can be used to plan a 
sub-sampling programme.
Sub-sampling on plots5.2
Sampling of plots during the trial gives information on the development of the 
plants, diseases and insect populations for the different treatments. The 
layout and sampling strategy should be chosen to give the best results in 
terms of the objectives. Sampling may be:
Destructive, where plants or part of plants are removed from the plot: 
e.g. for root weights, dry weights, laboratory leaf analysis or disease 
testing.
Non-destructive: e.g. plant counts, insect counts, infected shoots 
counts.
In the sampling plan we must consider the:
Times of sampling; when to take samples; e.g. before and after 
treatment; regularly (daily, weekly, fortnightly), or at phenological 
stages (germination, anthesis etc.).
Spatial sampling; selection of sampling units in a plot: How many 
units? How many plants per unit? Which plants or parts of plants?
Many of these decisions are biological rather than statistical. The scientist 
should decide what types and times of sampling are suitable to the objective; 
and which are most important. In order to decide on a sampling plan the 
statistician should be told how these data are to be used, what variation is 
expected, and the size of treatment differences which are expected or are 
important.
5.2.1 Sub-sampling units and control of variation
The aim of subsampling is to give an unbiassed estimate of the whole plot 
value.
fixed amount of sampling effort.
The variation of this estimate should be as small as possible for a
If the whole plot was exactly uniform, and our sampling method also had no 
variation, then a single sample from anywhere on the plot would be adequate.
-39-
Of course this never happens; the major problem in plant protection 
experiments is variation in plots and across sites. All sampling methods have 
some variation also (e.g. sweep net counts). The aim is to minimise the 
variation of the plot estimate which arises from:
Variation due to sampling technique. 
Variation due to location within plot.
We do this by taking a number of locations within the plot, and choosing a 
sample unit suitable for the sampling technique. If the plot is uniform, then 
only a few sites are needed, if the plot is variable then more sites should be 
chosen.
The sampling units should be large enough to estimate the value at that point 
- if insects are very low in numbers a larger unit may be required.
5.2.2 How many sub-samples?
In designed experiments, the ideal number of samples to take depends on the 
variation between whole plots, and the variation between samples within plots.
Remember that for treatment comparisons it is the number of replicates and 
residual variance between plots which determine the size of the standard 
errors. Subsamples are used to estimate plot means. Statistically it is more 
effective to increase the number of replicated plots, than to increase the 
samples per plot. This is because each plot gives an independent estimate of 
the treatment effect. A plot is generally more uniform than the site as a 
whole. Subsamples on the same plot are not independent estimates of treatment 
effects. We say they are correlated, and repeated estimates of the same thing 
(the plot mean value). However the number of replicates is usually limited by 
resources so sub-sampling is used to improve plot estimates.
If the data are normally distributed and randomly located within plots, then 
variance estimates can be used to calculate sample sizes.
Effect on Treatment Comparison: The important values here are the within-plot 
between sample variance s|; and the between plot residual variance 
Sp (This is the value if we could sample the whole plot; it is generally 
unknown). If we use sub-samples to estimate plot values, then the residual 
variance estimate will depend on the number of samples per plot (n); 
theoretically, the estimated rms for plot means will be:
S2 = S2 + s|/n
and the variance of the estimated treatment means is
S2/r = 1/r (Sp + S2/n) where r is the number of reps.
The increased precision due to extra samples depends on the ratio of Sp 
and s|. Extra sampling cannot reduce the value below the whole plot 
variance S^ - this is a function of the plots and the design.
Three situations can be identified.
The within-plot variance is much smaller than the between plot variance 
This means that plots are very uniform compared
Only a few sub samples need to be taken.
(1) (si << s|).
to the site variation.
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(2) The within plot variance is approximately equal to the between plot 
variance.
4-6), beyond this number there is little improvement (see below).
Precision will be improved by taking a number of samples (say
The within-plot variance is greater than between plot variance. This 
should not occur with normal data. It may indicate competition or non 
normal clustering within plots. Take more samples.
(3)
Example;
Suppose the mean value of samples is 20, s| = 80, and Sp =
Theoretically we can compare the effect of taking differenct subsample numbers 
on treatment comparisons: We look at the predicted effect on the estimated 
between plot residual m.s; and on the standard errors of means for 2 and 5 
replicates.
100.











2 reps 5 reps
100 + 80/ 1 = 180 
100 + 80/ 2 = 140 
100 + 80/ 3 = 127 
100 + 80/ 5 = 116 
100 + 80/10 = 108 















100 7.1 4.500 0
Note that there is some gain in precision with increased numbers, but little 
benefit in taking more than 5 sub-samples. Note also the comparison of taking 
5 sub-samples from 2 replicates, against taking 2 sub-samples from 5 
replicates.
This may look like a theoretical exercise. However it is quite easy to get 
rough estimates of between sample variance. These can be used to compare 
different sampling techniques and sample unit sizes and also to predict the 
useful number of samples to take.
Note: More samples should be taken if there is any doubt about the randomness 
or normality of the sample data. For categorical data or incidence data 
(Y/N), more samples should be taken.
Examples:
Insect population on Castor bean. (SeeSoybean Trial - 10 plants/plot, 
analyses.)
It is quite useful to conduct sampling exercises on untreated areas to gain 
preliminary estimates of between sample variation.
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If these estimates are not available, then it is impossible to predict the 
sample size. However, for non normal data larger samples are needed. If the 
level in the population is low, larger units or larger numbers are recommended.
Note:
If the between plot variation of a quantity is very high, then no amount 
of sampling can overcome this problem. In such cases the researcher may 
have to change the sampling method or the sampled data, e.g. if insects 
are hard to catch or very variable; try sticky traps or light traps, or 
measure some insect effect (e.g. damage) rather than try to measure the 
population.
1.
Always keep the data from the separate sub samples, 
results over a whole plot, 
variation quantities we have discussed.
Do not bulk the 
The data can be used to estimate the
2.
5.2.3 Sampling units and sampling techniques
The aim in any sampling exercise is to reduce variation to a minimum.
Standard techniques are most important. For mobile insects, the weather or 
time of day may affect the values. Wherever possible, one person should 
sample the whole trial (or whole replicates at least) at one time. If 
comparison between times is an objective, then every effort should be made to 
use the same operators and techniques at all times.
5.2.4 Random or systematic location of sub-samples?
In theory, within-plot variation is random and sub-samples should be located 
at random within ^ plot. Sometimes this is done. However, some systematic 
layout is usually recommended to ensure that the range of conditions in the 
plot is covered. There may be unknown clustering, edge, or direction effects 









Remember that the aim is to get the best estimates of the whole plot, 
advantage of the grid layout is that it may detect clustering or trends within 
a plot if a lot of samples are taken.
An
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Operator bias can have large effects in sub-sampling, 
should be specified in advance and not chosen by the operator; e.g.:
The location of sites
"Sample 3rd and 6th trees in each row, 2 growing tips on the south side of each 
tree", or
"Sample 1 metre of double row, at locations A, B, C, D in each plot".
5.2.5 Resampling - Same units or new ones?
If the objective is simply to compare treatment plots at separate times, then 
there is no advantage in resampling the same units. However if the aim is to 
look at time trends; the relation between values at time 1 and time 2, then 
resampling the same sub-plots is recommended. If the values from a sampling 
site at different times are correlated then the variation can be reduced by 
adjusting for the initial level, and better estimates of change may be 
calculated. If there is no correlation, then there is no disadvantage in 
resampling the same units.
So where possible, resampling of the same units is recommended as this removes 
one source of variation for between-times comparisons.
If the sampling is destructive, then of course resampling the same unit is 
impossible. However the same principle can sometimes be used; In sampling of 
trees for leaves or fruit the same tree could be chosen and different terminal 
shoots or fruits. In field crops or soil sampling, the plot could first be 










Destructive sampling has important impact on design, particularly plot size. 
Removal of areas of the plot during the trial means that plots must be large. 
But only small areas of the plot are harvested at each time. This generally 
increases the between-plot variation, and reduces the precision for comparing 
between treatments. For example, on rice fertiliser trials, two samples are 
taken to compare dry matter production during the growing seasons:
The experimental objective should indicate that value of such sampling:
             
other final values; then destructive sub-sampling should be kept to a 
minimum; comparison of sub-sample data will have poor precision.
(1)
If the main objective is to measure effects through time, then equal 
areas of the plot should be taken at each time. The plots will be large 
relative to the area taken at each time, so precision may be poor ac 
each time.
(2)
If the main objective is to compare treatments at each time separately; 
it may be better to have smaller plots and take whole replicates at each 
time (This is equivalent to having separate experiments for each time of 
sampling'. The time trend will be confounded with location, but the 
comparison within each time should be more precise due to the smaller 
plots.
(3)




In plant protection we may beSurveys are undertaken for many reasons, 
interested in:
Surveys for general summary statistics (e.g. areas planted to 2nd crop 
rice, area planted to cotton, areas of crop affected by diseases or 
insects, number of mango plantations with a particular disease).
Epidemiological Survey to identify the factors associated with a disease 
or pest problem.
Yield loss surveys for different pests or diseases.
We will discuss yield loss in the regression section of the course. But all 
surveys have common problems. The limiting factor is usually resources (time 
and money) to collect the samples.
It is most important in any survey that the population is defined, the data 
types to be collected are known, and there is some idea of the types of 
analysis to be carried out. We may expect that for large and varied 
populations only very rough estimates can be obtained. If some preliminary 
information is available, the sampling strategy can be improved.
The objective of the survey will affect the best sampling strategy. The 
purpose may be to collect information on the level of incidence of a disease 
(summary statistics); or to discover factors associated with the disease 
(epidemiology). Many studies try to incorporate both aspects, the researcher 
may start by asking:
'Is the problem serious?' and then
'What factors affect the incidence of the disease?'
The information required to answer the second question is more detailed, 
choice of sampling scheme is also affected by the relative importance of these 
two questions, and by the amount of existing knowledge.
The
Simple random sampling, or stratified proportional sampling are the most 
common methods used. In simple random sampling, the units are chosen at 
random from the whole population. The researcher may choose to sample some 
fixed proportion (e.g. say 5%) of farms in the district, or some fixed number 
(e.g. 100) which is possible with the time available. It is important that 
the farms should be chosen at random and not just from convenient locations, 
such as alongside the main road. Stratified sampling is more common when the 
population is known to be mixed. Strata are identifiable sub populations, 
e.g. farms which are irrigated or not, high or low rainfall areas, soil 
types. In stratified proportional sampling, the number of samples taken from 
each stratum is proportional to its frequency in the whole population, e.g. if 
SO1^ of farms are irrigated, then SO^ of the samples are taken from irrigated 
farms. Within a stratum, the sample sites should be chosen at random.
Stratified sampling is generally recommended for population estimates of 
incidence.
because of the small sample numbers from some strata, 
answer both types of question in the same survey.
However, for epidemiological studies, it may be unsuitable.
It can be difficult to
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5.3.1 Epidemiology surveys
In this work, the researcher gathers data to try to understand which factors 
are associated with the incidence and severity of the disease or insects. The 
survey unit may be a tree, a field, a farm or a district. The researcher may 
be interested in:
disease presence or absence (Y/N data); 
disease severity (usually a rating); 
time of occurrence.
Possible explanatory variables include:
Climatic conditions (humidity, rainfall).
Soil conditions (aspect, slope, drainage).
Management (history, sowing time, chemical treatments, etc.) 
Variety.
Presence and severity of other pests.
There are generally many possible explanatory variables for each observation, 
and the observed data are a mixture of continuous variables, factors and 
categorical variables. Confounding of variables can be a real problem - for 
example if a particular variety is grown only in high rainfall areas.
Analysis may be able to discover factors which are associated with the 
disease, but the sampling strategy should be planned accordingly, 
is considered important (e.g. humidity or previous crop), then the sampling 
should be designed to cover a range of values for that factor; to have many 
samples at different levels of the factor; and to be balanced as far as 
possible for o«_her important factors.
If a factor
The number of sample points should be much greater than the number of 
explanatory variables. We will look at an example later. But it should be 
clear that for this kind of study, it is useful to have some hypotheses about 
important factors and plan the sampling to suit.
Sampling to discover population distribution5.4
The previous sections have concentrated on estimation of plot means from 
subsamples. We have concentrated on normal data, and mentioned that larger 
sample sizes -re required for non-normal data (e.g. Y/N data for estimates of 
proportion, poisson data). When many samples are taken, the plot average will 
be roughly normal, whatever the distribution of the subsample data.
In scouting programmes, the situation is quite different. Only a few samples 
are taken from a field and the results used to make a control decision, e.g. 
to spray or not to spray. For this purpose we want to take the minimum 
samples necessary to make a decision with a known small risk of being wrong. 
To do this we must know:
The theoretical thresholds for control decisions - mean numbers per 
sample (i.e. economic thresholds).
1.
The type of distribution of the sample data.2.
An intense sampling programme can be used to estimate the type of 
distribution. When we know this we can plan the number and location of 
samples to take in the control scouting programme. For a given sample, we can
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Thus a decision to spray or not can be made with a known risk 
The type of distribution also gives some information about insect















Counts from sampling units are often low; the sample counts will follow 
(theoretically) a Poisson distribution if the population is random in the 
field; and a Negative Binomial distribution if the population is clumped, 
the population is mixed, results will be unpredictable.
If
To test the distributions, we must first choose a suitable time of sampling, 
and a sampling unit. These decisions are critical to the biological 
importance of the results; a statistician can help by comparing the variation 
between alternative units. A field is then sampled intensively on a grid 
layout. Note, this assumes that there is one population on the whole area; if 
this is clearly not true (for example there are large patches of infected and 
non infected plants) then a stratified sampling approach should be adopted. 
Separate estimates would be made for each class.
The sample values can then be compared to theoretical Poisson, Negative 
Binomial or Normal distributions. In many cases good agreement is found.
However if there are different levels in different areas of the field (spatial 
clusters of insects, disease) then the tests are not very sensitive, 
researcher should look carefully at the sample data as well as the statistical 
results.
The




Castor Bean Insect populations
Discuss spatial patterns.
Non parametric tests may be used to compare sample data with theoretical 
distributions. We will discuss these tests in a later section. If the 
distribution can be assumed, the best sampling strategy can be chosen.
Note: Mixed distributions cause real problems in the kind of decision.
However, the objective may not require high accuracy, because the 
decision thresholds can be adjusted also. Spatial sample data should 
always be inspected for clumping and mixed populations.
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SECTION 6: Regression methods
Regression methods have wide application in agricultural research. We have 
noted the use of regression techniques in designed experiments; i.e. covariate 
analysis and rate response trials. Two other areas where regression is used 
are in yield loss assessment and epidemiological surveys. Regression analysis 
can be applied to many data sets where the control of designed experiments is 
impossible or inappropriate. Many experimental objectives may be better 
tested by designing a trial or survey for a regression type analysis. 
Regression may also sometimes be used to analyse data from a trial that has 
gone wrong due to unexpected events or variable treatments.
Designed Experiments and Regression Models6.1
In designed experiments we apply a range of specified treatments to a number 
of plots. Every effort is made to control the variation due to other factors 
by balancing the experimental layout and choosing a uniform site. We assume 
that a particular treatment should have the same effect in all plots. We aim 
to estimate the treatment means and variation.
We have already noted the problems of designed experiments in plant 
protection; the variability of treatment effects and the variability of 
external factors (e.g. insects) which affect the plots. The fixed treatments 
are often not realized in the experiment. For example/ suppose we wish to 
impose 4 levels of inoculation of a seed borne disease on trial plots. We may 
plant a suitable proportion of infected seed in each treatment. However the 
level of infection which results in the crop may be quite different for the 
same treatment in different replicates. If this happens, and the level for 
each plot can be measured, then a regression analysis using the actual 
infection levels will be more meaningful than the AOV of the applied 
treatments.
For regression analysis, we do not require fixed treatments, but a measure of 
a dependent variable Y (yield say), and so-called explanatory or independent 
variables X (e.g. % of infected plants). We must also have in mind some 
relationship or 'model* for the dependence between Y and X. The simplest 
model is the linear model Y = a + bX. From the data, the analysis will 
estimate the parameters a (intercept) and b (the slope). The model assumes 
that the value of Y depends on the value of X in a linear fashion;
e.g. yield (kg/plot) = 110 - 0.5 x infection^.
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infection^
Discuss the model and the estimated parameters, 
curvilinear response, can also be fitted by regression type analysis.
Other models. e.g.
The class of problems which can be analysed by regression is very large, 
do not need co have replicated fixed levels to perform the analysis.
We
6.1.2 Yield loss: An example
This example is included to compare regression and analysis of variance. This 
example shows how regression might be applied to a designed experiment;, where 
the treatments do not work as intended. This data has been made up to suit 
the linear regression model. We will look at a real example later.
In a RBD; 12 plots were inoculated to give 3 reps of 4 levels of infection. 
However due to interference between plots or some other problems; the actual 




Plot Actual inf. 
level (%)
Yield (kg)Block
1 1 0 30 80
2 2 0 0 100
3 3 0 10 85
4 1 20 5 85
5 2 20 10 90
6 3 20 20 70
7 1 50 60 50
8 2 50 30 75
9 3 50 50 60
10 1 100 50 50
1 2 100 80 30
12 3 100 100 20
The RBD analysis of the applied treatments is not useful. Is regression 
useful? We can see graphically how the two approaches estimate the residual 
variance and fit the models.
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Here the linear model fits well, 
line is small.
Note how the residual variation about the
Now look at the analyses provided Reg.Ex and Anova.Ex. We will take some time 
to discuss the models, the residuals and the difference between the regression 
and analysis approaches.
The regression method allows only for a continuous linear response, 
residual variance is the variance around the line.
1. The
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The AOV method fits discrete treatment means as well as the linear trend 




around the line, and the variance within treatments, 
within treatments is used to test treatment means.
We could choose a series of regression models to give the same AOV table 
as the AOV method.
3.
Note that the regression model is better in this case because the 
treatments are not constant.
balanced, so the block effect in AOV is meaningless, 
may be fitted in the regression model as a factor.
4.
For this reason the blocks are not
The block effects
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t'X.i AOV AS 4 TREATMENTS
18
Analysis of variancexxxxx xxxxx
Variate: YIELD
Soorce of variation d.f. v.r. F pr.s.s. m.s.




3 5489.6 1829.9 14.32 0.004
6 766.7 127.8
Total 11 6706.3
Tables of meansxxxxx xxxxx
Variate: YIELD
Grand mean 66.2
DTREAT 0 20 50 100
88.3 81.7 61.7 33.3





Note that correlation is a measure of linear association only, 
strong curvilinear relationship, the correlation coefficient does not 
summarize this relationship.
If there is a
Uses of regression6.2
Regression is a powerful analysis technique. It can be applied for example, 
to data sources from different sites and years. This is most useful in survey 
work. However, the noise and confounding of mixed data sets may mean that the 
results are not clear. Control of variation is still most important. As with 
all experimental work the objective, data collection and analysis should be 
considered together.
Regression may be used for
to see if the data do show linear, curved or some 
In multiple regression, model selection is quite
(1) Model Selection: 
other relationship, 
difficult.
Model Testing: to see if the data follow some predicted model.(2)
if a model does fit then the regressionEstimation and prediction: 
equation gives an estimate of the average response in the sampled data. 
Standard errors can be calculated for the average response lines, and
(3)
for individual point predictions.
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Example: Bacterial blight on rice6.3
This is a real example of a yield loss study for a particular disease. The 
data is from an experiment at one site, not a survey. This example is 
interesting for discussion of treatment units, level of challenge, sampling 
units and regression.
Briefly: Treatments were 7 levels of inoculation with the disease, each
applied to 2 plots (5 m x 10 m) in a single field. The treatments were 
applied to border rows to provide a different level of challenge in each plot.
Within the plots, the sampling unit was a hill of rice. The level of disease 
varied within each plot. Systematic sampling was used (up to 35 hills per 
plot), each hill was sampled at 6 growth stages for bacterial blight 
severity. Plant height and yield were also recorded, and the severity of 
other diseases. Thirty-one hills from a neighbouring field were also 
included, these were free of Bacterial Blight.
In total, the data set is 511 units (hills of rice) with the following 
observations taken on each unit.
BB1 - Bacterial Blight Severity (0-100) at tillering
BB2 - Bacterial Blight Severity (0-100) at booting
BB3 - Bacterial Blight Severity (0-100) at flowering
BB4 - Bacterial Blight Severity (0-100) at late flowering
BB5 - Bacterial Blight Severity (0-100) at milky stage
BB6 - Bacterial Blight Severity (0-100) at dough stage
Plant height
Shb - lesion length of sheath blight disease 
DP - Dirty panicle disease (0-100%)
SHR - Sheath rot disease (0-100%)
NOP - Number of panicles 
Yield (gm/hill)
We will use this example as a workshop example for regression and multiple 
regression. We take Yield Y as the dependent variable and try to find out 
what factors influence yield and which factors are most important.
Note: The assumption here is that the diseases affect hills at random - at 
least there is no relationship between 'yield potential' and disease 
There is the possibility of confounding if (for example) the 
disease attacks plants more when they are weak or under stresss. 
Discuss this.
level.
We expect a negative relationship between BB and yield. If we have only one X 
variable (e.g. BB4) the analysis is simple. We can look at a graph and 
correlation co-efficient, and fit the regression if the relationship looks 
linear.
for BB4 and yield: correlation r = -0.432
and the fitted equation is: Yield = 13.57 0.244 x BB4
Warning: Strictly linear regression should not be used in this case. There 
is a negative average trend, but the variance is certainly not constant. Some 
alternative categorical analysis may be appropriate. Discuss this with graph 
and analysis.
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Percentage variance accounted for 18.5











Discuss the variation, linear model and interpretation of the equation. Note, 
an alternative 'model' is that BB4 suppresses the potential yield, and other 
factors determine the yield up to that potential. Other factors may be BB at 
other times, or other diseases, or possibly unknown variables in the field.
But why choose BB4? We can compare tne yield relationship for each single 
time of sampling by looking at the correlation of yield with the BB scores. 
We could add up the separate BB score*5 over phenological periods also to see 
if the correlation is greater. This assumes a linear relationship with a 
single variable (see correlation matrix, analysis outputs).
In fact the single variable with the best correlation is the Dirty Panicle 
Disease (DPAN). See Matrix. We perhaps should fit this variable first, and 
check for BB effects after fitting DPAN..





PLHT 0.315 0.117 1.000
DPAN -0.474 0.029 -0.260
SHBL -0.464 -0.066 -0.494 
BB1 -0.206 0.019 -0.106
BB2 -0.367 -0.046 -0.137 
BB3 -0.339 -0.089 -0.137 
BB4 -0.432 -0.085 -0.119 
BBS -0.391 -0.088 0.038
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In multiple regression, we can fit more than one variable. In examples like 
this, there are many choices of model. The researcher may wish to compare 
different models to understand which factors are important.
Different models may be compared by:
the proportion of total variation they explain, 
the size of the residual (or unexplained) variation.
(1)
(2)
Statistically we prefer to fit the simplest model where each term is 
significant. See the various analyses for the BB data set. Discuss the 
residual, and explained variance, and the meaning of the equation. Some 
biological knowledge can assist in choosing reasonable models.
6.3.1 Thoughts for survey work
The above example is in some ways a simple one because the data are from a 
single site in a single season. For survey work the cultural method, soil and 
climatic factors may have a big effect on the relationship between disease and 
yield. Observations of this extra data should be taken. Intensive studies 
like the above example indicate what type and times of sampling may be useful.
Yield loss experiments and surveys6.4
In plant protection, an understanding of the yield losses caused by pests and 
diseases is important for making decisions on control strategy.
For control decision making, we need to combine:




(That is, a relationship between pest intensity and yield




The estimate needs to be accurate enough to make the control
(c) A control method which will act at that stage to reduce the pests, and 
reduce the yield loss.
In this section we look briefly at experiments and surveys to establish yield 
loss relationships. We have already seen in the example above that this 
problem is not simple. It is sometimes impossible to establio*i accurate 
general relationships. Sampling variability can be a big problem. The 
response for pest numbers may vary with seasonal conditions and interactions 
with other pests. The general approach is to try to discover accurate 
relationships under controlled conditions (e.g. a series of experiments).
Then verify these relationships under field conditions. The behaviour and 
effects of pests on small plots is often very different than in the field.
6.4.1 Yield potential and pest intensity
To discover yield loss relationships we need to be able to establish the yield 
potential in pest free conditions; and to measure yield at a range of pest 
intensities. Regression methods may then be applied.
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Sampling is a big problem; we need to be sure that there is a range of pest 
intensity on the experimental units; and we need to measure the intensity 
accurately and repeatably. The sampling unit will depend on the type of crop 
- it may be a single tree, an area in a farmer crop, or a plot or pot in am 
experiment. The accuracy of the yield potential estimate, and the pest 
intensity estimate, will depend on the sampling unit. Pest intensity may be 
measured by:
(1) Actual counts of pest numbers (or weights).
Visual ratings of pest numbers or disease severity.
Counts of damaged plants or crop units (e.g. terminal shoots). 




All these methods are subject to sampling variation. The researcher should 
use the most repeatable and consistent measurement. If insects ar^ mobile and 
hard to catch, then actual counts will be variable - a damage rating system 
may be better for recording insect intensity. For regression models, an 
accurate ordering is essential; ratings such as ’low* or ’high' are not useful 
in this kind of work.
Plots may be caged or chemically controlled to give zero levels of pest for 
maximum yield estimation. However, these treatments themselves may affect the 
yield potential in unknown ways.
6.4.2 Controlled experiments
Experiments designed for yield loss normally have a series of infested and 
pest fr«e plots. The plots may be paired in two treatments (Infested and 
Not), or some attempt made to introduce a range of pest levels onto treatment 
plots. The actual level is sampled.
The simplest situations are when the pest is static and acts at a particular 
time so that the population does not change. For example, certain soil 
insects or diseases may affect only the germination of seeds. A pot 
experiment can be designed with accurately measured levels of pests. The 
effect on germination can be measured, and a response curve derived. The 
actual yield loss may have to be tested in the field for different plant 
densities.
Example: Soil insects (wheat root scarab) on wheat (South Australia). 
'Economic Threshold' was decided from the hand fitted line. Discuss this.
ECONOMIC THRESHOLD - WHEAT ROOT SCARAB
100
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For nematodes and other soil pests, it is possible to sample sites before 
planting. Sample sites should be chosen with a wide range of pest levels. 
Interactions with other pests may introduce variation - these data should be 
recorded, or selective controls might be used to exclude other pest problems.
However, the situation is usually more complicated than this. The damage will 
depend on the pest levels, but also on the time of attack, other pests (e.g. 
predators) and seasonal conditions. Generally the population of insects will 
change through the growing season, and time of infestation may be as important 
as the level. Controlled glasshouse experiments may help to understand the 
relationships (e.g. insects may be introduced to caged plant at different 
stages). However, the damage and yield results do not usually reflect the 
field situation.
6.4.3 Yield loss survey studies
Paired plots of pest free and infested crop may be set up in farmer fields to 
test yield loss relationships over a range of sites and seasons. Regresson 
analysis may be used to determine the average response and the variation in 
response.
Example of a field study; Pea Weevil (Western Australia).
Pea weevils attack the pods of field peas. The effect on yield is easily 
measured by counting the percentage of damaged pods and damaged seeds. Trial 
work indicated a control strategy, but small plots were not the same as field 
conditions for this migratory pest. A study was set up in farmer fields. An 
insecticide spray was applied at flowering. The insects migrate back into the 
crop, so different distances from the edge will suffer different levels of 
attack. Samples were taken weekly at fixed distances from the edge of the 
crop. The yield at each sampling site was recorded and a relationship between 
insect numbers, yield loss and depth was established. The economic loss can 





Example: Yield loss on barley due to Scald disease (Western Australia). For 
discussion of design, hypothesis, sampling and analysis.
17 experiments at different sites over three years to cover a 
range of conditions.
Disease control: Selective fungicide to control other diseases 
(to remove confounding). Complete control on some plots for 
yield potential.
Infection: Natural (disease common in the areas).
Design:
Yield; disease (%) on individual leaves at different growth 
stages. Yield converted to percentage yield loss before analysis.
Data:
To discover which disease measurement was best predictor of yield 
loss (which leaf, which time or times).
Multiple regression.
Analysis:
Disease at single growth stage was found to be adequate 
(g.s. 75). Disease (%) on third leaf, or average of top three 





Yield loss (%) = 
1.83 + 0.318 D%
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ScaW infection at g.s. 75 (Vt)
Fig. 1. Percentage yield loss against scald in cultivars Clipper and 
Stirling at g.s. 75, in experiments conducted during 1979-83 (Stirling 
• , Clipper O).
60 80 100
For a full report of this study see the paper by Khan and D’Antuono: 
'Relationship between Scald and losses in grain yield of barley in Western 
Australia'. Aust. J. Agric. Res., 1985, 36, pp. 655-661.
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Non-normal data and non-parametric methodsSECTION 7:
In this section we will discuss non-normal data, and some methods for analysis 
of these kinds of data. Most of the methods described so far are designed for 
normally distributed data. If the data are normal, then the mean and variance 
summarize the distribution. Analysis methods concentrate on the estimation 
and comparison of means. In nature much data is roughly normal in 
distribution. If the data is continuous and symmetrical in distribution, then 
the normal model is likely to be reasonable. Analysis methods using the 
normal model will then be the most efficient.
However, many types of data are not normal, and different methods must be 
used. Common examples of non-normal data in plant protection work are:
Categorical data - the observation is membership in a category, 
includes binomial data where only two categories exist, e.g. Y/N, 
alive/dead, diseased/healthy.
This
Ordinal data - the observation is categorical but the categories are in 
order; e.g. severity ratings on scale 0-5, phenological stage.
Proportion and percentage data.
Count data, e.g. insect counts per quadrat.
For non-normal data, the mean and variance of a sample do not summarize the 
data. For categorical data, the average of values does not make sense, 
skewed data, or ordinal scales, it is possible to calculate a mean, but this
Researchers should examine their data and consider
For
value may not be useful, 
whether the mean is a useful quantity for the particular data set.
Non-parametric methods of analysis do not rely on comparison of means.
Instead, we analyse the counts of individuals in categories, or the order of 
the data. There are a range of non-parametric methods and c^sts for specific 
situations. We will look only at some common methods. When collecting 
non-normal data, randomization, balance and minimization of bias from 
confounding factors are important as for normal data. Generally larger sample 
sizes are required for significant results with non-parametric tests.
Analysis of transformed data7.1
In many cases, non-normal continuous data and quasi-continuous data can be 
made approximately normal by transformation. If so, then AOV or similar 
analysis should be performed on the transformed data. Common examples are 
count data and percentage data. The actual transformation used should be 
chosen to suit the data - the statistician can check the residuals from the 
analysis to confirm that the transformation is reasonable. When
transformations are used, all treatment comparisons, standard errors etc., 
should be made on the transformed means. The researcher may apply 
back-transformation to the original units for reporting the results.
Transformations are correctly applied when they adjust for unequal variance of 
values in different treatments (i.e. at different levels of response). 
Transformation is often required when the response data covers a large range 
of values.
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Remember that transformation for AOV is an attempt to normalize the data so 
that comparisons based on means and variance make sense. If some treatments 
have no variation at all (e.g. all zero data) then transformation is not 
appropriate. Example: Kai Banana Disease Ratings.
Note: The log transformation is also used in the special situation where the
scientist expects the effects to be multiplicative. In this case, log 
transform data should conform to the additive AOV model.
Categorical rating scales7.2
Many experimental measurements are taken on a categorical or ordinal rating 
scale with some element of personal judgement by the recorder. Examples 
include disease severity., insect population levels, plant damage rating, 
vigour, colour ratings. The scoring system should be designed to suit the 
problem and the recorder. The design of the rating scale (and the occurrence 
of the scores) will affect the analysis which can be used.
The rating scale should be designed so that the categorical allocation is 
quick and repeatable, and that clear standards are defined for comparison of 
data from different sampling times and operators. Commonly, visual ratings 
are possible only on a five point scale, and the intervals are often not 
equally spaced, e.g. disease rating 0-4: 0 (zero), 1 (trace), 2 (mildly 
affected), 3 (moderately affected), 4 (severe).
Attempts to measure the exact area affected may be too time-consuming and very 
variable. The classes should be easily separated by the observer. In some 
cases a Yes/No categorization is all that is required. Generally however it. 
is useful to have as wide a range of scores as the observer can confidently 
record. Categories can always be combined at a later stage before analysis.
Note that the disease scale above does not have equal intervals. The average 
of a set of values may not make sense. When subsampling from a treatment, the 
individual values should be kept.
Contingency tables - frequency data7.3
Categorical data from surveys or experiments can be compared for treatment 
effects using the chi-squared contingency table test. The null hypothesis is 
that the distribution of scores (i.e. the proportion of individuals in each 
category) is the same for all treatments. The data that is used is the 
frequency table of coi’^ts in each category.
(Y/N data) 20 trees on each of two plantations were examined for 
the presence of disease X.
Example 1:
Table: Counts of infected and non-infected trees
Non-infectedInfected Total
Plantation 1 6 2014
Plantation 2 12 208
Null hypothesis: The proportion of infected trees is the same on each
plantation.
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Can we reject this hypothesis?
Work through and discuss this example.
(Severity Scale) 30 fruit were stored at two temperatures and a 
disease rating (on 0-4 scale) was recorded after ten days storage 
on each fruit.
Example 2i
Counts of disease ratings of stored fruitTables
Rating Total
2 3 40 1
305 10 10 05Temp 1
2 303 14 20Temp 2
Discuss null hypothesis; grouping. If categories 0 and 1 are marketable how 
should we look at this data? Work through this example.
The chi-sguared value summarizes the deviation of the observed data from the 
expected data under the null hypothesis. If this value is large enough then 
we can reject the null hypothesis, i.e. accept that the treatments have 
affected the distribution of scores.
The power of the chi-squared contingency test to detect differences depends on 
the number of samples, the number of categories, and the distribution of the 
values.
numbers are too small, then the test is not valid, 
differences are significant, estimation of proportions based on small samples 
will be unreliable.
If a problem is rare then much larger samples will be needed.
Even where treatment
If the
Frequency data - comparison to known expectation or distribution7.4
A chi-squared test may also be used to compare sample data from a single 
population with some known distribution. A common example is samples of 
insect distribution in a field. The researcher wishes to know if the numbers 
indicate that the insect is randomly distributed or clustered in some way. In 
fact this is a difficult question to answer completely because of the spatial 
sampling pattern. However, if the insects are randomly distributed and counts 
are low, then the sample data should follow a Poisson distribution. With 
clumping, a different distribution (negative binomial) is used as a model.
Example: White grub and Peanut pod damage (Khon Kaen, 1987). Plants were 
harvested and the number of grubs beneath each plant was counted. 
Approximately 50 plants per row.
Nul hypothesis: The insect counts follow a Poisson Distribution.
Count the frequencies of the sample data at each value 0, 1, 2 
etc.
expectation for the same sample size and mean, 
chi-squared value.
Method:
Compare these frequencies to the theoretical Poisson
Calculate
-63-










Total number of insects observed 
Average number per plant = 93/170 = 0.547
93
Does this data agree with the Poisson Distribution?
Work through the example. Discuss row effects and comparing fields.
Additional Exercise: The actual white grub study was to compare the damage 
effects of late harvesting. Because the sampling is destructive, two separate 
fields were used (i.e. no replication of plots). There is possible 
confounding if the populations are different in the two fields. Compare the 
populations. In each whole field 10 rows of 50 plants were harvested, there 
are some missing values.













There are many other ^on-parametric methods which can be applied to test 
hypothesis in different situations. Whenever the data are not continuous, or 
are poorly distributed (e.g. many zeros), the researcher should be aware that 
non-parametric methods may be used. The statistician should be consulted for 
the analysis; and also for advice on sample numbers when non-normal data are 
to be collected.
It is possible to analyse multi-factorial contingency tables using log-linear 
models. The results of this type of analysis can be presented in an ’analysis 
of deviance' table which is very similar in form to the analysis table from a 
factorial Analysis of Variance (see Kai banana example). This is a very 
useful technique in epidemiological surveys. For more factors and categories, 
larger samples are required, and balance of the survey must be considered.
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Kai banana example7.6
In this section we present an example which illustrates some of the points 
mentioned above, 
workshop session.
It is intended to use this example for discussion in a
Example: Post-harvest disease of Kai banana. The experiment concerns the 
control of post-harvest fungal disease. Treatment factors include pre-harvest 
and post-harvest treatments in a factorial design.
Pre-harvest treatments
Spray with fungicide (Y/N)
Plastic bag over bunch (Y/N) - 2 levels
2 levels
Post-harvest treatment
Chemical (Control, Crownpad (CP), TB2) - 3 levels
There were four replicates of eachThe treatment unit was a bunch of bananas, 
treatment.
The storage and sampling unit was a hand of bananas (4 hands per bunch), 
numbered according to position in bunch).
After five weeks of storage, the hands were given a rating.
Data: Disease rating (scale 1-5) 
Colour rating (scale 1-5)
A listing of the disease rating data is attached.
Analysis: There are no obvious bunch or hand number effects so it seems 
reasonable to treat each hand as a unit. The design is a balanced factorial 
(3 factors) and AOV would be used if the data were continuous. AOV might be 
reasonable for ordinal data also if the data values were roughly normal over a 
range. The problem here is the lack of variation - ratings for each treatment 
are all 1, 2 or 3.
AOV should not be used here - see output and residual plot, 
lack of variation makes many factors appear significant.
In this case the
Non-parametric analysis can be validly applied, 
reduced to the counts of hands in each rating category - in fact only two 
categories are used here.
The data areSee Table X.l.
Chi squared tests can be used to test for the significance of the main 
effects. See tables X.2, X.3 and X.4 for the main effects of BAG, SPRAY and 
post-harvest CHEMICAL treatments. A more complex analysis can be used to test 
for interactions between the factors. Discuss what the analysis means in each 
case.
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Counts of disease rating for hands of bananas by treatment factorsTable X.l
Disease rating 






Cont 12 4Yes No
0 16CP
0TB2 16






Table X.2 Counts for bag main effect
Disease rating 




Chi-square (1 df) = 13.1 p < 0.001***
Counts for spray main effectTable X.3
Disease rating 




Chi-square (1 df) = 20.2 p < 0.001
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Table X.4 Counts for Chemical main effect
Disease rating 





Chi-square (2 df) = 82.6 
(for contrast Control v TB2 (1 df) chi-square = 6.6)
p < 0.001***
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TABLE : DISEASE RATINGS FOR 196 HANDS OF BANANAS
HANDNUM
BUNCH
1 2 3 4
BAG SPRAY CHEM
BAG SPRAY CONTROL 1 1 1 1 1
2 1 1 1 I
3 1 1 1 1
4 1 1 1 1
1 2 2CROWNP 1 1
2 2 2 2 1
3 2 2 2 1
4 2 2 1 1
TB2 1 1 1 1 1
2 1 1 1 1
3 1 I 1 1
4 1 1 1 1
1 1NOSPRAY CONTROL 1 2 1
2 1 2 1 2
3 21 1 1
4 1 1 1 1
2CROWNP 1 2 2 2
2 2 2 2 2
3 2 2 2 2
24 2 2 2
TB2 1 1 1 1 1
2 1 1 1
3 1 1 1 1
4 1 1 1 1
1 1NOBAG SPRAY CONTROL 1 1 1
2 1 1 1 1
3 1 1 1 1
4 1 1 1 1
CROWNP 1 1 2 2 2
22 2 2 2
3 2 2 2 3
4 3 2 2 3
TB2 1 1 1 1 1
2 1 1 1 1
3 1 1 1 2
4 1 1 1 2
NOSPRAY CONTROL 1 2 2 2 2
2 2 2 2 2
3 2 2 2 2
4 2 2 2 2
1 2CROWNP 2 2 2
2 2 2 2 2
3 2 2 2 2
4 2 2 2 2
TB2 1 2 1 1 1
2 2 1 1 2
3 2 1 1 2
4 2 1 1 1
p67.1
ANALYSIS KAI.GLM
KAI BANANA DISEASE RATING : MULTI-FACTORIAL ANALYSIS OF COUNT DATA
MULTI-FACTORIAL ANALYSIS OF COUNT DATA USING POISSON GLM.
Data : Counts of hands in 2 categories (score 1, score>l) 
Factors : BAG,SPRAY (pre-harvest), CHEM (post-harvest) 
Analysis of deviance table gives approximate chi-square 
test for the effects of factors on the distribution 
of the counts over the 2 categories
*** SUMMARY ANALYSIS OF DEVIANCE ***
Y-VARIATE: SCOUNT
(unexplained deviance) (deviance change gives) 
(approx chi-sqare for term) 
CHANGE








































ANALYSIS KAI.AOV : AOV OF CATEGORICAL DATA
NOT NORMAL DATA - SEE RESIDUAL PLOT


































































































*** Standard errors of differences of means ***
CHEM SPRAY BAGTable BAG
CHEM
64 96 3296rep. 







48 32 16rep. 
s . e . d . 0.0609 0.0745 0.1054
p67.3
KAI.GRAPH : PLOT OF RESIDUALS FROM AOV vs FITTED VALUES 
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