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Abst rac t - -Th is  paper provides a survey and a critical overview of the mathematical results, 
analytic and computational, on the solution of the nonlinear Boltzmann equation. The topics dealt 
with in this paper are the following: mathematical formulation of initial and/or boundary value 
problems, existence theorems, computational treatment offluid dynamical problems. 
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1. INTRODUCTION 
The Boltzmann equation is the fundamental model of rarefied gas dynamics, which has been 
successfully applied to the analysis of several molecular fluid dynamic problems. The application 
of the Boltzmann equation starts from the formulation of mathematical problems, generally initial 
or/and a boundary value problems, goes through the development of a qualitative theory related 
to existence, regularity and asymptotic behaviour of the solutions and finally the development 
of suitable computational techniques can allow to obtain quantitative solutions in problems that 
are of interest for the applications. 
This review paper deals with the afore-mentioned topics. More in details, the second section 
provides a concise description of the Boltzmann equation--viewed as a model of the phenom- 
enological kinetic theory of gases--and of the mathematical formulation of problems. The third 
section provides a survey of analytic results on the initial and initial-boundary value problem. The 
fourth section deals with a survey of the literature on the computational methods related to the 
solution of problems in molecular fluid-dynamics. The paper is concluded by a final discussion. 
The presentation is offered in a concise form in order to provide an immediate presentation 
of mathematical results and of the related mathematical literature. As a matter of fact, the 
main purpose of this paper is to provide a guide to the pertinent literature on the theory and 
application of the Boltzmann equation. The contents covers the conceptual (challenging) line 
that goes from analytic to computational nalysis. 
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2. MATHEMATICAL  MODELS AND PROBLEMS 
The Boltzmann equation is a mathematical model of the phenomenological kinetic theory of 
gases, e.g., [1,2], which defines the evolution of the one-particle distribution function for a simple 
monoatomic gas. The evolution equation for the distribution function f = f(t, x, v) is obtained 
equating the total derivative of f to the gain and loss terms due to the collisions generating 
creation and destruction of particles which at the time t E [0, T] are in a neighborhood of the 
phase point x, v, where x E D C ~3 is the position and v E R 3 is the velocity. 
The Boltzmann equation, for a large class of pair-particles interaction potentials, writes 
\ 
+ v. v .  + F.  Vv) S : J(S, S ) :  J,(S, S ) -  J2(1,$) 
% 
= f B(n,q)f(t,x,v')f(t,x,w')dndw-f(t,x,v) / 
~¢a × s~ R 3 × S2+ 
B(n,q)f(t,x,w)dndw, (2.1) 
where: 
F is the external force field acting on the particles; 
v, w are the precollision velocities of the test and field particles, respectively; v ~, w I are 
the postcollision velocities; 
q = w - v and q~ = w ~ - v I are the precollision and postcollision relative velocities; 
n is the unit vector in the direction of the apse-line bisecting velocities q and q~; 
S 2 is the integration domain of n 
s~ = {n e ~¢3: Inl = 1, <n, q) > 0},  
B(n, q) is a collision kernel which depends upon the interaction potential. 
The integral form of the init ial value prob lem for the Boltzmann equation in absence of an 
external force field in the whole space R 3 with given initial conditions 




~0 tf#( t ,x ,v )  = f0(x ,v)  + J#(s,x,v) ds, 
f#(t ,  x, v) -- f(t ,  x -t- v t, v), 
(2.3) 
J#(t ,x,v)  = J(t ,x + vt, v). 
Classically, in order to provide a definition of a so lu t ion  to  the  init ial value prob lem,  
a Banach space, say B, is defined and it is stated that a solution belongs to such a functional 
space and satisfies the initial value problem (2.3). Existence theorems generally refer to mi ld 
solut ions,  namely to the solution of the integral equation. Existence of classical so lut ions can 
be proved, under suitable assumptions on the regularity of the initial datum. Detailed definitions 
can be recovered in the literature, e.g., [3, Chapter 1]. 
A relatively different definition of solution was proposed in the fundamental paper by DiPerna 
and Lions [4], which provides existence theorems for large Ll-data. 
DEFINITION 2.1. Let 
0 _< f E L~o c ([0, c~) × R 3 × R3). 
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Then f = f(t ,  x, v) is a renormal i zed  so lu t ion  of equation (2.1) ff 
1 
J ,(f ,  f )  e L~o ¢ ([0, co) × R 3 x R3), 
1 + I 
and g = log(1 + f)  satisfies the equation 
Og 
-~ + v.  Vxg = 
in the sense of distributions. 
(2.4) 
1 
1 +f  J ( f ' f ) '  (2.5) 
Dealing with this type of solutions related to integral form of the initial value problem leads 
to mild renormaUzed so lut ions .  
Consider now initial-boundary value problems referring to two specific problems: the in ter ior  
domain problem which is such that the gas is contained in a volume with a solid surface on the 
boundary and the exterior domain problem, which is such that the gas occupies the whole 
space R 3 and contains an obstacle. 
The surface of the solid wall is defined in both cases by 0A, the normal to the surface directed 
towards the gas is v. In order to define the boundary conditions on a solid wall, we need to 
define the partial incoming and outgoing traces f+ and f -  on the boundary 0A, which, for 
continuous f, can be defined as follows: 
f+(x ,v )=f (x ,v ) ,  xeOA,  v .v (x )>O 
(2.6) 
f+(x, v) = 0, x e 0A, v .  v(x) < 0; 
and 
f - (x ,v )  = f(x,v), x • OA, v.v(x)  < 0 
(2.7) 
f - (x ,v )=O,  xeOA,  v .v (x )>O.  
Then the boundary condition is formally defined as follows: 
I+(t ,x ,v)  = ny -  (t, x, v), (2.8) 
where the operator 7Z, which maps the distribution function of the particles which collide with 
the surface into the one of the particles which leave the surface, is characterized, for a broad 
range of physical problems, by the following properties: 
- T~ is linear, of local type with respect o x and is positive, i.e., f -  >_ 0 ~ 7~f- >_ O. 
- It preserves mass, i.e., the flux of the incoming particles equals the one of the particles 
which leave the surface and local equilibrium at the boundary, i.e., w + = 7~,  where ww 
is the Maxwellian distribution at the wall temperature. 
- 7~ is dissipative, i.e., satisfies the Darrozes and Guiraud [5] inequality at the wall. 
The reader is referred to [5] for further details on the mathematical aspects on the formulation 
of the boundary conditions and, in particular, on the properties of the operator 7~. The book 
by Cercignani [2] provides the description of some specific models. The experimental ctivity 
on the gas-surface interaction addressed to validate mathematical models for the applications i
documented in [6,7]. 
The formulation of the initial-boundary value problem, in the case of the interior domain 
problem, consists in linking the evolution equation (2.3), to the boundary conditions on the 
wall 0A. In the case of the exterior domain problems, it also is necessary to provide suitable 
Maxwellian equilibrium conditions at infinity. If one deals with the boundary value problem, then 
the statement of the boundary conditions must be linked to the steady Boltzmann equation. 
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3. EX ISTENCE THEORY 
This section deals with a survey on the qualitative analysis, existence and asymptotic behav- 
iour, of the solutions to the initial and/or boundary value problems. The survey is organized in 
two parts: 
• Solutions for small initial data: perturbations of vacuum, spatially homogeneous and 
equilibrium solutions. Existence and uniqueness of the solutions can be obtained under 
suitable smallness, in norm, assumptions of the initial conditions. 
• Solutions for large L 1 data. This type of results, due to DiPerna and Lions [4] exploit the 
averaging Lemma by Golse, Lions, Perthame and Sentis [8] to obtain existence of weak 
solutions without smallness assumptions. 
The review will be limited to the statement ofthe existence theorems and to the mere indication 
of the methods used for the proof. For a more extended information on the proof techniques, 
the reader is addressed to the survey [9] for the Cauchy problem, on the book by Greenberg, 
Protopopescu and Van der Mee [10], for linear problems and to the book by Maslova [11], for the 
analysis of boundary value problems. 
3.1. The Cauchy  Prob lem for Small  Initial Data 
This section deals with a review of mathematical results on the existence theory for the initial 
value problem for small initial data which decay to zero at infinity in the phase space. The initial 
data can be either in L 1 A L °° or in L °°. In the first case, the mass of the gas is finite. In the 
second case, the mass of the gas can be infinite. 
This topic is now regarded as well understood, as documented in Chapters 2 and 3 of the 
book [3], as well as in [12-14]. In details, paper [12] refers to a hard sphere gas and to initial 
conditions which tend to zero at infinity in the phase space with exponential behaviour. Paper [13] 
generalizes the result of [12] to the Boltzmann equation with general interaction potential between 
pairs of particles. In both papers, the mass of the gas is finite. The analysis of [14] refers to a 
gas with infinite mass. In fact the initial conditions are assumed to decay in the physical space 
with inverse power behaviour: in this case, for sufficiently small decay the mass of the gas can be 
infinite. Several other papers have been produced about this type of results. Nevertheless, the 
main results are contained in the above cited papers. 
The theorems can be proved either using the iterative scheme proposed by Kaniel and Shinbrot, 
as shown in [12], (the proof is also reported in Chapter 2 of [3]), or by Banach fixed point theorem 
as shown in [14] and can be technically generalized to the case of the Cauchy problem in the 
presence of an external force field. In particular, Hamdache [15] deals with initial data decaying 
exponentially to zero at infinity in the phase space and trajectories prescribed by an oscillating 
field. A quite general result is proposed in paper [16], where global existence isproven for decaying 
data for particles in a force field acting in a time interval [0, T], with T finite, however large. 
An other important result refers to small perturbation of the spatially homogeneous problem 
which is due to Arkeryd, Esposito and Pulvirenti [17]. In this paper the problem with initial data 
interior to the solution of the spatially homogeneous problem is considered for a gas of particles 
interacting with hard potential and confined in a three dimensional domain D -- [0, 1] 3. The 
sketch of the proof is reported in [3,9]. 
This result was further developed by Wennberg [18], who developed the analysis for Maxwell- 
ian molecules a -- 4, and showed strong convergence to equilibrium conditions with mass, mo- 
mentum and energy corresponding the initial condition. 
The third group of results refers to the analysis of the Cauchy problem near Maxwellian equi- 
librium. This problem is well documented in the literature and that some good surveys already 
exist. In particular, the reader is referred to [3, Chapter 3], and [11, Chapter 3]. 
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3.2. The  Cauchy  Prob lem for Large Initial Data 
The analysis of the initial value problem for the Boltzmann equation for large initial data in L 1 
is due to DiPerna and Lions [4], who proved a theorem which is certainly the fundamental one 
in the analysis of the Cauchy problem in kinetic theory. The result refers to existence of weak 
solutions according to the definition which will be given later on. 
As in the case of the existence theory for small initial data, one needs suitable assumptions on 
the collision term B(n, q) 
ASSUMPTION 3.1. The collision kernel B(n, q) satisfies the following condition 
B(n,q) E L°°N L 1 (R3; L I (s2) )  , (3.1) 
which is equivalent to A E L °° N LI(R3), where 
A(q) = f B(n,q) dn. (3.2) 
ds 2 
The analysis developed in [4] uses the property that if f is a nonnegative solution of (2.3), then 
the the entropy functional 
g(t)  = [ f ( t ,x ,v )  log f ( t ,x ,v )dxdv (3.3) 
JR 3XR3 
is monotone decreasing with respect to t and the following inequality holds 
[ /(t, x, v) (I + Ix - vii 2 + v 2 + l log/(t, x, ~)I) dx d~ < sup (3.4) 00. 
t>0 JR3xR3 
The main result of the analysis developed by DiPerna and Lions can be stated in the following 
theorem. 
THEOREM 3.1. Suppose that Assumption 3.1 holds and that there exists a sequence fn of non- 
negative renormalized solutions to the initial value problem, with initial condition f°n, for the 
Boltzmann equation such that 
fn E L °° n L 1 ([0, T] x ~3 X ~3), VT > 0, (3.5) 
Ji(fn, fn) e L~o c ([0, oo) x R 3 x R3), for i ---- 1, 2, (3.6) 
and for some constant C independent on n 
[ fn(t, x, v)(1 + Ix -v t ]  2 + v 2 +l  log fn(t, x, v)[) dxdv < C. sup (3.7) 
t>0 JRaxRS 
Then, assuming that fn converges weakly to a function f in 
L 1 ([O,T] × R 3 × R3),  VT < oo 
and that fo = fn(t = O) converges weakly to a function fo in LI(R 3 × R3),  implies 
(i) / • c([0, oo); LI(R 3 x R~)), 
(ii) f satisfies the initial condition f(t  = O) = fo and VT < oo 
1 L 1 ([0,T]; L 1 As)) (3.8) 1 ÷ f J l ( f , f )  • (R3 x , 
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(iii) 
J2(f , f)  • L °° ([0, oo); L 1 (R 3 × R3)) (3.9) 
l+f  
f is a renormalized solution, of the initial va/ue problem for the Boltzmann equation 
such that L(y) • L°°([0, c¢); LI(R 3 × R3)). In addition, condition (3.4) and the entropy 
inequality 
e(t, x, v) dx dv < lim fn ° log fo dx dv, H(t )  + ~ 3xR s .-~oo 3×as (3.10) 
where 
e(t,x,v) = fR3xs2 B(n ,q ) ( f ( t ,x ,v ' ) f ( t ,x ,w ' )  
[f(t,x_,v')f(t,x,w')] 
- f ( t ,x ,v ) f ( t ,x ,w) )  log [ f ( t ,x ,v ) f ( t ,x ,w)  J dxdv, 
(3.11) 
are satisfied. 
The existence theorem follows. 
THEOREM 3.2. Suppose that Assumption 3.1 holds and that the initial condition fo > 0 satisfies, 
almost everywhere in R 3 × R 3 and for some constant C, the inequality 
fR f°(x,v) (1 + Ix12 + Iv12 + I log f°(x,v)l) dxdv<C.  
SxRS 
(3.12) 
Then, there exists an f(t ,x,  v) which satisfies items (i)-(iii) of Theorem 3.1. This ensures global 
existence of the renormalized solution to the initial value problem for the Boltzmann equation. 
Analogous existence results can be found, with technically different assumptions on the collision 
kernel, as documented in [4]. 
The generalization of the theorems which have been described above to the analysis of the 
initial-boundary value problem is due to Hamdache [19] for isothermal walls. The analysis is 
developed first providing a weak formulation of the problem obtained integrating the Boltzmann 
equation along the characteristic lines (which also include the ones defined by the collision on 
the wall). Then the existence of weak solution is obtained using L x compactness and averaged 
stability of the collision operator. Hamdache's analysis is developed for walls with uniform 
temperature. A further generalization is due to Arkeryd and Cercignani [20], who have studied 
the problems with nonisothermal wails. The proof requires the assumption on the admissible 
velocities are bounded. 
A further important contribution i  the analysis of renormalized solution is due to Lions in the 
sequence of papers [21-24]. He was able to show that the "gain-term" of the Boltzmann equation 
is compact for solutions of the equations with natural bounds on mass, momentum and energy. 
This property leads to a remarkable result: L1 convergence to the equilibrium. This compactness 
result is further developed to obtain L1 convergence and equivalence of weak solutions to strong 
solutions when they exists. 
4. COMPUTATIONAL ASPECTS 
The object of this section is to present a review of some solution methods for the Boltzmann 
equation, when applied to the calculation of external f ows. The survey will mainly refer to [25,26]. 
One of the crucial topics in dealing with the solution of problems in fluid dynamics is the 
numerical validity of the models for the description of the fluids. The Boltzmann equation is 
generally considered the most accurate model for predicting rarefied flows around obstacles fly- 
ing at high speed and high altitude. But, when the mean free path gets too small, the numerical 
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solution of Boltzmann equations becomes impossible because the discretisation step of the as- 
sociated grids must be smaller than the mean free path. The classical solution consists then in 
replacing the Boltzmann equations by the fluid limit obtained when the mean free path goes to 
zero, that is either by the Euler equations (at order zero) or by the Navier Stokes equations (at 
order one). These asymptotic models reach their limit of validity when the mean free path is 
roughly one thousand times smaller than the length of the obstacle. For larger values, one may 
use the Euler (or Navier-Stokes) equations far from the body but one must use the Boltzmann 
equations at least in the vicinity of the body. Therefore, it is necessary to develop suitable do- 
main decomposition techniques such that the Boltzmann equation is solved is certain domains, 
whereas the Euler and/or Navier-Stokes equations are solved in contiguous, possibly overlapped, 
domains. Suitable coupling needs then to be organized. 
With this in mind, the problem of computing the external flows goes through the following 
steps: 
(i) Domain decomposition f the external field into the domains of validity of the Boltzmann 
equation and of the equations of hydrodynamics; 
(ii) Solution of the kinetic equations in the domain of validity of the Boltzmann equation; 
(iii) Solution of the hydrodynamic equation in their domain of validity and coupling of the 
solution of the kinetic model. 
• The first step is then the domain decomposition. Consider the flow of a rarefied gas in a 
global domain f~ around a solid body of boundary Fw. This domain is split into two (possibly 
overlapped) subdomains ~E and ~"~B. The domain f ls will be used for the Boltzmann equations. 
This is a local domain which contains the obstacle, with internal boundary Fw and external 
boundary FB C ~E. The domain fie will be used for the Euler or Navier-Stokes equations. This 
is a large domain, with an internal boundary FEint C ~s,  which surrounds the body and an 
external boundary FEext which is the external boundary of the computational domain f~. 
• The second step is the solution of the kinetic equations. Nowadays, the methods based on 
splitting of the physical processes are widely used. A free transport is evaluated first, integrating 
the transport term for a time interval. Next, a spatially homogeneous collision step is performed. 
An important result to support his method has been recently given by Desvillettes and Mis- 
cheler [27] have proved that this splitting converges, as Atf tends to zero, to the DiPerna-Lions [4] 
solution of the Boltzmann equation. 
Boundary conditions are taken into account during the free flow step. At far field, the local 
values of the macroscopic observables mass density, velocity and temperature b ing known, the 
distribution of incoming particles is taken equal to the Maxwellian with the same macroscopic 
variables. 
• Then one has to deal With the solution of the kinetic equations. An important class of 
methods is based on the master equations and is called Direct Simulat ion  Monte  Carlo 
methods (see [28-30]). Since these master equations are linear, the solution can be represented 
in terms of a jump markov process which is simulated numerically. 
This probabilistic aspect is also present in the so-called Random Particle Methods which 
are more closely related to Boltzmann equations, but which use random methods to compute the 
collision integrals. 
After the pioneer work by Bird, the first algorithm which relies directly on the Boltzmann 
equation seems to be due to Nanbu [31,32]. A first theoretical investigation of this method can 
be found in [33-35]; see also the applications [36-38]. Further research in this direction led 
Illner and Neunzert [39], Neunzert, Gropengiesser and Struckmeier [40] to introduce the Finite 
Po intset  Method where low discrepancy methods are used to sample the random variables. 
In order to avoid fluctuations, several authors have also proposed alternative approaches based 
on finite volumes, finite elements or finite differences, especially to compute transient regimes 
or problems where fluctuations are costly to avoid (low Mach numbers for instance, or small 
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variations of the flow velocity). Such methods will not be covered herein but we refer to [40-42] 
and the references therein for more details. Finite difference schemes work well for the linearized 
equations and can provide careful description of interesting flow field as documented in [42-45]. 
• The final step is the solution of the Navier-Stokes equation and their coupling with the kinetic 
equations. The coupling is obtained at the level of hydrodynamic approximation f the kinetic 
equations. 
As known, the Boltzmann equation, in dimensionless form, can be written in terms of singu- 
lar perturbations of the Knudsen number e which measures the ratio between an average time 
between two collisions and the time needed for an average particle to cross the computational 
domain. The fluid regime corresponds to very small values of ~ (e < 0.01). In such regimes, the 
governing equations can be obtained by a formal expansion of Boltzmann equation in power of e. 
The coupling algorithm is the time marching algorithm introduced and studied in [25,48]. It 
successively solves the Boltzmann equations in the Boltzmann domain with imposed boundary 
conditions on the surface of the body, and the Navier-Stokes equations in the domain of the 
continuous fluid with imposed boundary conditions deduced from the Boltzmann solution. The 
coupling is obtained for the terms of the expansion of the parameter ¢ as documented in [47-48]. 
The general framework is the asymptotic theory of the Boltzmann equation and it trend towards 
hydrodynamics. Several important scientific contributions have been given on this topic, which 
is not reviewed here. The interested reader is referred to the survey paper [49] for a complete 
bibliography. 
5. D ISCUSSION 
This review paper refers to the solution of the Boltzmann equation. An effort is made to link 
analytic results to computational spects. On on the other hand, despite the aforementioned 
effort, it is shown that a wide distance still exists between the existence theorems and the de- 
velopment of computational techniques. This distance has not been covered yet either from the 
existence theory developed by diPerna and Lions [4] and Lions [21], which gave existence of solu- 
tions for large initial data, or from the efficient numerical schemes reviewed in Section 4, which 
provided efficient solutions of nonlinear problems in three dimensional geometry [25,26]. 
It follows that the research activity in this field will deeply involve applied mathematicians 
in future years. This activity should also be addressed to alternative models of the Boltzmann 
equation. 
An interesting model is the Enskog equation [50], which removes the assumption of point 
masses contained in the Boltzmann equation. In the Enskog model the particles are rigid spheres 
and the correlation between pairs of particles is taken into account in some extent. The analysis 
of the Cauchy problem is relatively well understood with results imilar to the ones known for 
the Boltzmann equation [50]. On the other hand, computational spects for this equation have 
not been developed yet. 
Still in the line of developing the Boltzmann model, it may be useful to study models which 
are related to computational spects, such as the Boltzmann equation on a lattice [51] or the 
generalized equations [52], which deal with the distribution function averaged over the action 
domain of the field particles. For both models it is possible to obtain existence and uniqueness 
of solutions for large initial data. Therefore, one can hopefully obtain existence results relatively 
closer to the one needed for the applications. 
Some, relatively simpler, problems in fluid dynamics can be solved by means of the discrete 
Boltzmann equation [53,54]. As shown in [54], this model can solve several interesting problems 
and include interesting effects uch as internal energies or chemical reactions. On the other hand, 
the model is a very simplified one: the gas particles are supposed to move in space with a limited 
number of velocities only. This simplification i volves everal imitations on the applicability of 
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the model. For instance, the model can be applied to the study of very simple geometries and 
second order moments, e.g., the temperature, are not well defined. 
Therefore, it seems important  developing the original Bol tzmann equation towards the descrip- 
t ion of physically interesting flows, e.g., to kinetic theory of molecules with internal degrees of 
freedom and chemical reactions. The essential aspect of the technique of solution of fluid dynamic 
problems is the matching of the equations of the kinetic theory with the Navier Stokes equation. 
The relevant l iterature in this field is surveyed in the lecture [49]. Part icular ly relevant is the 
analysis of this problem in the framework of the existence theory for large initial data [55,56]. 
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