On Lazy Bin Covering and Packing problems  by Lin, Mingen et al.
Theoretical Computer Science 411 (2010) 277–284
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
On Lazy Bin Covering and Packing problemsI
Mingen Lin, Yang Yang, Jinhui Xu ∗
Department of Computer Science and Engineering, State University of New York at Buffalo, Buffalo, NY 14260, USA
a r t i c l e i n f o
Article history:
Received 12 February 2007
Received in revised form 8 September 2009
Accepted 10 October 2009
Communicated by X. Deng
Keywords:
Maximum Resource Bin Packing
Lazy Bin Covering
Approximation algorithms
a b s t r a c t
In this paper, we study two interesting variants of the classical bin packing problem, called
Lazy Bin Covering (LBC) andCardinality ConstrainedMaximumResource Bin Packing (CCMRBP)
problems. For the offline LBC problem, we first prove the approximation ratio of the First-
Fit-Decreasing and First-Fit-Increasing algorithms, then present an APTAS. For the online
LBC problem,we give a competitive analysis for the algorithms of Next-Fit,Worst-Fit, First-
Fit, and amodified HARMONICM algorithm. The CCMRBP problem is a generalization of the
MaximumResource Bin Packing (MRBP) problem Boyar et al. (2006) [1]. For this problem,we
prove that its offline version is no harder to approximate than the offline MRBP problem.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Bin packing is a fundamental problem in combinatorial optimization and finds applications in different areas. A long
and rich history exists and many important results have been obtained [8,9,6,3,13,4,12]. In its most basic form, the bin
packing problem seeks to pack items of size between zero and one into a minimum number of unit-sized bins. Depending
on its applications, the bin packing problem can also have many other different forms. Recently, Boyar et al. studied an
interesting variant of the classical bin packing problem, called Maximum Resource Bin Packing (MRBP) [1], which considers
the bin packing problem from a reverse perspective andmaximizes the total number of used bins. For instance, in its offline
version, the MRBP problem requires an ordering of the packed bins such that no item in a later bin fits into an earlier bin.
Motivated by this new problem, in this paper we first consider a variant of the bin packing problem called Lazy Bin Covering
(LBC), and then study a generalization of the MRBP problem called Cardinality Constrained MRBP (CCMRBP). As shown in [7],
the LBC and MRBP problems are both APX-hard which motivates us to consider approximation solutions for them.
Lazy Bin Covering
LBC can be defined as follows. Given a set of items of size between zero and one to be packed into unit-sized bins; the
objective is to minimize the number of bins used. Different from the classical bin packing problem, which restricts the level
of each bin to be within its capacity, the level of each bin in LBC could exceed one (i.e. overflowed) as long as the following
constraint is satisfied.
Constraint 1. Removing any item from an overflowed bin should bring its level back to less than one.
Note that in the classical bin covering problem, the objective is to cover amaximumnumber of unit-sized bins. In contrast,
LBC does not require each bin in a solution to be covered; However for the sake of minimizing the number of used bins, it
I This research was partially supported by NSF through a CAREER Award CCF-0546509 and a grant IIS-0713489. A preliminary version of this paper
appeared in COCOON’06.∗ Corresponding author. Tel.: +1 716 645 4734; fax: +1 716 645 3464.
E-mail addresses:mlin6@buffalo.edu (M. Lin), yyang6@buffalo.edu (Y. Yang), jinhui@buffalo.edu (J. Xu).
0304-3975/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2009.10.006
278 M. Lin et al. / Theoretical Computer Science 411 (2010) 277–284
is always an advantage for an algorithm to fully utilize Constraint 1 and cover as many bins as possible. Therefore LBC can
be regarded as an opposite problem of the bin covering problem in a sense that a worst and reasonable solution (as per
Constraint 1) for the bin covering problem is an optimal solution for LBC.
Similar to the MRBP problem [1], the LBC problem finds applications in real world problems. For example, the following
grouping sale problem can be modeled as an LBC problem. Consider customers buying apples from a farmer. Apples are
often packed into baskets and the farmer ensures that the weight of all apples in a basket is not less than certain amount C
(i.e., covered). The price for each basket is fixed. Obviously, from the customers’ point of view, theywould like to pack apples
into as few baskets as possible. However, the farmer likes to maximize the number of baskets. Thus a reasonable constraint
for the farmer to impose would be : Removing any apple from a basket makes it uncovered.
In this paper, we consider both the offline (Section 3) and online (Section 4) versions of the LBC problem.
Two related problems have been considered in the past, the plain open-end bin packing problem (POBP) [15,11] and the
ordered open-end bin packing problem (OOBP) [14]. The goal of POBP is to pack items into a minimum number of bins,
where the level of a bin can exceed one as long as removing the last item brings its level back to less than one. The OOBP
further requires that the designated last item in a bin of level exceeding one has to be the largest-indexed item in that bin.
Cardinality Constrained Maximum Resource Bin Packing
The CCMRBP problem is a generalization of MRBP [1] and can be stated as follows: Given a set of items of size between
zero and one, pack them into amaximumnumber of unit-sized bins with each bin containing atmost C items. Besides, there
should be an ordering of the output bins and the following constraint must be satisfied.
Constraint 2. No item in any later bin should fit into any earlier bin, either due to the capacity constraint or the cardinality
constraint of the earlier bin.
In Section 5, we prove that the offline CCMRBP problem is no harder to approximate than the offline MRBP.
2. Preliminaries
For an input sequence L = {a1, a2, . . . , an} of items, let A(L) denote the packing returned by an algorithm A and OPT (L)
denote the packing generated by an optimal algorithm OPT . For simplicity, we also use ai, 1 ≤ i ≤ n, to denote the size
of item ai, and A(L) to denote the number of bins in the packing A(L). For a set of bins S and any bin B ∈ S, let c(B) be the
number of items packed in B, l(B) = ∑ai∈B ai be the level of B, and l(S) = ∑B∈S l(B) be the level of S. Denote the size of
the smallest (or largest) item in B by min(B) (or max(B)). Similarly, denote the size of the smallest (or largest) item in S by
min(S) (or max(S)). For a weighting function w : L → <, we define w(B) = ∑ai∈Bw(ai) and w(S) = ∑B∈S w(B) as the
total weight of items in B and in S respectively. Let P = S1|S2 denote a packing P which consists of a set of bins S1, followed
by a set of bins S2.
In this paper, we consider the following classical packing algorithms/strategies. Note that, due to the special property
of LBC, these classical packing algorithms when used to solve LBC, could be slightly different from their ‘‘standard’’ forms
(i.e., the forms when applied to the standard bin packing problem). However, such difference is minor and mainly lies in
checking whether an item fits in a bin. Thus without causing any ambiguity, we still call them by their standard names and
ignore the difference.
• Next-Fit (NF) maintains only one open bin at any time point and places an item into the bin only if it fits. Otherwise close
the current open bin and create a new one.
• First-Fit (FF) places an item into the first bin that can accommodate it.
• Worst-Fit (WF) places an item into the lowest level bin among all the bins that can accommodate it. Break tie arbitrarily.
• First-Fit-Increasing (FFI) packs items in a nondecreasing order with respect to their sizes, and places them using First-Fit.
• First-Fit-Decreasing (FFD) packs items in a nonincreasing orderwith respect to their sizes, and places themusing First-Fit.
We also present a modified HARMONICM (MH(M)) algorithm [10] for the online LBC problem. Details of the algorithm
will be given in Section 4.
The approximation ratio of an algorithm A is RA = supL A(L)OPT (L) for a minimization problem, and RA = supL OPT (L)A(L) for a
maximization problem. The asymptotic approximation ratio is R∞A = inf{r ≥ 1 : ∃N > 0, RA ≤ r, if ∀ L,OPT (L) ≥ N}.
For a parameterized bin packing/covering problem, we consider the parameterized approximation ratio, RA(k), which is the
approximation ratio of A in the case where all items have sizes no more than 1k for some integer k. Similarly, we can define
the parameterized asymptotic approximation ratio R∞A (k). For an online algorithm A, the performance (or competitive ratio
CA) of A is measured by comparing it to the optimal offline algorithm OPT . Similarly, we can define parameterized and/or
asymptotic competitive ratio for an online algorithm.
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3. Offline Lazy Bin Covering problem
In this section, we first analyze the approximation ratios of FFD and FFI, and finally show that there exists an asymptotic
PTAS for the offline LBC problem.
Let us consider FFD algorithm. First, note that FFD behaves like the Next-Fit-Decreasing algorithm in the offline LBC
problem.
Theorem 1. The parameterized asymptotic approximation ratio of FFD is
R∞FFD(k) =
{ 71
60 , if k = 1, 2,
1+ 1k+2 − 1α , if k ≥ 3,
where α = k(k+ 1)(k+ 2) when k is odd, and k(k+1)(k+2)2 when k is even.
Proof. We first prove the lower bound of the parameterized asymptotic approximation ratio. Clearly, to establish a lower
bound, it is sufficient to consider some special instance in which FFD is significantly outperformed by the optimal algorithm.
We start with the case k ≥ 3. For this case, we further distinguish two subcases: (a) k is odd and (b) k is even. For case (a), let
n be an integer divisible by k(k+ 1)(k+ 2), L be a sequence of items consisting of k−12 n items of size 1k , n items of size 1k+1 ,
and k+32 n items of size
1
k+2 . For this sequence of items, FFD packs
k−1
2k n bins with each containing k items of size
1
k ,
1
k+1n bins
with each containing k+ 1 items of size 1k+1 , and k+32(k+2)n bins with each containing k+ 2 items of size 1k+2 . Thus FFD uses in
total (1+ 1k+2− 1k(k+1)(k+2) )n bins. The optimal algorithmOPT packs n binswith each containing k−12 items of size 1k , one item
of size 1k+1 , and
k+3
2 items of size
1
k+2 . Thus, the approximation ratio of FFD for this special instance is (1+ 1k+2 − 1k(k+1)(k+2) ),
and the lower bound follows. In this instance, the level of each bin in FFD(L) is exactly one, while the level of each bin in
OPT (L) is 1+ 1k+2 − 1k(k+1)(k+2) < 1+ 1k+2 .
For case (b) (i.e., k is even), let n be an integer divisible by k(k+1)(k+2)2 , and L be a sequence of items consisting of
k−2
2 n
items of size 1k , 2n items of size
1
k+1 , and
k+2
2 n items of size
1
k+2 . For this instance, FFD uses a total of (1+ 1k+2 − 2k(k+1)(k+2) )n
bins, while OPT packs n bins with each containing k−22 items of size
1
k , two items of size
1
k+1 , and
k+2
2 items of size
1
k+2 . Thus
the approximation ratio of FFD for this instance is (1+ 1k+2 − 2k(k+1)(k+2) ) and the lower bound follows. In this instance, the
level of each bin in FFD(L) is exactly one, while the level of each bin in OPT (L) is 1+ 1k+2 − 2k(k+1)(k+2) < 1+ 1k+2 .
When k ≤ 2, it is easy to see that R∞FFD(1) ≥ R∞FFD(2) ≥ R∞FFD(3) ≥ 1+ 13+2 − 13×4×5 = 7160 .
Secondly, we give upper bound for the asymptotic approximation ratio of FFD. Let L be a sequence of items that FFD has
the worst performance. We first prove the upper bound for the case of k ≤ 2. Here we assume 10 = +∞. We partition the
interval (0, 1] of all possible sizes of items into 7 sub-intervals. Let interval Ij = [ 1j , 1j−1 ) for 1 ≤ j ≤ 6 and I7 = (0, 16 ).
Note that in this partition, I1 is [1,+∞). However, since the size of all items is nomore than 1, I1 corresponds to those items
whose size is exactly one. We define a weighting functionw : L→ < as follows:
w(ai) =
{ 1
j , if ai ∈ Ij, 1 ≤ j ≤ 6;
ai, if ai ∈ I7.
From this function, it is clear that the weight of each item is no more than its size. By the problem description, we have the
following fact:
Fact 2. For any bin B,w(B) < 1+min{w(ai) | ai ∈ B}.
LetW be the totalweight of all the items in L. Consider a bin B in the packing FFD(L)which is not the last bin and contains only
items from a single interval Ij for some j. If 1 ≤ j ≤ 6, Bwill contain exactly j items andw(B) = 1. If j = 7, w(B) = l(B) ≥ 1.
Thus w(B) < 1 only if B contains items from more than one interval or B is the last bin in FFD(L). Let C be the set of bins in
FFD(L)with weight less than one. Obviously, |C | ≤ 6. Therefore we have FFD(L)− 6 < W .
Next we show that W ≤ 7160OPT (L). Clearly, it is sufficient to show that for any bin B in OPT (L), its weight w(B) ≤ 7160 .
Suppose this is not true. Then by Fact 2, the weight of the smallest item in Bmust be larger than 1160 . Thus B can only contain
itemswithweight in {1, 12 , 13 , 14 , 15 }. Suppose B contains a items of weight 1, b items of weight 12 , c items of weight 13 , d items
ofweight 14 and e items ofweight
1
5 . If e 6= 0,wehave 7160 < a+ b2+ c3+ d4+ e5 < 65 , and 71 < 60a+30b+20c+15d+12e < 72.
But this is not possible since a, b, c , d, e are all integers. If e = 0 and d 6= 0, we have 7160 < a + b2 + c3 + d4 < 54 , and
71 < 60a + 30b + 20c + 15d < 75. This is also not possible since 60a + 30b + 20c + 15d is divisible by 5. If e = d = 0
and c 6= 0, we have 7160 < a+ b2 + c3 < 43 , and 71 < 60a+ 30b+ 20c < 80. This is also not possible since 60a+ 30b+ 20c
is divisible by 10. Similarly, if e = d = c = 0 and b 6= 0, we have 7160 < a + b2 < 32 , and 71 < 60a + 30b < 90. This is not
possible since 60a+ 30b is divisible by 30. If e = d = c = b = 0 and a 6= 0, we have 7160 < a < 2, and 71 < 60a < 120, this
is not possible since 60a is divisible by 60.
Thus FFD(L) < 7160OPT (L)+ 6.
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We now prove the statement of case k ≥ 3. We define a weighting functionw : L→ < as follows:
w(ai) =

1
k+1 , if ai ∈ [ 1k+1 , 1k );
1
k+2 , if ai ∈ [ 1k+2 , 1k+1 );
1
k+3 , if ai ∈ [ 1k+3 , 1k+2 );
ai, otherwise.
It is clear that the weight of each item is at most its size, and Fact 2 is still true for this weighting function. By similar
arguments given in the proof for k ≤ 2, each bin in FFD(L) has weight at least one except for no more than three bins. Next
we claim that each bin B in OPT (L) has total weight at most 1+ 1k+2 − 1α . To prove it, we consider the following two cases.
Case 1. B contains an item with weight at most 1k+3 . Then we have w(B) < 1 + 1k+3 by Fact 2. It is easy to verify
that 1k+3 ≤ 1k+2 − 2k(k+1)(k+2) ≤ 1k+2 − 1α when k ≥ 3.
Case 2. Each item in B has a weight bigger than 1k+2 . Then the weight of each item is in { 1k , 1k+1 , 1k+2 }. Two subcases
occur: (a) B contains at least one item of weight 1k+2 and (b) B contains no item of weight
1
k+2 . For subcase (a), by
Fact 2 we have w(B)α < α + αk+2 , where α = k(k + 1)(k + 2) and we assumed that k is an odd number. Hence
w(B)α and αk+2 are integers, and thusw(B)α ≤ α + αk+2 − 1, which meansw(B) ≤ 1+ 1k+2 − 1α . For subcase (b),
by Fact 2 we have w(B) < 1+ 1k+1 , and w(B)k(k+ 1) < k(k+ 1)+ k. Since w(B)k(k+ 1) is an integer, we have
w(B)k(k+ 1) ≤ k(k+ 1)+ k− 1, i.e. w(B) ≤ 1+ 1k+1 − 1k(k+1) . It is easy to verify that 1k+1 − 1k(k+1) ≤ 1k+2 − 1α .
The case when k is an even number can be similarly treated.
LetW be the total weight of all items in L. We have FFD(L)− 3 ≤ W ≤ (1+ 1k+2 − 1α )OPT (L), and the theorem follows. 
Next we consider the FFI algorithm, we have the following theorem.
Theorem 3. For the offline LBC problem, the parameterized asymptotic approximation ratio of FFI is
R∞FFI(k) =
{ 71
60 , k = 1, 2;
1+ 1k+2 − 1α , k ≥ 3.
where α = k(k+ 1)(k+ 2) if k is odd, and k(k+1)(k+2)2 if k is even.
Proof. The lower bound follows from the same input sequences given in the lower bound proof in Theorem 1. Note that for
this special input, FFI will produce the same set of bins as FFD but in the reverse order, if the order of the input is reversed.
Nowwe prove the upper bound. Note that the behavior of FFI is the same as Next-Fit-Increasing for the offline LBC problem.
We assume that 10 = +∞. Let L be any input sequence. Let Ij = [ 1k+j−1 , 1k+j−2 ), 1 ≤ j ≤ 6. and I7 = (0, 1k+5 ). We define a
weighting functionw : L→ < as follows:
w(ai) =
{ 1
k+j−1 , for ai ∈ Ij, 1 ≤ j ≤ 6
ai, for ai ∈ I7.
Following the same arguments as the ones in the proof of Theorem 1, we have all bins in OPT (L) have weight at most 7160
when k ≤ 2 and 1 + 1k+2 − 1α when k ≥ 3. LetW be the total weight of all the items. Let C be the set of bins with weight
less than one in FFI(L). We have FFI(L)− |C | + w(C) ≤ W ≤ R∞FFI(k)OPT (L). We bound |C | − w(C) as follows.
LetD = {B′1, B′2, . . . , B′n} be the set of binswithweight less than one and containing at least one itemof size in I7. Note that
there is atmost one bin (B′n) inD that contains items of size in∪6k=1Ik by theway FFI packs the items. That is, for 1 ≤ i ≤ n−1,
w(B′i) = l(B′i). Let E be the set of bins with weight less than one and containing only items of size in∪6k=1Ik. Note that |E| ≤ 6
since for any two bins B1 and B2 in E, min(B1) andmin(B2) belong to two different intervals, otherwise one of themwill have
weight exactly equal to one by the way FFI packs the items. We have C = D∪E and |C |−w(C) = |D|−w(D)+|E|−w(E)|.
Since min(B′i) cannot be put into B
′
i−1 and min(B
′
i) ≥ min(B′i−1), we have min(B′i)+ l(B′i−1)−min(B′i−1) > 1, 2 ≤ i ≤ n.
That is, min(B′i) − min(B′i−1) > 1 − l(B′i−1) = r(B′i−1), 2 ≤ i ≤ n. Hence we have min(B′n) >
∑n−1
i=1 r(B
′
i) + min(B′1). Thus
w(D) = l(∪n−1i=1 B′i)+w(B′n) > (n− 1)+w(B′n)−min(B′n), and hence D−w(D) < 1−w(B′n)+min(B′n) ≤ 1. Since we also
have |E| − w(E) < |E| ≤ 6. Therefore, we have |C | − w(C) < 7 and the theorem follows. 
Remarks: From the above two theorems, we know that both FFD and FFI have the have performance ratio for the offline LBC
problem. However, this does not mean that the bound will automatically hold for the FF (First-Fit) algorithm for any input
sequence. In next section we will show that if we do not sort the items (e.g., in an online situation), the performance ratio
will be different.
Next we are going to show that there exists an APTAS for the offline LBC problem. (Note that the existence of an APTAS
for the LBC problem does not contradict the fact that the LBC problem is APX-hard as in the APTAS, the performance ratio
is asymptotic.) Similarly to [5], for a given ′ (0 < ′ < 1), we can partition the input L into two parts L′ and L′ , where the
latter part consists of all items with size less than or equal to ′. Let OPT ′(L) be the overall packing that consists of two parts
OPT (L′) (i.e., the optimal packing for L′) and a separate packing FFD(L′). We have the following lemma regarding OPT ′(L)
and OPT (L).
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Lemma 4. OPT ′(L) < (1+ ′)OPT (L)+ 2, for all input lists L.
Proof. First partition OPT (L) into two parts P and Q , where the latter part consists of all the bins each either containing
an item a ≤ ′ or its level is less than 1. Consider all the items in Q and partition them into two groups, (a) items with
size bigger than ′ and (b) items with size less than or equal to ′. Apply FFD to groups (a) and (b) independently. Let
the resulting packings be Q1 and Q2 respectively. Since the level of each bin in Q is less than 1 + ′ (by Constraint 1),
the total level l(Q ) of Q is thus no more than (1 + ′)|Q |. Also since the level of each bin (except the last one) in Q1 and
Q2 is at least 1, we have |Q1| + |Q2| < (1 + ′)|Q | + 2. Clearly, Q2 = FFD(L′), and OPT (L′) ≤ |P| + |Q1|. Therefore
OPT ′(L) = OPT (L′)+ FFD(L′) ≤ |P| + |Q1| + |Q2| < |P| + (1+ ′)|Q | + 2 < (1+ ′)OPT (L)+ 2. 
Now we are ready to show the APTAS.
Theorem 5. There is an asymptotic PTAS (APTAS) for the offline LBC Problem.
Proof. To prove the theorem, we need to show an approximation schema A for a given , (0 <  < 1), such that for
all input lists L, A(L) ≤ (1 + )OPT (L) + K for some constant K depending on only . Let ′ =
√
1+  − 1, we can
partition the input L into two parts L′ and L′ , where the latter part consists of all items a ≤ ′. Let n′ = |L′|,m = d2/′2e,
and h = dn′/me. Now assume that L′ is sorted in nonincreasing order by size as a0, a1, . . . , an′−1. We can round up the
size of the items in L′ in the following way: the size of aj to the size of abj/hch for 1 ≤ j ≤ n′. Let the new list be L1. We
have OPT (L′) ≤ OPT (L1) ≤ OPT (L′) + h. Since the items of L1 are restricted to m distinct sizes, all larger than ′, there are
O(m1/
′
) possible ways in which a bin can be filled by items of various sizes. Determining the number of bins needed of each
type can be formulated as an integer programming with a variable for each bin type and constraints that insure the total
number of occurrences of items of size s is precisely the number of such items in the instance [2]. This IP can be solved in
constant time since both the number of variables and the number of constraints are constant bounded [2]. We can map the
items of L1 back to their corresponding items in L′ to get a packing for L′ from OPT (L1) and then combine it with the packing
generated by running FFD on L′ . This gives the overall packing A(L). We have A(L) ≤ OPT (L′) + d(n′′2)/2e + FFD(L).
Since OPT (L′) > (n′′)/2, we have A(L) ≤ (1 + ′)OPT (L′) + FFD(L) ≤ (1 + ′)(OPT (L′) + FFD(L)). By Lemma 4,
A(L) ≤ (1+ ′)2OPT (L)+ 2(1+ ′) = (1+ )OPT (L)+ 2
√
1+ . 
4. Online Lazy Bin Covering problem
In this section, we study the online LBC problem. We first analyze the competitive ratios of the adaptations three
classical bin packing algorithms, Next-Fit, Worst-Fit and First-Fit, and then analyze the competitive ratio of a modified
HARMONICM (MHM) algorithm.
Theorem 6. The parameterized asymptotic competitive ratio of Next-Fit is
C∞NF (k) =
{
4, k = 1;
k+1
k−1 , k ≥ 2.
Proof. First we prove the lower bound of the competitive ratio. For k = 1, let the input sequence be L = 〈, , 1 − , 〉n,
where  ≤ 13n and n is an even integer. Next-Fit packs n bins with each containing two items of size  and n bins with each
containing an item of size 1−  and an item of size . The optimal offline algorithm OPT puts 3n items of size  into one bin
and two 1−  into each of the other bins, using n2 + 1 bins in total. The lower bound follows.
For k ≥ 2, let the input sequence be L = 〈〈 1k − 〉k−1, k, 〉(k+1)n, where  ≤ 1(k+1)2n and n is an integer. Next-Fit puts
k− 1 items of size 1k − , one item of size k and one item of size  into one bin, using a total of (k+ 1)n bins. OPT puts all
items of size k and  into one bin and k+ 1 items of size 1k −  into each of the other bins, using a total of (k− 1)n+ 1 bins.
Thus the lower bound follows for the case k ≥ 2.
For the upper bound, let L be any sequence of items and S be the total size of all the items. For k = 1, first note that the
total level of any two consecutive bins in NF(L) is greater than one. Second, the level of any bin in OPT (L) is less than 2 by
definition. Therefore, we have 12 (NF(L)− 1) < S < 2OPT (L), and immediately, NF(L) ≤ 4OPT (L).
For k ≥ 2, since all items have size at most 1k , we know that every bin in NF(L) has level greater than 1 − 1k except
possibly the last bin. Every bin in OPT (L) has level less than 1 + 1k by definition. Thus k−1k (NF(L) − 1) < S < 1+kk OPT (L),
and NF(L) ≤ k+1k−1OPT (L). 
Theorem 7. The parameterized asymptotic competitive ratio of Worst-Fit is
C∞WF (k) =
{
3, k = 1;
k+1
k−1 , k ≥ 2.
Note that C∞WF (1) = C∞WF (2).
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Proof. First we prove the lower bound. For k ≥ 2, we construct the same sequence L of items as the one in the proof of
Theorem 6 for case k ≥ 2. Note that the behavior of Worst-Fit is the same as Next-Fit on this special input sequence L.
Therefore we have C∞WF (k) ≥ k+1k−1 . For k = 1, note that C∞WF (1) ≥ C∞WF (2) ≥ 2+12−1 = 3. Thus, the lower bound follows.
To prove the upper bound, let L be a sequence of items. For k = 1, define OPT1 = {B ∈ OPT (L) | l(B) ≥ 32 } and
OPT2 = OPT (L) − OPT1. Note that any bin in OPT1 contains exactly two items of size in ( 12 , 1). Let WF1 be the set of bins
in WF(L) with each containing at least one item in OPT1. We have |WF1| ≤ 2|OPT1|. Let WF2 = WF(L) − WF1. Note that
the set of items in WF2 is a subset of the set of items in OPT2. By the way that Worst–First packs the items, there is at
most one bin in WF2 with level at most 12 . Hence, we have
1
2 (|WF2| − 1) < 32 |OPT2|, that is |WF2| ≤ 3|OPT2|. Therefore,
WF(L) = |WF1| + |WF2| ≤ 3(|OPT1| + |OPT2|) = 3OPT (L). For the case of k ≥ 2, the upper bound follows from the same
argument given in the proof of Theorem 6 for the case of k ≥ 2. 
Theorem 8. The parameterized asymptotic competitive ratio of First-Fit is C∞FF (k) = k+1k , for all k ≤ 1.
Proof. We first prove the lower bound. Let the input sequence be L = 〈〈 1k − 〉k, k〉(k+1)n, where  ≤ 1k(k+1)n and n is an
integer. First-Fit packs (k + 1)n bins with each bin containing k items of size 1k −  and one item of size k. The optimal
offline algorithm OPT puts all the items of size k into one bin, and k+1 items of size 1k − into each of the other bins, using
a total of kn+ 1 bins. Thus the lower bound follows.
To show the upper bound, for any input sequence L, we let FF(L) = {B1, B2, . . . , Bm} be the packing generated by First-
Fit, and {B′1, B′2, . . . , B′n} be the bins in FF(L) with level less than one. By the property of First-Fit, min(B′i) + l(B′i−1) −
min{min(B′i),min(B′i−1)} ≥ 1, 2 ≤ i ≤ n. Since l(B′i−1) < 1, we have min{min(B′i),min(B′i−1)} = min(B′i−1), and hence
min(B′i)+ l(B′i−1)−min(B′i−1) ≥ 1, 2 ≤ i ≤ n. Thus we have min(B′n) ≥ min(B′1)+
∑n−1
i=1 1− l(B′i). Let S =
∑m
i=1 l(Bi). We
have S ≥ (m− n)+∑ni=1 l(B′i) ≥ (m− n)+ (n− 1)+ l(B′n)−min(B′n)+min(B′1) > m− 1. Note that for any bin in OPT (L),
its level is less than 1+ 1k by definition. Thus we have S < (1+ 1k )OPT (L). Therefore FF(L) < (1+ 1k )OPT (L)+ 1. 
Motivated by the HARMONIC(M) algorithm in [10] for the online bin packing problem, below we present a modified
HARMONIC (MH(M)) for the online LBC problem, where M ≥ 3 is the maximum number of open bins at any time. Due to
the different problem settings, we modify the ‘‘harmonic partitioning’’ as follows: Let Ij = [ 1k+j−1 , 1k+j−2 ), 1 ≤ j < M , and
IM = (0, 1k+M−2 ). Here we assume 10 = +∞. A bin B is of type j if it only accepts items of size in Ij. Below are the main steps
of our algorithm.
Algorithm 1MH(M)
1: OpenM bins of types 1, 2, . . . ,M respectively.
2: For each current item ai, if ai ∈ Ij, let Bj be the open bin of type j.
3: if ai + l(Bj)−min{ai,min(Bj)} < 1 then
4: put ai into Bj.
5: else
6: close Bj, open a new bin of type j and put ai into it.
7: end if
8: Move to the next item.
9: Repeat steps 2 to 8 until all items are packed.
Theorem 9. The parameterized asymptotic competitive ratio of MH(M) (M ≥ 3) is
C∞MH(M)(k) = max
{
β,
k+M − 1
k+M − 3
}
, where β =
{ 71
60 , k ≤ 2
1+ 1k+2 − 1α , k ≥ 3
and α = k(k+ 1)(k+ 2) when k is odd, and k(k+1)(k+2)2 when k is even.
Proof. First we prove the lower bound. To show C∞MH(M) ≥ 7160 when k ≤ 2 and C∞MH(M) ≥ 1 + 1k+2 − 1α when k ≥ 3, we
construct the same two input sequences used in the lower boundproof of Theorem1. It is easy to see thatMH(M)withM ≥ 6
behaviors just like FFD on those two input sequences. The inequalities follow. To show C∞MH(M) ≥ k+M−1k+M−3 , let k′ = k+M − 2.
We construct the same input sequence L as the one in the lower bound proof for k ≥ 2 in Theorem 6 by using k′ as the input
parameter. Note that all items in L have size in IM and there is only one open bin of type M at any moment when MH(M)
process L. ThereforeMH(M) behaviors just like Next-Fit on L. The inequality follows.
Nowwe prove the upper bound. For an input sequence L, we define a weighting function similar to the one in Theorem 6.
w(ai) =
{ 1
k+j−1 , for ai ∈ Ij, 1 ≤ j < M
ai, for ai ∈ IM .
M. Lin et al. / Theoretical Computer Science 411 (2010) 277–284 283
In an optimal packing OPT (L), let
OPT1 = {B ∈ OPT (L) | B contains only items of size in ∪M−1j=1 Ij},
OPT2 = {B ∈ OPT (L) | B contains at least one item of size in IM}.
InMH(M)(L), letMH1 be the set of bins of types 1, 2, . . . ,M−1, letMH2 be the set of bins of typeM . From the definitions
we have thatMH1 contains all the items in OPT1 and those items in OPT2 with size in∪IM−1i=1 ,MH2 contains all the items with
size in IM from OPT2. Let Gi be the set of bins of type i (1 ≤ i ≤ M − 1) in MH1. Each bin in Gi contains exactly k + j − 1
items except possibly the last bin. We can exchange the items in Gi such that no two items from OPT1 and OPT2 are packed
in the same bin. Open a new bin for each Gi if necessary. Note that the number of bins in each Gi will not be decreased by
the exchanging procedure. LetMH11 be the set of bins of types 1, 2, . . . ,M− 1 that contain only items in OPT1, andMH12 be
the set of bins of types 1, 2, . . . ,M − 1 that contain only items in OPT2. We have |MH1| ≤ |MH11| + |MH12|. Now we make
the following claims:
• The weight of each bin inMH11(MH12) is equal to one, except at most one bin of each type.• The weight of each bin inMH2 is larger than 1− 1k+M−2 , except at most one bin.• The weight of each bin in OPT1 is at most β .• The weight of each bin in OPT2 is less than 1+ 1k+M−2 .
Thus we have
k+M − 3
k+M − 2 (|MH2| − 1)+ |MH12| − (M − 1) < w(OPT2) <
k+M − 1
k+M − 2 |OPT2|,
which implies
|MH2| + |MH12| < k+M − 1k+M − 3 |OPT2| +
k+M − 2
k+M − 3M,
and we also have
|MH11| − (M − 1) ≤ w(OPT1) ≤ β|OPT1|.
Therefore,
MH(M)(L) ≤ |MH1| + |MH2| ≤ |MH11| + |MH12| + |MH2|
< max
{
β,
k+M − 1
k+M − 3
}
OPT (L)+
(
1+ k+M − 2
k+M − 3
)
M − 1.
The theorem thus follows. 
5. Cardinality ConstrainedMaximum Resource Bin Packing problem
In this section, we study the offline CCMRBP problem and prove that it is no harder to approximate than the offlineMRBP.
Let B be a bin in any feasible packing. B is cardinality-saturated if c(B) = C . Otherwise B is load-saturated.
Lemma 10. There exists an optimal packing P = S1|S2 such that S1 = {B1, . . . , Bj} is a set of cardinality-saturated bins and
S2 = {Bj+1, . . . , Bm} is a set of load-saturated bins.
Proof. Given any optimal packing P , we can move all the cardinality-saturated bins to the front while keeping the ordering
of the load-saturated bins. It is easy to see that Constraint 2 is still satisfied. 
Lemma 11. There exists an optimal packing P = S1|S2 satisfying Lemma 10 andmax(S1) ≤ min(S2).
Proof. Given an optimal packing P = S1|S2 satisfying Lemma 10. Let a = max(S1) and b = min(S2). Let B be the bin
containing a, and B′ be the bin containing b. If a > b, we swap a and b. After the swapping B is still cardinality-saturated
and the level of B′ will increase. Therefore, no item in the bins with index larger than B′ can fit into B′. If the new level of B′
exceeds one, we can swap the position (index) of B′ with the bin right after B′, B′′. After the swapping, we adjust the items in
B′ if necessary, i.e. if any item in B′ can fit into B′′, move it from B′ to B′′. The level of B′ after the adjustment will still be larger
than the level of B′′ before the adjustment. Thus, no items in the bins positioned after B′ can fit into B′. If the new level of B′
is no greater than one, the packing is valid and we are done. Otherwise, we keep swapping the position of B′ with the bin
right after it and adjust the items in B′ if necessary. Since P is an optimal packing, eventually the level of B′ will be at most
one by the moment when it becomes the last bin in the packing. Repeat the above procedure until max(S1) ≤ min(S2).
Lemma 12. There exists an optimal packing P = S1|S2 satisfying Lemma 11 and the bins in S1 are packed by FFI.
Proof. Given an optimal packing P = S1|S2 satisfying Lemma 11. Let A be the set of items in S1. Then |A| = c|S1|. Apply FFI
to A until |S1| bins are either cardinality-saturated or load-saturated. If there are still some items left, they should fit into
some bins in S2 by the optimality of P . Now S1 consists of cardinality-saturated bins, followed by load-saturated bins if there
are any. The lemma follows. 
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Theorem 13. Given an algorithm A1 for the offlineMRBP, there exists an algorithm A2 for the offline CCMRBP such that R∞A2 = R∞A1 .
Proof. Since the offline MRBP can be regarded as the offline CCMRBP with C = b 1min{ai|ai∈L}c, we have R∞A2 ≥ R∞A1 . To
show the other direction, for an input sequence L, let A2 take the following actions. Sort the items in L in a nondecreasing
order of their sizes. Let the sorted set be L = {a1, a2, . . . , an}. Try for each possible partition L1 = {a1, a2, . . . , ak},
L2 = {ak+1, ak+2, . . . , an}, 0 ≤ k ≤ n. For each partition 〈L1, L2〉, pack L1 by FFI and pack L2 by A1. Then output a valid
packing with maximum number of bins. By Lemma 12, R∞A2 ≤ R∞A1 . Thus the theorem follows. 
Corollary 14. For the offline CCMRBP Problem, R∞FFI(k) = 65 if k = 1 and R∞FFI(k) = k
2+k
k2+1 if k ≥ 2.
Proof. This follows from Theorem 13 and the results in [1] on the offline MRBP. 
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