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A B S T R A C T 
Sampling-importance resampling (SIR) algorithm is a noniterative method for ap-
proximately sampling from a complicate target distribution. Traditionally, we require 
independently and identically distributed (i.i.d.) samples from an importance sampling 
function (ISF) in the SIR algorithm. However, it is worth using non-iid samples in some 
occasions. We will discuss both approaches. Inverse Bayes formulae (IBF) sampling is 
one application of the SIR algorithm by using the information of the posterior mode. The 
performance of the IBF sampling strictly depends on it. We propose some methods which 
are built on the IBF sampling. We will consider a mixture of distributions as our ISF and 
focus on the implementation of Gibbs sampler in IBF. Under the proposed framework, we 
can lessen the importance of finding the posterior mode. Finally, we will compare these 
methods and use examples to illustrate how the idea of our proposed methods works. 
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Sampling-importance Resampling (SIR) (Rubin 1987a) is a non-iterative algorithm to 
obtain draws from a target probability density function (pdf) f(x). Firstly, a random 
sample of size M is drawn from h(x) which is an approximate distribution of / (x) . Then 
a refined sample of size m is drawn with or without replacement as output. In the SIR 
algorithm, the importance ratios uj{X) = f{X)/h{X) are used as resampling weights to 
select the sample. For the algorithm to be efficient, it is important that h{x) should mimic 
f ( x ) well. An introduction and overview for SIR are given in Rubin (1987a, 1988). 
The SIR algorithm has wide range of applications. It was used as a purifier in a 
weighted likelihood bootstrap (WLB) algorithm to remove inaccuracies. Newton and 
Raftery (1994) called it the SIR-adjlisted WLB. Tan et al. (2003) combined the in-
verse Bayes formulae (IBF), the SIR algorithm and the posterior mode estimate from 
the Expectation/Maximization (EM) algorithm (Dempster et al. 1977) to obtain samples 
approximately from a posterior distribution. In their paper, they raised a problem when 
the tail of h{x) is shorter than f{x). This problem will be discussed in Chapter 3. Other 
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applications of the SIR algorithm include multiple imputation of missing data (Rubin 
1987b) and particle filter (Doucet et al 2001). 
Basically, the SIR algorithm requires the samples to be independently and identically 
distributed (i.i.d.) from h(x). However, there may be an advantage if we use non-i.i.d. 
samples. Adaptive Importance Sampling (AIS) (Oh and Berger 1992; Raghavan and Cox 
1998; West 1993) is an example of using non-i.i.d. samples to choose a distribution from 
a parametric family of pdf hx{x). It is inspiring if we can construct an adaptive rule to 
select h(x) in the SIR algorithm. In this thesis, we discuss different ways to construct the 
resampling weight besides the traditional one. 
Markov chain Monte Carlo (MCMC) methods are powerful tools for sampling purpose. 
They are very popular in Bayesian data analyses to obtain samples from the posterior 
distribution which is usually awkward and complex. MCMC approach is iterative and is 
used to simulate direct draws from a complex distribution. The idea of MCMC sampling 
is simple. Firstly, we have to construct a Markov chain whose stationary distribution is 
the target pdf f{x). Then, if we run the chain for sufficiently long time, the simulated 
values from the chain can be treated as correlated samples from f{x). One of the well 
known MCMC methods, Gibbs sampler (Geman and Geman 1984), is widely applicable 
in the Bayesian computation. When the number of iterations is getting large, the Gibbs 
sampler is quite robust to the starting point. This nice property is very useful so the 
Gibbs sampler can substitute the EM element of the IBF sampling (Tan et al 2003). 
This will be discussed further in Chapter 4. 
This thesis is organized as follows. Some related sampling techniques which are used 
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with the SIR algorithm are presented in Chapter 2. The SIR algorithm is also described. 
In Chapter 3，we explain the definition of the resampling weight in this thesis. Then some 
illustrative examples about the resampling weight are also discussed. The problem of the 
IBF sampling is briefly introduced. This inspires us to develop new resampling weights. 
We employ an idea of the adaptive mixture and assign a prior distribution to the variable 
of interest, e.g. X. We suggest to choose a prior which is an overdispersed distribution 
with its mean around the maximum likelihood estimate (MLE) of X. Finally, an artificial 
example is used to compare the performances of these new resampling weights. The 
results show that our new resampling weights can solve the problem of the IBF sampling. 
In Chapter 4，we extend our new resampling weights when we do not have the MLE of X. 
Gibbs sampler is employed because of its robustness to the starting point. The number 
of iterations is a main concern and a stopping rule of the Gibbs sampler is also described. 
Having explained the extension of the new resampling weights, we test it by using some 




Related sampling methods 
2.1 Introduct ion 
In this chapter, we review some related sampling methods which we would use in this 
thesis. We begin with a brief introduction of Gibbs sampler. In Section 2.3, we discuss the 
idea of Importance Sampling (IS) through its application in estimating a simple integral. 
In Section 2.4，the basic theory of the SIR algorithm is systematically presented. Finally, 
the outline of the IBF sampling is given in Section 2.5. 
2.2 Gibbs sampler 
The Gibbs sampler is one of the best known computer-intensive sampling methods. In 
Bayesian statistics, it is mainly used to generate sample from the posterior distributions. 
Gibbs sampler was introduced by Geman and Geman (1984) and a similar idea termed as 
data augmentation was introduced by Tanner and Wong (1987). An excellent explanation 
and discussion on the Gibbs sampler is found in Casella and George (1992). 
For any random variables V and V, we use /(计"）to denote the conditional pdf of 
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V given that Y = y. Suppose we want to draw a random sample of a random variable 
Z二（Zi,…，Zp) whose pdf is f{zi,…，Zp). The Zj's are either uni- or multidimensional 
and we can simulate random variate from 
Zi I 么1，. • . ’ Zi-1, 2i+l，• • � Z p � f [ Z i I 2i，• . • , Zi—i,Zi+:L, • • • ,Zp) 
for any i = 1,... ,p. 
The Gibbs sampler consists of the following steps: 
Step 1. Select a starting point z(o) = (2；^ )^’.，：工。)）and set j — 0. 
Step 2. Generate Z(•？•+” = … ’ 4 州 ) ) a s follows: 
• Generate ^ “ + ” from ^ “ + ” � f ( z i | 4))，…，4'))-
• Generate Z p " from 离 州 ） � / f e 丨 州)，4力…， 
• Generate Z严)from 4 州 ） � I 4州)，4州)，…， 
S t e p 3. Increase j by one and go back to Step 2. 
Under mild conditions, the process | ^Z� ) has a stationary distribution / (z i , • • •, Zp). 
2.3 Impor tance sampling 
Importance Sampling (IS) has been very successful as a variance reduction technique in 
Monte Carlo method. Suppose we want to estimate a quantity which associates with a 
random variable X from f{x). The basic idea of IS is to use a sample from an importance 
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sampling function (ISF), say h{x), rather than a sample from the original pdf f{x) in 
the estimation procedure. Gelfand and Smith (1990) considered the IS algorithm as a 
sampling-based approach to the calculation of numerical estimates of marginal probability 
distributions. 
Suppose we want to calculate the following integral 
My) = J g{x,y)f{x)dx. 
We generate m i.i.d. sample {xi,x2,. • . , x^} directly from f(x). Then the Monte Carlo 
method approximates A{y) by 
My) = — Ylgixi^y)-m ^ 1=1 
When we cannot sample from f{x) directly, we can make use of the IS. Let h(x) be a 
density function having larger support than f(x). We can rewrite the above integral as 
A{y) = j g{x,y)韻 h{x)dx. 
Using h{x) as the ISF, the method of IS approximates A{y) by 
1. Draw Xi, • • •, Xm, i.i.d. from h[x). 
2. 二 ESi^/Ori，—i7m，where a;; = / � / “ � for i = 
In many cases, especially in Bayesian computation, uj* cannot be computed exactly. Sup-
pose we can evaluate Ui which is proportional to u*. Then the IS estimator becomes 
m / m 
My) = / 
i=l / i=l 
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In this thesis, we will only restrict to this latter form of A(y). We call uJi the importance 
weight. IS gives more weight to regions where f{x)/h{x) is large and downweights regions 
where f(x)/h{x) is small in the calculation of A{y). If A{y) exists and is finite. By the 
law of large numbers, we immediately have the following asymptotical result when m 
increases to infinity: 
m 二 m -
The performance of the above estimator depends on the choice of h{x). Apart from 
the requirement that the support of h{x) should be larger than that of / (x) , it is preferred 
that the tails of h{x) do not decay faster than the tails of f{x). 
Suppose we draw xj , X2, • • •, x* a weighted sample from [xi.x-j,...，a^n) with weight 
uj.il � i at Xi. Then A{y) can be estimated by 
1 “ 
Z=1 
Smith and Gelfand (1992) regarded the sample • • • ,3；* as a weighted bootstrap 
sample and Rubin (1988) referred to this procedure as the SIR algorithm (see Section 
2.4). 
2.4 Sampling-importance resampling (SIR) 
Rubin (1987a) described a noniterative method for drawing missing data from a posterior 
predictive distribution. He called it the sampling-importance resampling (SIR) algorithm 
(Rubin 1987a, 1988). The method has broad applicability in applied Bayesian inference, 
like drawing samples from an awkward posterior distribution. The objective of the algo-
7 
rithm is to sample from a complicated target distribution f{x). First, we draw a random 
sample of size M from an approximate distribution h{x) and then produce a refined 
sample of size m as output. The SIR algorithm is given as follows: 
Step 1. Draw Xi, - - •, Km an i.i.d. sample from h(x)^ the support of which includes that 
o f / � . 
Step 2. Calculate the importance weight (also known as importance ratio) for each 
Xi, i = 1，.-.’M: 
oc f{Xi)/h{Xi). 
S t e p 3. (Resampling Step) Draw m{m < M) values {Ki, • • •, Ym} from {Xi, • • •, Xm} 
with weight uj{Xi) assigned to Xi. The set {V^，...，Vm} is used as an approximate 
sample from f{x). 
The rationale for the SIR algorithm bases on the fact that as M/m oo，{Yi, • • •，Ym} 
are i.i.d. from 
h{x)uj{x) 二 f { x ) = 
f h 稱)dt-JJWt 一八)• 
The choice of a practical ratio M / m to make the approximation good depends on 
the specification of h{x). Rubin (1987a) suggested that M/m = 20 should be adequate. 
The question of whether to sample with or without replacement is an important issue. 
Sampling without replacement is preferable when the h{x) is close to / (x ) , because it 
avoids replicates. If h{x) is a poor approximation to f(x), sampling with replacement is 
preferable as it avoids choosing absurd values. 
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Let Qi be the count of Xi in the resample {Yi,…，Ym}- Given the pool { X i , . . . ’ Xm}, 
Li (2004) suggested that the resampling algorithm in Step 3 should satisfy the following 
weighting condition: 
五(仏 | X i , . . . ’ X M ) o c a ; ( X i ) for i = l,...,M. 
If we fix the resample size m(= ^ f i i g^), the above condition becomes 
/
M 
for i = l,---,M. (2.1) 
j=i 
Traditionally, the SIR algorithm can be viewed as a Monte Carlo approximation of the 
IS approach, as we have pointed out in Section 2.3. A common measure of the precision of 
the IS estimator is the mean squared error (MSE). But it is not an appropriate one for the 
SIR algorithm. Li (2004) pointed out that if SIR algorithm is viewed as an approximate 
sampling algorithm, the performance of the SIR algorithm depends on the bias rather 
than the MSE of the IS estimator. 
Let C be an arbitrary subset in the sample space of K, where y is a random element 
from the resample {Vi, • • •, Y^}. The indicator function of the subset C is denoted by 
Ic[X), i.e. 
{ I X eC 
Ic{X)= 
[0 X i c . 
A measure of the performance of the SIR algorithm should provide insight into the dif-
ference between P r ( y G C) and Fr{X e C | X � / � ) . A s s u m e that uj{X) has finite 
second moment. Let /-Lk{uj) = E(a/’(X)) for k = 1 and 2. Li (2004) showed that 
| P r ( y , C) - P r (X ⑶ 丨 X � / � ) | < 列 称 ) 丨 ) + o ( ^ ) . (2.2) 
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Skare et al. (2003) motivated an improved SIR algorithms with and without replace-
ment. They modified the importance ratio and showed that the improved SIR converges 
as 0 ( M - 2 ) . Both the bias and the MSE of the IS estimate can be reduced by using the 
modified importance ratio (Skare et al. 2003) when we are dealing with the IS. 
2.5 Inverse Bayes formulae sampling (IBF sampling) 
In Bayesian analysis of incomplete data, the observed data is usually augmented by the 
missing data. Interestingly, Tan et al. (2003) developed a noniterative sampling method, 
called inverse Bayes formulae (IBF) sampling. The method bases on the idea of data 
augmentation and the SIR algorithm to obtain samples approximately from the observed 
posterior density. 
The idea of the IBF sampling is to augment the observed data with missing data and 
obtain the structure of complete-data posterior and conditional predictive distributions. 
Then an ISF is chosen by using the estimate from the EM algorithm (Dempster et al. 
1977). Combining the sampling-wise IBF and the SIR algorithm, we can generate samples 
approximately from the observed posterior distribution. 
Tian and Tan (2003) derived the IBF from the Bayes' Theorem. Let the conditional 
densities of two random vectors X and S be f(x | s) and f[s | x) respectively. Denote 
and ip^six) to be the joint and conditional supports of (X, S),X | S and 
S I X respectively. If the joint support is a product space, we have = 吻 x and 
= i^s. The IBF include a pointwise, a sampling-wise and a function-wise version. 
Three versions of IBF are given below: 
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Pointwise 
— 又 微 r ’ （2.3) 
for any given s G ips^ 
Sampling-wise 
f{s) OC （2.4) 
f{00o I S) 
for some arbitrary Xq G i>x and all s G ips, 
Function-wise 
for some arbitrary xq G ipx and all s E ips-
Tan et al. (2003) connected the IBF with the data augmentation algorithm (Tanner 
and Wong 1987). Let Fobs denote the observed data and 9 the parameter vector of interest. 
The observed data Kobs is augmented with missing variables Z so that both the complete-
data posterior distribution f{9 | z�Kobs) and the conditional predictive distribution f(z 
<9，Vobs) are known. Let X be 0 given Vobs and S he Z given Yobs- Using IBF (2.4), we 
have 
狐 ) ( 2 . 5 ) 
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for some arbitrary Oq e and all z e ip(z\Yob^)- Tian and Tan (2003) used pointwise 
and function-wise IBF to obtain exact expressions of the marginals and the observed 
posterior density, and even extended the IBF in the product space to the nonproduct 
space. The sampling-wise IBF (2.5) is used with the SIR algorithm in the IBF sampling. 
The steps of the IBF sampling are given as below: 
Step 1. Draw M independent samples of S from f{s | Xq), denoted by Si,.••，sm-
Step 2. By Equation (2.4), calculate the importance ratio for each Sj, i = 1, • • •, A-f: 
/
M 
X] [/(^o I Sj)厂 1 
j=l 
Step 3. Draw a weighted sample of size m(m < M), denoted by {sj, • • •, sj^}, from 
{si, • • •, Sm} with weight Lu{si) assigned to Si via resampling without replacement. 
Step 4. Obtain the samples {xi, • • •，:r爪.}, where Xj is generated from f{x | s p for j = 
1,…，m. Then {xi, • • •, x^} are an approximate sample from f{x). 
In addition, we can have an alternative sampling method by exchanging the role of X 
and S in equation (2.4). Suppose J{x) is a imimodal function and if we choose Xq to 
be the mode of X, or 9q is chosen to be the observed posterior mode o^bs via the EM 
algorithm under the Bayesian approach, / ( s | a:。）is approximately equal to f[s) and the 




Resampling weights in the SIR 
algorithm 
3.1 Resampling weights 
Generally, we draw M i.i.d. sample X i , . . . , X m from h{x) to approximate an integral in 
IS or to act as a pool of candidate values for the resampling step in the SIR algorithm. 
We would like to relax the i.i.d. restriction because the use of nonidentically distributed 
sample is more appropriate when an adaptive rule is implemented to update the choice 
of our h{x). See Oh and Berger (1992) for more details of adaptive rule. In this chapter, 
we consider non-i.i.d. sample in the SIR algorithm. To avoid confusion, we use the term 
resampling weight instead of importance ratio which has very restricted form. Consider a 
sequence of random variables Xi , X 2 , . . . and denote {Xi，X2, • •.，^m} by Xi:m. We call 
a set of positive numbers, {uJi,M{^i-.M)}i=i m, a resampling weight of { X J if 
Sz^il a.s. ^ ^ � , v � v /V…�1 ,9 1 � 
^ — > E g{X) X � f [ x ) , (3.1) 
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for any function g{x) such that E [^(X) | X � / ( a : ) ] exists. Note that if ... ^ 
is a resampling weight, so is {A;a;i，M(义i:M)h=i m for any positive value k. We call these 
two resampling weights equivalent. 
If Xi,X2,. • . , Xm are i.i.d. sample from a pdf h(x) and 0；?:，八//(而:m) oc f (Xi)/h{Xi) 
the importance ratio in Section 2.3. Equation (3.1) clear holds and importance ratio is 
simply a special case of resampling weight. Equation (3.1) shows that 
M j M 
i=l / t=l 
is an estimate of [ “ X ) | X � / ( ; r ) ] . Resampling weight can be used in the SIR algo-
rithm for random number generation. When we incorporate the resampling weight with 
the SIR algorithm, we require that for any fixed positive integer M 
I Xi，.. •, Xm) oc a/j’M(Xi:M) for i = 1，.. •，M’ 
where qi^ M is the count of Xi in the resample {Ki, • • •, Ym}- To illustrate the idea of the 
resampling weight in the SIR algorithm, we consider the following examples. 
E x a m p l e 1. Markov chain Monte Carlo (MCMC) 
Suppose that we have a target distribution f(cc), which is sufficiently complex and we can-
not sample variates from it directly. However, we have a stochastic process {Xi, X 2 , … ’ 
X/if,...} with unique stationary distribution f(x). Define 
f 1 i = t,t+l,--',M 
I 0 otherwise 
for an appropriate choice of positive t. It is obvious that 
I： 二 (幻畔 A/(知 A � = E 二 她 ) ^ E [^/(X) I X � f i x ) ] . 
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It shows that {叫’m(义i:A'/)h=i’...,似 is a resampling weight. This resampling weight can be 
applied in IS to give an estimate of E[g{X) | X � / ( r r ) ] . When applying this weight in 
the SIR algorithm, we can draw random sample approximately from f{x). o 
Example 2. 
Let {Xi,X2,...，Xm} be an independent sample from h{x) the support of which includes 
that of f{x). Consider 
,’ (Y 、 …(不） [1 , ^ 啦 fc) 
where uj(Xi) oc f{Xi)/h{Xi) is the importance weight. The SIR algorithm then gener-
ates sample, which is approximately from the target pdf / (x) , by drawing {Yi ,…’ Ym} 
from {Xi,义2，...，^m} according to the probability proportional to a;i，A/(Xi:A/)，for i = 
1, • • •, M. Note that Y^fii = 2. Now we want to show that (3.1) holds for 
{M’A/(Xl:A/)h=i’...，A/. 
~ 2 
= 1 卜 Z t M x 經 k ) � … � I ： : 讲 ’ " ( 划 … ⑷ 
_ 2 V Z^c^Xj) 
E ; : 桌） ) 
1 y “ � l i ,1、, & ⑴ 购 
= - 2 E qiX) X � + Oo(l) + > ~r, ^r? 
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Then we focus on the last two terms 
f^ … ( 而 g j X M X i ) E^li"(拟。 
k 顺 ) E j U j ^ M ^ j ) Z X X j ) 
[ i=i k=i,k^i L 神⑴、入j)�fc=i J 
二 ^^^^^It^iXMx.) [ E y 产 L - i ] | 
= ^ T V T 1 亡 —亡 ..J ( [ 
1 f � … . y j ^ ^ ( ^ k ) m ) - 1 1 二 ^^^^iT7-7T ) 乙 ^ / ^  X ^M 7 7 T ( 
^ 0. 
Therefore, 
^ E [g{X) I X � / � ] . 
This shows that the modified importance ratio m ^^  a special case of the 
resampling weight. Interestingly, when m = 2，the SIR algorithm with this resampling 
weights is equivalent to the weighted sampling without replacement according to the 
importance weight • 
Example 3. Adaptive resampling 
Suppose we have a parametric family of pdf hx{x) from which we select our ISF. Each 
element pdf in this family has support larger than that of f{x). We draw a pilot sample 
to determine a choice of A. Then we draw {Xi, X2,. ••，Xm} i.i.d. from hx{x). This time 
the sample is i.i.d. only given a random choice of A. Define 
( ) ( y 、 广 ， / ⑷ 
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It is straightforward to see that the result stated in (3.1) holds. Adaptive resampling 
weight can be viewed as a special case of resampling weight. o 
Example 4. Improved sampling-importance resampling 
In this example, we show that the improved SIR (Skare et al. 2003) is a special case of 
the resampling weight. Let {Xi,X2,.. •, Xm} be an independent sample from h{x) and 
we draw {Yi, • • •, from {Xi ,X2, . ••’ Xm} with probability distribution uJimp{xi) 
! r M -
叫np(义0 W(不) / X I W � — ’ 
/ u=l -
where uj(Xi) oc f{Xi)/h(Xi) is the importance ratio. If we use sampling with replacement 
in the improved SIR, we immediately have the following result: 
E{qi,M I oc UJirr,.p(Xi) = C^i.M(入 1:M). 
Skare et al. (2003) show that 
E 告 广 ) - E [9{X) I X � / ( . ) ] = 0,(M-). 
It implies that (3.1) holds and once again it is a special case of the resampling weight, o 
This chapter is organized as follows. The fundamental problem that we have encoun-
tered in IBF sampling is presented in Section 3.2. Besides the IBF sampling, we discuss 
two other methods to compute the resampling weight in Sections 3.3 and 3.4. Finally, an 
example and a comparison will be given in Section 3.5. 
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3.2 Prob lem in IBF sampling 
The idea of the IBF sampling was given in Section 2.5. As pointed out by Tan et al. (2003), 
the overlapping area under f{z | V^bs) and f(z \ 9 = Kobs) would be substantial, when 
0Q is equal to 0obs> the observed posterior mode. However, Var{Z | 9 = ^obs, ^bs) may 
occasionally be much less than Var{Z | Vobs). If f[z | yobs) is our target distribution and 
we choose f ( z | 0 = ^obs, ^obs) to be our ISF, it is likely that the ISF has a shorter tail 
than f{z I Vobs) because of the additional information about 0. Refering to Section 2.5, 
the importance ratio of the IBF sampling is 
uj{z) oc ~-八 . (3.2) 
/(没obs I : ’ ^obs) 
To increase the variability of the ISF, we can use two or more pre-specified ^o's to form a 
mixture distribution, or even generate ^o's from a prior distribution. These methods are 
discussed in Sections 3.3 and 3.4 respectively. Also, two examples are given in Section 
3.5. 
3.3 Adapt ive finite mixture of distributions 
An Adaptive Importance Sampling (AIS) approach is used to select an ISF from a para-
metric family of pdfs {hx(x)}. AIS starts from a crude estimate for the parameter A and 
runs IS in an iterative way to continually update A. See Oh and Berger (1992) for more 
discussion. 
Mixture distribution is often used as an ISF, h{x). Since h should mimic f well, 
we may use a mixture of several /ii(a;)'s which highlight the target pdf f{x) in different 
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regions. We can choose one hi{x) which approximates the target distribution near its 
mode and other /ii(a:)'s which dominate the tails of the target distribution. This would be 
a solution to the problem in IBF sampling that we have mentioned in Section 3.2. Various 
other AIS techniques also employ mixture distributions. Oh and Berger (1993) considered 
a mixture of multivariate t density functions as an ISF because of its easy random variate 
generation and thick tails. West (1993) proposed a kernel density estimation technique 
and used a mixture of kernels as an ISF. In many practical situations, selection of the 
mixing probabilities is worth discussion. Raghavan and Cox (1998) provided a simple 
adaptive scheme to obtain the optimal mixing probabilities of the mixture distribution. 
We modify the idea of Raghavan and Cox (1998) so as to suit the SIR algorithm. 
Suppose our h{x) is a /c-component mixture distribution of the form 
k 
h{x) = (3.3) 
i=l 
where > 0 and Yli=i Pi 二 We are free to choose the mixing probabilities Pi, ••‘ 
Raghavan and Cox (1998) are interested in estimating several expectations so they choose 
{pi} that minimizes a weighted sum of the estimated variances of the estimators. But our 
main concern is the performance of the SIR algorithm, and it depends on the bias that 
is given in (2.2). So our objective is to find {p*} which minimizes (2.2). In summary, the 
basic idea is as follows: 
Stage 1: Given an initial estimate of the mixing probabilities { p j , draw i.i.d. pilot 
samples from (3.3) according to these pjs using the composition approach (Ross 
2002，pp.55-56). Then find {p*} which minimizes the bias in (2.2) via a grid search. 
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Stage 2: Draw final samples from the mixture distribution with the estimated optimal 
mixing probabilities that are obtained in Stage 1. 
At Stage 1’ we need to specify the initial value of { p j and the size of pilot sample. 
Typically, we draw 1000 pilot samples and set = . . . 二 pk = 1/k. On the basis of this 
pilot sample, we then estimate the quantities in (2.2). Besides drawing i.i.d. pilot sample, 
we apply the idea of stratified sampling (Ross 2002, pp.157-166). We fix the number 
of samples from each hi{x) according to the proportion pi. We have to slightly modify 
equation (2.2) under this situation. Equation (2.2) can be rewritten as 
E{\I.L2{u)u{X) - 1 
= ^ L 风 - I X � " 办 ) ) 1 , d � 
— h r J ( i ) 
where 
k 
i-hH = I X � " i ⑷ ） 
i=l 
for j = 1 and 2. 
Effectively, at Stage 2 we can also generate preassigned number of samples from each 
of the hi{x),...，hk{x) in the proportions p j , . . . respectively. Furthermore, the op-
timization procedure at Stage 1 is implemented via a grid search: with Pi constrained 
to {p:p = Po+j A p, for some integer j > 0’ such that p < Pi}. Raghavan and Cox 
(1998) suggested to use Pq = 0.1, Pi = 0.9 and Ap 二 0.1, 0.05, 0.025, or 0.01. This 
crude grid search method is inefficient when k is large. When A: is a large integer, we can 
improve efficiency by imposing constraints on p^'s or by adaptively reducing the step size 
Ap. Other numerical methods of optimization can be found in Rustagi (1994, pp.53-87). 
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After we perform the above adaptive scheme, we apply the SIR algorithm to obtain 
samples from the target distribution. We can make use of this adaptive scheme to the 
IBF sampling problem. Let 5i, S2, • • •, Sk be pre-specified points. Then the resampling 
weight is given by 
( � / � f[OCi I s*) , � 
OC 3 ^ — r ^ T (3-4) 
(工i I Sj^l f(s* I I 否j) 
where s* is an user-specified constant. An example in Section 3.5 demonstrates that it is 
better than the IBF sampling. 
3.4 Allowing general distribution of 9 
In this section, we introduce a new method to solve the problem in IBF sampling. Instead 
of using two or more pre-specified parameter values as in Section 3.3, we give a prior 
distribution to the parameter. The idea is used to increase the variation of our ISF and 
make the tail of h longer than that of / . For ease of exposition, we first establish notations 
and define terminology. Let X be the variable of interest and 5' be a dummy variable. Our 
goal is to obtain samples from f{x). Throughout this thesis, we always assume that the 
joint support of (X, S) is a product space, i.e. the sample space of f{x | s) and f{s | x) 
do not depend on s and x respectively. Moreover, | s) and / ( s 丨 c a n be computed 
and we can easily generate samples from them. 
Based on the IBF sampling, the resampling weight is determined by the pre-specified 
parameter value. Intuitively, one can generate a random sample of size M, say { 5i, • • •, Sm 
} from a prior p(s) and then generate Xi from f{x\si), for i = 1，•. • ’ M. We define the 
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resampling weight 
/ � f { X i ) f(Xi I s*) 
� = J ^ OC 八而丨幼 ( 昨 i ) (3.5) 
for i = 1,…，M and s* is a real constant, m pairs (xi, Si) are selected with probability 
proportional to the resampling weight (3.5). By peeling-off the Xj, values, we obtain an 
approximate sample of size 7n from f(x). 
Clearly, our new resampling weight (3.5) is a generalization of (3.2). To see why (3.5) 
is a valid resampling weight, we can express (3.5) in an alternative way 
, , / � � f M f{xi)p{si) , � 
(工 i:A/，s,..m) = . ) = . ) ( )， (3.6) 
which shows that the resampling weight is in fact an importance ratio that we have 
discussed before. What is special is that the target pdf is f{x)p(s). In other words, we 
want X and S to be independent. But it would cause a trouble as X and S are related. 
Suppose we can augment our target pdf f{x) to f{x, s) so that the marginal pdf of X 
is f(x). Then we can modify (3.6) to 
/ � � fjXuSi) f{Si) f(Si I 3：*) , 
〜八工=彻I = 顽 � C 咖 跑 丨 力 ) (3.7) 
where x* is a real constant. From (3.7), it is interesting to see that the resampling weight 
does not depend on X although we want to obtain samples from f(x). It only depends on 
how closely p{s) mimics / (s ) . If a rough estimate of E{S) and Var{S) are available, one 
can simply use a normal distribution with mean E{S) and variance Var{S) as our p(s) 
because of its simplicity in random variate generation. Let us consider a modification of 
the resampling weight in (3.7). As f{x) is our interest, it is an advantage if the resampling 
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weight has the form of f{x)/p(x). Recalling the previous sections, we use the notations 
/ ( . ) and / ( . I .) to denote the target marginal pdf and target conditional pdf respectively. 
Now, we define p{.) and p{. | .) as the corresponding sampling marginal pdf and sampling 
conditional pdf respectively. Since the target distribution is f{x, s) that involves the joint 
distribution of X and S but our main concern is /(x), consider 
E S I : M ) I X j 二 X j 
= J (工l:M，Si:M)P(«5i I Xj)dSi 
= ( 工 i : M ’ S i : M ) / O g j I S i ) p { s i ) d s i ( 3 8 ) 
f f { x j I Si)p�Si)dSi • 
because Si-m) depends on Si only and p{x,s) = f{x | s)p(s). Then, draw i.i.d. 
random samples Si, S2, • • •, sa/ from p(s). We approximate (3.8) by 
匕 Si,m) I Xj = Xj = M r( X . (3.9) 
J Si) 
Re-expressing (3.8)，we have 
= = J J^^, I Si)咖)机 
= J 鶴 f�工j I sMs她i 
f p(xj, si)dsi 
二 IM 
which is the form that we prefer. So both (3.7) and (3.9) can be the resampling weight 
if f{x) is our target distribution. Comparatively, (3.9) is better than (3.7) as (3.9) has a 
smaller variance. Equation (3.9) is particularly useful in the next chapter. 
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3.5 Examples and graphical comparison 
Two examples will be used to demonstrate the performance of the methods in the previous 
sections. For the sake of clarity, a bivariate normal example is used because of its simplicity 
and close form expression in calculating different quantities. A beta-binomial example is 
also considered as we always encounter it in many applications. 
Example 1. (Bivariate normal distribution) 
To compare several resampling weights in the SIR algorithm, we start by considering a 
simple situation. Using the notations in Section 3.4, we have variables X and S. Let 
/ ( x , s) be the joint density function corresponding to the 
/ � 2 0 1 � 1 6 19 1 � h … 
N , . (3.10) 
U 0 J [ 19 25 J ； 
We desire to sample from the target density f{x). Suppose we only know the form of 
f{x I 5) and f[s | x). Furthermore, assume that we have a pre-specified point s � w h i c h is 
equal to E(S) = 0. As we are able to sample from f{x | s) and f{s \ x), we carry out the 
example using IBF sampling, adaptive mixture in SIR and the new method. Comparisons 
will be made among them. 
I B F sampling 
In Section 2.5，we have introduced the idea and the algorithm of IBF sampling. The 
sampling-wise IBF (2.4) can always be combined with the SIR algorithm using f(x | s � ) as 
the ISF to generate i.i.d. samples approximately from f(x). It was pointed out in Section 
2.4 that we want the SIR algorithm to satisfy (2.1). We use a sampling with replacement 
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algorithm in the resampling stage because sampling without replacement that satisfies 
the equality in (2.1) may not always exist. We would use another resampling algorithm, 
the ordered systematic procedure (Li 2004). In this example, we implement IBF sampling-
based on (2.4) by setting M = 2500 and m = 2000. The algorithm is shown below: 
Step 1. Draw M = 2500 i.i.d. samples {x^ : z = 1, 2, • • •, M} from f(x | 5o). 
Step 2. Compute the resampling weights oc l / / ( so | Xi). 
S t e p 3. Use the ordered systematic procedure to resample from the discrete distribu-
tion on {xi} with probabilities cj^^a/I^^lm) to obtain m = 2000 samples {x* : j = 
1,2，...，m} approximately from f(x). 
Then x j , xj , • • •, xj, are approximate samples from the target density f{x). The histogram 
based on these samples and the target density are plotted in Figure 3.1(a), which shows 
that IBF sampling does not perform well in this example. • 
Adapt ive finite mixture of distributions 
We suppose that the ISF is a two-component mixture distribution. We combine iV(24,16) 
and A/"(16,16) to approximate the target at its mode. Our h{x) is 
" ⑷ = + ( l l ) e x p j . (3.11) 
Intuitively, it makes sense to assign equal weight to both components (i.e. p = 0.5). So 
we skip the procedures for finding the optimal mixing probability p*. Furthermore, it 
is worthwhile to set the two means within one standard deviation from the target mode 
because of the property below. 
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Consider a two-component mixture normal distribution N[ii + ko\ a^) and N(ji — 
kcj, cr^ ) with equal weight, where k is any real number. The density function h{x) of the 
mixture distribution is proportional to 
{1 � a : — (/i +/ccr)l 2 ] I 1 � x — —/ccr)l 21 
卜十shVih 
We observe that h'[fj) = 0. The second order derivative of h{x) at fi is 
V 2 7 r c r L — V 2 y 
Clearly, 
" " ( " ) = 0 ’ if /c 二 1 
h ' ' � > 0, if |A:| > 1 
/?"(") < 0, if |A;| < 1. 
From the above, the two-component mixture normal distribution has a single mode if 
k\ < 1. As we want h{x) to have single mode and have variance as large as possible, we 
set /c = 1. Let M = 2500 and m = 2000. The algorithm is given below. 
Step 1. Obtain 1250 samples from N{24,16) and A^(16,16) separately. Combine them 
to form M = 2500 final samples {xj : i == 1，2,…，M} from h{x). 
Step 2. Compute the resampling weights uJi^ Mi^ i-.M) according to (3.4). 
Step 3. Use the ordered systematic procedure to resample from the discrete distribu-
tion on {xj} with probabilities uJi,M{xi.M) to obtain m = 2000 samples {x* : j = 
1，2,..., rn} approximately from f(x). 
Once again, xJ, xJ, • • •, xj^ are approximate samples from the target density f{x). The 
result is plotted in Figure 3.1(b). 
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The histogram in Figure 3.1(b) is better than that in Figure 3.1(a). Moreover, we can 
extend (3.11) to higher order mixtures. Assume that we know the standard deviation of 
S, i.e. as = y ^ = 5. Set Si = Sq + 2(7s = 10 and S2 = Sq — 2as = —10. We use both 
f{x I Si) and f{x | 5-2) to dominate the tails. f{x | S q ) is chosen to capture the center 
part of the target distribution. Now h{x) becomes 
= Pif{x 丨 So) + P2f{x I Si) + Psfix I 52). (3.12) 
As the mixing probabilities are unknown, we implement the two stage strategy that was 
described in Section 3.3. For simplicity, the optimal pi,pi and pj are found under the 
constraint p2 = Ps- Set an initial value of Pi = P2 = P3 = 1/3. Then draw 1000 pilot 
samples from (3.12) with the idea of stratified sampling. The optimization procedure in 
Stage 1 is performed on the grid PQ = 0.1, Pi = 0.9 and Ap = 0.05. Table 3.1 lists 
our result for the optimization procedure. Rows 2 and 4 are the bias in (2.2). Table 3.1 
Table 3.1: The result of the optimization procedure 
PI 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
Bias (xlO-3) 5.13 4.38 3.99 3.72 3.51 3.35 3.23 3.13 3.06 
PI 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 
Bias (x lO 一 3) 3.02 3.00 3.01 3.05 3.13 3.28 3.56 4.08 
shows that the optimal mixing probability pj is 0.6 because the corresponding bias is the 
smallest. Again, let M = 2500 and m = 2000. Then we draw additional i.i.d. observations 
from each density in (3.12) and combine these additional samples with the pilot samples. 
The size of the deterministic samples is proportional to the optimal mixing probabilities. 
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By the similar algorithm in the two-component case, we find that the histogram in Figure 
3.1(c) fully restores the target density. o 
Allowing general distribution of 9 
In Section 3.4，we have described a new method to deal with the resampling weight. To 
motivate the method in this example, we need to choose a prior distribution which has a 
thick tail. A prior N(SQ, 100) is used as our p{s). Since we can use any constant value x* 
of X in (3.7), we select Xq = E[X) = 20 as the constant value. Recalling Section 3.4, we 
use E | X j = Xj] in (3.9) instead of (3.7) to be our resampling weight. 
Samples from the target density f(x) can be obtained using the following algorithm. 
Step 1. Obtain M = 2500 i.i.d. samples {sj : j = 1’ 2’ …，M} from p{s). 
Step 2. Generate Xj from f(x | Sj) for j = 1,2,…，M. 
A r \ 飞, • 
Step 3. Compute the resampling weights ujj^Mixi-.Ai)三迟 (工i:a'/’ S l m ) X j = Xj 
according to (3.9). 
Step 4. Use the ordered systematic procedure to resample from the discrete distribu-
tion on {xj} with probabilities ujj,M{xi:M) to obtain m = 2000 samples {xl : k = 
1，2,...，m} approximately from f(x). 
Figure 3.1(d) shows the histogram of the samples • • • The histogram recovers 
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Figure 3.1: Comparison of different methods. The solid line in all plots is the target 
density, (a) The histogram based on IBF sampling, (b) The histogram based on mixture 
with two components, (c) The histogram based on mixture with three components, (d) 
The histogram based on the new method. 
Comparison 
Figures 3.1(b), 3.1(c) and 3.1(d) show a good fit to our target distribution. Figure 3.1(a) 
is the worst because the samples cannot capture the tails of the target distribution. It 
clearly reveals the problem of IBF sampling that we have discussed in Section 3.2. Because 
Var{x I So) = 1.56 is much less than Var{x) = 16, it violates the desirable property of 
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the ISF. For the adaptive mixture method, we suggest to use a high order mixture and 
pick several pre-specified points to dominate the tails of the target distribution. The two-
component mixture and the higher order mixture are both good in this simple example. 
Our new method does perform well as the histogram in Figure 3.1(d) portrays the target 
distribution completely. Increasing the variability of our ISF is an important task when 
we do not guarantee that the tail of our ISF is longer than f . Overall we conclude that 
our new method is better than the IBF sampling and the new method is convenient to 
implement, as it does not have the optimization procedure when compared with adaptive 
mixture method. But the adaptive mixture method has the flexibility in highlighting the 
target distribution in different regions. • 
Example 2. (Beta-binomial distribution) 
This is an example considered by Casella and George (1992). Suppose we have the 
following joint distribution of X and 5, 
/(:r;,s)oc 工 1 ( 1 —2/广—工1，x = 0<s< l . 
W 
Our aim is to obtain samples from the marginal pdf f{x) and we know the following 
conditional distributions, 
f{x \ s) is Binomial(n, s) 
/(•s I is Beta(a: a,n — x P). 
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Figure 3.2: Comparison of the IBF sampling and the new method. The solid line repre-
sents the target density, (a) The histogram based on the IBF sampling, (b) The histogram 
based on the new method. 
The exact form of f{x) can be calculated and the result can be found in Casella and 
George (1992), that is, 
广，�fn\ r ( Q + f3) r(3； + c O r ( n - x + P) � 1 . . 
勝 U r 禱 ） + + ’ " 1 ， . . . ， - (3.13) 
Throughout this example, we set M = 2500, in = 500, n = 16’ a 二 2 and 二 4. They 
are the values selected by Casella, and George (1992). For the IBF sampling, we choose 
a pre-specified point Sq = (a — l ) / ( a + /? — 2) which is the mode of S and the result is 
shown in Figure 3.2(a). To illustrate our method in Section 3.4, we choose Uniform(0, 1) 
as p(s). The histogram of our method is plotted in Figure 3.2(b). For easy comparison, a 
solid curve for the target probability function (3.13) is drawn in both plots. Overall, our 
method is better than the IBF sampling as the IBF sampling cannot capture the tail of 
the target density again. 
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Chapter 4 
Resampling weight in Gibbs 
sampling 
4.1 Introduct ion 
Referring to Sections 2.3 and 2.4, the successfiilness of the SIR algorithm depends strongly 
on the choice of the ISF. We have presented the IBF sampling and other methods in the 
previous chapters. In IBF sampling it is always assumed that the observed posterior 
mode ^obs is available via the EM algorithm. In other words, the performance of the 
SIR algorithm depends on how good the estimate of the observed posterior mode is. 
Occasionally, EM algorithm is not applicable because of its complicated M step. Can we 
replace the EM estimate by a rough estimate of 良bs? Perhaps, we can make use of the 
Gibbs sampler as a device to obtain a good ISF as the stationary distribution of the Gibbs 
process is f{x) (the target marginal pdf of X). This property of the Gibbs sampler is 
very useful in our problem and a rough estimate of o^bs can be used as an initial starting 
point. Since it is difficult to monitor the convergence of the Gibbs sampler, we need to 
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develop a mechanism in order to stop the Gibbs sampler in the SIR algorithm. 
In Sections 4.2 and 4.3, we discuss how the idea of Gibbs sampler is applied in the 
SIR algorithm which is a generalization of the method in Section 3.4. How to stop the 
Gibbs sampler is also described. Finally, three examples will be considered. 
4.2 Use Gibbs sampler to obtain ISF 
The Gibbs sampler has been introduced in Chapter 2. Let X be our interesting variable 
and 5 be a dummy variable. Starting with an initial value SQ = S q , the Gibbs sampler 
generates a sample from f{x) by sampling from the conditional distributions f{x | s) and 
/ ( s I x) repeatedly. This is done by generating a "Gibbs sequence" of random variables 
Sq, Xi, 5I, X2,52, X3，…，Sk-1, Xk. (4.1) 
Besides the initial value SQ = s � ’ the rest of (4.1) is obtained iteratively by alternatively 
generating values from 
^j+i 〜/(工丨 Sj = Sj) 
and 
Sj+i � f { s I J^j+i = Xj+i). 
Under mild conditions, Geman and Geman (1984) showed that the distribution of Xk 
converges to f{x) as A; 00. Gelfand and Smith (1990) suggested generating M in-
dependent Gibbs sequences of length k and then using the final value of Xk from each 
sequence. Moreover, Gelman and Rubin (1992) recommended using several independent 
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sequences, with starting points sampled from an overdispersed distribution. We would 
use both ideas to apply the Gibbs sampler in the SIR algorithm. 
Suppose p{so) is a prior pdf which is an overdispersed approximate distribution to 
/(So). Note that SQ is no longer a fixed value and f{x) is our target pdf. Denote 
{so, 2：1�...�Sfc-i, Xfc} by So • Xk and M is the number of Gibbs sequences that we generate. 
The target distribution of SQ : Xk is that it behaves like a steady state of the stochastic 
process. Choosing the importance weight as the resampling weight, we have 
, . � _ f { s f ) f { x f I s f ) f { s f I • • • I I 
. Xk) — ( i ) � " (i) I � � " � I �� “ ( i ) ( i ) � “ (i) ( i ) � 
1 4 0 / ( ^ 1 I a：^)…/(4丄 1 1 4 丄 i ) / ( 4 14丄 1) 
二 /(ill 
I 工*) (4 2) 
P ( 4 ’ / (工 * 1 • 
for any fixed integer value k > 1, i = 1，2，…，Af being an index of the samples and x* 
being a real constant. It is interesting to see that Equation (4.2) has tKe same form like 
(3.7) for any fixed k. The performance of the algorithm depends on how good p(so) is as 
an approximation of /(sq). The resampling weight in (4.2) is clearly undesired as we do 
not see the advantage of having a large k. Further investigating the resampling weight 
in (4.2), one may notice that a joint density /(sq ： Xk) is our target pdf. It is too harsh 
for us to sample the exact joint density as our interest is the distribution f{xk) when k 
is large enough. We would use the conditional expectation to construct our resampling 
weight like (3.9) in Section 3.4, instead of (4.2). Throughout this thesis, we assume that 
the Gibbs sequence always converges when k increases. 
We are going to explain why we use the conditional expectation to estimate our resam-
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pliiig weight. Only A; > 2 is considered because we have already proved it when A; = 1 in 
Section 3.4. Let = E | 4 力 = 4 力 ] a n d cj^M = 
for a fixed integer value k >2 and j = 1’ 2，. •.，M. Using the similar technique in (3.8), 
we have 
//�1^1)(工&-1)/04力 I Sk-iMsk-i, ock-i恤k-idSk-i . . 
= 7J-. . (4.3) 
J / K I Sk-i)p�Sk-i)dsk—i 
We approximate (4.3) by 
P�, ’("’-1), � y U ) — Jj)] — 叫 ( ’ V ) (工力 I 力 
E �iM i^k-i) Afc -工k ^M f( U ) ^ ’ （4-4) 
where ( 4 - i ' 4 - i ) ' … ， a r e generated from p(sk-i,Xk-i). De-
note the following statement as B{n). 
B{n) : u^il.ixn) = E [a;:’ri)(Xn-i) I X^p = x^p] = /(<力)M4”） 
for all integer n >2. When n — 2 
J I sOptsOf/Si 
_ J J /(工i)/(4力 I Si)/。！ I 
fp(x[^\si)dsi 
= J f f(xi^\si,xi)dxidsi 
= 
二 
Therefore, B(2) is true. Now we assume B(l) is true for an integer I > 2 and we have 
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When n = / + 1, it is straightforward to see B{1 + 1) is true whenever B(l) is true. By 
the principle of mathematical induction, B(n) is true for all integer n > 2. Therefore, 
the feature brought out by B{n) is that the conditional expectation help us to integrate 
out the irrelevant variables in the target pdf and the ISF. However, it is difficult for us 
to write down (4.3) explicitly, but we can approximate it by the Monte Carlo method 
using a recursive relationship. For (•*4:!八工1), we can refer back to (3.9) and then start the 
recursive relationship by substituting it into (4.3). 
4.3 How many iterations? 
In many practical applications of the Gibbs sampler, it is necessary to determine how 
long the simulations need to be run. That is, we need to choose an appropriate value 
of k which makes the Gibbs sequences sufficiently close to the stationary distribution. 
A general strategy for the convergence diagnostic is given by Tanner (1993). He used 
a sequence of weights that measure the discrepancy between sampled and the desired 
distribution, and he called it the Gibbs stopper. Gelman and Rubin (1992) suggested 
to use the variance from multiple sequences to monitor convergence. Also, Casella and 
George (1992) gave a brief discussion on detecting convergence. 
To determine the length k of Gibbs sequence in the SIR algorithm, we make use of 
(2.2). Our idea is somewhat like the Gibbs stopper. We just plug the resampling weight 
(4.3) in (2.2) and observe the bias. For each k, we would calculate the bias through 
(2.2). If the bias is less than a specific small number c* (0 < c* < 1), then we would 
stop the iteration and run the SIR algorithm. As a;:’?,(a;fc) is our resampling weight, it is 
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straightforward to obtain the first moment of the resampling weight. We need to 
take much care of the second moment when we deal with it in (2.2). Firstly, we 
want to find an estimator of the quantity • One may use the estimator 
of the following form 
EM Y^A/ 
1^1=1,l^jOjOl 
If we have E{ai) = /(：4力），Eifii) = Cov(aj,ai) = 0 and Cov(bj,bi) = 0’ then 
r 2 
Equation (4.5) becomes a ratio estimator of because 
E i E C L 仏 判 _ 華 - 1 ) [ / (4” ) ]2 _ � � 12 
1^1=1,i^jbjbi) M(M - 1 ) 
Let a j = 工fc-i)/(工 I ^k-i) and bj = /(：4” | 4 - i ) - Then it can be shown that 
E[ai) = and E{bi) = [！from (4.3). Therefore, Equation (4.5) becomes 
EM v - ^ a / 
j=i 2^1=1,i^j QjCii 
关j bjbi 
— ( E ; 么 〜 巧 
—J= d 1 1!__ (4 
We use (4.6) to calculate the second moment 1^ 12(00) in the bias formula (2.2). 
Example 
To see how well our method works, we reconsider the first example in Section 3.5 because 
we can compute the true value of the bias in this simple situation. Recall the bivariate 
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normal example, X is the variable of interest and 5 is a dummy variable, and their joint 
density is a bivariate normal, which is same as (3.10). The purpose of this example is to 
generate sample from the target density f{x) but we cannot obtain a good pre-specified 
point So. So the methods in Chapter 3 does not perform very well since the ISF is not 
close to / (x ) . Suppose p{s) is the 7V(40，400) distribution. Under this situation, we can 
achieve our goal by the following algorithm: 
Step 1. Draw M 二 5000 i.i.d. samples {s[/) : j = 1,2, • • •, M} from p{s) and set k = I. 
Step 2. Generate x(ip from f(x | 4-i) for j = 1,2,---, M. 
Step 3. Compute the resampling weight = E k-i) | x f � = rc^ ") by 
(4.4)，where can be calculated from (3.7) and (3.9). 
Step 4. Calculate the bias according to (2.2). If the bias is less than c*, go to Step 5. 
Otherwise, generate sjf ) from f(s | x^^^) for j = 1’ 2，. • • ’ M. Increase k by one and 
go back to Step 2. 
Step 5. Use the ordered systematic procedure to resample from the discrete distribu-
tion on {a^j)} with probabilities to obtain m 二 250 samples {xl^^^ : I = 
1,2，...，m} approximately from f{x). 
So {a：:�：I 二 1，2, ...,7几} is an approximate sample from f{x). For an illustrative 
purpose, we stop the above algorithm when k = 10 in this example rather than set a 
specific value of c*. Table 4.1 shows the bias at each iteration and the result of k = 
1, 5 and 10 are shown in Figure 4.1. Surprisingly, our method works well and even when 
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Table 4.1: The table of bias at each iteration 
No. of iteration 1 2 3 4 5 6 7 8 9 10 
Estimated bias (X10-4) 8.72 7.70 7.12 6.14 5.77 5.62 5.43 5.42 5.21 4.61 
True bias (X10-4) 8.49 7.47 7.14 6.33 6.06 5.86 5.47 5.30 4.87 4.28 
k = 1. As the bias for k = 1 is very small in Table 4.1, we probably stop the algorithm 
at k = I. Moreover, one can calculate �•八工k) = easily because both the 
target / ( . ) and conditional pdf / ( . | .) are normal in this example. Besides normal, more 
complicated examples are also studied in Section 4.4. To see how good our estimator 
UJJ^IJ(X/.) is, we use the true value and the estimated value to calculate the bias in Step 
4 and plot them in Figure 4.1(d). It shows that our estimated value is close to the true 
value. In addition, we show how well the bias formula (2.2) performs in estimating the 
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Figure 4.1: Comparison of performance at different iterations of Gibbs sampler. The solid 
lines in the plots (a), (b) and (c) are the target density, (a) At first iteration, (b) At 
fifth iteration, (c) At tenth iteration, (d) The plot of the biases. Solid line represents the 
estimated value and dotted line represents the true value. 
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4.4 Applications 
In this section, we consider three examples. Firstly, we start with the simple genetic 
linkage model which was considered by Tan et al. (2003). This model is a well-known 
example to illustrate the use of EM and various MCMC methods. Furthermore, we can 
investigate the performance of our method as the posterior can be calculated exactly using 
pointwise IBF (2.3). Secondly, an artificial example from Casella and George (1992) is 
used for illustrative purpose. Finally, a probit regression model for binary outcomes is 
also considered. 
4.4.1 The genetic linkage model 
In this example, 197 animals are distributed according to a 4-cell multinomial distribution 
with cell probabilities: (6 + 2)/4, (1 - 6>)/4, (1 - 6')/4, 6/4., where 0 < ^ < 1. The 
observed data Fobs = ("i’ ?/2’ Vs, VA)' 二 (125,18，20, 34)' is augmented with missing data Z 
and the complete-data is (Z, yi — Z, 2/3, VA)- Using Beta(a, b) as the prior distribution 
for Q, we have 6 | (V^ obs’？ 二 2 ) � B e t a ( a + + 6 + + Us) and Z | (V^obs,約� 
Binomial(;?/i, + 2)). According to (2.3), the posterior density of Q is 
= g f l ^ 厂 
= { ' : ) B { a + + 6 + 2/2 + ， 
where B{p, q) = [ r ( p ) r ( ( 7 ) ] / r ( p + is the Beta function. We use a 二 6 = 1 as the 
noninformative prior. Through the EM algorithm, we find that f{9 | Fobs, Zq) with Zq = 30 
well approximates f{0 | Kbs). To implement IBF sampling, we have to compute the 
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resampling weight by exchanging the role of 9 and Z in the sampling-wise IBF (2.5). So 
it becomes 
秦 (4.8) 
By drawing M = 2500 i.i.d. samples {肿）：i = 1’ 2，... ’ Af} from f{0 | y^bs, ^ = 30), 
compute the resampling weights according to (4.8). Then resample with replacement 
according to the resampling weights to obtain m = 250 samples approximately from 
f ( 0 I y^ obs)- The result is plotted in Figure 4.2(a) with the exact observed posterior given 
by (4.7). Moreover, two different values of ZQ (0 and 60) are also used in the IBF sampling. 
When ZQ = 30，the curve and the histogram have the maximum overlap. The bias (2.2) of 
ZQ = 0, 30 and 60 is 0.038, 0.000 and 0.027 respectively. It matches the results in Figure 
4.2 and shows that the IBF sampling is sensitive to the pre-specific point ZQ. 
For our proposed method, we choose a discrete Uniform(0, 60) as p{zo). At the first 
iteration, the resampling weight is calculated according to (3.9). We then update these 
weights through the procedures in Section 4.2 if the bias is greater than c*. We set 
c* = 0.0001 and it stops at the second iteration. The histogram based on these samples 
is plotted in Figure 4.2(d). From Figure 4.2(d), the histogram well approximates the 




Suppose X and S have conditional distributions that are exponential distributions re-
stricted to an interval (0，B), that is, 
f(x I s) oc sexp(—sx), 0 < X < B < oo 
/(s I a:) oc xexp{—xs), 0 < s < B < oo, (4.9) 
where B is a known positive constant. In this example, our objective is to generate 
samples from the marginal pdf f(x). Before we employ our proposed method, we have to 
evaluate the constants in the truncated exponential densities (4.9). It is straightforward 
to give f ( x I s) = sexp(—sx)/ [1 - exp(—Bs)], 0 < x < B. Similarly, we get the 
expression for f ( s | x). From (2.3), the marginal density of X is 
办 ) ^ { r 謝 ’ 
= B l - e x P ( - 召 工 ) — — • ( 4 . 1 0 ) 
X Jo {[1 — exp{—Bs)] / s } ds 
As the integral in (4.10) is not easily calculable, we use a numerical method to approximate 
(4.10). The solid line in Figure 4.3 represents an estimate of the marginal density f(x). 
To start with our proposed method, we first use a truncated normal density p{s) oc 
exp [—0.5(s — /i)2/cr2]，0 < s < B as a prior. We choose fj, = 4： and <7 = 1 arbitrarily. 
Following Casella and George (1992), we set B = Then we go through the procedures 
like the example in Section 4.3. Using M = 1000 to obtain a sample of size m = 200 
approximately from f(x). The iterative process for computing the resampling weights 
stops at the third iteration if c* = 0.0001. The histogram for x of a sample of size m = 200 
43 
from our proposed method is plotted in Figure 4.3(c). For the ease of comparison, the 
result of the first, second and the third iteration are also plotted. In this example, our 
method works well even though p{s) deviates much from f{s). Therefore, we do not need 
to put much effort on finding the mode of S in IBF sampling. 
4.4.3 The probit binary regression model 
Let Yi,' • • be observed independent binary random variables and Yj is Bernoulli ran-
dom variable with probability of success Pi. The probit binary regression model is defined 
as Pi = /3), for i = 1，• • • ’ TV, where /3 is a /c x 1 vector of unknown parameters, 
X - = { x i i , • • • , X i k ) i s a v e c t o r o f o b s e r v e d c o v a r i a t e s a n d < ! > ( ) i s t h e s t a n d a r d n o r m a l 
distribution function. James and Siddhartha (1993) introduce the data augmentation 
algorithm to the probit model. Suppose the observed data is augmented with latent 
variables Zi, • • •, Z^ . The random variables Zi,…，ZN are independent with 
Zi I y ， � / 3 ， 1 ) truncated at the left by 0 if yi 二 1 
Z, I y, /3 ~ A''(x-13,1) truncated at the right by 0 if yi == 0. 
James and Siddhartha (1993) state that if in priori the distribution of/3is diffuse, then f3 | 
y ’ Z �AW/^z，（X'X)-i) where y = ( " i , . . . , ?Mr)'，X - (x ; ’ . . . ’ x ' J ' , Z 二（2^1�.. •’ ^ ^jv)' 
and/3z = ( X ' X ) - n x ' Z ) . 
In this example, we use the experimental data which is first analyzed by Finney (1947). 
In this observational study, thirty-nine tests were conducted with the probit model given 
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by 
少 - i f e ) = A) + (iiXi2 + fh0Ci3, i = 1’...，39， 
where Xi2 and Xis are the volume and the rate of air inspired on a transient vasorestriction 
on the skin of the digits respectively. The binary outcome observed is the occurrence or 
nonoccurrence of the restriction. Referring to the symbols in Section 2.5, Kobs = (X,y) 
and 6 becomes A,/?2) at this time. 
To implement our proposed method, we arbitrarily select p{zi) to be a Uniform(0,5) 
if ?/i = 1 and Uniform(-5,0) if yi = 0. Therefore, p(z) = n£iP(々）and the resampling 
weight can be calculated through (3.9). Setting M = 2000, m = 200 and c* = 0.0001, the 
iterative process stops at the fourth iteration. We compare our result against the Gibbs 
sampling as the Gibbs sampling approximation works well when the length of Gibbs 
sequences is 800 (see James and Siddhartha 1993). From Figure 4.4, the histogram can 
capture the shape of the Gibbs density estimates. Once again, our method is applicable 
to a multi-dimensional case with a rough p{z). 
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Figure 4.2: Comparison of performance for different choices of ZQ. The solid lines in the 
plots are the posterior densities, (a) When ZQ 二 0. (b) When ZQ = 30. (c) When ZQ = 60. 
(d) The proposed method at second iteration. 
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Figure 4.3: Comparison of performance at different iterations. The solid lines in the plots 
are the estimate of f{x). (a) After first iteration, (b) After second iteration, (c) After 
third iteration. 
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Conclusion and discussion 
Gibbs sampler is widespreadly used in Bayesian analyses. It is mainly used to generate 
variates from the posterior distributions. By sampling iteratively from the full set of 
conditional densities, we remove a leading portion of the Gibbs sequence and the remaining 
portion is taken as samples from the posterior density. IBF sampling is a noniterative 
sampling approach which combines IBF with SIR and EM to generate an approximate 
sample from an observed posterior. In this thesis, we have proposed another sampling 
approach for obtaining an approximate sample from the target distribution by extending 
the idea of IBF sampling with the Gibbs sampler. The strength of the Gibbs sampler 
helps us to avoid the difficulty of obtaining the observed posterior mode. The iterative 
process of our method shares the properties of the Gibbs sampler. This implies that our 
method is applicable to problems on which the Gibbs sampler can be applied. Moreover, 
we recommend to generate the starting points of the Gibbs sampler from an overdispersed 
ISF. For the adaptive mixture approach, a two stage procedure is proposed which makes 
use of a pilot sample for estimating the optimal mixing probabilities. Both of our proposed 
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methods can handle the case where Var{Z | 毛bs， o^bs) is much less than Var{Z | i^ obs)-
The IBF sampling is compared with our proposed methods through examples. We used 
several pre-specified parameter values to see their effect on the IBF sampling. The IBF 
sampling only works well if we have a good pre-specified point. In contrast, our proposed 
method is more robust to the pre-specified point. As our proposed method is built on the 
theory of Gibbs sampling, we should pay attention to its convergence. A strategy that 
we have used is to estimate the bias of the SIR algorithm, and stop the iteration when 
the estimated bias is less than a specific value c*. In general, we set c* = 0.0001 and the 
results show that the samples almost fully capture the target pdf. Further research on the 
determination of c* is of interest, especially for high dimensional problems. We believe 
that in high dimensional case c* should not be too small because it is difficult to sample 
with a small bias of the SIR algorithm in this case. 
The Gibbs sampler was developed and has mainly been applied to complex stochastic 
models involving large number of variables. In practice, the number of variables is not 
only restricted to two as in our proposed method. As the ISF of our proposed method 
is built up from the Gibbs sampler, it can be extended to more variables cases. By 
sampling iteratively from conditional densities, we would obtain an approximate sample 
from the target pdf. The iteration scheme is clearly stated in Section 2.2. But the form 
of the resampling weight is slightly different from (4.4) although the idea is the same. 
Computational time is another main concern in our proposed method as we use the 
weighted mean method to compute the resampling weight. Computational time is very 
heavy when M is large. For example, we only need to compute M resampling weights in 
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IBF sampling while NP is needed in our proposed method. 
Further studies of the methods are needed. For example, we can draw a systematic 
sample to compute the resampling weight instead of using all M samples. This can reduce 
the computational time significantly. Furthermore, it would be interesting to construct a 
mechanism to choose a prior distribution for our proposed method to overcome the slow 
convergence rate of Gibbs sampler in some occasions. 
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Appendix A: E x a c t bias of the SIR 
Since our proposed method depends on the bias formula (2.2), it is worth to show how 
well the formula performs in estimating the actual SIR bias. In this appendix we will 
consider the example in Section 4.3. For simplicity, we investigate the precision of bias 
estimate after the first iteration. Moreover, p{x) = Jp{s)f{x\s)ds and we know that 
p{x)�yV(50.4, 232.6). Both pis) and f{x\s) are the normal density. For more details, 
please refer to Section 4.3. After we have the form ofp(x), we do not need to use (3.9) 
to approximate the importance ratio and we use the true one, i.e. f{x)/p{x), to conduct 
the simulation study. 
Using the symbols in Section 2.4，we know that 
max | P r ( r E C) - P r (X € C | X � / ( : r ) ) | 
�八' / M 1 
= m a x F 脱 舰 T A X � — Pr(X e C 丨 � / ( o : ) ) 
c Li=i / J 
1 � M / M ] 
^ ^ t i c 肿 ⑷ Y A X i ) - P r ( X e C H X � / ( : r ) ) 
Cj Li=l / � 
1 f M \ 
= \ J： (A.1) 
Cj \i=l J 
where Cj 门 = 0 for j + k, Ci |J C'2 • • • U 二 the sample space of Y, for some 
values of /, Pij = I c j { X i ) L j { X i ) / E ^ ^ I i 一 不 ) ， = Pr(X G Q | X � f { x ) ) and both 
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^{YliLi and Pj are small, for j = 1,…，1. Equation (A.l) gives the exact bias of 
the SIR algorithm and we make use of it to study the accuracy of the bias that we have 
obtained in the example. If M = 5000，let rj 二 ^ij) and the estimate of Vj is 
f j = X]二。尸i’j.. In order to find f j , we perform simulations for n times. As we know 
f{x)�7V(20’16), Pr (X e Cj. I X � / ( a : ) ) can be calculated for any given Cj. Then 
we replace Vj by f j in (A.l) to calculate the exact bias. Table A.l shows the bias with 
different values of n. 
Table A.l: The results of the simulation in estimating the bias 





Clearly, our simulation result depends on the value of n. The larger value of n, the 
more accurate of the bias. We fit the following regression model to the data in Table A.l 
< 々 一 巧 l l 卜 — 尸 6 “ （Z = 1，2，3，4)， （A . 2 ) � c ^ J , � 
where a is a real coefficient and e/ is the error term. The least squares estimate of 
i E c j k j - is equal to 0.000863 and the of the regression model (A.2) is 0.997. 
The bias in the example is 0.000849 (from Table 4.1) which is close to our estimate. Thus, 




1. Casella, G. and George, E. I. (1992). Explaining the Gibbs sampler. The American 
Statistician 46, 167-174. 
2. Dempster, A. P., Laird, N. M. and Rubin, D. B. (1977). Maximum likelihood from 
incomplete data via the EM algorithm (with discussion). J. Roy. Statist. Soc. Ser. 
B 39，1-38. 
3. Doiicet, A., de Freitas, N. and Gordon, N. (2001). Sequential Monte Carlo Methods 
in Practice. New York: Springer-Verlag. 
4. Finney, D. J. (1947). The estimation from individual records of the relationship 
between dose and qiiantal response. Biometrika 34, 320-334. 
5. Gelfand, A. E., and Smith, A. F. M. (1990). Sampling-based approaches to cal-
culating marginal densities. Journal of the American Statistical Association 85, 
398-409. 
6. Gelinan, A., and Rubin, D. B. (1992). Inference from iterative simulation using 
multiple sequences. Statistical Science 7, 457-472. 
7. Geman, S . � a n d Geman, D. (1984). Stochastic relaxation, Gibbs distributions, and 
the Bayesian restoration of images. IEEE Transactions on Pattern Analysis and 
Machine Intelligence 6, 721-741. 
8. James, H. A. and Siddhartha, C. (1993). Bayesian analysis of binary and polychoto-
mous response data. Journal of the American Statistical Association 88, 669-679. 
54 
9. Li, K.-H. (2004). The sampling/importance resampling algorithm. In Applied 
Bayesian Modeling and Causal Inference from Incomplete-Data Perspectives, ed. 
A. Gelman and X.-L. Meng, 265-276. London: Wiley. 
10. Newton, M. A., and Raftery, A. E. (1994). Approximate Bayesian inference with 
the weighted likelihood bootstrap. J. Roy. Statist. Soc. Ser. B 56, 3-48. 
11. Oh, M.-S., and Berger, J. O. (1992). Adaptive importance sampling in Monte Carlo 
integration. Journal of Statistical Computation and Simulation 41, 143-168. 
12. Oh, M.-S., and Berger, J. O. (1993). Integration of multimodal functions by Monte 
Carlo importance sampling. Journal of the American Statistical Association 88, 
450-456. 
13. Ragliavan, N.’ and Cox, D. D. (1998). Adaptive mixture importance sampling. 
Journal of Statistical Computation and Simulation 60，237-259. 
14. Ross, S. M. (2002). Simulation, 3rd ed. London: Academic Press. 
15. Rubin, D. B. (1987a). Comment on "The calculation of posterior distributions by 
data augmentation", by M. A. Tanner and W. H. Wong. Journal of the American 
Statistical Association 82, 543-546. 
16. Rubin, D. B. (1987b). Multiple Imputation for Nonresponse in Surveys. New York: 
Wiley. 
55 
17. Rubin, D. B. (1988). Using the SIR algorithm to simulate posterior distributions. 
In Bayesian Statistics 3，ed. J. M. Bernardo, M. H. DeGroot , D. V. Lindley，and 
A. F. M. Smith, 395-402. Oxford: Oxford University Press. 
18. Rustagi, J. S. (1994). Optimization Techniques in Statistics. London: Academic 
Press. 
19. Skare, 0 . ’ B0lviken, E. and Holden, L. (2003). Improved sampling-importance re-
sampling and reduced bias importance sampling. Scandinavian Journal of Statistics 
30，719-737. 
20. Smith, A. F. M., and Gelfand, A. E. (1992). Bayesian statistics without tears. The 
American Statistician 46, 84-88. 
21. Tan, M., Tian, G.-L., and Ng, K. W. (2003). A noniterative sampling method for 
computing posteriors in the structure of EM-type algorithms. Statistica Sinica 13， 
625-639. 
22. Tanner, M. A. (1993). Tools for Statistical Inference, 2nd ed. New York: Springer-
Verlag. 
23. Tanner, M. A. and Wong, W. H. (1987). The calculation of posterior distributions 
by data augmentation. Journal of the American Statistical Association 82，528-540. 
24. Tian, G. L. and Tan, M. (2003). Exact statistical solutions using the inverse Bayes 
formulae. Statistics and Probability Letters 62，305-315. 
56 
25. West, M. (1993). Approximating posterior distributions by mixtures. J. Roy. 
Statist. Soc. Ser. B 55，409-422. 
57 
‘ ‘ “ 
• • • 
• • 
• . 
• • • . • 
• . - + . . . 
• • “ ••. , 
. . • • • . 
• . • • 
. - . ‘ . . . . • 
- . , 
.. • , . . ： . • . 二 . 
• .W ； . . • ,丨..‘.. 
. . . ‘ , • . - . ’ - . , V. • . - • . . . . . .. 
- ：,. . • - .•••••.- • 
. . . ‘ • , • . 
. ••, . • • • . . . . •, 
,；... • • . •�... • . 、 . . .. . . •：... • ； . • , • 、•：,’.：、. .. • ‘-, 
,•. . .. . 、，、•：. ..、:: ： •.、广 . •‘ - • , . 
m 
m 
I 
：麵:遍 
