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Forward Link Capacity in Multi-service
DS-CDMA Systems
Lei Zhuge and Victor O. K. Li
Abstract — In this paper the capacity of the forward link in multi-
service DS-CDMA systems is analyzed. Capacity constraints are derived
with respect to the number of users in each service class. Shadowing,
hard/soft handoffs, and data rate variations are considered in the analy-
sis. Solutions of the capacity constraints are used to compare the forward
link capacity with hard and soft handoffs. The accuracy of the solutions is
verified by simulations.
I. INTRODUCTION
The future wideband DS-CDMA (direct sequence code di-
vision multiple access) systems are expected to provide vari-
ous types of applications besides the traditional voice service.
These applications include transmissions of text messages, im-
ages, web pages, audio and video streams, to name a few. Sev-
eral system level problems, such as admission control, quality
of service (QoS) guarantee, burst scheduling, etc., arise in these
wireless multimedia systems. A fundamental issue behind these
problems, however, is the system capacity analysis.
The forward link (or downlink) in DS-CDMA, due to its syn-
chronism and orthogonality, has smaller intra-cell interference,
higher power control efficiency, and lower error rate than the
reverse link [1]. In spite of all these advantages, with the adop-
tion of coherent and multi-user detection techniques on the re-
verse link and the asymmetric property of network traffic, the
forward link may become the bottleneck of the system [2]. Sim-
ulations are performed to show the forward link capacity under
the current or proposed system configurations [2], [3], [4]. Un-
fortunately, it is inconvenient to apply these simulation results to
real-time capacity control, and such simulations do not consider
the different traffic types in a multi-service system.
Another related issue is soft handoff on the forward link. Un-
like the reverse link where the user’s signal is received by the
neighboring base stations whether or not it is in soft handoff,
additional transmissions from the neighboring base stations are
required for forward-link soft handoff, and thus more power is
consumed and more interference is produced in the neighboring
cells. Therefore, whether soft handoff can really increase the
forward link capacity or not is arguable [1].
In this paper we analyze the forward link capacity, and de-
rive the capacity constraints with respect to the number of users
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in each service class. Gaussian and lognormal approximations
are used to make the analysis tractable. Shadowing, hard/soft
handoffs, and data rate variations are taken into account in the
analysis. Simulation results show that the lognormal approx-
imation produces reasonably accurate solutions at the normal
operation values of outage probabilities. In addition, compari-
son of the solutions between hard and soft handoff indicates that
soft handoff can provide considerable gain on the forward link
capacity, which agrees with the published simulation data. This
work is complementary to our previous analysis on the reverse
link capacity in multi-service DS-CDMA systems [8].
The forward link capacity analysis is performed in Section II.
Numerical results are given in Section III before the concluding
section.
II. FORWARD LINK CAPACITY ESTIMATION
A. The Outage Constraint
In either forward or reverse link of a DS-CDMA system,
the capacity is limited by the total interference in the system.
The system interference level must be maintained below a cer-
tain threshold so that the users’ communication quality can be
guaranteed. Usually the parameter bit-energy-to-interference-
density ratio (BIR) is used as the quality of service (QoS) index.
The BIR of a user   is calculated, by definition, as [1]
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station in cell  , where
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 is the total power from the user’s own
base station (in cell 0). Let ﬀ  be the fraction of base station
power for the transmission to user   . The interference power

 consists of intra-cell and other-cell interference. The intra-
cell interference is caused by the partial loss of orthogonality
among the user codes due to the multipath effect, and is equal
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 where  #" is the orthogonality factor [2], [3]. The
other-cell interference is the sum of the power received from all
the neighboring base stations. Therefore,
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where   is the number of neighboring cells under considera-
tion. Thermal noise is ignored in (2)1.
Assume homogeneous traffic distribution, i. e. the types and
amount of traffic are the same in all the cells, and the users are
uniformly distributed in the cell. Assume further that the total
transmission power from each base station is equal. The path
loss model with shadowing is well known and given by [1]
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where  is the distance,  is the path loss exponent, and  is
a lognormal random variable with parameters ﬁ
	  $ . Since
the received power is inversely proportional to the path loss, we
have, from (2),
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and we call   the modified path loss ratio of the user.
Given physical channel characteristics and cell device config-
urations,  is a known value. Hence ﬀ  varies with the data
rate

 and the modified path loss ratio   . In the usual cases
when the BIR (   ) is guaranteed for all the users in cell 0, if
a fraction  of the base station power is dedicated to common
control channels (pilot, paging, synchronization, etc.), the sum
of ﬀ  of all users in the cell should not exceed ﬂﬃ . Therefore,
for normal operation of the system, there is a limit on the outage
probability, or
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is required, where ' is the total number of users in the cell.
B. Approximations and Capacity Constraints
In a multi-service system, let ( be the total number of service
classes, and '*) the number of class- + users in the cell ( + 
ﬂ
-,-,-,%
( ). The outage constraint (6) is rewritten as
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Equation (2) assumes that the signal power for a single user is small com-
pared with the total interference power in a cell.
Our aim is to obtain a relationship among '8) ﬁ9+  ﬂ -,-,-,% ( $
from the constraint (7). The Gaussian approximation has been
used on the reverse link outage analysis (see, for example, In [1],
[5]). It is shown that the solutions under the Gaussian approx-
imation are reasonably close to the simulation results, although
the central limit theorem is not strictly applicable. In our case
the capacity constraint obtained by the Gaussian approximation
is
;:
(=<4>@? A
:B# ﬂ ﬃ  (Gaussian approx.) (9)
where <4> defines the tail probability % of a standard Gaussian
random variable, or CDEF
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where 
M
and A
M
denote the mean and variance of the random
variable R , respectively. The moments of  ) and  ) are dis-
cussed in the following sub-sections.
We have found by simulations, however, that the Gaussian
approximation tends to overestimate the cell capacity in a multi-
service environment. The error is especially obvious when the
traffic is bursty. The major reason, we think, is that the lognor-
mal component 

)



)
 in . (see (7) and (8)) has a “longer
tail” in its density function than a Gaussian random variable. 2
Traffic burstiness increases further the variance of . , resulting
in underestimating the tail probability in the Gaussian approxi-
mation.
It is therefore reasonable to approximate . by a lognormal
random variable (as we did in [8] for the reverse link) which is
scaled from the shadowing variable  and has the same mean
and variance as . . That is,
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Then the capacity constraint under this lognormal approxima-
tion can be proved to be
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Our simulations show that the lognormal approximation is
more accurate than the Gaussian approximation in the region
around %  	 , 	 ﬂ (the region corresponding to most DS-CDMA
system designs).
r
The division of two shadowing variables is a lognormal random variable with
the same parameters (i. e. another shadowing variable), if the two components
in the shadowing (with respect to the user and the base station, respectively) are
assumed equal [1].
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Fig. 1. Handoff between two cells
C. Handoff Considerations
Handoff can occur even if a user does not cross the cell bound-
ary, when the received pilot from a neighboring base station is
strong compared with the pilot from the local cell. (8) has to be
modified to accommodate handoff cases.
Hard Handoff
In the hysteresis model [6], [7], hard handoff does not occur
until the pilot from the neighboring cell (say, cell 1) is stronger
than that from the local cell (cell 0) by a margin  . This
condition is equivalent to the path loss from cell 0 being

higher than that from cell 1. After handoff the user is power-
controlled by cell 1, and the fraction of power in base station 1
consumed by the signal to the user is (for convenience we omit
the subscript + indicating service class)
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Under the assumption of uniform user distribution, due to
symmetry, the scenario of a user in cell 0 power-controlled by
cell 1 is completely analogous to that of a user in cell 1 power-
controlled by cell 0. Hence, we can take ﬀ

 as the fraction of
power in base station 0 consumed by a user in cell 1 but power-
controlled by cell 0. Therefore, we redefine the modified path
loss ratio as (see Fig. 1 for reference)
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so that ﬀ   U V  is still valid and the capacity constraints
derived in the last sub-section still hold.
Soft Handoff
Consider soft handoff between the user’s two nearest base sta-
tions in cell 0 and cell 1. User   in cell 0 enters soft handoff when
the received strength of the pilot from cell 1 (  0  ) is greater than
that from cell 0 (   ) minus  . The soft handoff status re-
mains until 
0
 exceeds    plus

. Assume that in the soft
handoff phase the two base stations transmit to the user with the
TABLE I
MEAN AND VARIANCE OF MODIFIED PATH LOSS RATIO
(  = 4,  = 6 dB,  = 0.7)
Shadowing Hard handoff Soft handoff (2-way)
dev. ﬀ	ﬁ mean ﬃﬂ var.  ﬂ mean ﬃﬂ var.  ﬂ
2 dB 1.065 0.877 1.060 0.547
4 dB 1.083 1.002 1.061 0.576
6 dB 1.123 1.293 1.075 0.702
8 dB 1.265 2.898 1.181 1.740
same fraction ﬀ  of the base station power. The user, as a re-
sult, receives a total signal power of


)(
 0

, and at the same
time consumes a total fraction ! ﬀ  of the power in the two base
stations. The modified path loss ratio   can then be derived as
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When the user is not in the handoff region (i. e.
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pressions for   have the same format as (14).
Soft handoff involving more than two base stations can be
tackled in a similar way.
The Moments of  
The distribution of   defined by (14) and (15) can not be ob-
tained analytically. However, we can use Monte Carlo simula-
tion to study its characteristics. The mean and variance of  
with different shadowing deviations, obtained by Monte Carlo
simulation using a layout of two-tier (totally 18) neighboring
cells and circular cells with 60-degree overlapping (Fig. 1) 3, are
listed in Table I. As expected, soft handoff can reduce both mean
and variance of the modified path loss ratio (and thus reduce the
other cell interference).
D. The Traffic Model
In order to characterize the data rate variations, we use the
two-state Markov model for traffic streams. Assume that at any
time each transmission is in either of the two states, 0 and 1 , and
in each state it generates traffic with a fixed data rate, -2 or   ,
respectively. The holding time at each state is exponential. Un-
der this model the traffic data rate at any given time is a random
variable taking two values

43
52
with prob. 6
 
with prob. ﬂ ﬃ76 (16)
where 6 is usually called the activity factor of the source if  
= 0.  has mean U and variance A U given by
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We use overlapping circular cells because they are more realistic than hexag-
onal ones.
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TABLE II
EXAMPLE SYSTEM AND TRAFFIC PARAMETERS
System bandwidth   = 15 MHz
Handoff margin  = 6 dB
Path loss exponent  = 4
Orthogonality factor   = 0.7
Common control power fraction  = 0.1
Service class Data rates Act. factor BIR
 	 
	   
1 (1 Mbps, 100 kbps) 0.08 6 dB
2 (384 kbps, 0) 0.15 5 dB
3 (9.6 kbps, 0) 0.35 4 dB
This model can be applied to a wide range of traffic types in-
cluding voice and bursty data. Generally any traffic model can
be used in our capacity analysis, since we only need the mean
and variance of the data rate. The major concern, however, is
how the traffic variations influence the accuracy of the approxi-
mations under which the capacity constraints are derived.
E. Virtual Bandwidth
To quantitatively determine the system capacity in a multi-
service environment, we use the virtual bandwidth concept in-
troduced in our previous work [8], [9] for reverse link analysis
as the capacity metric4. For the forward link we redefine system
virtual bandwidth as


0

)
.10
'S);U
2

)ﬁﬂ ﬃ' #"$ (18)
The factor ﬂ ﬃ  #" is used to scale the value of

down to the
level of the system bandwidth.

may be thought of as the average system bandwidth “effec-
tively utilized” by all users in the system. The maximum value
of

is

ﬁﬂﬃ=1$ for the forward link of an isolated cell (i. e.
if we do not consider other-cell interference, see (4) and (6) for
reference). In case all the service classes has the same BIR (  ) )
requirement, the system virtual bandwidth

is proportional to
the average aggregate data rate *
0
)
.10
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III. NUMERICAL RESULTS
A. Solutions and Approximation Errors
We consider a system with three diverse traffic types (ser-
vice classes) as listed in the second part of Table II. Classes
1 and 2 are high-speed bursty traffic (class 1 traffic is similar to
an MPEG stream), while class 3 is voice-like traffic. Table III
shows a set of solutions on the number of users '8) ( +  ﬂ  !  )
under Gaussian and lognormal approximations ((9) and (12)),
respectively.
Based on these solutions we perform simulation to “measure”
the outage probabilities and compare them with the target val-
ues, so that the errors of the Gaussian and lognormal approxima-
tions can be examined. The simulation is performed on the 19

We notice that a similar concept was also proposed in [10].
TABLE III
A SET OF SOLUTIONS OF THE CAPACITY CONSTRAINTS
( ﬀ	ﬁ = 6 dB, hard handoff)
Target Gaussian approx. Lognormal approx.
outage ﬀ 7  r  8  7  r  8
0.001 2 7 87 0 3 160
0.002 2 9 66 0 5 87
0.005 2 12 45 0 9 35
0.01 3 9 71 1 8 45
0.02 3 12 70 2 9 64
0.05 4 13 62 4 12 62
0.1 4 19 52 5 21 34
0.001 0.002 0.005 0.01 0.02 0.05 0.1
0.0002
0.0005
0.001
0.002
0.005
0.01
0.02
0.05
0.1
0.2
0.5
Target outage probability
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ilit
y
Target value          
Lognormal, 4 dB shadow
Lognormal, 6 dB shadow
Lognormal, 8 dB shadow
Gaussian,  4 dB shadow
Gaussian,  8 dB shadow
Fig. 2. Simulated outage probabilities by solutions with lognormal approxima-
tion (hard handoff)
overlapping circular cell layout described in Section II-C. For
each user, 100,000 random samples are generated for its loca-
tion, data rate, and shadowing, respectively, according to their
stochastic models. The power fraction ﬀ  is then calculated by
(4) and (14) for hard handoff or (15) for soft handoff, and added
together to form the samples of . (7). Then the frequency of
the samples exceeding ﬂ&ﬃ  is calculated as the simulated out-
age probability. Such experiments are repeated 10 – 20 times for
each solution, and the average simulated outage probabilities are
shown in Fig. 2.
It is seen from Fig. 2 that the simulated results from the log-
normal approximation generally follows the slope of the change
of target outage probabilities, so long as the target value is not
too small (below 0.007). The Gaussian approximation, on the
other hand, tends to allow more traffic than acceptable in most
of the outage probability region. The lognormal method outper-
forms the Gaussian one especially in the region around %  	 , 	 ﬂ
which is the operating region in most real DS-CDMA systems.
We have noticed the sudden drop of the system capacity using
the lognormal method at small outage probabilities and are seek-
ing the reason for it. One of the possibilities is that when % is
small, few high-speed bursty transmissions are allowed, and the
traffic variation is smaller than what the lognormal approxima-
tion expects.
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Gaussian,  hard handoff
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Fig. 3. Simulated outage probabilities with hard and soft handoffs ( ﬀ ﬁ = 6 dB)
TABLE IV
CAPACITY COMPARISON BETWEEN HARD AND SOFT HANDOFF
( ﬀ	ﬁ = 6 dB, Lognormal approximation)
Target

7

r

8 Virtual b.w.   (MHz)
outage  hard h.o. soft h.o. hard h.o. soft h.o.
0.007 1 6 12 222 0.564 1.095
0.01 1 8 45 245 0.757 1.263
0.02 2 9 64 253 1.065 1.543
0.03 3 9 67 248 1.278 1.736
0.05 4 12 62 226 1.634 2.050
0.07 4 18 51 200 1.934 2.312
0.1 5 21 34 166 2.261 2.595
B. The Effect of Soft Handoff
To facilitate the capacity comparison between hard and soft
handoff, we choose the same number of class 1 and 2 users ( ' 0
and '

) for hard and soft handoffs, and calculate ' from the
capacity constraint. The results under the lognormal approxima-
tion are listed in Table IV. We use the values for %&	 , 	L	 and
only those with lognormal approximation because the capacity
estimate under these conditions is very close to the simulation
result as shown in Fig. 3. We choose the shadowing deviation

 = 6 dB as this is a typical value in the micro-cell environment
[2].
Table IV indicates that soft handoff obviously increases the
forward link capacity as it allows much more class 3 users than
in hard handoff for given '
0
and '

values. To clearly specify
the capacity gain achieved by soft handoff over hard handoff,
the system virtual bandwidths are calculated by (18) for both
soft and hard handoffs. It is shown that the system virtual band-
width offered by soft handoff is 15% – 94% higher than that by
hard handoff. This agrees with the simulation result in [3] on
the CODIT testbed where the spectrum efficiency (in Kbps per
MHz) is used for system capacity.
However, we need to be cautious about this capacity gain pro-
vided by soft handoff, because it is obtained under certain as-
sumptions. In real systems we can not guarantee that the two
base stations involved in the soft handoff always transmit to
the user with equal power, and the variation in the transmitting
power may change the system capacity. It is also possible that
the signal power from the two base stations can not be fully cap-
tured by the mobile user due to limited RAKE fingers in the
receiver device [3]. In addition, unless the traffic distribution
is completely homogeneous in all the cells, we have to con-
sider, during the soft handoff, the heavy interference added to
the neighboring cells when a high-speed bursty data user stays
close to the cell boundary. Due to the last concern, it is sug-
gested that a stationary and high-speed packet data user com-
municate with only one base station for downlink transmissions
[2].
IV. DISCUSSIONS AND CONCLUSIONS
The following issues may also be considered in our forward
link capacity analysis.
 Soft handoff with more base stations only affects the modified
path loss ratio with different handoff regions.
 Cell sectorization causes the user to receive signals from less
base stations. It also affects the modified path loss ratio.
 Constraints on the Erlang capacity of each service class can
be derived similarly given the user arrival models.
 Data retransmission is approximately equivalent to a slight in-
crease on the data rate or data arrival rate.
The capacity constraints derived in this paper are easy to for-
mulate and solve. Solutions by the lognormal approximation are
shown to have reasonably good accuracy in the normal range of
outage probabilities. However, the behavior of the lognormal
approximation must be studied further to examine its error range
under different variable factors, before it can be applied to real
system problems.
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