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ON THE GEOMETRY OF ISOMONODROMIC DEFORMATIONS
JACQUES HURTUBISE
Abstract. This note examines the geometry behind the Hamiltonian struc-
ture of isomonodromy deformations of connections on vector bundles over Rie-
mann surfaces. The main point is that one should think of an open set of the
moduli of pairs (V,∇) of vector bundles and connections as being obtained
by “twists” supported over points of a fixed vector bundle V0 with a fixed
connection ∇0; this gives two deformations, one, isomonodromic, of (V,∇),
and another induced from the isomonodromic deformation of (V0,∇0). The
difference between the two will be Hamiltonian.
1. Introduction
The space of flat, or holomorphic, or more generally meromorphic connections
on a Riemann surface has a rich geometric structure, tying in with many objects of
interest in algebraic geometry. One need only think of flat connections for a compact
group G, and their link via the theorem of Narasimhan-Seshadri [NS] with stable
holomorphic GC-bundles; complexifying, there are links brought to light by Hitchin
[Hi2] and Donaldson [Do] between flat GC-connections and the space of stable pairs.
Allowing poles and restricting to the Riemann sphere, the theory has a long history
going back to the beginning of the 20th century, with the Riemann-Hilbert problem
of knowing whether a representation of the fundamental group of the sphere minus
a certain number of punctures can be realised as the monodromy of a meromorphic
connection with poles at the punctures; see, e.g., Bolibruch [Bol].
The fundamental group of a punctured Riemann surface is of course independent
of its modulus, and so it is of interest to understand how the meromorphic connec-
tion associated to the representation varies as one deforms the modulus; i.e., one
fixes the representation, and changes the modulus. The equations governing these
isomonodromic deformations have been studied since the early 20th century; special
cases include the Schlesinger equations [Sch], governing connections on the punc-
tured Riemann sphere with simple poles, and the Painleve´ equations [In], arising
from connections for rank two bundles on the four-punctured sphere. The equa-
tions have many interesting features, including the Painleve´ property (in essence,
that, away from some subvarieties, the only singularities of solutions are poles).
The latter has been best explained in work of Malgrange [Ma], who uses the full
freedom of the description of bundles in terms of transition functions to solve the
flows “explicitly”.
When one allows connections with more than simple poles, the theory acquires
additional complexity; the monodromy around the poles then decomposes into a
number of Stokes factors; the eigenvalues of the higher order parts of the poles
become invariants, to be thought of as generalised moduli, so that one can deform
them also, as part of generalised isomonodromy deformations.
The author acknowledges the support of NSERC and FQRNT.
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One of the main features of the moduli spaces of complex connections, devel-
oped in recent work of Hichin and Boalch [Hi2, Boa] (see also Woodhouse[Wo]),
is that they are endowed with complex symplectic forms, or in some cases, with
complex Poisson structures. In parallel, over the Riemann sphere, (see, e.g. [Ha,
Hi2, Boa]), the isomonodromy deformations have been given an interpretation as
(non-autonomous) Hamiltonian flows. In a remarkable paper, these Hamiltonian
flows were generalised by Krichever to arbitrary Riemann surfaces (for the ordi-
nary moduli, for Gl(n)-connections, and for bundles of degree n(g − 1) + n). He
uses for this the Tjurin parametrisation of vector bundles given by their global
sections, pulling back the connections in effect to the fixed, trivial bundle. The
constructions are very explicit, and indeed in some sense computationally effective.
Another construction, due to Levin and Olshanetsky, studies the problem as an
infinite dimensional reduction [LO].
The Hamiltonians involved are, in all cases, invariants derived from the spectrum
of the connection matrix. A priori, this is quite astounding: indeed, the notion is
not at all gauge invariant, as one can gauge connections to zero. Another more
minor puzzle is that one proceeds in general by analogy with the Hitchin systems:
these have Hamiltonians which are invariant polynomials of arbitrary order in what
corresponds to the connection matrix; here, for isomonodromic deformations cor-
reponding to variations in moduli of the punctured curves one only considers the
quadratic invariants. The aim of this paper is to elucidate the geometry behind
these constructions, and generalise them to arbitrary degrees and to generalised
monodromy.
Our basic idea is quite simple: generalising the Tjurin parametrisation, one
generates the generic bundle V of a given degree from a fixed vector bundle V0 by a
series of “twists” supported at points. In a similar way, from a fixed connection ∇0
on V0, one can describe an arbitrary connection ∇ on V in terms of its polar parts
(in an appropriate sense), supported at the same points. This point of view gives us
two things: the first is that the difference ∇−∇0 has a well defined (form-valued)
spectrum, and so provides us with our Hamiltonians, and the second is that the
connection ∇0 has its own isomonodromic deformation, and carries along with it
the pairs (V,∇), through their polar parts. It is the difference between this flow
and the isomonodromic flow which turns out to be Hamiltonian.
In section 2, we describe the spaces of bundles we consider, and in section 3, the
spaces of connections. Section 4 modifies our constructions to deal with connections
with poles. Section 5 builds the space in which the isomondromic deformations take
place, and section 6 describes their Hamiltonian nature. In the last section, we make
the flows autonomous, highlighting the role of quadratic differentials.
This paper follows on an earlier unpublished paper written together with Marco
Bertola, John Harnad and Gabor Puzstai explaining the Hamiltonian nature of the
generalised isomonodromy for higher order poles over the Riemann sphere. Their
insight is gratefully acknowledged.
2. A configuration space; generalised Tjurin parameters
Let Σ be a compact Riemann surface of genus g, and let V0 be a fixed vector bun-
dle over Σ of degree k0 and rank n. Consider the sheaf of groups Aut(V0), and the
sheaf of modules Hom0(V0, V0) consisting of generically invertible homomorphisms.
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One can build the quotient sheaf (of pointed sets)
(2.1) F = Hom0(V0, V0)/Aut(V0),
the action being given by T 7→ TS−1. Sections T of this sheaf are supported at
the points at which the determinant of T vanishes. The sections of F over Σ have
multiple components, given by the order of vanishing of the determinant, They map
to the family C of pairs (bundles V , generically invertible φ : V → V0). Indeed, for
a section T in H0(Σ,F), this is done by covering Σ by two open sets U0 and U1,
with U0 defined as the complement of the support of T , and U1 a disjoint union of
disks around the finite set of points in the support of T . Now define a bundle V as
a subsheaf of V0, identical to V0 on U0, and given as the image of T over U1. Note
that T and TS−1, for S invertible, have the same image. Alternately, one can use
the section T−1 as a transition matrix, as follows. The diagram
(2.2)
V
T−1
−→ V
I ↓ ↓ T
V0
I
−→ V0
defines the bundle V and the map to V0. Here the left hand side is the isomorphism
of V with V0 over U0, and the right hand side is the map over U1. The horizontal
maps represent transition functions. This is essentially the construction of bundles
by “matrix divisors”, going back to Weil[We]; see also Tjurin [Ty]. One has an
exact sequence
(2.3) 0→ V → V0 → V/V0 → 0,
with the sheaf V/V0 having the same support as T . We let the degree of T , d = d(T ),
be the dimension h0(Σ, V/V0) and denote by H
0
d(Σ,F) the degree d component of
H0(Σ,F). For a section T of F, let E = E(T ) denote the divisor
(2.4) E =
∑
p∈Σ
h0(Up, V/V0) · p,
where Up is a small open set containing p with at most p belonging to the intersec-
tion of Up with the support of T . One has the easily proven lemma
2.5. Lemma. The degree of T equals the difference of degrees c1(V0) − c1(V ). It
is also given by summing the orders of vanishing of the determinant of T over its
support, as well as by the degree of the divisor E.
The global automorphisms H0(Σ, Aut(V0)) act on F by T 7→ gT , and it is clear
that T, gT define equivalent elements of C. Thus:
2.6. Proposition. The quotient of the space of sections H0d(Σ,F) by the action of
H0(Σ, Aut(V0)) is isomorphic to Ck0−d, the subspace of C for which the bundle V
is of degree k0 − d.
As in [Ty], we can study a generic section of F, showing that it consists of a sum
of multiplicity one local sections located at distinct points. For points of multiplicity
one, there is a simple invariant, which is the n− 1-dimensional image of the matrix
Ti(z) at points pi where the determinant vanishes; this gives an element of the
projectivisation Pn−1pi of the dual of the fiber of V0 at pi. This hyperplane, and the
point pi where the determinant vanishes, determine the local section of F, giving
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n parameters in all for each point. There is a normal form for the matrix of the
generic degree one local section:
(2.7)


z − T1 −T2 −T2 ... −Tn
0 1 0 ... 0
0 0 1 ... 0
. . . .
. . . .
0 0 0 ... 1


Here z is some local coordinate on Σ.
Now fix the degree k of V . We would like to describe some large family of bundles
as the V s obtained from sections of F attached to a fixed V0. As the dimension of
the space of stable bundles is n2(g−1)+1, we would like a family of this dimension.
Suppose that k+n(g−1)+1 = nt+s, so that k = (s−1)(mod n). One can choose
V0 as a sum
(2.8) V0 = ⊕
n
i=1Li, with deg(Li) = (t+ 1)(i ≤ s) or t(i > s) and Li distinct.
Choosing n(g−1)+1 points pi in the surface, and putting multiplicity one sections
Ti(x) of F at these points, gives an (n
2(g − 1) + n)-parameter family of sections of
F; quotienting by the global automorphisms Cn of V0 gives then an n
2(g − 1) + 1-
parameter family of bundles, as desired. These are of degree deg(V0)−n(g−1)−1.
(If k + n(g − 1) + n = nt, there is another approach: one can choose V0 to be
the trivial bundle tensored with a line bundle of degree t, and take n(g − 1) + n
points. The automorphisms are now n2-dimensional, and one again obtains an
(n2(g − 1) + 1)-parameter family of bundles, now of degree deg(V0)− n(g − 1)− n.
This is in essence the case treated by Tjurin. )
One would like to understand the family of bundles produced in this way. On
the level of tangent spaces, to understand the deformations, one takes the sequence
2.3, and tensors it with V ∗:
(2.9) 0→ V ∗ ⊗ V → V ∗ ⊗ V0 → V
∗ ⊗ V0/V → 0,
The coboundary H0(Σ, V ∗⊗ V0/V )→ H
1(Σ, V ∗ ⊗V ) gives the deformations of
bundles associated to a deformation of T , though of as a map V → V0. On the
other hand, one can also take the sequence
(2.10) 0→ V ∗0 ⊗ V0 → V
∗ ⊗ V0 → V
∗/V ∗0 ⊗ V0 → 0,
which gives a mapH0(Σ, V ∗0 ⊗V0)→ H
0(Σ, V ∗⊗V0); this is the infinitesimal version
of the action of the automorphisms of V0; it maps trivially to the deformations of
the bundles, giving
(2.11) TV Ck = H
0(Σ, V ∗ ⊗ V0/V )/H
0(Σ, V ∗0 ⊗ V0)→ H
1(Σ, V ∗ ⊗ V )
as our tangent map.
More globally, we want to understand whether or not the generic bundle con-
structed in this way is stable. In [Ty], it was shown that the general subsheaf V of
O⊕n constructed as above is indeed stable; the proof proceeds in essence by showing
that this process gives an n2(g− 1)+ 1 dimensional family of distinct bundles, and
that unstable bundles all come in families of lower dimension, using the Hardy-
Narasimhan filtration of the bundle. The same procedure works here in general.
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Given Tjurin’s results, it suffices to show that the infinitesimal deformation map
2.11 is onto, at a generic point.
2.12. Proposition. a) Let g ≥ 2. Let Ck be one of the n
2(g−1)+1-parameter fam-
ilies of bundles constructed above from a sum 2.8 of generic, distinct line bundles.
For a generic choice of a section T of F, the map from the tangent space of Ck to
the space H1(Σ, V ∗ ⊗ V ) of infinitesimal deformations of V is an isomorphism of
n2(g− 1) + 1 dimensional spaces; as deformations on curves are unobstructed, this
gives an n2(g − 1) + 1-dimensional family, whose generic element must be stable.
b) At these points, one has an isomorphism H0(Σ, V ∗ ⊗ V0) ≃ H
0(Σ, V ∗0 ⊗ V0)
c) Conversely, let V ∈ Bk, the space of stable bundles. Then, for V generic,
H0(Σ, Hom(V, V0)) is at least of dimension one and its elements are generically
(over Σ) isomorphisms, and so V lies in the image of H0d(Σ,F).
As noted, our tangent map was induced from the coboundary
(2.13) H0(Σ, V ∗ ⊗ (V0/V ))→ H
1(Σ, V ∗ ⊗ V )
We show that the map is onto at special points, and so onto generically. The points
we choose all have T s of the form diag(1, ..., 1, z, 1, ..1), where z is a coordinate on
the curve. This creates a bundle V of the form ⊕ni=1Li(−Di), where the Di are
positive sums of distinct points, and have disjoint support. We can arrange things
so that the degrees of the Li(−Di) all lie within one of each other.
Let pi be a point of Di, so that T (z) at pi has the form diag(1, .., 1, z, 1, .., 1),
with the z in the ith position. Deforming T by T + ǫt, so that t (holomorphic
in z) represents a local section of V ∗ ⊗ (V0/V )), we see that the corresponding
cocycle T−1t in V ∗ ⊗ V = ⊕ns,t=1L
∗
sLt(Ds − Dt) is trivial for s 6= i, and has a
simple pole in the natural trivialisations for s = i. The question then becomes
one of whether these cocycles generate the first cohomology of the line bundles
in a linearly independent fashion, which is true as one can choose the bundles Li
generically.
One then has a surjection of our space of cocycles onto H1(Σ, V ∗ ⊗ V ) =
Cn
2(g−1)+n; quotienting by the n dimensional group of automorphisms of V , this
gives the desired n2(g − 1) + 1-dimensional family of bundles, which must include
stable bundles.
For b), one then has from the long exact sequence that H1(Σ, V ∗ ⊗ V0) = 0;
Riemann-Roch then tells us thatH0(Σ, V ∗⊗V0) is n-dimensional, and so isomorphic
to H0(Σ, V ∗0 ⊗ V0)
For c), one simply computes H0(V ∗ ⊗ Li), using Riemann-Roch. The non-
vanishing of the determinant can be seen from our special case of ⊕ni=1Li(−Di), for
a generic choice of Di; the same must hold nearby.
3. Phase spaces
We now want to have phase spaces of twice the dimension of our configuration
spaces Bk of stable bundles or Ck of bundles built as subsheaves of V0. These spaces
will be spaces of pairs of bundles and connections.
We begin with Ck. We first define a larger space than the one we want. Suppose
we have, on an open set U , an inclusion V → V0, corresponding to a section T of
F. We will deem two connections ∇,∇′ on V , defined over U , to be equivalent,
(∇ ≃ ∇′), if their difference maps sections of V0 into V ⊗KΣ; note that holomorphic
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connections∇,∇′ on V extend to meromorphic connections on V0, and we ask for
equivalence not only that the difference be holomorphic, but that its image lie in
V . Let SV (U) denote the family of such equivalence classes; varying U defines a
sheaf SV over Σ ; global sections of SV are supported over the support of T . Note
that a global section of SV need not correspond to an honest connection; it is just
a configuration of equivalence classes localised at points. Set
(3.1) Sk = {((V → V0), (∇/ ≃))|(V → V0) ∈ Ck, (∇/ ≃) ∈ H
0(Σ, SV )}
On an infinitesimal level, we note that the tangent space ofH0(U,F) at T is given
by sections of Hom(V, V0)/Hom(V, V ) = V
∗ ⊗ (V0/V ), while the tangent space to
the sections of SV is given by sections of Hom(V, V ⊗ KΣ)/Hom(V0, V ⊗ KΣ) =
(V ∗/V ∗0 )⊗ V ⊗KΣ. These two spaces of sections, both localised at the support of
T , are dual: if a represents a section of Hom(V, V0)/Hom(V, V ) and b a section of
Hom(V, V ⊗KΣ)/Hom(V0, V ⊗KΣ) in a neighbourhood of the support of T , their
pairing in the U1 trivialisation is given by
(3.2) (a, b) 7→< a, b >=
∑
res tr(bT−1a)
(we are summing over the support of T ) and in the U0 trivialisation by
(3.3) (a, b) 7→< a, b >=
∑
res tr(ba)
We note that this is well defined; if we change the trivialisation of V near the
support of T by T 7→ TF , then one has a 7→ aF, b 7→ F−1bF , and the evaluation of
the form does not change. It is also straightforward to see that it is non degenerate.
We now set our moduli space Rk ⊂ Sk, over Ck, to be a space of pairs on
(V →֒ V0, (∇/ ≃)), with ∇ a connection on V , i.e, the subspace corresponding to
actual connections. As the degree of V is not necessarily zero, we allow a single
pole over a fixed point of Σ, with a fixed polar part; we will suppose that this
base point is disjoint from the support of our sections of F. We fix the residue
of this connection around the fixed point to be (2kπi/n) · I, with corresponding
monodromy exp(2kπi/n) · I.
For V generic, a connection ∇ will be the only connection in its equivalence
class: one has the exact sequence, dually to 2.9
(3.4) 0→ V ∗0 ⊗ V ⊗KΣ → V
∗ ⊗ V ⊗KΣ → V
∗/V ∗0 ⊗ V ⊗KΣ → 0,
giving
0→ H0(Σ, V ∗0 ⊗ V ⊗KΣ)→ H
0(Σ, V ∗ ⊗ V ⊗KΣ)→ H
0(Σ, V ∗/V ∗0 ⊗ V ⊗KΣ)
(3.5)
→ H1(Σ, V ∗0 ⊗ V ⊗KΣ)
The second term parametrises connections on the same bundle V , and the third
the set of polar parts; the connections with the same polar parts are parametrised
by the first term, which is the dual of H1(Σ, V ∗⊗V0). The Riemann Roch theorem
tells us that h0(Σ, V ∗⊗V0)−h
1(Σ, V ∗⊗V0) is n, while h
0(Σ, V ∗⊗V0) is generically
equal to h0(Σ, V ∗0 ⊗ V0) = n, so the first term in 3.5 is generically zero, telling us
that the map that associates a connection to its “polar part” is injective.
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Globally, summing over the support of T , one has on the level of sections the
duality
(3.6) H0(Σ, V ∗ ⊗ V0/V ) = H
0(Σ, (V ∗/V ∗0 )⊗ V ⊗KΣ)
∗.
Restricting to the image of H0(Σ, V ∗⊗V ⊗KΣ) in H
0(Σ, (V ∗/V ∗0 )⊗V ⊗KΣ) gives
(3.7) H0(Σ, V ∗ ⊗ V0/V )/H
0(Σ, V ∗ ⊗ V0) = H
0(Σ, V ∗ ⊗ V ⊗KΣ)
∗.
(For this, one must recall that the sum of the residues of a globally defined mero-
morphic one-form is zero.) This identifies H0(Σ, V ∗ ⊗ V ⊗ KΣ) as the cotangent
space of Ck.
One can use the pairing to define a two-form on Rk, over the points of Ck for
which H0(Σ, V ∗ ⊗ V0) ≃ H
0(Σ, V ∗0 ⊗ V0). At these points, the tangent space to Ck
is indeed given by H0(Σ, V ∗ ⊗ V0/V )/H
0(Σ, V ∗ ⊗ V0), while the tangent space to
the space of connections is H0(Σ, V ∗ ⊗ V ⊗KΣ).
To define the pairing, we now suppose given a connection ∇0 on V0; we suppose
that it preserves the line bundles which are the summands of V0. Again, if the
degree of V0 is non-zero, we allow a fixed simple pole with fixed residue at a fixed
point disjoint from the divisors E and D.
Taking covariant constant sections with respect to ∇0 defines a class of trivi-
alisations of V0 and so of V over U0 ∩ U1, up to the action of constant matrices.
Now if we have a connection ∇ on V , there is in a similar fashion a natural class
of trivialisations of V over U1. Relating the two trivialisations give natural choices
of the matrices T defining V → V0, defined up to the action of constant matrices.
Thus a tangent vector to Rk gets represented by matrices t representing the varia-
tion in T and b representing the variation in ∇ in the U0 trivialisation defined near
the support of T up to the action of constant matrices; over the punctured disks of
U0 ∩ U1 near E, one has ∇(T
−1t) = b. Then, if (t1, b1), (t2, b2) represent two such
tangent vectors to Rk, the symplectic form is defined as
(3.8) ω((t1, b1), (t2, b2)) =< t1, b2 > − < t2, b1 >
3.9. Proposition. The variety Rk is symplectic, over the smooth locus of Ck
The form is well defined, and non-degenerate; what remains to be seen is that it
is closed. Let d denote the exterior derivative along the curve, and δ the exterior
derivative on Rk. The form, as defined on Rk, is locally the pull back of a form
defined over the space of holomorphic matrix valued functions on the curve (modulo
the actions of constant matrices, as above): indeed, one associates to a connection
∇ its matrix A in the ∇0 trivialisation; the corresponding transition function T is
given by solving A = − dT
dz
T−1. The form is then as in [Kr]
(3.10) res tr(−δ(dTT−1) ∧ δTT−1).
Taking exterior derivative δ, one finds
(3.11) res tr(−d(δTT−1) ∧ δTT−1 ∧ δTT−1)
which is zero.
Now let us consider the analogous phase space over Bk, the moduli space of
semi-stable rank n bundles of degree k: let Pk be the space of pairs (V,∇), where
V ∈ Bk, and ∇ is a holomorphic connection on V . Again, if k 6= 0, we have to
allow a fixed singularity in ∇.
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3.12. Proposition. The variety Pk is symplectic, over the smooth locus of Bk.
This is the Atiyah-Bott symplectic structure, extended to complex gauge groups
as in Boalch [Boa]. One way of understanding this form in holomorphic terms is as
follows: one has that the tangent space to Pk is given by the first hypercohomology
of the two step complex
Hom(V, V )
∇
−→ Hom(V, V ⊗K).
(A cocycle with respect to a covering Ui for this first hypercohomology is given by
a Cech 1-cocycle µij for Hom(V, V ), and a Cech 0-cochain νi for Hom(V, V ⊗K)
with ∇µij = νi − νj on Ui ∩ Uj .) Dualising, the cotangent complex is the same,
and so there is a natural symplectic structure induced by the identity map, as in
Markman [Mk]. This space of holomorphic connections can be thought of as a
deformation of the Hitchin phase space of Higgs pairs [Hi1].
Just as we saw that there was a generic isomorphism between Bk and Ck when
the degrees were correct, one has a generic isomorphism between Pk and Rk. At
the generic stable bundle, one has that the differential of the map from Ck to Bk is
given by
H0(Σ, V ∗ ⊗ V0/V )/H
0(Σ, V ∗0 ⊗ V0) = H
0(Σ, V ∗ ⊗ V0/V )/H
0(Σ, V ∗ ⊗ V0)(3.13)
→ H1(Σ, V ∗ ⊗ V ),
which is generically an isomorphism, while for the connections, the derivative is the
identity map.
3.14. Proposition. This identification is symplectic.
Indeed, the explicit calculation of the symplectic form from the hypercohomology
proceeds as follows. Covering the curve again by our two open sets U0, U1, we
have that the connection matrices A0, A1 in the two trivialisations are related by
A0 = −dTT
−1+TA1T
−1. The form on Pk is then
∑
res tr((δA0+δA1)∧δTT
−1),
where one sums the residues over the support of T . The gauge chosen to describe
the form on Rk is one on which A1 vanishes. Going to this gauge, one has that the
formulae for the connections on Pk and Rk coincide.
4. Poles.
We want to consider not only holomorphic connections, but also meromorphic
connections with ℓ poles on a positive divisor
(4.1) D =
ℓ∑
i=1
lipi.
We let Dred be the reduced divisor ofD; i.e., if D =
∑
lipi, l1 ≥ l2 ≥ ... ≥ lℓ, pi ∈ Σ,
pi distinct, then Dred =
∑
pi. Set L(D) = (l1, l2, ..., lℓ). We will suppose that the
support D is disjoint from the support E of T . For the connections to exist, we no
longer need the bundles to be of degree zero; correspondingly, if D is non zero, we
do not need to allow a fixed pole elsewhere. Spaces of bundles and meromorphic
connections are no longer symplectic, but only Poisson; in the by now standard way,
following [Mk, Je, Boa], we add some trivialisations overD to our data, setting Bk,D
to be the moduli space of rank n bundles of degree k equipped with a trivialisation
over D. We similarly enlarge the space of pairs (bundles, connections) to
(4.2) Pk,D = {(V, tr,∇)|(V, tr) ∈ Bk,D,∇ a connection with polar divisor ≤ D}.
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As above,
4.3. Proposition. The variety Pk,D is symplectic, over the smooth locus of Bk,D.
The tangent space to Pk,D at (V, tr,∇) is now given by the first hypercohomology
of the two step complex
(4.4) Hom(V, V )(−D)
∇
−→ Hom(V, V ⊗K)(D),
and again the same complex yields the cotangent space, identifying the two, and
defining the symplectic form.
There is a symplectic action of Gl(n)D, the group of maps from the scheme
corresponding to D into Gl(n,C); the action is the natural one on the trivialisations
over D; its moment map, into (gl(n)D)
∗, is given by the expression of the polar
part of the connection in the chosen trivialisation. The reduced spaces Pγk,D,red
are then symplectic spaces of pairs (V,∇) with the polar parts of ∇ lying in fixed
conjugacy classes γ over D.
For the Poisson manifold Pk,D,red = Pk,D/Gl(n)D = ∪γP
γ
k,D,red, one has the
tangent complex, whose first hypercohomology is the tangent space:
Hom(V, V )
∇
−→ Hom(V, V ⊗K)(D),
and dually, the cotangent complex:
Hom(V, V )(−D)
∇
−→ Hom(V, V ⊗K).
The natural injection of the latter complex into the first gives the Poisson structure.
There is a “partial” version of this reduction, considered by Boalch[Boa]. Indeed,
one has within Gl(n)D the subgroup BD of maps whose leading term is the identity;
this group is non-trivial only over the points of multiplicity at least two. Boalch
shows how the corresponding moment map for this action is given by the “irregular”
polar part of the connection, i.e., the terms of order at most −2 in the Laurent
expansion of the connection matrix. Reducing by the action of the group BD, one
thus is led to the “partially” reduced spaces Pγk,D,pred of connections with fixed
irregular type γ (at least over the set where the leading order terms of these types
is a regular element of the Lie algebra of the torus). In this space, one still has a
trivialisation over Dred and the order −1 term of the connection is free.
For Pk,D,pred = Pk,D/BD = ∪γP
γ
k,D,pred, one has the tangent complex, whose
first hypercohomology is the tangent space:
Hom(V, V )(−Dred)
∇
−→ Hom(V, V ⊗K)(D),
and dually, the cotangent complex:
Hom(V, V )(−D)
∇
−→ Hom(V, V ⊗K)(Dred).
The natural injection of the latter complex into the first gives the Poisson structure.
In another vein, one can restrict to trivialisations in which the polar parts are
diagonal, and still have, over the regular elements, a symplectic space Pk,D,diag
(symplectic cross section). There is now an action of the group TD of maps from D
into the torus T , and so of the subgroup TD∩BD; the moment maps for the action of
TD is now into the dual space of tD consisting of “polar parts” t
i
−li
z−li+ ...+ti−1z
−1
of maps into the Lie algebra of the torus; that for TD ∩ BD is into the the space
of “irregular polar parts” ti
−li
z−li + ... + ti−2z
−2. Reducing now by the actions
of TD, TD ∩ BD, one gets the spaces P
γ
k,D,red again in the first case, and spaces
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P
γ′
k,D,diag,pred in the second; for the latter, the conjugacy class γ
′ of the irregular
polar part is fixed, with leading order term lying in the algebra of the torus in the
given trivialisations , while the order −1 terms are free.
We can, as in the previous section, consider the phase space corresponding to
Ck,D, where the bundles are built from V0, rather than Bk,D, the moduli of stable
bundles plus trivialisations. Thus, we set:
(4.5) Rk,D = {(V, tr,∇)|(V, tr) ∈ Ck,D,∇ a connection with polar divisor ≤ D}.
This is again symplectic, and identifies symplectically with Pk,D over a large
open set. To define the symplectic form, we note that in passing from Ck to Ck,D,
the tangent space gets enlarged from H0(Σ, V ∗⊗V0/V )/H
0(Σ, V ∗⊗V0), supported
at E, to H0(Σ, V ∗⊗V0/V )/H
0(Σ, V ∗⊗V0)×H
0(D,V ∗0 ⊗V0) supported at E+D.
Meanwhile, the tangent space to the space of connections isH0(Σ, V ∗⊗V ⊗KΣ(D)).
Choosing as above the matrices T defining V → V0 defining V near E, let ti
denote infinitesimal variations of these in H0(Σ, V ∗ ⊗ V0/V )/H
0(Σ, V ∗ ⊗ V0); let
si ∈ H
0(D,V ∗0 ⊗ V0) denote infinitesimal variations of the trivialisation, and let
bi denote infinitesimal variations of the connections. Then the symplectic form
applied to (t1, s1, b1), (t2, s2, b2) is given by
(4.6) ω((t1, s1, b1), (t2, s2, b2)) =< t1, b2 > − < t2, b1 > +resDtr(s1b2 − s2b1)
The residue at D term above is essentially the canonical form on the cotangent
bundle of the groups of maps fromD into Gl(n,C), and so, referring to our previous
result:
4.7. Proposition. The variety Rk,D is symplectic, over the smooth locus of Ck,D.
As before,
4.8. Proposition. The natural identification of Pk,D and Rk,D over a large open
set is symplectic.
Finally, taking the difference A = ∇ − ∇0 with ∇0 thought of as a connection
on V , we can think of connections on V as sections of End(V ) ⊗ KΣ with poles
at D + E. For pairs (V,∇) thought of in this way, one has a deformation complex
that is a subcomplex of
(4.9) Hom(V, V )(−D)
[·,A]
−→ Hom(V, V ⊗K)(D + 2E),
in that the order two term of the pole at E is forced to be that of T−1(δT )T−1dT ,
where T is the transition matrix considered above.
5. Enlarging to moduli.
We would now like to vary the base curve Σ, or the location of the poles, thought
of as punctures on Σ, or, when the poles are irregular, the conjugacy class of the
higher order polar parts; these are, after all, the parameters for isomonodromic
deformations. We restrict to the set of connections with regular principal part, i.e.
those connections whose poles have a regular leading order term, conjugate to an
element of the maximal torus.
More precisely, let L be a decreasing sequence {l1 ≥ l2 ≥ ...lℓ > 0} of positive
integers. We will also occasionnally use L to denote the associated standard scheme
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consisting of the disjoint union over i of the (li − 1)-th formal neighbourhoods of
the origin in C, equipped with the standard coordinate. Now set
(5.1) Ug,L,k = {(Σ, D, c, V, tr,∇)}
where Σ is a Riemann surface of genus g, D is a divisor on Σ with Dred of degree
ℓ and L(D) = L, c a set of jets of coordinates on Σ centered at the points of D,
with an li − 1-jet at the point of multiplicity li > 1, V a stable vector bundle over
Σ of rank n and degree k, ∇ a connection on V with polar divisor D and regular
principal part, tr a trivialisation of V over D. One has the subspace
(5.2) Ug,L,k,diag = {(Σ, D, c, V, tr,∇)}
where one restricts to trivialisations in which the polar parts of the connection are
diagonal. Note that the jet c allows us to think of (Σ, D, c) as a pair consisting of
Σ and an inclusion morphism L 7→ Σ
Now letMg,L be the moduli of Riemann surfaces Σ of genus g with ℓ punctures at
the support of a divisorD; at the i-th point, one has in addition a centred coordinate
to order li−1, if li > 1. OverMg,L one can build the bundles of groupsM(GL(n)D),
M(BD), M(TD) or M(BD ∩ TD), and the corresponding bundles of Lie algebras
M(g(n)D), M(bD), M(tD) or M(bD ∩ tD), and the dual bundles M(g(n)
∗
D), M(b
∗
D),
M(t∗D) or M((bD ∩ tD)
∗), all over Mg,L; just as elements of the Lie algebra bundle
can be thought of as truncated Taylor series (maps from the scheme corresponding
toD into the Lie algebra), elements of these dual bundles can be thought of as polar
parts, or truncated Laurent series, of Lie algebra valued 1-forms; thus at a point of
D of multiplicity ℓ, an element of M(t∗D) gets represented by a series
∑−1
i=−ℓ tiz
i;
elements of M((bD ∩ tD)
∗) by a series
∑−2
i=−ℓ tiz
i. Finally, for M((bD ∩ tD)
∗), one
can quotient by the group WD (maps from D −Dred into the Weyl group W ), to
obtain the bundle M((bD ∩ tD)
∗/WD) of conjugacy classes of irregular polar parts.
Note that the jet of coordinate c trivialises these bundles over Mg,L, by giving an
isomorphism of GL(n)D, etc. with the standard schemes Gl(n)L, etc., so that for
example:
M(GL(n)D) = Mg,L ×GL(n)L,(5.3)
M((bD ∩ tD)
∗/WD) = Mg,L × (bL ∩ tL)
∗/WL
with the same holding for the other bundles.
For a connection ∇, let irr(∇) represent the conjugacy class of its irregular
polar parts, and polar(∇) the conjugacy class of the full polar part. One has then
a fibering
Ug,L,k →Mg,L × (bL ∩ tL)
∗/WL(5.4)
(Σ, D, c, V, tr,∇) 7→ ((Σ, D, c), irr(∇))
which is invariant under the action of the group BL; quotienting by the action gives
(5.5) Π : Ug,L,k/BL →Mg,L × (bL ∩ tL)
∗/WL
The fibers of 5.5 are the partial reductions Pγk,D,pred, and so are symplectic.
The isomonodromy deformations give splitting of these maps, i.e. local lifts
Mg,L× (bL∩ tL)
∗/WL → Ug,L,k/BL. In other words, they give a connection on the
space, and one has, by the results of Hitchin, Boalch [Hi2, Boa]:
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5.6. Proposition. The isomonodromy flows preserve the symplectic form on the
fibers, i.e. the connection is symplectic.
The geometric origins of these isomonodromic splittings is quite clear. Indeed,
note that a connection ∇ gives a local system on V . Deformations of the moduli
of the punctured curve correspond to cutting the curve into patches, and reglueing
these differently. These operations, for one-parameter deformations starting at the
identity, lift naturally to the local systems on V . The isomonodromy deformation
as one varies the irregular principal parts can be understood in the same way, in
terms of glueing of local systems.
Similarly, one has
Ug,L,k/Gl(n)L →Mg,L × (tL)
∗/WL(5.7)
(Σ, D, c, V, tr,∇) 7→ (Σ, D, c), polar(∇))
with fibers the full reductions Pγk,D,red. The connection descends to this space.
On the level of tangent bundles, the symplectic connection can be understood
as follows. We restrict to a simple case, to illustrate. Consider the tangent bundle
of the principal bundle associated to V . This is a Gl(n)-equivariant bundle. Over
Σ, its quotient is the Atiyah bundle [At], an extension
(5.8) 0→ Hom(V, V )→ At→ TΣ→ 0
One has the natural deformation sequence:
(5.9) H1(Σ, Hom(V, V ))→ H1(Σ, At)→ H1(Σ, TΣ)→ 0,
showing that H1(Σ, At) indeed incorporates both deformations H1(Σ, Hom(V, V ))
of the bundle and deformations of the curve H1(Σ, TΣ). Including both punctures
and trivialisations over Dred involves twisting the sequence above by O(−Dred),
giving the deformation sequence:
(5.10)
H1(Σ, Hom(V, V )(−Dred))→ H
1(Σ, At(−Dred))→ H
1(Σ, TΣ(−Dred))→ 0.
The connection on V defines a splitting of the sequence 5.8, inducing a correspond-
ing splitting of the deformation spaces 5.9, 5.10.
6. Hamiltonian flows
We have examined in previous sections the family of bundles Ck one could de-
velop from a fixed bundle V0. We assume again that the bundle V0 has a fixed
connection, possibly with a fixed singularity. Just as for our family of bundles V
with connection, the pair (V0,∇0) has an isomonodromic extension as one deforms
the curves, and so one can, at least locally, speak of (V0,∇0) as being defined over
Mg,L.
We now can replace, over M((bD ∩ tD)
∗/WD) = Mg,L × (bL ∩ tL)
∗/WL, our
family of stable bundles Bk by the family of bundles Ck that we have created as
subsheaves from the fixed bundle V0. Correspondingly, our families of bundles plus
connections plus trivialisations Pk,D,Pk,D,diag etc. become Rk,D,Rk,D,diag, etc.;
instead of spaces Ug,L,k, Ug,L,k,diag,etc. we will have spaces Vg,L,k, Vg,L,k,diag,etc.
The only thing that changes is the family of bundles.
At first glance, this doesn’t change much, at least locally; the spaces of bundles
coincide over a large open set. The difference is that we now have a background
bundle V0, and a background connection ∇0. We can transfer all our connections ∇
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to the bundle V0, and think of them as a connections there with extra singularities
at the support E of the section T of F defining V . (We suppose, as usual, that the
supports of E and D are disjoint and that Ered = E.) The same transfer holds for
the trivialisations, which can be transported to V0.
The background connection ∇0 does a very useful thing for us. Indeed, one
now has, in addition to the isomonodromic splittings I : Mg,L × (bL ∩ tL)
∗/WL →
Vg,L,k/BL of Π, defined by the connection ∇ and isomonodromic for ∇, a second
set of splittings I0, which extend the isomonodromic splitting for ∇0 to other con-
nections: one should think of the connection ∇ and bundle V being determined
by their “polar data” at the divisor E + D, and being carried along unchanged,
supported, if one will, by the local system defined by ∇0 over V0. The difference
of the two splittings I and I0, or rather of the vector fields defined from the cor-
responding connections, is a vertical vector field along the fibers of Π, and will be
given a Hamiltonian interpretation.
Cover, as before, Σ by open sets U0 consisting of Σ minus the support of D and
E, and U1 consisting of disks around the points of D and E; we will subdivide
U0 and U1 as needed into U0,j and U1,j respectively, for example when considering
Stokes sectors near the points of D, or when choosing covariant constant bases
with respect to ∇ or ∇0. We use greek letters α, β to denote any of the indices
(0, j), (1, i).
6.1. Proposition. a) Let µ ∈ H1(Σ, TΣ(−D)) be a tangent vector to Mg,L. Let v
µ,
vµ0 be their subsequent lifts to Vg,L,k/BL under I, I0 respectively. Let Xµ·Q be the
Hamiltonian vector field on Rγk,D,pred corresponding to the function Hµ·Q, defined
below. Then
vµ − vµ0 = Xµ·Q
b) Let β ∈ (tL)
∗ be such that dβ ∈ (bL ∩ tL)
∗ represents a tangent vector to
(bL ∩ tL)
∗/WL. Let v
β , vβ0 be the lifts of dβ to Vg,L,k/BL under I, I0 respectively.
Let Xβ·B be the Hamiltonian vector field on R
γ
k,D,pred corresponding to the function
Hβ·B, defined below. Then
vβ − vβ0 = Xβ·B
We begin with lifts from Mg,L. A tangent vector to Mg,L is given by an element
of H1(Σ, TΣ(−D)); let µ10(x) be a representative cocycle for a tangent vector with
respect to the covering by U0, U1. We will suppose (simply to simplify notation)
that it is concentrated on the disks around D, and vanishes on the disks around
E. We then have µ(1,j)(0,i)(x) = µ10(x), µ(0,j)(0,i)(x) = µ(1,j)(1,i)(x) = 0. The
infinitesimal deformation in the Riemann surface consists in identifying the point
x in Uα with x+ ǫµαβ(x) in Uβ.
We note first that we have projection maps
(6.2) H1(Σ, TΣ(−D − nE))→ H
1(Σ, TΣ(−D)),
and that these can be split, as follows: one has, associated to each connection
∇, a transition matrix T near E from a ∇0-constant basis to a ∇-constant basis,
unique up to constant matrices. The function det(T ) vanishes at E, and provides
up to scale a uniquely defined coordinate z near each point of E. This means that
there is a well defined grading of order of vanishing in meromorphic sections of the
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tangent bundle near E, and so well defined ways of lifting cocycles for TΣ(−D) to
TΣ(−D − nE) by asking that the terms of order
∂
∂z
, ...., zn−1 ∂
∂z
in the lift vanish.
We now can define the Hamiltonians Hµ·Q, on each fiber R
γ
k,D,pred. We have, for
each point of the fiber Rγk,D,pred over (Σ, D, c) inMg,L, a meromorphic End(V0, V0)-
valued form (∇ − ∇0), with poles at D + E whose conjugacy class is fixed; there
is then a meromorphic quadratic form tr((∇−∇0)
2), with polar divisor 2D + 2E,
lying in H0(Σ,K2Σ(2D + 2E)). On each fiber R
γ
k,D,pred of
(6.3) Vg,L,k/BL →Mg,L × (bL ∩ tL)
∗/WL,
the image of tr((∇ −∇0)
2) in K2Σ(2D + 2E))|D is fixed. Choosing on each fiber a
fixed Q0 in H
0(Σ,K2Σ(2D)) with the same polar part, one has a well defined class
Q = tr((∇−∇0)
2)−Q0 belonging to H
0(Σ,K2Σ(D + 2E)).
Now let us take the lift of µ to H1(Σ, TΣ(−D−2E)) defined above, and set Hµ·Q
to be the pairing of µ with Q in H1(Σ,KΣ). Explicitly,
(6.4) Hµ·Q =
∑
D
res(µ ·Q)
Let Xµ·Q be the corresponding Hamiltonian vector field on R
γ
k,D,pred.
The isomonodromic connection I is simple to express, in trivialisations fα that
are covariant constant with respect to ∇: one has constant patching functions Gα,β
on the overlaps Vα ∩ Vβ , and one keeps these patching functions constant as one
varies the glueing of Vα and Vβ as one is moving along in Mg,L. The glueing of
Cn × Vα to C
n × Vβ is thus, to first order (ǫ
2 = 0) :
(fα, x)↔ (Gα,βfβ, x+ ǫµα,β),
Moving now to ∇0-constant trivialisations eα, related by constant matrices Hα,β,
we find that the identification is now given by
(eα, x)↔ (Hα,β(1 + ǫµα,βAβ)eβ, x+ ǫµα,β)
where Aβ is the connection matrix for ∇ (and so for ∇−∇0) in the eβ trivialisation.
The connection matrices Aβ are left constant over each Vβ , with the change of gauge
(1+ǫµα,βAβ) compensating for the fact that one is moving from x to x+ǫµ+α,β (x)
as one goes from Uα to Uβ.
This construction gives the isomonodromic lift for a connection on V ; for the
same connection transferred to V0, there is however some extra choice, in that the
connection ∇ thought of as a connection over V0 has poles not only at D, but E.
The monodromy around the latter poles is the identity, and so one could deform
infinitesimally by any constant glueing matrix hα,β in the fα trivialisations, as well
as moving the poles. This does not change V , but can change V0. In particular,
the infinitesimal displacement of the pole point of E that one chooses implies, in
essence, a choice of lift of our class µα,β from H
1(Σ, TΣ(−D)) to a class µˆα,β in
H1(Σ, TΣ(−D − E)), different from our “standard” lifts of µ defined above; set
ν = µˆ− µ; it will be a cocycle supported on the punctured disks near E. In the eα
trivialisations, near E:
(eα, x)↔ (Hα,β(1 + ǫ(µˆα,βAβ + hα,β)), eβ , x+ ǫµˆα,β)
Here the infinitesimal changes of gauge hα,β satisfy ∇hα,β = 0. What determines
the choice of ν, h is that the deformation one chooses of the connection on V0
ON THE GEOMETRY OF ISOMONODROMIC DEFORMATIONS 15
should preserve V0, as deformed by the I0 deformation. In other words, one thus
must choose ν and the constant matrices g at each point of E correctly, so that
0 =< µA+ νA+ h >∈ H1(Σ, V ∗0 ⊗ V0).
There are exactly enough free parameters to accomplish this: there are n parameters
at each point of E, one of them given by the displacement of the point, and the
n − 1 others given by the infinitesimal conjugation by hα,β. This compares well
with the n parameters at each point for sections T of F, and a computation in
coordinates shows that these variations are isomorphic, so that they generate the
possible variations of the sections T of F, and so they generate spaceH1(Σ, V ∗0 ⊗V0),
turning things around and thinking of V0 as being obtained from V by a variable
section T of F.
Consider now the splitting I0. The deformation preserves ∇0-constant bases:
(eα, x)↔ (Hα,βeβ, x+ ǫµˆα,β),
and for the connection ∇, though of as the form ∇−∇0, one wants the deformation
to preserve not so much the monodromy, as the “polar parts” of V over E and of ∇
over D +E in the ∇0 trivialisation. We must then adjust the connection matrices
Aα for∇ in the eα-trivialisations to Aα(x)+ǫaα(x) with aα(x) representing sections
of V ∗0 ⊗ V ⊗KΣ, satisfying
Lµα,β (Aβ(x)) = H
−1
α,βaα(x)Hα,β − aβ(x)
on the overlaps. This is possible: we want Lµα,β (Aβ(x)) = ∇(µα,β(Aβ(x))) =
∇0(µα,β to be zero inH
1(Σ, V ∗0 ⊗V⊗KΣ) = H
0(Σ, V ∗⊗V0)
∗ = Cn, which it is, since
the cocycle ∇0(µα,β(Aβ(x))) pairs to zero with any section φ of H
0(Σ, V ∗ ⊗ V0) =
H0(Σ, V ∗0 ⊗ V0), as φ satisfies ∇0(φ) = 0.
Recapitulating, the isomonodromic splitting gives infinitesimal variations µα,βAβ
at D in the transition functions defining V , as well as variations µα,βAβ at D and
να,βAβ + hα,β at E in the transition functions defining V0. The variations of the
connection over each open set Uαare trivial. For the splitting induced by I0, we have
trivial variations of the transition functions, and variations of the connection aα(x)
satisfying Lµα,β (Aβ(x)) = Hβ,αaα(x)Hα,β − aβ(x) on overlaps. Noting again that
Lµα,β (Aβ(x)) = ∇(µα,βAβ(x)) = ∇0(µα,βAβ(x)), the difference between I and I0
is given by a variation µα,βAβ in the transition functions near D , and variations
in the connection aα, satisfying
(6.5) ∇(µα,βAβ(x)) = Hβ,αaα(x)Hα,β − aβ(x)
showing that the difference of I and I0 does indeed induce a cotangent vector to
Rk,D,pred, given by a cocycle in the hypercohomology (“H
1-cocycle”) of
V ∗ ⊗ V (−D)
∇
−→ V ∗ ⊗ V ⊗KΣ(Dred).
remembering that V ∗0 ⊂ V
∗. We check that the H1-cocycle 6.5 is the Hamiltonian
vector field Xµ·Q. Indeed, let us write the open set U1 as a disjoint union U1,D
and U1,E. We restrict to trivialisations over U1,E which are covariant constant
for ∇, and to trivialisations over U0,i which are covariant constant for ∇0. One
also, as above, restricts to cocycles in V ∗ ⊗ V representing deformations of the
bundle in H1(Σ, V ∗ ⊗ V ) supported on U1,E ∩ U0 of the form s10 = tT
−1 in the
U0 trivialisation, where t, T are holomorphic on the disks of U1 surrounding E, and
T defines the bundle V as a subbundle of V0. The tangent vectors X representing
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deformations of (V,∇) of this type are then represented by H1-cocycles ∇(s10) =
−b0, with b0 a section of V
∗ ⊗ V ⊗KΣ(D) over U0 ∪ U1D. Under the definition of
the symplectic form, one is looking for an H1-cocycle ∇(φ10) = Tψ1T
−1−ψ0, φ10 ∈
H0(U1 ∩ U0, V
∗ ⊗ V (−D)), ψi ∈ H
0(Ui, V
∗ ⊗ V ⊗KΣ), such that
dHµ·Q(X) ≡
∑
D
res(2µ10tr((∇−∇0)b0)) =(6.6)
∑
D
res tr(φ10(2b0)) +
∑
E
res tr(φ10(b0)− s10(Tψ1T
−1 + ψ0)) ≡ Ω(Xµ·Q, X).
Using Tψ1T
−1−∇(φ10) = ψ0, ∇(s10) = −b0, and integrating by parts, this becomes∑
D
res(2µ10tr((∇−∇0)b0))) =(6.7)
∑
D
res tr(φ10(2b0))+
∑
E
res tr(2φ10b0 − s10(2Tψ1T
−1)).
One then sees that setting φ10 = µ10(∇−∇0) near D, φ10 = 0 near E, ψi = ai
as above gives the desired result, as s10(2Tψ1T
−1) = ta1T
−1 pairs to zero, since
a1 lies in V
∗
0 ⊗ V ⊗KΣ and so is of the form c1T , with c1 holomorphic on U1, as a
section of V ∗ ⊗ V ⊗KΣ. In summary, the difference between the splittings I and
I0 is indeed the Hamiltonian vector field.
We can also compare the splittings I and I0 for the deformations of the higher
order polar parts over a point in (bL∩tL)
∗/WL. We deal with one pole at a time, let
us suppose of order l, at p. Let z be a coordinate with z = 0 corresponding to the
pole, compatible with the jet c of a coordinate system at our point in Mg,L . One
then has, in a ∇0-constant basis, the expansion for the matrix A of ∇ = ∇−∇0:
A(z) = (A−lz
−l + A−l+1z
−l+1 + ...)dz
The eigenvalues λµ(z) of A(∇) = ∇ − ∇0 have expansions λµ(z) = λµ,−lz
−l +
λµ,−l+1z
−l+1+ ... and it is the terms of order 1, 2, .., l− 1 in these expansions that,
in essence, become our Hamiltonians. More invariantly, assuming, as we have,
that the leading term A−k is regular and diagonal, we can diagonalise the form
A = ∇−∇0:
A(z) = Z(z)B(z)Z(z)−1
with Z(z) invertible and holomorphic, and B(z) diagonal:
B(z) = (B−kz
−k +B−k+1z
−k+1 + ...)dz
let β be a truncated Laurent series with terms of order −1,−2, ..,−l+1 and values
in t on a punctured neighbourhood of p. Then dβ ∈ (bD ∩ tD)
∗ represents a
tangent vector to (bL ∩ tL)
∗/WL. Let the Hamiltonian function Hβ be defined by
Hβ = tr resp(β · B). Let Xβ·B be the corresponding Hamiltonian vector field.
We have, around the pole, Stokes sectors U1i; let U1 be the union of these sectors
and of the origin, and, away from the pole, let U0 = Σ − {z > δ}. The terms of
order −l, ...,−2 of B are fixed over a point in (bL ∩ tL)
∗/WL, and it is these terms
that we are deforming. One has over the Stokes sectors U1i near the pole, matrix
valued functions Yi(z), asymptotic to Z, with
A(z) = dYi(z)Y
−1
i (z) + Yi(z)B(z)pY
−1
i (z)
with B(z)p = (B−1z
−1+B<−1(z))dz the polar part of B, representing the class of
the connection in (bD ∩ tD)
∗/W , or rather the part of it located at the pole. To
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first order (ǫ2 = 0), one wants to modify the polar part Bp to Bp+ ǫdβ, seeing how
this lifts to vector bundles V plus connections ∇ under I and I0.
For the isomonodromic splitting I, one should again think of our bundle V
being given a fixed ∇0-constant trivialisations on U0 near the pole such that the
connection is given by A(z). Now let Q(z) = Q−k+1z
−k+1 + ...+Q−1z
−1 be such
that dQ = Bp. On the U1i, one has three trivialisations:
• The 0-trivialisation, in which the connection matrix for ∇ vanishes; these
trivialisations are related to each other over the different sectors by the
Stokes matrices;
• The Bp trivialisation, in which the connection matrix for ∇ is Bp; it is
related to the 0-trivialisation by the transition function exp(Q)zB−1 ;
• The A-trivialisation, in which the connection matrix is given by A, is
related to the Bp trivialisation by the transition matrix Yi. The A trivi-
alisation is valid over all of U1, and the 0-trivialisation over Vi is related
to the A trivialisation over U0 by a transition matrix Yiexp(Q)z
B−1 ; in
particular varying Q by Q+ ǫβ varies the bundle, as well as inducing the
variation Bp + ǫdβ in the connection over each Vi in the Bp trivialisation.
For the isomonodromic deformations, the variations of the connections over the U1i
are trivial in the 0 trivialisations, are of the form Bp+ ǫdβ in the Bp trivialisations,
and are of the form A+ ǫYidβY
−1
i = A + ǫ∇(YiβY
−1
i ) in the A-trivialisation. On
the intersection of each Vi with U0, one thus has a hypercohomology cocycle µi0 =
β, ν1 = dβ, ν0 = 0 in the Bp trivialisations, and so µi0 = yi + YiβY
−1
i , νi = ∇(yi +
YiβY
−1
i ), ν0 = 0 in the A-trivialisation. In our original trivialisations, our variation
of the connection is given by A+ ǫ · 0 in the U0 trivialisation, A+ ǫ(∇(ZβZ
−1) +
(holom)) in the U1 trivialisation, with the variation in patching function ZβZ
−1
between the two.
For the splitting I0, one is interested in “deforming only the polar part”. This
amounts to modifying the irregular polar part of the connection ∇ in the ∇0-flat
trivialisation (or equivalently ∇−∇0) by d(ZβZ
−1) = ∇0(ZβZ
−1) = ∇(ZβZ−1)
by adding to ∇ a suitable section of V ∗0 ⊗ V ⊗KΣ(D) with that polar part. This
is possible, as the exact sequence
(6.8) 0→ V ∗0 ⊗ V ⊗KΣ → V
∗
0 ⊗ V ⊗KΣ(D)→ V
∗
0 ⊗ V ⊗KΣ(D)|D → 0,
tells us we can find such a section if the coboundary of ∇(ZβZ−1)<1 is zero in
H1(Σ, V ∗0 ⊗ V ⊗ KΣ) = H
0(Σ, V ∗ ⊗ V0)
∗ = Cn, which it is, since the cocycle
∇(ZβZ−1) pairs to zero with any section φ of H0(Σ, V ∗ ⊗ V0) = H
0(Σ, V ∗0 ⊗ V0),
as φ satisfies ∇0(φ) = 0.
The difference of the two infinitesimal splittings is now given by a variation
ZβZ−1 in patching function and a variation of connection over U0 given by a0
with values in V ∗0 ⊗ V ⊗ KΣ, and a1 over U1 which is holomorphic, in short a
hypercohomology cocycle (µ10 = ZβZ
−1, a0 ∈ H
0(U0, V
∗
0 ⊗ V ⊗ KΣ), a1 holom.)
with
∇(ZβZ−1) = a1 − a0.
We pair this under the Poisson structure with variations of the pairs (bundle,
connection) defined by varying the transition functions over open disks U1E , around
the support of E by cocycles s10 = tT
−1, of the form given above, with ∇s0 = −b0.
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This gives:
tr resP (ZβZ
−1b0)−
∑
E
tr res(si0a0)
The latter terms are zero, as above, since the section a0 takes values in V
∗
0 ⊗V ⊗KΣ,
while the first term is the differential ofHβ applied to the variation of the connection
b0, showing that our tangent vector (µ10, a0, a1) is indeed the Hamiltonian vector
field Xβ·B.
7. A symplectic version
To summarise the situation so far, we have Vg,L,k/BL →Mg,L × (bL ∩ tL)
∗/WL
with symplectic fibers, and a Hamiltonian flow on the fiber as the difference between
the lifts of tangent vectors to Mg,L× (bL∩ tL)
∗/WL given by I, the isomonodromic
lift, and I0, the lift induced by the isomonodromic deformation of ∇0. Now we
want to make the isomonodromic flow fully Hamiltonian on the whole space. It
is essentially a reformulation of the above, but highlights the role of quadratic
differentials.
What we will be doing is a slightly more invariant version of the classical trick
of turning a time dependent Hamiltonian flow into an autonomous one by adding a
variable. Indeed, if in canonical coordinates one has a time dependent Hamiltonian
H(p, q, t), one adds a variable ρ dual to t, so that one now has a symplectic form
dp∧ dq+ dt∧ dρ. One then defines an augmented Hamiltonian Hˆ by Hˆ(p, q, t, ρ) =
H(p, q, t)− ρ. The flows of Hˆ then reproduce the time dependent flow.
The analog of this in our situation is to add to our map Vg,L,k/BL → Mg,L ×
(bL ∩ tL)
∗/WL the dual variables to the moduli:
(7.1) Xg,L,k = {(Σ, D, c, V, tr∇, ω, h)/BL}
where Σ, D, V, tr,∇ are as above, ω is a quadratic differential with polar divisor
bounded by D, and h lies bL ∩ tL. There is a natural map
Π : Xg,L,k → T
∗(Mg,L × (bL ∩ tL)
∗)(7.2)
(Σ, D, c, V, tr,∇, ω, h) 7→ (Σ, D, c, ω), (irr(∇), h)),
and a commuting diagram
(7.3)
Xg,L,k
Π
→ T ∗(Mg,L × (bL ∩ tL)
∗)
P ↓ ↓
Vg,L,k/BL → Mg,L × (bL ∩ tL)
∗
The fibers of 7.2 are our spaces Rγk,D,pred. Choosing one of these, and using the
symplectic connection I0 decomposes the space locally into a product of symplectic
manifolds:
(7.4) Xg,L,k = R
γ
k,D,pred × T
∗(Mg,L × (bL ∩ tL))
and so one has:
7.5. Proposition. Xg,L,k has a symplectic structure determined by I0, for which
the map Π is Poisson.
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There is a natural section S of the left hand downward map of 7.3. We saw
that the Hamiltonians Hµ·Q defined above, depend linearly on µ at each point
p of Xg,L,k,diag, and so define an element Qˆ = Qˆ(p) in the dual H
0(Σ,K2(D))
to H1(Σ, TΣ(−D)). Similarly, the hamiltonians Hβ·B can be combined into one
element Bˆ ∈ (bL ∩ tL), obtained from the restriction of the B defined above to D
so that it is given at the point of multiplicity li by the terms of order 1, ..., li − 1.
We then set
S : Vg,L,k/BL → Xg,L,k,(7.6)
(Σ, D, c, V, tr,∇) 7→ (Σ, D, c, V, tr,∇, Qˆ, Bˆ).
Now consider a vector field Y on Mg,L× (bL ∩ tL). This of course gives a flow, but
it also defines a function FY on T
∗(Mg,L× (bL∩ tL)), linear on the fibers, such that
the Hamiltonian flow of −FY projects to the flow given by Y . We can now define
a function HY on Xg,L,k by
(7.7) HY = FY ◦Π ◦ (S ◦ P − Id)
One has the straightforward:
7.8. Proposition. The Hamiltonian flow of HY , projected to Vg,L,k, is the isomon-
odromic lift of the flow of Y .
This is in essence a reformulation of the result of the previous section. Note that
the splitting defined by I0 again intervenes in an important way.
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