Comparaison entre cohomologie cristalline et cohomologie \'etale
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Re´sume´. — Soit X un mode`le entier en un premier p d’une varie´te´ de Shimura de
type PEL, ayant bonne re´duction associe´e a` un groupe re´ductif G. On peut associer
aux Zp-repre´sentations du groupe G deux types de faisceaux : des cristaux sur la fibre
spe´ciale de X, et des syste`mes locaux pour la topologie e´tale sur la fibre ge´ne´rique.
Nous e´tablissons un the´ore`me de comparaison entre la cohomologie de ces deux types
de faisceaux.
Abstract (Comparison between crystalline cohomology and p-adic e´tale
cohomology on certain Shimura varieties)
Let X be an integral model at a prime p of a Shimura variety of PEL type having
good reduction, associated to a reductive group G. To Zp reprsententations of the
group G can be associated two kinds of sheaves : crystals on the special fiber of X,
and locally constant e´tale sheaves on the generic fiber. We establish a comparison
between the cohomology of these two kinds of sheaves.
1. Introduction
Conside´rons X un mode`le entier d’une varie´te´ de Shimura de type PEL, de´fini
sur une extension de Zp. Cette varie´te´ de Shimura correspond a` un groupe re´ductif
G, de´fini sur Z(p). On peut associer aux Z(p)-repre´sentations du groupe G diffe´rents
faisceaux : des syste`mes locaux en Zp-modules sur la fibre ge´ne´rique de X , et des
cristaux sur sa fibre spe´ciale. Nous e´tablissons une comparaison entre la cohomologie
e´tale du syste`me local d’une part, et la cohomologie log-cristalline d’une extension
du cristal a` une compactification approprie´e de X , pour une meˆme repre´sentation V
du groupe G. Nous traitons ici le cas des varie´te´s de Shimura unitaires et de celles
de type Siegel. Dans le cas unitaire, nous obtenons un re´sultat qui tient compte de
la torsion (the´ore`me 6.3), dans le cas Siegel les re´sutats sont moins pre´cis et ne sont
valables qu’apre`s tensorisation par Qp (the´ore`me 6.4). L’inte´reˆt de cette comparaison
est que nous pouvons obtenir des renseignements sur le coˆte´ cristallin : des techniques
de type complexe BGG, de´crites par exemple dans [3], chapitre VI, permettent d’avoir
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des renseignements sur la filtration de Hodge. On de´duit alors des informations sur le
coˆte´ e´tale, vu comme repre´sentation galoisienne.
La the´orie de Hodge p-adique nous donne de tels the´ore`mes de comparaison entre
cohomologie e´tale p-adique et log-cristalline dans le cas des coefficients constants, pour
des sche´mas propres et posse´dant certaines proprie´te´s de lissite´. Ces re´sultats sont duˆs
entre autres a` Tsuji ([15]) pour le cas ou` l’on conside`re les groupes de cohomologie
apre`s tensorisation par Qp, et a` Tsuji et Breuil pour le cas ou` l’on tient compte de la
torsion ([16] et [2], il y a alors des restrictions sur le degre´ des groupes de cohomologie
que l’on peut e´tudier). Ces the´ore`mes sont rappele´s dans le paragraphe 6.1.
Le principe de notre me´thode est de conside´rer la cohomologie a` coefficients constants
de la varie´te´ abe´lienne universelle sur X et de ses puissances, et d’en de´duire la com-
paraison qui nous inte´resse en de´coupant les groupes de cohomologie des faisceaux
conside´re´s dans les groupes de cohomologie a` coefficients constants a` l’aide de cer-
taines correspondances alge´briques.
Le premier proble`me est que de tels the´ore`mes de comparaison n’e´tant valables
que sur des sche´mas propres, nous devons supposer l’existence (prouve´e dans certains
cas seulement) de compactifications non seulement de X , mais aussi des varie´te´s de
Kuga-Sato, et plus pre´cise´ment un syste`me projectif de telles compactifications. La
partie 2 explique pre´cise´ment dans quelle situation nous nous pla cons, ainsi que les
proprie´te´s des compactifications que nous utilisons.
Le deuxie`me proble`me est que toutes les repre´sentations de G ne donnent pas
des faisceaux dont la cohomologie puisse eˆtre de´coupe´e par des correspondances
alge´briques dans la cohomologie de la varie´te´ abe´lienne universelle. On de´termine
dans la partie 3 quelles sont les repre´sentations de G qui donnent des faisceaux que
l’on peut atteindre de cette fa con, qui sont les seuls pour lesquels nous obtenons
un re´sultat. Cette partie utilise fortement la structure des repre´sentations du groupe
re´ductif G, ce qui explique que l’on soit oblige´ de faire une description cas particulier
par cas particulier.
Nous expliquons la construction des faisceaux ainsi que l’action de ces correspon-
dances alge´briques dans la partie 4.
Enfin l’e´nonce´ et la preuve du the´ore`me principal occupent la partie 6. C’est ici
qu’apparaˆıt une diffe´rence entre les cas unitaire et Siegel : en effet le point-cle´ de
la preuve est la compatibilite´ de l’action des correspondances alge´briques que nous
conside´rons avec les the´ore`mes de comparaison a` coefficients constants. Le cas Siegel
utilise la compatibilite´ de cet isomorphisme de comparaison avec les structures produit
sur les groupes de cohomologie, ce qui n’est de´montre´ que dans le cas rationnel et non
dans le cas de torsion.
2. Les objets conside´re´s
2.1. Varie´te´s de Shimura de type PEL. —
32.1.1. Les donne´es. — On se donne B une Q-alge`bre simple finie, munie d’une invo-
lution positive note´e ∗ (c’est-a`-dire que trB/Q(xx
∗) > 0 pour tout x non nul de B),
V un module de type fini sur B, muni d’une forme biline´aire (, ) telle que pour tous
v et w dans V, et tout b dans B on ait (bv, w) = (v, b∗w). On notera 2g la dimension
de V sur Q.
On fixe dans toute la suite un nombre premier p, et on fera l’hypothe`se que p > 2g.
Le roˆle de cette hypothe`se est explique´ au paragraphe 4.3.1.
On suppose que B est non ramifie´ en p, c’est-a`-dire que BQp est un produit
d’alge`bres de matrices sur des extensions non ramifie´es de Qp.
On se donne un Z(p)-ordre OB dans B qui devient un ordre maximal de BQp apre`s
tensorisation par Zp, et stable par l’involution de B.
On se donne aussi V un OB-re´seau de V autodual. Le fait que V soit autodual
implique en particulier que la forme biline´aire induite sur V est non de´ge´ne´re´e.
Soit C l’anneau des endomorphismes B-line´aires de V.
On de´finit le groupe G par G(R) = {g ∈ (C ⊗ R)∗, ∃µ ∈ R∗, ∀v, w ∈ V ⊗
R, (gv, gw) = µ(v, w)}, pour toute Z(p)-alge`bre R.
On se donne un R-homomorphisme d’alge`bres h : C → C∞ = C ⊗Q R tel que
h(z)∗ = h(z¯), et la forme (v, h(i)w) soit de´finie positive sur V∞ = V⊗QR. On associe
a` h le morphisme µh : C
∗ → GC, qui de´finit la filtration de Hodge sur VC, c’est-a`-dire
la de´composition V = Vz ⊕V1, ou` µh(z) agit par z sur Vz et par 1 sur V1.
Le corps dual associe´ a` ces donne´es est le corps E(G, h) qui est le corps de de´finition
de la classe d’isomorphisme de Vz comme B-repre´sentation. C’est le sous-corps de C
engendre´ par les tr(b), b ∈ B agissant sur Vz.
2.1.2. Deux cas particuliers. — Dans la suite nous nous inte´resserons uniquement
a` deux cas particuliers : le cas Siegel et le cas unitaire. Le cas Siegel correspond a`
la situation ou` B est re´duit a` Q. La varie´te´ de Shimura associe´e est alors la varie´te´
modulaire de Siegel. Le cas unitaire correspond au cas ou` B est une extension qua-
dratique imaginaire de Q. La forme alterne´e (, ) est alors la partie imaginaire d’une
forme hermitienne sur V, qu’on peut voir comme un B-espace vectoriel de dimension
moitie´.
2.1.3. Le proble`me de modules. — On peut associer aux donne´es de Shimura prce´dentes
un proble`me de modules, tel que de´crit dans [10], dont on rappelle ici l’essentiel.
Fixons Kp un sous-groupe compact ouvert de G(Apf ). On conside`re le foncteur des
OE(G,h) ⊗ Z(p)-sche´mas dans les ensembles, qui a` S associe l’ensemble a` e´quivalence
pre`s des quadruplets (A, λ, i, η), ou` A est un sche´ma abe´lien A sur S, muni d’une
polarisation λ premie`re a` p, et d’une fle`che i : OB → End(A) ⊗ Z(p) qui est un
morphisme d’alge`bres a` involution, l’involutin sur End(A) ⊗ Z(p) e´tant l’involution
de Rosati donne´e par λ, et η est une structure de niveau. Enfin on suppose que OB
agit sur Lie(A) comme sur Vz, c’est-a`-dire que det(b,Lie(A)) = det(b,Vz) pour tout
b ∈ OB . La structure de niveau consiste en ce qui suit : on conside`re le A
p
f -module
de Tate de A, c’est un Apf -faisceau lisse sur S. Soit s un point ge´ome´trique de S, une





de B-modules munis d’une forme alterne´e, et qui soit fixe´e par π1(S, s).
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Deux quadruplets (A, λ, i, η) et (A′, λ′, i′, η′) sont dit e´quivalents s’il existe une
isoge´nie premie`re a` p de A vers A′, commutant a` l’action de OB, transformant η en
η′, et λ en un multiple scalaire (dans Z∗(p)) de λ
′.
Ce foncteur est repre´sentable, par un sche´ma quasi-projectif et lisse M sur OE ⊗
Z(p) pourvu que l’on choisisse K
p suffisamment petit.
Notons A le sche´ma abe´lien universel sur M.
Pour les cas Siegel et unitaire, on a le re´sultat suivant (lemme 7.2 de [10]) :
Lemme 2.1. — OM ⊗ V et H
1(A/M)∨ sont localement isomorphes comme OB-
modules munis d’une forme alterne´e.
2.1.4. La situation ge´ome´trique conside´re´e. — On obtient alors la situation suivante :
NotonsK le comple´te´ en une place v|p de E(G, h), etO son anneau des entiers. Notons
On = O/̟
n+1, ou` ̟ est une uniformisante de O. C’est l’anneau des vecteurs de Witt
de longueur n sur le corps re´siduel de O puisque p est non ramifie´ dans E(G, h).
Posons S = SpecO, et Sn = SpecOn. D’une fa con ge´ne´rale, on notera avec un indice
n la re´duction d’un O-sche´ma modulo ̟n+1
On notera X = MO, c’est donc un sche´ma lisse sur S, muni d’un sche´ma abe´lien
A, provenant du sche´ma abe´lien universel sur la varie´te´ de Shimura. De plus, on a
un morphisme OB → End(A) ⊗Z Z(p). On note f : A → X , et fs : A
s → X les
morphismes structuraux.
2.2. Existence de compactifications. — Nous aurons besoin d’utiliser aussi des
compatifications de X , ainsi que du sche´ma abe´lien universel A et de ses puissances.
Ces compactifications ont e´te´ de´crites en de´tail dans le cas Siegel ([3]), pour le cas
unitaire la construction de´taille´e n’est e´crite que pour GU(2, 1), c’est-a`-dire les sur-
faces modulaires de Picard (voir [11] pour la compactification de la base et [14] pour
celle du sche´ma abe´lien universel), meˆme si leur existence dans le cas unitaire ge´ne´ral
ne pose pas de proble`mes. Nous re´sumons dans ce paragraphe les seules proprie´te´s de
ces compactifications que nous utilisons.
2.2.1. Compactifications de la base. — Nous avons besoin tout d’abord de compactifi-
cation du mode`le entier de la varie´te´ de Shimura. En conside´rant des compactifications
toro¨ıdales (de´crites dans [3], chapitre IV pour le cas Siegel, et dans [11] pour le cas
de GU(2, 1)), on obtient l’existence d’un sche´ma X ve´rifiant la proprie´te´ suivante :
Proprie´te´ 1. — il existe un sche´ma X propre et lisse sur S, contenant X comme
ouvert dense, tel que le comple´mentaire de X dans X est un diviseur a` croisements
normaux relatifs.
On fixera dans la suite une fois pour toute une telle compactificationX . On peut re-
marquer que les re´sultats ne de´pendent en fait pas du choix de X parmi l’ensemble des
compactifications toro¨ıdales : deux compactifications toro¨ıdales sont toujours compa-
rables, au sens ou` il existe une troisie`me qui les domine toutes les deux, ce qui permet
de voir que les groupes de cohomologie de´crits en 5.2.5 ne de´pendent pas de ce choix
de compactification.
52.2.2. Compactifications du sche´ma abe´lien universel. — On se donne X propre lisse
sur S, muni d’un diviseur a` croisements normaux relatifs D, et on note X l’ouvert
comple´mentaire. Pour chaque s, on appelle bonne compactification de As une com-
pactification As de As, telle que f−1s (X \X) est un diviseur a` croisements normaux
relatifs.
Conside´rons la des compactifications toro¨ıdales « lisses » des As (voir [3] dans le
cas Siegel, [14] dans le cas de GU(2, 1)), on obtient pour tout s ≥ 1, une famille de
bonnes compactifications As de As, ve´rifiant les deux proprie´te´s suivantes :
Proprie´te´ 2. — 1. Pour toute isoge´nie u de As, il existe deux bonnes compacti-
fications As1 et As2, et un morphisme As1 → As2 prolongeant u.
2. E´tant donne´ deux bonnes compactificationsAs1 etAs2, il en existe une troisie`me
As3 et des X-morphismes As3 → As1 et As3 → As2 induisant l’identite´ sur A
s.
Dans le cas Siegel, nous utiliserons encore une proprie´te´ supple´mentaire de la famille
des compactifications toro¨ıdales :
Proprie´te´ 3. — Si L est un faisceau syme´trique sur As, il existe des entiers a et b, et
une compactification de la famille As tels que le faisceau (O(2)⊗a ⊗L)⊗b se prolonge
en un faisceau sur As. De plus, on peut choisir a et b premiers a` p.
Cette construction fait l’objet du chapitre VI du livre [3]. Elle n’est de´taille´e que
pour le cas ou` le faisceau syme´trique ample conside´re´ est O(2), mais cela s’adapte
au cas d’un faisceau syme´trique ample quelconque, pour lequel on prendra donc
O(2)⊗a ⊗ L, avec a assez grand pour que le faisceau soit ample.
3. Repre´sentations de G
3.1. Z(p)-repre´sentations. — On note Rep(G) la cate´gorie des repre´sentations de
G sur un Z(p)-module libre de type fini, et RepQ(G) celles des repre´sentations de G
sur un Q-espace vectoriel de dimension finie.
Notons V0 ∈ Rep(G) la duale de la repre´sentation standard de G, c’est-a`-dire la
duale du re´seau V de´fini au paragraphe 2.1.1.
3.2. L’alge`bre des endomorphismes. — Les repre´sentations de G de la forme
∧•Vs0 , pour s ≥ 1, jouent un roˆle particulier : les faisceaux que nous allons leur
associer dans la section 4 ont une interpre´tation ge´ome´trique. Nous de´finissons une
sous-alge`bre de l’alge`bre End(∧•Vs0 ) des endomorphismes G-line´aires de ∧
•Vs0 , forme´
de morphismes ayant aussi une interpre´tation ge´ome´trique qui sera de´crite dans le
paragraphe 4.2.1. L’objectif est de pouvoir de´couper dans les ∧•Vs0 des repre´sentations
irre´ductibles de G a` l’aide de cette alge`bre d’endomorphismes, en s’inspirant des
constructions de Weyl.
Dans le cas unitaire, on de´finit pour tout s ≥ 1 une sous-Z(p)-alge`bre E(A)s de
End(∧•Vs0). C’est l’alge`bre engendre´e par l’action de Ms(Z) sur V
s
0 , muni de la mul-
tiplication oppose´e, et par l’action de OB sur V0.
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Dans le cas Siegel, on note E(C)s la sous-Z(p)-alge`bre de End(∧
•Vs0) engendre´e
par l’action de Ms(Z) sur V
s
0 , et par les ope´rations suivantes. On note Z(p)(1) la
repre´sentation du groupe symplectique correspondant a` l’action du groupe sur Z(p)
par le multiplicateur. Observons que V0 = V(−1).
On note u ∈ ∧2V20 (1) l’e´le´ment provenant de la forme biline´aire sur V, et pour tous
1 ≤ i < j ≤ s, on note ui,j l’image de u par l’application ∧
2V20 (1)→ ∧
2Vs0(1) induite
par l’application V20 → V
s
0 consistant a` placer les deux facteurs V0 aux places i et j.
Le cup-produit par ui,j de´finit une application ϕi,j : ∧
•Vs0(−1)→ ∧
•Vs0 qui envoie
chaque ∧kVs0(−1) dans ∧
k+2Vs0 .
L’application duale de ϕi,j permet de de´finir une application ψi,j : ∧
•Vs0 → ∧
•Vs0 (−1).
Enfin on note θi,j = ϕi,j ◦ ψi,j , qui est donc un endomorphisme de ∧
•Vs0 .
On de´finit alors E(C)s comme l’alge`bre engendre´e par l’action deMs(Z) et les θi,j ,
1 ≤ i < j ≤ s.
On notera Es pour de´signer indiffe´remment E(A)s et E(C)s. On dira que u ∈ Es
est un projecteur homoge`ne (de degre´ t) si son image est contenue dans ∧tVs0 ⊂ ∧
•Vs0 .
On donne des de´finitions similaires pour les e´le´ments de Es ⊗ Q agissant sur
∧•(V0 ⊗Q)
s.
3.3. Repre´sentations atteignables. — On note Repa(G) la sous-cate´gorie de
Rep(G) forme´e des repre´sentations isomorphes a` une somme directe de repre´sentations
de G de la forme im q, ou` q est un projecteur homoge`ne de Es agissant sur un ∧
•Vs0 .
Si V ∈ Repa(G), on note t(V ) le plus grand degre´ des projecteurs homoge`nes qui
apparaissent dans la de´finition de V .
On de´finit de fa con similaire RepaQ(G).
Comme nous n’obtenons des re´sultats que pour les repre´sentations de G qui sont
dans Repa(G), il va s’agir de voir que cette sous-cate´gorie n’est pas trop petite, et qu’il
n’est donc pas trop restrictif de s’y limiter. C’est l’objet des paragraphes suivants.
3.4. Poids p-petits. — Supposons notre groupe re´ductif G de´ploye´ sur un certain
corps E. Les repre´sentations irre´ductibles de G sur E sont parame´tre´es par l’ensemble
des poids dominants, une fois fixe´ un tore maximal et un syste`me de racines positives.
Si a est un poids dominant, on note VE(a) la repre´sentation irre´ductible de G sur E
de plus haut poids a.
On de´finit comme dans [9], II.3.15 ce qu’est un poids dominant p-petit. La proprie´te´
qui nous inte´resse ici est la proprie´te´ suivante (voir [13], 1.9) : si le poids a est p-petit,
alors il existe a` homothe´tie pre`s un unique re´seau dans VE(a) qui est stable sous
l’action de Dist(G), l’alge`bre des distributions de G sur OE,(v), pour v une place de E
divisant p. Cela a donc un sens de de´finir V (a) comme la repre´sentation irre´ductible
de G sur OE,(v) de plus haut poids a.
3.5. Description de Repa(G) dans le cas unitaire. — On se place ici dans le cas
unitaire. Le groupe G est alors un groupe unitaire relatif a` un corps E quadratique
imaginaire, qui correspond a` l’alge`bre B du paragraphe 2.1.1, donc G est de la forme
GU(g), et il est de´ploye´ sur E. On a donc GE
∼
−→ GL(g)E ⊗Gm,E .
7L’ensemble des repre´sentations sur E irre´ductibles de G est parame´tre´ par les g+1-
uplets (a1, . . . , ag; c) d’entiers, avec a1 ≥ · · · ≥ ag et
∑
ai = c (mod 2), une fois choisi
un isomorphisme entre GE et GL(g)E ×Gm,E. Notons i et j les deux morphismes de
E dans E, le choix de l’isomorphisme revient a` en privile´gier un des deux.
La repre´sentation V0⊗E correspond a` la somme de deux repre´sentations irre´ductibles
V1 et V2, V1 de plus haut poids (1, 0, . . . , 0; 1) et V2 de plus haut poids (0, . . . , 0,−1; 1).
V1 est l’espace propre associe´ a` la valeur propre i(x) de l’endomorphisme u(x), pour
tout x dans E, et V2 est l’espace propre associe´ a` la valeur propre j(x).
3.5.1. Description de RepaQ(G). — Notons Rep
a
E(G) l’ensemble des V ⊗QE, ou` V ∈
RepaQ(G), et V0 = V0 ⊗ E.
Proposition 3.1. — RepaE(G) contient toutes les repre´sentations qui sont de la forme
V (a)⊕V (a∗), ou` V (a) est la repre´sentation irre´ductible de plus haut poids (a1, . . . , ag; c)
avec ag ≥ 0 et c =
∑
ai = s, et a
∗ est le poids (−ag, . . . ,−a1; c).
Lemme 3.2. — Soit a = (a1, . . . , ag; c) un poids dominant de G, tel que ag ≥ 0 et
c =
∑
ai, et V (a) la repre´sentation irre´ductible associe´e. Alors il existe un e´le´ment
Ca de QSs (ou` s =
∑
ai) tel que V (a) = CaV
⊗s




De´monstration. — Regardons d’abord V (a) comme une repre´sentation de GLg, en
oubliant l’action du multiplicateur. Comme explique´ dans [6], 15.5, il existe un Ca ∈
QSs idempotent tel que V (a) = CaV
⊗s
1 , V (a) et V1 e´tant vues toutes deux comme des
repre´sentations deGLg. Il faut voir ensuite que l’e´galite´ tient aussi comme repre´sentations
de GL(g)E × Gm,E, donc que le multiplicateur agit de la meˆme fa con sur les deux.
Or il agit par x 7→ xc sur V (a), et par x 7→ xs sur V ⊗s1 , et on a s = c.
Lemme 3.3. — Soit s ≥ 0. Il existe un projecteur q dans E(A)s ⊗ Q commutant a`
l’action du groupe des permutations Ss tel que l’image de q agissant sur ∧
•V s0 est
V ⊗s0 .
De´monstration. — ∧•V s0 = ⊕0≤i1≤2g,...,0≤is≤2g ∧
i1 V0 ⊗ · · · ⊗ ∧
isV0.
Conside´rons un entier m non nul, vj la matrice diagonale [(1, . . . , 1,m, 1, . . . )] avec
un m en j-e`me position. L’espace propre correspondant a` la valeur propre m est la
somme des termes pour lesquels ij = 1. Soit pj le projecteur sur cet espace propre.
Les pj commutent, leur produit est donc un projecteur q sur l’intersection des images,
c’est-a`-dire les termes pour lesquels chaque ij est e´gal a` 1, c’est-a`-dire V
⊗s
0 . De plus,
q commute bien a` l’action de Ss.
Enfin on utilise que V0 = V1 ⊕ V2, V
⊗s
0 est donc e´gal a` une somme de termes de la
forme V ⊗x1 ⊗ V
⊗y
2 avec x+ y = s.
Lemme 3.4. — Il existe un e´le´ment q′ dans le centre de E(A)s⊗Q dont la restriction





De´monstration. — Fixons z ∈ OE . z agit par i(z) sur V1 et par j(z) sur V2. Notons
i(z) = a et j(z) = b. Choisissons z de sorte que les axby soient tous distincts. Alors
V ⊗x1 ⊗ V
⊗y
2 est (dans V
⊗s
0 ) l’espace propre associe´ a` la valeur propre a
xby.
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Soit P le polynoˆme Πr+t=s(X − a
rbt). Il est a` coefficients entiers, et c’est le po-
lynoˆme minimal de l’action de u(z) sur V ⊗s0 . Soit Q = Πr+t=s,r 6=0,t6=0(X−a
rbt). Alors
P = QT ou` T = (X − as)(X − bs), et Q et T sont premiers entre eux. Il existe donc
des polynoˆmes U et V (a` coefficients rationnels), tels que UQ+V T = 1. Alors l’action




2 , qu’on note q
′.
On peut maintenant prouver la proposition : soit a comme dans l’e´nonce´, et s =
c =
∑
ai. Posons P = Caq
′q, alors P ∧• V s0 est la repre´sentation V (a) ⊕ V (a
∗). En
effet, notons que Ca, q
′ et q commutent par construction, donc P est un projecteur.
On a q ∧• V s0 = V
⊗s
0 , q












1 = V (a), et CaV
⊗s
2 = V (a
∗).
Une fois de´crites les repre´sentations qui sont dans RepaE(G), il faut maintenant
retrouver quelle est la Q-forme de ces repre´sentations qui est dans RepaQ(G). V1 et V2
sont naturellement isomorphes, et Gal(E/Q) agit sur V0 = V1⊕V2 par (x, y) 7→ (y¯, x¯).
Son action sur V (a)⊕V (a∗) peut eˆtre de´crite par la meˆme formule, ce qui nous permet
d’obtenir les repre´sentations qui sont dans RepaQ(G).
3.5.2. Description de Repa(G). —
Proposition 3.5. — Repa(G) contient toutes les repre´sentations qui sont de la forme
(V (a)⊕ V (a∗))Gal(E/Q), ou` V (a) est la repre´sentation irre´ductible de plus haut poids
(a1, . . . , ag; c) avec ag ≥ 0 et c =
∑
ai = s, et a
∗ est le poids (−ag, . . . ,−a1; c), a et
a∗ sont p-petits, et 2g < p, et Gal(E/Q) agit sur (V (a) ⊕ V (a∗)) comme de´crit au
paragraphe pre´ce´dent.
Il suffit de voir que si les conditions donne´es sont ve´rifie´es, on peut prendre des
de´nominateurs premiers a` p dans les lemmes du paragraphe 3.5.1.
Lemme 3.6. — On se place comme dans le lemme 3.2. Alors si
∑
ai < p, Ca est
dans Z(p)Ss.




a est dans ZSs, et n est l’entier
tel que C′a
2
= nC′a. Or n divise s! (voir [6], 4.2), donc 1/n ∈ Z(p) si s < p.
Lemme 3.7. — Dans le cadre du lemme 3.3, on peut choisir q dans E(A)s de`s que
p > 2g.
De´monstration. — Lorsque on e´crit pj comme un polynoˆme en vj , les de´nominateurs
qui apparaissent sont les diffe´rences entre les valeurs propres de vj , qui sont les m
i
pour 0 ≤ i ≤ 2g. Si 2g < p, on peut prendre un m dont l’image dans Z/pZ est un
ge´ne´rateur de Z/pZ∗, de sorte que les mi −mi
′
sont tous premiers a` p.
Lemme 3.8. — Dans le lemme 3.4, on peut prendre q′ dans E(A)s de`s que p > s.
De´monstration. — E´crivons donc UQ+V T = c, avec U et V a` coefficients entiers et
c entiers, et e´tudions les facteurs premiers de c. On obtient c = Q(as)Q(bs). Il s’agit
donc de trouver z ∈ OE tel que c soit premier a` p (et que aucun des a
rbt, r > 0, t >
0, r + t = s ne soit e´gal a` as ou a` bs).
9On a Q(as) = as(s−1)/2Π1≤t≤s−1(a
t − bt), et Q(bs) = bs(s−1)/2Π1≤t≤s−1(b
t − at).
Supposons d’abord que p est inerte dans E. Alors OE/p est isomorphe a` Fp2 . La
conjugaison dans OE se traduit par x 7→ x
p dans OE/p. Choisissons donc x un
ge´ne´rateur de F∗p2 , alors un z relevant x convient.
Supposons maintenant p de´compose´ dans E. Alors OE/p est e´gal a` Fp × Fp, et la
conjugaison dans OE e´change les deux facteurs dans OE/p. Choisissons un x dans F
∗
p
tel que xi 6= 1 pour tout i entre 1 et s, et prenons u et v dans F∗p tels que u/v = x.
Alors si z est un rele`vement de (u, v), il convient.
3.6. Description de Repa(G) dans le cas Siegel. — Dans le cas Siegel, la descrip-
tion de Repa(G) est faite dans l’article [12], 5.1. On obtient toutes les repre´sentations
de plus haut poids p-petit, a` l’action du centre pre`s.
4. Les faisceaux
4.1. Constructions fonctorielles. —
4.1.1. Cas e´tale. — Soit x un point ge´ome´trique de XK . A` chaque repre´sentation
du groupe fondamental de la varie´te´ π1(XK , x) correspond un syste`me local sur XK .
Conside´rons le faisceau constant Zp sur A, et F = R
1fK∗Zp(1), ou` fK : AK → XK
est le morphisme structural. F correspond a` la repre´sentation standard de G sur
Zp, autrement dit a` un morphisme π1(XK , x) → G(Zp). On peut donc associer par
composition un syste`me local a` toute repre´sentation sur Zp de G, et ceci de fa con
fonctorielle. On note F(V ) le syste`me local associe´ a` la repre´sentation V . On de´finit
de meˆme le foncteur Fn(V ), qui a` V associe un fibre´ en Z/p
nZ-modules, ve´rifiant
F(V )⊗Zp Z/p
nZ = Fn(V ).
On observe que F(V0) = R
1f∗Zp, et plus ge´ne´ralement F(∧
tVs0) = R
tfs,K∗Zp, ou`
fs,K est le morphisme structural A
s
K → XK .
4.1.2. Cas des fibre´s a` connexion. —
Proposition 4.1. — Il existe un foncteur F de Rep(G) dans l’ensemble des OX-
modules a` connexion inte´grable sur X, et pour tout n un foncteur Fn de Rep(G) dans
l’ensemble des OXn -modules a` connexion inte´grable sur Xn, ces deux foncteurs e´tant
compatibles.
Ici compatible, signifie que Fn(V/̟
n+1) = F(V )/̟n+1. On ne va faire la construc-
tion que sur OX , la construction sur OXn s’obtenant par des me´thodes similaires.




∨. Introduisons T = Isom(OX ⊗ V ,H1(A)), les iso-
morphismes devant respecter la structure de B-module et la forme alterne´e a` une
constante pre`s. C’est un torseur sur X sous l’action (a` droite) de G, en effet les deux
faisceaux en question sont localement isomorphes, comme explique´ dans le lemme 2.1.
Soit V ∈ Rep(G), on note F(V ) le faisceau des sections du fibre´ T ×G V . C’est un
faisceau deOX -modules quasi-cohe´rent. De meˆme un morphisme entre repre´sentations
se transforme en morphisme entre faisceaux.
Ce fibre´ est muni d’une connexion qui provient de la connexion de Gauss-Manin
sur H1(A).
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Notons Hi(As) = Rifs∗Ω
•
As/X , on a alors F(∧
tVs0) = H






4.2. Action de Es. —
4.2.1. Traduction ge´ome´trique. — Comme Es est une sous-alge`bre de End(∧
•Vs0),
par fonctorialite´ de F et F , on a donc aussi des morphismes de Z(p)-alge`bres Es
ae´t→
End(R•fs,∗Zp) et Es
acris→ End(H•(As)). On va donner une interpre´tation ge´ome´trique
de ces deux morphismes.
Soit G ⊂ Es la partie forme´e des e´le´ments suivants : les matrices de de´terminant non
nul, dans le cas unitaire les e´le´ments non nuls de OB, dans le cas Siegel les ope´rations
θi,j , 1 ≤ i < j ≤ s de´finies au paragraphe 3.2. L’ensemble G, qu’on appellera ensemble
des e´le´ments ge´ome´triques de Es, engendre Es comme Z(p)-alge`bre.
Soit u ∈ G qui provient d’une matrice ou, dans le cas unitaire, d’un e´le´ment de OB .
Alors u provient d’un e´le´ment de End(Vs0), qui agit naturellement sur A
s/X , donc
sur R•fs,∗Zp et H
•(As) par ae´t(u) et acris(u) respectivement.
Soit P le faisceau de Poincare´ sur A × A, pour 1 ≤ i < j ≤ s on note Pi,j le
faisceau sur As obtenu en tirant P par le morphisme de projection sur les i-ie`mes et
j-ie`mes facteurs As → A×A. Alors l’ope´ration consistant a` faire le cup-produit par
la premie`re classe de Chern de Pi,j correspond a` ae´t(ψi,j) et acris(ψi,j), l’ope´ration
duale correspond a` ae´t(ϕi,j) et acris(ϕi,j), comme explique´ dans [12].
Par fonctorialite´ des constructions pre´ce´dentes, on a, pour une repre´sentation V
de la forme V = q(∧•Vs0), q e´tant un projecteur de Es : F(V ) = ae´t(q)R
•fs,K∗Zp, et
F(V ) = acris(q)H
•(As).




4.2.2. Conse´quence sur les faisceaux a` connexion. —
Lemme 4.2. — Pour tout V ∈ Repa(G) la connexion sur F(V ) et sur Fn(V ) est
quasi-nilpotente.
De´monstration. — Notons que les ope´rations e´le´mentaires commutent a` la connexion
sur H•(As) induite par la connexion de Gauss-Manin, de sorte que, en reprenant
les notations pre´ce´dentes, F(V ) est stable par la connexion de H•(As). Comme la
connexion de Gauss-Manin sur H•(As) est quasi-nilpotente, c’est aussi le cas pour la
connexion sur F(V ).
Comme X est lisse sur S, chaque Xn est un rele`vement de X0 qui est lisse sur
Sn. Les faisceaux Fn(V ), qui sont des OXn -modules cohe´rents munis d’une connexion
inte´grable et quasi-nilpotente, de´finissent donc des cristaux sur (X0/Sn)cris, ainsi que
dans (Xm/Sn)cris pour tout m ≤ n. On peut donc voir Fn comme un foncteur de
Repa(G) vers la cate´gorie des cristaux sur (X0/Sn)cris. Avec cette interpre´tation les
Hi(Asn) s’identifient aux R
ifs,cris∗OAs0/Sn .
Lemme 4.3. — Pour tout V ∈ Repa(G), les faisceaux F(V ) et Fn(V ) sont locale-
ment libres sur X et Xn respectivement.
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En effet c’est le cas pour les Hn(As).
4.3. Prolongement des cristaux. — L’objectif est de construire un foncteur F
de Repa(G) vers l’ensemble des fibre´s localement libres munis d’une connexion a` poˆles
logarithmiques le long de X \X inte´grable et quasi-nilpotente, qui prolonge F .
4.3.1. Unicite´ du prolongement. —
Lemme 4.4. — Soit E un fibre´ localement libre sur X muni d’une connexion inte´grable
et quasi-nilpotente.
S’il existe un prolongement de E en un fibre´ localement libre sur X muni d’une
connexion a` poˆles logarithmiques le long de X \X inte´grable et quasi-nilpotente, alors
il est unique, et de plus tout prolongement de E en un fibre´ cohe´rent sur X muni
d’une connexion ayant les meˆmes proprie´te´s est aussi localement libre (et donc e´gal
au prolongement pre´ce´dent).
De plus, si E1 et E2 sont deux tels faisceaux admettant des prolongements, et u :
E1 → E2 est un morphisme horizontal, u admet un unique prolongement horizontal
entre les prolongements des faisceaux.
De´monstration. — Soit E un tel prolongement cohe´rent. Regardons tout d’abord EK .
D’apre`s [4], il existe au plus un prolongement de EK en un fibre´ muni d’une connexion
a` poˆles logarithmiques, qui est l’extension canonique de Deligne, ce prolongement est
donc ne´cessairement EK .
Le faisceau E est alors uniquement de´termine´. En effet, notons X ′ la re´union de
X et XK dans X, j l’inclusion de X
′ dans X, et E ′ le faisceau qui co¨ıncide avec E
sur X et avec EK sur XK . Alors pour des raisons de codimension, et le faisceau E
e´tant cohe´rent, E = j∗(E
′). En particulier, tous les prolongements cohe´rents munis de
connexion sont e´gaux en tant que faisceaux, donc si l’un est localement libre, tous le
sont.
Enfin, E e´tant localement libre, sa connexion est entie`rement de´termine´e par sa
restriction a` EK .
Pour l’existence du prolongement des morphismes, cela provient de la fonctorialite´
de l’extension canonique de Deligne.
Corollaire 4.5. — Le fibre´ Hi(As), muni de la connexion de Gauss-Manin, ne
de´pend pas du choix de la compactification As. De plus, e´tant donne´es deux compac-
tifications A de A et As de As, pour tout i, Hi(As) et ∧iH1(A)s sont e´gaux comme
sous-faisceaux de (X → X)∗H
i(As) munis d’une connexion a` poˆles logarithmiques.
De´monstration. — En effet, il suffit pour pouvoir appliquer le lemme pre´ce´dent de
ve´rifier que les ∧iH1(A)s sont localement libres, il suffit donc de voir que H1(A) est
localement libre. Cela se de´duit des re´sultats de [8], qu’on peut appliquer car on a
suppose´ que dimX A < p. Le cas ge´ne´ral se de´duit de l’identite´ pre´ce´dente.
On notera H
i
(As) ce faisceau a` connexion.
Lemme 4.6. — Hi(Asn) est localement libre sur Xn, et ne de´pend pas de la com-
pactification As.
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De´monstration. — En effet, le faisceau H
i




On notera dans la suite H
i
(Asn) pour ce faisceau.
4.3.2. Prolongement de l’action de Es. — Il s’agit maintenant de prolonger le mor-
phismeEs





La restriction res : End(H
•
(As)) → End(H•(As)) est injective. Pour construire
alog-cris, il suffit donc de ve´rifier que l’image de acris est contenue dans l’image de res.
Comme acris est un morphisme de Z(p)-alge`bres, il suffit de ve´rifier que l’image par
acris d’une partie ge´ne´ratrice de Es est contenue dans l’image de res. Il s’agit donc de




Soit u ∈ G. Supposons d’abord que u soit une matrice, ou (dans le cas unitaire)
un e´le´ment de OB . Alors u agit sur A
s par une isoge´nie. D’apre`s la proprie´te´ 2,
il existe donc deux compactifications As1 et As2, et un morphisme u
′ : As1 → As2
prolongeant l’action de u. Alors u′ fournit l’e´le´ment de End(H
•
(As)) voulu. Supposons
maintenant qu’on est dans le cas Siegel et que u est de la forme θi,j . Il suffit de
montrer que les morphismes acris(ϕi,j) et acris(ψi,j) se prolongent en e´le´ments de
End(H
•
(As)). Il existe, d’apre`s la proprie´te´ 3, une compactification As telle que le
faisceau (O(2)⊗a⊗Pi,j)
⊗b se prolonge en un faisceau L surAs, avec a et b premiers a` p.
Il existe aussi une compactification As
′
telle que le faisceau O(2)⊗c se prolonge en un
faisceau L′ sur As
′
, avec c premier a` p. Alors l’action de 1b (cL)) est dans End(H
•
(As)),
l’action de − abc (c1(L
′)) aussi, et l’action de 1b (c1(L)) −
a
bc (c1(L
′)) prolonge celle de
acris(ϕi,j). Pour acris(ψi,j), on fait le meˆme raisonnement, en utilisant la dualite´ de
Poincare´.
On note encore alog-cris pour le morphismeEs → End(H
•
(Asn)) obtenu par re´duction.
4.3.3. De´finition de F . — Si V ∈ Repa(G), on veut de´finir F(V ) comme le faisceau
localement libre muni d’une connexion a` poˆles logarithmiques inte´grable et quasi-
nilpotente sur X prolongeant F(V ).
Au vu du paragraphe 4.3.1, il suffit de montrer l’existence de ce prolongement, son
unicite´ et le fait que la construction est fonctorielle e´tant alors automatiques. Soit V =
q(∧•Vs0), ou` q est un projecteur de Es. Il suffit de poser F(V ) = alog-cris(q)(H
•
(As)).
On note Fn(V ) la re´duction modulo ̟
n+1 de F(V ). Munissons Sn de la log-
structure triviale, et Xn de la log-structure provenant du diviseur a` croisements nor-
maux (X\X)n. Alors Fn de´finit un foncteur de Rep
a(G) vers la cate´gorie des cristaux
sur (X0/Sn)
log
cris, en effet cette cate´gorie est e´quivalente a` celle des OXn -modules munis
d’une connexion a` poˆles logarithmiques inte´grable et quasi-nilpotente, Xn e´tant un
rele`vement de X0 log-lisse sur Sn.
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5. Structures sur les groupes de cohomologie
5.1. Cas e´tale. — Notons K la cloˆture alge´brique de K, et Γ = Gal(K/K). Le
groupe Hme´t (XK ,Fn(V )) est naturellement muni d’une action de Γ car le faisceau
Fn(V ) est de´fini sur XK .
On aura besoin du lemme suivant pour comparer l’action de Galois surHme´t (XK ,Fn(V ))
et sur la cohomologie de As
K
:
Lemme 5.1. — Soit f : Z → T un morphisme de sche´mas, F un faisceau constant
sur Z (Z/pnZ ou Zp). Soit q agissant sur H
•(Z) = R•f∗F et sur H
•(Z, F ) de fa con
compatible avec la suite spectrale de Leray. On suppose que q agit comme un projec-
teur, dont l’image est entie`rement contenue dans Hs(Z). Notons V = qH•(Z), alors
pour tout m on a Hm(T, V ) = qHm+s(Z, F ).
De´monstration. — En effet conside´rons la suite spectrale de Leray pour calculer la
cohomologie de F sur Z. On lui applique q, on obtient toujours une suite spectrale
convergente car q est un projecteur. D’autre part qHm(T,Hi(Z)) = Hm(T, qHi(Z)),
toujours parce que q est un projecteur. La suite spectrale obtenue a une seule colonne
non nulle, dont les termes sont les Hm(T, qHs(Z)), et aboutit a` qHm+s(Z, F ), d’ou`
le re´sultat.











Supposons que V = q(∧•Vs0), q e´tant un projecteur homoge`ne de degre´ t, alors on





,Z/pnZ). Comme Es agit par des correspon-
dances alge´briques de´finies sur K sur la cohomologie de As, l’action de Γ commute a`
l’action de Es, et la structure galoisienne obtenue sur H
m
e´t (XK ,Fn(V )) est compatible
a` celle sur la cohomologie de As
K
.
5.2. Cas cristallin. —
5.2.1. Les modules de Fontaine-Laffaille. — On note MF ftor la cate´gorie suivante.
Les objets sont les O-modules M de longueur finie, muni d’une filtration FiliM
de´croissante, telle que Fil0M =M et Filp−1M = 0, et pour tout i, un φi : Fil
iM →M
O-semi-line´aire, ve´rifiant φi|Fili+1M = pφi+1, et
∑
i imφi = M . Les morphismes res-
pectent la filtration et commutent aux φi.
5.2.2. La cate´gorie MF (φ). — On introduit la cate´gorieMF (φ) des K-espaces vec-
toriels munis d’une filtration de´croissante et d’un Frobenius. Les objets sont les K-
espaces vectoriels de dimension finie M , muni d’une filtration de´croissante FiliM ,
et de l’action d’un Frobenius φ semi-line´aire par rapport au Frobenius σ de K. Les
morphismes doivent commuter au Frobenius, et respecter la filtration.
5.2.3. Calculs dans un cas particulier. — On se place dans le cas suivant : on a un
log-sche´ma Z qui est propre, et lisse sur S muni de la log-structure triviale.
Soit n un entier positif. On note Sn = SpecOn, muni de la log-structure triviale.
Si (Z,M) est un sche´ma sur SpecO, on note (Zn,Mn) le changement de base a`













On omettra la mention de la log-structure si cela ne cause pas de confusion. Re-
marquons que pour tout m ≤ n, les Hicris((Zm,Mm)/Sn) ne de´pendent pas de m,







On a les deux re´sultats suivants :
Proposition 5.2. — Pour tout 0 ≤ i ≤ p − 2, Hicris((Z,M)/Sn) est un module de
Fontaine-Laffaille. Pour tout i ≥ 0, Hicris((Z,M)/S)⊗K est un e´le´ment de MF (φ).
De´monstration. — La preuve de la premie`re partie de la proposition est identique a`
celle de l’article [5], qui traite le cas ou` Z est muni de la log-structure triviale.
Notons S′n le log-sche´ma dont le sche´ma sous-jacent est le meˆme que Sn, et dont la
log-structure provient de N→ On, 1 7→ 0. Il s’agit de la meˆme log-structure que celle
de´finie dans [7], paragraphe 3.4. Notons (Z ′,M ′) le log-sche´ma de´duit de (Z,M) par






canoniquement isomorphes pour tout i. Les Hicris((Z
′,M ′)/S′n) sont munis d’un Fro-
benius et d’un ope´rateur de monodromie, de´finis dans [7], paragraphe 3. L’ope´rateur
de monodromie est ici nul, (Z ′,M ′) provenant par changement de base de (Z,M) qui
est log-lisse sur Sn. H
i
cris((Z
′,M ′)/S′) ⊗ K, et donc aussi Hicris((Z,M)/S) ⊗ K est
ainsi naturellement muni d’une structure d’e´le´ment de MF (φ).
5.2.4. Action des endomorphismes sur le prolongement des cristaux. — NotonsH
i
(As/Sn)
la limite des Hicris(A
s
n/Sn), pour les As de notre famille de compactifications. Alors :




(As/Sn) est un isomor-
phisme pour toute compactification As et pour tout n.
De´monstration. — Il suffit pour cela de voir que tout morphisme entre compactifica-
tions qui est l’identite´ sur As induit un isomorphisme entre les groupes de cohomolo-
gie.




Un morphisme entre deux compactifications induit un morphisme de suites spec-
trales, qui est un isomorphisme sur les Ei,j2 , donc aussi sur l’aboutissement.
On cherche a` de´finir un morphisme de Z(p)-alge`bres Es → End(H
i
(As/Sn)).
On a la suite spectrale suivante, qu’on appellera encore suite spectrale de Leray,







Proposition 5.4. — Il existe un unique morphisme alog-cris de Z(p)-alge`bres Es →
End(H
i
(As/Sn)) tel que l’action de Es sur les H
j
(Asn) et sur les H
i
(As/Sn) donne´e
par alog-cris soit compatible a` la suite spectrale de Leray.
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De´monstration. — On commence par de´finir l’image de l’ensemble G des e´le´ments
ge´ome´triques de Es, et on montre ensuite que l’on peut prolonger en un morphisme
de Z(p)-alge`bres.
Pour de´finir l’image d’un e´le´ment de G, on fait exactement comme dans le pa-
ragraphe 4.3.2. Il faut voir que le choix fait est unique. Cela provient du fait que
l’action de u ∈ G sur les termes Ei,j2 de la suite spectrale ne de´pend pas des choix
faits, comme explique´ en 4.3.2, et de la compatibilite´ de l’action du prolongement a`
la suite spectrale de Leray.
Il reste a` voir que l’action des e´le´ments de G se prolonge en un morphisme d’alge`bres
Es → End(H
i
(As/Sn)). Cela provient encore une fois de la compatibilite´ avec la
suite spectrale de Leray, et du fait que Es → End(H
•
(As/Sn)) est un morphisme
d’alge`bres.
5.2.5. La cohomologie des cristaux. — PosonsHicris(X/S,F(V )) = lim←−
n
Hicris(Xn/Sn,Fn(V )).
On a le re´sultat suivant :
Proposition 5.5. — Pour tout V ∈ Repa(G), pour tout i, Hicris(X/S,F(V )) ⊗ K
est un e´le´ment de MF (φ).
Pour tout V ∈ Repa(G) homoge`ne de degre´ t, pour tout i tel que i+ t ≤ p−2, pour
tout n, Hicris(Xn/Sn,Fn(V )) est un e´le´ment de MF
f
tor.
De´monstration. — En effet, soit V = q(∧•Vs0), avec q homoge`ne de degre´ t, on a alors








n/Sn). Il reste a` voir que l’action de Es
par alog-cris respecte les structures d’e´le´ment de MF (φ), et que l’action de E(A)s
respecte les structures de module de Fontaine-Laffaille, ce qui se voir sur les e´le´ments
ge´ome´triques.
6. The´ore`me de comparaison
6.1. Le cas des faisceaux constants. — Notons RepZp(Γ) la cate´gorie des Zp-
repre´sentations de type fini de Γ = Gal(K/K). Nous avons un foncteur contrava-
riant et pleinement fide`le : Vcris : MF
f
tor → RepZp(Γ) qui est de´fini par Vcris(M) =
Hom(M,Acris,∞). L’anneau Acris est de´fini dans [1], 6.3, et Acris,∞ = Acris ⊗ Qp/Zp.
L’anneau Acris est muni d’une filtration de´croissante et d’un Frobenius, et les homo-
morphismes que l’on conside`re doivent eˆtre compatibles a` la filtration et a` l’action du
Frobenius.
Soit Z un sche´ma propre et lisse sur SpecOK , et D un diviseur a` croisements
normaux relatifs de Z, U l’ouvert comple´mentaire de D. On munit Z de la log-
structure M de´finie par le diviseur D, et SpecOK de la log-structure triviale.
Proposition 6.1. — Pour 0 ≤ m ≤ p− 2, on a un isomorphisme canonique compa-








Proposition 6.2. — Pour tout m, il existe un isomorphisme canonique qui respecte
l’action de Γ, la filtration et le Frobenius :




−→ Bcris ⊗Qp H
m
e´t (UK ,Qp)
De´monstration. — Le re´sultat de la proposition 6.1 provient de travaux de Breuil
([2]) et Tsuji ([16]). Ces re´sultats s’appliquent dans un cadre beaucoup plus ge´ne´ral
que celui conside´re´ ici, et de´crivent une comparaison entre la cohomologie e´tale de UK
et la cohomologie de (Z ′,M ′)/En. Ici (Z
′,M ′) est obtenu comme dans le paragraphe
5.2.3 par changement de base de (Z,M) de Sn a` S
′
n. En est le log-sche´ma dont le
sche´ma sous-jacent est SpecOn〈u〉, l’enveloppe a` puissances divise´es de l’alge`breOn[u]
des polynoˆmes en l’inde´termine´e u, muni de la log-structure associe´e a` N → On〈u〉,
1 7→ u. Dans notre cas particulier, on a une relation simple entre la cohomologie
de (Z ′,M ′)/En et celle de (Z
′,M ′)/S′n, donne´e par H
m
cris((Z
′,M ′)/En) = On〈u〉 ⊗
Hmcris((Z
′,M ′)/S′n), qui nous permet d’obtenir le re´sultat de la proposition 6.1.
Pour la version rationnelle 6.2, le re´sultat provient de re´sultats de Tsuji ([15], voir
aussi [17]). Comme dans le cas de torsion, la situation se simplifie par rapport au cas
ge´ne´ral, du fait qu’ici la monodromie agissant sur Hmcris((Z,M)/S)⊗K est nulle.
6.2. Les the´ore`mes. —
The´ore`me 6.3. — Dans le cas unitaire, soit V ∈ Repa(G), et m tel que m+ t(V ) ≤
p−2.Hme´t (XK ,Fn(V )) est muni d’une action du groupe de Galois Γ,H
m
cris(Xn/Sn,Fn(V ))
est muni d’une structure de module de Fontaine-Laffaille, et on a un isomorphisme :
Vcris(H
m
cris(Xn/Sn,Fn(V ))) = H
m
e´t (XK ,Fn(V ))
∨
Notons qu’on peut de´duire de ce the´ore`me comme dans l’article [2], paragraphe 4.2,
une comparaison entre les parties de torsion de lim
←−
n
Hme´t (XK ,Fn(V )) et de lim←−
n
Hmcris(Xn/Sn,Fn(V )),
ainsi qu’une comparaison entre leurs parties libres.
The´ore`me 6.4. — Dans le cas unitaire et Siegel, soit V ∈ Repa(G), il existe un
isomorphisme




−→ Bcris ⊗Zp H
m
e´t (XK ,F(V ))
Le point essentiel de la preuve dans les deux cas est le re´sultat suivant :
Lemme 6.5. — Soit u ∈ E(A)s. u agit sur H
m






(m ≤ p − 2) de fa con compatible avec l’isomorphisme Vcris. Soit u ∈ Es, u agit sur
H
m
(As/S)⊗Q et sur Hme´t (A
s
K
,Qp) de fa con compatible avec l’isomorphisme γm du
the´ore`me 6.2.
De´monstration. — Il suffit de montrer la compatibilite´ des actions pour l’ensemble
des e´le´ments ge´ome´triques G de Es, puisqu’ils engendrent Es comme Z(p)-alge`bre.
Soit u un e´le´ment de Es provenant d’une matrice de de´terminant non nul, ou
d’un e´le´ment non nul de OB. Son action sur la cohomologie provient d’une isoge´nie
de As, qu’on notera encore u. D’apre`s la proprie´te´ 2 u se prolonge en un mor-
phisme entre deux compactifications u : As1 → As2. D’ou` par fonctorialite´ de
17
















,Z/pnZ)∨), ce qui est bien la compatibilite´ voulue. De meˆme, on a aussi la
compatibilite´ pour l’action sur Hme´t (UK ,Qp) et H
m
cris((X,M)/S)⊗K.
Dans le cas Siegel, il faut aussi conside´rer les e´le´ments de la forme θi,j . Il s’agit
donc de voir que l’action des ϕi,j et des ψi,j sur H
m
e´t (UK ,Qp) et H
m
cris((X,M)/S)⊗K
est compatible. Cela provient du fait que l’isomorphisme de comparaison 6.2 fait
correspondre les classes de Chern ([15]) et est compatible aux structures produit sur
les groupes de cohomologie et a` la dualite´ de Poincare´ ([17]).
De´monstration des the´ore`mes 6.3 et 6.4. — Montrons le the´ore`me 6.3. Soit V ∈ Repa(G),
on peut supposer qu’il existe un entier s, et un projecteur q dans E(A)s de degre´ t,
tels que V = q(∧•Vs0). Le the´ore`me de comparaison s’applique car m+ t ≤ p− 2, et

















D’apre`s le lemme 5.1, cela donne : Vcris(H
m
log-cris(X,Fn(V ))) = H
m
e´t (XK ,Fn(V ))
∨.
La preuve du the´ore`me 6.4 est identique.
Remarque 6.6. — On voit apparaˆıtre dans le lemme 6.5 le point qui explique pour-
quoi on n’a pas de re´sultats de comparaison prenant en compte la torsion pour le
cas Siegel : la compatibilite´ de l’isomorphisme de comparaison a` coefficients constants
avec la dualite´ de Poincare´ et les structures produits n’est actuellement montre´e que
dans le cas rationnel (meˆme s’il est vraisemblable qu’elle soit vraie aussi dans le cas
de torsion, en introduisant des limitations sur le degre´ des groupes de cohomolo-
gie conside´re´s). Enfin on peut remarquer que si on se limite aux repre´sentations qui
peuvent eˆtre obtenues a` l’aide uniquement des e´le´ments de Es provenant de Ms(Z),
on peut prendre en compte la torsion pour le cas Siegel.
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