The impact of seasonal effects on the time course of an infectious disease can be dramatic. Seasonal fluctuations in the transmission rate for an infectious disease are known mathematically to induce cyclical behaviour and drive the onset of multistable and chaotic dynamics. These properties of forced dynamical systems have previously been used to explain observed changes in the period of outbreaks of infections such as measles, varicella (chickenpox), rubella and pertussis (whooping cough). Here, we examine in detail the dynamical properties of a seasonally forced extension of a model of infection previously used to study pertussis. The model is novel in that it includes a non-linear feedback term capturing the interaction between exposure and the duration of protection against re-infection. We show that the presence of limit cycles and multistability in the unforced system give rise to complex and intricate behaviour as seasonal forcing is introduced. Through a mixture of numerical simulation and bifurcation analysis, we identify and explain the origins of chaotic regions of parameter space. Furthermore, we identify regions where saddle node lines and period-doubling cascades of different orbital periods overlap, suggesting that the system is particularly sensitive to small perturbations in its parameters and prone to multistable behaviour. From a public health point of view -framed through the 'demographic transition' whereby a population's birth rate drops over time (and life-expectancy commensurately increases) -we argue that even weak levels of seasonal-forcing and immune boosting may contribute to the myriad of complex and unexpected epidemiological behaviours observed for diseases such as pertussis. Our approach helps to contextualise these epidemiological observations and provides guidance on how to consider the potential impact of vaccination programs.
In this paper we extend the model to include seasonal forcing and investi-48 gate the model's behaviour using bifurcation analysis and numerical simulation.
Particular attention is devoted to understanding how changes in the strength of 50 immune boosting and the intensity of seasonal forcing elicit different behaviour, 51 and how such behaviour varies with the assumed birth-rate for the population. 52 The paper is organized as follows. In Section 2 we introduce the model of 53 transmission. A discussion of the analytic and computational techniques used 54 for our analysis is provided in Section 3. Section 4 presents the main findings. 55 We discuss the epidemiological consequences of our study in Section 5. 56 2. The SIRWS model with demography and immune boosting 57 Extending the classic S usceptible-I nfectious-Removed mode of disease dynamics, Lavine et al. [28] introduced the 'SIRWS' model in which the population is separated into those who are susceptible to infection (S), those infected and infectious (I), those recovered, no longer infectious and immune to re-infection (R) and those whose immunity has waned sufficiently such that exposure, while not leading to productive infection, provides a 'boost' to immunity (W ) . Figure 1 shows the population compartments and associated flows. Assuming mass action dynamics, the corresponding equations for the model are:
where β(t) = β 0 (1 + η cos (2πt)) is the annually-forced transmission coefficient, 58 parameterised by a baseline value β 0 and a seasonal strength η, 1/γ is the 59 average duration of infectiousness (in the absence of death), 1/κ is the average constant population size and no infection-induced mortality, and so the death-64 rate is also ξ.
the absence of forcing [8], we make the following choices, noting the unit of time is set to match the natural one-year period of seasonal-forcing. The infec-81 tious duration (in the absence of births and deaths) is set to 1/γ = 1/17 years 82 (i.e. 21 days). Baseline infectiousness is set to β 0 = 260 years −1 yielding a ba-83 sic reproduction number of 15.2 :::::::::::::::::::::::::
immunity is fixed at 10 years (κ = 1/10 years −1 ). We allow the strength of 85 seasonal forcing (η) to lie in the range [0, 0.5] and the level of immune boosting 86 (ν) to lie in the range [0, 20] . We consider birth-rates between 1/50 years −1 87 (i.e. a life-expectancy in the population of 50 years) and 1/100 years −1 (i.e. a 88 life-expectancy of 100 years).
89

Methods
90
In order to implement the sinusoidal forcing we used the method of Aguiar 91 et al.
[1], whereby the system of equations 1 was augmented with two additional 92 autonomous differential equations, thereby rendering the model better suited for 93 both numerical simulation and bifurcation analysis.
94
The key observable of interest is the nature of the oscillation -damped, and boosting strength (ν).
146
We make note of two special points in figure 2 -the limit point (LP) which 147 we will henceforth denote ξ LP to make clear its dependence on ξ, and the Hopf bifurcation line, giving rise to a region of bistability. We will soon see that 154 this has dramatic implications for the forced scenario.
155
Noting that neither seasonal-forcing (η) nor immune-boosting (ν) is well 156 determined biologically (and/or may vary dramatically for different diseases 157 of interest), in what follows we consider those two parameters to be the pri-158 mary independent variables for analysis, and present period diagrams and two-159 dimensional bifurcation diagrams on those axes. We perform our analysis for a overlap, suggesting that more than one type of orbit may occur for a given 228 combination of parameters η and ν, depending on the initial condition at t = 0 229 for equations 1. In region 3 in the diagram we find no numerical evidence for 230 these overlapping orbits, while in region 4 we detect the presence of small regions 231 in which period 5 and period 6 orbits arise from our chosen initial condition.
232
A detailed analysis of which orbits dominate and the detailed structure of the 233 basins of attraction in these overlapping regions is the topic of a companion 234 paper (to appear).
235
As forcing increases, sustained orbits have the tendency to undergo period 236 doubling bifurcations, whose loci are indicated by the dashed lines in figure 4(b) .
for cycles of length m are shown. As an example, consider a 1/2 orbit in region 2. As η is increased and we cross the 1 PD 2 line the cycle transitions to the left of the GH (ξ GH ≈ 0.01473) in a region where both limit cycle, 261 bistable and point attractor dynamics are supported by the unforced system.
262
As a consequence, we may expect the interplay between this bifurcation point 263 and the seasonal forcing to give rise to qualitatively more complicated dynamics 264 in the (η, ν)-plane than for ξ = 1/50. The period diagram for the system with values of boosting correspond to a higher period of oscillation for the limit cy-297 cles ( figure 6(b) ) and so the higher the value of ν at which the tip originates, 298 the higher is the ratio m/n. For boosting weak enough or strong enough to 299 result in point attractor dynamics for the unforced system, the forced system's 300 behaviour is simpler and described in similar terms to that previously discussed 301 for a birth-rate of ξ = 1/50. istics in the SIRWS system, particularly if an approach to analysis such as that 397 taken here were to be used for a detailed study of a particular disease system.
398
The second point that we have not investigated in detail is the sensitivity 399 to initial conditions. Our analysis used a fixed initial condition of a fully sus-400 ceptible population. Bifurcation analysis for the unforced system (figure 2 and
401
[8]) and the numerical studies performed here clearly indicate that alternative 402 dynamical regimes overlap in parameter space. We may expect the basins of attraction for these regimes to have a similarly complex morphology. In other 404 work (to appear) we have examined the multistable properties of the seasonally-405 forced SIRWS system in detail, confirming the co-existence of period and chaotic
