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1 Introduction
Let  be a simply connected bounded and open set in Cn . Suppose that f is a C-valued
continuous function on ∂ and let us denote by M1 f the Bochner–Martinelli integral
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of function f . It is a well-known fact that M1 f is a harmonic function in Cn\∂ and
vanishes at infinity.
Aronov and Kytmanov provided in [3] (see also [21,22]) the following character-
izations:
Theorem 1.1 If ∂ is a smooth surface and f is a continuously differentiable func-
tion in ∂, then a necessary and sufficient condition for f to have a holomorphic
extension to  is that M1 f (x) = 0 for x ∈ Cn\.
Theorem 1.2 If ∂ is a piecewise smooth surface and F is a continuously differen-
tiable function in , then F is holomorphic in  if and only if F(x) = M1 F(x) for
x ∈ .
The aim of this paper is to present alternative characterizations using Clifford anal-
ysis, the latter being a direct and elegant generalization to higher dimension of the
theory of holomorphic functions in the complex plane. We will also re-establish the
results of Aronov and Kytmanov for the particular case n = 2 using our techniques.
The outline of the paper is as follows. For the reader who is not familiar with
Clifford analysis, we recall some of its basics in Sect. 2. In Sect. 3 we introduce our
main techniques of work: the isotonic functions and the isotonic Cauchy type inte-
gral. Section 4 contains a brief summary of the holomorphic functions. In the last two
sections our main results are stated and proved.
2 Some Basic Notions of Clifford Analysis
Clifford analysis (see, e.g. [5,9,17]) offers a function theory which is a higher dimen-
sional analogue of the theory of the holomorphic functions of one complex variable.
The functions considered are defined in the Euclidean space Rm (m > 1) and take
their values in the complex Clifford algebra Cm . Let (e1, . . . , em) be an orthonormal
basis of Rm , then a basis for the Clifford algebra Cm is given by (eA : A ⊂ {1, . . . , m}),
where e∅ = 1 is the identity element, e{ j} = e j , j = 1, . . . , m and eA = e j1 · · · e jk ,
A = { j1, . . . , jk} being ordered such that j1 < · · · < jk . Any Clifford number a ∈ Cm
may thus be written as
a =
∑
A
aAeA, aA ∈ C.
The non-commutative multiplication in Cm is governed by the rules
e2j = −1, j = 1, . . . , m,
e j ek + eke j = 0, 1 ≤ j = k ≤ m.
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The main involution a → a˜ and the conjugation a → a are respectively given by
a˜ =
∑
A
aAe˜A, e˜A = (−1)keA if |A| = k,
a =
∑
A
a¯AeA, eA = (−1) k(k+1)2 eA if |A| = k.
One easily checks that
a˜b = a˜b˜,
ab = ba,
for any a, b ∈ Cm .
For each k ∈ {0, 1, . . . , m}, we call
C
(k)
m =
⎧
⎨
⎩a ∈ Cm : a =
∑
|A|=k
aAeA
⎫
⎬
⎭
the subspace of k-vectors, i.e. the space spanned by the products of k different basis
vectors. In this way we have that
Cm =
m⊕
k=0
C
(k)
m
and hence for any a ∈ Cm
a =
m∑
k=0
[a]k,
where [.]k is the projection operator on C(k)m .
In particular, the 0-vectors and 1-vectors are simply called scalars and vectors
respectively. If we identify the Rm-vector (x1, . . . , xm) with the real Clifford vector
x = ∑mj=1 x j e j , then Rm may be considered as a subspace of Cm .
By means of the conjugation, a norm |a| may be defined for each a ∈ Cm by putting
|a|2 = [aa]0 =
∑
A
|aA|2.
The product of two Clifford vectors x = ∑mj=1 x j e j and y =
∑m
j=1 y j e j splits into
a scalar part and a 2-vector or so-called bivector part
x y = x • y + x ∧ y, (2.1)
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where
x • y = −〈x, y〉 = −
m∑
j=1
x j y j
equals, up to a minus sign, the standard Euclidean inner product between x and y,
while
x ∧ y =
m∑
j=1
m∑
k= j+1
e j ek(x j yk − xk y j )
represents the standard outer (or wedge) product between them.
The elliptic vector differential operator of the first order
∂x =
m∑
j=1
e j∂x j
called Dirac operator, factorizes the Laplace operator in Rm , i.e.
x =
m∑
j=1
∂2x j = −∂2x . (2.2)
The main objects of study in Clifford analysis are the so-called monogenic functions
which may be described as null solutions of the Dirac operator ∂x . More precisely,
a function f (x) defined and continuously differentiable in an open set  of Rm and
taking values in Cm , is called a (left) monogenic function in  if and only if it fulfills
in  the equation
∂x f ≡
m∑
j=1
∑
A
e j eA∂x j f A = 0.
From (2.2) it follows that any monogenic function in  is harmonic in  and hence
real-analytic in .
3 Isotonic Functions and the Isotonic Cauchy Type Integral
A special type of monogenic functions arises when the dimension of Rm is even. Let
m = 2n and denote by Cn the complex Clifford algebra generated by (e1, . . . , en).
Next, we introduce the primitive idempotent
I =
n∏
j=1
I j ,
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with
I j = 12 (1 + ie j en+ j ), j = 1, . . . , n.
The following conversion relations hold
en+ j I = ie j I, j = 1, . . . , n, (3.1)
and for a ∈ Cn we also have that
aI = 0 ⇔ a = 0. (3.2)
Below, we will need the following Clifford vectors and their corresponding Dirac
operators:
x1 =
n∑
j=1
x j e j , ∂x1 =
n∑
j=1
e j∂x j ,
x2 =
n∑
j=1
xn+ j e j , ∂x2 =
n∑
j=1
e j∂xn+ j .
Now consider a Clifford vector x which may be written as
x =
n∑
j=1
(x j e j + xn+ j en+ j ).
For a ∈ Cn it follows that
xaI = x1aI +
n∑
j=1
xn+ j en+ j a I = x1aI + a˜
n∑
j=1
xn+ j en+ j I,
whence application of (3.1) yields
xaI = (x1a + i a˜x2)I. (3.3)
If we now take a continuously differentiable function f :  ⊂ R2n → Cn , then we
learn from (3.3) that
∂x ( f I ) =
(
∂x1 f + i f˜ ∂x2
)
I,
whence it follows from (3.2) that the spinor-valued function f I is monogenic if and
only if
∂x1 f + i f˜ ∂x2 = 0.
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Definition 3.1 A function f defined and continuously differentiable in an open set 
of R2n with values in Cn , which satisfies in  the above equation, is said to be isotonic
in  (see [33]).
Note that an isotonic function is also harmonic. This may be easily proved using
(3.2) as well as the equalities
0 = x ( f I ) = (x f )I.
The isotonic functions are closely related with the so-called Hermitean monogenic
functions, which are a recent refinement of the monogenic functions (see [6,30,31]).
The connection is given as follows: f I is Hermitean monogenic if and only if [ f ]k is
isotonic for k = 0, . . . , n.
It is worth noting that if in particular f takes values in the space of scalars C, then
f is isotonic if and only if
(
∂x j + i∂xn+ j
) f = 0, j = 1, . . . , n,
which means that f is a holomorphic function in the complex variables z j = x j +
i xn+ j , j = 1, . . . , n.
Throughout the paper, + stands for a simply connected bounded and open
set in R2n with boundary  such that H2n−1() < ∞. Here H2n−1 denotes the
(2n − 1)-dimensional Hausdorff measure (see [10,11,25]). Let − = R2n\+.
The open ball of radius  > 0 centered at a point x in R2n will be denoted by
B(x, ) and is defined by
B(x, ) = {y ∈ R2n : |y − x | < }.
Put d = sup{|x − y| : x, y ∈ }. Let θz() = H2n−1( ∩ B(z, )) for z ∈  and
 > 0. The surface  is called Ahlfors–David-regular (AD-regular) if there exists a
constant C > 0 such that
C−12n−1 ≤ θz() ≤ C 2n−1
for all z ∈  and 0 <  ≤ d (see [8]).
We denote by
ν(y) =
n∑
j=1
(
ν j (y)e j + νn+ j (y)en+ j
)
the exterior unit normal vector on  at the point y introduced by Federer (see [11]).
Let
ν1(y) =
n∑
j=1
ν j (y)e j and ν2(y) =
n∑
j=1
νn+ j (y)e j , y ∈ .
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The modulus of continuity of a continuous function f on  will be denoted by ω f
and is defined by
ω f (τ ) = τ sup
δ≥τ
δ−1 sup
|z1−z2|≤δ
| f (z1) − f (z2)|, τ ∈ (0, d].
A function ϕ : (0, d] → R+ with ϕ(0+) = 0 is said to be a majorant if ϕ(τ) is
non-decreasing and ϕ(τ)/τ is non-increasing for τ ∈ (0, d].
Let us denote by Hϕ() the set of continuous functions f on  satisfying a gen-
eralized Hölder condition, i.e.
| f (z1) − f (z2)| ≤ C ϕ(|z1 − z2|), z1, z2 ∈ ,
or equivalently
ω f (τ ) ≤ C ϕ(τ), τ ∈ (0, d],
where ϕ is a majorant and C is a positive constant.
It is evident that for ϕ(τ) = τα , 0 < α ≤ 1, Hϕ() is nothing else but the classical
set of Hölder continuous functions C0,α(). If α = 1, then the function f satisfies a
Lipschitz condition.
If moreover for a majorant ϕ there exists a constant C > 0 such that
∫
0
ϕ(τ)
τ
dτ + 
d∫

ϕ(τ )
τ 2
dτ ≤ C ϕ(),  ∈ (0, d],
then ϕ is said to be a regular majorant (see [18]). Note that ϕ(τ) = τα , 0 < α < 1, is
a regular majorant.
Let f be a Cn-valued continuous function on . The isotonic Cauchy type integral
of f will be denoted by Cisot f and defined by
Cisot f (x) =
∫

(
E1(y − x)
(
ν1(y) f (y) + i f˜ (y)ν2(y)
)
+
(
f (y)ν2(y) − iν1(y) f˜ (y)
)
E2(y − x)
)
dH2n−1(y), x ∈ R2n\,
where
E1(x) = − 1
ω2n
x1
|x |2n and E2(x) = −
1
ω2n
x2
|x |2n , x ∈ R
2n\{0},
and ω2n is the area of the unit sphere S2n−1 in R2n . It easily follows that Cisot f is
isotonic in R2n\ and vanishes at infinity.
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We now define the isotonic singular integral operator of f as
Sisot f (z) = 2 lim
→0+ S
isot
, f (z) + f (z), z ∈ ,
where Sisot, f denotes the truncated integral defined by
Sisot, f (z) =
∫
\B(z,)
(
E1(y − z)
(
ν1(y)
(
f (y) − f (z)
)
+ i
(
f˜ (y) − f˜ (z)
)
ν2(y)
)
+
((
f (y)− f (z)
)
ν2(y)−iν1(y)
(
f˜ (y)− f˜ (z)
))
E2(y−z)
)
dH2n−1(y).
The following results will be useful in the paper. For the proof of Theorems 3.2, 3.3
and 3.4 we refer the reader to [1,4,33]
Theorem 3.2 Let f be a Cn-valued continuous function on + which moreover is
isotonic in +. Then
Cisot f (x) =
{ f (x) for x ∈ +,
0 for x ∈ −.
Theorem 3.3 Assume that  is an AD-regular surface and that f is a Cn-valued
function which belongs to Hϕ(), where ϕ is a regular majorant. Then Cisot f has
continuous limit values on  given by
lim
±x→z
Cisot f (x) =
1
2
(
Sisot f (z) ± f (z)
)
, z ∈ . (3.4)
Theorem 3.4 Assume that  is an AD-regular surface and let ϕ be a regular majo-
rant. Then the isotonic singular integral operator Sisot is a bounded operator mapping
Hϕ() into itself. Moreover, the formula
(
Sisot
)2 f = f,
holds for all f ∈ Hϕ(), i.e. Sisot is an involution on Hϕ().
Lemma 3.5 Let f be a Cn-valued continuous function on , z ∈  and  > 0.
(i) If x ∈ + is such that |x − z| = /2, then we have that
∣∣∣Cisot f (x) − Sisot, f (z) − f (z)
∣∣∣
≤ C
⎛
⎝ θz()
(dist(x, ))2n−1
ω f () + 
d∫

ω f (τ )
τ 2n
dθz(τ )
⎞
⎠ .
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(ii) If x ∈ − is such that |x − z| = /2, then we have that
∣∣∣Cisot f (x) − Sisot, f (z)
∣∣∣
≤ C
⎛
⎝ θz()
(dist(x, ))2n−1
ω f () + 
d∫

ω f (τ )
τ 2n
dθz(τ )
⎞
⎠ .
Proof Let x ∈ + with |x − z| = /2. Then
Cisot f (x) − Sisot, f (z) − f (z)
=
∫
∩B(z,)
(
E1(y − x)
(
ν1(y)
(
f (y) − f (z)
)
+ i
(
f˜ (y) − f˜ (z)
)
ν2(y)
)
+
((
f (y) − f (z)
)
ν2(y) − iν1(y)
(
f˜ (y) − f˜ (z)
))
E2(y − x)
)
dH2n−1(y)
+
∫
\B(z,)
((
E1(y − x) − E1(y − z)
) (
ν1(y)
(
f (y) − f (z)
)
+ i
(
f˜ (y) − f˜ (z)
)
ν2(y)
)
+
((
f (y) − f (z)
)
ν2(y) − iν1(y)
(
f˜ (y) − f˜ (z)
))
×
(
E2(y − x) − E2(y − z)
))
dH2n−1(y).
Let us denote by I1 and I2 the integrals on the right-hand side of the previous equality.
For I1 we obtain
|I1| ≤ C
∫
∩B(z,)
| f (y) − f (z)|
|y − x |2n−1 dH
2n−1(y)
≤ C
∫
∩B(z,)
ω f (|y − z|)
|y − x |2n−1 dH
2n−1(y)
≤ C ω f ()
(dist(x, ))2n−1
∫
∩B(z,)
dH2n−1(y)
= C θz()
(dist(x, ))2n−1
ω f ().
To estimate I2, we note that
|Ek(y − x) − Ek(y − z)| ≤ C |x − z|
2n−1∑
j=0
1
|y − x |2n− j |y − z| j , k = 1, 2.
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Now for y ∈ \B(z, ) we have that
 ≤ |y − z| ≤ |y − x | + |x − z| = |y − x | + /2,
and therefore |y − z| ≤ 2|y − x |. It follows that
|Ek(y − x) − Ek(y − z)| ≤ C |x − z||y − z|2n , y ∈ \B(z, ), k = 1, 2.
We thus get
|I2| ≤ C |x − z|
∫
\B(z,)
ω f (|y − z|)
|y − z|2n dH
2n−1(y) ≤ C
d∫

ω f (τ )
τ 2n
dθz(τ ),
which completes the proof of (i). In a similar way we can prove (ii). unionsq
4 Holomorphic Functions
Let m = 2n. We shall here identify R2n with Cn by associating to any element
(x1, . . . , x2n) ∈ R2n the complex vector (z1, . . . , zn) ∈ Cn with z j = x j + i xn+ j ,
j = 1, . . . , n.
The theory of several complex variables is a natural extension of classical complex
analysis to the multivariable setting. For a detailed treatment we refer the reader to,
e.g. [16,19,20,27].
A continuous function f :  → C on an open set  in R2n is said to be holomor-
phic in  if f is holomorphic in each variable z j ( j = 1, . . . , n) separately, i.e. if it
satisfies in  the Cauchy–Riemann equations
(
∂x j + i∂xn+ j
) f = 0, j = 1, . . . , n.
Many basic results of classical one variable complex analysis generalize in a natural
way to several variables. However, also new and surprising phenomena emerge, an
example of which is given in the following lemma (see [28]).
Lemma 4.1 Suppose that K is a compact subset of R2n, n ≥ 2, such that R2n\K is
connected. If f is holomorphic and bounded in R2n\K , then f is a constant.
Proof By Hartogs’ theorem, we have that f may be uniquely extended to a holo-
morphic function in R2n . Clearly, this extension is bounded in R2n and therefore is a
constant by Liouville’s theorem. unionsq
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5 Holomorphic Extension for Hölder Continuous Functions
Let f be a C-valued continuous function on . The Bochner–Martinelli integral (see
[21] and the references given there) is defined by
M1 f (x) = −
∫

〈
E1(y − x) − i E2(y − x), ν1(y) + iν2(y)
〉 f (y) dH2n−1(y),
x ∈ R2n\.
On account of (2.1), we have that
Cisot f (x) = M1 f (x) + M2 f (x), x ∈ R2n\, (5.1)
where M2 is a bivector-valued integral operator given by
M2 f (x) =
∫

(
E1(y − x) + i E2(y − x)
)
∧
(
ν1(y) + iν2(y)
)
f (y) dH2n−1(y).
From (5.1) it may be concluded that M1 and M2 are harmonic in R2n\ and that
M1 f (∞) = M2 f (∞) = 0.
By Theorem 3.2 and using (5.1), it follows that if f is holomorphic in +, then
M1 f (x) = f (x), x ∈ +, (5.2)
M2 f (x) = 0, x ∈ +. (5.3)
Note that (5.2) corresponds to the classical Bochner–Martinelli formula, see [24].
We now assume that  is an AD-regular surface and that f is a C-valued function
which belongs to Hϕ(), where ϕ is a regular majorant. We thus have
Sisot f (z) = N1 f (z) + N2 f (z), z ∈ , (5.4)
where N1 and N2 are the singular versions of M1 and M2 respectively, given by
N1 f (z) = 2 lim
→0+ N1, f (z) + f (z),
with
N1, f (z)
= −
∫
\B(z,)
〈
E1(y − z) − i E2(y − z), ν1(y) + iν2(y)
〉
×
(
f (y) − f (z)
)
dH2n−1(y)
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and
N2 f (z) = 2 lim
→0+ N2, f (z),
with
N2, f (z) =
∫
\B(z,)
(
E1(y − z) + i E2(y − z)
)
∧
(
ν1(y) + iν2(y)
)
×
(
f (y) − f (z)
)
dH2n−1(y).
It is natural to ask whether the Bochner–Martinelli singular integral operator N1 f is
an involution. The following theorem provides an answer to this question (see also
[29,34]).
Theorem 5.1 Assume that  is an AD-regular surface and let ϕ be a regular majo-
rant. Then N1 and N2 are bounded operators mapping Hϕ() into itself. Moreover,
the formulae
N 21 f + [N 22 f ]0 = f,
N1 N2 f + N2 N1 f + [N 22 f ]2 = 0,
[N 22 f ]4 = 0,
hold for all f ∈ Hϕ().
Proof The proof easily follows using (5.4) as well as Theorem 3.4. unionsq
It is worth noting that the formulae above were obtained in [2] (see also [32]) for
the case n = 2.
As an application of Theorem 3.3 we obtain that M1 and M2 have continuous limit
values on  given by the formulae
M±1 f (z) = lim
±x→z
M1 f (x) = 12
(
N1 f (z) ± f (z)
)
, z ∈ , (5.5)
M±2 f (z) = lim
±x→z
M2 f (x) = 12 N2 f (z), z ∈ . (5.6)
Note that (5.5) is the Plemelj–Sokhotski formulae for the Bochner–Martinelli integral
(see, e.g. [2,7,13,14,21,23,26]).
It is not difficult to show that a necessary and sufficient condition for f to have a
holomorphic extension to + is that
N1 f = f on , (5.7)
M2 f = 0 in +. (5.8)
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Indeed, let us suppose that F is a holomorphic extension of f to +. Equalities (5.2)
and (5.3) now yield (5.8) and
F(x) = M1 f (x), x ∈ +.
From (5.5) it follows that
f (z) = 1
2
(
N1 f (z) + f (z)
)
, z ∈ ,
and hence N1 f = f on . Conversely, if (5.7) and (5.8) hold, then from (5.7) we can
deduce that M1 f is a harmonic extension of f to +, while (5.8) implies that M1 f
is isotonic in + and hence holomorphic in +.
What is more, in the next theorem we will show that condition (5.7) is redundant.
Theorem 5.2 Let  be an AD-regular surface and let ϕ be a regular majorant. Sup-
pose that f is a C-valued function which belongs to Hϕ(). Then the following
statements are equivalent:
(i) f has a holomorphic extension to +;
(ii) M2 f = 0 in +;
(iii) N2 f = 0 on ;
(iv) M2 f = 0 in −.
Proof (i) ⇒ (ii): This easily follows from (5.3).
(ii) ⇔ (iii) ⇔ (iv): If M2 f (x) = 0 for all x ∈ +, then from (5.6) we obtain
N2 f = 0 on , and hence M−2 f = 0 on . Since M2 f is harmonic in − and
vanishes at infinity, it follows that M2 f (x) = 0 for all x ∈ −. In the same way we
can show that (iv) ⇒ (ii).
(iv) ⇒ (i): Now assume that M2 f (x) = 0 for all x ∈ −. From (5.1) we see that
M1 f is isotonic in − and hence holomorphic in −. Lemma 4.1 now shows that
M1 f = 0 in −. This gives N1 f = f on , which follows from (5.5), and conse-
quently M+1 f = f on . It only remains to show that M1 f is holomorphic in +.
This follows using (5.1) and the fact that (iv) ⇒ (ii). unionsq
We have already proved that M2 f = 0 in − implies M1 f = 0 in −. Using our
techniques, we will prove how the inverse assertion may be deduced for the case n = 2.
Indeed, if M1 f = 0 in −, then we have that M2 f is isotonic in −. Since n = 2,
it follows that M2 f = ge1e2 for some C-valued function g. It is easy to check that a
function of this form is isotonic if and only if the function g is antiholomorphic, i.e.
g is holomorphic. Therefore M2 f = 0 in − by Lemma 4.1. We have thus obtained
an alternative proof of Theorem 1.1 for n = 2.
An easy consequence of Theorem 5.2 is the following corollary.
Corollary 5.3 Let  be an AD-regular surface and let ϕ be a regular majorant. Sup-
pose that F is a C-valued continuous function on + such that f = F | ∈ Hϕ(). A
necessary and sufficient condition for F to be holomorphic in + is that F is harmonic
in + and that M2 f (x) = 0 for all x ∈ +.
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Proof If F is holomorphic in+, then obviously F is harmonic in+ and M2 f (x)=0
in + by (5.3). Now, if M2 f (x) = 0 for all x ∈ +, then by Theorem 5.2 the function
G(x) =
{
M1 f (x) for x ∈ +,
f (x) for x ∈ ,
is a holomorphic extension of f to +. As F−G is harmonic in + and (F−G)| = 0
we have F(x) = M1 f (x) for all x ∈ +, which follows from the maximum principle
for harmonic functions. unionsq
Note that if F = M1 f in +, then clearly F is harmonic in +. Using (5.5) we
also obtain N1 f = f on , and hence M−1 f = 0 on . The maximum principle
for harmonic functions now yields M1 f = 0 in −. This completes the proof of
Theorem 1.2 for n = 2.
It is also worth remarking that our assumptions on f and  are less restrictive than
Aronov-Kytmanov’s assumptions.
6 Holomorphic Extension for Continuous Functions
In Theorem 5.2 we have assumed that f belongs to some space of generalized Hölder
continuous functions Hϕ(), with ϕ a regular majorant. An obvious question to ask
is whether the assertion of Theorem 5.2 continues to hold for merely continuous func-
tions on .
It is the final aim of this section to answer that question, but first we will prove
that the Plemelj–Sokhotski formulae (5.5) and (5.6) are still valid for a subclass of
continuous functions wider than Hϕ().
Theorem 6.1 Let  be an AD-regular surface and let f be a C-valued continuous
function on . If the integrals
∫
∩B(z,)
〈
E1(y − z) − i E2(y − z), ν1(y) + iν2(y)
〉( f (y) − f (z)) dH2n−1(y)
converge uniformly to zero for z ∈  as  → 0, then the Bochner–Martinelli integral
M1 f has continuous limit values on  given by (5.5).
Proof We restrict ourselves to the proof of the statement for M+1 f , the proof of the
one for M−1 f being similar.
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Let z be a fixed point of  and let x ∈ +. If z
x
∈ {y ∈  : |y − x | = dist(x, )},
we have that
∣∣∣∣M1 f (x) −
1
2
(
N1 f (z) + f (z)
)∣∣∣∣ ≤
∣∣∣M1 f (x) − N1, f (zx ) − f (zx )
∣∣∣
+
∣∣∣∣∣∣∣∣
∫
∩B(zx ,)
〈
E1(y − zx ) − i E2(y − zx ), ν1(y) + iν2(y)
〉
×
(
f (y) − f (z
x
)
)
dH2n−1(y)
∣∣∣∣∣∣∣∣
+
∣∣∣N1 f (zx ) − N1 f (z)
∣∣∣ +
∣∣∣ f (zx ) − f (z)
∣∣∣ , (6.1)
with  = dist(x, ).
By Lemma 3.5 and using the fact that  is an AD-regular surface we can deduce
that
∣∣∣Cisot f (x) − Sisot, f (zx ) − f (zx )
∣∣∣ ≤ C
⎛
⎝ω f () + 
d∫

ω f (τ )
τ 2
dτ
⎞
⎠ .
From the above it follows that
∣∣∣M1 f (x) − N1, f (zx ) − f (zx )
∣∣∣ ≤ C
⎛
⎝ω f () + 
d∫

ω f (τ )
τ 2
dτ
⎞
⎠ .
By the assumptions on f and using the last inequality, it is easily seen that the right-
hand side of (6.1) tends to zero as x → z. unionsq
We note that Theorem 6.1 was already obtained by Gaziev for sufficiently smooth
surfaces in [13,14].
In a similar way we can prove the following.
Theorem 6.2 Let  be an AD-regular surface and let f be a C-valued continuous
function on . If the integrals
∫
∩B(z,)
(
E1(y − z) + i E2(y − z)
)
∧
(
ν1(y) + iν2(y)
) (
f (y) − f (z)
)
dH2n−1(y)
converge uniformly to zero for z ∈  as  → 0, then M2 f has continuous limit values
on  given by (5.6).
The following results may be easily deduced from Lemma 3.5.
128 R. Abreu Blaya et al.
Lemma 6.3 Let f be a C-valued continuous function on , z ∈  and  > 0.
(i) If x ∈ + is such that |x − z| = /2, then we have that
∣∣M1 f (x) − N1, f (z) − f (z)
∣∣
≤ C
⎛
⎝ θz()
(dist(x, ))2n−1
ω f () + 
d∫

ω f (τ )
τ 2n
dθz(τ )
⎞
⎠ .
(ii) If x ∈ − is such that |x − z| = /2, then we have that
∣∣M1 f (x) − N1, f (z)
∣∣
≤ C
⎛
⎝ θz()
(dist(x, ))2n−1
ω f () + 
d∫

ω f (τ )
τ 2n
dθz(τ )
⎞
⎠ .
Lemma 6.4 Let f be a C-valued continuous function on , z ∈  and  > 0. Then
we have that
∣∣M2 f (x) − N2, f (z)
∣∣ ≤ C
⎛
⎝ θz()
(dist(x, ))2n−1
ω f () + 
d∫

ω f (τ )
τ 2n
dθz(τ )
⎞
⎠ ,
where x ∈ ± is such that |x − z| = /2.
We remark that Lemma 6.3 have been previously proved by Gaziev for sufficiently
smooth surfaces in [12].
In what follows, we will assume that + is a Lipschitz domain, i.e. its boundary 
is locally the graph of a Lipschitz continuous function (see, e.g. [15]).
It is well-known that bounded Lipschitz domains satisfy the so-called uniform inte-
rior and exterior cone condition. That is, there exists constants λ > 0, δ > 0 such that
for every z ∈ , one of the two components of V (z)∩{ζ : |ζ − z| < δ} is completely
contained in + and the other is completely contained in −, where
V (z) = {x : |x − z| ≤ (1 + λ) dist(x, )}.
Theorem 6.5 Let + be a Lipschitz domain. Suppose that f is a C-valued continuous
function on . Then f has a holomorphic extension to + if and only if M2 f = 0
in +.
Proof The necessity is obvious. Thus, we show the sufficiency. Suppose that M2 f = 0
in +. It follows that M1 f is holomorphic in +. Now if z ∈  and  > 0, then by
Lemma 6.4 we get that
∣∣N2, f (z)
∣∣ ≤ C
⎛
⎝ θz()
(dist(x, ))2n−1
ω f () + 
d∫

ω f (τ )
τ 2n
dθz(τ )
⎞
⎠ ,
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where x ∈ + is such that |x − z| = /2. When x approaches z non-tangentially
inside the cone V (z), the uniform interior and exterior cone condition implies that

2
= |x − z| ≤ (1 + λ) dist(x, ).
Combining the above inequality with the AD-regularity of , we obtain
∣∣N2, f (z)
∣∣ ≤ C
⎛
⎝ω f () + 
d∫

ω f (τ )
τ 2
dτ
⎞
⎠ .
Therefore N2, f (z) converges uniformly on  as  → 0. Theorem 6.2 now shows that
M2 f has continuous limit values on  given by (5.6). This clearly forces M2 f = 0
in − and hence M1 f = 0 in −.
By Lemma 6.3 we thus get that
∣∣N1, f (z)
∣∣ ≤ C
⎛
⎝ θz()
(dist(x, ))2n−1
ω f () + 
d∫

ω f (τ )
τ 2n
dθz(τ )
⎞
⎠ ,
where x ∈ − is such that |x − z| = /2. In the same way we can see that N1, f (z)
converges uniformly on  as  → 0. Then, Theorem 6.1 implies that M1 f has con-
tinuous limit values on  given by (5.5). This gives N1 f = f on , which completes
the proof. unionsq
We get the following corollary from this theorem just as we did from Theorem 5.2.
Corollary 6.6 Let + be a Lipschitz domain. Suppose that F is a C-valued continu-
ous function on +. A necessary and sufficient condition for F to be holomorphic in
+ is that F is harmonic in + and that M2 F(x) = 0 for all x ∈ +.
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