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Abstract
We propose DeepChannel, a robust, data-efficient, and in-
terpretable neural model for extractive document summa-
rization. Given any document-summary pair, we estimate a
salience score, which is modeled using an attention-based
deep neural network, to represent the salience degree of the
summary for yielding the document. We devise a contrastive
training strategy to learn the salience estimation network,
and then use the learned salience score as a guide and itera-
tively extract the most salient sentences from the document as
our generated summary. In experiments, our model not only
achieves state-of-the-art ROUGE scores on CNN/Daily Mail
dataset, but also shows strong robustness in the out-of-domain
test on DUC2007 test set. Moreover, our model reaches a
ROUGE-1 F-1 score of 39.41 on CNN/Daily Mail test set
with merely 1/100 training set, demonstrating a tremendous
data efficiency.
Introduction
Automatic document summarization is a challenging task in
natural language understanding, aiming to compress a tex-
tual document to a shorter highlight that contains the most
representative information of the original text. Existing sum-
marization approaches are mainly classified into two cate-
gories: extractive methods and abstractive methods. Extrac-
tive summarization methods, on which this paper focuses,
aim to select salient snippets, sentences or passages directly
from the input document, while abstractive summarization
generates summaries that may have words or phrases not
present in the input.
Recently, as end-to-end deep learning has made great
progress in many NLP fields, such as machine transla-
tion (Luong, Pham, and Manning 2015) and question an-
swering (Iyyer et al. 2014), a lot of researchers have pro-
posed neural models to address the document summarization
problem. For example, SummaRuNNer (Nallapati, Zhai,
and Zhou 2017) uses a Recurrent Neural Network (RNN)
based sequence model for extractive summarization, Re-
fresh (Narayan, Cohen, and Lapata 2018) assigns each doc-
ument sentence a score to indicate its probability of being
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D: Rutgers University has banned fraternity and soror-
ity house parties at its main campus in New Brunswick,
New Jersey, for the rest of the spring semester after sev-
eral alcohol-related problems this school year, including the
death of a student.
S1: Rutgers University has banned fraternity and sorority
house parties because of an alcohol-related accident that led
to the death of a student.
S2: The main campus of Rutgers University is located in
New Brunswick, New Jersey.
Table 1: Examples of different degrees of salience. We con-
sider P (D|S1) > P (D|S2) because S1 contains more im-
portant information compared with S2 and thus is more
salient for yielding D.
extracted, and many abstractive models (See, Liu, and Man-
ning 2017; Jadhav and Rajan 2018) are developed based
on the encoder-decoder framework that encodes a document
and decodes its summary. These existing neural summariz-
ers mostly aim to build an end-to-end mapping from the in-
put document to its summary. The learning of such an end-
to-end neural network 1) always requires a huge amount of
training corpus, 2) easily suffers from the overfitting prob-
lem (Srivastava et al. 2014; Erhan et al. 2010), and 3) usually
lacks interpretability.
To alleviate these problems, we propose a neural ex-
tractive summarizer named DeepChannel, which estimates
salience for guiding the extraction procedure instead of
learning an end-to-end mapping. DeepChannel is inspired
by the noisy-channel (Knight and Marcu 2002; Daume´ III
and Marcu 2002), a probabilistic approach for sentence-level
and document-level compression. Given an input document
D, the noisy-channel model aims to find an optimal sum-
mary S that maximizes P (S|D). It 1) splits P (S|D) us-
ing Bayes rule, 2) independently estimates a language model
probability P (S) and a channel model probability P (D|S),
3) defines expanding rules, and 4) learns the parameters in
a traditional statistical manner. Such a statistical approach
depends on manual rules, lacks generality, suffers from data
sparsity, and fails to capture semantics (Mnih and Hinton
2009), which is the key for document understanding. To this
end, we design a neural channel model to draw support from
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the great representation power of deep learning.
Given any document-summary pair (D,S), we learn a
channel probability (i.e., salience score) P (D|S), represent-
ing that we start with a short summary S and add “noise”
to it, yielding a longer document, how likely D is produced.
It can be considered as a measure of how much salient in-
formation of D is contained in S. Table 1 gives an example
where S1 is more salient than S2 for yielding D. We de-
sign an attention-based neural network to model the channel
probability, and train it with a contrastive training strategy.
That is, we firstly use a heuristic way to randomly produce
contrastive samples, including two candidate summaries S1
and S2 for an input D where the former is more salient, and
then maximize the margin between P (D|S1) and P (D|S2).
This training strategy implicitly increases the size of train-
ing instances and incorporate randomness into the training
procedure, and thus help our model perform well even on a
small training set. With a well-learned P (D|S), we produce
the optimal summary S∗ = argmaxSP (D|S) by greedily
extracting the most salient sentences which have a maxi-
mum probability to expand to the whole document. Com-
pared with the statistical noisy-channel, our neural model
can 1) make use of semantics involved in distributed repre-
sentations, 2) alleviate the training sparseness and 3) avoid
the high-cost expert-designed rules. 1
Our model consists of two parts, salience estimation and
salience-guided extraction. Only the first part is paramet-
ric and requires an annotated corpus for training. Differ-
ent from most state-of-the-art approaches that usually learn
a direct mapping from a document to its annotated sum-
mary, our salience estimation learns a mapping from any
document-summary pair to a salience score. It brings two
significant benefits: 1) Our model is more robust to domain
variations. DeepChannel performs much better than other
end-to-end baselines when testing on DUC 2007 2 while
training on CNN/Daily Mail 3. 2) Our model is much more
data-efficient and alleviates the overfitting problem to a great
degree. DeepChannel performs well even when we reduce
the size of the CNN/Daily Mail training set to 1/100.
We also conduct quantitative and qualitative experiments
on the standard CNN/Daily Mail benchmark, demonstrating
that our model not only performs on par with state-of-the-art
summarization systems, but also shows high interpretability
due to the well-designed attention mechanism.
To sum up, our contributions are as follows:
• we propose DeepChannel, an extractive summarization
approach consisting of a deep neural network for salience
estimation and a salience-guided greedy extraction strat-
egy;
• we demonstrate that our model outperforms or matches
state-of-the-art summarizers, is robust to domain vari-
ations, performs well on the small training set, and is
highly interpretable.
1P (S) is not taken into consideration in our current model, and
we leave it for future work.
2https://www-nlpir.nist.gov/projects/duc/
guidelines/2007.html
3https://github.com/deepmind/rc-data
Related Work
Traditional summarization methods usually depend on man-
ual rules and expert knowledge, such as the expanding
rules of noisy-channel models (Daume´ III and Marcu 2002;
Knight and Marcu 2002), objectives and constraints of Inte-
ger Linear Programming (ILP) models (Woodsend and La-
pata 2012; Parveen, Ramsl, and Strube 2015; Bing et al.
2015), human-engineered features of some sequence clas-
sification methods (Shen et al. 2007), and so on.
Deep learning models can learn continuous features au-
tomatically and have made substantial progress in multiple
NLP areas. Many deep learning-based summarization mod-
els have been proposed recently for both extractive and ab-
stractive summarization tasks.
Extractive. (Nallapati, Zhai, and Zhou 2017) considers
the extraction as a sequence classification task and proposes
SummaRuNNer, a simple RNN based model that decides
whether or not to include a sentence in the summary. (Wu
and Hu 2018) takes the coherence of summaries into ac-
count and designs a reinforcement learning (RL) method
to maximize the combined ROUGE (Lin 2004) and coher-
ence reward. (Narayan, Cohen, and Lapata 2018) conceptu-
alizes extractive summarization as a sentence ranking task
and optimizes the ROUGE evaluation metric through an RL
objective. (Jadhav and Rajan 2018) models the interaction
of keywords and salient sentences using a two-level pointer
network and combines them to generate the extractive sum-
mary.
Abstractive. A vast majority of abstractive summariz-
ers are built based on the encoder-decoder structure. (See,
Liu, and Manning 2017) incorporates a pointing mecha-
nism into the encoder-decoder, such that their model can
directly copy words from the source text while decoding
summaries. (Paulus, Xiong, and Socher 2017) combines the
standard cross-entropy loss and RL objectives to maximize
the ROUGE metric at the same time of sequence prediction
training. (Chen and Bansal 2018) proposes a fast summa-
rization model that first selects salient sentences and then
rewrites them abstractively to generate a concise overall
summary. Their hybrid approach jointly learns an extrac-
tor and a rewriter, capable of both extractive and abstrac-
tive summarization. (Hsu et al. 2018) also combines extrac-
tion and abstraction, but they implement it by unifying a
sentence-level attention and a word-level attention and guid-
ing these two parts with an inconsistency loss.
Most of these deep summarization models aim to learn a
direct mapping from the document to the summary. Instead,
our DeepChannel aims to learn a channel probability to mea-
sure the salience of any document-summary pair. (Peyrard
and Eckle-Kohler 2017) learns to estimate automatic Pyra-
mid scores and extract summaries by solving an ILP prob-
lem, but their model depends on a lot of manual features and
their ILP-based extraction is totally different from ours.
DeepChannel
We represent a document-summary pair as (D,S), where
S is an either annotated or generated summary for docu-
ment D. D consists of |D| sentences [d1, d2, · · · , d|D|], and
Sentence
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<latexit  sha1_base64=" BuYReUSNAqbW3U E2E+xpoSOvmcM=" >AAAB6nicbZBNS 8NAEIYn9avWr6pH L4tF8FQSEfRY9O Kxov2ANpTNZtIu 3WzC7kYooT/Biwd FvPqLvPlv3LY5a OsLCw/vzLAzb5AK ro3rfjultfWNza 3ydmVnd2//oHp4 1NZJphi2WCIS1Q2 oRsEltgw3ArupQ hoHAjvB+HZW7zyh 0jyRj2aSoh/Toe QRZ9RY6yEc8EG1 5tbducgqeAXUoFB zUP3qhwnLYpSGC ap1z3NT4+dUGc4E Tiv9TGNK2ZgOsW dR0hi1n89XnZIz 64QkSpR90pC5+3s ip7HWkziwnTE1I 71cm5n/1XqZia79 nMs0MyjZ4qMoE8 QkZHY3CblCZsTE AmWK210JG1FFmbH pVGwI3vLJq9C+q HuW7y9rjZsijjKc wCmcgwdX0IA7aE ILGAzhGV7hzRHO i/PufCxaS04xcwx /5Hz+AEIajcQ=< /latexit><latexit  sha1_base64=" BuYReUSNAqbW3U E2E+xpoSOvmcM=" >AAAB6nicbZBNS 8NAEIYn9avWr6pH L4tF8FQSEfRY9O Kxov2ANpTNZtIu 3WzC7kYooT/Biwd FvPqLvPlv3LY5a OsLCw/vzLAzb5AK ro3rfjultfWNza 3ydmVnd2//oHp4 1NZJphi2WCIS1Q2 oRsEltgw3ArupQ hoHAjvB+HZW7zyh 0jyRj2aSoh/Toe QRZ9RY6yEc8EG1 5tbducgqeAXUoFB zUP3qhwnLYpSGC ap1z3NT4+dUGc4E Tiv9TGNK2ZgOsW dR0hi1n89XnZIz 64QkSpR90pC5+3s ip7HWkziwnTE1I 71cm5n/1XqZia79 nMs0MyjZ4qMoE8 QkZHY3CblCZsTE AmWK210JG1FFmbH pVGwI3vLJq9C+q HuW7y9rjZsijjKc wCmcgwdX0IA7aE ILGAzhGV7hzRHO i/PufCxaS04xcwx /5Hz+AEIajcQ=< /latexit><latexit  sha1_base64=" BuYReUSNAqbW3U E2E+xpoSOvmcM=" >AAAB6nicbZBNS 8NAEIYn9avWr6pH L4tF8FQSEfRY9O Kxov2ANpTNZtIu 3WzC7kYooT/Biwd FvPqLvPlv3LY5a OsLCw/vzLAzb5AK ro3rfjultfWNza 3ydmVnd2//oHp4 1NZJphi2WCIS1Q2 oRsEltgw3ArupQ hoHAjvB+HZW7zyh 0jyRj2aSoh/Toe QRZ9RY6yEc8EG1 5tbducgqeAXUoFB zUP3qhwnLYpSGC ap1z3NT4+dUGc4E Tiv9TGNK2ZgOsW dR0hi1n89XnZIz 64QkSpR90pC5+3s ip7HWkziwnTE1I 71cm5n/1XqZia79 nMs0MyjZ4qMoE8 QkZHY3CblCZsTE AmWK210JG1FFmbH pVGwI3vLJq9C+q HuW7y9rjZsijjKc wCmcgwdX0IA7aE ILGAzhGV7hzRHO i/PufCxaS04xcwx /5Hz+AEIajcQ=< /latexit><latexit  sha1_base64=" BuYReUSNAqbW3U E2E+xpoSOvmcM=" >AAAB6nicbZBNS 8NAEIYn9avWr6pH L4tF8FQSEfRY9O Kxov2ANpTNZtIu 3WzC7kYooT/Biwd FvPqLvPlv3LY5a OsLCw/vzLAzb5AK ro3rfjultfWNza 3ydmVnd2//oHp4 1NZJphi2WCIS1Q2 oRsEltgw3ArupQ hoHAjvB+HZW7zyh 0jyRj2aSoh/Toe QRZ9RY6yEc8EG1 5tbducgqeAXUoFB zUP3qhwnLYpSGC ap1z3NT4+dUGc4E Tiv9TGNK2ZgOsW dR0hi1n89XnZIz 64QkSpR90pC5+3s ip7HWkziwnTE1I 71cm5n/1XqZia79 nMs0MyjZ4qMoE8 QkZHY3CblCZsTE AmWK210JG1FFmbH pVGwI3vLJq9C+q HuW7y9rjZsijjKc wCmcgwdX0IA7aE ILGAzhGV7hzRHO i/PufCxaS04xcwx /5Hz+AEIajcQ=< /latexit>
s1
<latexit sha1_base64="B/DstA ivJI1gZ0mtcAuDq7LWhsA=">AAAB83icbVBNS8NAFHypX7V+VT16WSy Cp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4 sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51TZJpxjsskYnuhd RwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pj sMoN7OBN6g33KY7B1klXkkaUKI9qH/5w4RlMVfIJDWm77kpBjnVKJjks 5qfGZ5SNqEj3rdU0ZibIJ9nnpEzqwxJlGj7FJK5+nsjp7Ex0zi0k0VG s+wV4n9eP8PoOsiFSjPkii0ORZkkmJCiADIUmjOUU0so08JmJWxMNWV oa6rZErzlL6+S7kXTs/z+stG6Keuowgmcwjl4cAUtuIM2dIBBCs/wCm9 O5rw4787HYrTilDvH8AfO5w8iv5G7</latexit><latexit sha1_base64="B/DstA ivJI1gZ0mtcAuDq7LWhsA=">AAAB83icbVBNS8NAFHypX7V+VT16WSy Cp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4 sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51TZJpxjsskYnuhd RwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pj sMoN7OBN6g33KY7B1klXkkaUKI9qH/5w4RlMVfIJDWm77kpBjnVKJjks 5qfGZ5SNqEj3rdU0ZibIJ9nnpEzqwxJlGj7FJK5+nsjp7Ex0zi0k0VG s+wV4n9eP8PoOsiFSjPkii0ORZkkmJCiADIUmjOUU0so08JmJWxMNWV oa6rZErzlL6+S7kXTs/z+stG6Keuowgmcwjl4cAUtuIM2dIBBCs/wCm9 O5rw4787HYrTilDvH8AfO5w8iv5G7</latexit><latexit sha1_base64="B/DstA ivJI1gZ0mtcAuDq7LWhsA=">AAAB83icbVBNS8NAFHypX7V+VT16WSy Cp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4 sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51TZJpxjsskYnuhd RwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pj sMoN7OBN6g33KY7B1klXkkaUKI9qH/5w4RlMVfIJDWm77kpBjnVKJjks 5qfGZ5SNqEj3rdU0ZibIJ9nnpEzqwxJlGj7FJK5+nsjp7Ex0zi0k0VG s+wV4n9eP8PoOsiFSjPkii0ORZkkmJCiADIUmjOUU0so08JmJWxMNWV oa6rZErzlL6+S7kXTs/z+stG6Keuowgmcwjl4cAUtuIM2dIBBCs/wCm9 O5rw4787HYrTilDvH8AfO5w8iv5G7</latexit><latexit sha1_base64="B/DstA ivJI1gZ0mtcAuDq7LWhsA=">AAAB83icbVBNS8NAFHypX7V+VT16WSy Cp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4 sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+oHx51TZJpxjsskYnuhd RwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pj sMoN7OBN6g33KY7B1klXkkaUKI9qH/5w4RlMVfIJDWm77kpBjnVKJjks 5qfGZ5SNqEj3rdU0ZibIJ9nnpEzqwxJlGj7FJK5+nsjp7Ex0zi0k0VG s+wV4n9eP8PoOsiFSjPkii0ORZkkmJCiADIUmjOUU0so08JmJWxMNWV oa6rZErzlL6+S7kXTs/z+stG6Keuowgmcwjl4cAUtuIM2dIBBCs/wCm9 O5rw4787HYrTilDvH8AfO5w8iv5G7</latexit>
s2
<latexit sha1_base64="qD2kvO7 K9MnSA/prUOB/dACQbvY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqi RF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7 uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeR oGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIwM/NhY1 ituXV3AbJOvILUoEBrWP3yRzFLI66QSWpM33MTHGRUo2CSzyt+anhC2ZSO ed9SRSNuBtki85xcWGVEwljbp5As1N8bGY2MmUWBncwzmlUvF//z+imGN 4NMqCRFrtjyUJhKgjHJCyAjoTlDObOEMi1sVsImVFOGtqaKLcFb/fI66T TqnuUPV7XmbVFHGc7gHC7Bg2towj20oA0MEniGV3hzUufFeXc+lqMlp9g 5hT9wPn8AJEORvA==</latexit><latexit sha1_base64="qD2kvO7 K9MnSA/prUOB/dACQbvY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqi RF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7 uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeR oGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIwM/NhY1 ituXV3AbJOvILUoEBrWP3yRzFLI66QSWpM33MTHGRUo2CSzyt+anhC2ZSO ed9SRSNuBtki85xcWGVEwljbp5As1N8bGY2MmUWBncwzmlUvF//z+imGN 4NMqCRFrtjyUJhKgjHJCyAjoTlDObOEMi1sVsImVFOGtqaKLcFb/fI66T TqnuUPV7XmbVFHGc7gHC7Bg2towj20oA0MEniGV3hzUufFeXc+lqMlp9g 5hT9wPn8AJEORvA==</latexit><latexit sha1_base64="qD2kvO7 K9MnSA/prUOB/dACQbvY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqi RF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7 uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeR oGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIwM/NhY1 ituXV3AbJOvILUoEBrWP3yRzFLI66QSWpM33MTHGRUo2CSzyt+anhC2ZSO ed9SRSNuBtki85xcWGVEwljbp5As1N8bGY2MmUWBncwzmlUvF//z+imGN 4NMqCRFrtjyUJhKgjHJCyAjoTlDObOEMi1sVsImVFOGtqaKLcFb/fI66T TqnuUPV7XmbVFHGc7gHC7Bg2towj20oA0MEniGV3hzUufFeXc+lqMlp9g 5hT9wPn8AJEORvA==</latexit><latexit sha1_base64="qD2kvO7 K9MnSA/prUOB/dACQbvY=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqi RF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7 uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeR oGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIwM/NhY1 ituXV3AbJOvILUoEBrWP3yRzFLI66QSWpM33MTHGRUo2CSzyt+anhC2ZSO ed9SRSNuBtki85xcWGVEwljbp5As1N8bGY2MmUWBncwzmlUvF//z+imGN 4NMqCRFrtjyUJhKgjHJCyAjoTlDObOEMi1sVsImVFOGtqaKLcFb/fI66T TqnuUPV7XmbVFHGc7gHC7Bg2towj20oA0MEniGV3hzUufFeXc+lqMlp9g 5hT9wPn8AJEORvA==</latexit>
s|S|
<latexit sha1_base64="g3aq75+/ qLURF+eQ1nvrfNL1nMc=">AAAB+XicbVBNS8NAFHypX7V+RT16WSyCp5KI oMeiF48VbS20IWy2m3bpZhN2N4WS5p948aCIV/+JN/+NmzYHbR1YGGbe481 OkHCmtON8W5W19Y3Nrep2bWd3b//APjzqqDiVhLZJzGPZDbCinAna1kxz2 k0kxVHA6VMwvi38pwmVisXiUU8T6kV4KFjICNZG8m27H2E9CsJM5X42e5j lvl13Gs4caJW4JalDiZZvf/UHMUkjKjThWKme6yTay7DUjHCa1/qpogkmYz ykPUMFjqjysnnyHJ0ZZYDCWJonNJqrvzcyHCk1jQIzWeRUy14h/uf1Uh1e exkTSaqpIItDYcqRjlFRAxowSYnmU0MwkcxkRWSEJSbalFUzJbjLX14lnYu Ga/j9Zb15U9ZRhRM4hXNw4QqacActaAOBCTzDK7xZmfVivVsfi9GKVe4cw x9Ynz9o7ZQm</latexit><latexit sha1_base64="g3aq75+/ qLURF+eQ1nvrfNL1nMc=">AAAB+XicbVBNS8NAFHypX7V+RT16WSyCp5KI oMeiF48VbS20IWy2m3bpZhN2N4WS5p948aCIV/+JN/+NmzYHbR1YGGbe481 OkHCmtON8W5W19Y3Nrep2bWd3b//APjzqqDiVhLZJzGPZDbCinAna1kxz2 k0kxVHA6VMwvi38pwmVisXiUU8T6kV4KFjICNZG8m27H2E9CsJM5X42e5j lvl13Gs4caJW4JalDiZZvf/UHMUkjKjThWKme6yTay7DUjHCa1/qpogkmYz ykPUMFjqjysnnyHJ0ZZYDCWJonNJqrvzcyHCk1jQIzWeRUy14h/uf1Uh1e exkTSaqpIItDYcqRjlFRAxowSYnmU0MwkcxkRWSEJSbalFUzJbjLX14lnYu Ga/j9Zb15U9ZRhRM4hXNw4QqacActaAOBCTzDK7xZmfVivVsfi9GKVe4cw x9Ynz9o7ZQm</latexit><latexit sha1_base64="g3aq75+/ qLURF+eQ1nvrfNL1nMc=">AAAB+XicbVBNS8NAFHypX7V+RT16WSyCp5KI oMeiF48VbS20IWy2m3bpZhN2N4WS5p948aCIV/+JN/+NmzYHbR1YGGbe481 OkHCmtON8W5W19Y3Nrep2bWd3b//APjzqqDiVhLZJzGPZDbCinAna1kxz2 k0kxVHA6VMwvi38pwmVisXiUU8T6kV4KFjICNZG8m27H2E9CsJM5X42e5j lvl13Gs4caJW4JalDiZZvf/UHMUkjKjThWKme6yTay7DUjHCa1/qpogkmYz ykPUMFjqjysnnyHJ0ZZYDCWJonNJqrvzcyHCk1jQIzWeRUy14h/uf1Uh1e exkTSaqpIItDYcqRjlFRAxowSYnmU0MwkcxkRWSEJSbalFUzJbjLX14lnYu Ga/j9Zb15U9ZRhRM4hXNw4QqacActaAOBCTzDK7xZmfVivVsfi9GKVe4cw x9Ynz9o7ZQm</latexit><latexit sha1_base64="g3aq75+/ qLURF+eQ1nvrfNL1nMc=">AAAB+XicbVBNS8NAFHypX7V+RT16WSyCp5KI oMeiF48VbS20IWy2m3bpZhN2N4WS5p948aCIV/+JN/+NmzYHbR1YGGbe481 OkHCmtON8W5W19Y3Nrep2bWd3b//APjzqqDiVhLZJzGPZDbCinAna1kxz2 k0kxVHA6VMwvi38pwmVisXiUU8T6kV4KFjICNZG8m27H2E9CsJM5X42e5j lvl13Gs4caJW4JalDiZZvf/UHMUkjKjThWKme6yTay7DUjHCa1/qpogkmYz ykPUMFjqjysnnyHJ0ZZYDCWJonNJqrvzcyHCk1jQIzWeRUy14h/uf1Uh1e exkTSaqpIItDYcqRjlFRAxowSYnmU0MwkcxkRWSEJSbalFUzJbjLX14lnYu Ga/j9Zb15U9ZRhRM4hXNw4QqacActaAOBCTzDK7xZmfVivVsfi9GKVe4cw x9Ynz9o7ZQm</latexit>
di
<latexit sha1_base64="KWPk/SmAd yu4+iEAha/1WqHKtfw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclRkRdFl0 47KCfUA7lkwm04YmmSHJKGWY/3DjQhG3/os7/8ZMOwttPRA4nHMv9+QECWfauO 63s7K6tr6xWdmqbu/s7u3XDg47Ok4VoW0S81j1AqwpZ5K2DTOc9hJFsQg47Qa Tm8LvPlKlWSzvzTShvsAjySJGsLHSw0BgMw6iLMyHGcuHtbrbcGdAy8QrSR1K tIa1r0EYk1RQaQjHWvc9NzF+hpVhhNO8Okg1TTCZ4BHtWyqxoNrPZqlzdGqVE EWxsk8aNFN/b2RYaD0VgZ0sUupFrxD/8/qpia78jMkkNVSS+aEo5cjEqKgAhUx RYvjUEkwUs1kRGWOFibFFVW0J3uKXl0nnvOFZfndRb16XdVTgGE7gDDy4hCbc QgvaQEDBM7zCm/PkvDjvzsd8dMUpd47gD5zPHy0bkvA=</latexit><latexit sha1_base64="KWPk/SmAd yu4+iEAha/1WqHKtfw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclRkRdFl0 47KCfUA7lkwm04YmmSHJKGWY/3DjQhG3/os7/8ZMOwttPRA4nHMv9+QECWfauO 63s7K6tr6xWdmqbu/s7u3XDg47Ok4VoW0S81j1AqwpZ5K2DTOc9hJFsQg47Qa Tm8LvPlKlWSzvzTShvsAjySJGsLHSw0BgMw6iLMyHGcuHtbrbcGdAy8QrSR1K tIa1r0EYk1RQaQjHWvc9NzF+hpVhhNO8Okg1TTCZ4BHtWyqxoNrPZqlzdGqVE EWxsk8aNFN/b2RYaD0VgZ0sUupFrxD/8/qpia78jMkkNVSS+aEo5cjEqKgAhUx RYvjUEkwUs1kRGWOFibFFVW0J3uKXl0nnvOFZfndRb16XdVTgGE7gDDy4hCbc QgvaQEDBM7zCm/PkvDjvzsd8dMUpd47gD5zPHy0bkvA=</latexit><latexit sha1_base64="KWPk/SmAd yu4+iEAha/1WqHKtfw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclRkRdFl0 47KCfUA7lkwm04YmmSHJKGWY/3DjQhG3/os7/8ZMOwttPRA4nHMv9+QECWfauO 63s7K6tr6xWdmqbu/s7u3XDg47Ok4VoW0S81j1AqwpZ5K2DTOc9hJFsQg47Qa Tm8LvPlKlWSzvzTShvsAjySJGsLHSw0BgMw6iLMyHGcuHtbrbcGdAy8QrSR1K tIa1r0EYk1RQaQjHWvc9NzF+hpVhhNO8Okg1TTCZ4BHtWyqxoNrPZqlzdGqVE EWxsk8aNFN/b2RYaD0VgZ0sUupFrxD/8/qpia78jMkkNVSS+aEo5cjEqKgAhUx RYvjUEkwUs1kRGWOFibFFVW0J3uKXl0nnvOFZfndRb16XdVTgGE7gDDy4hCbc QgvaQEDBM7zCm/PkvDjvzsd8dMUpd47gD5zPHy0bkvA=</latexit><latexit sha1_base64="KWPk/SmAd yu4+iEAha/1WqHKtfw=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclRkRdFl0 47KCfUA7lkwm04YmmSHJKGWY/3DjQhG3/os7/8ZMOwttPRA4nHMv9+QECWfauO 63s7K6tr6xWdmqbu/s7u3XDg47Ok4VoW0S81j1AqwpZ5K2DTOc9hJFsQg47Qa Tm8LvPlKlWSzvzTShvsAjySJGsLHSw0BgMw6iLMyHGcuHtbrbcGdAy8QrSR1K tIa1r0EYk1RQaQjHWvc9NzF+hpVhhNO8Okg1TTCZ4BHtWyqxoNrPZqlzdGqVE EWxsk8aNFN/b2RYaD0VgZ0sUupFrxD/8/qpia78jMkkNVSS+aEo5cjEqKgAhUx RYvjUEkwUs1kRGWOFibFFVW0J3uKXl0nnvOFZfndRb16XdVTgGE7gDDy4hCbc QgvaQEDBM7zCm/PkvDjvzsd8dMUpd47gD5zPHy0bkvA=</latexit>
… …
Ai
<latexit sha1_base64="+ZS12ab7L1SwInUeoeRKxWOPFmo=">AAAB9 XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuqG5cV7APasWTSTBuaSYYko5Rh/sONC0Xc+i/u/Bsz7Sy09UDgcM693JMTxJxp47rfTmlldW19o7xZ2d re2d2r7h+0tUwUoS0iuVTdAGvKmaAtwwyn3VhRHAWcdoLJTe53HqnSTIp7M42pH+GRYCEj2FjpoR9hMw7C9CobpCwbVGtu3Z0BLROvIDUo0BxUv/p DSZKICkM41rrnubHxU6wMI5xmlX6iaYzJBI9oz1KBI6r9dJY6QydWGaJQKvuEQTP190aKI62nUWAn85R60cvF/7xeYsJLP2UiTgwVZH4oTDgyEuUV oCFTlBg+tQQTxWxWRMZYYWJsURVbgrf45WXSPqt7lt+d1xrXRR1lOIJjOAUPLqABt9CEFhBQ8Ayv8OY8OS/Ou/MxHy05xc4h/IHz+QP3UZLN</late xit><latexit sha1_base64="+ZS12ab7L1SwInUeoeRKxWOPFmo=">AAAB9 XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuqG5cV7APasWTSTBuaSYYko5Rh/sONC0Xc+i/u/Bsz7Sy09UDgcM693JMTxJxp47rfTmlldW19o7xZ2d re2d2r7h+0tUwUoS0iuVTdAGvKmaAtwwyn3VhRHAWcdoLJTe53HqnSTIp7M42pH+GRYCEj2FjpoR9hMw7C9CobpCwbVGtu3Z0BLROvIDUo0BxUv/p DSZKICkM41rrnubHxU6wMI5xmlX6iaYzJBI9oz1KBI6r9dJY6QydWGaJQKvuEQTP190aKI62nUWAn85R60cvF/7xeYsJLP2UiTgwVZH4oTDgyEuUV oCFTlBg+tQQTxWxWRMZYYWJsURVbgrf45WXSPqt7lt+d1xrXRR1lOIJjOAUPLqABt9CEFhBQ8Ayv8OY8OS/Ou/MxHy05xc4h/IHz+QP3UZLN</late xit><latexit sha1_base64="+ZS12ab7L1SwInUeoeRKxWOPFmo=">AAAB9 XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuqG5cV7APasWTSTBuaSYYko5Rh/sONC0Xc+i/u/Bsz7Sy09UDgcM693JMTxJxp47rfTmlldW19o7xZ2d re2d2r7h+0tUwUoS0iuVTdAGvKmaAtwwyn3VhRHAWcdoLJTe53HqnSTIp7M42pH+GRYCEj2FjpoR9hMw7C9CobpCwbVGtu3Z0BLROvIDUo0BxUv/p DSZKICkM41rrnubHxU6wMI5xmlX6iaYzJBI9oz1KBI6r9dJY6QydWGaJQKvuEQTP190aKI62nUWAn85R60cvF/7xeYsJLP2UiTgwVZH4oTDgyEuUV oCFTlBg+tQQTxWxWRMZYYWJsURVbgrf45WXSPqt7lt+d1xrXRR1lOIJjOAUPLqABt9CEFhBQ8Ayv8OY8OS/Ou/MxHy05xc4h/IHz+QP3UZLN</late xit><latexit sha1_base64="+ZS12ab7L1SwInUeoeRKxWOPFmo=">AAAB9 XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuqG5cV7APasWTSTBuaSYYko5Rh/sONC0Xc+i/u/Bsz7Sy09UDgcM693JMTxJxp47rfTmlldW19o7xZ2d re2d2r7h+0tUwUoS0iuVTdAGvKmaAtwwyn3VhRHAWcdoLJTe53HqnSTIp7M42pH+GRYCEj2FjpoR9hMw7C9CobpCwbVGtu3Z0BLROvIDUo0BxUv/p DSZKICkM41rrnubHxU6wMI5xmlX6iaYzJBI9oz1KBI6r9dJY6QydWGaJQKvuEQTP190aKI62nUWAn85R60cvF/7xeYsJLP2UiTgwVZH4oTDgyEuUV oCFTlBg+tQQTxWxWRMZYYWJsURVbgrf45WXSPqt7lt+d1xrXRR1lOIJjOAUPLqABt9CEFhBQ8Ayv8OY8OS/Ou/MxHy05xc4h/IHz+QP3UZLN</late xit>
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Figure 1: Our attention-based channel model to compute P (di|S). After encoding all sentences into dense vectors, we regard
di as a query and assign an attention weight to each summary sentence. Then we combine di and the weighted average s¯i
together to compute the channel probability P (di|S).
S consists of |S| sentences [s1, s2, · · · , s|S|]. The i-th sen-
tence of the document can be represented as a sequence of
words, i.e., di = [dwi,1, dwi,2, · · · , dwi,|di|], where dwi,j
denotes the j-th word of di. Similarly, we have si =
[swi,1, swi,2, · · · , swi,|si|].
Our DeepChannel model consists of two parts. The first
is an attention-based neural network for salience estimation,
which takes (D,S) as input and outputs the channel proba-
bility P (D|S), representing the chance that D is generated
in terms of S. This part is trained using a novel contrastive
training strategy and then serves for the extraction. The sec-
ond is a greedy extraction strategy, which utilizes the learned
salience estimation model to extract the most salient sen-
tences from the original document. We denote the golden
summary that is annotated in the training corpus as Sˆ, and
our extracted summary as S∗.
Neural Salience Estimation
For estimating P (D|S), we consider that the document D is
generated based on the given S. For simplicity, we assume
that sentences in the document are conditional independent.
Then we have P (D|S) = ∏ |D|i=1P (di|S), where P (di|S)
denotes the chance that di is produced from S. Another as-
sumption is that different summary sentences make differ-
ent amounts of contribution to the generation of di. When
calculating P (di|S), we should concentrate more on those
summary sentences that have higher semantic relevance to
di. We use an attention mechanism to model this.
As our target is the probability value rather than to decode
the texts, we compute the probability just in sentence-level
instead of further deriving the equation to a word-level se-
quence generation process (i.e., the encoder-decoder). Some
sentence embedding models (Logeswaran and Lee 2018) use
the similar simplification strategy, which makes the learning
much more efficient.
Specifically, we encode each sentence of (D,S) via a
Gated Recurrent Unit (GRU) (Chung et al. 2014), one of the
most renowned variants of RNNs, to obtain the sentence-
level semantic vectors:
di = GRU([dwi,1, · · · , dwi,|di|]; θ1), i = 1, · · · , |D|
sj = GRU([swj,1, · · · , swj,|sj |]; θ1), j = 1, · · · , |S|.
(1)
Sentences of the document and the summary share the same
encoder whose parameters are denoted as θ1.
To compute P (di|S), we design an attention mechanism
(see Figure 1) that assigns a weight Ai,j to each summary
sentence sj , which will be large if the semantics of sj is
similar to di. Then we calculate the weighted summation
of summary sentence vectors, denoted by s¯i, concatenate it
with di, and feed them into a multi-layer perceptron (MLP).
Besides, for further information interaction, we take the
element-wise production of these two vectors, di  s¯i, as
another input of MLP. Formally, we have
Ai = Softmax(d>i [s1; s2; · · · ; s|S|]),
s¯i =
|S|∑
j=1
Ai,jsj ,
P (di|S) = Sigmoid(MLP([di; s¯i;di  s¯i]; θ2)),
(2)
where θ2 is parameters of MLP. Let θ include both θ1 and
θ2, we can reformulate our channel probability as
P (D|S; θ) =
|D|∏
i=1
Sigmoid(MLP([di; s¯i;di  s¯i])). (3)
Contrastive Learning
We expect that P (D|S) should be large if S contains salient
information to construct D, else it should be small. To
achieve this goal, we devise a contrastive training strategy.
That is, given a document D, we construct a pair of con-
trastive candidate summaries S1 and S2, one positive and
one negative, satisfying that S1 is more salient to summarize
D than S2. Then we train our channel model by maximizing
the margin between P (D|S1) and P (D|S2).
Castro has promised to improve efficiency by 
cutting some red tape
Cuban President Raul Castro says the country must 
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the first time in 49 years
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faced by Cubans
Indeed, Castro has promised to move within a 
few weeks to improve efficiency by cutting 
some of the red tape that can frustrate the most 
fervent of revolutionaries.
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Cubans, too, are calling for reforms, though not all 
of them related to productivity.
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<latexit sha1_base64="uTES8d7ABYt4nFsSx hGQOQ87B4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FPXhswdhCG8pmO23XbjZhdyO U0F/gxYOKV/+SN/+N2zYHbX0w8Hhvhpl5YSK4Nq777RRWVtfWN4qbpa3tnd298v7Bg45TxdBnsYh VK6QaBZfoG24EthKFNAoFNsPRzdRvPqHSPJb3ZpxgENGB5H3OqLFS47ZbrrhVdwayTLycVCBHvVv+ 6vRilkYoDRNU67bnJibIqDKcCZyUOqnGhLIRHWDbUkkj1EE2O3RCTqzSI/1Y2ZKGzNTfExmNtB5H oe2MqBnqRW8q/ue1U9O/DDIuk9SgZPNF/VQQE5Pp16THFTIjxpZQpri9lbAhVZQZm03JhuAtvrxM /LPqVdVrnFdq13kaRTiCYzgFDy6gBndQBx8YIDzDK7w5j86L8+58zFsLTj5zCH/gfP4ABgOMnA==< /latexit><latexit sha1_base64="uTES8d7ABYt4nFsSx hGQOQ87B4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FPXhswdhCG8pmO23XbjZhdyO U0F/gxYOKV/+SN/+N2zYHbX0w8Hhvhpl5YSK4Nq777RRWVtfWN4qbpa3tnd298v7Bg45TxdBnsYh VK6QaBZfoG24EthKFNAoFNsPRzdRvPqHSPJb3ZpxgENGB5H3OqLFS47ZbrrhVdwayTLycVCBHvVv+ 6vRilkYoDRNU67bnJibIqDKcCZyUOqnGhLIRHWDbUkkj1EE2O3RCTqzSI/1Y2ZKGzNTfExmNtB5H oe2MqBnqRW8q/ue1U9O/DDIuk9SgZPNF/VQQE5Pp16THFTIjxpZQpri9lbAhVZQZm03JhuAtvrxM /LPqVdVrnFdq13kaRTiCYzgFDy6gBndQBx8YIDzDK7w5j86L8+58zFsLTj5zCH/gfP4ABgOMnA==< /latexit><latexit sha1_base64="uTES8d7ABYt4nFsSx hGQOQ87B4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FPXhswdhCG8pmO23XbjZhdyO U0F/gxYOKV/+SN/+N2zYHbX0w8Hhvhpl5YSK4Nq777RRWVtfWN4qbpa3tnd298v7Bg45TxdBnsYh VK6QaBZfoG24EthKFNAoFNsPRzdRvPqHSPJb3ZpxgENGB5H3OqLFS47ZbrrhVdwayTLycVCBHvVv+ 6vRilkYoDRNU67bnJibIqDKcCZyUOqnGhLIRHWDbUkkj1EE2O3RCTqzSI/1Y2ZKGzNTfExmNtB5H oe2MqBnqRW8q/ue1U9O/DDIuk9SgZPNF/VQQE5Pp16THFTIjxpZQpri9lbAhVZQZm03JhuAtvrxM /LPqVdVrnFdq13kaRTiCYzgFDy6gBndQBx8YIDzDK7w5j86L8+58zFsLTj5zCH/gfP4ABgOMnA==< /latexit><latexit sha1_base64="uTES8d7ABYt4nFsSx hGQOQ87B4M=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FPXhswdhCG8pmO23XbjZhdyO U0F/gxYOKV/+SN/+N2zYHbX0w8Hhvhpl5YSK4Nq777RRWVtfWN4qbpa3tnd298v7Bg45TxdBnsYh VK6QaBZfoG24EthKFNAoFNsPRzdRvPqHSPJb3ZpxgENGB5H3OqLFS47ZbrrhVdwayTLycVCBHvVv+ 6vRilkYoDRNU67bnJibIqDKcCZyUOqnGhLIRHWDbUkkj1EE2O3RCTqzSI/1Y2ZKGzNTfExmNtB5H oe2MqBnqRW8q/ue1U9O/DDIuk9SgZPNF/VQQE5Pp16THFTIjxpZQpri9lbAhVZQZm03JhuAtvrxM /LPqVdVrnFdq13kaRTiCYzgFDy6gBndQBx8YIDzDK7w5j86L8+58zFsLTj5zCH/gfP4ABgOMnA==< /latexit>
S1
<latexit sha1_base64="h641UDLK5rUKDXT3S if2pS/fizk=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWOlxhbaUDbbTbt0swm7E6G E/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES 3Q2q4FIr7KFDydqo5jUPJW+Hoduq3nrg2IlEPOE55ENOBEpFgFK3UbPa8XqXq1twZyDLxClKFAo1e 5avbT1gWc4VMUmM6nptikFONgkk+KXczw1PKRnTAO5YqGnMT5LNTJ+TUKn0SJdqWQjJTf0/kNDZm HIe2M6Y4NIveVPzP62QYXQW5UGmGXLH5oiiTBBMy/Zv0heYM5dgSyrSwtxI2pJoytOmUbQje4svL xD+vXde8+4tq/aZIowTHcAJn4MEl1OEOGuADgwE8wyu8OdJ5cd6dj3nrilPMHMEfOJ8/QTyNTw==< /latexit><latexit sha1_base64="h641UDLK5rUKDXT3S if2pS/fizk=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWOlxhbaUDbbTbt0swm7E6G E/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES 3Q2q4FIr7KFDydqo5jUPJW+Hoduq3nrg2IlEPOE55ENOBEpFgFK3UbPa8XqXq1twZyDLxClKFAo1e 5avbT1gWc4VMUmM6nptikFONgkk+KXczw1PKRnTAO5YqGnMT5LNTJ+TUKn0SJdqWQjJTf0/kNDZm HIe2M6Y4NIveVPzP62QYXQW5UGmGXLH5oiiTBBMy/Zv0heYM5dgSyrSwtxI2pJoytOmUbQje4svL xD+vXde8+4tq/aZIowTHcAJn4MEl1OEOGuADgwE8wyu8OdJ5cd6dj3nrilPMHMEfOJ8/QTyNTw==< /latexit><latexit sha1_base64="h641UDLK5rUKDXT3S if2pS/fizk=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWOlxhbaUDbbTbt0swm7E6G E/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES 3Q2q4FIr7KFDydqo5jUPJW+Hoduq3nrg2IlEPOE55ENOBEpFgFK3UbPa8XqXq1twZyDLxClKFAo1e 5avbT1gWc4VMUmM6nptikFONgkk+KXczw1PKRnTAO5YqGnMT5LNTJ+TUKn0SJdqWQjJTf0/kNDZm HIe2M6Y4NIveVPzP62QYXQW5UGmGXLH5oiiTBBMy/Zv0heYM5dgSyrSwtxI2pJoytOmUbQje4svL xD+vXde8+4tq/aZIowTHcAJn4MEl1OEOGuADgwE8wyu8OdJ5cd6dj3nrilPMHMEfOJ8/QTyNTw==< /latexit><latexit sha1_base64="h641UDLK5rUKDXT3S if2pS/fizk=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWOlxhbaUDbbTbt0swm7E6G E/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES 3Q2q4FIr7KFDydqo5jUPJW+Hoduq3nrg2IlEPOE55ENOBEpFgFK3UbPa8XqXq1twZyDLxClKFAo1e 5avbT1gWc4VMUmM6nptikFONgkk+KXczw1PKRnTAO5YqGnMT5LNTJ+TUKn0SJdqWQjJTf0/kNDZm HIe2M6Y4NIveVPzP62QYXQW5UGmGXLH5oiiTBBMy/Zv0heYM5dgSyrSwtxI2pJoytOmUbQje4svL xD+vXde8+4tq/aZIowTHcAJn4MEl1OEOGuADgwE8wyu8OdJ5cd6dj3nrilPMHMEfOJ8/QTyNTw==< /latexit>
S2
<latexit sha1_base64="116j+YFAkXU6zgcKR 5hkfJSSjLc=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWamyhDWWz3bRLN5uwOxF K6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHj0aJJMM+6zRCa 6HVLDpVDcR4GSt1PNaRxK3gpHtzO/9cS1EYl6wHHKg5gOlIgEo2ilZrNX65UrbtWdg6wSLycVyNHo lb+6/YRlMVfIJDWm47kpBhOqUTDJp6VuZnhK2YgOeMdSRWNugsn81Ck5s0qfRIm2pZDM1d8TExob M45D2xlTHJplbyb+53UyjK6CiVBphlyxxaIokwQTMvub9IXmDOXYEsq0sLcSNqSaMrTplGwI3vLL q8SvVa+r3v1FpX6Tp1GEEziFc/DgEupwBw3wgcEAnuEV3hzpvDjvzseiteDkM8fwB87nD0K/jVA=< /latexit><latexit sha1_base64="116j+YFAkXU6zgcKR 5hkfJSSjLc=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWamyhDWWz3bRLN5uwOxF K6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHj0aJJMM+6zRCa 6HVLDpVDcR4GSt1PNaRxK3gpHtzO/9cS1EYl6wHHKg5gOlIgEo2ilZrNX65UrbtWdg6wSLycVyNHo lb+6/YRlMVfIJDWm47kpBhOqUTDJp6VuZnhK2YgOeMdSRWNugsn81Ck5s0qfRIm2pZDM1d8TExob M45D2xlTHJplbyb+53UyjK6CiVBphlyxxaIokwQTMvub9IXmDOXYEsq0sLcSNqSaMrTplGwI3vLL q8SvVa+r3v1FpX6Tp1GEEziFc/DgEupwBw3wgcEAnuEV3hzpvDjvzseiteDkM8fwB87nD0K/jVA=< /latexit><latexit sha1_base64="116j+YFAkXU6zgcKR 5hkfJSSjLc=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWamyhDWWz3bRLN5uwOxF K6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHj0aJJMM+6zRCa 6HVLDpVDcR4GSt1PNaRxK3gpHtzO/9cS1EYl6wHHKg5gOlIgEo2ilZrNX65UrbtWdg6wSLycVyNHo lb+6/YRlMVfIJDWm47kpBhOqUTDJp6VuZnhK2YgOeMdSRWNugsn81Ck5s0qfRIm2pZDM1d8TExob M45D2xlTHJplbyb+53UyjK6CiVBphlyxxaIokwQTMvub9IXmDOXYEsq0sLcSNqSaMrTplGwI3vLL q8SvVa+r3v1FpX6Tp1GEEziFc/DgEupwBw3wgcEAnuEV3hzpvDjvzseiteDkM8fwB87nD0K/jVA=< /latexit><latexit sha1_base64="116j+YFAkXU6zgcKR 5hkfJSSjLc=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWamyhDWWz3bRLN5uwOxF K6U/w4kHFq//Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHj0aJJMM+6zRCa 6HVLDpVDcR4GSt1PNaRxK3gpHtzO/9cS1EYl6wHHKg5gOlIgEo2ilZrNX65UrbtWdg6wSLycVyNHo lb+6/YRlMVfIJDWm47kpBhOqUTDJp6VuZnhK2YgOeMdSRWNugsn81Ck5s0qfRIm2pZDM1d8TExob M45D2xlTHJplbyb+53UyjK6CiVBphlyxxaIokwQTMvub9IXmDOXYEsq0sLcSNqSaMrTplGwI3vLL q8SvVa+r3v1FpX6Tp1GEEziFc/DgEupwBw3wgcEAnuEV3hzpvDjvzseiteDkM8fwB87nD0K/jVA=< /latexit>
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sˆj0
<latexit sha1_base64="QQ3LKNmD1dBh5GkXxg80+PA45Ig=">A AAB83icdVDLSgNBEOyNrxhfUY9eBoPoKeyKoMegF48RzAOSJcxOZpMxs7PLTK8Qlv0NLx4U8erPePNvnDyE+CpoKKq66aKCRAqDrvvhF JaWV1bXiuuljc2t7Z3y7l7TxKlmvMFiGet2QA2XQvEGCpS8nWhOo0DyVjC6mvite66NiNUtjhPuR3SgRCgYRSt1u0OKmcl72d1x3itXvK o7BXF/kS+rAnPUe+X3bj9macQVMkmN6Xhugn5GNQomeV7qpoYnlI3ogHcsVTTixs+mmXNyZJU+CWNtRyGZqosXGY2MGUeB3YwoDs1PbyL +5XVSDC/8TKgkRa7Y7FGYSoIxmRRA+kJzhnJsCWVa2KyEDammDG1NpcUS/ifN06rnVr2bs0rtcl5HEQ7gEE7Ag3OowTXUoQEMEniAJ3h 2UufReXFeZ6sFZ36zD9/gvH0CWb+R3w==</latexit><latexit sha1_base64="QQ3LKNmD1dBh5GkXxg80+PA45Ig=">A AAB83icdVDLSgNBEOyNrxhfUY9eBoPoKeyKoMegF48RzAOSJcxOZpMxs7PLTK8Qlv0NLx4U8erPePNvnDyE+CpoKKq66aKCRAqDrvvhF JaWV1bXiuuljc2t7Z3y7l7TxKlmvMFiGet2QA2XQvEGCpS8nWhOo0DyVjC6mvite66NiNUtjhPuR3SgRCgYRSt1u0OKmcl72d1x3itXvK o7BXF/kS+rAnPUe+X3bj9macQVMkmN6Xhugn5GNQomeV7qpoYnlI3ogHcsVTTixs+mmXNyZJU+CWNtRyGZqosXGY2MGUeB3YwoDs1PbyL +5XVSDC/8TKgkRa7Y7FGYSoIxmRRA+kJzhnJsCWVa2KyEDammDG1NpcUS/ifN06rnVr2bs0rtcl5HEQ7gEE7Ag3OowTXUoQEMEniAJ3h 2UufReXFeZ6sFZ36zD9/gvH0CWb+R3w==</latexit><latexit sha1_base64="QQ3LKNmD1dBh5GkXxg80+PA45Ig=">A AAB83icdVDLSgNBEOyNrxhfUY9eBoPoKeyKoMegF48RzAOSJcxOZpMxs7PLTK8Qlv0NLx4U8erPePNvnDyE+CpoKKq66aKCRAqDrvvhF JaWV1bXiuuljc2t7Z3y7l7TxKlmvMFiGet2QA2XQvEGCpS8nWhOo0DyVjC6mvite66NiNUtjhPuR3SgRCgYRSt1u0OKmcl72d1x3itXvK o7BXF/kS+rAnPUe+X3bj9macQVMkmN6Xhugn5GNQomeV7qpoYnlI3ogHcsVTTixs+mmXNyZJU+CWNtRyGZqosXGY2MGUeB3YwoDs1PbyL +5XVSDC/8TKgkRa7Y7FGYSoIxmRRA+kJzhnJsCWVa2KyEDammDG1NpcUS/ifN06rnVr2bs0rtcl5HEQ7gEE7Ag3OowTXUoQEMEniAJ3h 2UufReXFeZ6sFZ36zD9/gvH0CWb+R3w==</latexit><latexit sha1_base64="QQ3LKNmD1dBh5GkXxg80+PA45Ig=">A AAB83icdVDLSgNBEOyNrxhfUY9eBoPoKeyKoMegF48RzAOSJcxOZpMxs7PLTK8Qlv0NLx4U8erPePNvnDyE+CpoKKq66aKCRAqDrvvhF JaWV1bXiuuljc2t7Z3y7l7TxKlmvMFiGet2QA2XQvEGCpS8nWhOo0DyVjC6mvite66NiNUtjhPuR3SgRCgYRSt1u0OKmcl72d1x3itXvK o7BXF/kS+rAnPUe+X3bj9macQVMkmN6Xhugn5GNQomeV7qpoYnlI3ogHcsVTTixs+mmXNyZJU+CWNtRyGZqosXGY2MGUeB3YwoDs1PbyL +5XVSDC/8TKgkRa7Y7FGYSoIxmRRA+kJzhnJsCWVa2KyEDammDG1NpcUS/ifN06rnVr2bs0rtcl5HEQ7gEE7Ag3OowTXUoQEMEniAJ3h 2UufReXFeZ6sFZ36zD9/gvH0CWb+R3w==</latexit>
di01<latexit sha1_base64="ucIleiDovLsEhKqnWvaSRiZMPPA=">AAAB7 3icdVDJSgNBEK2JW4xb1KOXxiB6CjMi6DHoxWMEs0AyDD09naRJT8/YXSOEIT/hxYMiXv0db/6NnUWI24OCx3tVVNULUykMuu6HU1haXlldK66XNj a3tnfKu3tNk2Sa8QZLZKLbITVcCsUbKFDydqo5jUPJW+HwauK37rk2IlG3OEq5H9O+Ej3BKFqpHQW5OA68cVCueFV3CuL+Il9WBeaoB+X3bpSwLOY KmaTGdDw3RT+nGgWTfFzqZoanlA1pn3csVTTmxs+n947JkVUi0ku0LYVkqi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKa M5QjSyjTwt5K2IBqytBGVFoM4X/SPK16btW7OavULudxFOEADuEEPDiHGlxDHRrAQMIDPMGzc+c8Oi/O66y14Mxn9uEbnLdPktuPpg==</latexit ><latexit sha1_base64="ucIleiDovLsEhKqnWvaSRiZMPPA=">AAAB7 3icdVDJSgNBEK2JW4xb1KOXxiB6CjMi6DHoxWMEs0AyDD09naRJT8/YXSOEIT/hxYMiXv0db/6NnUWI24OCx3tVVNULUykMuu6HU1haXlldK66XNj a3tnfKu3tNk2Sa8QZLZKLbITVcCsUbKFDydqo5jUPJW+HwauK37rk2IlG3OEq5H9O+Ej3BKFqpHQW5OA68cVCueFV3CuL+Il9WBeaoB+X3bpSwLOY KmaTGdDw3RT+nGgWTfFzqZoanlA1pn3csVTTmxs+n947JkVUi0ku0LYVkqi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKa M5QjSyjTwt5K2IBqytBGVFoM4X/SPK16btW7OavULudxFOEADuEEPDiHGlxDHRrAQMIDPMGzc+c8Oi/O66y14Mxn9uEbnLdPktuPpg==</latexit ><latexit sha1_base64="ucIleiDovLsEhKqnWvaSRiZMPPA=">AAAB7 3icdVDJSgNBEK2JW4xb1KOXxiB6CjMi6DHoxWMEs0AyDD09naRJT8/YXSOEIT/hxYMiXv0db/6NnUWI24OCx3tVVNULUykMuu6HU1haXlldK66XNj a3tnfKu3tNk2Sa8QZLZKLbITVcCsUbKFDydqo5jUPJW+HwauK37rk2IlG3OEq5H9O+Ej3BKFqpHQW5OA68cVCueFV3CuL+Il9WBeaoB+X3bpSwLOY KmaTGdDw3RT+nGgWTfFzqZoanlA1pn3csVTTmxs+n947JkVUi0ku0LYVkqi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKa M5QjSyjTwt5K2IBqytBGVFoM4X/SPK16btW7OavULudxFOEADuEEPDiHGlxDHRrAQMIDPMGzc+c8Oi/O66y14Mxn9uEbnLdPktuPpg==</latexit ><latexit sha1_base64="ucIleiDovLsEhKqnWvaSRiZMPPA=">AAAB7 3icdVDJSgNBEK2JW4xb1KOXxiB6CjMi6DHoxWMEs0AyDD09naRJT8/YXSOEIT/hxYMiXv0db/6NnUWI24OCx3tVVNULUykMuu6HU1haXlldK66XNj a3tnfKu3tNk2Sa8QZLZKLbITVcCsUbKFDydqo5jUPJW+HwauK37rk2IlG3OEq5H9O+Ej3BKFqpHQW5OA68cVCueFV3CuL+Il9WBeaoB+X3bpSwLOY KmaTGdDw3RT+nGgWTfFzqZoanlA1pn3csVTTmxs+n947JkVUi0ku0LYVkqi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKa M5QjSyjTwt5K2IBqytBGVFoM4X/SPK16btW7OavULudxFOEADuEEPDiHGlxDHRrAQMIDPMGzc+c8Oi/O66y14Mxn9uEbnLdPktuPpg==</latexit > di02<latexit sha1_base64="FPl/6c9zQljVJE4sS8k2uy91Byo=">AAAB73icdVDJSgNBEK1xjXGLevTSGERPYSYIegx68RjBLJAMQ09PJ2nS0zN21w hhyE948aCIV3/Hm39jZxHi9qDg8V4VVfXCVAqDrvvhLC2vrK6tFzaKm1vbO7ulvf2mSTLNeIMlMtHtkBouheINFCh5O9WcxqHkrXB4NfFb91wbkahbHKXcj2lfiZ5gFK3UjoJcnATVcVAqexV3CuL+Il9WGeaoB6X3bpSwLOYKmaTGdDw3RT+nGgWTfFzsZoanlA1pn3csVTTmxs+n947JsVUi0ku0LYVk qi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKaM5QjSyjTwt5K2IBqytBGVFwM4X/SrFY8t+LdnJVrl/M4CnAIR3AKHpxDDa6hDg1gIOEBnuDZuXMenRfndda65MxnDuAbnLdPlGCPpw==</latexit><latexit sha1_base64="FPl/6c9zQljVJE4sS8k2uy91Byo=">AAAB73icdVDJSgNBEK1xjXGLevTSGERPYSYIegx68RjBLJAMQ09PJ2nS0zN21w hhyE948aCIV3/Hm39jZxHi9qDg8V4VVfXCVAqDrvvhLC2vrK6tFzaKm1vbO7ulvf2mSTLNeIMlMtHtkBouheINFCh5O9WcxqHkrXB4NfFb91wbkahbHKXcj2lfiZ5gFK3UjoJcnATVcVAqexV3CuL+Il9WGeaoB6X3bpSwLOYKmaTGdDw3RT+nGgWTfFzsZoanlA1pn3csVTTmxs+n947JsVUi0ku0LYVk qi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKaM5QjSyjTwt5K2IBqytBGVFwM4X/SrFY8t+LdnJVrl/M4CnAIR3AKHpxDDa6hDg1gIOEBnuDZuXMenRfndda65MxnDuAbnLdPlGCPpw==</latexit><latexit sha1_base64="FPl/6c9zQljVJE4sS8k2uy91Byo=">AAAB73icdVDJSgNBEK1xjXGLevTSGERPYSYIegx68RjBLJAMQ09PJ2nS0zN21w hhyE948aCIV3/Hm39jZxHi9qDg8V4VVfXCVAqDrvvhLC2vrK6tFzaKm1vbO7ulvf2mSTLNeIMlMtHtkBouheINFCh5O9WcxqHkrXB4NfFb91wbkahbHKXcj2lfiZ5gFK3UjoJcnATVcVAqexV3CuL+Il9WGeaoB6X3bpSwLOYKmaTGdDw3RT+nGgWTfFzsZoanlA1pn3csVTTmxs+n947JsVUi0ku0LYVk qi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKaM5QjSyjTwt5K2IBqytBGVFwM4X/SrFY8t+LdnJVrl/M4CnAIR3AKHpxDDa6hDg1gIOEBnuDZuXMenRfndda65MxnDuAbnLdPlGCPpw==</latexit><latexit sha1_base64="FPl/6c9zQljVJE4sS8k2uy91Byo=">AAAB73icdVDJSgNBEK1xjXGLevTSGERPYSYIegx68RjBLJAMQ09PJ2nS0zN21w hhyE948aCIV3/Hm39jZxHi9qDg8V4VVfXCVAqDrvvhLC2vrK6tFzaKm1vbO7ulvf2mSTLNeIMlMtHtkBouheINFCh5O9WcxqHkrXB4NfFb91wbkahbHKXcj2lfiZ5gFK3UjoJcnATVcVAqexV3CuL+Il9WGeaoB6X3bpSwLOYKmaTGdDw3RT+nGgWTfFzsZoanlA1pn3csVTTmxs+n947JsVUi0ku0LYVk qi5O5DQ2ZhSHtjOmODA/vYn4l9fJsHfh50KlGXLFZot6mSSYkMnzJBKaM5QjSyjTwt5K2IBqytBGVFwM4X/SrFY8t+LdnJVrl/M4CnAIR3AKHpxDDa6hDg1gIOEBnuDZuXMenRfndda65MxnDuAbnLdPlGCPpw==</latexit>
Figure 2: An instance of our contrastive samples. Given an
annotated (D, Sˆ), we randomly discard a summary sentence
sˆj′ , and fill di′1 and di′2 to form the contrastive pair. di′1 has
the highest ROUGE score with sˆj′ . di′2 is randomly sampled.
Given an annotated pair (D, Sˆ), we consider that the
golden summary Sˆ is salient to construct D, and all sum-
mary sentences contain the necessary information. There-
fore, we can assume that when we delete a sentence from Sˆ
or replace it with another sentence which has different mean-
ings, some key information will lose and the salience score
is expected to drop.
Based on this assumption, we construct the negative can-
didate S2 by randomly selecting one sentence sˆj′ from the
golden summary and then replacing it with a randomly se-
lected document sentence di′2 . Sˆ is a straightforward posi-
tive candidate, but it will cause that all positive sentences are
from the summary space while the negative candidate con-
tains document sentences. Such an information asymmetry
may mislead the learning process. To this end, we obtain S1
by calculating the ROUGE (Lin 2004) scores, specifically,
the ROUGE-1 F-1 scores, between each document sentence
and the discarded sˆj′ , and then using di′1 which has the high-
est ROUGE with sˆj′ to replace it. Figure 2 gives an example.
As ROUGE is a metric of sentence similarity, we can
consider that di′1 contains similar information to sˆj′ . We do
not use the document sentence with the minimum ROUGE
score in the negative candidate. Random sampling can not
only strengthen the robustness, but also increase the diffi-
culty of distinguishing the contrastive pair, which may pro-
vide sharper training signals.
The loss function of contrastive training can be formu-
lated as
Lcon(θ) = −
(
logP (D|S1)− logP (D|S2)
)
(4)
for each (D, Sˆ) of training corpus.
Penalization Term
Let A denote the attention matrix of (D,S). We consider
that a reasonable attention should satisfy following two con-
ditions: 1) Ai is sharp, that is, the i-th document sentence
should focus on its most relevant summary sentences. 2) All
summary sentences are important and each summary sen-
tence should get attention from some document sentences.
Inspired by (Lin et al. 2017), we introduce a penalization
term to achieve both of these two goals:
Lpenal(θ) =
∣∣∣∣A>A− |D||S| I∣∣∣∣F . (5)
Here || · ||F stands for the Frobenius norm of a matrix,
the shape of A is |D| × |S| and the shape of I is |S| × |S|.
This penalization term will be minimized together with the
contrastive loss.
Because of the softmax, we have
∑|S|
i=1 Ak,i = 1 for any
valid k. We denote the element in the A>A matrix as ai,j ,
which is equal to the inner production of A:,i and A:,j .
As all elements in A is non-negative, we can draw that 1)
ai,j ≥ 0, and 2) ai,j = 0 iff. Ak,i = 0 or Ak,j = 0 for
any k. In other words, if Ak is not sharp and attends to si
and sj at the same time, then ai,j will be greater than 0. By
forcing the non-diagonal ai,j(i 6= j) to approximate 0, we
can encourage each dk to focus on summary sentences as
sharp as possible. On the other hand, we force the diagonal
of A>A to approximate |D||S| , meaning that each summary
sentence should receive nearly average attention, avoiding
that certain s is not focused on at all. To understand this intu-
itively, let’s consider that each row in A is a one-hot vector,
meaning that each document sentence attends to only one
summary sentence. Then ai,i is totally equal to the number
of received attention of si, and
∑|S|
i=1 ai,i = |D|. The diag-
onal part of our penalization term amounts to encouraging
an average division of these attention. This simple average
assumption is not accurate but is efficient to compute and is
demonstrated to be effective.
Our final loss function is:
L(θ) = Lcon + αLpenal, (6)
where α is a hyperparameter, and Lpenal is computed using
(D,S1).
Greedy Extraction
For testing, we devise a greedy extraction strategy in terms
of our well-trained channel model P (D|S), described in Al-
gorithm 1.
We iteratively extract one sentence from the document
and add it into S∗, such that P (D|S∗) is greedily maxi-
mized until the upper bound of the length of the summary
l is reached. Such a simple greedy extraction algorithm is
computationally efficient. Furthermore, it can automatically
avoid redundancy between extracted sentences, because the
salience score of S∗ will not increase if we add a redundant
sentence into S∗. Benefiting from the great potential of the
channel model, what we extract at each step must be unique
and valuable. We will further demonstrate that in our exper-
iments.
Algorithm 1 Greedy Extraction Algorithm
Input: document D = {d1, d2, ..., d|D|} , a well-pretrained
channel model P (D|S), expected summary length l
Output: optimal summary S∗
S∗ ← {}
while |S∗| < l do
d, p← nil, 0
for di ∈ D − S∗ do
pi ← P (D|S∗ ∪ {di}) according to Formula 3
if pi > p then
d, p = di, pi
end if
end for
S∗ = S∗ ∪ {d}
end while
Resort S∗ based on the order in D
return S∗
In Algorithm 1 we exclude S∗ from D at each step be-
cause we observed some “magic sentence”s in experiments.
That is, after a document sentence dmagic is extracted into
S∗, appending any other di, i 6= magic into S∗ will lead to a
decrease of P (D|S∗), and thus dmagic will be repeatedly se-
lected as it can hold that probability. We guess it is because
dmagic is much more salient than other di, and appending
other di into S∗ will “distract” the channel attention.
Using this greedy extraction strategy, we can produce an
extracted summary containing l sentences for any given in-
put document.
Experiments
Datasets
We evaluate our model on two datasets: CNN/Daily
Mail (Hermann et al. 2015; Nallapati et al. 2016; See,
Liu, and Manning 2017; Hsu et al. 2018) and DUC 2007.
The CNN/Daily Mail dataset contains news stories in CNN
and Daily Mail websites and corresponding human-written
highlights as summaries. This dataset has two versions:
anonymized, which replaces named entities by special to-
kens, and non-anonymized, which preserves the raw texts.
We follow (Hsu et al. 2018) and obtain the non-anonymized
version of this dataset which has 287,113 training pairs,
13,368 validation pairs, and 11,490 test pairs.
DUC 2007 is a multiple-document dataset containing 45
topics, and each topic corresponds to 25 relevant documents
and 4 summary annotations. We concatenate multiple docu-
ments in the same topic to obtain a single-document test set
whose size is 45. After training on CNN/Daily Mail, we use
DUC 2007 dataset as an additional out-of-domain test set, to
compare the robustness of different models.
Implementation Details
For preprocessing, we lower all document and summary sen-
tences, replace numbers with a placeholder “〈zero〉” and re-
move sentences containing less than 4 words. We set the vo-
cabulary size to 50k and replace low-frequency words with
a special token “〈unk〉”.
For the model, we set the dimension of the word embed-
ding to 300, and the GRU hidden dimension to 1024. We use
a 3-layered MLP to calculate P (di|S) in Formula 2, which
consists of 3 linear layers, 2 ReLU layers and an output sig-
moid layer. We use dropout (Srivastava et al. 2014) with
probability 0.3 after the word embedding layer and before
the first layer of the MLP.
For the training and hyperparameters, we init our word
embeddings using GloVe (Pennington, Socher, and Manning
2014) pretrained vectors and then finetune them in our task.
We use Adam (Kingma and Ba 2014) optimizer with a fixed
learning rate of 1e-5 to train our model. We set the weight
of the penalization term α = 0.001. When extracting sen-
tences, we fix the number of target sentences (i.e., l in Al-
gorithm 1) to 3. The implementation is made publicly avail-
able.4
Evaluation
For CNN/Daily Mail experiments, we use the full-length
Rouge F1 metric (Lin 2004). For DUC 2007, we use lim-
ited length Rouge recall at 75 bytes and 275 bytes. We re-
port the scores from Rouge-1, Rouge-2, and Rouge-L, which
are computed using the matches of unigrams, bigrams, and
longest common subsequences respectively, with the ground
truth summaries.
Baselines
Our extractive baselines include: lead-3 (See, Liu, and Man-
ning 2017), SummaRuNNer (Nallapati, Zhai, and Zhou
2017), Refresh (Narayan, Cohen, and Lapata 2018), SWAP-
NET (Jadhav and Rajan 2018), and rnn-ext+RL (Chen and
Bansal 2018).
We also compare our performance with state-of-the-
art abstractive baselines, including PointerGenerator (See,
Liu, and Manning 2017), ML+RL+intra-attention (Paulus,
Xiong, and Socher 2017), controlled (Fan, Grangier, and
Auli 2017), and inconsistency loss (Hsu et al. 2018).
For further analyses such as out-of-domain test, we select
the 3 most representative approaches, SummaRuNNer, Re-
fresh, and PointerGenerator , as the baselines. SummaRuN-
Ner predicts a binary label for each document sentence, in-
dicating whether it is extracted. Refresh learns to rank sen-
tences using reinforcement learning and then directly ex-
tracts the top-k. PointerGenerator, which is built on the
sequence-to-sequence (seq2seq) framework, is one of the
most typical abstractive summarizers.
Results
Results on CNN/Daily Mail
Table 2 shows the performance comparison between
our DeepChannel and state-of-the-art baselines on the
CNN/Daily Mail dataset using full-length Rouge F-1 as
the metric. We can see that DeepChannel performs better
than or at least on par with state-of-the-art models. Besides
DeepChannel, there are two approaches achieving more than
4https://github.com/lliangchenc/
DeepChannel
41.0 Rouge-1 scores: SWAP-NET and rnn-ext + RL. SWAP-
NET combines the word-level extraction and the salient
sentence selection, such a fine-grained extraction brings it
great performance gain. The other one, rnn-ext + RL, ben-
efits from directly regarding Rouge scores as reward sig-
nals in the reinforcement learning. Our model has much
simpler structures than them but can still achieve compa-
rable performance. Moreover, due to the simple structure,
our model converges very fast. To obtain the results in Ta-
ble 2, DeepChannel only needs to be trained one epoch on
CNN/Daily Mail training set, taking about four hours with
an Nvidia GTX 1080Ti GPU.
Method Rouge-1 Rouge-2 Rouge-L
Extractive
lead-3 40.34 17.70 36.57
SummaRuNNer 39.60 16.20 35.30
Refresh 40.00 18.20 36.60
SWAP-NET 41.60 18.30 37.70
rnn-ext + RL 41.47 18.72 37.76
DeepChannel 41.50 17.77 37.62
Abstractive
PointerGenerator 39.53 17.28 36.38
ML+RL+intra-attention 39.87 15.82 36.90
controlled 39.75 17.29 36.54
inconsistency loss 40.68 17.97 37.13
Table 2: Performance on CNN/Daily Mail test set using the
full length Rouge F-1 score.
Results on DUC 2007
Rouge-1 Rouge-2 Rouge-L
75 bytes
SummaRuNNer 18.32 4.57 12.96
PointerGenerator 13.74 2.49 10.97
Refresh 18.39 5.04 14.85
DeepChannel 19.53 5.12 15.88
275 bytes
SummaRuNNer 27.06 6.09 6.49
PointerGenerator 23.93 4.70 5.98
Refresh 26.80 6.30 6.66
DeepChannel 28.85 6.86 6.80
Table 3: Performance on DUC 2007 dataset using the lim-
ited length recall variants of Rouge. The upper section are
results at 75 bytes, and the lower are results at 275 bytes.
DeepChannel outperforms other baselines stably, indicating
that it is more robust for the out-of-domain application.
To compare the robustness of models, we conducted out-
of-domain experiments by training models on CNN/Daily
Mail training set while evaluating on DUC 2007 dataset.
Table 3 shows the limited length Rouge recall scores at
75 bytes and 275 bytes. We can see that DeepChannel ob-
tains Rouge-1 score of 19.53 at 75 bytes and 28.85 at 275
bytes, stably and significantly better than other three base-
lines, demonstrating the strong robustness of our model.
It is worth noting that PointerGenerator, a seq2seq based
abstractive approach, suffers performance drop by a large
margin when transferred to the out-of-domain dataset. After
being trained on CNN/Daily Mail training set, it performs
on par with SummaRuNNer and Refresh when testing on
CNN/Daily Mail test set (Table 2), while worse a lot on DUC
2007. We consider that the seq2seq summarization systems
are more easily to suffer from the overfitting problem as they
attempt to memorize as many details (i.e., learn to decode
each word) of the training data as possible.
Results on Reduced CNN/Daily Mail
Rouge-1 Rouge-2 Rouge-L
1/10 (28,711 training samples)
SummaRunner 35.95 15.87 32.38
PointerGenerator 34.32 11.82 31.54
Refresh 36.30 14.56 33.06
DeepChannel 40.49 17.07 36.59
1/100 (2,871 training samples)
SummaRunner 35.44 15.50 31.88
PointerGenerator 28.57 6.28 25.90
Refresh 36.05 14.23 32.79
DeepChannel 39.41 16.15 35.64
Table 4: Performance when training on reduced CNN/Daily
Mail training set. The full-length Rouge F-1 scores on
CNN/Daily Mail test set are reported. The two sections are
results of 1/10 and 1/100 respectively. Our model can obtain
high scores even with only 1/100 training samples, while
other baselines, especially the seq2seq-based PointerGener-
ator, suffer a significant performance degradation on reduced
training set.
We reduced the size of the training set to explore the data
efficiency of different models. We conducted two experi-
ments, respectively preserving 1/10 (28,711 pairs) and 1/100
(2,871 pairs) samples of the CNN/Daily Mail training set.
Models were trained on the reduced training set and eval-
uated on the original test set. Table 4 shows the performance
of different models, using full-length Rouge F-1 as the mea-
surement.
We can see that being trained on merely 2,871 train-
ing samples, our DeepChannel can still achieve a good
Rouge score, just slightly lower than the score obtained on
the complete training set. In contrast, the Rouge score of
SummaRunner, Refresh, and especially PointerGenerator,
all suffer a drastic drop on the reduced training set. When
the fraction reduces from 1/10 to 1/100, PointerGenerator’s
Rouge-1 F1 score drops sharply, i.e., from 34.32 to 28.57.
We think it is due to the same reason as why PointerGen-
erator performs badly on DUC 2007. The seq2seq structure
attempts to learn all details of the training set, leading to a
more serious overfitting problem when the number of train-
ing samples is limited. Attributed to our salient estimation,
DeepChannel has strong generalization ability and can learn
from a very small training set and avoid overfitting to a great
extent.
Influence of the Penalization Term
We set α — the weight of the penalization term — to 0.001
in our experiments. In Table 6 we show results of different α
Document: Rutgers University has banned fraternity and
sorority house parties at its main campus in New
Brunswick, New Jersey, for the rest of the spring semester
after several alcohol-related problems this school year, in-
cluding the death of a student. The probation was decided
last week but announced by the university Monday. ’Rut-
gers takes seriously its ... university said in a statement. Last
month, a fraternity was shut down because of an underage
drinking incident in November in which a member of Sigma
Phi Epsilon was taken to a hospital after drinking heavily at
the fraternity house. Rutgers University has banned fraternity
and sorority house parties at its main campus for the rest of the
spring semester after several alcohol-related problems ......
Gold Summary: Rutgers University has banned fraternity and
sorority house parties at its main campus for the rest of the
spring semester. The probation was decided last week, but the
school announced the move on Monday. 86 recognized fra-
ternities and sororities will be allowed to hold spring formals
and other events where third-party vendors serve alcohol. Last
month, a fraternity was shut down because of an underage
drinking incident in November. A member of Sigma Phi Ep-
silon was taken to a hospital after drinking heavily at the fra-
ternity house during the incident. In September, a 19-year-old
student, Caitlyn Kovacs, died of alcohol poisoning after attend-
ing a fraternity party.
Document: ...... are not as kind on the body as they purport to be.
Investigators found that a number of flavors were labeled
’healthy’ - brimming with fiber, protein and antioxidants,
while being low in fat and sodium. However, upon closer in-
spection, it was found that ’none of the products met the
requirements to make such content claims’ and were in fact
’misbranded’. Mislabeled? The FDA has ruled that KIND bars
are not as kind on the body as they purport to be. Indeed, Daily
Mail Online calculated that one KIND bar flavor - not in-
cluded in the FDA investigation - contains more calories, fat
and sodium than a Snickers bar. A 40g Honey Smoked BBQ
KIND Bar ......
Gold Summary: FDA Investigators found that a number of fla-
vors were labeled ’healthy’ - brimming with fiber and antioxi-
dants, while being low in fat and sodium. However, upon closer
inspection it was found that ’none of the products met the re-
quirements to make such content claims’. Daily Mail Online
calculated that one KIND bar flavor - not included in the FDA
investigation - contains more calories and fat than a Snickers
bar. New York University nutritionist, Marion Nestle, likened
KIND bars to candy
Table 5: Example documents and gold summaries from
CNN/Daily Mail test set. The sentences chosen by
DeepChannel for extractive summarization are highlighted
in bold, and the corresponding summary sentences which
have equivalent semantics are underlined.
α Rouge-1 Rouge-2 Rouge-L
0 40.89 17.21 37.08
0.001 41.50 17.77 37.62
0.01 41.30 17.75 37.43
0.1 40.49 17.23 36.65
Table 6: Performance on CNN/Daily Mail test set with dif-
ferent weights of the penalization term.
values, to illustrate why we choose 0.001. When we remove
the penalization term (that is, α = 0), rouge scores drop a
lot as the model cannot learn a reasonable attention without
regularization. We will show qualitative cases for further ex-
planation. On the other hand, the performance will degrade
with too high penalization weights, such as α = 0.1, as it
will cause unstable training of contrastive loss.
Qualitative Analyses
We show qualitative results to demonstrate that our model
can successfully extract salient sentences. Table 5 gives two
examples from CNN/Daily Mail test set. Our extracted three
sentences are marked in bold text, and corresponding equiv-
alent summary sentences are marked with underlines. We
can see that DeepChannel can indeed find the most salient
sentences from the document. Besides, the redundant sen-
tences are automatically avoided in our extractive results,
which is attributed to the good property of the channel prob-
ability and our greedy strategy.
d[0] It looks like an ordinary forest, with moss climbing up the walls 
and brown leaves covering the floor.
d[1] The amazing illusion is the work of German body-painting artist 
Joerg Duesterwald, who spent hours painting his model so she would 
blend in with her surroundings.
d[2] The stunning set of pictures was taken in a forest in Langenfeld, 
Germany, yesterday.
d[3] The temperature was thought to be between 10 to 15 degrees 
during the shoot. Above, the model curls herself into the shade of the
rockface
s[0] s[1]
Figure 3: Example of attention heatmap between document
sentences (rows) and gold summary sentences (columns).
s[0]: The illusion is the work of German body-painting artist
Joerg Duesterwald, who spent hours painting his model.
s[1]: Stunning set of pictures was taken in front of a rockface
in a forest in Langenfeld, Germany, yesterday. Best viewed
in color.
d[0] It looks like an ordinary forest, with moss climbing up the walls 
and brown leaves covering the floor.
d[1] The amazing illusion is the work of German body-painting artist 
Joerg Duesterwald, who spent hours painting his model so she would 
blend in with her surroundings.
d[2] The stunning set of pictures was taken in a forest in Langenfeld, 
Germany, yesterday.
d[3] The temperature was thought to be between 10 to 15 degrees 
during the shoot. Above, the model curls herself into the shade of the
rockface
s[0] s[1]
Figure 4: Heatmap when removing the penalization term.
We can see s[0] does not receive attention at all. Best viewed
in color.
Figure 3 shows an example of attention heatmap, where
each row corresponds to a document sentence and each col-
umn corresponds to a sentence of the gold summary. We
can see that our model can successfully learn high attention
scores for sentence pairs which have relevant semantics.
We also display the heatmap of the same document in the
case of removing the penalization term during training (Fig-
ure 4). We can see that all document sentences focus on s[1],
while s[0] does not receive attention at all. Our proposed pe-
nalization term can make sure that no summary sentence is
left out.
Conclusions and Future Work
We propose DeepChannel, consisting of a deep neural
network-based channel model and an iterative extraction
strategy, for extractive document summarization. Experi-
ments on CNN/Daily Mail demonstrate that our model per-
forms on par with state-of-the-art summarization systems.
Furthermore, DeepChannel has three significant advantages:
1) strong robustness to domain variations; 2) high data effi-
ciency; 3) high interpretability.
For future work, we will consider more fine-grained, i.e.,
word-level, attention and extraction mechanisms. Besides,
we will try to take the language model P (S) into account,
to reflect the influence and coherence between adjacent sen-
tences.
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