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The problems presented in this thesis were motivated by the study of a Rubio de
Francia operator for iterated Fourier integrals associated to arbitrary intervals.
This further led to vector-valued estimates for the bilinear Hilbert transform
BHT . The vector spaces can be iterated lp or Lp spaces, and whenever all these
are locally in L2, we recover the BHT range. This is illustrated in Chapter 4.
The methods of the proof apply for paraproducts as well, as seen in Chapter
5. We prove boundedness of vector-valued paraproducts, within the same range
as scalar paraproducts.
In Chapter 6, we present a few consequences: the boundedness of the ini-
tial Rubio de Francia operator for iterated Fourier integrals, the boundedness
of tensor products of n paraproducts and one BHT in Lp spaces, and new esti-
mates for tensor products of bilinear operators in Lp spaces with mixed norms.
Since paraproducts act as mollifiers for products of functions, possibly the most
important application is a new Leibniz rule in mixed norm Lp spaces.
A Rubio de Francia theorem for paraproducts is described in Chapter 3. The
approach is completely different from the more abstract vector-valued method,
and it is an instance where maximal paraproducts appear.
Finally, in Chapter 7 we employ our methods for re-proving vector-valued
Carleson operator estimates, as well as estimates for the square function. As
opposed to the Caldero`n-Zygmund decomposition which yields L1 → L1,∞ esti-
mates, our “localization” method is useful for proving Lp → Lp, when p ≥ 2. In
both cases, the general result follows by duality.
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CHAPTER 1
INTRODUCTION
While studying mixed Lp AKNS systems, the following operator, resembling
Rubio de Francia’s Square Function, appeared in a natural way:
Tr( f , g)(x) =

N∑
k=1
∣∣∣ ∫
ak<ξ1<ξ2<bk
fˆ (ξ1)gˆ(ξ2)e2piix(ξ1+ξ2)dξ1dξ2
∣∣∣r

1
r
. (1.1)
Here r ≥ 1, and the intervals [ak, bk] are arbitrary. The similarity with Rubio de
Francia’s operator
F 7→

N∑
k=1
∣∣∣ ∫
ak<ξ<bk
Fˆ(ξ)e2piixξdξ
∣∣∣2

1
2
consists in the taking of Fourier projections associated with arbitrary intervals.
For this reason, we refer to Tr as a Rubio de Francia operator for iterated Fourier
integrals. The condition ak < ξ1 < ξ2 < bk points towards a vector-valued Bilinear
Hilbert Transform (BHT in short), where:
BHT ( f , g)(x) =
∫
ξ1<ξ2
fˆ (ξ1)gˆ(ξ2)e2piix(ξ1+ξ2)dξ1dξ2.
This operator is interesting in many respects: it is an example of a bilinear oper-
ator which is not a multi-linear Caldero´n-Zygmund operator, it is modulation-
invariant (in the sense that |BHT (e2piiax · f , e2piiax ·g)| = |e2pii2axBHT ( f , g)|), its symbol
sgn(ξ1 − ξ2) is singular along a line. So far, it is known that BHT : Lp × Lq → Ls
for any 1 < p, q ≤ ∞, given that 1
p
+
1
q
=
1
s
and
2
3
< s < ∞. Whether this is true
for
1
2
< s ≤ 2
3
is still an open problem.
Returning to our initial motivation, we define AKNS systems as systems of
differential equations of the form
u′ = iλDu + Au (1.2)
1
where u = [u1, . . . , un]t is a vector valued function defined on R, D is a diagonal
n × n matrix with real and distinct entries d1, d2, . . . dn, and A =
(
a jk(·)
)n
j,k=1
is a
matrix valued function defined on R, and so that a j j ≡ 0 for all 1 ≤ j ≤ n.
The so-called spectral parameter λ becomes the input of our function, and we
are interested in Lp estimates for uλ. For example, we want to know if
‖uλj‖∞ < ∞ for a. e. λ and all 1 ≤ j ≤ n,
under the weakest possible assumptions; we only require the entries of the po-
tential matrix A to be integrable in some Lp spaces:
a jk(·) ∈ Lp jk(R), for all 1 ≤ j, k ≤ n, j , k.
In the case of an upper triangular matrix A, this problem reduces to estimating
in Lp expressions of the form∫
x1<...<xn<y
f1(x1) . . . fn(xn)eiλ(α1x1+...+αnxn)dx1 . . . dxn. (1.3)
Define
C˜αn ( f1, f2, . . . , fn) (λ) := sup
y
∫
x1<...<xn<y
f1(x1) . . . fn(xn)eiλ(α1x1+...+αnxn)dx1 . . . dxn
where for all k, αk , 0, and the functions fk are entries of the original matrix A(
and so fk ∈ Lpk). It was proved by Christ and Kiselev [18], [19], [17] that C˜αn is a
bounded operator:
‖C˜αn ( f1, . . . , fn) ‖sn .
n∏
k=1
‖ fk‖pk
for 1 ≤ pk < 2, and 1sn = 1p′1 + . . .+
1
p′n
. They only deal with the case f1 = . . . = fn = f ,
and hence p1 = . . . = pn, but the ideas of the proof for the more general case are
the same.
2
On the other hand, if we regard the entries fk as the Fourier transforms of
some other functions hk, the previous expression becomes equivalent to
sup
N
|
∫
x1<...<xn<N
hˆ1(x1) . . . hˆn(xn)eiλ(α1x1+...+αnxn)dx1 . . . dxn| (1.4)
denoted Cαn (h1, . . . , hn)(λ). For n = 1, this is exactly the Carleson operator, while
n = 2 corresponds to the Bi-Carleson operator of [15], both of which were proved
to be bounded operators (with the remark that for the Bi-Carleson, the αks need
to satisfy some non-degeneracy condition):
‖Cα2 (h1, h2)‖s2 . ‖h1‖p1‖h2‖p2
for 1 < p1, p2 ≤ ∞, 1s2 =
1
p1
+
1
p2
, and 23 < s2 < ∞.
The upper-triangular AKNS problem is fully answered for entries in Lpi
spaces with 1 ≤ pi < 2, by estimating C˜αn , and partially for entries in Lpi spaces
with 1 ≤ pi ≤ 2, by estimating Cαn . Questions regarding iterated integrals, and
especially iterated Fourier integrals turned out to be related to several other
multilinear operators studied in time-frequency analysis as presented in [16],
[21].
We therefore became interested in studying the mixed problem:
sup
y
∫
R
f11(x11) . . . f1n1 (x1n1 )gˆ11(ξ11) . . . gˆ1m1 (ξ1m1 ) . . . f21(x21) . . . f2n2 (x2n2 )gˆl1(ξl1) . . . gˆlml (ξlml )dx
where R = {x11 < . . . x1n1 < ξ11 < . . . ξ1m1 < . . . < x21 < . . . x2n2 < . . . ξl1 < ξlml}. This
is a hybrid of the Cαns and C˜αms.
The simplest of these operators, where sup is dropped, is
M( f1, f2, g)(ξ) =
∫
x1<x2<x3
fˆ1(x1) fˆ2(x2)g(x3)e2piiξ(x1+x2+x3)dx1dx2dx3, (1.5)
where f1 ∈ Lp1 , f2 ∈ Lp2 , 1 < p1, p2 < ∞, and g ∈ Lp with 1 < p < 2.
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The techniques used by Christ and Kiselev for proving the boundedness of
C˜αn are based on a dyadic filtration associated to one of the functions. This in-
volves a structure on R similar to that of the dyadic mesh: on every level of the
filtration, one has a partition of R, and passing to the next level of the filtration
means refining the previous partition. We want to use g in order to obtain this
structure and for simplicity we assume ‖g‖p = 1. Define the function
ϕ(x) =
∫ x
−∞
|g(y)|pdy.
Its image is the unit interval [0, 1], and the filtration will consist of pre-images
through ϕ of the collectionD of dyadic intervals in [0, 1]. Because ϕ is increasing,
whenever x2 < x3 we have 0 ≤ ϕ(x2) ≤ ϕ(x3) ≤ 1. Hence there exists a unique
dyadic interval ω ⊂ [0, 1] so that ϕ(x2) is contained in the left half of ω, which we
denote ωL, while ϕ(x3) is contained in the right half ωR. To simplify notation, we
identify ϕ−1(ω) with ω.
Then the operator M can be written as∑
ω∈D
∫
x1<x2
x2∈ωL,x3∈ωR
fˆ1(x1) fˆ2(x2)g(x3)e2piiξ(x1+x2+x3)dx1dx2dx3 =
=
∑
ω
∫
x1<x2,x1,x2∈ωL
x3∈ωR
fˆ1(x1) fˆ2(x2)g(x3)e2piiξ(x1+x2+x3)dx1dx2dx3+ (1.6)
+
∑
ω
∫
x1<L(ωL),x2∈ωL
x3∈ωR
fˆ1(x1) fˆ2(x2)g(x3)e2piiξ(x1+x2+x3)dx1dx2dx3. (1.7)
Here L(ωL) denotes the left endpoint of the interval ωL. We call the operator
in (1.6) M1 and the one in (1.7) M2. The first term M1 accounts for the occurrence
of arbitrary intervals (they are in fact ϕ−1(ωL)), and this combined with Ho¨lder’s
inequality motivates the initial operator
Tr( f , g)(x) =

N∑
k=1
∣∣∣ ∫
ak<ξ1<ξ2<bk
fˆ (ξ1)gˆ(ξ2)e2piix(ξ1+ξ2)dξ1dξ2
∣∣∣r

1
r
.
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In section 6.1 we will show how both M1 and M2 are bounded operators:
M1 : Lp1 × Lp2 × Lp → Lq provided 1 < p < 2 and 1p1 +
1
p2
+
1
p′
=
1
q
while
M2 : Lp1 × Lp2 × Lp → Lq provided 1 < p < 2, 1p2 +
1
p′
< 1 and
1
p1
+
1
p2
+
1
p′
=
1
q
.
Overall, their sum will be a bounded operator from Lp1 × Lp2 × Lp to Lq provided
1 < p < 2,
1
p2
+
1
p′
< 1 and
1
p1
+
1
p2
+
1
p′
=
1
q
.
This was the initial motivation for Tr and vector-valued BHT operators. In
[14], Silva gives a partial results for the boundedness of vector-valued BHT ;
namely, for
4
3
< r < 4,
∥∥∥∥ ∑
k
∣∣∣BHT ( fk, gk)∣∣∣r1/r ∥∥∥∥s . ∥∥∥∥
∑
k
∣∣∣ fk∣∣∣r11/r1 ∥∥∥∥p · ∥∥∥∥
∑
k
∣∣∣gk∣∣∣r21/r2 ∥∥∥∥q, (1.8)
where
1
r1
+
1
r2
=
1
r
. The range of the above operator is most often smaller than
that of BHT , and depends implicitly on r1, r2, and r.
Even though it is not obvious from the formulation, these results extend to
the case when one of the r1, r2, and r is in the interval
(
4
3
, 4
)
, and this gives an
answer for the boundedness of T1, but not for Tr in general. One of the main
results of this thesis is the extension of estimates such as (1.8) for any tuple
(r1, r2, r) satisfying
1
r1
+
1
r2
=
1
r
. Moreover, we give an explicit description of the
range. Many other applications inspired by the method of the proof follow.
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CHAPTER 2
PRELIMINARIES
2.1 Maximal Operators, Singular Integrals, Square Functions
We will be using the following notation: A . B for A ≤ C · B, where C is some
constant, independent on the quantities A and B. A  B means that A is much,
much smaller that B. 〈t〉 := √1 + t2, the so-called Japanese bracket, ensures that
the quantity 〈t〉 is comparable to |t|, but it is never 0.
A dyadic interval is one of the form
[
2kn, 2k(n + 1)
]
, where k, n ∈ Z. Any two
dyadic intervals are either disjoint or one of them is contained inside the other
one. The mesh of dyadic intervals is denoted byD.
Definition 1. Let {φI}I be a family of bump functions associated to the collection of
dyadic intervals I.
We say that {φI}I is lacunary if each φˆI is supported on some ω of length ∼ |I|−1,
and so that dist (ω, 0) ∼ |ω|. That is,
supp φˆI ⊆
[
− 4|I| ,−
1
4|I|
]
∪
[
1
|4I| ,
4
|I|
]
.
A non-lacunary family of bump functions {φI}I is so that
supp φˆI ⊆
[
− 4|I| ,
4
|I|
]
.
For a lacunary family we adopt the notation {ψI}I , while for a non-lacunary family we
prefer {ϕI}I .
For any 0 < p < ∞, let
‖ f ‖p :=
(∫
R
| f (x)|pdx
)1/p
(2.1)
6
and Lp := { f : R→ C : ‖ f ‖p < ∞}. If 1 ≤ p ≤ ∞, Lp is a Banach space and ‖ · ‖p is a
norm. For 0 < p < 1, Lp is a quasi-Banach space and ‖ · ‖p is a quasi-norm.
‖ f ‖∞ := sup
E
sup
x∈R\E
| f (x)|,
where E ranges over sets of measure 0. L∞(R, ‖ · ‖∞) is a Banach space, and it is
the dual of L1(R). However, its dual is not L1(R).
Later on, we will prove some results in Lp spaces with mixed norms. These are
Lp1x1 L
p2
x2 . . . L
pM
xM with the norm:
‖ f ‖p1p2...pM := ‖ f ‖Lp1x1 ...LpMxM := ‖ ‖ f (x1, . . . , xM)‖Lp1x1 ‖LpMxM .
So the left-most index corresponds to the inner-most norm, in our notation.
These spaces and appropriate interpolation methods were introduced in [1], and
they appear naturally in the study of differential equations which are space and
time dependent.
Definition 2. The distribution of a function f : R→ C is defined to be
d f (λ) :=
∣∣∣{x : | f (x)| > λ}∣∣∣.
Using the distribution function, we can define weak Lp spaces. For 0 < p < ∞,
‖ f ‖p,∞ := sup
λ>0
λ
∣∣∣{x : | f (x)| > λ}∣∣∣1/p = sup
λ>0
λd f (λ)1/p. (2.2)
Then Lp,∞ := { f : ‖ f ‖p,∞ < ∞} is a quasi-Banach space for any 0 < p < ∞. Also,
L∞,∞ coincides with the regular L∞ space.
Remark 1. (i) For any 0 < p < ∞,∣∣∣{x : | f (x)| > λ}∣∣∣ ≤ 1
λp
‖ f ‖pp. (2.3)
This is sometimes referred to as Chebyshev’s inequality. An immediate conse-
quence is that Lp ⊆ Lp,∞.
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(ii) Due to Fubini’s theorem, there is a way of expressing ‖ f ‖p using the distribution
function:
‖ f ‖pp := p
∫ ∞
0
λp−1d f (λ)dλ.
(iii) Weak Lp spaces are suitable for interpolation, as seen in the Marcinkiewicz in-
terpolation theorem. Furthermore, many of the singular integral operator in har-
monic analysis are not bounded from L1 to L1, but rather from L1 to L1,∞.
Definition 3. The maximal operator is defined as
M f (x) := sup
x∈B
1
|B|
∫
B
| f (y)|dy, (2.4)
where supremum ranges over all open balls B ⊂ Rd, containing x.
ThenM : Lp → Lp for any 1 < p ≤ ∞. M : L1 6→ L1, butM : L1 → L1,∞.
Remark 2. Alternatively, one can define a centered maximal operator
M˜ f (x) = sup
r>0
1
|B(x, r)|
∫
B(x,r)
| f (y)|dy.
The two definitions are equivalent, in the sense that M˜ f (x) ≤ M f (x) ≤ cM˜ f (x) for
any x ∈ Rd.
Definition 4. Let Φ be a Schwartz function with
∫
R
Φ(x)dx = 1, and denote Φk(x) =
2kΦ(2kx). Then
sup
k∈Z
| f ∗ Φk(x)| ≤ CM f (x).
The LHS is an example of a maximal operator obtained by convoluting with an approx-
imation of the identity.
Remark 3. We can relax the assumptions on Φ. Following [28], it is sufficient for Φ
to be integrable, decrease “ at a sufficient uniform rate at infinity”, and
∫
Φdx = 1.
These conditions will guarantee Lp → Lp boundedness of the convolution maximal
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operator, for 1 < p < ∞. The L1 → L1,∞ boundedness requires Φ to satisfy a Dini type
condition, but we will not dwell on this aspect.
In section 4.13, we will deal with functions Φ that decay like
1
(1 + |x|)1+α at infinity,
where 0 < α < 1. In that case, f 7→ sup
k
| f ∗ Φk| is bounded on Lp, for 1 < p < ∞.
Another extremely important variant of the maximal operator is the shifted
maximal operator
Mn f (x) := sup
x∈I
1
|I|
∫
R
| f (y)|χ˜In(y)dy,
where In := I + n|I| is the shift of the interval I n units to the right(if n is positive),
or n units to the left(if n is negative). Then Mn is a bounded operator, and the
fact that the intervals are shifted is reflected in the operatorial norm:
Theorem 1 (Thm. 4.5 in [6]). For any integer n, the shifted maximal operatorMn is
bounded on every Lp space, with 1 < p < ∞. Mn is also bounded from L1 to L1,∞, with
operatorial norm of the type O(log〈n〉):
‖Mn( f )‖p . log〈n〉‖ f ‖p, and ‖Mn( f )‖1,∞ . log〈n〉‖ f ‖1.
2.1.1 Square Functions
We begin by introducing a very special partition of unity. Let φ be a Schwartz
function so that φˆ(ξ) ≡ 1 on |ξ| ≤ 1
2
, and φˆ is supported in |ξ| ≤ 1. First, note that
ψˆ(ξ) := φˆ(
ξ
2
) − φˆ(ξ)
is supported in the region
1
2
≤ |ξ| ≤ 2. Define ψk so that ψˆk(ξ) = ψˆ( ξ2k ); then
ψˆk(ξ) = φˆ(
ξ
2k
) − φˆ( ξ
2k−1
)
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is supported in the shell 2k−1 ≤ |ξ| ≤ 2k+1, and most importantly,
∑
k
ψˆk(ξ) = 1, for all ξ ∈ Rd. (2.5)
This implies that
f =
∑
k
f ∗ ψk(x) for all x ∈ Rd.
Notation 1. The map f 7→ f ∗ ψk, denoted Pk, is the Fourier projection onto the shell
2k−1 ≤ |ξ| ≤ 2k+1. Similarly, f 7→ f ∗ φk, denoted Qk, is the Fourier projection onto the
ball |ξ| ≤ 2k.
Definition 5. The Littlewood-Paley square function is defined by
S f (x) =
∑
k∈Z
∣∣∣ f ∗ ψk(x)∣∣∣21/2 = ∑
k∈Z
∣∣∣Pk f (x)∣∣∣21/2 .
Theorem 2. For any 1 < p < ∞, there exists a constant C > 0 so that
C−1‖ f ‖Lp(Rd) ≤ ‖S f ‖Lp(Rd) ≤ C‖ f ‖Lp(Rd).
In other words, the Lp norm of S f and the Lp norm of f are equivalent.
Also, S : L1 → L1,∞.
Though apparently similar, the square function with sharp cutoffs
Ssharp( f )(x) =
∑
k∈Z
∣∣∣ f ∗ 1ˇ{2k−1≤|ξ|<2k}∣∣∣21/2
is bounded on Lp(Rd)→ Lp(Rd) only in the case d = 1. This fails for d ≥ 2 because
the ball multiplier does not define a bounded operator, as shown in [8].
However, in the case d = 1, Ssharp : Lp → Lp and Ssharp : L1 → L1,∞. We
will be mainly dealing with the one dimensional case. For d = 1, there exists a
discretized version of this theorem, that will be used throughout the thesis.
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Theorem 3. Let I be a family of dyadic intervals to which we associate a family of
functions (ϕI)I∈I. Each ϕI has the property that its Fourier transform ϕˆI is supported on
±
[
1
|I| ,
2
|I|
]
, and is ≡ |I|1/2 on 9
10
[
1
|I| ,
2
|I|
]
. Define
S( f )(x) :=
∑
I∈I
|〈 f , ϕI〉|2
|I| 1I(x)
1/2 .
Then S : Lp → Lp for any 1 < p < ∞, and L1 → L1,∞, with the operatorial norm
independent on the collection of dyadic intervals I.
Other related discrete square functions will be presented in section 7.1.
There is also a shifted square function operator
Sn f (x) :=
∑
I∈I
|〈 f , φIn〉|2
|I| 1I(x)
1/2 ,
for which we have:
Theorem 4 (Thm. 4.6 in [6]). For any integer n ∈ Z, we have
‖Sn( f )‖p . log〈n〉‖ f ‖p, and ‖Sn( f )‖1,∞ . log〈n〉‖ f ‖1.
2.1.2 Rubio de Francia’s Square Function
A natural question is whether something similar to the Littlewood Paley sharp
square function holds for arbitrary projections in frequency, not only
[
2k−1, 2k
]
.
More exactly, let (Ik)k = ([ak, bk])k be an arbitrary family of intervals in R. We
define Rubio de Francia’s square function by
RF( f )(x) =
∑
k
| f ∗ 1ˇIk(x)|2
1/2 = ∑
k
|PIk f |2
1/2 ,
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where PIk f = F −1( fˆ · 1Ik) is the Fourier projection onto the interval Ik. For the
case of arbitrary intervals, we have the following, apparently dual(at least in the
case 1 < q), results:
Theorem 5 (Rubio de Francia, [9]). For any 2 ≤ p < ∞,∥∥∥ ∑
k
|PIk f |2
1/2 ∥∥∥p ≤ C‖ f ‖p,
with a constant C independent on the family of arbitrary intervals.
Theorem 6 (Bourgain, [3]). For any 1 ≤ q ≤ 2, and any function f with fˆ supported
on ∪kIk,
‖ f ‖q ≤ C
∥∥∥ ∑
k
|PIk f |2
1/2 ∥∥∥q,
where the constant appearing in the above expression is independent on the family of
arbitrary intervals.
In section 7.2, we provide a new proof for theorem 5. Results similar to the
case q = 1 of theorem 6 appear in section 6.2.
While the l2 setting is best for describing orthogonality properties, there is
an lν− variant for Rubio de Francia’s square function:
RFν f (x) =
∑
k
| f ∗ 1ˇIk(x)|ν
1/ν = ∑
k
|PIk f |ν
1/ν
Theorem 7 (Rubio de Francia, [9]). Let 2 ≤ ν < ∞. Then
‖RFν f ‖p ≤ C‖ f ‖p,
for any 1 < p < ∞ with the property that 1
ν
+
1
p
< 1.
This is obtained by interpolation between the case ν = 2 and ν = ∞. The
latter one follows from Carleson’s theorem, stating that
f 7→ CR f (x) = sup
N
∣∣∣ ∫
ξ<N
fˆ (ξ)e2piixξdξ
∣∣∣
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is a bounded operator from Lp to Lp, for any 1 < p < ∞.
2.1.3 Singular Integrals Operators
The first example of a singular integral operator is the Hilbert Transform defined
by
H f (x) := p.v.
∫
R
f (x − y)1
y
dy := lim
→0
∫
|y|>
f (x − y)1
y
dy (2.6)
Proposition 1. H : Lp → Lp and H : L1 → L1,∞.
This can be generalized to singular integral operators of convolution type:
T ( f )(x) = p.v.
∫
Rd
K(x − y) f (y)dy
where the function K(·), called the kernel, is a function K : Rd \ {0} → C satisfying
1. decay estimate: |K(x)| ≤ C1 1|x|d for all x ∈ R
d \ {0}.
2. smoothness estimate:
∫
|x|>2|y|
|K(x) − K(x − y)|dx ≤ C2 for all y , 0.
3. cancelation property:
∫
r<|x|<s
K(x)dx = 0 for all 0 < r < s < ∞.
Proposition 2. The Hilbert transform maps Lp into Lp for any 1 < p < ∞, and L1 into
L1,∞:
‖H f ‖p . ‖ f ‖p, and ‖H f ‖1,∞ . ‖ f ‖1.
This can still be generalized to Caldero`n-Zygmund operators, which are of the
form
T ( f )(x) :=
∫
R
K(x, y) f (y)dy
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where the kernel satisfies the condition∫
|x−y|>c|δ|
|K(x, y) − K(x, y¯)|dx ≤ A, for any y¯ ∈ B(y, δ).
Using a Caldero`n-Zygmund decomposition and via interpolation, one can
prove the following result:
Theorem 8. If T is an operator satisfying the conditions above, and if T : Lq → Lq for
some 1 < q < ∞, then T : Lp → Lp for every 1 < p < q. Moreover, T : L1 → L1,∞.
2.1.4 A Unifying Approach: Vector-Valued Convolution Oper-
ators
In [2], Benedek, Caldero´n, and Panzone study vector-valued convolution oper-
ators, unifying the theory of singular integrals, maximal operators and that of
square functions. To be more precise, we are dealing with the maximal operator
MΦ f (x) := sup
k∈Z
| f ∗ Φk(x)|, where
∫
R
Φdx = 1,
and the square function
S f (x) :=
∑
k∈Z
| f ∗ ψk|2
1/2 , where suppψˆ ⊆ [−2,−12
]
∪
[
1
2
, 2
]
.
To begin with, neither the maximal operator nor the square function are linear
operators. But if we regard the maximal operator as a map from Lp to Lp(l∞),and
the square function as a map from Lp to Lp(l2), they become linear operators. We
have the following:
1. singular integral operator: T : Lp → Lp, f 7→ f ∗ K(x).
2. maximal operator: MΦ : Lp → Lp(l∞), f 7→ { f ∗ Φk(x)}k.
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3. square function: S : Lp → Lp(l2), f 7→ { f ∗ ψk(x)}k.
This approach was generalized even more by Rubio de Francia, Ruiz, and
Torrea in [13], where a Caldero´n-Zygmund theory for operator-valued kernels is
developed. The methods of the proof are similar to the scalar case; the Caldero`n-
Zygmund decomposition can be used in this context as well; the only require-
ment is that the operator is bounded on some Lr spaces.
Theorem 9 (Thm. 1.1 of [5]). Let E and F denote Banach spaces, and ∆ = {(x, y) ∈
Rn × Rn, x = y}. k ∈ L1loc(Rn × Rn \ ∆,L(E, F)) is an operator-valued kernel satisfying∫
|y′−x|≥2|y′−y|
‖k(x, y) − k(x, y′)‖L(E,F)dx +
∫
|y−x′ |≥2|x−x′ |
‖k(x, y) − k(x′, y)‖L(E,F)dy ≤ C.
Let T be a linear bounded operator from Lr(Rn, E) into Lr(Rn, F), for some 1 < r < ∞.
Then, for all p with 1 < p < ∞, we have
‖T f ‖Lp(Rn,F) ≤ C‖ f ‖Lp(Rn,E).
This is a very general setting for singular integral operators. We also note
the following result, which is obtained by induction from the previous theorem:
Corollary 1 (Corollary 1.5 of [13]). Every singular integral operator is bounded from
the mixed norm space LP(Rn, E) to LP(Rn, F), where P = (p1, . . . , pn), and 1 < pi < ∞.
Here we emphasize the example of the square function; let Sk : Lp(Rn) →
Lp(Rn, l2) be the square function in the k−th component:{
Sk f (x1, . . . , xn)
}
m
:=
∫
R
f (x1, . . . , xk−1, xk − t, xk+1, . . . , xn)ψm(t)dt.
Its adjoint operator S∗k : Lp(Rn, l2)→ Lp(Rn) and is defined by
S∗k ({ fm}) (x1, . . . , xn) :=
∑
m
fm(x1, . . . , xk−1, ·, xk+1, . . . , xn) ∗ ψm(xk).
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Remark 4. Following the Corollary 1 above, we note that both Sk and S∗k are bounded
operators on mixed norm spaces, from LP(Rn) to LP(Rn, l2) and from LP(Rn, l2) to LP(Rn),
respectively. It is essential here that 1 < p j < ∞, for any 1 ≤ j ≤ n. Even more,
C−1P ‖ f ‖Lp1x1 ...Lpnxn ≤ ‖Sk f ‖Lp1x1 ...Lpnxn ≤ CP‖ f ‖Lp1x1 ...Lpnxn .
We would like to have a similar result for operators that are a mix of maximal
operators and square functions. For this, we need a generalization of theorem
9, which is due to D. Fernandez [5]:
Theorem 10 (Thm. 1.2 of [5]). Let E, F and G be Banach spaces and consider the
operator-valued kernels k1 ∈ L1loc(Rm×Rm\∆,L(E, F)), and k2 ∈ L1loc(Rn×Rn\∆,L(F,G)),
which satisfy∫
|y′−x|≥2|y′−y|
‖k(x, y) − k(x, y′)‖L jdx +
∫
|y−x′ |≥2|x−x′ |
‖k(x, y) − k(x′, y)‖L jdy ≤ C j.
Here L1 = L(E, F) and L2 = L(F,G). Let T1 and T be linear bounded operators from
Lp(Rm, E) into Lp(Rm, F), and from Lp(Rn × Rn, E) into Lp(Rm × Rn,G), for all p with
1 < p < ∞, respectively. Suppose also that T1 and T satisfy
T1 f (x) =
∫
Rm
k1(x, u) f (u)du, and T f (x, y) =
∫
Rn
∫
Rm
k2(y, v)k1(x, u) f (u, v)dudv.
Then, for all P = (p1, p2) with 1 < p1, p2 < ∞, the linear operator T can be extended to
all LP(Rm × Rn, E) into LP(Rm × Rn,G) such that
‖T f ‖LP(Rm×Rn,G) ≤ C‖ f ‖Lp(Rm×Rn,E).
A careful, inductive application of theorems 9, and 10, yields the following
result about mixed square functions and maximal operators:
Theorem 11. (a) The square function in the y variable, which we denote S2, is a
bounded operator on Lp1x L
p2
y whenever 1 < p1, p2 < ∞:∥∥∥∥∥∥ ∑
k
∣∣∣Pyk f (x)∣∣∣2
1/2 ∥∥∥Lp1x ∥∥∥Lp2y . ∥∥∥ f ∥∥∥Lp1x Lp2y .
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(b) The same is true about the maximal operator in the second variable(denotedM2)
associated with an approximation of identity:
∥∥∥∥∥∥ sup
k
∣∣∣Qyk f (x)∣∣∣∥∥∥Lp1x ∥∥∥Lp2y . ∥∥∥ f ∥∥∥Lp1x Lp2y .
(c) Let JS ⊆ {1, . . . ,M} and JM ⊆ {1, . . . ,M} be two disjoint subsets of indices. We
consider the operator PJSQJM f given by Littlewood-Paley projections in every
component js ∈ JS and maximal operator in every component jm ∈ JM; this is a
bounded operator on Lp1x1 L
p2
x2 . . . L
pM
xM , provided 1 < p1, . . . , pM < ∞:∥∥∥SJSMJM f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
.
∥∥∥ f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
.
(d) Moreover, if there are only square functions appearing, we have an equivalence of
norms: ∥∥∥SJS f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
' ∥∥∥ f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
.
2.2 Interpolation
Interpolation theory originates with the works of Riesz and Thorin(in the case
of complex interpolation), and Marcinkiewicz for real interpolation methods.
We will mention a theorem of Marcinkiewicz, for this approach inspired the
interpolation theory in the multilinear setting.
Theorem 12 (Marcinkiewicz Interpolation Theorem). Let 0 < p0 < p < p1 ≤ ∞,
and let T be a (sub-)linear operator defined on Lp0(Rn) + Lp1(Rn), and taking values in
the space of measurable functions on Rn. Assume that T is bounded from Lp0 to Lp0,∞,
and from Lp1 to Lp1,∞:
‖T ( f )‖p0,∞ ≤ C0‖ f ‖p0 for all f ∈ Lp0(Rn), and
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‖T ( f )‖p1,∞ ≤ C1‖ f ‖p1 for all f ∈ Lp1(Rn).
Then for any p0 < p < p1, T is a bounded operator from Lp to Lp:
‖T ( f )‖p,∞ ≤ C‖ f ‖p, for all f ∈ Lp(Rn).
Now we will focus on the multi-linear case, though our applications will
deal with bilinear operators and hence, trilinear forms. The first results on mul-
tilinear interpolation are due to Strichartz [29].
Definition 6. For a subset E ⊂ R of finite measure, define
X(E) = { f : | f | ≤ 1E a.e.}.
V will denote the linear span of all X(E).
Definition 7. A tuple α = (α1, . . . , αn) is called admissible if for all 1 ≤ i ≤ n
−∞ < αi < 1, α1 + . . . + αn = 1,
and there is at most one index j0 so that α j0 < 0. We call an index good if αi > 0 and
bad if αi ≤ 0.
Definition 8. A multilinear form Λ : V × . . . × V → C is of restricted type α =
(α1, . . . , αn) with 0 ≤ αi ≤ 1 if there exists a constant C (possibly depending on α)
such that for each tuple E = (E1, . . . , En) of measurable subsets of R and for each tuple
f = ( f1, . . . , fn) with f j ∈ X(E j), we have
|Λ( f1, . . . , fn)| ≤ C
∏
j
|E j|α j .
The condition
∑
j
α j = 1 comes from scaling invariance of multilinear forms.
In the case of trilinear forms, the admissible pairs can be described by a triangle
in the hyperplane α1 + α2 + α3 = 1:
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Figure 2.1: Set of admissible pairs
We note that the Banach triangle correspond to “good tuples”, and conse-
quently every α j =
1
p j
, where Lp j is a Banach space(and so 1 < p j < ∞).
Theorem 13 (Similar to Theorem 3.2 in [30]). Let β = (β1, . . . , βn) be a tuple of real
numbers such that
∑
j β j = 1 and β j > 0 for all j. Assume Λ is of restricted type α
for all α in a neighborhood of β satisfying
∑
j α j = 1, with constant C(α) depending
continuously on α. Then Λ is of strong type β with constant C(β):
|Λ( f1, . . . , fn)| ≤ C(β)
n∏
j=1
‖ f j‖1/β j for all f j ∈ V.
Definition 9. Let α be an n- tuple of real numbers and assume α j ≤ 1 for all j. An
n-linear form Λ is called of generalized restricted type α if there is a constant C
(possibly depending on α) such that for all tuples E = (E1, . . . , En), there is an index j0
and a major subset E′j0 ⊆ E j0 so that for all tuples f = ( f1, . . . , fn) with f j ∈ X(E j) for
j , j0 and f j0 ∈ X(E′j0)
|Λ( f1, . . . , fn)| ≤ C
n∏
j=1
|E j|α j .
In some of our applications, the constants appearing in the interpolation the-
orems(which do not depend on the functions, but could depend in the tuple
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α = (α1, . . . , αn)) are going to play an important role. For this reason, here we
state interpolation results from [30] , with a slightly modified statement that
keeps track of the constants.
Proposition 3 (Similar to Lemma 3.6 in [30]). If α = (α1, . . . , αn) is a good tuple,
and Λ is of generalized restricted type α with constant C(α) and the major subset cor-
responds to the index j0, then Λ is of restricted type α with constant
C(α)
1 − 2− j0 .
Theorem 14. (Thm. 3.8 of [30]) Assume Λ is of generalized restricted type β where∑
j β j = 1. Assume βk > 0 for 1 ≤ k ≤ n − 1 and βn ≤ 0. Assume Λ is also of
generalized restricted type α with constant C(α) (continuously depending on α) for all
α in a neighborhood of β satisfying
∑
j α j = 1. Then the dual form (in the n-th function)
T satisfies
‖T ( f1, . . . , fn−1)‖1/(1−βn) ≤ C(β)
n−1∏
j=1
‖ f j‖1/β j . (2.7)
Interpolation for Banach-valued Functions
Let X be a Banach space; we want to define Lp(R; X) spaces and adapt interpola-
tion results for vector-valued operators.
We say that F ∈ Lp(R; X) provided
‖ f ‖Lp(R;X) :=
(∫
R
‖F(x)‖pXdx
)1/p
< ∞.
The question of integrability of F(x) is reduced to the Lebesgue integrability of
‖F(x)‖X. A more rigorous definition of Banach-valued Lp spaces would lead to
the concept of Bochner integral. To make some sense of vector-valued functions
however, we say that a function F : R → X is weakly measurable if x 7→ 〈u∗, F(x)〉
is measurable as a function of x for any u∗ ∈ X∗.
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The vector spaces appearing in this thesis are Lr(R), lr, or iterations of these,
and the abstract approach can be avoided.
Proposition 4. The set of X-valued functions of the form
{
N∑
j=1
1E ju j : E j are subsets of R of finite measure, u j ∈ X}
is dense in Lp(R; X) whenever 0 < p < ∞.
In the scalar case, a very important role in interpolation theory is played
by the set of functions which are bounded above by the characteristic function
of a set of finite measure, that is | f (x)| ≤ 1E(x). In the vector-valued case, this
collection of functions is replaced by
{ f : ‖ f (x)‖X ≤ 1E a.e.}.
VX will denote the linear span of the above sets, for all measurable E ⊆ R of finite
measure. The role that VX is playing here is that of a dense subset of Lp(R; X)
spaces. We prove results about functions in VX first(i.e. inequalities); then we
extend these results to Lp spaces, but the closure will depend on the norm that
we are using. In some sense, VX allows us to disregard he domain of a given
operator before we prove its boundedness.
Proposition 5 (Dualization of the Norm). For any F ∈ Lp(R; X) and any 1 ≤ p < ∞,
we have
‖F‖Lp(R;X) := sup
‖G‖
Lp
′
(R;X∗)≤1
∣∣∣ ∫
R
〈G(x), F(x)〉dx∣∣∣.
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Multilinear Interpolation
We are interested in interpolation results for vector-valued multi-linear opera-
tors (or multi-sublinear) of the form
~T : Lp1(Rn; X1) × . . . × Lpm−1(Rn; Xm−1)→ Lpm(Rn; Xm).
There is a multilinear form associated with the operator Λ : (VX1)×. . .×(VX∗m)→ C:
Λ(F1, . . . Fm−1, Fm) =
∫
Rn
〈T (F1, . . . , Fm−1)(x), Fm(x)〉dx.
Here 〈·, ·〉 denote the 〈x, x∗〉 pairing, where x ∈ X and x∗ ∈ X∗. The definitions
and proofs from the scalar case are adaptable to the vector-valued situation. We
present these here, adapting the equivalent statements from [30].
Definition 10. A tuple α = (α1, . . . , αn) is called admissible if α1 + . . . + αn = 1,
α1, . . . , αn < 1 and there exists at most one index j0 for which we have α j0 < 0.
A multi-sublinear form Λ as above is of restricted type α = (α1, . . . , αn) for a good
admissible tuple α if there exists a constant C so that for each tuple E = (E1, . . . , En) of
measurable subsets of R, and for each tuple f = ( f1, . . . , fn) with ‖ f j‖X ≤ 1E j , we have
|Λ( f1, . . . , fn)| ≤ C|E1|α1 · . . . · |En|αn .
Proposition 6 (Equivalent of Thm. 3.2 of [30]). Let β = (β1, . . . , βn) be an admissible
tuple of real numbers such that β j > 0 for all j. Assume that Λ is of restricted type α for
all admissible tuples α in a neighborhood of β. Then there is a constant C such that for
all f j ∈ VX j ,
|Λ( f1, . . . , fn)| ≤ C‖ f1‖L1/β1 (R;X1) · . . . · ‖ fn‖L1/βn (R;Xn).
Proof. Using re-arrangements, we can assume that the f js have the property that
‖ f j‖X j are non-increasing, supported on (0,∞). Then for every 1 ≤ j ≤ n, we have
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the splitting
f j =
∑
k j
f j1[2k j ,2k j+1), with ‖ f j(x)1[2k j ,2k j+1)(x)‖X j ≤ ‖ f j(2k j)‖X j1[2k j ,2k j+1)(x).
The restricted type estimates and the multi-sublinearity imply that
|Λ( f1, . . . , fn)| ≤ C
∑
k1,...,kn
∏
j
‖ f j(2k j)‖X j2α jk j .
From here on the proof is identical to the scalar case: the tuple α depends on
k1, . . . , kn, and is chosen from a neighborhood of β so that∑
j
(β j − α j)(k j − k) ≥  max
j
|k j − k|,
where k = k1+...knn is the average of the k js. This implies
|Λ( f1, . . . , fn)| ≤ C
∑
k1,...,kn
2
−(max
j
)|k j−k|∏
j
‖ f j(2k j)‖X j2β jk j =
= C
∑
k1−k,...,kn−1−k
2
−(max
j
)|k j−k|∑
k
∏
j
‖ f j(2k j−k+k)‖X j2β j(k j−k+k) ≤
≤ C
∑
k1−k,...,kn−1−k
2
−(max
j
)|k j−k|∏
j
‖ f j‖L1/β j (R;X j) ≤ C
∏
j
‖ f j‖L1/β j (R;X j)
So in order to prove the boundedness of an operator on some Lp(R; X) spaces,
it suffices to check restricted type estimates. For multilinear operators, it often
happens that the target space is an Lp space with p < 1, which is only a quasi-
Banach space. There is a way of dualizing this particular class of quasi-Banach
norms, by removing small exceptional sets. With this idea in mind, we introduce
the following definition and results:
Definition 11. Let α be an admissible tuple; the n-sublinear form Λ is of generalized
restricted type α if there is a constant C such that for all tuples E = (E1, . . . , En) there
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is an index j0 and a major subset E′j0 of E j0(that is, |E′j0 | ≥ |E j0 |/2) such that for all
tuples f = ( f1, . . . , fn) with ‖ f j‖X j ≤ 1E j for j , j0, and ‖ f j0‖X j0 ≤ 1E′j0 , we have
|Λ( f1, . . . , fn)| ≤ C
∏
j
|E j|α j .
Proposition 7. If Λ is of generalized restricted type α = (α1, . . . , αn), and α j > 0 for
all j, then Λ is of restricted type α.
On the other hand, if one of the indices α j is ≤ 0, the generalized re-
stricted type implies weak-Lp estimates. This applies to the case when the multi-
sublinear form is given by
Λ( f1, . . . , fn) =
∫
R
〈T ( f1, . . . , fn−1)(x), fn(x)〉dx (2.8)
and corresponds to an operator T defined on VX1 × . . . × VXn−1 and taking values
in X∗n.
Proposition 8. Let Λ be a multi-sublinear form as in 2.8, and α = (α1, . . . , αn) an
admissible tuple with αn ≤ 0. Assuming that Λ is of generalized restricted type α, we
have
λ|{x : ‖T ( f1, . . . , fn−1)(x)‖Xn > λ}|1/1−αn ≤ A
n−1∏
j=1
|E j|α j
for all tuples f = ( f1, . . . , fn−1) with ‖ f j‖X j ≤ 1E j .
Proposition 9. Assume Λ is of generalized restricted type β where β is an admissible
tuple with βn ≤ 0. Assume Λ is also of generalized restricted type α for all admissible
tuples α in a neighborhood of β. Then T satisfies
‖T ( f1, . . . fn−1)‖L1/1−βn (R;Xn) ≤ C
n−1∏
j=1
‖ f j‖L1/β j (R;X j). (2.9)
The proofs of the last two propositions follow exactly the same ideas as the
scalar case, with minor differences.
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2.3 Time-Frequency Analysis: Paraproducts and BHT
While here we use Chapter 6 of [6] as a black box, we recall a few definitions
and results to ease the reading of the presentation. Essential are the notions
of size and energy, which are averages over certain subsets of phase-frequency
space. The techniques employed for proving vector-valued estimates for BHT
and paraproducts are of such nature that the proof of the scalar case is carried
out through the process. For this reason, we can say that the proof of the bound-
edness of these operators is concealed in chapters 4 and 5. What is left out are
the very important Propositions 11 and 10.
We briefly mention the system of Haar functions, because they will appear
later on, in chapters 3 and 7.
Definition 12. Given a dyadic interval, we denote by Ile f t its left half, and by Iright its
right half. Then
hI(x) :=
1
|I|1/2
(
1Ile f t − 1Iright
)
.
Then the Haar system {hI}I∈D forms an orthonormal basis in L2(R), and is an uncondi-
tional basis in Lp(R) for any p so that 1 < p < ∞.
Notation 2. For any interval I ⊂ R, define
χ˜I(x) :=
(
1 +
dist (x, I)
|I|
)−100
.
Definition 13. Given an interval I and a function φ, we say that φ is adapted to I if
|φ(l)(x)| ≤ ClCM 1|I|l
1(
1 + dist (x,I)|I|
)M
for sufficiently many derivatives l, and a large number M.
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Definition 14. A tile is a rectangle P = IP × ωP with the property that IP, ωP ∈ D
or ωP is in a shifted variant of D. Abusing notation, we define a tri-tile to be a tuple
P = (P1, P2, P3) where each Pi is a tile as defined above and the spatial intervals are the
same: IPi = IP for all 1 ≤ i ≤ 3.
Definition 15 (Order relation). Given two tiles P and P′, we say P′ < P if IP′ ( IP
and ωP ⊂ 3ωP′ . P′ ≤ P if P′ < P or P′ = P. Also, P′ . P if IP′ ⊂ IP and ωP ⊆ 100ωP′ ,
and P′ .′ P if P′ . P but P′  P.
Definition 16. A collection P of tri-tiles is said to have rank 1 if for any P, P′ ∈ P:
- if the tri-tiles are distinct P , P′, then P′j , P j for all 1 ≤ j ≤ 3.
- if ωP j0 = ωP′j0 for some j0, then ωP j = ωP
′
j
for all 1 ≤ j ≤ 3.
- if P′j0 ≤ P j0 for some j0, then P′j . P j for all 1 ≤ j ≤ 3.
- if in addition to P′j0 ≤ P j0 one also assumes |IP′ | << |IP|, then P′j .′ P j for all
j , j0.
Definition 17. Let P be a sparse rank 1 collection of tri-tiles, and let 1 ≤ j ≤ 3. A
subcollection T of P is called a j -tree if and only if there exists a tri-tile PT (called the
top of the tree) such that P j ≤ PT, j for all P ∈ T . We write IT for IPT and ωT j for ωPT , j
and we say T is a tree if it is a j− tree for some 1 ≤ j ≤ 3.
Definition 18. Let 1 ≤ i ≤ 3. A finite sequence of trees T1, . . . ,TM is said to be a chain
of strongly i-disjoint trees if and only if
(i) Pi , P′i for every P ∈ Tl1 and P′ ∈ Tl2 , with l1 , l2;
(ii) whenever P ∈ Tl1 and P′ ∈ Tl2 with l1 , l2 are such that 2ωPi ∩ 2ωP′i , ∅, then if
|ωPi | < |ωP′i | one has IP′ ∩ ITl1 = ∅, and if |ωP′i | < |ωPi |, one has IP ∩ ITl2 = ∅.
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(iii) whenever P ∈ Tl1 and P′ ∈ Tl2 with l1 < l2 are such that 2ωPi ∩ 2ωP′i , ∅ and
|ωPi | = |ωP′i |, then IP′ ∩ ITl1 = ∅.
Definition 19. Let P be a tile. A wave packet on P is a smooth function φP which has
Fourier support inside
9
10
ωP and is L2- adapted to IP in the sense that
|φ(l)P (x)| ≤ Cl,M
1
|IP|1/2+l
(
1 +
dist (x, IP)
|IP|
)−M
(2.10)
for sufficiently many derivatives l, and any M > 0.
2.4 Singular Bilinear Operators
There are two main bilinear operators that we are studying in this thesis. These
are
(i) paraproducts:
Π( f , g)(x) =
∫
R
∫
R
f (x − t)g(x − s)k(s, t)dsdt,
where k(s, t) is the two-dimensional equivalent of the kernel of a singular
integral operator.
(ii) the bilinear Hilbert transform, BHT in short:
BHT ( f , g)(x) =
∫
R
f (x − t)g(x + t)1
t
dt.
Equivalently, we have the Fourier representations:
(i) for paraproducts:
Π( f , g)(x) =
∫
R
∫
R
fˆ (ξ1)gˆ(ξ2)m(ξ1, ξ2)e2pix(ξ1+ξ2)dξ1dξ2,
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Figure 2.2: Range of paraproducts Π
where m(ξ1, ξ2) is a two-dimensional Marcinkiewicz-Mikhlin-Ho¨rmander
multiplier, smooth away from (0, 0), and satisfying |∂αm(ξ)| . |ξ|−α.
(ii) for BHT :
BHT ( f , g)(x) =
∫
R
∫
R
fˆ (ξ1)gˆ(ξ2)sgn(ξ1 − ξ2)e2pix(ξ1+ξ2)dξ1dξ2.
The range of these operators in also quite different.
Theorem 15 (Coifman, Meyer). The paraproduct Π, associated to a Marcinkiewicz-
Mikhlin-Ho¨rmander multiplier m, maps Lp × Lq into Ls provided that 1 < p, q ≤ ∞,
1
2
< s < ∞, and 1
p
+
1
q
=
1
s
.
Theorem 16 (Lacey, Thiele, [7]). BHT maps Lp × Lq into Ls provided that 1 < p, q ≤
∞, 2
3
< s < ∞, and 1
p
+
1
q
=
1
s
.
2.4.1 Paraproducts
We are mainly interested in a special case of paraproducts, that arise as molli-
fiers of products of two functions f ·g. Using Littlewood- Paley decompositions
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Figure 2.3: Range for BHT operator
for f and g respectively, we have
f · g : =
∑
k
f ∗ ψk
 ∑
l
g ∗ ψl
 = ∑
k,l
( f ∗ ψk) · (g ∗ ψl) =
=
∑
k∼l
( f ∗ ψk) · (g ∗ ψl) +
∑
kl
( f ∗ ψk) · (g ∗ ψl) +
∑
lk
( f ∗ ψk) · (g ∗ ψl) =
=
∑
k
( f ∗ ψk) · (g ∗ ψk)︸                     ︷︷                     ︸
(I)
+
∑
k
( f ∗ ϕk) · (g ∗ ψk)︸                    ︷︷                    ︸
(II)
+
∑
k
( f ∗ ψk) · (g ∗ ϕk)︸                    ︷︷                    ︸
(III)
For (I), ̂f ∗ ψk is supported in |ξ| ∼ 2k, ̂g ∗ ψk is supported in |ξ| ∼ 2k, and hence
their convolution will be supported in |ξ| ≤ 2k. So we have
∑
k
( f ∗ ψk) · (g ∗ ψk) (x) =
∑
k
(( f ∗ ψk) · (g ∗ ψk)) ∗ ϕk(x).
In this way, (I) =
∑
k
Qk(Pk f · Pkg). Similarly,
(II) =
∑
k
(( f ∗ ϕk) · (g ∗ ψk)) ∗ ψk(x) =
∑
k
Pk(Qk f · Pkg).
(III) =
∑
k
(( f ∗ ψk) · (g ∗ ϕk)) ∗ ψk(x) =
∑
k
Pk(Pk f · Qkg).
A paraproduct Π will represent any of the expressions (I), (II) or (III). We
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will also need to understand a slightly different type of operator,
Π˜α( f , g)(x) :=
∑
k
(( f ∗ ψk) · (g ∗ ψk)) ∗ ϕαk (x),
where the exterior functions ϕαk = 2
kϕα(2kx) have a slower decay at infinity:
|ϕα(x)| . 1
(1 + |x|)1+α .
We refer to the expression Π˜α as a generalized paraproduct.
Definition 20. A discretized paraproduct associated to a family of intervals {I}I∈I is
defined by
Π( f , g)(x) =
∑
I∈I
1
|I|1/2 〈 f , φ
1
I 〉〈g, φ2I 〉φ3I (x),
where two of the families (φ jI)I∈I are lacunary, and the third one is non-lacunary.
We still need to recall a few definitions and results, which are cited from [6].
The concepts of sizes and energies play an essential role in the methods of the
proofs that we pursue.
Definition 21. Let I be a family of dyadic intervals. For any 1 ≤ j ≤ 3, we define
size I
(
〈 f , φ jI〉I∈I
)
= sup
I∈I
|〈 f , φ jI〉|
|I|1/2 , if (φ
j
I)I is non-lacunary and
size I
(
〈 f , φ jI〉I∈I
)
= sup
I0∈I
1
|I0| ‖(
∑
I⊆I0
I∈I
|〈 f , φ jI〉|
|I|1/2 1I)
1/2‖1,∞, if (φ jI)I is lacunary.
The energy is defined as
energy j
I
(
〈 f , φ jI〉I∈I
)
:= sup
n∈Z
sup
D
(
∑
I∈D
|I|)
where D ranges over all disjoint collections of intervals I0 with the property that
|〈 f , φ jI0〉|
|I0|1/2 ≥ 2
n or
1
|I0|1/2 ‖(
∑
I⊆I0
I∈I
|〈 f , φ jI〉|
|I|1/2 1I)
1/2‖1,∞ ≥ 2n.
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Lemma 1 (Lemma 2.13 of [6]). If F is an L1 function and 1 ≤ j ≤ 3, then
size j
I
(〈F, φ jI〉I∈I) . sup
I∈I
1
|I|
∫
R
|F|χ˜MI dx
for M > 0, with implicit constants depending on M.
Lemma 2. (Lemma 2.14 of [6]) If F is an L1 function and 1 ≤ j ≤ 3, then
energy j
I
(〈F, φ jI〉I∈I) . ‖F‖1.
Proposition 10 (Proposition 2.12 of [6]). Given a paraproduct Π associated with a
family I of intervals,
|ΛΠ( f1, f2, f3)| = |
∑
I∈I
1
|I|1/2 〈 f1, φ
1
I 〉〈 f2, φ2I 〉〈 f3, φ3I 〉| .
.
3∏
j=1
(
size ( j)
I
(〈 f j, φ jI〉I∈I)
)1−θ j (
energy ( j)
I
(〈 f j, φ jI〉I∈I)
)θ j
for any 0 ≤ θ1, θ2, θ3 < 1 such that θ1 + θ2 + θ3 = 1, where the implicit constant depends
on θ1, θ2, θ3 only.
Remark 5. The sizes are discrete BMO type of averages, and a very important result of
John and Nirenberg states that all the BMO(p) norms are equivalent, i.e.
sup
I0∈I
1
|I0|1/q
∥∥∥∥(∑
I⊆I0
I∈I
|〈 f , φ jI〉|
|I|1/2 1I)
1/2
∥∥∥∥
q
' sup
I0∈I
1
|I0|
∥∥∥∥(∑
I⊆I0
I∈I
|〈 f , φ jI〉|
|I|1/2 1I)
1/2
∥∥∥∥
1,∞
,
for any 1 < q < ∞.
2.4.2 Bilinear Hilbert Transform
For the BHT operator, we can use a Whitney decomposition of the region {ξ1 <
ξ2}, and eventually arrive to the discretized model
BHTP( f , g)(x) =
∑
P∈P
1
|IP|1/2 〈 f , φ
1
P1〉〈g, φ2P2〉φ3P3(x) (2.11)
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where the family P of tri-tiles is sparse and has rank 1, and the (φ jP j)P∈P are wave
packets associated to the tiles P j.
Associated to this operator we have a tri-linear form
ΛBHT ;P( f , g, h) =
∑
P∈P
1
|IP| 〈 f , φ
1
P1〉〈g, φ2P2〉〈h, φ3P3〉. (2.12)
The sizes and energies appear again in this case, but they are somehow dif-
ferent.
Definition 22. Let P be a finite collection of tri-tiles, let j ∈ {1, 2, 3}, and let f be an
arbitrary function. We define the size of the sequence 〈 f ,Φ jP j〉P by
size
(
〈 f , φ jP j〉P
)
:= sup
T⊆P
 1|IT |
∑
P∈T
|〈 f , φ jP j〉|2
1/2 , (2.13)
where T ranges over all trees in P that are i-trees for some i , j.
We will mostly need the simpler ”sizes”
s˜ize P ( f ) := sup
P∈P
1
|IP|
∫
R
| f |χ˜mIPdx.
Definition 23. Let P be a finite collection of tri-tiles, j ∈ {1, 2, 3} and let f be a fixed
function. We define the energy of the sequence 〈 f ,Φ jP j〉P by
energy
(
〈 f , φ jP j〉P
)
:= sup
n∈Z
sup
T
2n
∑
T∈T
|IT |
1/2 (2.14)
where T ranges over all chains of strongly j-disjoint trees in P (which are i-trees for
some i , j) having the property that∑
P∈T
|〈 f , φ jP j〉|2
1/2 ≥ 2n|IT |1/2
for all T ∈ T and such that ∑
P∈T ′
|〈 f , φ jP j〉|2
1/2 ≤ 2n+1|IT ′ |1/2
for all subtrees T ′ ⊆ T ∈ T.
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We have the following estimates for the trilinear form, size and energy :
Proposition 11 (Prop. 6.12 of [6]). Let P be a finite collection of tri-tiles. Then
ΛBHT ;P( f1, f2, f3) .
3∏
j=1
(
size (〈 f j, φ jP j〉P)
)θ j (
energy (〈 f j, φ jP j〉P)
)1−θ j
for any 0 ≤ θ1, θ2, θ3 < 1 with θ1 + θ2 + θ3 = 1 ; the implicit constants depend on the θ j
but are independent of the other parameters.
Lemma 3 (Lemma 6.13 of [6]). Let j ∈ {1, 2, 3} and let E be a set of finite measure.
Then for every | f | ≤ χE one has
size
(
〈 f , φ jP j〉P
)
. sup
P∈P
1
|IP|
∫
E
χ˜MIPdx
for all M > 0, with implicit constants depending on M.
Lemma 4 (Lemma 6.14 of [6]). Let j ∈ {1, 2, 3} and f ∈ L2(R). Then
energy
(
〈 f , φ jP j〉P
)
. ‖ f ‖2.
Remark 6. It is worth pointing out a few similarities and differences between para-
products and BHT :
a) We can see from the multiplier representations that the symbol m of the paraprod-
uct Π is singular only at (0, 0), while for BHT the symbol sng(·) is singular along
the line {ξ1 = ξ2}.
b) Regarding the discretized versions, ΠI˜ corresponds to a rank 0 family of tiles(by
knowing the scale, or the length of the interval I, we know exactly where the tile
P = I × ω is positioned). In contrast, BHTP is associated to a rank 1 family of
tiles.
c) The restriction of BHTP to a tree operates as an affine transformation of a para-
product.
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d) The energies for BHT are L2 quantities, while the ones for Π are L1. This is
why the range of BHT is smaller than that of paraproducts. If we choose to view
BHT as a superposition of translated paraproducts, then we need to use their L2
orthogonality, and we can’t expect energies bellow L2.
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CHAPTER 3
A RUBIO DE FRANCIA THEOREM FOR PARAPRODUCTS
3.1 Maximal Paraproduct
A maximal paraproducts is defined by:
Π˜max( f , g)(x) := sup
m∈Z
∑
I∈I|I|≥2m
〈 f , ϕI〉
|I|1/2 〈g, ψI〉ψI(x). (3.1)
This version uses wave packets, but instead we could use Haar functions for the
last component.
Πmax( f , g)(x) := sup
m∈Z
∑
I∈I|I|≥2m
〈 f , ϕI〉
|I|1/2 〈g, ψI〉hI(x). (3.2)
Even more, there is a variant of maximal paraproducts with shifted Haar
functions in the last component:
Πmaxn ( f , g)(x) := sup
m∈Z
∑
I∈I|I|≥2m
1
|I| 〈 f , ϕI〉〈g, ψI〉hIn(x).
In [24], Lacey proves the boundedness of a maximal BHT operator, which,
for the discretized model, is defined as
BHTmax( f , g) := sup
k∈Z
∣∣∣ ∑
P∈P|IP |≥2k
1
|IP|1/2 〈 f , φ
1
P1〉〈g, φ2P2〉φ3P3(x)
∣∣∣.
It is proved that BHTmax : Lp × Lq → Ls, whenever 2
3
< s < ∞. The case 2
3
< s ≤ 1
is much more difficult than the 1 < s < ∞ case, and it employs a complicated
lemma of Bourgain from [4].
The case of interest for us, regarding Πmaxn is L2 × L2 → L1, which will be nec-
essary in the following subsection, for dealing with Rubio de Francia operator
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associated with paraproducts. We will be focusing on the case 12 < s ≤ 2, so this
range doesn’t follow directly fro the BHTmax theorem. Also, the proof is going to
be somehow simpler, and it makes use only of localizations and stopping time
arguments.
For a.e. x, we can liniarize Πmaxn by letting m(x) denote the integer where the
sup is attained. In this case, the outside function is a shifted Haar function, and
hence hIn(x) = ±
1√
I
1In . Since the collection I is finite, Π
max
n takes only a finite
number of values, and the sup becomes a max. Nevertheless, we can write
Πmaxn ( f , g)(x) =
∑
I∈I
1
|I| 〈 f , ϕI〉〈g, ψI〉hIn(x) · 1{x:2m(x)≤|I|}(x) =
=
∑
I∈I
1
|I|1/2 〈 f , ϕI〉〈g, ψI〉h˜In(x),
where h˜In(x) := hIn(x) · 1{x:2m(x)≤|I|}.
We start with the case n = 0; that is, the hI are regular Haar functions, as
opposed to being shifted n units. In this case, we have the following result:
Theorem 17.
‖Πmax( f , g)‖s . ‖ f ‖p‖g‖q,
given that
1
p
+
1
q
=
1
s
, and 2 ≥ s > 1
2
.
Proof. The functions f and g are so that | f | ≤ 1F , |g| ≤ 1G, where F and G are
subsets of R of finite measure. Also, H ⊂ R is so that |H| = 1. Now define
Ω = {x :M(1F)(x) > c|F|} ∪ {x :M(1G)(x) > c|G|}
to be the exceptional set, and H′ := H \ Ω. h will be any function with the
property that |h| ≤ 1H′ . We consider the trilinear form ΛΠmax associated with the
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operator Πmaxn :
ΛΠmax( f , g, h) =
∑
I∈I
1
|I|1/2 〈 f , ϕI〉〈g, ψI〉〈h, h˜I〉.
Note that all the intervals I ∈ I which are relevant for the trilinear form
(i.e. for which 〈h, h˜I〉 , 0) will be those that intersect the support of h, and in
consequence Ωc. This implies that
1
|I|
∫
R
1Fχ˜MI dx . infx∈I 1I(x) · M(1F)(x) . |F|.
Now we use Proposition 10:
|ΛΠmax( f , g, h)| . (size I f )1−θ1 · (size Ig)1−θ2 ·
(
s˜izeIh
)1−θ3 ·(
energy
I
f
)θ1 · (energy
I
g
)θ2 · (energy
I
h
)θ2
.
Then we use the estimates that we have for sizes and energies:
size I f . sup
I∈I
1
|I|
∫
R
1F(x) · χ˜MI dx . min{1, |F|}.
We take advantage of the fact that the intervals I intersect Ωc. Similarly,
size Ig . sup
I∈I
1
|I|
∫
R
1G(x) · χ˜MI dx . min{1, |G|}.
For the energies, we have
energy
I
f . ‖ f ‖1 . |F|, and energy Ig . ‖g‖1 . |G|.
The size of h is similar to sizes appearing in [20] and in [25], which is only natural
because in this case also we are dealing with a maximal operator. Following the
definition of the size, and using John-Nirenberg, we have
size Ih : = sup
I0∈I
1
|I0|
∥∥∥ ∑
I⊆I0
|〈h, h˜I〉|2
|I| 1I

1/2 ∥∥∥
1,∞ ' sup
I0∈I
1
|I0|1/2
∥∥∥ ∑
I⊆I0
|〈h, h˜I〉|2
|I| 1I

1/2 ∥∥∥
2
'
' sup
I0∈I
1
|I0|1/2
∑
I⊆I0
|〈h, h˜I〉|2

1/2
.
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In the last row, we dualize the l2 norm to obtain a more linear expression
1
|I0|1/2
∑
I⊆I0
|〈h, h˜I〉|2

1/2
=
1
|I0|1/2
∑
I⊆I0
aI〈h, h˜I〉 = 1|I0|1/2 〈h,
∑
I⊆I0
aI h˜I〉.
Recall that h˜I(x) = hI(x)1{x:2m(x)≤|I|}(x). For every x ∈ I, there exists a unique
dyadic interval containing x, of length 2m(x). We denote it K(x). We note the
following: ∑
I⊆I0
aIhI(x)1{x:2m(x)≤|I|} =
1
|K(x)|
∫
K(x)
∑
I⊆I0
aIhI(y)d, (3.3)
and this is actually bounded above by ≤ M
∑
I⊆I0
aIhI
 (x).
The equality in 3.3 is explained by the following fact: whenever I′ is an inter-
val of length < 2m(x), then either it doesn’t intersect K(x) and so it doesn’t have
any contribution, or it is strictly contained in K(x), and so the integral of hI′ over
K(x) becomes 0. Hence only the intervals of length ≥ 2m(x) play a role in the
summation.
We once again accentuate that the localization of the operator Πmax will bring
forth the similarities shared with other well-known operators, or compositions
of several of these. In this case, it is the composition of the maximal operator,
and a Haar multiplier. We conclude
1
|I0|1/2
∑
I⊆I0
|〈h, h˜I〉|2

1/2
.
1
|I0|1/2 ‖h · 1I0‖2‖M
∑
I⊆I0
aIhI
 ‖2 . (3.4)
.
(
1
|I0|
∫
R
|h(x)|21I0(x)dx
)1/2
. (3.5)
The energies are, in some sense, the dual quantities for the sizes; the size Ih can
easily be estimated in L2, but it is much more difficult to compute in L1(however,
due to the John-Nirenberg theorem, they are equivalent). The energy
I
h displays
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the same behavior: in L2 it behaves nicely, while for an L1 estimate, one would
need to study the following maximal square function:
f 7→ S˜ f (x) =
∑
I∈I
〈 f , hI · 1{x:2m(x)≤|I|}〉
|I| 1I(x)
1/2 ,
where m : R→ Z is an arbitrary function.
Even though we don’t obtain the optimal range for Πmax, instead of investi-
gating S˜, we are going to use L2− normalized energy
I
h. This is defined as
E3(2) := sup
n∈Z
2n sup
D
∑
I0∈D
|I0|

1/2
,
where D ranges over all collections of disjoint dyadic intervals I0 with the prop-
erty that
1
|I0|1/2
∥∥∥ ∑
I⊆I0
〈h, hI · 1{x:2m(x)≤|I|}〉
|I| 1I(x)

1/2 ∥∥∥
2
≥ 2n.
The last condition is equivalent to
∑
I⊆I0
|〈h, h˜I〉|2

1/2
≥ |I0|1/22n.
Using this and 3.4,
E3(2) =
∑
I0∈D
22n|I0|
 ≤
∑
I0∈D
∑
I⊆I0
|〈h, h˜I〉|2

1/2
.
.
∑
I0∈D
‖h · 1I0‖22

1/2
≤ ‖h‖2.
For the very last step, we used the fact that the intervals I0 ∈ D are all disjoint.
Instead of Proposition 10, however, we will need the following very similar
result:
|ΛΠmax( f , g, h)| . S 1−θ11 S 1−θ22 S 1−2θ33 Eθ11 Eθ22 E3(2)2θ3 , (3.6)
where θ1 + θ2 + θ3 = 1, 0 ≤ θ1, θ2, θ3 < 1. We will want 0 ≤ θ3 ≤ 12 , which is an
unfortunate restriction. In the end, this will impose
1
s
=
1
p
+
1
q
≥ θ1 + θ2 ≥ 12 , but
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our main application requires Πmax : L2 × L2 → L1, so this is acceptable. To get
the full range, one would need to deal with the L1−adapted energy for h.
Recall that we have so far:
S 1 . min{1, |F|}, S 2 . min{1, |G|}, S 3 . sup
I0∈I
1
|I0|1/2 ‖h · 1I0‖2 . 1
E1 . |F|, E2 . |G|, E3(2) . ‖h‖2 . 1. (3.7)
Thus |ΛΠmax( f , g, h)| . |F|ν1+θ1 |G|ν2+θ2 ,
where 0 ≤ ν1, ν2, and 1p ∼ ν1 + θ1 ≤ 1,
1
q
∼ ν2 + θ2 ≤ 1. Restricted weak type
interpolation theory implies the desired conclusion.
Now we will prove a similar result for the Πmaxn , whose last component is
represented by a shifted Haar function.
Theorem 18.
‖Πmaxn ( f , g)‖s .
(
log〈n〉)7 ‖ f ‖p‖g‖q
for any 1 < p, q ≤ ∞, 1
2
< s ≤ 2, with 1
p
+
1
q
=
1
s
.
Proof. The trililear form associated with this operator is
ΛΠmaxn ( f , g, h) :=
∑
I∈I
1
|I|1/2 〈 f , ϕI〉〈g, ψI〉〈h, h˜In〉.
The third component is complicated because of two reasons: first, we have to
deal with functions h˜I = hI · 1{x:2m(x)≤|I|}, which won’t necessarily form an orthog-
onal system anymore. And second, because of the shifted Haar functions. To
simplify somehow this operator, we denote I˜ the shifted intervals of I:
I˜ := {I : I−n ∈ I} = {In : I ∈ I}.
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The boundedness of the operator Πmaxn is going to be independent of the collec-
tion of intervals, as one would expect, so we can regard Πmaxn as
Πmaxn ( f , g) :=
∑
I∈I˜
1
|I|1/2 〈 f , ϕIn〉〈g, ψIn〉h˜I(x).
Here we assume F,G and H are sets of finite measure, and |H| = 1. We
construct the exceptional set:
Ω := {x :Mn(1F) > C log〈n〉|F|} ∪
log〈n〉⋃
l=0
{x :M2l(1G) > C (log〈n〉)2 |G|}.
The rather strange condition for the exceptional set is motivated by the fol-
lowing fact: if I′ is a fixed dyadic interval, then for any subinterval I′′ ⊆ I′ its
translate I′′n is going to be contained in one of the log〈n〉 translates of I′. We de-
note these translates by Il0, where 0 ≤ l ≤ log〈n〉, and Il0 is in fact I0,2l := I0 + 2l|I0|.
Not only will we need control of the shifted maximal operator Mn of 1G, but
also of the shifted maximal operatorM2l , for 0 ≤ l ≤ log〈n〉.
Then H′ := H \ Ω is a major subset of H, contained in Ωc, because |Ω|  1 for
a constant C sufficiently large. f , g and h are functions so that
| f | ≤ 1F , |g| ≤ 1G, |h| ≤ 1H′ .
Proposition 3.6 is going to be useful again, because the last component is iden-
tical to the previous one. We have
|ΛΠmaxn ( f , g, h)| . S 1−θ11 S 1−θ22 S 1−2θ33 Eθ11 Eθ22 E3(2)2θ3
and now we have to estimate the sizes and energies associated with the functions
f and g. These will resemble localized shifted maximal operators and shifted
square functions.
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For the first function, we have
size I˜ f := sup
I∈I˜
|〈 f , ϕIn〉|
|I|1/2 . supI∈I˜
1
|I|
∫
R
1F(x)χ˜In(x)dx .
. sup
I∈I˜
1I(x) · Mn(1F)(x) . log〈n〉|F|.
The energy quantity attains its maximum for some m ∈ Z, and a collection D of
disjoint dyadic intervals, for each of which we have
2m1I(x) ≤ |〈 f , ϕIn〉||I|1/2 1I(x) . 1I(x)Mn(1F)(x).
Then we claim that energy
I˜
h . log〈n〉|F|:
energy
I˜
h = 2m
∑
I0∈D
|I0| = ‖
∑
I0∈D
2m1I0‖1,∞ . ‖Mn1F‖1,∞ . log〈n〉|F|.
The sizes and energies for g are slightly more complicated, but one can deal
with them due to the boundedness of the shifted square function. In section 7.1
we proved the boundedness of Sn on Lp, with 1 < p < ∞, but in this case we
need a more specific estimate: Sn : L1 → L1,∞. Our methods are fitted for the
p ≥ 2 situation, but we will use the result in [6], which also provides a log〈n〉
operatorial norm.
Another important remark is that, even though ‖ · ‖1,∞ is not a norm, it is a
quasi-norm and one can still easily prove
‖ f1 + . . . + fN‖1,∞ ≤ N (‖ f1‖1,∞ + . . . + ‖ fN‖1,∞) .
We will be using this with N = log〈n〉. Following the definition, we have
size I˜g sup
I0∈I˜
=
1
|I0|
∥∥∥ ∑
I⊆I0
|〈g, ψIn〉|2
|In| 1I

1/2 ∥∥∥
1,∞.
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We fix an interval I0 ∈ I˜; already we’ve seen that if I ⊆ I0, then In will be in
one of log〈n〉 translates of Il0, where 0 ≤ l ≤ log〈n〉. Then
1
|I0|
∥∥∥ ∑
I⊆I0
|〈g, ψIn〉|2
|In| 1I

1/2 ∥∥∥
1,∞ . log〈n〉
log〈n〉∑
l=0
1
|I0|
∥∥∥

∑
I⊆I0
In⊆Il0
|〈g, ψIn〉|2
|In| 1I

1/2 ∥∥∥
1,∞.
The last expression is going to be treated as a classical size; we just repeat the
argument from [6]. For any 0 ≤ l ≤ log〈n〉, we partition R into intervals Km of
length |Il0|, where m ∈ Z, and Km := Il0.
∥∥∥

∑
I⊆I0
In⊆Il0
|〈g, ψIn〉|2
|In| 1I

1/2 ∥∥∥
1,∞ .
∑
|m|≤2
∥∥∥

∑
I⊆I0
In⊆Il0
|〈g · 1Km , ψIn〉|2
|In| 1I

1/2 ∥∥∥
1,∞+
+
∑
|m|≥3
∥∥∥

∑
I⊆I0
In⊆Il0
|〈g · 1Km , ψIn〉|2
|In| 1I

1/2 ∥∥∥
1
For the first part, we use the L1 → L1,∞ boundedness of the shifted square func-
tion Sn, while for the second one we take advantage of the decay of the ψI func-
tions.
In the end, all these will imply that
size I˜g . sup
I0∈I˜
log〈n〉∑
l=0
1
|Il0|
∫
R
1Gχ˜MIl0 dx .
(
log〈n〉)3 min{1, |G|}.
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For the energy, we have
energy
I˜
g = 2#
∑
I0∈D
|I| = ‖
∑
I0∈D
2#1I0‖1,∞ ≤
≤ ∥∥∥∑
I0∈D
1
|I0|
∥∥∥ ∑
I⊆I0
|〈g, ψIn〉|2
|I| 1I

1/2 ∥∥∥
1,∞1I0
∥∥∥
1,∞ .
.
(
log〈n〉)2 log〈n〉∑
l=0
∥∥∥∑
I0∈D
1
|I0|
∥∥∥

∑
I⊆I0
In⊂Il0
|〈g, ψIn〉|2
|I| 1I

1/2 ∥∥∥
1,∞1I0
∥∥∥
1,∞ .
.
(
log〈n〉)3 log〈n〉∑
l=0
∥∥∥∑
I0∈D
1
|I0| ‖g · χ˜
M
Il0
‖11I0
∥∥∥
1,∞ .
.
(
log〈n〉)3 log〈n〉∑
l=0
∥∥∥∑
I0∈D
Ml(|g|) · 1I0
∥∥∥
1,∞ .
.
(
log〈n〉)5 log〈n〉∑
l=0
log〈m〉|G| ≤ (log〈n〉)7 |G|.
Here we are not rigorous about the powers of log〈n〉; for the Rubio de Francia
paraproduct theorem, we just need them to decay slower than a power of n. We
have
S 1 . min log〈n〉{1, |F|}, S 2 . (log〈n〉)3 min{1, |G|}, |G|}, S 3 . 1
E1 . log〈n〉|F|, E2 (log〈n〉)5 |G|, E3(2) . ‖h‖2 . 1. (3.8)
Using all these we conclude
|ΛΠmaxn ( f , g, h)| .
(
log〈n〉)7 |F|ν1+θ1 |G|ν2+θ2 ,
where 0 ≤ ν1, ν2 < 1, and 1p ∼ ν1 + θ1 ≤ 1,
1
q
∼ ν2 + θ2 ≤ 1. Least but not last,
1
s
=
1
p
+
1
q
≥ θ1 + θ2 ≥ 12 .
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3.2 Rubio de Francia for Paraproducts
Recall that a paraproduct is defined by the formula
Π( f , g)(x) =
∑
I∈I
1
|I|1/2 〈 f , ϕI〉〈g, ψI〉ψI(x),
while the operator we were initially interested in is
Tr( f , g)(x) =

N∑
k=1
∣∣∣ ∫
ak<ξ1<ξ2<bk
fˆ (ξ1)gˆ(ξ2)e2piix(ξ1+ξ2)dξ1dξ2
∣∣∣r

1
r
.
The operator Tr, a bilinear version of Rubio de Francia’s square function, is as-
sociated to the frequency levels ak < ξ1 < ξ2 < bk, where 1 ≤ k ≤ N. For each
k, we restrict our attention to the squares in the Whitney decomposition with
ξ1 ∼ ak. The frequency intervals for ξ2 become lacunary with respect to ak. In
this case, knowing the diameter of a square implies knowing the position of the
square, and the associated bilinear operator becomes a paraproduct:
Πk( f , g)(x) =
∑
I∈Dk
1
|I|1/2 〈 f , ϕ
k
I 〉〈g, ψkI 〉ψkI (x).
Each ϕkI is L
2-normalized, adapted to I ∈ Dk, and ϕˆkI is supported on [ak−
1
2|I| , ak+
1
2|I| ], and ≡ 1 on
9
10
[ak − 12|I| , ak +
1
2|I| ]. Similarly, ψ
k
I is L
2-normalized, adapted to
I; ψˆkI is supported on [ak +
1
|I| , ak +
2
|I| ], and ≡ 1 on
9
10
[ak +
1
|I| , ak +
2
|I| ].
We consider the operator corresponding to T1; this is an instance of an
l1−valued paraproduct:
T ( f , g)(x) =
N∑
k=1
∣∣∣Πk( f , g)(x)∣∣∣.
Theorem 19. The operator T defined above is bounded from Lp × Lq into Ls, for any
p, q ≥ 2 with 1
p
+
1
q
=
1
s
:
‖T ( f , g)‖s . ‖ f ‖p‖g‖q.
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Dualizing the l1 norm, we can regard T as
T ( f , g) =
N∑
k=1
k(x)
∑
I∈Dk
〈 f , ϕkI 〉
|I|1/2 〈g, ψ
k
I 〉ψkI (x).
Here for a.e. x, sup
k
|k(x)| = 1.
We will need the following sizes for f , g, and h. The tree estimate below will
shed some light on these definitions.
Definition 24. For f and g the sizes are defined in a similar way:
size IT ( f ) = sup
I∈I
I⊆IT
(
1
|I|
∫
R
|RF( f )(x)|2 · χ˜2I (x)dx
)1/2
.
On the other hand, the size for h is slightly more complicated, but it resem-
bles the quantity appearing in the estimates for the Rubio de Francia square
function.
Definition 25. Given an interval IT and a collection I of dyadic intervals, we denote
I+(IT ) := {I′ ⊆ IT : there exists some I ∈ I, I ⊆ IT , so that I ⊆ I′ ⊆ IT }. Then we define
size IT (h) = sup
I′∈I+(IT )
sup
I⊆I′⊆IT
1
|3I′|
∫
R
|h(x)| · χ˜3I′(x)dx.
Remark 7. The paraproduct Πk is just a translate of the classical paraproduct Π. Also,
note that
〈 f , ϕkI 〉 = 〈 fˆ , ϕˆkI 〉 = 〈 fˆ · 1[ 3ak−bk
2 ,
ak+bk
2
], ϕˆkI 〉 = 〈e−2piixak fˆ · 1[ 3ak−bk
2 ,
ak+bk
2
], ϕˆI〉 := 〈 fk, ϕI〉.
Here fk(x) = e−2piixak · f ∗ 1ˇ[ 3ak−bk
2 ,
ak+bk
2
](x).
Identically, 〈g, ψkI 〉 = 〈gk, ψI〉, where gk(x) = e−2piixak · g ∗ 1ˇ[ak ,bk](x).
We can rewrite T as
T ( f , g) =
∑
k
k(x)
∑
I∈I
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉e
2piiakxψI(x).
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The trilinear form associated to the operator T , is given by
〈T ( f , g), h〉 =
∫
R
T ( f , g)(x)h¯(x)dx =
∫
R
∑
k
∑
I∈I
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx,
where hk(x) = k(x)e2piiakxh(x).
Lemma 5 (Tree/ local estimate). Fix an interval IT ; then∣∣∣ ∫
R
∑
k
∑
I∈I
I⊆IT
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx
∣∣∣ . size IT ( f ) · size IT (g) · size IT (g) · |IT |.
Proof. Let J be the collection of maximal dyadic intervals J with the property
that no I ⊂ 3J. This forms a partition of R. Also, if J˜ denotes the dyadic parent
of J, the maximality condition implies that for any J ∈ J, there exists an interval
I(J) ∈ I, I(J) ⊂ 3J˜. We can rewrite∫
R
∑
k
∑
I∈I
I⊆IT
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx =
∑
J∈J
∫
J
∑
k
∑
I∈I
I⊆IT
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx
and the task is now to estimate the average over J. There are three possibilities:
(i) J ⊂ IT and |J| ≤ |I| for the intervals I around J
(ii) J ⊂ 3IT ,but |J| > |I| for the intervals I sufficiently far away from J
(iii) J is far away from IT , but 3J˜ ∩ IT , ∅.
The local estimate above splits as∑
J∈J
J⊆3IT
∫
J
∑
k
∑
I⊆IT|I|>|J|
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx+ (I)
+
∑
J∈J
J⊆3IT
∫
J
∑
k
∑
I⊆IT|I|≤|J|
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx+ (II)
+
∑
J∈J
|J|>|IT |
∫
J
∑
k
∑
I⊆IT|I|≤|J|
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx. (III)
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The behavior of each term is distinct; (I) gives the main contribution, and will
be bounded by a maximal version of a paraproduct. (II) is a sort of an l∞(I ⊆ IT )
estimate, while (III) is easily estimated using the fast decay of the ϕI and ψI .
We need to introduce a partition of the collection of intervals (I, J), the im-
portance of which will become visible soon. For any l > 0 and n ≥ 0, define
(I × J)ln := {(I, J) : |I| = 2l|J| and
dist (I, J)
|I| ∼ n}.
Also, Jn will denote the set of intervals J so that (I, J) ∈ (I × J)ln for some l > 0
and some interval I. The first term (I) becomes∑
n≥1
∑
J∈Jn
J⊆3IT
∫
J
∑
k
∑
I⊆IT|I|>|J|
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx.
Fix n, k and an interval J ∈ Jn ; we are summing over intervals I ⊆ IT , |I| > |J|.
Morally speaking, because ψI decays fast away from I and because J is smaller
than the intervals I appearing in the sum, we can regard |ψI | as being constantly
equal to
(
log〈n〉)−100 on J. Also, because of the way J was defined, there exist an
interval I(J) so that I(J) ⊆ 3J˜. Then both I(J) and J are going to be contained in
3J′, where J′ is J˜, or its translate to the left or to the right.
∣∣∣ ∫
J
∑
I⊆IT
(I,J)∈(I×J)n
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx
∣∣∣ .
.
1
|J′|
∫
J′
|h(x)|dx · |J| · sup
x∈J
∣∣∣ ∑
I⊆IT
(I,J)∈(I×J)n
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)
∣∣∣ .
.
1
|J′|
∫
J′
|h(x)|dx · |J| · sup
x∈J
∣∣∣ ∑
I⊆IT
(I,J)∈(I×J)n
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)
∣∣∣ .
.
1
〈n〉100
1
|J′|
∫
J′
|h(x)|dx · |J| · sup
x∈J
∑
I⊆IT
(I,J)∈(I×J)n
|〈 fk, ϕI〉|
|I|1/2 |〈gk, ψI〉||hIn(x)|
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The functions hIn(x) appearing above are the shifted Haar functions, where
hI0(x) = hI(x) =
1
|I|1/2 (1I left − 1Iright). Because hI is constant on its left and right
halves, and J is fully contained inside either of these,
∑
I⊆IT
(I,J)∈(I×J)n
|〈 fk, ϕI〉|
|I|1/2 |〈gk, ψI〉||hIn(x)|
is constant on J. It is bounded pointwise by the maximal paraproduct operator,
with absolute values inside the summation:
Πmaxn ( fk, gk)(x) := sup
m∈Z
∑
I∈I|I|≥2m
|〈 fk, ϕI〉|
|I|1/2 |〈gk, ψI〉||hIn(x)|.
For the trilinear form associated with the discretized maximal paraproduct,
there is no difference in the method of proof if we insert absolute values inside
the summation; now we don’t have a trilinear form, but the exterior function is
hIn , a shifted Haar function, which takes the value
1√|I| or −
1√|I| on two dyadic
intervals. We can write the above operator as a linear combination of four oper-
ators for which all the terms appearing in the summation are ≥ 0.
Recall that we have the following estimates for the maximal paraproduct:
‖Πmaxn ( f , g)‖s .
(
log〈n〉)7 ‖ f ‖p‖g‖q,
whenever
1
p
+
1
q
=
1
s
,
1
2
< s ≤ 2. We will be using the L2 × L2 → L1 boundedness
of this operator.
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We can estimate (I) by
∑
k
∑
n
∑
J∈Jn
1
|J′|
∫
J′
|h(x)|dx · 1
log〈n〉100
∫
J
|Πmaxn ( fk, gk)(x)|dx .
.
∑
k
∑
n
1
〈n〉100
(
sup
I⊆IT
sup
I⊆I′
1
|I′|
∫
R
|h(x)|χ˜I(x)dx
)
· ‖Πmaxn ( fk, gk)‖L1(IT ) .
.
∑
n
log〈n〉7
〈n〉100 size IT (h)
∑
k
‖ fk · χ˜IT ‖2 · ‖gk · χ˜IT ‖2 .
. size IT (h) · size IT ( f ) · size IT (g) · |IT |.
Here we need argue why ‖Πmaxn ( fk, gk)‖L1(IT ) ≤
(
log〈n〉)7 ‖ fk ·χ˜IT ‖2 ·‖ fk ·χ˜IT ‖2, which is
a more localized result than theorem 18. If we look closely at this paraproduct,
we notice that all intervals I ⊆ IT , and also In ⊆ IT . So if fk was to be supported
on 2L+1IT \ 2LIT , then the fast decay of the ϕI would account for an extra 2−ML
factor (appearing from the size estimates in the proof of Thm. 18).
We proceed with estimating (II):
∣∣∣ N∑
k=1
∑
J∈J
J⊂3IT
∫
J
∑
I⊆IT|I|<|J|
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x) · hk(x)dx
∣∣∣ =
=
∣∣∣ ∑
J∈J
J⊂3IT
∫
J
∑
I⊆IT|I|<|J|
N∑
k=1
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x) · hk(x)dx
∣∣∣ .
.
∣∣∣ ∑
J∈J
J⊂3IT
∫
J
∑
I⊆IT|I|<|J|
 N∑
k=1
|〈 fk, ϕI〉|2
1/2  N∑
k=1
|〈gk, ψI〉|2
1/2 | sup
k
hk(x)| · 1|I|1/2ψI(x)dx
∣∣∣ .
.
∑
J∈J
J⊂3IT
∫
J
sup
I
 1|I|
N∑
k=1
|〈 fk, ϕI〉|2
1/2 · sup
I
 1|I|
N∑
k=1
|〈gk, ψI〉|2
1/2 ·
·
∑
I⊆IT|I|<|J|
|I||h(x)| · 1|I|
(
dist (I, x)
|I|
)−100
dx
In this case, the role of a tree is played by a tile, and that of the vectorial tree by
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a stack of tiles.
∑
J∈J
J⊂3IT
∫
J
sup
I
 1|I|
N∑
k=1
|〈 fk, ϕI〉|2
1/2 · sup
I
 1|I|
N∑
k=1
|〈gk, ψI〉|2
1/2 ·
· sup
I
1
|I|
∫
R
|h(x)| · χ˜I(x)dx ·
∑
I⊆IT|I|<|J|
(
dist (x, I)
|I|
)−50
· |I|.
This is exactly the estimate we want, provided
∑
J∈J
J⊂3IT
∑
I⊆IT|I|<|J|
(
dist (x, I)
|I|
)−50
· |I| . |IT |.
We estimate this in the following way:
∑
J∈J
J⊂3IT
∑
l>0
∑
|I|=2−l |J|
(
dist (x, I)
|I|
)−30
·
(
dist (x, I)
|J| ·
|J|
|I|
)−20
2−l|J| .
.
∑
J∈J
J⊂3IT
∑
l>0
2−20l|J| ·
∑
|I|=2−l |J|
(
dist (x, I)
|I|
)−30
.
.
∑
J∈J
J⊂3IT
|J| . 3|IT |.
Here we used the fact that the intervals J are all mutually disjoint and contained
in 3IT .
The last term (III), we consider intervals J so that |J| > |IT |; this will imply
that the intervals are situated away from IT , and we will try to take advantage
of the fast decay of ψIs on the intervals J. Fix 1 ≤ k ≤ N.
∣∣∣ ∑
J∈J
|IT |<|J|
∫
J
∑
I⊆IT|I|<|J|
〈 fk, ϕI〉
|I|1/2 〈gk, ψI〉ψI(x)hk(x)dx
∣∣∣ .
∑
J∈J
|IT |<|J|
∫
J
sup
I
|〈 fk, ϕI〉| · sup
I
|〈gk, ψI〉|
∑
I⊆IT|I|<|J|
1
|I| · |h(x)| ·
(
dist (x, I)
|I|
)−50
dx
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For any I ⊆ IT , |〈 fk, ϕI〉| . ‖ f · χ˜IT ‖2, because ϕI is L2 normalized and decays much
faster than χ˜IT outside IT . Similarly, |〈gk, ψI〉| . ‖g · χ˜IT ‖2.∫
J
∑
I⊆IT|I|<|J|
1
|I| · |h(x)| ·
(
dist (x, I)
|I|
)−100
dx
is bounded above by(
sup
I
1
|I|
∫
R
|h(x)|χ˜I(x)dx
)
·
∑
I⊆IT|I|<|J|
(
dist (J, I)
|I|
)−50
.
The first term is even nicer than the “size” of h that we were seeking to get; so
the only thing left prove is that∑
J∈J
∑
I⊆IT|I|<|J|
(
dist (J, I)
|I|
)−50
. 1.
Then ∑
J∈J
|J|>|IT |
∑
I⊆IT|I|<|J|
(
dist (J, I)
|I|
)−50
.
∑
J∈J
|J|>|IT |
∑
l>0
∑
|I|=2−l |IT |
(
dist (J, I)
|I|
)−50
.
.
∑
J∈J
|J|>|IT |
∑
l>0
(
dist (J, IT )
|I|
)−40
.
∑
J∈J
|J|>|IT |
∑
l>0
(
dist (J, IT )
|IT | ·
|IT |
|I|
)−40
.
.
∑
J∈J
|J|>|IT |
∑
l>0
2−40l
(
dist (IT , J)
|IT |
)−40
. 1.
3.2.1 Proof of Rubio de Francia theorem for Paraproducts
We proceed with the proof of Theorem 19; that is, using restricted weak type
estimates, we will prove that
T ( f , g)(x) =
N∑
k=1
∣∣∣Πk( f , g)(x)∣∣∣ =
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is a bounded operator from Lp × Lq → Ls whenever p, q ≥ 2, 1
p
+
1
q
=
1
s
.
Start with F,G and H sets of finite measure, with |H| = 1. Let | f | ≤ 1G, |g| ≤ H.
Define the exceptional set
Ω =
{
x :M(|RF( f )|2) > C‖ f ‖22} ∪ {x :M(|RF(g)|2) > C‖g‖22
}
and set H′ = H \Ω; for C large enough |H′| ' |H|:
∣∣∣{x :M(|RF( f )|2) > C‖ f ‖22}∣∣∣ ≤ (C‖ f ‖22)−1 ‖M(|RF( f )|2)‖1,∞ .
.
(
C‖ f ‖22
)−1 ‖|RF( f )|2‖1 = (C‖ f ‖22)−1 ‖RF( f )‖22 . C  1.
Similarly for g, therefore we can conclude |Ω|  1, and H′ is a major subset.
In this case, the exceptional set depends on the functions f and g, but this is
okay in the Banach triangle (i.e. 1 < p, q, s < ∞). Our estimates will imply that
‖T ( f , g)‖s,∞ ≤ C‖ f ‖p‖g‖q,
and a bilinear Marcinkiewicz interpolation theorem as in [29] will imply the
desired conclusion.
Let Id = {I ∈ I : 1 + dist(ΩC ,I)|I| ∼ 2d}, for all d ≥ 0 integer and clearly it is enough
to show
ΛId( f , g, h) . 2
−10d|E|1/p1 · |F|1/p2 · |G|1/s′ .
For every n1 ∈ Z, define
In1d :=
{
I0 ∈ Id : ‖RF( f ) · χ˜I0‖2|I0|1/2 ∼ 2
−n1 and I0 is maximal with this property
}
In particular, the intervals in In1d are disjoint. Define similarly I
n2
d and also
In3d :=
I0 ∈ Id : |
〈
h, χ˜MI0
〉
|
|I0| ∼ 2
−n3 and I0 is maximal with this property

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Then denote In1,n2,n3d = I
n1
d ∩ In2d ∩ In3d .
ΛId( f , g, h) =
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3d
∑
I⊆I0
N∑
k=1
1
|I|1/2 〈 fk, φI〉 〈gk, ψI〉 〈hk, ψI〉 .
.
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3d
sizeI0C (h) · ‖RF( f ) · χ˜I0‖2 · ‖RF(g) · χ˜I0‖2 .
.
∑
n1,n2,n3
2−n12−n22−n3
∑
I0∈In1 ,n2 ,n3d
|I0|
We will estimate
∑
I0∈In1 ,n2 ,n3d
|I0| in three different ways and interpolate between
these estimates. ∑
I0∈In1 ,n2 ,n3d
|I0| ≤
∑
I0∈In1d
|I0| = ‖
∑
I0∈In1d
χI0‖1
because all the intervals in In1d are mutually disjoint. Also, for each of them
‖RF( f )χ˜I‖2 ∼ |I|1/22−n1 ,
which is equivalent to
1
|I|
∫
|RF( f )|2χ˜2Idx ∼ 2−2n1 .
The LHS is .M(|RF( f )|2) on I.
‖
∑
I∈In1d
χI‖1 = ‖
∑
I∈In1d
χI‖1,∞ . 22n1‖
∑
I∈In1d
(
1
|I|
∫
|RF( f )|2χ˜2Idx
)
χI‖1,∞ .
. 22n1‖M(|RF( f )|2)‖1,∞ . 22n1‖|RF( f )|2‖1 = 22n1‖RF( f )‖22 .
. 22n1‖ f ‖22
We got the estimate ∑
I∈In1d
|I| . 22n1‖ f ‖22.
Similarly, ∑
I∈In2d
|I| . 22n2‖g‖22 and
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∑
I∈In3d
|I| . 2n3‖h‖1
which further implies for all 0 ≤ θ1, θ2, θ3 ≤ 1, θ1 + θ2 + θ3 = 1∑
I∈In1 ,n2 ,n3d
|I| . 22n1θ1‖ f ‖2θ12 22n2θ2‖g‖2n2θ22 2n3θ3‖h‖θ31 .
Getting back to the trilinear form, we have
|ΛId( f , g, h)| .
∑
n1,n2,n3
2−n1(1−2θ1)2−n2(1−2θ2)2−n3(1−θ3)‖ f ‖2θ12 ‖g‖2θ22 ‖h‖θ31 .
Recalling the definition of Ω, Id, we have
2−n1 . 2d/2, 2−n2 . 2d/2, 2−n3 . 2−100d.
|ΛId( f , g, h)| . 2d(1−2θ1)2d(1−2θ2)2−100d(1−θ3)|F|θ1 |G|θ2 |E|θ3 ,
as long as 1 − 2θ1 > 0, 1 − 2θ2 > 0, 1 − θ3 > 0 and θ1 + θ2 + θ3 = 1. This is true
for θ1 and θ2 strictly less than 1/2. In particular if θ1 and θ2 are smaller than but
arbitrarily close to 1/2 and θ3 close to 0.
If we let 1/p = θ1, 1/q = θ2 and 1/s′ = θ3 this becomes equivalent to
ΛId . 2
−50d|F|1/p|G|1/q|E|1/s′
and thus Λ( f , g, h) is of restricted weak type (p, q, s) for p, q > 2. So we get the
whole range (p, q, s), if p, q > 2 and 1p +
1
q =
1
s .
The case p = q = 2 follows directly; it can’t be obtained through interpolation
methods.
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CHAPTER 4
VECTOR VALUED EXTENSIONS FOR BILINEAR OPERATORS
4.1 Estimates for Localized BHT
Definition 26. If P is a collection of tri-tiles and I is a dyadic interval, we denote by
P(I) the tiles in P whose spatial interval is contained in I:
P(I) := {P ∈ P : IP ⊆ I}
Here we assume that F,G and H′ are subsets of R of finite measure and I0 is
a fixed dyadic interval. We are interested in finding estimates for the bilinear
operator
BHT locI0 ( f , g)(x) :=
∑
P∈P(I0)
1
|IP|1/2 〈 f · 1F , φ
1
P1〉〈g · 1G, φ2P2〉φ3P3(x)1H′(x).
In doing so, we first study the associated trilinear form:
ΛlocBHT (I0)( f , g, h) :=
∑
P∈P(I0)
1
|IP|1/2 〈 f · 1F , φ
1
P1〉〈g · 1G, φ2P2〉〈h · 1H′ , φ3P3〉.
While this operator satisfies the same estimates as the Bilinear Hilbert Trans-
form, the localization to the sets F,G and H′, and to the tiles in P(I0) will
bring some extra decay. First we prove a result in the ”local L2 case”, when
1
r1
,
1
r2
,
1
r′
≤ 1
2
. This will illustrate the gist of our approach, most the technicali-
ties.
Proposition 12 (The case r1.r2, r′ ≥ 2). Let P be a family of tri-tiles, I a dyadic interval
and H′ ⊂ R subset of finite measure. Then one can choose some positive numbers a j so
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that
|ΛBHT ;P(I)( f · 1F , g · 1G, h · 1H′)| . (4.1)
.
(
s˜ize P(I)1F
)a1 (
s˜ize P(I)1G
)a2 (
s˜ize P(I)1H′
)a3 ‖ f · χ˜I‖r1‖g · χ˜I‖r2‖h · χ˜I‖r′ . (4.2)
Here a j = 1 − 2r j −  > 0, for some very small .
Proof. In this case we are proving restricted type estimates by applying directly
Proposition 11: let E1, E2, E3 be sets of finite measure, and | f | ≤ 1E1 , |g| ≤ 1E2 , |h| ≤
1E3 . We have
ΛBHT ( f · 1F , g · 1G, h · 1H′) .
(
s˜izeP(I) f · 1F
)θ1 (
s˜izeP(I)g · 1G
)θ2 (
s˜izeP(I)h · 1H′
)θ3
(
energy f · 1F
) 1−θ1
2
(
energy g · 1G
) 1−θ2
2
(
energy h · 1H′
) 1−θ3
2
Recall that the sizes can be estimated by
s˜izeP(I) f · 1F . sup
P∈P(I)
1
|IP|
∫
1E1 · 1F · χ˜MIPdx
where M can be chosen to be as large as we wish. So if E1 is supported away
from I, the sizes will decay fast, giving the desired 4.1. Similarly for E2 and E3.
For this reason, we can assume that the sets E1, E2, E3 are supported on 5I and
then we will need to show only
|ΛBHT ;P(I)( f · 1F , g · 1G, h · 1H′)| .
(
s˜ize P(I)1F
)a1 (
s˜ize P(I)1G
)a2 (
s˜ize P(I)1H′
)a3 ‖ f ‖r1‖g‖r2‖h‖r′ .
The energies are bounded by L2 norms, so we have
ΛBHTloc( f , g, h) .
(
s˜izeP(I)1F
)θ1 (
s˜izeP(I)1G
)θ2 (
s˜izeP(I)1H′
)θ3 |E1| 1−θ12 |E2| 1−θ22 |E3| 1−θ32 .
This restricted type estimates are true in a very small neighborhood of
(
1
r1
,
1
r2
,
1
r′
), and carefully interpolating the restricted type estimates one gets
strong type estimates.
57
Now we treat the rest of the cases for which the admissible tuple (
1
r1
,
1
r2
,
1
r′
)
is still in the Banach triangle:
0 <
1
r1
,
1
r2
,
1
r′
< 1.
Proposition 13. Let F,G and H′ be as above and let P(I0) be a family of tri-tiles local-
ized to the dyadic interval I0. Then one can choose some positive numbers a j so that
|ΛlocBHT ;P(I0)( f · 1F , g · 1G, h · 1H′)| . (4.3)
.
(
s˜ize P(I0)1F
)a1 (
s˜ize P(I0)1G
)a2 (
s˜ize P(I0)1H′
)a3 ‖ f · χ˜I0‖r1‖g · χ˜I0‖r2‖h · χ˜I0‖r′ , (4.4)
where
1
r1
+
1
r2
+
1
r′
= 1, and 0 ≤ a j < 1 for all 1 ≤ j ≤ 3.
Proof. Start with E1, E2, E3 sets of finite measure and Ω˜ is an exceptional set de-
fined as
Ω˜ := {x :M(1E1) > C
|E1|
|E3| } ∪ {x :M(1E2) > C
|E2|
|E3| }.
Let E′3 := E3 \ Ω˜. We want to prove that (4.3) holds for any functions f , g, h
for which | f | ≤ 1E1 , |g| ≤ 1E2 , and |h| ≤ 1E′3 . For simplicity, we are making the
following assumptions:
i) the functions f , g and h are supported on 5I0;
ii) for every tile P ∈ P(I0), we have 1 + dist (Ip, Ω˜
c)
|IP| ∼ 2
d.
Then for every P ∈ P(I0), we have
1
|IP|
∫
R
1E1 · 1F · χ˜MIPdx . 2d
|E1|
|E3| and
1
|IP|
∫
R
1E2 · 1G · χ˜MIPdx . 2d
|E2|
|E3| .
This is important because now we can perform a stopping time which will allow
us to estimate the ‘sizes’ of the functions 1E j .
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We start with the largest value 2−l1 . 2d
|E1|
|E2| and define Il1 to be the collection
of maximal dyadic intervals I with the property that I contains some IP ∈ P(I0)
which is not contained in any of the intervals previously selected, and I also has
the property that
2−l1−1 ≤ 1|I|
∫
R
1E1 · 1F · χ˜MI dx ≤ 2−l1 .
The algorithm continues by decreasing 2−l1 until all tiles in P(I0) are exhausted.
In this way, for any l1 and any I ∈ Il1 we have s˜izeP(I)(1E1 · 1F) ∼ 2−l1 . Similarly
we construct the collections of dyadic intervals Il2 associated with the functions
1E2 · 1G as long as 2−l2 . 2d
|E2|
|E3| .
For the third component, the collections Il3 are non-empty as long as 2−n3 .
2−M˜d, and in that case for any I ∈ Il3 , s˜izeP(I)(1H′ · 1E′3) ∼ 2−n3 . The extra decay in
this case is due to the fact that E′3 is actually supported on Ω˜
c.
Given l1, l2, l3 as above, we denote Il1,l2,l3 := Il1 ∩ Il2 ∩ Il3 . This is also going to
be a collection of dyadic intervals, and moreover P(I0) =
⋃
l1,l2,l3
⋃
I∈Il1 ,l2 ,l3
P(I). Thus
ΛlocBHT ;P(I0)( f , g, h) =
∑
l1,l2,l3
∑
I∈Il1 ,l2 ,l3
ΛlocBHT ;P(I)( f , g, h). (4.5)
Every ΛlocBHT ;P(I)( f , g, h) will be estimated with the use of Proposition 11:
ΛlocBHT ;P(I)( f , g, h) . s˜izeP(I)(1E1 · 1F)θ1 s˜izeP(I)(1E2 · 1G)θ2 s˜izeP(I)(1E′3 · 1H′)θ3 ·
energy P(I)(1E1 · 1F)1−θ1energy P(I)(1E2 · 1G)1−θ2energy P(I)(1E′3 · 1H′)1−θ3 .
Lemmas 3 and 4 will help with the sizes and energies, but in the case of the
energy, one can do even better:
energy P(I)( f ) ∼
 ∑
T⊂P(I)
∑
T∈T
∑
P∈T
|〈 f , φP〉|2

1/2
. ‖ f · χ˜I‖2 (4.6)
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This is because for all φP, the information is mainly concentrated on the interval
I. More exactly, if T is a family of disjoint trees that have disjoint phase inter-
vals(that is, the intervals IT are disjoint), and f is supported on (5I)c, then we
have
∑
T∈T
∑
P∈T
IP⊆I
|〈 f , φP〉|2

1/2
≤
∑
T∈T
∑
P∈T
IP⊆I
|〈 f , φP〉| ≤
≤ ‖ f ‖2
∑
T∈T
∑
P∈T
IP⊆I
·
(
dist (IP, 5Ic)
|IP|
)−100
. ‖ f |2 ·
∑
IP⊆I
(
dist (IP, 5Ic)
|IP|
)−100
.
. ‖ f ‖2 ·
∑
k≥0
∑
|IP |=2−k |I|
IP⊆I
(
dist (IP, 5Ic)
|I| ·
|I|
|IP|
)−100
. ‖ f ‖2 ·
∑
k≥0
2−50k
(
dist (I, 5Ic)50
|I|
)
.
For the particular function 1E1 · 1F and some interval I ∈ Il1,l2,l3 we have
energy P(I)(1E1 ·1F) .
(∫
R
1E1 · 1F · χ˜MI dx
)1/2
.
(
2−l1 |I|
)1/2
.
(
size P(I0)(1E1 · 1F) · |I|
)1/2 .
In this way 4.5 becomes
ΛlocBHT ;P(I0)( f , g, h) .
∑
l1,l2,l3
∑
I∈Il1 ,l2 ,l3
s˜izeP(I)(1E1 · 1F)θ1 s˜izeP(I)(1E2 · 1G)θ2 s˜izeP(I)(1E′3 · 1H′)θ3 ·
(4.7)(
1
|I|
∫
R
1E1 · 1F · χ˜MI dx
) 1−θ1
2
(
1
|I|
∫
R
1E2 · 1G · χ˜MI dx
) 1−θ2
2
(
1
|I|
∫
R
1E′3 · 1H′ · χ˜MI dx
) 1−θ3
2
· |I| .
(4.8)
. s˜izeP(I0)(1F)
1+θ1
2 − 1r1 s˜izeP(I0)(1G)
1+θ2
2 − 1r2 s˜izeP(I0)(1H′)
1+θ3
2 − 1r′ − · (4.9)
·
∑
l1,l2,l3
∑
I∈Il1 ,l2 ,l3
2−
l1
r1 2−
l2
r2 2−l3(
1
r′ +)|I|, (4.10)
as long as
1 + θ1
2
− 1
r1
> 0,
1 + θ2
2
− 1
r2
> 0,
1 + θ2
2
− 1
r′
> 0. (4.11)
The quantity
s˜izeP(I0)(1F)
1+θ1
2 − 1r1 s˜izeP(I0)(1G)
1+θ2
2 − 1r2 s˜izeP(I0)(1H′)
1+θ3
2 − 1r′ −
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is going to represent the operatorial norm associated with the trilinear form
ΛlocBHT ;P(I0).∑
I∈Il1 ,l2 ,l3
|I| can be estimated in three different ways; for example,
∑
I∈Il1 ,l2 ,l3
|I| ≤
∑
I∈Il1
|I| = ‖
∑
I∈Il1
1I‖1,∞ . ‖
∑
I∈Il1
2l1M1E1 · 1I‖1,∞ . 2n1 |E1|.
For this reason, whenever 0 ≤ α j ≤ 1, with α1 + α2 + α3 = 1, we have∑
I∈Il1 ,l2 ,l3
|I| .
(
2l1 |E1|
)α1 (
2l2 |E2|
)α2 (
2l3 |E′3|
)α3
.
This will imply that
∑
l1,l2,l3
∑
I∈Il1 ,l2 ,l3
2−
l1
r1 2−
l2
r2 2−l3(
1
r′ +)|I| .
.
∑
l1,l2,l3
2−l1(
1
r1
−α1)2−l2(
1
r2
−α2)2−l3(
1
r′ +−α1)|E1|α1 |E2|α2 |E3|α3 .
.
(
2d
|E1|
|E3|
) 1
r1
−α1 (
2d
|E2|
|E3|
) 1
r2
−α2 (
2−M˜d
)( 1r′ +−α3) |E1|α1 |E2|α2 |E3|α3 .
. 2−100d|E1|1/r1 |E2|1/r2 |E3|1/r′
The series above will converge because
1
r1
+
1
r2
+
1
r′
+  > 1.
Hence, by interpolation, and after removing the assumption i), we get
|ΛlocBHT ;P(I0)( f · 1F , g · 1G, h · 1H′)| .
.
(
s˜ize P(I0)1F
)a1 (
s˜ize P(I0)1G
)a2 (
s˜ize P(I0)1H′
)a3 ‖ f · χ˜I0‖r1‖g · χ˜I0‖r2‖h · χ˜I0‖r′ ,
where a1, a2 and a3 can be described as
a1 =
1 + θ1
2
− 1
r1
, a2 =
1 + θ2
2
− 1
r2
, a3 =
1 + θ3
2
− 1
r′
for some 0 ≤ θ1, θ2, θ3 < 1, with θ1 + θ2 + θ3 = 1 than will be chosen later.
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Remark 8. If f was so that supp f ⊆ 2k+1I \ 2kI, then
(
size P(I)( f · 1F))θ1 . 2−10kMθ1size P(I) ( f · 1F)θ1− .
Because of the extra decay 2−10kM we can assume that the functions f , g and h are pri-
marily supported on 5I.
Corollary 2. Let θ j be so that
1
r1
≤ 1 + θ1
2
,
1
r2
≤ 1 + θ2
2
, and
1
r1
+
1
r2
= 1. Then
‖BHTloc( f , g)‖1 .
(
s˜izeP(I)1F
) 1+θ1
2 − 1r1 ·
(
s˜izeP(I)1G
) 1+θ2
2 − 1r2 ·
(
s˜izeP(I)1H′
) 1+θ3
2 ‖ f · χ˜I‖r1‖g · χ˜I‖r2 .
Proof. A careful examination of 4.7 shows that one can choose any triple
(β1, β2, β3) with β1 + β2 + β3 = 1, even with β3 ≤ 0, in the place of (1/r1, 1/r2, 1/r′).
In this case we get
|ΛlocBHT ;P(I0)( f , g, h)| .
(
s˜ize P(I0)1F
) 1+θ1
2 −β1 (s˜ize P(I0)1G) 1+θ22 −β2 (s˜ize P(I0)1H′) 1+θ32 − ·
|E1|β1 |E2|β2 |E3|β3
The restrictions are that β j <
1 + θ j
2
, which works well for very small or negative
values of β3. Considering tuples (β1, β2, β3) that lie in a small open neighborhood
of
(
1
r1
,
1
r2
, 0
)
, we get the conclusion. In this case, the interpolation does’t yield
estimates for the trilinear from ΛlocBHT ;P(I0), but for the L
1 norm of the operator.
4.2 Vector Valued BHT
One of the main results in this thesis is a vector-valued extension of BHT , for
any triple (
1
r1
,
1
r2
,
1
r′
) with
0 ≤ 1
r1
,
1
r2
,
1
r′
< 1, and
1
r1
+
1
r2
+
1
r′
= 1.
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Figure 4.1: Range for vector valued BHT when 1/r1, 1/r2, 1/r′ ≤ 1/2
In particular, when p, q ≥ 2, vector-valued estimates are available for any r1, r2
and r.
Theorem 20. For any r1, r2, r′ so that 0 ≤ 1r1 ,
1
r2
,
1
r′
< 1, and
1
r1
+
1
r2
+
1
r′
= 1, we
have
‖
 N∑
k=1
|BHT ( fk, gk)|r
1/r ‖s . ‖  N∑
k=1
| fk|r1
1/r1 ‖p‖  N∑
k=1
|gk|r2
1/r2 ‖q.
whenever
1
p
+
1
q
=
1
s
and 1 < p, q ≤ ∞, 2/3 < s < ∞, and the exponents ( 1p , 1q , 1s ) satisfy
the following:
i) if
1
r1
,
1
r2
,
1
r′
≤ 1
2
, then we don’t have any further restrictions, so the range of
exponents is the one of the BHT operator: Dr1,r2,r′ = Range(BHT ).
ii) if
1
r2
,
1
r′
≤ 1
2
,
1
r1
>
1
2
, then
(
1
p
,
1
q
,
1
s′
)
are inDr1,r2,r′ , which is the convex hull of
Co
(
(0, 0, 1) , (1, 0, 0) ,
(
1,
1
2
,−1
2
)
,
(
1
r1
,
3
2
− 1
r1
,−1
2
)
,
(
0,
3
2
− 1
r1
,
1
r1
− 1
2
))
.
iii) if
1
r1
,
1
r′
≤ 1
2
,
1
r2
>
1
2
, then the range of exponents is similar to the one in ii), with
the role of r1 and r2 switched.
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Figure 4.2: Range for vector valued BHT when 1/r1 > 1/2
Figure 4.3: Range for vector valued BHT when 1/r′ > 1/2
iv) if
1
r1
,
1
r2
≤ 1
2
,
1
r′
>
1
2
, then
(
1
p
,
1
q
,
1
s′
)
are inDr1,r2,r′ := the convex hull of
Co
(
(0, 0, 1) ,
(
1
2
+
1
r
, 0,−1
r
)
,
(
1
2
+
1
r
,
1
2
,−1
r
)
,
(
1
2
,
1
2
+
1
r
,−1
r
)
,
(
0,
1
2
+
1
r
,
1
2
− 1
r
))
.
Remark 9. 1. Estimates still hold when one of p or q equals ∞. In general, for the
boundary points we can only hope to get weak type estimates.
2. Note that whenever (p, q, s′) are so that 0 ≤ 1
p
,
1
q
≤ 1
2
and s , ∞, vector valued
estimates exist far any tuple (r1, r2, r).
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The method of the proof is based on generalized restricted type interpolation.
For the Banach-valued multilinear operator BHT , the trilinear form is given by
ΛBHT ( f , g, h) := 〈BHT ( f , g), h〉 =
N∑
k=1
ΛBHT ;Pk( fk, gk, hk) (4.12)
where f = { fk}k ∈ Lp(lr1), g = {gk}k ∈ Lq(lr2) and h = {hk}k ∈ Ls′(lr′).
For each BHT ( fk, gk) we could use a different collection Pk of tiles for the
discretized model operator:
BHTPk( fk, gk)(x) =
∑
P∈Pk
1
|IP|1/2 〈 fk, φ
1
1〉〈gk, φ22〉φ33(x).
Remark 10. The results we are proving are true even if we use different model operators
for BHT ( fk, gk); so theorem 20 allows for a slight generalization:
‖
 N∑
k=1
|B˜HT k( fk, gk)|r
1/r ‖s . ‖  N∑
k=1
| fk|r1
1/r1 ‖p‖  N∑
k=1
|gk|r2
1/r2 ‖q
The operators B˜HT k have properties similar to the Bilinear Hilbert Transform, but they
need not be exactly the same.
As mentioned before, we will prove generalized restricted type estimates
for the vector-valued ΛBHT ( f , g, h). Let F,G and H be sets of finite measure, with
|H| = 1. In what follows, we will construct a major subset H′ ⊆ H and show
∣∣∣ N∑
k=1
ΛBHT ;P( fk, gk, hk)
∣∣∣ . |F|α1 |G|α2 |H|α3 (4.13)
whenever
∑
k
| fk|r2
1/r1 ≤ 1F , ∑
k
|gk|r2
1/r2 ≤ 1G and ∑
k
|hk|r′
1/r
′
≤ 1H′ . The ex-
ceptional set is defined as
Ω := {x :M(1F) > C|F|} ∪ {x :M(1G) > C|G|}.
Because of the L1 → L1,∞ boundedness of the maximal operator, for C large
enough |Ω| << 1.
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We partition the collection of tri-tiles according to the scaled distance from
the exceptional set
Pd = {P ∈ Pk : 1 + dist (IP,Ω
c)
|IP| ∼ 2
d}
and will prove estimates equivalent to (4.13) for the family Pd, with an extra
2−10d decay:
|
N∑
k=1
ΛBHT ;Pd( fk, gk, hk)| . 2−10d|F|1/p|G|1/q|H|1/s′ . (4.14)
We suppress the d-dependency for the moment.
Now we construct a collection {In1}n1≥n¯1 of relevant dyadic intervals according
to the “concentration” of 1F among the phase intervals IP:
- start with n¯1 so that 2−n¯1 ∼ 2d|F| and let P′n¯1−1 = P (P′n1 will play the role of
Stock)
- define In¯11 to be the collection of maximal dyadic intervals I with the prop-
erty that there exists at least one tile P ∈ P′n¯1 with IP ⊆ I and
1
|I|
∫
1F · χ˜Idx ∼ 2−n¯1 . (4.15)
- for every such interval I, let Pn¯1(I) be the collection of tiles P ∈ P′n¯1 with the
property that IP ⊆ I
- set P′n¯1 = P \
⋃
I∈In¯11
Pn¯1(I)
- for all n1 ≥ n¯1, In11 will denote the collection of maximal dyadic intervals
which contain a phase interval IP for some P ∈ P′n1+1 (which was not se-
lected previously) and so that
2−n1−1 ≤ 1|I|
∫
1F · χ˜MI dx < 2−n1 .
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- as before, Pn1(I) := {P ∈ P′n1 : IP ⊆ I}
- set P′n1 = Pn1+1 \
⋃
I∈In11
Pn1(I)
- note that we always have 2−n1 . 2d|F|.
For d sufficiently large, the intervals IP for P ∈ Pd are going to be essentially
disjoint and the intervals I ∈ In11 can be selected in an easier way; but this is not
the case for example when d = 0, which corresponds to IP ∩Ω , ∅. However, for
every n1, the intervals in In11 are going to be disjoint and this is all that is going
to be used later in the proof.
Similarly, In22 denotes the collection of maximal dyadic intervals I containing
at least some IP ⊆ I for some P ∈ Pd, and
1
|I|
∫
1G · χ˜MI dx ∼ 2−n2 . 2d|G|.
For 1H′ , In33 = collection of maximal dyadic intervals I containing at least some
IP for some P ∈ Pd and so that
1
|I|
∫
1H′ · χ˜MI dx ∼ 2−n3 . 2−Md.
We denote In1,n2,n3 := In11 ∩ In22 ∩ In33 .
Next we further partition Pd as Pd =
⋃
n1,n2,n3
⋃
I∈In1 ,n2 ,n3
P(I).
For I ∈ In11 , we have s˜izePn1 (I)1F ∼ 2−n1 . When we intersect different intervals
in In11 , I
n2
2 and I
n3
3 all we can say is that s˜izeP(I)1F . 2
−n1 . This fact is the technical
obstruction in obtaining vector valued BHT estimates for any p, q, s in the range
of BHT .
67
In a similar way, the relation
1
|I|
∫
R
1F · χ˜MI dx ∼ 2−n1 for I ∈ In11 becomes, for an
interval I′ ∈ In11 ∩ In22 ∩ In33
1
|I′|
∫
R
1Fχ˜MI′ dx . 2
−n1 .
The trilinear form in (4.14) becomes
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
∑
k
ΛBHT ;P(I)( fk, gk, hk).
Note that the functions fk are supported on F, the gks on G and the hks on H′.
We can apply the localization proposition (13 ) to get
|ΛBHT ;Pk(I)( fk, gk, hk)| .
(
s˜izeP(I)1F
)b1 (
s˜izeP(I)1G
)b2 (
s˜izeP(I)1H′
)b3 ·
‖ fk · χ˜I‖r1‖gk · χ˜I‖r2‖hk · χ˜I‖r′ .
where
1
r1
+
1
r2
+
1
r′
= 1, and 0 ≤ b j ≤ a j.
Recall that the a j were given by
a1 =
1 + θ1
2
− 1
r1
, a2 =
1 + θ2
2
− 1
r2
, a3 =
1 + θ3
2
− 1
r′
where the only conditions we have on θ1, θ2 and θ3 are that θ1 + θ2 + θ3 = 1 and
a j > 0.
Using Ho¨lder’s inequality, the initial tri-linear form can be estimated by
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
∑
k
∣∣∣ΛBHT ;Pk(I)( fk, gk, hk)∣∣∣ .
.
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
(
s˜izeP(I)1F
)a1 (
s˜izeP(I)1G
)a2 (
s˜izeP(I)1H′
)a3 ·
‖(
∑
k
| fk|r1)1/r1 χ˜I‖r1‖(
∑
k
|gk|r2)1/r2 χ˜I‖r2‖‖(
∑
k
|hk|r′)1/r′ χ˜I‖r′ .
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.
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
(
s˜izeP(I)1F
)a1 (
s˜izeP(I)1G
)a2 (
s˜izeP(I)1H′
)a3 ·
‖1F · χ˜I‖r1
|I|1/r1
‖1G · χ˜I‖r2
|I|1/r2
‖1H′ · χ˜I‖r′
|I|1/r′ · |I| .
.
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
2−n1/p2−n2/q2−n3(a3+
1
r′ ) · |I|
In the last inequality we need to assume
1
p
≤ a1 + 1r1 =
1 + θ1
2
and similarly
≤ 1 + θ2
r′
. We will be summing |I|when I ∈ In1,n2,n3 . Note
∑
I∈In1 ,n2 ,n3
|I| ≤
∑
I∈In11
|I| = ‖
∑
I∈In11
1I‖1,∞ .
. ‖
∑
I∈In11
2n1(M1F) · 1I‖1,∞ . 2n1 |F|.
Similarly, ∑
I∈In1 ,n2 ,n3
|I| . 2n2 |G|, 2n3 |H|
and interpolating these three inequalities we get∑
I∈In1 ,n2 ,n3
|I| . (2n1 |F|)γ1(2n2 |G|)γ2(2n3 |H|)γ3
where 0 ≤ γ j ≤ 1 and γ1 + γ2 + γ3 = 1. Finally,
|
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
∑
k
ΛBHT ;Pk(I)( fk ,gk ,hk)| .∑
n1,n2,n3
2−n1/p2−n2/q2−n3
1+θ3
2 (2n1 |F|)γ1(2n2 |G|)γ2(2n3 |H|)γ3 .
.
∑
n1,n2,n3
2−n1(1/p−γ1)2−n2(1/q−γ2)2−n3(
1+θ3
2 −γ3)|F|γ1 |G|γ2
The series converges if we can pick γ j so that
1
p
> γ1,
1
q
> γ2 and
1 + θ3
2
> γ3.
This will be possible as long as
1
p
+
1
q
+
1 + θ3
2
> 1. (4.16)
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In case the above conditions are satisfied, we get generalized restricted type
estimate
|
∑
k
Λk( fk, gk, hk)| . |F|1/p|G|1/q.
There are four distinct cases:
i)
1
r1
,
1
r2
,
1
r′
≤ 1
2
. In this case, if we pick θ1 = θ2 ∼ 0 and θ3 ∼ 1, all the
conditions hold and the range is going to be the convex hull of the points
(0, 0, 1), (1, 0, 0),
(
1,
1
2
,−1
2
)
,
(
1
2
, 1,−1
2
)
, (0, 1, 0).
That is, we get the same range as that for the BHT operator: p, q ≥ 1, s > 2
3
and
1
p
+
1
q
=
1
s
.
ii)
1
r2
,
1
r′
≤ 1
2
and
1
r1
>
1
2
. For the condition
1 + θ1
2
− 1
r1
> 0 to hold, we have
to choose θ1 > 2r1 − 1 and this will imply that the range of the operator
described as a region in the hyperplane β1 + β2 + β3 = 1 is the convex hull
of the points
(0, 0, 1) , (1, 0, 0) ,
(
1,
1
2
,−1
2
)
,
(
1
r1
,
3
2
− 1
r1
,−1
2
)
,
(
0,
3
2
− 1
r1
,
1
r1
− 1
2
)
.
iii)
1
r1
,
1
r′
≤ 1
2
, and
1
r2
>
1
2
. Analogous to the previous case, the range of the
operator is the convex hull of
(0, 0, 1) , (0, 1, 0) ,
(
1,
1
2
,−1
2
)
,
(
3
2
− 1
r2
,
1
r2
,−1
2
)
,
(
3
2
− 1
r2
, 0,
1
r2
− 1
2
)
.
iv)
1
r1
,
1
r2
≤ 1
2
,
1
r′
>
1
2
. The range is the convex hull of
(0, 0, 1),
(
1
2
+
1
r
, 0,
1
2
− 1
r
)
,
(
1
2
+
1
r
,
1
2
,−1
r
)
,
(
1
2
,
1
2
+
1
r
,−1
r
)
,
(
0,
1
2
+
1
r
,
1
2
− 1
r
)
.
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4.2.1 The cases r = 1 or ri = ∞
The proof is similar to the one in the previous section 4.2. First consider the case
r = 1. Because the dual space of l1 is l∞, the sequences of functions will satisfy∑
k
| fk|r1
1/r1 ≤ 1F , ∑
k
|gk|r2
1/r2 ≤ 1G, sup
k
|hk| ≤ 1H′ .
All the details are identical to the case r > 1; the restrictions are given by only
two inequalities:
1 + θ1
2
≥ 1
r1
,
1 + θ2
2
≥ 1
r2
.
In the case r1 = r2 = 2, r = 1, these are automatically satisfied and the range we
have for p, q, and s is the same as that for the BHT operator.
When r1 = ∞, we use the fact that the first adjoint of BHT is a bilinear oper-
ator of the same kind, which is bounded from Lr × Lr′ → L1; more precisely,
ΛBHT ( fk, gk, hk) =
∫
R
BHT ( fk, gk)(x) · hk(x)dx =
∫
R
fk(x) · BHT ∗,1(gk, hk)(x)dx.
In proving the boundedness of vector valued BHT via interpolation, we as-
sume sup
k
| fk| ≤ 1F ,
∑
k
|gk|r
1/r ≤ 1G and ∑
k
|hk|r′
1/r
′
≤ 1H′ . Then
|ΛBHT ;P(I)( fk, gk, hk)| ≤ ‖BHT ∗,1P(I)(gk · 1G, hk · 1H′) · 1F‖1 .
.
(
s˜izeP(I)1F
) 1+θ1
2
(
s˜izeP(I)1G
) 1+θ2
2 − 1r (s˜izeP(I)1H′) 1+θ32 − 1r′ · ‖gk · χ˜I‖r‖hk · χ˜I‖r′ .
The rest follows as before. Note that in the case (∞, 2, 2) we have no con-
straints on p, q, and s except for those coming from the original BHT operator
itself.
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4.3 Iterated lp spaces estimates for BHT
Previously, we proved that for any tuple (r1, r2, r) with
1
r1
+
1
r2
=
1
r′
, 1 ≤ r < ∞,
and 1 < r1, r2 ≤ ∞, we have
BHT : Lp(lr1) × Lq(lr2)→ Ls(lr)
whenever p, q, r are in a certain range Dr,r1,r2 which can be described in a precise
manner. In this section, we will describe a way to obtain a localized version of
this result, as well as a vector valued extension for BHT when the vector spaces
are iterated lp spaces. We state the theorem in its generality, but will illustrate
mainly the case or two iterated spaces ls(lr) in order to simplify the notation.
Theorem 21. Let M be an arbitrary positive integer, and consider tuples (sk1, sk2, sk)
with the property that
1
sk1
+
1
sk2
=
1
sk
, 1 < sk1, sk2 ≤ ∞, 1 ≤ sk < ∞
and (sk1, sk2, sk) ∈ D(s(k−1)1,s(k−1)2,s(k−1)). Then
∥∥∥ ∑
kM
. . .
∑
k1
∣∣∣BHT ( fk1...kM , gk1...kM )∣∣∣s1

s2/s1
. . .

1/sM ∥∥∥
t
≤ (4.17)
≤ C∥∥∥ ∑
kM
. . .
∑
k1
∣∣∣ fk1...kM ∣∣∣s11

s21/s11
. . .

1/sM1 ∥∥∥
p
∥∥∥ ∑
kM
. . .
∑
k1
∣∣∣gk1...kM ∣∣∣s12

s22/s12
. . .

1/sM2 ∥∥∥
q
(4.18)
whenever (p, q, t) ∈ D(sM1,sM2,sM) ∩ Range (BHT ).
Moreover, if all the sk j satisfy 0 ≤ 1sk1 ,
1
sk2
,
1
s′k
≤ 1
2
, then the only constraint on p, q, t
is that (p, q, t) ∈ Range(BHT ).
In proving this, one uses a localized version of the above result, which can
be inductively proved.
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Lemma 6. Under the same hypotheses as in Theorem 21, given a dyadic interval I0 and
measurable sets of finite measure F,G,H′, we have
∥∥∥ ∑
kM
. . .
∑
k1
∣∣∣BHTP(I0)( fk1...kM · 1F , gk1...kM · 1G) · 1H′ ∣∣∣s1

s2/s1
. . .

1/sM ∥∥∥
t
≤ (4.19)
≤ C˜‖
∑
kM
. . .
∑
k1
∣∣∣ fk1...kM ∣∣∣s11

s21/s11
. . .

1/sM1
· χ˜I0‖p (4.20)
· ‖
∑
kM
. . .
∑
k1
∣∣∣gk1...kM ∣∣∣s12

s22/s12
. . .

1/sM2
· χ˜I0‖q (4.21)
where p, q, t are in the Banach range, and the constant C˜ is given by(
s˜izeP(I0)1F
) 1+θ1
2 − 1p ·
(
s˜izeP(I0)1G
) 1+θ2
2 − 1q ·
(
s˜izeP(I0)1H′
) 1+θ3
2 − 1t′ . (4.22)
Remark 11. The localization result is formulated for (p, q, t) in the Banach range be-
cause in the next induction step they will become (s(M+1)1, s(M+1)2, s(M+1)).
4.3.1 The case of two iterated lp spaces
We will be proving the following two propositions:
Proposition 14.
∥∥∥ ∑
l
∑
k
∣∣∣BHT ( fkl, gkl)∣∣∣rs/r

1/s ∥∥∥
t
≤
≤ C∥∥∥ ∑
l
∑
k
∣∣∣ fkl∣∣∣r1s1/r1

1/s1 ∥∥∥
p
· ∥∥∥ ∑
l
∑
k
∣∣∣gkl∣∣∣rrs2/r2

1/s2 ∥∥∥
q
Proposition 15.
‖
 N∑
k=1
|BHTP(I0)( fk · 1F , gk · 1G)|r
1/r · 1H′‖s ≤
≤ C˜‖
 N∑
k=1
| fk|r1
1/r1 · χ˜I0‖p · ‖  N∑
k=1
|gk|r2
1/r2 · χ˜I0‖q.
where C˜ has an expression similar to that in 4.22.
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Proof. This is going to be a refinement of the proof of the main theorem from
section 4.2. In constructing the collection of intervals In jj , we note that we only
need to select intervals I that are already contained in I0, because all the tiles in
P(I0) are so that IP ⊆ I0.
As before, we prove generalized restricted type estimates, and we assume
the functions have the following properties:∑
k
| fk|r1
1/r1 ≤ 1E1 , ∑
k
| fk|r2
1/r2 ≤ 1E2 , ∑
k
|hk|r′
1/r
′
≤ 1E′3 .
The exceptional set is defined by Ω˜ = {M1E1 > C
|E1|
|E3| } ∪ {M1E2 > C
|E2|
|E3| }, and we
assume the tiles to be so that 1 +
dist (IP, Ω˜c)
|IP| ∼ 2
d.
For intervals I ∈ In11 we have
1
|I|
∫
R
1E1 · 1F · χ˜MI dx ∼ s˜izePn1 (I)(1E1 · 1F) ∼ 2−n1 ≤ 2d
|E1|
|E3| .
When we consider intervals I ∈ In11 ∩ In22 ∩ In33 , the above approximations become
inequalities. We also need to point out that
s˜izeP(I)(1E1 · 1F) and
1
|I|
∫
R
1E1 · 1F · χ˜MI dx ≤ s˜izeP(I0)(1E1 · 1F).
Now we add the trilinear forms in order to obtain generalized restricted type
estimates:∑
|ΛBHT ;P(I0)( fk · 1F , gk · 1G, hk · 1H′)| ≤
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
∑
k
|ΛBHT ;P(I0∩I)( fk · 1F , gk · 1G, hk · 1H′)| .
.
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
(
s˜izeP(I)1E1 · 1F
) 1+θ1
2 − 1r1 ·
(
s˜izeP(I)1E21G
) 1+θ2
2 − 1r2 ·
(
s˜izeP(I)1E′31H′
) 1+θ3
2 − 1r′ ·
‖1E1 · 1F · χ˜I‖r1
|I|1/r1 ·
‖1E2 · 1G · χ˜I‖r2
|I|1/r2 ·
‖1E′3 · 1H′ · χ˜I‖r′
|I|1/r′ |I| .
.
(
s˜izeP(I0)1E1 · 1F
) 1+θ1
2 − 1p ·
(
s˜izeP(I0)1E21G
) 1+θ2
2 − 1q ·
(
s˜izeP(I0)1E′31H′
) 1+θ3
2 − 1s′ − ·
·
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
2−
n1
p 2−
n2
q 2−n3(
1
s′ +)|I|
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The last part adds up to something . 2−M˜d|E1| 1p |E2| 1q |E3| 1s′ , which is precisely what
we were aiming in the beginning.
The cases when one of the r1, r2 or r′ = ∞ follow in a similar manner.
4.3.2 Proof of Proposition 14
Proof. Once again, we use generalized restricted type interpolation; F,G,H are
sets of finite measure, with |H| = 1. The exceptional set is defined as usual, and
H′ = H \Ω. The sequences of functions will be so that
∑
l
∑
k
| fkl|r1

s1
r1

1
s1
≤ 1F ,
∑
l
∑
k
|gkl|r2

s2
r2

1
s2
≤ 1G,
∑
l
∑
k
|hkl|r′

s′
r′

1
s′
≤ 1H′ .
The collections In jj are going to be chosen in the same way as in the proof of
theorem 20, depending on the sizes and averages of the characteristic functions
1F , 1G, 1H′ . Proposition 15 yields the following:∑
k
|ΛBHT ;P(I)( fkl, gkl, hkl)| .
(
s˜izeP(I)1F
) 1+θ1
2 − 1s1 ·
(
s˜izeP(I)1G
) 1+θ2
2 − 1s2 ·
(
s˜izeP(I)1H′
) 1+θ3
2 − 1s′ ·
(4.23)
· ‖
∑
k
| fkl|r1

1
r1
· χ˜I‖s1 · ‖
∑
k
|gkl|r2

1
r2
· χ˜I‖s2 · ‖
∑
k
|hkl|r′

1
r′
· χ˜I‖s′ (4.24)
When summing 4.24 over l as well, we apply Ho¨lder for the triple s1, s2, s′, re-
covering in this way ‖1F · χ˜I‖s1 , and the corresponding quantities for the second
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and third entries. In this way we have
|
∑
k,l
ΛBHT ( fkl, gkl, hkl)| .
.
∑
n1,n2,n3
∑
In1 ,n2 ,n3
(
s˜izeP(I)1F
) 1+θ1
2 − 1s1 ·
(
s˜izeP(I)1G
) 1+θ2
2 − 1s2 ·
(
s˜izeP(I)1H′
) 1+θ3
2 − 1s′ ·
· ‖1F · χ˜I‖s1|I|1/s1 ·
‖1G · χ˜I‖s2
|I|1/s2 ·
‖1H′ · χ˜I‖s′
|I|1/s′ · |I| .
.
∑
n1,n2,n3
∑
In1 ,n2 ,n3
(
“s˜ize”P(I)1F
) 1+θ1
2 − 1p ·
(
“s˜ize”P(I)1G
) 1+θ2
2 − 1q ·
(
“s˜ize”P(I)1H′
) 1+θ3
2 − 1t′ − ·
· 2− n1p 2− n2q 2−n3( −1t′ +) · |I|.
Remark 12. The “sizes” appearing in the line above do not represent exactly the same
expression as in the initial size definition. They are max between the former sizes on I,
and simpler averages on I. Nevertheless, this is the step in the proof where we can prove
also the localized version of the statement in 14. Assuming all the tiles are sitting above
an interval I0 (i.e. IP ⊆ I0), we can obtain the same result with operatorial norm
(
s˜izeP(I0)1F
) 1+θ1
2 − 1p ·
(
s˜izeP(I0)1G
) 1+θ2
2 − 1q ·
(
s˜izeP(I0)1H′
) 1+θ3
2 − 1t′ .
The rest of the proof is identical to the simple vector case; the quantities on
LHS add up to |F|1/p|G|1/q, provided
1 + θ1
2
>
1
p
,
1 + θ2
2
>
1
q
,
1 + θ3
2
>
1
s′
.
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CHAPTER 5
SIMILAR RESULTS FOR PARAPRODUCTS
Recall that a discretized paraproduct is the following expression
Π( f , g)(x) =
∑
I∈I
1
|I|1/2 〈 f , φ
1
I 〉〈g, φ2I 〉φ3I (x),
where two of the families (φ jI)I∈I are lacunary( φ
j
I is a wave packet on I × [ 1|I| , 2|I| ] ),
and the third one is non-lacunary(φ j0I is a wave packet on I × [0, 1|I| ] ).
A vector-valued extension for paraproducts reads as follows:
Theorem 22.
‖
∑
k
|Π( fk, gk)|r
1/r ‖s . ‖(∑
k
| fk|r1)1/r1‖p‖(
∑
k
|gk|r2)1/r2‖q,
whenever
1
r1
+
1
r2
=
1
r
, and 1 < p, q ≤ ∞, 0 < s < ∞.
Remark 13. 1. Note that the range is the same as that for classical paraproducts.
So unlike the BHT extensions, we get the full possible range for vector valued
extensions of paraproducts.
2. We could formulate and prove a similar result associated to families of paraprod-
ucts:
‖
∑
k
|Πk( fk, gk)|r
1/r ‖s . ‖(∑
k
| fk|r1)1/r1‖p‖(
∑
k
|gk|r2)1/r2‖q.
The linear form associated with this operator is
Λ~Πr( f , g, h) = 〈
∑
k
|Πk( fk, gk)|r
1/r , h〉 = ∑
k
ΛΠk( fk, gk, hk)
where hk = k(x) · h(x), ∑k |k(x)|r′ = 1 a.e. As usual, we are using interpolation of
restricted weak type estimates.
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While Proposition 10 is the main ingredient, we need ”localized” estimates.
If I0 is some fixed dyadic interval, then we define
Π(I0)( f , g)(x) =
∑
I∈I
I⊆I0
1
|I|1/2 〈 f , φ
1
I 〉〈g, φ2I 〉φ3I (x).
The paraproducts are far less complicated when compared with the Bilinear
Hilbert Transform(they are defined over rank 0 families, versus rank 1 for BHT ;
on the other hand, the restriction of BHT to a tree behaves like a paraproduct).
In this case we need some localization results, which will play the role of Propo-
sition 13 and Corollary 2. However, the level of difficulty is rather comparable
to that of Proposition 12, the local L2 variant of the BHT localization. The reason
for that is that, for paraproducts, Banach triangle estimates are easy to prove.
And the same is the case with BHT estimates for p, q ≥ 2.
Proposition 16 (The case r = 1). Under the same assumptions as in Prop. 17,
|ΛΠ(I0)( f , g, 1H′)| . s˜izeI(I0)(1H′)‖ f · χ˜I0‖p‖g · χ˜I0‖q (5.1)
whenever
1
p
+
1
q
= 1, and 1 < p, q < ∞.
Proof. In this case ΛΠ(I0)( f , g, 1H′) becomes a bilinear form with respect to the
first two entries. Because of the decay of χ˜I0 , it will be sufficient to prove the
proposition in the case supp f , g ⊆ 10I0. One proves restricted types estimates
in this particular case and (5.1) follows by multilinear interpolation.
If | f | ≤ 1F and |g| ≤ 1G, using Proposition 10 with θ3 = 0 and estimating
s˜izeI(I0)( f ) . 1, we get
|ΛΠ(I0)( f , g, 1H′)| . s˜izeI(I0)(1H′)|F|θ1 |G|θ2
where θ1 + θ2 = 0 and 0 < θ1, θ2 < 1.
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The above case corresponds to r = 1, and it can be used, together with Rubio
de Francia’s square function, to give another proof for 19.
For r > 1, we will have a localized paraproduct operator to which we asso-
ciate a trilinear form
ΛlocΠ(I0)( f , g, h) := ΛΠ(I0)( f · 1F , g · 1G, h · 1H′).
Proposition 17. Let I0 be a fixed dyadic interval and H′ ⊂ R a fixed set of finite
measure. Then
|ΛlocΠ(I0)( f , g, h)| . s˜izeI(I0)(1F)a1 · s˜izeI(I0)(1G)a2 · s˜izeI(I0)(1H′)a3 · ‖ f · χ˜I0‖r1‖g · χ˜I0‖r2‖h · χ˜I0‖r′
whenever
1
r1
+
1
r2
+
1
r′
= 1, and 1 ≤ r1, r2, r′ ≤ ∞.
Proof. The idea of the proof is very similar to that in Proposition 13. Generalized
restricted type estimates will be proved by performing a stopping time. Then
the result follows by interpolation.
In this case, the relation between r1, r2, r′ and a1, a2, a3 is as follows:
1
r1
= α1(1−θ1)+θ1, a1 = (1−α1)(1−θ1), 1r2 = α2(1−θ2)+θ2, a2 = (1−α2)(1−θ2)
and in particular a1 +
1
r1
= 1, a2 +
1
r2
= 1. Also,
1
r′
= θ3 − α1(1 − θ1) − α2(1 − θ2), a3 = (1 − α3)(1 − θ3).
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5.0.3 Proof of Theorem 22
Using vector-valued interpolation theorems, we fix F,G and H sets of finite
measure; we assume H = 1. Let f = ( fk)k, g = (gk)k, with (
∑
k | fk|r1)1/r1 ≤ 1F ,
(
∑
k |gk|r2)1/r2 ≤ 1G.
The exceptional set will be
Ω˜ := {x :M(1F)(x) > C|F|} ∪ {x :M(1G)(x) > C|G|}
and H′ = H \Ω˜. We have a function h ≤ 1H′ and hk(x) = h(x) ·k(x), with ‖hk(x)‖lr′k =
1 a.e.
For every d ≥ 0
Id := {I ∈ I : 1 + dist (I,Ω
c)
|I| ∼ 2
d}
When estimating paraproducts associated to the collection Idk we get an extra
2−10d decay and thus the d-dependency of the paraproducts can be assumed to
be implicit. As before, for each of the sets F,G and H′ we define collections of
disjoint maximal intervalsJn11 ,Jn22 andJn33 respectively. For example, if I ∈ Jn11 ,
then
2−n1−1 ≤ 1|I|
∫
R
1F · χ˜Idx ≤ 2−n1 . |F|.
Returning to the operator ~Πrand its multilinear form, , we have
|
∑
k
ΛΠk( fk, gk, hk)| ≤
∑
n1,n2,n3
∑
I∈Jn1 ,n2 ,n3
∑
k
|ΛΠk(I)( fk, gk, hk)| .
.
∑
n1,n2,n3
∑
I∈Jn1 ,n2 ,n3
n∑
k=1
s˜izeI(I0)(1F)
b1 · s˜izeI(I0)(1G)b2 · s˜izeI(I0)(1H′)b3‖ fk · χ˜I‖r1‖gk · χ˜I‖r2‖hk · χ˜I‖r′ .
.
∑
n1,n2,n3
∑
I∈Jn1 ,n2 ,n3
s˜izeI(I0)(1F)
b1 · s˜izeI(I0)(1G)b2 · s˜izeI(I0)(1H′)b3
‖1F · χ˜I‖r1
|I|1/r1
‖1G · χ˜I‖r2
|I|1/r2
‖1H′ · χ˜I‖r′
|I|1/r′ |I|
Here we let 0 ≤ b j ≤ a j, because the sizes are anyways subunitary. Whenever
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0 ≤ γ j ≤ 1 are so that γ1 + γ2 + γ3 = 1,∑
I∈Jn1 ,n2 ,n3
|I| . (2n1 |F|)γ1(2n2 |G|)γ2(2n3 |H|)γ3 .
Adding all the pieces together we have
|
∑
k
ΛΠk( fk, gk, hk)| .
∑
n1,n2,n3
2−n1(b1+
1
p˜−γ1)2−n2(b2+
1
q˜−γ2)2−n3(b3+
1
r′ −γ3)|F|γ1 |G|γ2 . |F| 1p˜ |G| 1q˜ .
Of course, the last inequality is true provided we can choose γ1, γ2, γ3 so that
the series converges. Choosing the θ js and α js carefully, one can prove that the
restricted weak type estimates hold arbitrary close to the points
(0, 0, 1), (1, 0, 0), (0, 1, 0), and (1, 1,−1).
Then the result follows by interpolation.
5.0.4 Generalized Paraproducts
A more generalized version of a paraproduct is
Π˜α( f , g)(x) =
∑
I∈I
1
|I|1/2 〈 f , ψI〉〈g, ψI〉ϕ
3,α
I (x),
where ϕ3,αI is L
2− normalized and has slow decay:
||I|1/2ϕ3,αI (x)| .
1(
1 + dist (x,I)|I|
)(1+α) . (5.2)
The Banach Triangle case
It is much more easy to prove that Π˜α : Lp × Lq → Ls when 1 < p, q < ∞,
and 1 ≤ s < ∞. The proof only uses the boundedness of the discrete square
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functions and maximal operator(even though it is associated with a family of
functions that decay relatively slow as |x| → ∞). We illustrate this ideas:
|
∫
R
Π˜α( f , g)(x)h(x)dx| = |
∑
I∈I
1
|I|1/2 〈 f , ψI〉〈g, ψI〉〈h, ϕ
3,α
I 〉| =
= |
∫ ∑
I∈I
〈 f , ψI〉
|I|1/2 · 1I(x)
〈g, ψI〉
|I|1/2 · 1I(x)
〈h, ϕ3,αI 1I(x)〉
|I|1/2 dx| .
. |
∫
S( f )(x) · S(g)(x) · Mα(h)(x)dx| .
. ‖ f ‖p · ‖g‖q · ‖h‖s′
The case when p = ∞ or s < 1 is slightly more difficult, but can be proved
in a way similar to the discretized paraproduct case, using the sizes and energies
quantities. However, in this case, we have the constraint
1
1 + α
< s < ∞, or equivalently, − α < 1
s′
.
It’s not only that the techniques break down, but one can actually prove that
this is a necessary condition(see [11]).
An approach one can follow is to break down each ϕ3,αI into pieces that are
compactly supported:
ϕ3,αI =
∑
l≥0
1
2l(α−)
ϕ3,α,lI (x), (5.3)
where each ϕ3,α,lI is supported inside 2
l+2I and
||I|1/2ϕ3,α,lI (x)| .
1(
1 + dist (x,I)|I|
)(1+) .
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Figure 5.1: Range of Π˜α: restriction
1
s′
> α.
In some sense, the compact support of the ϕ3,α,lI compensate for the slow decay
of the ϕ3,αI . Also, one can use L
p− adapted energies, as in section 3.1, where we
had L2−adapted energies.
Proof. However, here we present a slightly different proof. Let E1, E2, and E3 be
sets so that |E3| = 1. The exceptional set is given by
Ω = {x :M1E1 > C
|E1|
|E3| } ∪ {x :M1E2 > C
|E2|
|E3| }.
Then E′3 = E3 \ Ω. The functions f , g, h are so that | f | ≤ 1E1 , |g| ≤ 1E2 , |h| ≤ 1E′3 .
Assume the intervals I ∈ I are so that dist (I,Ω
c)
|I| ∼ 2
d. Using Proposition 10,
we have
|
∑
I∈I
1
|I|1/2 〈 f , ψI〉〈g, ψI〉〈h, ψ
3,α
I 〉| .
(
size 1E1
)1−θ1 · (size 1E2)1−θ2 · (size 1E′3)1−θ3 ·
·
(
energy 1E1
)θ1 · (energy 1E2)θ2 · (energy 1E′3)θ3 .
Observe the following:
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• size 1E1 . min{1, 2d|E1|} and size 1E2 . min{1, 2d|E2|}.
•
size 1E′3 . sup
I
1
|I|
∫
R
1E′3
1(
1 + dist (x,I)|I|
)1+αdx . 2−dα.
This implies that
|
∑
I∈I
1
|I|1/2 〈 f , ψI〉〈g, ψI〉〈h, ψ
3,α
I 〉| .
(
2d|E1|
)ν1 · (2d|E1|)ν1 · 2−dα(1−θ3)|E1|θ1 |E2|θ2 =
= 2−d(α(1−θ3)−ν1−ν2)|E1|ν1+θ1 |E2|ν2+θ2 .
We will want
1
p
= ν1 + θ1,
1
q
= ν2 + θ2. Also,
α(1 − θ3) > ν1 + ν2 = 1p +
1
q
− (1 − θ3) ⇔ (1 + α)(1 − θ3) > 1s .
In the end, this last condition implies that
1
1 + α
< s < ∞.
Localization Lemma
In this section we use two types of bump functions; as before, χ˜I0 is adapted to
the interval I0, while φI0 is only weakly adapted in the sense that
φI0(x) =
1(
1 + dist (x,I0)|I0 |
)# .
The variable # will depend on the context of the theorem, and will be explicitly
defined later on.
Define
Π˜αloc( f , g)(x) =
∑
I∈I
I⊆I0
1
|I|1/2 〈 f · 1F , ψI〉〈g · 1G, ψI〉ϕ
3,α
I (x) · 1H′(x).
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Lemma 7. Let 1 < r1, r2, r < ∞ be so that 1r1 +
1
r2
=
1
r
. Then one can find 0 ≤
a1, a2, a3 < 1 so that
∣∣∣∑
I∈I
I⊆I0
1
|I|1/2 〈 f · 1F , ψI〉〈g · 1G, ψI〉〈h · 1H′ , ϕ
3,α
I 〉
∣∣∣ . (s˜ize I01F)a1 · (s˜ize I01G)a2 · (s˜izeI01H′)a3 ·
‖ f · χ˜I0‖r1‖g · χ˜I0‖r2‖h · φI0‖r′ .
Proof. We use restricted weak type interpolation(we don’t need generalized re-
stricted type interpolation because we are inside the Banach triangle). Let E1, E2
and E3 be sets of finite measure, supported inside 5I0; we will find a major sub-
set E′3 ⊂ E3 so that
|ΛΠ˜αloc(1E1 , 1E2 , 1H′)| .
(
s˜ize I01F
)a1 · (s˜ize I01G)a2 · (s˜izeI01H′)a3 |E1|1/r1 |E2|1/r2 |E3|1/r′ .
Moreover, when E3 is supported on 2m+1I0 \ 2mI0, there is an extra 2−m# term
appearing on the RHS , which justifies the term ‖h · φI0‖r′ . The value of # and the
role it plays becomes clear as we proceed with the proof. So from now on we
assume E3 is supported on the shell 2m+1I0 \ 2mI0.
Similarly one obtains the terms ‖ f · χ˜I0‖p and ‖g · χ˜I0‖q. The fast decay of the
Schwartz functions enables us to take a1 =
1
r′1
−  and a2 = 1r′2
− .
The construction of the exceptional set is rather standard; now we let |E3| be
any number.
Ω =
{
x :M1E1 > C
|E1|
|E3|
}
∪
{
x :M1E2 > C
|E2|
|E3|
}
.
Also, we assume that all the intervals I ⊆ I0 considered above have the prop-
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erty that
dist (I,Ωc)
|I| ∼ 2
d. This step is not necessary in the case 1 < r1, r2, r′ < ∞.
|
∑
I⊆I0
1
|I|1/2 〈 f , ψI〉〈g, ψI〉〈h, ψ
3,α
I 〉| .
(
size 1F · 1E1
)1−θ1 · (size 1G · 1E2)1−θ2 · (size 1H′ · 1E′3)1−θ3 ·
·
(
energy 1F · 1E1
)θ1 · (energy 1G · 1E2)θ2 · (energy 1H′ · 1E′3)θ3
The RHS can be further estimated by
(size 1F)a1 · (size 1G)a2 · (size 1H′)a3 (size 1E1)b1 · (size 1E2)b2 · (size 1E′3)b3 ·
· |E1|θ1 · |E2|θ2 · |E3|θ3 .
Here ai + bi = 1 − θi; the size corresponding to 1E′3 is majorized by
size 1E′3 . sup
I⊆I0
1
|I|
∫
R
1E′3 ·
1(
1 + dist (x,I)|I|
)1+αdx . min{2−dα, 2−mα}.
|
∑
I⊆I0
1
|I|1/2 〈 f , ψI〉〈g, ψI〉〈h, ψ
3,α
I 〉| .
(
s˜ize1F
)a1 · (s˜ize1G)a2 · (s˜ize1H′)a3 ·
·
(
2d
|E1|
|E3|
)b1
·
(
2d
|E2|
|E3|
)b2
· 2−dαb31 · 2−mαb32 · |E1|θ1 · |E2|θ2 · |E3|θ3 .
.
(
s˜ize1F
)a1 · (s˜ize1G)a2 · (s˜ize1H′)a3 · 2−d(αb31−b1−b2) · 2−mαb32
· |E1|b1+θ1 |E2|b2+θ2 |E3|θ3−b1−b2
We are mainly interested in two cases, and we will focus our analysis on those:
r′ > 0 and r′ = 0.
1. if 0 < r1, r2, r′ < ∞, we can choose θ1 = 1r1 , θ2 =
1
r2
, b1 = b2 = b31 = 0.
Then a3 + b32 = 1.
2. The case r′ = 0, and consequently
1
r1
+
1
r2
= 1 will be obtained by interpo-
lation between the points(
1
r1
− 3η, 1
r2
+ 2η, η
)
,
(
1
r1
+ 2η,
1
r2
− 3η, η
)
,
(
1
r1
− η, 1
r2
+ 2η,−η
)
,
(
1
r1
+ 2η,
1
r2
− η,−η
)
.
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The first two are strictly contained in the Banach triangle for η sufficiently
small, so we need only deal with the last two. The two points are quite
symmetric, so it is enough to deal with the last one
(
1
r1
+ 2η,
1
r2
− η,−η
)
. In
this case, we can pick
θ1 =
1
r1
− η, θ2 = 1r2 − η, θ3 = 2η, b1 = 3η, b2 = 0, b31 =
4η
α
.
Note that b32 + a3 = 1 − 4η
α
.
This proves the lemma in the two cases we care about, and moreover we
note that ai =
1
ri
− , a3 + b32 ∼ 1. The φI0 is associated to # = αb32.
Vector-valued estimates for Π˜α: the case r′ > 0
Theorem 23. If 1 < r < ∞, 1 < r1, r2 ≤ ∞, 1r1 +
1
r2
=
1
r
, and αr′ > 1, then there exits
a non-empty rangeDr(α) for which
∥∥∥∥ ∑
k
|Π˜α|r
1/r ∥∥∥∥s . ∥∥∥∥
∑
k
| fk|r1
1/r1 ∥∥∥∥p · ∥∥∥∥
∑
k
|gk|r2
1/r2 ∥∥∥∥q.
We then say that
(
1
p
,
1
q
,
1
s′
)
∈ Dr(α). The range can be described by the conditions
−λ
(
a3 +
1
r′
)
<
1
s′
< 1 − 1
αr′
+
1
r′
,
where a3 is so that 0 < a3 < 1 − 1
αr′
, and λ implicitly depends on a3 as well. For
example, we can take a3 arbitrarily close to 1 − 1r′α ; in that case λ will be very close to
0. In general, the picture that we have forDr(α) is
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Figure 5.2: Range of Π˜α: restriction −λ
(
a3 +
1
r′
)
<
1
s′
< 1 − 1
αr′
+
1
r′
.
Proof. Let
(∑
| fk|r1
)1/r1 ≤ 1F , (∑ |gk|r2)1/r2 ≤ 1G and (∑ |hk|r′)1/r′ ≤ 1H′ , with |H| = 1.
Here the exceptional set is
Ω = {x :M1F(x) > C|F|} ∪ {x :M1G(x) > C|G|}.
For every function 1F , 1G and 1H′ , we will have families of partitions {Ini}ni .
The constructions of these will be explained later on. We also denote In1,n2,n3 =
In1∩In2∩In3 . The trilinear form associated with the vector-valued operator breaks
down in smaller pieces ,for which we have better control:
|
∑
k
ΛΠ˜α( fk, gk, hk)| ≤
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3
|
∑
k
|
∑
I⊆I0
1
|I|1/2 〈 fk, ψI〉〈gk, ψI〉〈hk, ϕ
3,α
I 〉| .
.
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3
∑
k
(
s˜ize I01F
)a1 · (s˜ize I01G)a2 · (s˜izeI01H′)a3 ·
· ‖ fk · χ˜I0‖r1‖gk · χ˜I0‖r2‖hk · φI0‖r′ .
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Applying Ho¨lder, we have
|
∑
k
ΛΠ˜α( fk, gk, hk)| .
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3
(
s˜ize I01F
)a1 · (s˜ize I01G)a2 · (s˜izeI01H′)a3 ·
· ‖1F · χ˜I0‖r1|I0|r1
‖1F · χ˜I0‖r2
|I0|r2
‖1H′ · φI0‖r′
|I0|r′ · |I0|.
Here we need to discuss in more detail the partitions Ini and compare the sizes
and averages. For 1F(and almost identically for 1G), the collection In1 contains
maximal dyadic intervals
In1 : I such that 2
−n1−1 ≤
∫
R
1F · χ˜I(x)dx ≤ 2−n1 . 2d|F|.
One notices that
∑
I∈In1 |I| . 2n1 |F|.
On the other hand, for 1H′ we need to compare
s˜izeI01H′ := sup
I⊆I0
1
|I|
∫
R
1H′
1(
1 + dist (x,I)|I|
)1+αdx and
‖1H′ · φI0‖r′r′
|I0| =
1
|I0|
∫
R
1H′ · 1(
1 + dist (x,I)|I|
)#r′ dx.
If we pick b32 so that #r′ > 1, the expression above is integrable, and maximal
operators associated with
1
(1 + |x|)#r′ exist. For this to be possible, one would
need α ≥ αb32 > 1r′ . Let 1 + λ = min{1 + α, #r
′} > 1. The stopping time will be
done with respect to
2−n3−1 ≤ 1|I|
∫
R
1H′ · 1(
1 + dist (x,I)|I|
)1+λdx ≤ 2−n3 . 2−dλ.
In this case we have
∑
I∈In3
|I| ≤ 2n3 .
|
∑
k
ΛΠ˜α( fk, gk, hk)| .
∑
n1,n2,n3
2−n1(a1+
1
r1
−θ1)2−n2(a2+
1
r2
−θ2)2−n3(a3+
1
r′ −θ3)|F|θ1 |G|θ2 .
.
∑
n1,n2,n3
2−n1(ν1−θ1)2−n2(ν2−θ2)2−n3(a3+
1
r′ −θ3)|F|θ1 |G|θ2 ,
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where, because the sizes are . 1, we can take
ν1 ≤ a1 + 1r1 , ν2 ≤ a2 +
1
r2
.
We need them to satisfy the condition ν1 + ν2 + a3 +
1
r′
> 1. If this is satisfied, we
have
|
∑
k
ΛΠ˜α( fk, gk, hk)| .
(
2d|F|
)ν1−θ1 · (2d|G|)ν2−θ2 2−dλ(a3+ 1r′ −θ3)|F|θ1 |G|θ2 .
. 2−d[λ(a3+
1
r′ −θ3)−(ν1−θ1)−(ν2−θ2)]|F|ν1 |G|ν2 .
In this case, ν1 =
1
p
, ν2 =
1
q
. The condition
λ(a3 +
1
r′
− θ3) − (ν1 − θ1) − (ν2 − θ2) > 0
needs to hold. It becomes equivalent to
λ(a3 +
1
r′
) − λθ3 > 1s − 1 + θ3 ⇔
1
s
< λ
(
a3 +
1
r′
)
+ 1 − (λ + 1)θ3 < 1 + λ
(
a3 +
1
r′
)
.
The two conditions together imply
−λ
(
1 − #
α
+
1
r′
)
= −λ
(
a3 +
1
r′
)
<
1
s′
< a3 +
1
r′
= 1 − #
α
+
1
r′
.
Remark 14. The expression on the right is maximal when # is minimal; so take # =
1
r′
+ η, the condition reads as
1
s′
< 1 +
1
r′
(
1 − 1
α
)
− η
α
< 1 +
1
r′
(
1 − 1
α
)
.
How close
1
s′
can be to 1 depends on r′ and α.
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The case r′ = 0
Lemma 8. Let 1 < r1, r2 < ∞ be so that 1r1 +
1
r2
= 1. Then one can find 0 ≤ a1, a2, a3 < 1
arbitrarily close to
1
r′1
,
1
r′2
and 1 −  respectively, for which
‖Π˜αloc( f , g)‖1 .
(
s˜ize I01F
)a1 · (s˜ize I01G)a2 · (s˜izeI01H′)a3 ‖ f · χ˜I0‖r1‖g · χ˜I0‖r2 .
Proof. The idea of the proof is very similar to the case r′ > 0. We have |h| ≤ 1E′3
and with the exactly same construction as before, we have
|
∑
I⊆I0
1
|I|1/2 〈 f , ψI〉〈g, ψI〉〈h, ϕ
α
I 〉| .
(
s˜ize1F
)a1 · (s˜ize1G)a2 · (s˜ize1H′)a3 · 2−d(αb3−b1−b2)
· |E1|b1+θ1 |E2|b2+θ2 |E3|θ3−b1−b2 .
The aim is to find some set of points {(b1 + θ1, b2 + θ2, θ3 − b1 − b2)}b1,b2,θ1,θ2 con-
tained in an arbitrarily small neighborhood of
(
1
r1
, 1r2 , 0
)
, so that the latter lies in
the convex hull of at least three of these points. We pick four points:(
1
r1
− η, 1
r2
− η, 2η
)
,
(
1
r1
− η, 1
r2
− η, 2η
)
,
(
1
r1
+ 2η,
1
r2
− η,−η
)
,
(
1
r1
− η, 1
r2
+ 2η,−η
)
.
The first are inside the Banach triangle, so we can just take b1 = b2 = 0. Then
the condition αb3 > b1 + b2 trivially holds. For the third one, we take b1 = b2 = η,
θ1 =
1
r1
+ η, θ2 =
1
r2
− 2η, θ3 = η. Then if we choose b3 = 3η
α
, the series in the d
variable converges.
In all of these cases we have a1 =
1
r′1
− , a2 = 1r′2
− , a3 = 1 − .
Now we are using the localization lemma for proving the following result:
Theorem 24. Let 1 < r1, r2 < ∞ be so that 1r1 +
1
r2
= 1. Then
‖
∑
k
|Π˜α( fk, gk)|‖s . ‖
∑
k
| fk|r1
1/r1 ‖p · ‖ ∑
k
|gk|r2
1/r2 ‖q
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whenever
(
1
p
,
1
q
,
1
s′
)
∈ Range(Π˜α), which we denoteD1(α).
Proof. In this case, supk |hk(x)| ≤ 1H′ , where the exceptional set is defined as be-
fore.
|
∑
k
ΛΠ˜α( fk, gk, hk)| ≤
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3
∑
k
|
∫
R
Π˜αloc( fk, gk)(x)hk(x)dx| .
.
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3
∑
k
(
s˜ize I01F
)a1 · (s˜ize I01G)a2 · (s˜izeI01H′)a3 ‖ fk · χ˜I0‖r1‖gk · χ˜I0‖r2‖hk‖∞ .
.
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3
(
s˜ize I01F
)a1 · (s˜ize I01G)a2 · (s˜izeI01H′)a3 ‖1F · χ˜I0‖r1|I0|1/r1 · ‖1G · χ˜I0‖r2|I0|1/r2 · |I0|.
The stopping time for In3 in this case is so that
2−n3−1 ≤ 1|I|
∫
R
1H′
1(
1 + dist (x,I)|I|
)(1+α)dx ≤ 2−n3 . 2−dα.
The initial vector valued estimate becomes
|
∑
k
ΛΠ˜α( fk, gk, hk)| .
∑
n1,n2,n3
2−n1(a1+
1
r1
−θ1)2−n2(a2+
1
r2
−θ2)2−n3(a3−θ3)|F|θ1 |G|θ2 .
.
∑
n1,n2,n3
2−n1(ν1−θ1)2−n2(ν2−θ2)2−n3(a3−θ3)|F|θ1 |G|θ2 .
.
(
2d|F|
)ν1−θ1 (
2d|G|
)ν2−θ2 (
2−dα
)a3−θ3 |F|θ1 |G|θ2 .
. 2−d[α(a3−θ3)−(ν1−θ2)−(ν2−θ2)]|F|ν1 |G|ν2 .
The convergence is conditioned by
ν1 + ν2 + a3 > 1, α(a3 − θ3) > 1s − θ1 − θ2.
The first condition holds because we ca take a3 arbitrarily close to 1; the second
one becomes equivalent to
1
s
< 1 +αa3 ∼ 1 +α, which is the same restriction that
appears in the scalar case for Π˜α.
SoD1(α) = {(β1, β2, β3) : β1 + β2 + β3 = 1, 0 ≤ β1, β2 < 1 and − α < β3 < 1}.
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The case of two iterated vector spaces
In this section we aim to prove vector valued estimates of the type
Π˜α : Lp(ls1(lr1)) × Lq(ls2(lr2))→ Lt(ls(lr)). (5.4)
However, we don’t have estimates for any r and s.
Dr,s(α) :=
{ (1
p
,
1
q
,
1
s′
)
: for which 5.4 holds
}
.
We also denote I2(α) the set of ordered pairs (r, s) for whichDr,s(α) , ∅. For this
purpose, we need a localized version of the vector-valued Π˜α result.
Lemma 9. Let I0 be some dyadic interval, and F,G,H′ are sets of finite measure. Then
|
∑
k
∑
I⊆I0
1
|I|1/2 〈 fk · 1F , ψI〉〈gk · 1G, ψI〉〈hk · 1H′ , ϕ
3,α
I 〉| .
.
(
s˜ize I01F
)α1 · (s˜ize I01G)α2 · (s˜izeI01H′)α3 ·∥∥∥ ∑
k
| fk|r1
1/r1 · χ˜I0∥∥∥s1∥∥∥
∑
k
|gk|r2
1/r2 · χ˜I0∥∥∥s2∥∥∥
∑
k
|hk|r′
1/r
′
· φI0
∥∥∥
s′
for some 0 ≤ α1, α2, α3 < 1. In this case φI0(x) =
1(
1 + dist (x,I)|I|
)\ , where the value of \
will be established during the proof.
Proof. For the right hand side, to explain the averaging of the hk, we are going
to assume that H′ ⊆ 2m+1I0 \ 2mI0 , while
∑
k
|hk|
1/r
′
≤ 1H′ .
We need to go back to the proof of the initial statement; the notation, excep-
tional sets, stopping times and assumptions are identical, but now we have∣∣∣∑
k
ΛΠ˜αloc
( fk, gk, hk)
∣∣∣ . ∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
I⊆I0
(
s˜ize I1F
)a1 · (s˜ize I1G)a2 · (s˜izeI1H′)a3 ·
· ‖1F · χ˜I‖r1|I|1/r1
‖1G · χ˜I‖r2
|I|1/r2
‖1H′ · φI‖r′
|I|1/r′ · |I|.
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Again , we need to compare two quantities:
1
|I|
∫
R
1H′
1(
1 + dist (x,I)|I|
)#r′ dx and
s˜izeI1H′ . Instead, we let 1 + λ = min{1 + α, #r′} and work with a similar size:
s˜izeI1H′ = sup
I′⊆I
1
|I′|
∫
R
1H′
1(
1 + dist (x,I)|I|
)1+λdx.
∣∣∣∑
k
ΛΠ˜αloc
( fk, gk, hk)
∣∣∣ . ∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
I⊆I0
(
s˜ize I1F
)a1+ 1r1 · (s˜ize I1G)a2+ 1r2 · (s˜izeI1H′)a3+ 1r′ · |I|.
Because we want some decay with respect to
dist (H′, I0)
|I0| , we estimate the
s˜ize1H′ in several ways:
s˜izeI1H′ . s˜izeI01H′ , . 2
−dλ, . 2−mλ.
Let 0 ≤ β1, β2, β3 ≤ 1, with β1 + β2 + β3 = 1.
∣∣∣∑
k
ΛΠ˜αloc
( fk, gk, hk)
∣∣∣ . (s˜ize I1F)a1+ 1r1 −ν1 · (s˜ize I1G)a2+ 1r2 −ν2 · (s˜izeI1H′)β1(a3+ 1r′ ) · (5.5)
2−mβ2(a3+
1
r′ ) ·
∑
n1,n2,n3
2−n1(ν1−θ1)2−n2(ν2−θ2)2−n3[β3(a3+
1
r′ )−θ3]|F|θ1|G|θ2 (5.6)
In the end, we will have ν1 ∼ 1s1 , ν2 ∼
1
s2
. For (5.6) to converge, we must have
1
s
+ β3
(
a3 +
1
r′
)
> 1. (5.7)
Then the whole expression adds up to
2−d(λ[β3(a3+
1
r′ )−θ3]−(ν1−θ1)−(ν2−θ2))|F|ν1 |G|ν2 ,
so we need
λ
[
β3
(
a3 +
1
r′
)
− θ3
]
− (ν1 − θ1) − (ν2 − θ2) > 0. (5.8)
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Conditions 5.7 and 5.8 can be summarized as
−λβ3
(
a3 +
1
r′
)
<
1
s′
< β3
(
a3 +
1
r′
)
.
Note that \ = λβ2
(
a3 +
1
s′
)
. In order to establish vector-valued estimates for the
generalized paraproducts for iterated vector spaces, we will want \s′ > 1. For
the exponents of the sizes, we have
α1 = a1 +
1
r1
− 1
s1
− , α2 = a2 + 1r2 −
1
s2
− , α3 = β1
(
a3 +
1
r′
)
.
Before we go on, we remark that α1 +
1
s1
∼ 1 and α2 + 1s2 ∼ 1.
Theorem 25. For (r, s) ∈ I2(α), and (p, q, t) ∈ Dr,s(α),
∥∥∥Π˜α( fkl, gkl)∥∥∥Lt(ls(lr)) . ∥∥∥ fkl∥∥∥Lp(ls1 (lr1 ))∥∥∥gkl∥∥∥Lq(ls2 (lr2 )).
Proof. To establish this result, we need to estimate
∑
n1,n2,n3
∑
I0∈In1 ,n2 ,n3
(
s˜ize I01F
)α1 · (s˜ize I01G)α2 · (s˜izeI01H′)α3 · (5.9)
‖1F · χ˜I0‖s1
|I0|1/s1 ·
‖1G · χ˜I0‖s2
|I0|1/s2 ·
‖1H′ · φI0‖s′
|I0|1/s′ (5.10)
There are two types of averages of 1H′ here:
sup
I⊆I0
1
|I|
∫
R
1H′
1(
1 + dist (x,I)|I|
)1+λdx and (5.11)
1
|I′|
∫
R
1H′
1(
1 + dist (x,I)|I|
)\s′ dx. (5.12)
We let 1 + λ˜ := min 1 + λ, \s′, and the new size we need to deal with is
sup
I⊆I0
1
|I|
∫
R
1H′
1(
1 + dist (x,I)|I|
)1+λ˜dx.
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The collection In3 of intervals is so that
2−n3−1 ≤ 1|I|
∫
R
1H′
1(
1 + dist (x,I)|I|
)(1+λ˜)dx ≤ 2−n3 . 2−dλ˜.
Using this stopping time and previous estimates, we have
∣∣∣∑
l
∑
k
∑
I
1
|I|1/2 〈 fkl, φI〉〈gkl, φI〉〈hkl, ϕ
3,α
I 〉
∣∣∣ .
.
∑
n1,n2,n3
2−n1(ν1−θ1)2−n2(ν2−θ2)2−n3(α3+
1
s′ −θ3)|F|θ1 |G|θ3 .
. 2−d[λ˜(α3+
1
s′ −θ3)−(ν1−θ1)−(ν2−θ2)]|F|ν1 |G|ν2 .
The restrictions are
1
t
+ α3 +
1
s′
> 1 and 1 + λ˜
(
α3 +
1
s′
)
>
1
t
or, equivalently,
−λ˜
(
α3 +
1
s′
)
<
1
t′
< α3 +
1
s′
. (5.13)
Iterated l1 spaces
Later on, in section 6.3, we will need estimates for Π˜α in Ls(l1(l1(. . . l1(l1)))). This
case will be easier to deal with, because it doesn’t involve the decay of ϕα.
Theorem 26. For any n ≥ 1, (1, . . . , 1︸  ︷︷  ︸
n
) ∈ In(α), and D(1,...,1)(α) = Range(Π˜α). In
particular, for any 1 < p, q < ∞, 11+α < s < ∞, with
1
p
+
1
q
=
1
s
,
∥∥∥∥ ∑
k1,k2,...,kn
Π˜α( fk1,k2,...,kn , gk1,k2,...,kn)
∥∥∥∥
s
.
∥∥∥∥  ∑
k1,k2,...,kn
∣∣∣∣ fk1,k2,...,kn ∣∣∣∣2

1/2 ∥∥∥∥
p
·
∥∥∥∥  ∑
k1,k2,...,kn
∣∣∣∣gk1,k2,...,kn ∣∣∣∣2

1/2 ∥∥∥∥
q
.
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Proof. The proof goes by induction; knowing that (1, . . . , 1︸  ︷︷  ︸
n
) ∈ In(α), we prove
that (1, . . . , 1︸  ︷︷  ︸
n+1
) ∈ In+1(α). We illustrate this procedure in the case n = 1. We already
proved in section 5.0.4 that whenever
1
r1
+
1
r2
= 1,
‖
∑
k
|Π˜α( fk, gk)|‖s . ‖
∑
k
| fk|r1
1/r1 ‖p · ‖ ∑
k
|gk|r2
1/r2 ‖q
We need a localized variant, similar to Lemma 9, namely∥∥∥∥∑
k
∣∣∣∣Π˜αloc( fk, gk)∣∣∣∣∥∥∥∥1 . (s˜ize I01F)α1 · (s˜ize I01G)α2 · (s˜izeI01H′)α3 ·
· ∥∥∥ ∑
k
| fk|r1
1/r1 · χ˜I0∥∥∥s1∥∥∥
∑
k
|gk|r2
1/r2 · χ˜I0∥∥∥s2 .
We recall that, given a fixed interval I0,
Π˜αloc( f , g)(x) :=
∑
I⊆I0
1
|I|1/2 〈 f · 1F , ψI〉〈g · 1G, ψI〉ϕ
α
I (x) · 1H′(x).
When the target space is L1, we can’t obtain estimates without interpolating
with quasi-Banach spaces. For this reason, the proofs require a little bit more
work, but it is standard: E1, E2, E3 are sets of finite measure, the exceptional
set Ω corresponds to large values of M1E1 and M1E2 . We dualize the above
expression by some h = {hk(x)}k, with sup
k
|hk(x)| ≤ 1E′3(x), where E′3 := E3 \Ω.
Assume that all the intervals are so that
dist (I,Ωc)
|I| ∼ 2
d, and the stopping
time is performed as before. The only difference is that, for In3 , we demand just
2−n3−1 ≤ 1|I|
∫
R
1E′3 ·
1(
1 + dist (x,I)|I|
)1+αdx ≤ 2−n3 . 2−dα.
∣∣∣∑
k
ΛΠ˜αloc
( fk, gk, hk)
∣∣∣ . ∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
I⊆I0
(
s˜ize I1F
)a1 · (s˜ize I1G)a2 · (s˜izeI1H′)a3 ·
· ‖1F · χ˜I‖r1|I|1/r1
‖1G · χ˜I‖r2
|I|1/r2 · |I| .
.
∑
n1,n2,n3
∑
I∈In1 ,n2 ,n3
I⊆I0
(
s˜ize I1F
)a1+ 1r1 · (s˜ize I1G)a2+ 1r2 · (s˜izeI1H′)a3 · |I|.
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Here a1 +
1
r1
∼ 1, a2 + 1r2 ∼ 1, and a3 ∼ 1 − . The functions ψI , are Schwartz, so
we can assume the 1E1s and 1E2 are mainly supported on 5I0. In the end, we get∣∣∣∑
k
ΛΠ˜αloc
( fk, gk, hk)
∣∣∣ . (s˜ize I01F)1−ν1− · (s˜ize I01G)1−ν2− · (s˜izeI01H′)1−ν2− ·
·
∑
n1,n2,n3
2−n1ν12−n2ν22−n3ν32n1θ12n2θ22n3θ3 |E1|θ1 |E2|θ2 |E3|θ3 .
.
(
s˜ize I01F
)1−ν1− · (s˜ize I01G)1−ν2− · (s˜izeI01H′)1−ν2− ·
·
(
2d
|E1|
|E3|
)ν1−θ1 (
2d
|E2|
|E3|
)ν2−θ2
2−dα(ν3−θ3)|E1|θ1 |E2|θ2 |E3|θ3
From here, we conclude the desired result. The conditions are that ν1+ν2+ν3 > 1,
and (ν1 − θ1) + (ν2 − θ2) < α(ν3 − θ3). These can easily be satisfied, since we will
have ν1 ∼ 1s1 , ν2 ∼
1
s2
, and
1
s1
+
1
s2
= 2. Once we have this localization lemma, we
can deduce both the vector-valued result and a localized vector-valued variant,
the second one being necessary for the proof of the n = 3 case.
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CHAPTER 6
APPLICATIONS
6.1 A Rubio de Francia Theorem for Iterated Fourier Integrals
and the initial AKNS problem
Now we return to the operator that motivated the study of vector-valued bilin-
ear operators. Recall that
Tr( f , g)(x) =

N∑
k=1
∣∣∣ ∫
ak<ξ1<ξ2<bk
fˆ (ξ1)gˆ(ξ2)e2piix(ξ1+ξ2)dξ1dξ2
∣∣∣r

1
r
.
We prove the boundedness of Tr within some range Dr, and then apply this to
answer the question regarding the boundedness of M from (1.5).
Theorem 27. If 1 ≤ r ≤ 2, then
‖Tr( f , g)‖s . ‖ f ‖p‖g‖q
whenever
1
p
+
1
q
=
1
s
, and
(
1
p
,
1
q
,
1
s′
)
are in the convex cover illustrated in
Co
(
(0, 0, 1) ,
(
1
2
+
1
r′
,
1
2
,− 1
r′
)
,
(
1
2
,
1
2
+
1
r′
,− 1
r′
)
,
(
1
2
+
1
r′
, 0,
1
2
− 1
r′
)
,
(
0,
1
2
+
1
r′
,
1
2
− 1
r′
))
.
On the other hand, if r ≥ 2, Tr is a bounded operator with the same range as the BHT
operator.
Remark 15. For the RFν operator, the relation between the exponent ν and the Lp
spaces is given by
1
ν
+
1
p
< 1. In the bilinear case, for the operator Tr, the constraint that
appears naturally is
1
r
+
1
p
+
1
q
< 2. The necessity of this condition can be seen through
a counterexample similar to that for RFν from [9].
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Figure 6.1: Range for Tr operator for 1 ≤ r ≤ 2
Using Rubio de Francia’s theorem, the proof of the boundedness of the op-
erator Tr follows from
‖
 N∑
k=1
|BHT ( fk, gk)|r
1/r ‖s . ‖  N∑
k=1
| fk|r1
1/r1 ‖p‖  N∑
k=1
|gk|r2
1/r2 ‖q,
where r1, r2 > 1 will be chosen later so that
1
r1
+
1
r2
=
1
r
.
Returning to the initial question that motivated the study of vector-valued
BHT , its proof follows from Theorem 20, with r1, r2 chosen carefully so that
1
r1
+
1
r2
=
1
r
.
Proof of Theorem 27. We start with the case r ≥ 2; this follows from
‖
∑
k
|BHT (PIk f , PIkg)(x)|2
1/2 ‖s . ‖ ∑
k
|PIk f |r1
1/r1 ‖p‖ ∑
k
|PIkg|r2
1/r2 ‖q, (6.1)
for any 1 < p, q < ∞, 23 < s < ∞.
This is implied by Rubio de Francia’s theorem, if one can find r1 and r2 with
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1
r1
+
1
r2
=
1
2
and
1
p
<
1
r′1
,
1
q
<
1
r′2
.
This is possible as long as
1
s
=
1
p
+
1
q
<
1
r′1
+
1
r′2
=
3
2
, which coincides with the
condition we have for the range of BHT .
The case 1 ≤ r < 2 is similar; for p, q, and s as above, one needs to find r1 and
r2 ≥ 2 so that
2 − 1
r
=
1
r′1
+
1
r′2
>
1
p
+
1
q
.
Note that
1
p
<
1
r′1
= 1 − 1
r
+
1
r2
≤ 1
r′
+
1
2
, and similarly for q. Because of this
restriction, the operator Tr is bounded as long as admissible triple (
1
p
,
1
q
,
1
s′
) is in
the convex hull of the points
(0, 0, 1) ,
(
1
2
+
1
r′
,
1
2
,− 1
r′
)
,
(
1
2
,
1
2
+
1
r′
,− 1
r′
)
,
(
1
2
+
1
r′
, 0,
1
2
− 1
r′
)
,
(
0,
1
2
+
1
r′
,
1
2
− 1
r′
)
.
Remark 16. An alternative way of proving the boundedness of Tr within the range
mentioned in 27 is by interpolating between
Lp1 × Lq1 → Ls1(l2) with p1, q1, s1 in the range of the BHT operator and (6.2)
Lp2 × Lq2 → Ls2(l1) with p2, q2, s2 ≥ 1. (6.3)
Both estimates 6.2 and 6.3 follow from the vector-valued estimates for BHT of [14],
even if the case r = 1 is not transparent in the referenced paper.
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6.1.1 Boundedness of operators M1 and M2
In what follows we prove the boundedness of operators M1 and M2 presented
in 1.6 and 1.7:
M1( f1, f2, g)(ξ) =
∑
ω
∫
x1<x2,x1,x2∈ωL
x3∈ωR
fˆ1(x1) fˆ2(x2)g(x3)e2piiξ(x1+x2+x3)dx1dx2dx3
and
M2( f1, f2, g)(ξ) =
∑
ω
∫
x1<L(ωL),x2∈ωL
x3∈ωR
fˆ1(x1) fˆ2(x2)g(x3)e2piiξ(x1+x2+x3)dx1dx2dx3
For both operators, we are going to use the triangle inequality in Lr, the tar-
get space for operators M1 and M2. However, if r < 1 this inequality is not avail-
able anymore for the quasi-norm ‖ · ‖r and instead we use the triangle inequality
for ‖ · ‖rr. This is the only difference between the Banach and quasi-Banach case,
and for simplicity we assume r ≥ 1. Also, as previously stated, we assume
‖g‖p = 1.
Proposition 18. Let 1 < p < 2 and
1
r
=
1
s
+
1
p′
=
1
p1
+
1
p2
+
1
p′
. Then
‖M1( f1, f2, g)‖r . ‖ f1‖p1‖ f2‖p2‖g‖p.
Proof. Recall that ω ∈ D is the mesh of dyadic intervals contained in [0, 1], and
we identify them with their preimage: ω ∼ ϕ−1(ω). We rewrite M1 as
M1( f1, f2, g)(ξ) =
∑
ω
BHT (PωL f1, PωL f2)(ξ) · ̂g · 1ωR(ξ)
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Then
‖M1( f1, f2, g)‖r .
∑
k≥0
‖
∑
|ω|=2−k
BHT (PωL f1, PωL f2) · ̂g · 1ωR‖r .
.
∑
k≥0
‖
 ∑
|ω|=2−k
|BHT (PωL f1, PωL f2)|p

1/p
·
 ∑
|ω|=2−k
| ̂g · 1ωR |p′

1/p′
‖r .
.
∑
k≥0
‖
 ∑
|ω|=2−k
|BHT (PωL f1, PωL f2)|p

1/p
‖s ·
 ∑
|ω|=2−k
‖ ̂g · 1ωR‖p′p′

1/p′
We estimate ‖ ̂g · 1ωR‖p′ . ‖g · 1ωR‖p = 2− kp using the Hausdorff-Young theorem.
Also, there are 2k dyadic intervals of length 2−k in [0, 1] and because of this
‖M1( f1, f2, g)‖r .
∑
k≥0
2−k
(
1
p− 1p′
)
‖
 ∑
|ω|=2−k
|BHT (PωL f1, PωL f2)|p

1/p
‖s.
If we estimate the last term using the operator Tp directly, we will not obtain the
full range stated above, as there will appear extra constraints of the type
1
p1
+
1
p
<
3
2
,
1
p2
+
1
p
<
3
2
.
Instead, using Ho¨lder and the fact that 1 < p < 2, we have
‖BHT (PωL f1, PωL f2)‖lp(ω) ≤ ‖BHT (PωL f1, PωL f2)‖l2(ω) · 2k
(
1
p− 12
)
.
Using the boundedness of T2, we have ‖M1( f1, f2, g)‖r .
∑
k≥0
2−k
(
1
2− 1p′
)
‖ f1‖p1‖ f2‖p2 .
Proposition 19. Let 1 < p < 2 and
1
r
=
1
s
+
1
p′
=
1
p1
+
1
p2
+
1
p′
. Then
‖M2( f1, f2, g)‖r . ‖ f1‖p1‖ f2‖p2‖g‖p,
provided
1
p2
+
1
p′
< 1.
Proof. First, we remark that
|M2( f1, f2, g)(ξ)| ≤
∑
ω
|C f1(ξ)| · |PωL f2(ξ)| · | ̂g · ωR(ξ)|,
103
where C is the Carleson operator, bounded on Lp whenever 1 < p < ∞. From
here on, the estimates are similar to those in proposition 18, but instead of the bi-
linear operator Tr( f , g) we will have to use the more restrictive Rubio de Francia
operator RFν:
‖M2( f1, f2, g)‖r ≤
∑
k≥0
‖C f1 ·
 ∑
|ω|=2−k
|PωL f2|p

1/p
·
 ∑
|ω|=2−k
| ̂g · 1ωR |p′

1/p′
‖r ≤
≤
∑
k≥0
‖C f1‖p1 · ‖
 ∑
|ω|=2−k
|PωL f2|p

1/p
‖p2 ·
 ∑
|ω|=2−k
‖ ̂g · 1ωR‖p′p′

1/p′
≤
≤
∑
k≥0
2k
(
1
p− 1ν
)
‖C f1‖p1 · ‖
 ∑
|ω|=2−k
|PωL f2|ν

1/ν
‖p2 ·
 ∑
|ω|=2−k
‖ ̂g · 1ωR‖p′p′

1/p′
≤
≤
∑
k≥0
2−k
(
1
ν− 1p′
)
‖ f1‖p1‖RFν( f2)‖p2 .
If p2 ≥ 2,we can take ν = 2 and there are no other restrictions. In the case p2 < 2,
Rubio de Francia requires
1
ν
+
1
p2
< 1. This and the condition
1
ν
− 1
p′
> 0 (so that
the geometric series above is finite) can be summarized as
1
p2
+
1
p′
< 1.
6.2 Tensor Products of Bilinear Operators
Iterating the proof and results of theorem 20, we can prove the following more
general result:
Theorem 28. The Bilinear Hilbert Transform satisfies the following vector-valued es-
timates:
BHT : Lp(lr
1
1 (lr
2
1 (. . . (lr
K
1 ) . . .))) × Lq(lr12 (lr22 (. . . (lrK2 ) . . .))) 7→ Ls(lr1(lr2(. . . (lrK ) . . .)))
whenever
1
p
+
1
q
=
1
r
, with 1 < p, q ≤ ∞ and 2/3 < r < ∞, and for every 1 ≤ j ≤ K,
1
r j1
+
1
r j2
=
1
r j
, r j1, r
j
2, (r
j)′ ≥ 2.
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Remark 17. In fact, the same results hold for iterates of mixed Lrk and lr j spaces. The
proof is identical.
Using the above Theorem 28, we will prove the boundedness of the tensor
product
BHT ⊗ Π ⊗ . . . ⊗ Π︸        ︷︷        ︸
n
: Lp(Rn+1) × Lq(Rm+1)→ Lr(Rn+1), and
Π ⊗ . . .Π ⊗ BHT ⊗ Π ⊗ . . . ⊗ Π : Lp(Rn+1) × Lq(Rm+1)→ Lr(Rn+1).
whenever
1
r
=
1
p
+
1
q
, with 23 < r < ∞, 1 ≤ p, q < ∞.
Results about tensor products of bilinear operators that were previously
known are:
1. Π ⊗ Π : Lp(R2) × Lq(R2) → Ls(R2) whenever 1 < p, q,≤ ∞, 12 < s < ∞, and
1
p
+
1
q
=
1
s
.
2. The same is true for Π ⊗ . . . ⊗ Π︸        ︷︷        ︸
ntimes
: Lp(Rn) × Lq(Rn)→ Ls(Rn).
3. BHT ⊗ BHT doesn’t satisfy any Lp estimates.
4. BHT ⊗ Π : Lp(R2) × Lq(R2) → Ls(R2) whenever 1 < p, q,≤ ∞, 12 < s < ∞,
1
p
+
1
q
=
1
s
, and in addition
1
p
+
2
q
< 2, and
1
q
+
2
p
< 2.
The first three results were proved in [26], while the last one is from [14].
Our result is a generalization of the previously known estimate for BHT ⊗ Π, in
the sense that the range is extended to get Range(BHT ). Moreover, instead of a
paraproduct, we can have arbitrarily many Π⊗ . . .⊗Π, and even for this operator
the range is still Range(BHT ).
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Remark 18. The methods of the proof and our approach for tensor products allow us
to give another proof for the boundedness of Π ⊗ . . . ⊗ Π, within the same range as
Range(Π).
If T1 : Lp(Rn1) × Lq(Rn1) → Lr(R) and T2 : Lp(Rn2) × Lq(Rn2) → Lr(R) are two
bilinear operators, then the tensor product
T1 ⊗ T2 : Lp(Rn1+n2) × Lq(Rn1+n2)→ Lr(R)
will act as T1 in the first variable and as T2 in the second variable. In our case,
the operators are given by singular multipliers, and in this case we can give a
characterization of the tensor product. Assume
T1( f , g)(x) =
∫
R2n1
fˆ (ξ1)gˆ(ξ2)m1(ξ1, ξ2)e2piix·(ξ1+ξ2)dξ1dξ2
and similarly
T2( f , g)(y) =
∫
R2n2
fˆ (η1)gˆ(η2)m2(η1, η2)e2piiy·(η1+η2)dη1dη2.
Then the multiplier for the tensor product is precisely m1(ξ1, ξ2) · m2(η1, η2):
T1⊗T2( f , g)(x, y) =
∫
R2n
fˆ (ξ1, η1)gˆ(ξ2, η2)m1(ξ1, ξ2)m2(η1, η2)e2piix·(ξ1+ξ2)e2piiy·(η1+η2)dξ1dξ2dη1dη2.
Recall that the multiplier associated with BHT is sgn(ξ1 − ξ2), while the mul-
tiplier for a paraproduct is a classical Marcinkiewicz-Mikhlin-Ho¨rmander mul-
tiplier m(ξ1, ξ2), smooth away from the origin, satisfying the condition |∂α(ξ)| .
|ξ|−|α| for sufficiently many multi-indices α. The decay in m allows one to approx-
imate the multiplier by a finite number of sums of the form
∑
k
ϕˆk(ξ1)ψˆk(ξ2)ψˆk(ξ1 + ξ2) or
∑
k
ψˆk(ξ1)ψˆk(ξ2)ϕˆk(ξ1 + ξ2).
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With the purpose of simplifying the notation, we denote by Pk the
Littlewood-Paley projection onto {|ξ| ∼ 2k}(which is really the convolution with
ψk(·)), and by Qk the projection onto {|ξ| ≤ 2k}, corresponding to the convolution
with ϕk. Then we can regard paraproducts as being expressions of the form
Π( f , g)(x) =
∑
k
Pk(Qk f · Pkg)(x, y) or (6.4)
Π( f , g)(x) =
∑
k
Qk(Pk f · Pkg)(x, y). (6.5)
Proposition 20. Let Tm : Lp(Rn)× Lq(Rn)→ Lr(Rn) be a bilinear operator with smooth
symbol m, and Π : Lp(R) × Lq(R)→ Lr(R) a paraproduct as described above.
(a) If Π is given by 6.4, then
(Tm ⊗ Π)( f , g)(x, y) =
∑
k
P2k(Tm(Q
y
k f , P
y
kg)(x)).
(b) If Π is given by 6.5, then
(Tm ⊗ Π)( f , g)(x, y) =
∑
k
Q2k(Tm(P
y
k f , P
y
kg)(x)) =
∑
k
Tm(P
y
k f , P
y
kg)(x).
Here we need to explain the notation: P2k denotes the projection onto |ξ2| ∼ 2k in the
second variable, and Qyk f is a function of x only, with the variable y fixed. The exact
formulas are
Qyk f (x) =
∫
R
ϕk(s) f (x, y − s)ds, Q2k f (x, y) =
∫
R
ϕk(s) f (x, y − s)ds,
Pyk f (x) =
∫
R
ψk(s) f (x, y − s)ds, P2k f (x, y) =
∫
R
ψk(s) f (x, y − s)ds.
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Proof. This is going to be a series of direct computations:
(Tm ⊗ Π)( f , g)(x, y) =
=
∫
R2n+2
fˆ (ξ1, η1)gˆ(ξ2, η2)m(ξ1, ξ2)
∑
k
ϕˆk(η1)ψˆk(η2)ψˆk(η1 + η2)
 e2piix·(ξ1+ξ2)e2piiy(η1+η2)dξdη =
=
∑
k
∫
R2n+2
fˆ (ξ1, η1)gˆ(ξ2, η2)m(ξ1, ξ2)ϕˆk(η1)ψˆk(η2)
(∫
R
ψk(s)e−2piis(η1+η2)ds
)
·
· e2piix·(ξ1+ξ2)e2piiy(η1+η2)dξdη =
∑
k
∫
R
ψk(s)(Tm(Q
y−s
k f , P
y−s
k g)(x))ds =
=
∑
k
P2kTm(Q
y
k f , P
y
kg)(x).
A final ingredient that we will need in the proof of theorem 29 is the follow-
ing lemma which appears in [27] and [11]:
Lemma 10. Let f ∈ S(Rn), and 1 ≤ l ≤ n, and {i1, . . . il} ⊂ {1, . . . , n}. Then
‖ f ‖Lp . ‖
 ∑
k1,...,kl
|Pi1k1 . . . Pilkl f |2

1/2
‖Lp
for any 0 < p < ∞.
Lemma 10 above states that the Lp norm of f is bounded by the Lp norm of a
square function associated with the variables xi1 , . . . , xil , even when 0 < p ≤ 1. In
the case p > 1, it is well known that the two norms are equivalent. When p < 1,
the proof makes use of multi-parameter Hardy spaces.
Theorem 29. For any p, q, r with
1
p
+
1
q
=
1
r
, with 1 < p, q ≤ ∞ and 2/3 < r < ∞:
‖BHT ⊗ Π ⊗ . . . ⊗ Π( f , g)‖Lr(Rn+1) . ‖ f ‖Lp(Rn+1)‖g‖Lq(Rn+1) and
‖Π ⊗ . . . ⊗ Π ⊗ BHT ⊗ Π ⊗ . . . ⊗ Π( f , g)‖Lr(Rn+1) . ‖ f ‖Lp(Rn+1)‖g‖Lq(Rn+1).
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Proof. We partition {1, . . . , n} into three subsets of indices I1, I2 and I3 so that
- if k ∈ I1, then Π( f , g)(y) =
∑
k
Pk(Qk f · Pkg)(y)
- if k ∈ I2, then Π( f , g)(y) =
∑
k
Pk(Pk f · Qkg)(y) and
- if k ∈ I3, then Π( f , g)(y) =
∑
k
Qk(Pk f · Pkg)(y).
Because the projections onto different coordinates commute, i.e. PikP
j
l = P
j
lP
i
k
and QikP
j
l = P
j
lQ
i
k, we can assume
I1 = {1, . . . , l}, I2 = {l + 1, . . . , l + d}, I3 = {l + d + 1, . . . , n}.
Of course, we allow the possibility that one or even two of these sets of indices
are empty. With this assumption, we have from Proposition 20 applied itera-
tively,
BHT ⊗ Π ⊗ . . .Π( f , g)(x, y1, . . . , yn) =
=
∑
k1,...,kn
P1k1 . . . P
l
klPkl+1l+1 . . . P
l+d
kl+dQ
l+d+1
kl+d+1 . . .Q
n
kn◦
BHT (Qy1k1 . . .Q
yl
kl
Pyl+1kl+1 . . . P
yn
kn
f , Py1k1 . . . P
yl
kl
Qkl+1 . . .Q
yl+d
kl+d
Pkyl+d+1l+d+1 . . . P
yn
kn
g)(x).
Using the square function estimate, we have
‖BHT ⊗ Π ⊗ . . .Π( f , g)‖r .
‖
 ∑
k1,...,kl+d
∣∣∣ ∑
kl+d+1,...,kn
Ql+d+1kl+d+1 . . .Q
n
knBHT (Q
y1
k1
. . .QylklP
yl+1
kl+1
. . . Pynkn f , P
y1
k1
. . . PylklQ
yl+1
kl+1
. . .Qyl+dkl+dPkyl+d+1l+d+1 . . . P
yn
kn
g)
∣∣∣21/2 ‖r
. ‖
 ∑
k1,...,kl+d
∣∣∣ ∑
kl+d+1,...,kn
|BHT (Qy1k1 . . .Q
yl
kl
Pyl+1kl+1 . . . P
yn
kn
f , Py1k1 . . . P
yl
kl
Qyl+1kl+1 . . .Q
yl+d
kl+d
Pkyl+d+1l+d+1 . . . P
yn
kn
g)|∣∣∣21/2 ‖r
. ‖ f ‖p‖g‖q
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For the last part we used the following vector-valued estimates for the BHT :
Lp(l∞(. . . (l∞︸    ︷︷    ︸
l
(l2(. . . (l2︸   ︷︷   ︸
d
(l2(. . . (l2︸   ︷︷   ︸
n−l−d
)) . . .) × Lq(l2(. . . (l2︸   ︷︷   ︸
l
(l∞(. . . (l∞︸    ︷︷    ︸
d
(l2(. . . (l2︸   ︷︷   ︸
n−l−d
)) . . .)
7→ Ls(l2(. . . (l2︸   ︷︷   ︸
l
(l2(. . . (l2︸   ︷︷   ︸
d
(l1(. . . (l1︸   ︷︷   ︸
n−l−d
)) . . .)
together with boundedness of the maximal operator and square function.
The boundedness of the operator Π ⊗ . . . ⊗Π ⊗ BHT ⊗Π ⊗ . . . ⊗Π is identical;
it uses Fubini and the above vector-valued estimates for BHT .
6.3 Paraproducts on Lp spaces with mixed norms and new Leib-
niz rules
There will be two cases that we will thoroughly study, with different ap-
proaches:
a) Π⊗Π : Lp1x Lp2y × Lq1x Lq2y → Ls1x Ls2y , in the most general setting(i.e. no assump-
tions on the pi, qi, si.)
b) Π ⊗ . . . ⊗ Π : Lp1x1 . . . Lpnxn × Lq1x1 . . . Lqnxn → Ls1x1 . . . Lsnxn , for 1 < pi, qi, si < ∞.
We recall the following results about square functions and maximal func-
tions, which was presented in chapter 2:
Theorem 30. (c) Let JS ⊆ {1, . . . ,M} and JM ⊆ {1, . . . ,M} be two disjoint subsets of
indices. We consider the operator PJSQJM f given by Littlewood-Paley projections
in every component js ∈ JS and maximal operator in every component jm ∈ JM;
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this is a bounded operator on Lp1x1 L
p2
x2 . . . L
pM
xM , provided 1 < p1, . . . , pM < ∞:∥∥∥SJSMJM f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
.
∥∥∥ f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
.
(d) Moreover, if there are only square functions appearing, we have an equivalence of
norms: ∥∥∥SJS f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
' ∥∥∥ f ∥∥∥
Lp1x1 L
p2
x2 ...L
pM
xM
.
Theorem 31. Let 1 < p j, q j ≤ ∞, 1 ≤ s j < ∞, so that 1p j +
1
q j
=
1
s j
, 1 ≤ j ≤ 2. Then
∥∥∥Π ⊗ Π( f , g)∥∥∥
Ls1x L
s2
y
.
∥∥∥ f ∥∥∥
Lp1x L
p2
y
∥∥∥g∥∥∥
Lq1x L
q2
y
.
Proof. First, note that
∥∥∥Π ⊗ Π( f , g)∥∥∥
Ls1x L
s2
y
=
∫
R
(∫
R
∣∣∣Π ⊗ Π( f , g)(x, y)∣∣∣s1dx) s2s1 dy
1/s2
.
There are two ways of regarding Π ⊗ Π, in the sense that
Π1 ⊗ Π2( f , g)(x, y) =
∑
l
P1l Π2(Q
x
l f , P
x
l g)(y) =
∑
k
P2kΠ1(P
y
k f ,Q
y
kg)(x).
If we choose so split the second paraproduct Π2, the range we can get is 1 <
p j, q j < ∞ and we illustrate the method below. Using the observations from
section 6.2, we will regard the inner integral as a vector-valued tensor product.
This will depend on the type of the second tensor paraproduct; we will present
in detail the cases
(i) Π( f , g)(y) =
∑
k Q2k(P
2
k f , P
2
kg)(y) and
(ii) Π( f , g)(y) =
∑
k P2k(Q
2
k f , P
2
kg)(y).
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In the case (i), Π⊗Π( f , g)(x, y) =
∑
k
Π(Pyk f , P
y
kg)(x), where (P
y
k f )(x) = (ψk∗ f x)(y).
‖Π ⊗ Π( f , g)(·, y)‖Ls1x = ‖
∑
k
Π(Pyk f , P
y
kg)‖Ls1x .
.
∥∥∥ ∑
k
∣∣∣Pyk f ∣∣∣2
1/2 ∥∥∥Lp1x · ∥∥∥
∑
k
∣∣∣Pykg∣∣∣2
1/2 ∥∥∥Lq1x .
Applying Ho¨lder’s inequality as well, we get the following estimate for ‖Π ⊗
Π( f , g)‖Ls1x Ls2y :
‖Π ⊗ Π( f , g)‖Ls1x Ls2y .
∥∥∥∥∥∥ ∑
k
∣∣∣Pyk f (x)∣∣∣2
1/2 ∥∥∥Lp1x ∥∥∥Lp2y ∥∥∥∥∥∥
∑
k
∣∣∣Pykg(x)∣∣∣2
1/2 ∥∥∥Lq1x ∥∥∥Lq2y .
The operators on the RHS are vector-valued square functions, and their norms
are bounded by ‖ f ‖Lp1x Lp2y and ‖g‖Lq1x Lq2y , respectively.
Remark 19. In this case, we can have
1
2
< s1, s2 ≤ 1 as well.
For the second case (ii), we could either use duality to reduce it to the previ-
ous example, or use part (d) of Theorem 30:
‖Π ⊗ Π( f , g)‖Ls1x Ls2y = ‖
∑
k
Π ⊗ P2k( f , g)‖Ls1x Ls2y . ‖
∑
k
|Π ⊗ P2k( f , g)|2
1/2 ‖Ls1x Ls2y =
= ‖
∑
k
∣∣∣Π(Pyk f ,Qykg)(x)∣∣∣
1/2 ‖Ls1x Ls2y . ‖ ‖
∑
k
|Pyk f |2
1/2 ‖Lp1x · ‖ sup
k
|Qykg|‖Lq1x ‖Ls2y .
. ‖
∑
k
|Pyk f |2
1/2 ‖Lp1x Lp2y · ‖ sup
k
|Qyk f |‖Lq1x Lq2y .
Now we choose to split the first paraproduct.
(1) The most difficult case is when Π1 and Π2 are of the form
Π1 =
∑
l
Pl(Ql f · Plg) Π2 =
∑
k
Pk(Pk f · Qkg). We have
Π1 ⊗ Π2( f , g)(x, y) =
∑
l
P1l Π2(Q
x
l f , P
x
l g)(y) =
∑
k
P2kΠ1(P
y
k f ,Q
y
kg)(x).
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Using the first description, we have
‖‖Π1 ⊗ Π2‖Ls1x ‖Ls2y = ‖‖
∑
l
P1l Π2(Q
x
l f , P
x
l g)(y)‖Ls1x ‖Ls2y .
. ‖‖
∑
l
∣∣∣Π2(Qxl f , Pxl g)(y)∣∣∣21/2 ‖Ls1x ‖Ls2y .
. ‖‖ sup
l
∣∣∣Qxl f (y)∣∣∣‖Lp1x ‖Lp2y · ‖‖
∑
l
∣∣∣Pxl g(y)∣∣∣1/2 ‖Lq1x ‖Lq2y .
. ‖‖ f ‖Lp1x ‖Lp2y · ‖‖g‖Lq1x ‖Lq2y
We are using the following vector-valued estimates for paraproducts:
Lp2y (L
p1
x (l
∞)) × Lq2y (Lq1x (l2))→ Ls2y (Ls1x (l2)).
Constraints: 1 ≤ s1 < ∞, 12 < s2 < ∞, 1 < pi, qi, 1 < q1 < ∞.
If q1 = ∞ and s2 ≥ 1, we are interested in Lp1x Lp2y × L∞x Lq2y → Lp1x Ls2y , and by
duality it becomes
Lp1x L
p2
y × Lp
′
1
x L
s′2
y → L1xLq
′
2
y .
(2) Now we consider the case Π1( f , g) =
∑
l
Pl(Ql f · Plg), Π2 =
∑
k
Qk(Pk f ·
Pkg).
‖‖Π1 ⊗ Π2‖Ls1x ‖Ls2y = ‖‖
∑
k
Q2kΠ1(P
y
k f , P
y
kg)(x)‖Ls1x ‖Ls2y .
. ‖‖
∑
k
|Π1(Pyk f , Pykg)(x)|‖Ls1x ‖Ls2y .
. ‖‖
∑
k
∣∣∣Pyk f (x)∣∣∣2
1/2 ‖Lp1x · ‖
∑
k
∣∣∣Pykg(x)∣∣∣2
1/2 ‖Lq1x ‖Ls2y .
. ‖‖
∑
k
∣∣∣Pyk f (x)∣∣∣2
1/2 ‖Lp1x ‖Lp2y · ‖‖
∑
k
∣∣∣Pykg(x)∣∣∣2
1/2 ‖Lq1x ‖Lq2y
Initially we cannot have an inner-most space be L∞ (that is, p1 = ∞ or
q1 = ∞), because the square functions are not bounded on L∞. In addition,
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at most one of p1 and q1 can be ∞. Say we have q1 = ∞. By duality, the
case
Lp1x L
p2
y × L∞x Lq2y → Lp1x Ls2y becomes Lp1x Lp2y × Lp
′
1
x L
s′2
y → L1xLq
′
2
y .
Theorem 32. Let 1 < p j, q j < ∞, 1 ≤ s j < ∞, so that 1p j +
1
q j
=
1
s j
, 1 ≤ j ≤ M. Then
∥∥∥Π ⊗ . . . ⊗ Π( f , g)∥∥∥
Ls1x1 ...L
sM
xM
.
∥∥∥ f ∥∥∥
Lp1x1 ...L
pM
xM
∥∥∥g∥∥∥
Lq1x1 ...L
qM
xM
.
Proof. The proof is based on the iterated vector-valued estimates for paraprod-
ucts Π from section [4.3]. For simplicity, we illustrate the case M = 3, for a
certain type of paraproduct, when Π2 =
∑
k Q2k(P
2
k , P
2
k), and Π
3 =
∑
l P3l (Q
3
l , P
3
l ). As
before, we don’t show the exterior Q2k term because its Fourier transform is ≡ 1
on the frequency support of the input function. Then
Π ⊗ Π ⊗ Π( f , g)(x, y, z) =
∑
k
∑
l
P3l Π(P
y
kQ
z
l f , P
y
kP
z
l )(x)
and using theorem 30, we have
‖Π ⊗ Π ⊗ Π( f , g)‖Ls1x Ls2y Ls3z '
∥∥∥ ∑
l
∣∣∣∑
k
∣∣∣Π(PykQzl f , PykPzl )(x)∣∣∣∣∣∣2

1
2 ∥∥∥
Ls1x L
s2
y L
s3
z
.
.
∥∥∥∥∥∥ sup
l
∑
k
∣∣∣PykQzl f ∣∣∣2

1
2 ∥∥∥
Lp1x
· ∥∥∥ ∑
l
∑
k
∣∣∣PykPzlg∣∣∣2

1
2 ∥∥∥
Lq1x
∥∥∥
Ls2y L
s3
z
.
.
∥∥∥ sup
l
∑
k
∣∣∣PykQzl f ∣∣∣2

1
2 ∥∥∥
Lp1x L
p2
y L
p3
z
· ∥∥∥ ∑
l
∑
k
∣∣∣PykPzlg∣∣∣2

1
2 ∥∥∥
Lq1x L
q2
y L
q3
z
.
. ‖ f ‖Lp1x Lp2y Lp3z ‖g‖Lq1x Lq2y Lq3z .
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Figure 6.2: Range for Π ⊗ . . . ⊗ BHT ⊗ Π ⊗ . . . ⊗ Π in Lp spaces with mixed
norms
The same methods yield some partial results for mixed norm estimates for
BHT ⊗Π . . .⊗Π and Π⊗ . . .⊗ BHT ⊗Π⊗ . . .⊗Π. Recall that the range for vector-
valued BHT is conditioned very much by the triple (r1, r2, r), so we cannot hope
to obtain the full range for Π ⊗ . . . ⊗ BHT ⊗ Π ⊗ . . . ⊗ Π; not even the case when
all the indices are in (1,∞) can be achieved. However, if 2 ≤ p j, q j < ∞, and
1 < s j < ∞, the question if fully answered.
Theorem 33. For any 2 ≤ p j, q j < ∞, 1 < s j < ∞,∥∥∥∥Π ⊗ . . . ⊗ BHT ⊗ Π ⊗ . . . ⊗ Π( f , g)∥∥∥∥
Ls1x1 ...L
sM
xM
.
∥∥∥ f ∥∥∥
Lp1x1 ...L
pM
xM
∥∥∥g∥∥∥
Lq1x1 ...L
qM
xM
.
Proof. We illustrate the method of the proof in the case M = 3, and some partic-
ular choices of paraproducts. The other paraproducts case work in the similar
way.
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A) BHT ⊗ Π2 ⊗ Π3, where Π2 =
∑
k
Q2k(P
2
k · P2k) and Π3 =
∑
l
P3l (P
2
l · Q3l ). Then
BHT ⊗ Π2 ⊗ Π3( f , g)(x, y, z) =
∑
k,l
P3lQ
2
kBHT (P
y
kP
z
l f , P
y
kQ
z
lg)(x) =
=
∑
l
P3l
∑
k
Q2kBHT (P
y
kP
z
l f , P
y
kQ
z
lg)(x)
 .
∥∥∥∥BHT ⊗ Π2 ⊗ Π3∥∥∥∥
Ls1x L
s2
y L
s3
z
.
∥∥∥∥ ∑
l
∣∣∣∣∑
k
|BHT (PykPzl f , PykQzlg)(x)|
∣∣∣∣21/2 ∥∥∥∥Ls1x Ls2y Ls3z .
.
∥∥∥∥ ∑
k,l
|PykPzl f |2

1/2 ∥∥∥∥
Lp1x L
p2
y L
p3
z
·
∥∥∥∥ sup
l
∑
k
|PykQzlg|2
1/2 ∥∥∥∥Lq1x Lq2y Lq3z .
.
∥∥∥ f ∥∥∥
Lp1x L
p2
y L
p3
z
· ∥∥∥g∥∥∥
Lq1x L
q2
y L
q3
z
Here we used
BHT : Lp3z (L
p2
y (L
p1
x (l
2(l2))))) × Lq3z (Lq2y (Lq1x (l∞(l2)))))→ Ls3z (Ls2y (Ls1x (l2(l1))))).
and we know these always exist if 2 ≤ p1, p2, q1, q2 ≤ ∞, and 1 ≤ s1, s2 < ∞.
But we combine these conditions with those for square functions, so we
actually need 2 ≤ p1, p2, q1, q2 < ∞, and 1 < s1, s2 < ∞.
B) Π1 ⊗ BHT ⊗ Π3, where Π1 =
∑
k
Q1k(P
1
k · P1k) and Π3 =
∑
l
P3l (P
3
l · Q3l ). Then
Π1 ⊗ BHT ⊗ Π3( f , g)(x, y, z) =
∑
k,l
P3lQ
1
kBHT (P
x
kP
z
l f , P
x
kQ
z
lg)(x) =
=
∑
l
P3l
∑
k
Q1kBHT (P
x
kP
z
l f , P
x
kQ
z
lg)(y)

∥∥∥∥Π1 ⊗ BHT ⊗ Π3( f , g)∥∥∥∥
Ls1x L
s2
y L
s3
z
.
∥∥∥∥ ∑
l
∣∣∣∣∑
k
|BHT (PxkPzl f , PxkQzlg)(y)|
∣∣∣∣21/2 ∥∥∥∥Ls1x Ls2y Ls3z .
.
∥∥∥∥∥∥∥∥ ∑
k,l
|PykPzl f |2

1/2 ∥∥∥∥
Lp1x L
p2
y
·
∥∥∥∥ sup
l
∑
k
|PykQzlg|2
1/2 ∥∥∥∥Lq1x Lq2y
∥∥∥∥
L
s3
z
.
.
∥∥∥∥ ∑
k,l
|PykPzl f |2

1/2 ∥∥∥∥
Lp1x L
p2
y L
p3
z
·
∥∥∥∥ sup
l
∑
k
|PykQzlg|2
1/2 ∥∥∥∥Lq1x Lq2y Lq3z .
.
∥∥∥ f ∥∥∥
Lp1x L
p2
y L
p3
z
· ∥∥∥g∥∥∥
Lq1x L
q2
y L
q3
z
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Here we use BHT : Lp2y (L
p1
x (l
2(l2)))) × Lq2y (Lq1x (l∞(l2)))) → Ls2y (Ls1x (l2(l1)))), and
then take the norm in the z variable.
6.3.1 Leibniz Rules
Leibniz rules are very important in the theory of partial differential equations.
We will be dealing with fractional derivatives, which are defined via the Fourier
transform in the following way:
D̂α f (ξ) = |ξ|α fˆ (ξ).
The kind of estimates we can hope for are of the form
‖Dα( f · g)‖s . ‖Dα( f )‖p · ‖g‖q + ‖ f ‖p · ‖Dα(g)‖q.
We know this estimates exist in Lp(Rd) spaces, due to multi-parameter paraprod-
ucts. We also know the following result from [23], which is due to Kenig, Ponce
and Vega:
Theorem 34. Let α ∈ (0, 1), α1, α2 ∈ [0, α], with α = α1 + α2. Let 1 <
p1, p2, q1, q2, s1, s2 < ∞ be such that 1p j +
1
q j
=
1
s j
. Then
‖Dαx ( f · g) − f Dαxg − gDαx f ‖Ls1x Ls2T . ‖D
α1 f ‖Lp1x Lp2T ‖D
α2g‖Lq1x Lq2T .
When dealing with derivative, Littlewood-Paley projections are very helpful
because on the shell |ξ1| ∼ 2k taking an α−derivative Dα is equivalent to multi-
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plying by 2αk.
DαxD
β
y( f · g)(x, y) =
∑
k,l
[
( f ∗ ϕk ⊗ ϕl) · (g ∗ ψl ⊗ ψl)] ∗ (Dαxψk ⊗ Dβyψl) (x, y) =
=
∑
k,l
[
( f ∗ ϕk ⊗ ϕl) · (g ∗ ψk ⊗ ψl)] ∗ (2kαψ˜k ⊗ 2lβψ˜l) (x, y),
where ̂˜ψk(ξ) = |ξ|α2kα ψˆk(ξ) and ̂˜ψl(η) = |ξ|β2lβ ψˆl(η). The next step would be to
move the derivatives inside, by moving the 2kα inside. However, we cannot
move it onto a fuction of type ϕ and hope to obtain a derivative, because in
that case we would have function ̂˜˜ϕk(ξ) = 2kα|ξ|α ϕˆk(ξ) appearing. Recall that ϕˆk is
supported on |ξ| ≤ 2k, so the origin could be contained inside its support. For
this reason, whenever we are moving the 2kα inside, we want to attach it to a
ψ−type function. Hence
DαxD
β
y( f · g)(x, y) =
∑
k,l
[
f ∗ (ϕk ⊗ ϕl) · g ∗
(
2kαψk ⊗ 2lβψl
)]
∗
(
ψ˜k ⊗ ψ˜l
)
(x, y) =
=
∑
k,l
[
( f ∗ ϕk ⊗ ϕl) ·
(
DαxD
β
yg ∗ ˜˜ψk ⊗ ˜˜ψl
)]
∗
(
ψ˜k ⊗ ψ˜l
)
(x, y).
The expression ˜˜ψk :=
2kα
|ξ|α ψˆk(ξ) is okay because ψˆk is supported on |ξ| ∼ 2
k, which
doesn’t contain the origin. So we can write
DαxD
β
y( f · g) = Π ⊗ Π( f ,DαxDβyg).
In order to prove the boundedness of the above expression in Ls1x L
s2
y by using
the methods in 6.3, however, we need paraproducts that have the Fourier trans-
form of the last ψk or ϕk identically equal to 1 on the Fourier support of the first
part(Qk f · Pkg or Pk f · Pkg). This is important, because in this way we can regard
the tensor product as a vector-valued paraproduct. We can’t expect ψ˜k to have
this property, so instead, we will use the Fourier series decomposition for ̂˜ψk:
̂˜ψk(ξ) = ∑
n∈Z
cne
2piinξ
2k , where cn =
1
2k
∫
R
̂˜ψk(ξ)e− 2piinξ2k dξ.
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Because of the scaling invariance, the Fourier coefficients cn don’t depend on k;
moreover, the smoothness of the function ̂˜ψ implies a fast decay of these coeffi-
cients: |cn| . n−M. Now we have to deal with the operator
(F,G) 7→
∑
n∈Z
cn
∑
k,l
[
F ∗ (ϕk ⊗ ϕl) ·G ∗ ( ˜˜ψk ⊗ ˜˜ψl)
]
∗ ψk,n ⊗ ψ˜l(x, y).
Here ψk,n(x) = ψk(x + 2−kn). Now notice that the RHS above becomes∑
n
cn
∑
k,l
[
F ∗ (ϕk ⊗ ϕl) ·G ∗ ( ˜˜ψk ⊗ ˜˜ψl)
]
∗ ψk ⊗ ψ˜l(x, y) =
:=
∑
n
cn
∑
k
P1kΠ˜(Q
x
k,nF,
˜˜Pxk,nG).
The proof of the Leibniz rule follows from
1) (multiple) vector-valued estimates for the paraproduct
Π˜( f , g) =
∑
k
[
( f ∗ ϕk) · (g ∗ ˜˜ψk)
]
∗ ψ˜k
2) the boundedness of the shifted maximal and square functions:
‖ sup
k
| f ∗ ϕk,n|p . log〈n〉‖ f ‖p, ‖
∑
k
| f ∗ ˜˜ψk,n|2
1/2 ‖p . log〈n〉‖ f ‖p
Returning to Leibniz rule, we have for s1, s2 ≥ 1
‖‖DαxDβy( f , g)‖Ls1x ‖Ls2y ≤
∑
n
|cn|‖‖
∑
k
P1kΠ˜(Q
x
k,nF,
˜˜Pxk,nG)‖Ls1x ‖Ls2y .
.
∑
n
|cn|‖‖
∑
k
|Π˜β1,β2(Qxk,nF, ˜˜Pxk,nG)|2
1/2 ‖Ls1x ‖Ls2y .
.
∑
n
|cn|‖‖ sup
k
|Qxk,nF|‖Lp1x ‖Lp2y ‖‖
∑
k
| ˜˜Pk,nG|2
1/2 ‖Lq1x ‖Lq2y .
.‖‖ f ‖Lp1x ‖Lp2y ‖‖DαxDβyg‖Lq1x ‖Lq2y .
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A more difficult case of the Leibniz rule is when one of the last components is a
ϕ−type function:
DαxD
β
y( f · g)(x, y) =
∑
k,l
[
( f ∗ ψk ⊗ ϕl) · (g ∗ ψl ⊗ ψl)] ∗ (Dαxϕk ⊗ Dβyψl) (x, y) =
=
∑
k,l
[
( f ∗ ψk ⊗ ϕl) · (g ∗ ψk ⊗ ψl)] ∗ (2kαϕ˜k ⊗ 2lβψ˜l) (x, y).
In this case too ̂˜ϕk = |ξ|α2kα ϕˆk(ξ), but ϕ˜ doesn’t behave as nicely as ψ˜k. For example,
it decays much slower: ∣∣∣ϕ˜(x)∣∣∣ ≤ 1
(1 + |x|)1+α .
The reason for this is that |ξ|α is not smooth at the origin, and smoothness of fˆ
corresponds to fast decay of f and vice versa.
We use the Fourier decomposition of ̂˜ϕk :
̂˜ϕk(ξ) = ∑
n∈Z
cne
2piinξ
2k · ϕˆk(ξ), where cn = 12k
∫
R
̂˜ϕk(ξ)e− 2piinξ2k dξ.
In this case we only have |cn| ≤ 1n1+α , but luckily this is enough for the coefficients
to sum up, in the case where all the Ls spaces are Banach.
Following the same line of ideas, we could get
DαxD
β
y( f · g)(x, y) =
∑
k,l
[
f ∗
(
2kαψk ⊗ ϕl
)
· g ∗
(
ψk ⊗ 2lβψl
)]
∗
(
ϕ˜k ⊗ ψ˜l
)
(x, y) =
=
∑
k,l
[(
Dαx f ∗ ˜˜ψk ⊗ ϕl
)
·
(
Dβyg ∗ ψk ⊗ ˜˜ψl
)]
∗
(
ϕ˜k ⊗ ψ˜l
)
(x, y).
We are interested in:
∑
n
cn
∑
k,l
[
F ∗ ( ˜˜ψk,n ⊗ ϕl) ·G ∗ (ψk,n ⊗ ˜˜ψl)
]
∗ ϕk ⊗ ψ˜l(x, y) =
=
∑
n
cn
∑
k
Q1kΠ˜(
˜˜Pxk,nF, P
x
k,nG)(y).
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This Leibniz rule can be deduced using vector-valued paraproducts:
‖DαxDβy( f · g)‖Ls1x Ls2y .
∑
n
|cn|‖
∑
k
|Π˜( ˜˜Pxk,nF, Pxk,nG)(y)|‖Ls1x Ls2y .
.
∥∥∥∥ ∑
k
| ˜˜Pxn,k|2
1/2 ∥∥∥∥Lp1x Lp2y
∥∥∥∥ ∑
k
|Pxn,k|2
1/2 ∥∥∥∥Lq1x Lq2y
We are left with the case of two ϕ−type functions being on the outer-most com-
ponent:
DαxD
β
y( f · g)(x, y) =
∑
k,l
[
( f ∗ ψk ⊗ ψl) · (g ∗ ψl ⊗ ψl)] ∗ (Dαxϕk ⊗ Dβyϕl) (x, y) =
=
∑
k,l
[
( f ∗ ψk ⊗ ψl) · (g ∗ ψk ⊗ ψl)] ∗ (2kαϕ˜k ⊗ 2lβϕ˜l) (x, y).
Both ϕ˜k and ϕ˜l have slower decay; if we use a Fourier decomposition for botĥ˜ϕk and ̂˜ϕl, we obtain shifted paraproduct, for which we don’t have any estimates.
Instead, we choose to split only one of them, say ϕ˜k to get in the end∑
n
cn
∑
k,l
[
F ∗ ( ˜˜ψk,n ⊗ ψl) ·G ∗ (ψk,n ⊗ ˜˜ψl)
]
∗ ϕk ⊗ ϕ˜l(x, y) =
=
∑
n
cn
∑
k
Q1kΠ˜
β( ˜˜Pxk,nF, P
x
k,nG)(y).
Note that Π˜β is a generalized paraproduct.The Leibniz rule will be a conse-
quence of the vector-valued generalized paraproduct, with r = 1, which follows
from 5.0.4.
We have the following theorem:
Theorem 35.∥∥∥∥DαxDβy( f · g)∥∥∥∥Ls1x Ls2y .
∥∥∥∥DαxDβy f ∥∥∥∥Lp1x Lp2y · ‖g‖Lq1x Lq2y + ‖ f ‖Lp1x Lp2y ·
∥∥∥∥DαxDβyg∥∥∥∥Lq1x Lq2y +
+
∥∥∥∥Dαx f ∥∥∥∥Lp1x Lp2y ·
∥∥∥∥Dβyg∥∥∥∥Lq1x Lq2y +
∥∥∥∥Dβy f ∥∥∥∥Lp1x Lp2y ·
∥∥∥∥Dαxg∥∥∥∥Lq1x Lq2y ,
whenever 1 < p j, q j < ∞, 1 ≤ s j < ∞, and 1p j +
1
q j
=
1
s j
.
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Remark 20. An equivalent statement is true for functions of n variables, as long as
1 < p j, q j < ∞, 1 ≤ s j < ∞, and 1p j +
1
q j
=
1
s j
. The idea of the proof is similar. We keep
in mind that the outer-most expression will be
ψ˜k1 ⊗ ψ˜k2 ⊗ . . . ψ˜kn or ψ˜k1 ⊗ ϕ˜k2 ⊗ . . . ϕ˜kn ,
a combination of ψ˜ki and ϕ˜k j functions. As long as we have at least one ψ˜ki function, we
are using Fourier decomposition for all the other ones, and we also split the paraproducts
in the x j variable, with j , i. In the end we get a vector-valued paraproduct in many
variables, where the vector space is going to be a combination of Lr and ls spaces.
If the outer-most expression involves only ϕ˜k j functions, we still split all of them but
the inner-most function. This will yield a vector-valued paraproduct, where the vector
space is l1(l1(. . . l1))). But for this case we always have estimates:
∑
k1,...,kn
[
F ∗ (ψk1 ⊗ . . . ⊗ ψkn) ·G ∗ (ψk1 ⊗ . . . ⊗ ψkn)] ∗ (ϕ˜k1 ⊗ . . . ⊗ ϕ˜kn) (x1, . . . xn) =
=
∑
m2,...mn
cm2 . . . cmn
∑
k2,...kn
Q2k2 . . .Q
n
knΠ˜
α1
(
Px2k2 . . . P
xn
kn
F, Px2k2 . . . P
xn
kn
G
)
(x1).
We recall that the cm j are Fourier coefficients, and |cm j | .
(
1 + |m j|
)−1−α j
, but we are in
the Banach case, and the series will converge without a problem.
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CHAPTER 7
ALTERNATIVE PROOFS
7.1 Square Functions
In this chapter, I is a collection of intervals, {ψI}I is a collection of wave packets
associates with I, and {hI}I are the Haar functions associated with them.
We will be studying the following square functions:
(1) S1 f (x) =
∑
I∈I
|〈 f , ψI〉|2|ψI(x)|2
1/2
(2) S2 f (x) =
∑
I∈I
|〈 f , ψI〉|2|hI(x)|2
1/2 = ∑
I∈I
|〈 f , ψI〉|2
|I| · 1I
1/2
(3) S3 f (x) =
∑
I∈I
|〈 f , hI〉|2|hI(x)|2
1/2 = ∑
I∈I
|〈 f , hI〉|2
|I| · 1I
1/2
(4) S4 f (x) =
∑
I∈I
|〈 f , hI〉|2|ψI(x)|2
1/2
Because of its decay away from I, ψI(·) can be estimated by
|ψI(x)|2 .
∑
n∈Z
1
〈n〉1001In(x). (7.1)
For any interval I, In := I + n|I| denotes its translate n units to the left or right.
We will also consider hIn(·) to be the Haar function associated with the dyadic
interval In. Because of 7.1, we will be interested in studying the following shifted
square functions:
(5) S5 f (x) =
∑
I∈I
|〈 f , hI〉|2|hIn(x)|2
1/2 = ∑
I∈I
|〈 f , hI〉|2
|I| · 1In
1/2
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(6) S6 f (x) =
∑
I∈I
|〈 f , ψI〉|2|hIn(x)|2
1/2 = ∑
I∈I
|〈 f , ψI〉|2
|I| · 1In
1/2
The norm of the shifted square functions has an extra factor of log〈n〉; in the
case of the regular square functions, the log〈n〉will be cancelled by the fast decay
of the ψIs, so the operatorial norm will not depend on n at all.
Associated to these square functions, we have the following singular opera-
tors:
1) T1 f (x) =
∑
I
rI(t)〈 f , ψI〉ψI(x)
2) T2 f (x) =
∑
I
rI(t)〈 f , ψI〉hI(x)
3) T3 f (x) =
∑
I
rI(t)〈 f , hI〉hI(x)
4) T4 f (x) =
∑
I
rI(t)〈 f , hI〉ψI(x)
5) T5 f (x) =
∑
I
rI(t)〈 f , hI〉hIn(x)
6) T6 f (x) =
∑
I
rI(t)〈 f , ψI〉hIn(x)
The connection is make through Khintchine’s inequality:
∥∥∥ ∑
I∈I
|aIφI(x)|2
1/2 ∥∥∥p ∼
∫ 1
0
∫
R
∣∣∣∑
I∈I
rI(t)aIφI(x)
∣∣∣pdxdt1/p .
Then note that T ∗1 = T1,T
∗
2 = T4,T
∗
3 = T3. The dual of T
∗
5 is a similar operator; we
can consider the collection of intervals to be shifted.
7.1.1 Boundedness of S3
Definition 27. If I0 is a fixed dyadic interval and I is a collection of dyadic intervals, all
contained in I0 , we denote I+(I0) the set of all dyadic intervals I˜ ⊆ I0 with the property
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that there exists an I ∈ I so that I ⊆ I˜ ⊆ I0. Then
size I0g := sup
I′∈I+(I0)
1
|3I′|
∫
R
|g(x)| · 13I′dx.
Lemma 11. Let I0 be a fixed dyadic interval as before; consider the localized square
function
S3 f (x) =

∑
I∈I
I⊆I0
|〈 f , hI〉|2|hI(x)|2

1/2
=

∑
I∈I
I⊆I0
|〈 f , hI〉|2
|I| · 1I

1/2
.
For a Schwartz function g ∈ S, we have
|
∫
R

∑
I∈I
I⊆I0
|〈 f , hI〉|2
|I| · 1I

1/2
g(x)dx| . size I0g ·
‖ f · 1I0‖2
|I0|1/2 · |I0|. (7.2)
Proof. Let J be the collection of maximal dyadic intervals with the property that
no I ∈ I is contained inside 3J. This is a partition of R, and the integral in the
lemma can be expressed as
∑
J∈J
∫
J

∑
I∈I
I⊆I0
|〈 f , hI〉|2
|I| · 1I

1/2
g(x)dx.
We denote Ishadow := ∪I∈II ⊆ I0 the union of the intervals I ∈ I. Then the intervals
J ∈ J appearing in the expression above, they all intersect Ishadow, and if I∩ J , ∅,
we have J ( I and |J| < |I|. This is an easy consequence of the structure of dyadic
mesh. Then 7.2 becomes
|
∑
J∈J
∫
J

∑
I∈I|I|>|J|
|〈 f , hI〉|2
|I| · 1I

1/2
g(x)dx| ≤
≤
∑
J∈J
∫
J

∑
I∈I|I|>|J|
|〈 f , hI〉|2
|I| · 1I

1/2
|g(x)|dx
Here we need to make two remarks:
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1) since J ∈ J was maximal with the property that no I ⊆ 3J, then it must be
the case that there exists some I(J) ∈ I with the property that I(J) ⊂ 3J˜,
where J˜ denote the dyadic parent of J. So I(J) is contained in one of the
intervals J˜, ˜˜J, or some translate(one unit to the right or left) of these. In
any case, we can conclude that there exists a dyadic interval I′ containing
I(J), so that J ⊂ 3I′, and so that |J| < |I′| ≤ 4|J|.
2) The second observation is that, given a J with the above properties, any
I appearing in the square function will contain J, and for that reason the
expression 
∑
I∈I|I|>|J|
|〈 f , hI〉|2
|I| · 1I

1/2
is constant on J. Moreover,
∑
I∈I|I|>|J|
|〈 f , hI〉|2
|I| · 1I

1/2
=
∑
I∈I
|〈 f , hI〉|2
|I| · 1I
1/2 · 1J(x).
Hence we can say that
∫
J

∑
I∈I|I|>|J|
|〈 f , hI〉|2
|I| · 1I

1/2
|g(x)|dx .
.
1
|3I′|
∫
R
13I′(x)|g(x)|dx · |J| · sup
x∈J

∑
I∈I|I|>|J|
|〈 f , hI〉|2
|I| · 1I

1/2
. size I0g
∫
J
∑
I∈I
|〈 f , hI〉|2
|I| · 1I
1/2 .
Summing over J, and given that all J ⊆ I0, we conclude
|
∫
R

∑
I∈I
I⊆I0
|〈 f , hI〉|2
|I| · 1I

1/2
g(x)dx| . size I0g ·
1
|I0|1/2 ·
∥∥∥ ∑
I∈I
|〈 f , hI〉|2
|I| · 1I
1/2 ∥∥∥2 · |I0|.
Then the conclusion follows from the L2 boundedness of the square func-
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tions: ∥∥∥ ∑
I
|aIhI(x)|2
1/2 ‖2 = ∑
I
|aI |2
1/2 = ∥∥∥∑
I
aIhI(x)
∥∥∥
2
.
This only uses basic properties about the Haar system, more exactly that it is an
orthonormal system.
Proposition 21. S3 is a bounded operator from Lp to Lp provided p ≥ 2.
Proof. Using restricted type interpolation, let | f | ≤ 1F and |g| ≤ 1G. We want
∣∣∣∣ ∫
R
∑
I∈I
|〈 f , hI〉|2
|I| · 1I
1/2 g(x)dx∣∣∣∣ . |F|1/p|G|1/p′ .
The proof is based on a stopping time argument, which has to be performed
with care.
For f , we denote In1 the collection of maximal dyadic intervals having the
property that it contains some I ∈ I which is not contained in any other interval
chosen previously, and so that
2−n1−1 ≤ 1|I0|
∫
R
1F(x) · 1I0(x)dx ≤ 2−n1 ≤ 1. (7.3)
Also, it is important to make sure that for any other interval I˜ ⊂ I0 which con-
tains some I ∈ I, we have
1
|I˜|
∫
R
1F(x) · 1I˜(x)dx ≤ 2−n1 .
We start with the largest possible value 2−n1 ≤ 1, and continue until we ex-
haust all the intervals in I. In the end, for a fixed value n1, all the intervals in In1
are mutually disjoint, and moreover
∑
I∈In1
|I| ≤ 2n1 |F|.
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For g, the stopping time is done with respect to
size I0g := sup
I′⊆I0
I′∈I+(I0)
1
|3I′|
∫
R
13I′(x)|g(x)|dx . 1.
We start with the largest possible value2−n¯2 of
1
|3I|
∫
R
13I(x)|g(x)|dx , where
I ∈ I; say suppremum is attained on I0, which is also chosen so that it is maximal
with respect to inclusion. Then we look for dyadic intervals I˜ containing I0
which also have the property that
2−n¯2−1 ≤ 1|3I˜|
∫
R
13I˜(x)|g(x)|dx ≤ 2−n¯2 .
Pick I˜0, which has the above property and also is maximal. Note that for any
I′ ⊂ I˜0, size I′g ≤ size I˜0g ∼ 2−n¯2 . Then we continue the procedure, making sure
that the “top ” intervals I˜0 are disjoint. Then In¯2 will be the collection of these
intervals I˜0.
The boundedness of the maximal operator will imply again that
∑
I˜0
|I˜0| . 2n¯2 |G|.
Then we do the same with all 2−n2 ≤ 2−n¯2 , obtaining collections In2 .
Returning to the square function, we first dualize the l2 norm:∑
I∈I
|〈 f , hI〉|2
|I| · 1I(x)
1/2 = ∑
I∈I
I(x)〈 f , hI〉hI(x).
Here the I(x) functions have the property that
∑
I
|I(x)|2
1/2 = 1 for a.e. x. The
dualization will allow us to change the order of summation, or break down the
operator in multiple sums.
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∫
R
∑
I∈I
I(x)〈 f , hI〉hI(x)g(x)dx =
∑
n1,n2
∑
I0∈In2 ,n2
∫
R
∑
I∈I
I⊆I0
I(x)〈 f , hI〉hI(x)g(x)dx.
The local estimate in Lemma 11, and the stopping times will imply
|
∫
R
∑
I∈I
I(x)〈 f , hI〉hI(x)g(x)dx| .
∑
n1,n2
∑
I0∈In2 ,n2
2−
n1
2 2−n2 |I0| .
.
∑
n1,n2
2−
n1
2 2−n2 (2n1 |F|)θ1 (2n2 |G|)θ2 .
∑
n1,n2
2−n1(
1
2−θ1)2−n2(1−θ2)|F|θ1 |G|θ2 .
Here θ1 + θ2 = 1, and we can actually choose them so that θ1 ∼ 1p and θ2 ∼
1
p′
.
There is however a constraint: we need 12 >
1
p , or equivalently 2 < p.
The case p = 2 can be proved directly; therefore we obtain the range p ≥
2.
Alternatively, we are going to present a proof for the boundedness of T3 on
Lp, for p ≥ 2. Then the fact that T3 is self-adjoint will imply that T3 is bounded
on Lp, for 1 < p < ∞, and this implies the boundedness of S3 within the same
range. Before, the methods of the proof would only apply for p ≥ 2.
Proposition 22. T3 is abounded operator from Lp to Lp for any 1 < p < ∞.
Proof. The proof is almost identical to that in Proposition 21; but we can take
advantage of the linearity of T3 and deal more easily with its adjoint.
Recall T ( f )(x) =
∑
I rI(t)〈 f , hI〉hI(x). We need to localize this operator; we will
show
|
∫
R
∑
I⊆I0
rI(t)〈 f , hI〉hI(x)g(x)dx| . size I0g ·
‖ f · 1I0‖2
|I0|1/2 · |I0|. (7.4)
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To get this estimate we define the collection J in the same way, and the only
thing that need to be proved is that∫
R
|
∑
I⊆I0
rI(t)〈 f , hI〉hI(x)|2dx

1/2
. ‖ f · 1I0‖2.
This can be showed without difficulty, using only the orthogonality of the {hI}:
‖
∑
I⊆I0
rI(t)〈 f , hI〉hI(x)‖22 = 〈
∑
I⊆I0
rI(t)〈 f , hI〉hI ,
∑
I′⊆I0
rI(t)〈 f , hI′〉hI′(x)〉 =
=
∑
I⊆I0
|〈 f , hI〉|2 =
∑
I⊆I0
〈 f , hI〉〈 f , hI〉 = 〈 f ,
∑
I
〈 f , hI〉hI〉 ≤ ‖ f ‖2‖
∑
I
〈 f , hI〉hI‖2 ≤
≤ ‖ f ‖2‖
∑
I
|〈 f , hI〉|2
1/2 .
These direct computations yield
∑
I
|〈 f , hI〉|2
1/2 ≤ ‖ f ‖2, and hence also the de-
sired conclusion. Then the stopping time is identical, and so is the rest of the
argument.
7.1.2 Boundedness of T5
We will be looking at a slightly different operator, which we are also calling T5:∑
I∈I˜
rI(t)〈 f , hIn〉hI(x).
Proposition 23. For any 1 < p < ∞,
‖T5( f )‖p . (log〈n〉)2 ‖ f ‖p.
Proof. We start with the localization process: assume all the intervals I ∈ I are
contained inside some fixed interval I0.∫
R
∑
I⊂I0
rI(t)〈 f , hIn〉hI(x)g(x)dx =
∑
J∈J
∫
J
∑
I⊂I0
rI(t)〈 f , hIn〉hI(x)g(x)dx
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The collection J is defined as before; and hence
|
∑
I0⊃I⊃J
rI(t)〈 f , hIn〉hI(x)|
is constant on J. Eventually we obtain
|
∫
R
∑
I⊂I0
rI(t)〈 f , hIn〉hI(x)g(x)dx| . size I0g · ‖
∑
I⊂I0
rI(t)〈 f , hIn〉hI(x)‖2 · |I0|1/2.
The expression ‖
∑
I⊂I0
rI(t)〈 f , hIn〉hI(x)‖2 is bounded by ‖ f · 1Ishadow(I(I0))‖2, where
Ishadow(I(I0)) :=
⋃
I⊂I0
I∈I˜
In ⊂
log〈n〉⋃
l=0
Im0 .
The stopping time for the function f is going to be slightly convoluted, because
of the shifted intervals; while the intervals I ∈ I(I0) are all contained inside I0,
their translates “spread out”. However, there are only log〈n〉 possible translates
of I0 where In can be. We denote these by Im0 , where I
m
0 = I0,2m , and 0 ≤ m ≤ log〈n〉.
Instead of estimating
1
|I0| ‖ f · 1shadow(I(I0))‖
2
2,
we will be looking at the simpler quantity
|F ∩ Im0 |
|Im0 |
≤ 1. The reason for this re-
duction is that | f | ≤ 1F , as we can assume.
To start the stopping time, let IS tock := I, and 2−n¯1 := sup
I∈IS tock
1
|In|
∫
R
1F · 1Indx.
Because I is a finite collection, sup is attained at some interval I˜. Then I˜ is con-
tained in some interval I1, and I˜n ⊆ Im1 := I1,2m is contained in one of the log〈n〉
translates of I1. However, we want to find the maximal interval I1 containing I˜,
and so that
2−n¯1−1 ≤ 1|I1|
∫
R
1F(x) · 1shadow(IS tock(I1),m)dx ≤ 2−n¯1 .
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Such an interval certainly exists because a candidate is I˜ itself. Then we add I1
to the collection In¯1,m(which is initially empty), and we let
In¯1,m(I1) := {I ∈ IS tock : I ⊆ I1, and In ⊆ Im1 }.
Then set IS tock := IS tock \ In¯1,m(I1), and restart the procedure until all the intervals
are exhausted.
Now it is important to obtain a comparison result; let I1 ∈ In1,m, and I0 ⊆ I1 a
subinterval. Because I1 ∈ In1,m, we know that
2−n1−1 ≤ 1|I1|
∫
R
1F(x) · 1shadow(In1 ,m(I1),m)dx ≤ 2−n1 ,
but what can we say about
1
|I0|
∫
R
1F(x)1shadow(I(I0)∩In1 ,m(I1))dx?
The last expression looks rather complicated, but it emerges from
1
|I0|
∑
I∈In1 ,m
I⊆I0⊆I1
|〈 f , hIn〉|2,
which appears naturally in the localization process.
We also note the subtle difference between In1,m(I1) and I(I1). First, the n1
denotes the fact that I ∈ In1,m(I1) was selected during the stopping time corre-
sponding to the 2−n1 average; there might be some other subintervals of I1 that
have been selected at a previous step. For example, if I¯1 ( I1 was selected in
In1−1,l, then there will be intervals I ∈ In1−1,l(I¯1) which don’t appear in In1,m(I1).
We look at shadow(I(I0) ∩ In1,m(I1)). If I ∈ I(I0) ∩ In1,m(I1), then I ⊂ I0 ⊂ I1, and
In ∈ Im1 . Also, there are log〈n〉 translates of I0 where In could possibly lie. So we
can say
shadow(I(I0) ∩ In1,m(I1)) :=
log〈n〉⋃
l=0
Il0 ∩ shadow(In1,m).
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For every 0 ≤ l ≤ log〈n〉, we can find a decomposition of Il0 ∩ shadow(In1,m) :=⋃
I∈A
In, made up of maximal (hence disjoint) intervals. Then
|F ∩ Il0 ∩ shadow(In1,m)| =
∑
I∈A
|F ∩ In| ≤
∑
I ∈ A2−n1 |In| = 2−n1 |Il0 ∩ shadow(In1,m)|.
Here it is essential that an I ∈ In1,m has not been selected before, and so
|F ∩ In|
|In| ≤
2−n1 . This further implies that |F ∩ shadow(I(I0) ∩ In1,m(I1))| ≤ 2−n1 log〈n〉|I0|, or
equivalently
1
|I0|
∫
R
1F(x)1shadow(I(I0)∩In1 ,m(I1))dx ≤ 2−n1 .
After creating the proper partitions of I, we are ready to proceed with the proof.
One partition is
I :=
⋃
n2≥0
{I ∈ In2(I2), where size I21G ∼ 2−n2}.
The other partition is given by
I :=
log〈n〉⋃
m=0
⋃
n1≥0
{I ∈ In1,m(I1), where I1 ∈ In1,m}.
|
∫
R
∑
I∈I
rI(t)〈 f , hIn〉hI(x)g(x)dx| ≤
≤
log〈n〉∑
m=0
∑
n1,n2
∑
I0=I1∩I2
I1∈In1 ,m
I2∈In2
|
∑
I⊂I0
I∈In1 ,m(I1)
I∈In2 (I2)
rI(t)〈 f , hIn〉hI(x)g(x)dx|
Even though we can easily have control of the operator T5 over the intervals
I1 ∈ In1,m, we had to make sure we can find good estimates when restrict it to the
subinterval I1 ∩ I2. This is the reason for the complicated stopping time. Using
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the localization result, an upper bound for the operator is
log〈n〉∑
m=0
∑
n1,n2
∑
I0=I1∩I2
I1∈In1 ,m
I2∈In2
size I0g ·
(
1
|I0|
∫
R
1F(x)1shadow(In1 ,m(I1)∩I(I0))(x)dx
)1/2
· |I0| .
.
log〈n〉∑
m=0
∑
n1,n2
∑
I0=I1∩I2
I1∈In1 ,m
I2∈In2
2−n2
(
2−n1 log〈n〉)1/2 |I0|.
Now we estimate
∑
n1,n2
∑
I0=I1∩I2
I1∈In1 ,m
I2∈In2
|I0| in two different ways:
1) ∑
I0=I1∩I2
I1∈In1 ,m
I2∈In2
|I0| ≤
∑
I1∈In2
|I2| . 2n2 |G| (7.5)
2) ∑
I0=I1∩I2
I1∈In1 ,m
I2∈In2
|I0| ≤
∑
I1∈In1 ,m
|I1| = ‖
∑
I1∈In1 ,m
1I1‖1,∞ . 2n1‖
∑
I1∈In1 ,m
1Im1Mn1F‖1,∞ . 2n1 log〈n〉|F|.
(7.6)
For the last part, we used the following:
– the intervals I1 ∈ In1,m are disjoint, and for this reason
∑
I1∈In1 ,m
|I1| =
‖
∑
I1∈In1 ,m
1I1‖1,∞.
– for each I1 ∈ In1,m,
2−n1−1 ≤ 1|I1|
∫
R
1F(x) · 1shadow(In1 ,m(I1),m)dx ≤
1
|I1|
∫
R
1F(x) · 1Im1 dx.
This means that 1I1 ≤ 2n1Mm(1F) · 1I1 , and the boundedness of the
shifted maximal operator implies∑
I1∈In1 ,m
|I1| . 2n1 log〈m〉|F|.
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All of the above imply
|
∫
R
∑
I∈I
rI(t)〈 f , hIn〉hI(x)g(x)dx| .
log〈n〉∑
m=0
∑
n1,n2
2−n2
(
2−n1 log〈n〉)1/2 (2n1 log〈m〉|F|)θ1 (2n2 |G|)θ2 .
.
log〈n〉∑
m=0
∑
n1,n2
2−n1(
1
2−θ1)2−n2(1−θ2)
(
log〈n〉)1/2 (log〈m〉)θ1 |F|θ1 |G|θ2 .
The series converges provided θ1 <
1
2
, given that all 2−n1 ≤ 1, 2−n2 ≤ 1. Then
an easy upper bound is given by
|
∫
R
∑
I∈I
rI(t)〈 f , hIn〉hI(x)g(x)dx| .
(
log〈n〉)2 |F|1/p|G|1/p′ ,
where p > 2. Then interpolation will yield the boundedness of T5 on Lp, for p ≥
2. (The case p = 2 can be done directly). Using duality, we get that T5 : Lp → Lp
for any 1 < p < ∞.
Remark 21. An interesting observation is that a more careful computation(using Stir-
ling’s formula) gives a better estimate for the operatorial norm: O(
(
log〈n〉)3/2). This
is still far from log〈n〉, which can be obtained through other methods. A more delicate
partition and selection of the intervals In1 would probably give a similar bound, but
here we want to present an alternative proof based on stopping time methods, and the
localization procedure.
7.2 Rubio de Francia’s Square Function
Let {[ak, bk]}1≤k≤N be a family of arbitrary intervals with finite overlapping:
i.e.
∑
k
1[ak ,bk](x) ≤ B for any x ∈ R.
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The Rubio de Francia square function associated to this family of intervals is a
sharp cut-off square function defined by
T f (x) :=
 N∑
k=1
| f ∗ 1ˇ[ak ,bk](x)|2
1/2 .
Theorem 36 (Rubio de Francia). T maps Lp into Lp boundedly for any p ≥ 2. More-
over, the operator norm is independent on the family of intervals.
First, one can assume without loss of generality that the family of intervals
is sparse, or well distributed. That is:∑
k
13[ak ,bk](x) ≤ 1 for any x ∈ R.
Then we proceed by linearizing the operator T :
T f (x) =
N∑
k=1
k(x)
(
f ∗ 1ˇ[ak ,bk]
)
(x), where
N∑
k=1
|k(x)|2 ≤ 1.
Similarly to [12], one can write
1[ak ,bk](ξ) fˆ (ξ) =
∑
P∈Pk
〈 f , φkP〉φˆkP
where Pk is a collection of tiles P = I × J of area 1/2, I and J are dyadic intervals
with J ∈ J[ak ,bk] and φkP is an L2- normalized wave packet associated to the tile P.
The set J[ak ,bk] represents the Whitney decomposition of [ak, bk] with respect to its
endpoints:
J ∈ J[ak ,bk] is a maximal dyadic interval contained in [ak, bk] with the prop-
erty that dist (J, ak) ≥ |J| and dist (J, bk) ≥ |J|. In what follows, we assume the
families of tiles Pk to be finite, while the frequencies of the intervals are lacunary
with respect to the aks only. Also, denote P := ∪kPk.
Then the model operator for the Rubio de Francia square function is
T f (x) =
N∑
k=1
k(x)
∑
p∈Pk
〈 f , φkP〉φkp(x).
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Remark 22. Consider the frequency interval [0, L], where L := max
k
|ak − bk|. This
will be our ”interval of reference”. Let P0 denote the collection of tiles associated to this
interval. It consists of tiles
P = I × ω, where I is a dyadic interval, and ω =
[
1
2|I| ,
1
|I|
]
.
Then for any 1 ≤ k ≤ N, Pk can be written as the union
Pk =
⋃
i∈{−1,0,1}
(
P0 + νk,i
) ∩Di ∩ Pk
HereD0 represents the dyadic mesh, whileD1 andD−1 are translations half units to the
right and to the left respectively. We want Pk to be a subcollection of a dyadic translation
of P0, but since this is not possible, we need to include the above partitioning. Then we
can assume without loss of generality that Pk = (P0 + νk) ∩ Pk. This will be useful later,
when we consider tree structures of the tiles.
Definition 28. A subcollection T of tiles is called a tree with top PT if there exists a
tile PT = IT × ωT and a frequency point ξT ∈ ωT with the property that
IP ⊆ IT , and ξT ∈ 7ωP for every P ∈ T.
Remark 23. In P0, the frequency intervals are lacunary with respect to 0.
Definition 29. Let {Pk}k be as above. We say that ~T ⊂ P =
⋃
k
Pk is a vectorial tree if
there exists a tree T ⊂ P0 so that for every 1 ≤ k ≤ N,
~Tk := ~T ∩ Pk = νk + T is a frequency translation of T.
Remark 24. Every ~Tk is a tree in itself, with the same top interval IT and lacunary with
respect to νk.
Now we need to adapt the classical ”sizes” to the particularity of this ques-
tion. With this purpose, we define the following:
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Definition 30 (Vectorial size).
−−→
size P( f ) := sup
~T⊂P
vectorial tree
 1|IT |
N∑
k=1
∑
P∈~Tk
|〈 f , φkP〉|2

1/2
Definition 31 (Dual size). This is identical to the size used in 27, for the square func-
tions:
s˜ize P(g) := sup
I′∈I+P (IT )
1
|3I′|
∫
R
|g(x)|χ˜3I′(x)dx.
Here, given a collection P of tiles, we denote by I+P the collection of dyadic intervals I
′
which contain some IP, with P ∈ P.
Lemma 12 (Localization Lemma). Let ~T ⊂ P be a vectorial tree. Then
|
∫
R
N∑
k=1
k(x)
∑
P∈~Tk
〈 f , φkP〉φkP(x)g¯(x)dx| . s˜ize ~T (g) ·
−−→
size ~T ( f ) · |IT |.
Proof. We consider the collection J of maximal dyadic intervals J with the prop-
erty that IP * 3J for all tiles P ∈ ~T . Then J form a partition of R and thus∫
R
∑
k
k(x)
∑
P∈~Tk
〈 f , φkP〉φkP(x)g¯(x)dx =
∑
J∈J
∫
J
∑
k
k(x)
∑
P∈~Tk
〈 f , φkP〉φkP(x)g¯(x)dx =
=
∑
J∈J
∫
J
∑
k
k(x)
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φkP(x)g¯(x)dx+ (I)
+
∑
J∈J
∫
J
∑
k
k(x)
∑
P∈~Tk|IP |≤|J|
〈 f , φkP〉φkP(x)g¯(x)dx (II)
We first estimate (I). Let J ∈ J. In this case, the spatial intervals of the tiles
are so that |IP| > |J|, and no IP ⊂ 3J, but there exists a tile P(J) ∈ P so that
IP(J) ⊂ 3J˜(recall that J˜ denotes the dyadic parent of J).Then I(J) is contained in
one of ˜˜J, or its left or right translation, which we denote I′ ∈ P+(IT ). This means
I(J) ⊆ I′, and J ⊂ 3I′. Also, all the intervals J contributing to (I) are so that
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J ⊂ 7IT . Fix J ∈ J.
|
∫
J
∑
k
k(x)
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φkP(x)g¯(x)dx| ≤
∫
R

∑
k
|
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φkP(x)|2

1/2
|g(x)|1J(x)dx .
.
∫
R
|g(x)| · χ˜3I′dx · sup
x∈J

N∑
k=1
|
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φP(x)|2

1/2
.
.
1
|3I′|
∫
R
|g(x)| · χ˜3I′(x)dx · sup
x∈J

N∑
k=1
|
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φP(x)|2

1/2
· |J|.
Now we claim that the quantity sup
x∈J

N∑
k=1
|
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φP(x)|2

1/2
is bounded
pointwise by a maximal operator.
The tiles in Pk that appear in the above sum have the property that the fre-
quency intervals ωP are lacunary with respect to νk and their length is ≤ 12 |J|
−1.
Hence they are contained in an interval of length |J|−1 with endpoint νk. Let ψk
be a bump function so that ψˆk ≡ 1 on this interval and so that it is supported on
a slightly larger interval. Then
∑
P∈~Tk |IP |>|J|
〈 f , φkP〉φkP(x) =
∑
P∈~Tk
〈 f , φkP〉φkP
 ∗ ψk(x)
and we have the pointwise estimate
|
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φkP(x)| . sup
K⊇J
1
|K|
∫
K
|
∑
P∈~Tk
〈 f , φkP〉φkP(z)|dz .
. inf
y∈JM
∑
P∈~Tk
〈 f , φkP〉φkP
 (y).
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This observation leads to the estimates
sup
x∈J

N∑
k=1
|
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φP(x)|2

1/2
. inf
y∈J
∑
k
|M
∑
P∈~Tk
〈 f , φkP〉φkP
 (y)|2

1/2
(7.7)
sup
x∈J

N∑
k=1
|
∑
P∈~Tk|IP |>|J|
〈 f , φkP〉φP(x)|2

1/2
· |J| .
∫
J
∑
k
|M
∑
P∈~Tk
〈 f , φkP〉φkP
 (y)|2

1/2
dy. (7.8)
The estimate for (I) becomes
|(I)| ≤
∑
J∈J
J⊂7IT
s˜ize (g) ·
∫
J
 N∑
k=1
|M
∑
P∈~Tk
〈 f , φkP〉φkP
 (y)|2

1/2
dy ≤
≤ s˜ize ~T (g) ·
∫
7IT
 N∑
k=1
|M
∑
P∈~Tk
〈 f , φkP〉φkP
 (y)|2

1/2
dy .
. s˜ize ~T (g) · |IT |1/2‖
 N∑
k=1
|M
∑
P∈~Tk
〈 f , φkP〉φkP
 (y)|2

1/2
‖2 .
. s˜ize ~T (g) · |IT |1/2‖
 N∑
k=1
|
∑
P∈~Tk
〈 f , φkP〉φkP
 (y)|2

1/2
‖2 .
. s˜ize ~T (g) · ~size ~T ( f ) · |IT |.
Estimating (II) is going to be slightly different. In this case, for a fixed inter-
val J ∈ J, we are considering the tiles P ∈ ~Tk with |IP| ≤ |J|. Because IP * 3J,
dist (J, IP)
|IP| ≥ 1 for all P ∈
~T .
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Recall that ~Tk = T + νk, so φkP(x) = e
2piixνkφP(x), where P is a tile in T ⊂ P0.
|
∑
J∈J
∫
J

N∑
k=1
k(x)
∑
P∈~Tk|IP |<|J|
〈 f , φkP〉φkP(x)
 · g¯(x)dx| ≤
≤
∑
J∈J
|
∫
J
∑
P∈T|IP |<|J|
∑
k
k(x)〈 f , φkP〉φP(x)e2piiνkx
 · g¯(x)dx| ≤
≤
∑
J∈J
∑
P∈T|IP |<|J|
∫
J
 N∑
k=1
|〈 f , φkP〉|2
1/2 1|IP|1/2 · χ˜−(M+100)IP · |g(x)|dx .
.
∑
J∈J
sup
P∈T|IP |<|J|
 1|IP|
∑
k
|〈 f , φkP〉|2
1/2 · sup
P∈T|IP |<|J|
(
1
|IP|
∫
R
χ˜MIP (x)|g(x)|dx
)
·
∑
P∈T|IP |<|J|
|IP|
(
1 +
dist (J, IP)
|IP|
)−100
.
. s˜ize ~T (g) · ~size ~T ( f ) ·
∑
J∈J
∑
P∈T|IP |<|J|
|IP|
(
1 +
dist (J, IP)
|IP|
)−100
The estimate for (II) reduces to finding an upper bound for the last sum:
∑
J∈J
∑
P∈T|IP |<|J|
|IP|
(
1 +
dist (J, IP)
|IP|
)−100
=
∑
J∈J
∑
k:2k≤min(|J|,|IT |)
∑
|IP |=2k
P∈T
2k
(
1 +
dist (J, IP)
|IP|
)−100
.
.
∑
J∈J
min(|J|, |IT |) ·
(
1 + dist (IT , J)
|IT |
)−50
.
.
∑
J∈J
|J|<|IT |
|J| ·
(
1 + dist (IT , J)
|IT |
)−50
+
∑
J∈J
|J|≥|IT |
|J| ·
(
1 + dist (IT , J)
|IT |
)−50
:= IIA + IIB
The first term is bounded by C|IT | because the intervals J are disjoint and close
to IT in this case. The second term is also bounded by IT , because the intervals J
are further and further away from IT (recall IT * 3J). This ends the proof of the
localization lemma.
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Proposition 24 (Estimates for ~size P( f )). Let f ∈ L2loc. Then
~size P( f ) . sup
P∈P
(
1
|IP|
∫
R
| f (x)|2χ˜100IP (x)dx
)1/2
.
Proof. Let ~T be a vectorial tree. It will be sufficient to show
1
|IT |
N∑
k=1
∑
P∈~Tk
|〈 f , φkP〉|2 .
1
|IT |
∫
R
| f (x)|2χ˜100IT (x)dx.
First, assume that f is supported inside 5IT and note
1
|IT |
N∑
k=1
∑
P∈~Tk
|〈 f , φkP〉|2 =
N∑
k=1
 1|IT |1/2 ‖
∑
P∈~Tk
|〈 f , φkP〉|2
|IP| 1IP

1/2
‖2

2
.
In the interior we recognize modulated square functions:
‖
∑
P∈~Tk
|〈 f , φkP〉|2
|IP| 1IP

1/2
‖2 = ‖
∑
P∈T
|〈 f k, φP〉|2
|IP| 1IP
1/2 ‖2
where f k := e−2piiνkx
(
f ∗ 1ˇ[ak ,bk]
)
. For these we have
‖
∑
P∈T
|〈 f k, φP〉|2
|IP| 1IP
1/2 ‖2 . ‖ f k‖2.
Unwinding the notation, we have
1
|IT |
N∑
k=1
∑
P∈~Tk
|〈 f , φkP〉|2 .
1
|IT |
N∑
k=1
‖ f k‖22 .
1
|IT | ‖ f ‖
2
2.
But since f is assumed to be supported inside 5IT , ‖ f ‖2 . ‖ f ·χ˜50IT ‖2 and the desired
estimate follows.
Next, we deal with the case supp f ⊂ (5IT )c. Rewrite
1
|IT |
N∑
k=1
∑
P∈~Tk
|〈 f , φkP〉|2 =
1
|IT |
∑
P∈T
N∑
k=1
|〈 f , φkP〉|2.
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For a fixed P ∈ T , we have
N∑
k=1
|〈 f , φkP〉|2 .
∫
R
| f (x)|2 ·
(
1 +
dist (x, IP)
|IP|
)−M
dx.
Because f is supported outside 5IT ,
1 +
dist (x, IP)
|IP| ∼
dist (x, IP)
|IP| =
dist (x, IP)
|IT | ·
|IT |
|IP| .
Then we have
1
|IT |
N∑
k=1
∑
P∈~Tk
|〈 f , φkP〉|2 .
1
|IT |
∑
l≥0
∑
P∈T
|IP |=2−l |IT |
∫
R
| f (x)|2
(
dist (x, IP)
|IT | ·
|IT |
|IP|
)−M
dx .
.
1
|IT |
∑
l≥0
2l · 2−Ml
∫
R
| f (x)|2
(
dist (x, IP)
|IT |
)−M
dx .
.
1
|IT |
∫
R
| f (x)|2 · χ˜100IT (x)dx.
Lemma 13 (Decomposition lemma for ~size P( f )). Assume P is a collection of tiles
with the property that ~size P( f ) ≤ λ. Then one can decompose P = P′ ∪ P′′, where
~size P′( f ) ≤ λ2 and P
′′ can be written as a union of disjoint vectorial trees P′′ =
⋃
~T∈T
~T
with
∑
~T∈T
|IT | . λ−2‖ f ‖22.
Corollary 3. Let P be a collection of tiles. Then one can write P =
⋃
n
Pn where
~size Pn( f ) ≤ min(2−n, ~size P( f )) and Pn =
⋃
~T∈Tn
~T ,
∑
~T∈Tn
|IT | . 22n‖ f ‖22.
Lemma 14 (Decomposition lemma for s˜ize P(g)). Assume P is a collection of tiles
with the property that s˜ize P(g) ≤ λ. Then one can decompose P = P′ ∪ P′′, where
s˜ize P′(g) ≤ λ2 and P
′′ can be written as a union of disjoint vectorial trees P′′ =
⋃
~T∈T
~T
with
∑
~T∈T
|IT | . λ−1‖g‖1.
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Proof. Recall the definition s˜ize P(g) := sup
I′∈I+P
1
|3I′|
∫
R
|g(x)|χ˜3I′dx. Define PS tock := P,
and P′′ = ∅. We start by choosing a maximal dyadic interval I′ ∈ I+PS tock with the
property that it is of largest possible length, and
1
|3I′|
∫
R
|g(x)|χ˜3I′dx > λ2 . (7.9)
We construct the tree T with top IT := I′ and tiles P ∈ P, IP ⊂ IT . Then P′′ :=
P′′ ∪ {P : P ⊆ IT = I′}, set PS tock := PS tock \ T , and restart the selection algorithm.
When there are no more intervals satisfying (7.9), we move all the remaining
tiles into P′. And now we are left with proving
∑
~T∈T
|IT | . λ−1‖g‖1.
Note that the condition (7.9) implies that IT ⊆ {x :Mg > λ2 }. The top intervals
IT are disjoint(they are maximal dyadic intervals), hence∑
~T∈T
|IT | ≤
∣∣∣{x :Mg > λ
2
}∣∣∣ ≤ λ−1‖g‖1.
Corollary 4. Let P be a collection of tiles. Then one can write P =
⋃
n
Pn where
s˜ize Pn(g) ≤ min(2−n, s˜ize P(g)) and Pn =
⋃
~T∈Tn
~T ,
∑
~T∈Tn
|IT | . 2n‖g‖1.
7.2.1 Proof of the Main Theorem 36
Proof. We will prove restricted weak type estimates for the bilinear form Λ as-
sociated with the model operator for T :
Λ( f , g) =
∫
R
N∑
k=1
k(x)
∑
P∈~Tk
〈 f , φkP〉φkP(x)g¯(x)dx.
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Let F,G be two finite subsets of R and f , g two functions so that | f | ≤ 1F , |g| ≤ 1G.
In what follows, we will show that
|Λ( f , g)| . |F|α|G|α′ for any α < 1
2
.
Using the decomposition lemmas for ~size ( f ) and s˜ize (g), and also the localiza-
tion lemma 12, we have
|Λ( f , g)| ≤
∑
2−n1≤ ~size P( f )
∑
2−n2≤ ˜size P(g)
∑
~T∈Tn1∩Tn2
~size Pn1 ( f ) · s˜ize Pn2 (g) · |IT | .
.
∑
n1,n2
2−n12−n2
(
22n1‖ f ‖22
)θ1 · (2n2‖g‖1)θ2 =
=
∑
n1,n2
2−n1(1−2θ1)2−n2(1−θ2)‖ f ‖2θ12 ‖g‖θ21
In the above equation, θ1 and θ2 are so that θ1 + θ2 = 1. For the above series to
converge, we need θ1 <
1
2
. Given that the functions f and g are so that | f | ≤
1F , |g| ≤ 1G, the sizes are . 1, and hence
|Λ( f , g)| . |F|θ1 |G|θ2 .
The Lp boundedness for T follows from interpolation results.
7.3 Vector-Valued Carleson Operator
In this section, we give another proof for the boundedness of the Carleson oper-
ator taking values in lr spaces. This question was answered in [22], in the more
general context of UMD spaces.
The continuous Carleson operator is given by
CR f (x) = sup
N
∣∣∣ ∫
ξ<N
fˆ (ξ)e2piixξdξ
∣∣∣ (7.10)
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and its study can be reduced to the discretized version
CP f (x) =
∑
P∈P
〈 f , φP1〉φP1(x)1{x:N(x)∈ω2}.
Here P is a collection of bi-tiles P = (IP × ω1, IP × ω2), and N(x) is an arbitrary
measurable function which maximizes 7.10. The operator CP is bounded on Lp
for any 1 < p < ∞. Here we prove a vector-valued version of this result:
Theorem 37.
‖
∑
k
|CP fk|r
1/r ‖p . ‖ ∑
k
| fk|r
1/r ‖p (7.11)
for any 1 < p < ∞, 1 < r < ∞.
We follow the presentation in [6], which is based on the concepts of sizes
and energies. For the function f , the notions of size and energy are identical
with those define in section 2.4.2. For the second entry, they are more compli-
cated, and the main reason is the characteristic function 1{x:N(x)∈ω2} appearing in
the definition of CP. There are still good estimates for energies and sizes, and
we present their localized versions, which will be useful for our local Carleson
operator:
Proposition 25. Let I be a dyadic interval, and P a collection of bi-tiles. Let g be a
function so that |g| ≤ 1E. Then:
size P(I)(〈φP11ω2 ◦ N, g〉) . sup
P∈P(I)
sup
P′≥P
IP′⊂10IP
1
|IP′ |
∫
R
1Eχ˜MIP′dx
energy P(I)(〈φP11ω2 ◦ N, g〉) . ‖ f · χ˜I‖1.
Moreover, if the collection of bitiles is sparse, we can estimate
size P(I)(〈φP11ω2 ◦ N, g〉) . s˜izeP(I)1E.
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Lemma 15 (Prop. 7. 7 in [6]). Let P be a finite collection of bi-tiles and f and g
measurable functions. Then
∣∣∣ ∫
R
CP f (x)g(x)dx
∣∣∣ . (size (〈 f , φP1〉))θ1 (size (〈φP11ω2 ◦ N, g〉))θ2(
energy (〈 f , φP1〉)
)1−θ1 (energy (〈φP11ω2 ◦ N, g〉))1−θ2
for any 0 ≤ θ1 < 1, 0 < θ2 ≤ 1/2 with θ1 + 2θ2 = 1.
Proposition 26 (Localized CP). Let I0 be a dyadic interval, and F,G sets of finite
measure. Then for any 1 < p < ∞
∣∣∣ ∫
R
CP(I0)( f · 1F)(x)(g · 1G)(x)dx
∣∣∣ . (s˜izeP(I0)1F) 1+θ12 − 1p (s˜izeP(I0)1G) 1p ‖ f · χ˜I0‖p‖g · χ˜I0‖p′ .
Proof. The proof is standard by now: prove generalized restricted type esti-
mates. Let E1, E2 be sets of finite measure, the exceptional set is defined as
Ω˜ = {x : M1E1 > C |E1 ||E2 | } and E′2 = E2 \ Ω˜. Let | f | ≤ 1E1 , |g| ≤ 1E′2 , and look only at
the tiles P ∈ P(I) with the property that 1 + dist (IP, Ω˜
c)
|IP| ∼ 2
d. Here we present
the case d ≥ 2 because in this case the intervals IP are essentially disjoint and the
collection of tiles is sparse. In the case d small, the proof follows the same ideas
but becomes more technical because of the more complicated sizes.
Also, for d ≥ 2, the construction of the collections In11 is less elaborated:
- for any n1 with 2−n1 ≤ 2d |E1 ||E2 | , In11 will contain the maximal dyadic intervals I
with the property that
s˜izePn1 (I)(1E1 · 1F) ∼
1
|I|
∫
R
1E11F · χ˜MI dx ∼ 2−n1 .
- when I above is intersected with another interval I′ ∈ In22 ,
s˜izeP(I∩I′)(1E1 · 1F),
1
|I ∩ I′|
∫
R
1E11F · χ˜MI∩I′dx . s˜izeI0(1E1 · 1F).
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We have:
|
∑
P∈Pd(I0)
〈 f · 1F , φP1〉〈φP1 · 1ω2 ◦ N, g · 1G〉| .
.
∑
n1,n2
∑
I∈In1 ,n2
(
s˜izeP(I)1E1 · 1F
)θ1 (
s˜izeP(I)1E2 · 1G
)θ2 ·
·
(
1
|I|
∫
R
1E1 · 1Fχ˜Idx
) 1−θ1
2
·
(
1
|I|
∫
R
1E2 · 1Gχ˜Idx
)1−θ2
· |I| .
.
(
s˜izeP(I0)1E1 · 1F
) 1+θ1
2 − 1p (s˜izeP(I0)1E2 · 1G) 1p |E1|1/p|E2|1/p′2−M˜d
The restriction on p is that
1
p
≤ 1 + θ1
2
, but since θ1 is arbitrary, this is not really
a constraint.
7.3.1 Proof of Theorem 37
Now we have F,G sets of finite measure, |G| = 1. Ω = {x :M1F > C|F|},G′ = G\Ω,∑
k
| fk|r
1/r ≤ 1F , ∑
k
|gk|r′
1/r
′
≤ 1G′ .
The collection of intervals In11 , I
n2
2 are constructed as before.
|
∫
R
∑
k
CP( fk)(x) · gk(x)dx| .
∑
n1,n2
∑
I∈In1 ,n2
∑
k
(
s˜izeP(I0)1F
) 1+θ1
2 − 1r (s˜izeP(I0)1G′) 1r ‖ fk · χ˜I‖r‖gk · χ˜I‖r′
.
∑
n1,n2
2−
n1
p 2−n2
∑
I∈In1 ,n2
|I| . |F| 1p · 2−M˜d.
Remark 25. Similar to the case of BHT operator, we can prove a localized version of the
vector-valued extension forCP and then use that in order to prove iterated vector-valued
estimates.
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