Abstract. Let A be a closed subalgebra of a C * -algebra, that is a closed algebra of Hilbert space operators. We generalize to such operator algebras A several key theorems and concepts from the theory of classical function algebras. In particular we consider several problems that arise when generalizing classical function algebra results involving characters ((contractive) homomorphisms into the scalars) on the algebra. For example, the Jensen inequality, the related Bishop-Ito-Schreiber theorem, and the theory of Gleason parts. We will usually replace characters (classical function algebra case) by D-characters, certain completely contractive homomorphisms Φ : A → D, where D is a C * -subalgebra of A. We also consider some D-valued variants of the classical Gleason-Whitney theorem.
Introduction
Let A be a closed subalgebra of a C * -algebra, that is a closed algebra of Hilbert space operators. We wish to discuss several problems that arise in the generalization of classical function algebra results to such an algebra A, all in the classical case being concerned with characters ((contractive) homomorphisms into the scalars) on a function algebra. We will usually replace characters (classical function algebra case) by D-characters, certain completely contractive homomorphisms Φ : A → D, where D is a C * -subalgebra of A. In Section 2, we consider the Jensen inequality known to hold for characters of function algebras. Using Brown's measure [11, 18] and a balayage argument, we prove a partial Jensen inequality valid in a C * -algebra with a tracial state. In Section 3 we consider some D-valued variants of the classical Gleason-Whitney theorem, or the part of the latter theorem concerning the existence of normal state extensions of weak* continuous states on a subalgebra (in their case the subalgebra is H ∞ (D)). In Section 4 we give noncommutative variants of the Bishop-Ito-Schreiber theorem, which says that if Ψ is a unital linear functional on an algebra A of functions on a compact space K, then Ψ is a character if and only if there is a 'Jensen measure' for Ψ. A Jensen measure for Ψ is a state ψ of C(K) satisfying Jensen's inequality on A: |Ψ(a)| ≤ ∆ ψ (a) for a ∈ A. Here ∆ ψ (a) = exp(ψ(ln |a|)) (if a is not invertible one uses lim ǫ→0 + exp ψ(ln(|a|+ ǫ))). It follows from these that ψ extends Ψ, i.e., the associated measure is a representing measure for Ψ. See e.g. [29, 17] .
In Section 5 we give a new noncommutative theory of Gleason parts, the equivalence classes of an equivalence relation originally considered by Gleason. The Gleason relation on characters of function algebras does not seem to have a B(H) valued analogue suitable for our purposes, but we will show that interestingly it does have a noncommutative variant for our D-characters mentioned above, and we go on to study the associated Gleason equivalence classes of our noncommutative characters. As a demonstration of the utility of the theory obtained, in Section 6 we use our theory of Gleason parts to provide sufficient conditions for the existence of a so-called Wermer embedding function in the noncommutative context. The existence of such a function in turn guarantees the existence of non-trivial compact Hankel operators. In the commutative context this relation is very precise (see [14, Theorem 2] .) We emphasize that to appreciate the significance of this result, it needs to be noted that there are some group algebraic contexts which admit no non-trivial compact Hankel matrices whatsoever! (See the discussion preceding Definition 10 in [15] .) Although we will not go into this aspect in any measure of detail, we briefly note that compactness of a Hankel map is closely related to the 'Fredholmness' of the Toeplitz operator with the matching symbol. Criteria which guarantee the existence of non-trivial compact Hankel maps in a particular context, therefore also guarantee the existence of a non-trivial theory of Fredholm Toeplitz operators.
We remark that in other recent work we have studied in the setting of Dcharacters, noncommutative versions of the Hoffman-Rossi theorem. The HoffmanRossi theorem states if A is a weak* closed subalgebra of a commutative W * -algebra M , and Ψ is a weak* continuous character on A, then Ψ has a normal state extension to M . See e.g. [22] , [17, Theorem 3.2] . In [3] we found a noncommutative version of this, and in work in progress we have some partial results in the case that M is a finite von Neumann algebra.
In our setting A is a unital operator algebra, that is a unital subalgebra of a C * -algebra or von Neumann algebra B. For a tracial state τ on B we define a determinant ∆ τ (a) = lim ǫ→0 + exp τ (ln(|a| + ǫ)) as above. This generalizes the classical quantity exp( K ln |f | dµ) found frequently in the theory of uniform algebras, sometimes in the form of its logarithm K ln |f | dµ. Indeed if we have a state τ on C(K), let µ be the probability measure on K corresponding to τ . Then
using Lebesgue's monotone convergence theorem (note Lebesgue's monotone convergence theorem for decreasing functions works even if functions are allowed to take negative values, provided that their integrals are not +∞). The determinant ∆ τ above defined on C * -algebras also has almost all the usual properties of the Kadison-Fuglede determinant [16] , as we show in Lemma 1.3.
We will generally replace characters (classical function algebra case) by contractive homomorphisms Φ : A → D ⊂ A ∩ A * , where D is a C * -algebra containing 1 A , and Φ is a D-conditional expectation (a D-module map that is the identity on D). We will call these maps D-characters. We recall that any completely contractive unital idempotent map Φ on A with range D is a D-conditional expectation [4, Proposition 5.1]. Conversely, a contractive D-conditional expectation Φ : A → D is completely contractive. That is, Φ cb = Φ = 1. This may be proved by a standard trick. Namely, we recall that if [ 
where x = i,j s * i x ij r j , which is a contraction in A. Hence Φ cb = Φ . The following facts and notation will be used in many places in our paper. If τ is a normal tracial state on a von Neumann algebra M which is not faithful, then the left kernel of τ equals the right kernel. This is therefore a weak* closed ideal J of M contained in Ker(τ ). There is therefore a central projection z ∈ M with J = z ⊥ M . The quotient of M by J may also be identified with N = zM . Then τ ′ = τ |N is a faithful normal tracial state on the von Neumann algebra N . We will often simply write τ for τ ′ . Since z is the support of τ , we have that τ (z) = 1 and τ (x) = τ (zx) for all x ∈ M. The following is no doubt known to a few experts, but we were unable to find it in the literature.
Lemma 1.1. If D is a von Neumann subalgebra of a von Neumann algebra M , and if τ is a normal tracial state on M which is faithful on D then there is a unique normal conditional expectation
Proof. Let z be the projection above. If τ is faithful on D then multiplication by z on D is a faithful * -homomomorphism onto Dz,
Note that Dz is a von Neumann subalgebra of M z, so that there is a unique τ -preserving normal conditional expectation ρ : M z → Dz. Define Ψ : M → D by Ψ(m)z = ρ(mz) for m ∈ M . This is well defined by the fact noted in the last paragraph. Hence Ψ is linear, indeed it is a D-bimodule map (since e.g. ρ(dmz) = dzρ(mz) = dρ(mz)). Since
and so ρ is τ -preserving.
To see that Ψ is positive let
So Ψ is positive. If ρ is normal then so is Ψ since given a bounded net m t → m weak* in M we have that
Using the easily verifiable fact that in the present setting
The uniqueness follows from the proof of [4, Lemma 5.3] .
Remark. We give an alternative argument for part of the last proof, that has some ideas that may be useful elsewhere. Let
It is clearly a Dz-bimodule map onto Dz, and idempotent. Finally, ρ ′ is positive by a slight variant of the argument above that Ψ is positive: if mz ≥ 0 then
Thus ρ ′ = ρ by the uniqueness of τ -preserving normal conditional expectations on a finite von Neumann algebra. So
We now wish to define a determinant for a tracial state which is not faithful.
Lemma 1.2. If x is a positive invertible element in a unital C * -algebra B, and if z is a central projection in B, then for any continuous function
Here ln(zx) and (xz) p are computed in Bz.
Proof. Let π : B → Bz be multiplication by z, a surjective unital * -homomorphism.
We have σ Bz (zx) ⊂ σ B (x), so that f (xz) makes sense in Bz. By a well known property of the functional calculus
For τ, N, z, τ ′ = τ |N as above, let ∆ = ∆ τ ′ be the Fuglede-Kadison determinant for N . A Brown measure and determinant ∆ τ on M with respect to τ may be defined via τ ′ and the associated determinant on N : ∆ τ (a) = ∆(za) for a ∈ M . This will have most of the usual properties of the determinant (see [16, 11, 1, 18, 6] ), as we prove below. In fact many of the properties below in the von Neumann algebra case are already noted in [1] (although the determinant is defined there by the formula involving exp, τ, and ln).
If τ is a tracial state on a C * -algebra B, then τ * * is a normal tracial state on M = B * * . As above we may quotient by the left kernel J = B * * z ⊥ , to get a faithful normal tracial state τ ′ on N = B * * z. Then N = B * * z has a Kadison-Fuglede determinant ∆, as above, and we may define a determinant on B by ∆ τ (x) = ∆(zx), for x ∈ B. This again seems to have almost all the usual properties of the determinant: Lemma 1.3. If τ is a normal tracial state on a von Neumann algebra M (resp. is a tracial state on a C * -algebra B), and if ∆ τ is the determinant defined above, then:
• ∆ τ (a) ≤ τ (|a|).
•
• ∆ τ (λu) = |λ| for any unitary in M (resp. B) and λ ∈ C.
• ∆ τ (exp(a)) = | exp(τ (a))|.
• ∆ τ (a * ) = ∆ τ (a) = ∆ τ (|a|).
• ∆ τ (a) = exp(τ (ln |a|)) if a is invertible in M (resp. B), otherwise ∆ τ (a) = lim ǫ→0 + exp τ (ln(|a| + ǫ1)) (in the B case we assume that B is unital here).
Proof. The ideas for the proofs of nearly all of these occur in the proof of the first, namely
where for the inequality, we used the analogous property for the usual FugledeKadison determinant. In the case for B one should replace τ by τ * * , and note that τ * * (|a|) = τ (|a|). Similarly ∆ τ has the multiplicativity property of the determinant since ∆ does, in the case for B this reads
Letting ǫ → 0 we see that
In the case of x ∈ B, we may use Lemma 1.2 to see that if x ∈ B is invertible, then we then have
Here we used the fact that ln(| x|) = ln |x|, which follows by the last line of the proof of Lemma 1.2 with π replaced by the canonical * -homomorphism· : B → B * * . For arbitrary x ∈ B we have by the above that
The remaining assertions follow by similar considerations. For example, the statements involving a p , |a| ǫ , and exp(a) follow similarly from the analogous properties for the usual Fuglede-Kadison determinant (see e.g. [16, 11, 1, 18, 6] ) and the relations (za) p = za p and z exp(a) = exp(az) from Lemma 1.2, the latter exponential computed in M z.
The Jensen inequality
In [1, Proposition 4.4.4] Arveson showed that for his algebras the Jensen inequality
was equivalent to the statement ∆(1 + x) ≥ 1 if x ∈ A with Φ(x) = 0. Clearly the Jensen inequality implies the last statement. By the ball-Jensen inequality we mean that:
for all x ∈ A such that Φ(x) = 0 and r(x) ≤ 1.
Again the Jensen inequality implies the ball-Jensen inequality. In fact in our algebras below we will have the ball-Jensen equality, by which we mean that:
Recall that a map Φ on A is τ -preserving if τ • Φ = τ |A .
Theorem 2.1. Let M be a von Neumann algebra with a faithful normal tracial state τ . So the moments of µ are the same as the moments of ν. So C z n dν = T z n dν = 0 for all positive integers n, and hence for all integers by taking complex conjugates. Hence ν is a multiple of arc length measure on T. Indeed the * -moments determine a measure.
The potential of µ, that is − C ln |z − y| dµ(y), is the sum of the potentials of µ 0 and µ 1 . These potentials lie in (−∞, ∞]. By a fundamental fact about balayage from the last cited theorem from [28] , the potential of µ 0 on T equals the potential of ν 0 on T. This theorem mentions regular boundary points, defined on p. 54 of that reference, which in the case we need, are all the points on T (by e.g. the line after Theorem 4.6 on p. 54 of [28] ). Thus the potential of µ on T equals the potential of ν. That is, − C ln |z − y| dν(y) = − C ln |z − y| dµ(y) for z on and outside T.
which is known to be 2 ln R if R ≥ 1, and is 0 if R ≤ 1. In our case R = 1. That is, ∆(1 + x) = e c ≥ 1. The second statement follows from the first by setting x = 1 − a.
(2) The first claim easily follows from part (1) . For the second note that if a = Φ(x) −1 x − 1, then Φ(a) = 0. Hence Φ(a m ) = 0, and τ (a m ) = τ (Φ(a m )) = 0, for all m ∈ N. If a is even a contraction, then r(a) ≤ 1, and so by (1) we then have
If Φ is a τ -preserving homomorphism then it follows by an argument of Arveson [1] 
The uniqueness of Φ follows from [4, Lemma 5.3] , and because of this uniqueness Φ is the restriction to A of the canonical τ -preserving faithful conditional expectation of M onto D, if D is weak* closed.
Remark. If Φ :
A → D is as in (2) and if further A is weak* closed then A is a tracial subalgebra of M in the sense of [4] . If still further A + A * is weak* dense in M then A is a maximal subdiagonal subalgebra (in the sense of Arveson [1] ) of M .
Theorem 2.2. Let M be a von Neumann algebra with a normal tracial state τ which is not necessarily faithful.
( 
The proof of the last statement is just as for the analogous statement in Theorem 2.1 (2), with ∆ τ in place of ∆. Corollary 2.3. Let B be a C * -algebra with a tracial state τ .
with Φ the identity map on D, then A satisfies the ball-Jensen equality:
Proof. As observed above τ * * is a normal tracial state on M = B * * . For (1), since τ * * (x m ) = 0 and the spectral radius of x is not increased in M , by Theorem 2.2 (1) we have ∆ τ (1 + x) ≥ 1. The second assertion is as before.
(2) Again if x ∈ A with Φ(x) = 0 then τ (x m ) = τ (Φ(x m )) = 0. Thus by (1) we obtain ∆ τ (1 + x) = 1. The proof of the last statement is just as for the analogous statement in Theorem 2.1 (2), with ∆ τ in place of ∆.
Corollary 2.4. Let B be a C * -algebra (resp. von Neumann algebra) with a faithful (resp. faithful normal) tracial state τ . Suppose that x ∈ B, and let Γ be the set of (not identically zero) scalar homomorphisms on the closed algebra generated by x and 1, and suppose that τ ∈ Γ. If |χ(x) − τ (x)| ≤ |τ (x)| for all χ ∈ Γ (this is saying that the spectrum of x is contained in a certain disk centered at τ (x)), then we have the Jensen equality |τ (x)| = ∆ τ (x).
That is, the condition implies that r(x/τ (x) − 1) ≤ 1. We work in the C * -algebra case, the von Neumann case being slightly easier. Since τ ((x/τ (x)) m ) = 1 for all m ∈ N, we have by Corollary 2.3 that ∆ τ (x/τ (x)) = 1 and |τ (x)| = ∆ τ (x). If τ (x) = 0 then the condition implies that r(x) = 0. Hence r(xz) = 0 so that the Brown measure of xz is the Dirac mass at 0. By for example the last assertions of [11, Theorem 3.13] , ∆ τ (x) = ∆(xz) = 0 = |τ (x)|.
Some Gleason-Whitney type results
In this section we take an intermission from Jensen inequality considerations, and turn to the exclusively weak* (von Neumann algebraic) situation of D-valued Gleason-Whitney type results. Proof. The desired expectation is the map Ψ in Lemma 1.1. Let z be the support projection for τ as before. The map ρ : az → Φ(a)z from Az to Dz is well defined and τ -preserving. This is similar to Lemma 1.1 (or to the alternative argument that ρ ′ has those properties there):
Thus Φ(m − m ′ )z = 0, so that ρ is well defined. Now
so ρ is τ -preserving. It clearly is a unital idempotent Dz-module map onto Dz. As in Theorem 2.1 we see that Dz = Az ∩ A * z and ρ is the restriction to Az of the unique τ -preserving normal conditional expectation Ψ ′ from M z to Dz. By the proof of Lemma 1.1 we see that Ψ(m)z = Ψ ′ (mz), where Ψ is the map in Lemma
Hence Ψ extends Φ.
Remarks. 1) The trick above and in the last section involving the reduction by the projection z will yield a theory of subdiagonal subalgebras of von Neumann algebras with a normal tracial state that is not necessarily faithful. Indeed this theory reduces to the usual theory with respect to the subalgebras Dz ⊂ Az ⊂ M z. As in the proof of Corollary 3.1 there is an appropriate homomorphism Az → Dz.
* → xz weak*. Thus the weak* closure of Az is a subdiagonal subalgebra of M z.
2) Let τ be a tracial state on a C * -algebra M , and let J be its left kernel as above.
Thus if Φ is also a homomorphism, for example, then it induces a completely contractive homomorphismΦ :
One might expect thatΦ is a disguised form of the canonical map Az → Dz considered elsewhere in this section, but this is in general not the case. Indeed J ∩ A often equals J ∩ D, which is (0) if τ is faithful on D. In such cases A/(J ∩ A) = A. However Az need not be isomorphic to A. Similarly, it does not seem feasible to replace our Dz ⊂ Az ⊂ M z arguments above by quotient space arguments with Proof. If Ψ : M → D is a normal conditional expectation extending Φ and τ is a faithful normal state on
Conversely, suppose that there is a normal state ψ τ on M extending τ • Φ. Then the conditions of Corollary 3.1 are met with τ replaced by ψ τ , so that there exists a ψ τ -preserving normal conditional expectation M → D extending Φ.
We pause to give two D-valued Gleason-Whitney type results of a similar flavor to the last couple of results: Proof. For a weak* continuous state ϕ on D we have that ϕ•Φ has a unique normal state extension ψ ϕ to M , by hypothesis. It is easy to see that this property holds with 'state' replaced by positive multiple of a state. The map ϕ → ψ ϕ preserves convex combinations, and norms. Indeed for a ∈ A, t ∈ [0, 1], we have that Proof. We use an idea from [32] . We have Φ(ab)+Φ(ba) = Φ(a)Φ(b)+Φ(b)Φ(a) = 0, so that Φ(ab) = −Φ(ba). Defining x = Φ(ab) we have
We have here used the identity Φ ( Proof. Under these hypotheses it follows from Lemma 4.2 that Ker(P ) is an ideal, and then from Lemma 4.1 that P is a homomorphism. Example. We construct an example of a completely contractive unital Jordan homomorphism and projection P : A → B, from a unital operator algebra A onto its closed subalgebra B, which is a B-bimodule map, but is not an algebra homomorphism. This shows the importance of B being selfadjoint in Corollary 4.4.
Consider the set J of 4 × 4 matrices 
This is not an associative algebra but is a Jordan operator algebra with zero Jordan product. We let A = CI 4 + J + CE 14 , and B = CI 4 + CE 14 . It is easy to see that A is a subalgebra of M 4 with subalgebra B. Let P (αI 4 + x + βE 14 ) = αI 4 + βE 14 for α, β ∈ C, x ∈ J. Clearly P is unital. For such α, β, x let a = αI 4 + x + βE 14 . Then P (a 2 ) = P (α 2 I 4 + 2αβE 14 + y) = α 2 I 4 + 2αβE 14 = P (a) 2 , for some y ∈ J. So P is a Jordan homomorphism. On the other hand P ((E 12 + E 34 )(E 13 − E 24 )) = −P (E 14 ), whereas P (E 12 + E 34 ) = P (E 13 − E 24 ) = 0. So P is not a homomorphism. To see that P is completely contractive note that removing the middle two rows from a matrix in A, then removing the middle two columns, is completely contractive. One is left with a 2 × 2 matrix algebra completely isometrically isomorphic to B. The composition of these procedures equals P , so P is completely contractive. Finally, that P is a B-bimodule map follows either from a simple direct computation, or from Proposition 5.1 of [4] .
The following is a von Neumann algebraic variant of the Bishop-Ito-Schreiber theorem. The classical Bishop-Ito-Schreiber theorem is stated in the introduction.
Theorem 4.5. Suppose that τ is a normal tracial state on a von Neumann algebra
M , that D is a unital C * -subalgebra of M ,
that τ is faithful on D, that A is a unital subalgebra of M containing D, and that Φ : A → D is a unital D-bimodule map. Then Φ satisfies the ball-Jensen inequality if and only if Φ is a τ -preserving homomorphism. If these hold and if D is weak* closed then Φ is the restriction to A of the canonical τ -preserving faithful conditional expectation of M onto D. Also if τ is faithful on M then we have
Proof. Either of Theorem 2.1, or Theorem 2.2 and Corollary 3.1, gives the 'if' part of the first equivalence (and this does not need τ to be faithful on D). For the other direction, we modify an idea from [29] . Suppose that Φ satisfies the ball-Jensen inequality. If f ∈ Ker(Φ) and z ∈ C then since ∆(
, provided |z| is small enough. Squaring, we see that 2Re zτ (f ) ≤ |z| 2 τ (|f | 2 ) for all z ∈ C with |z| small enough. It follows that τ (f ) = 0. Hence for any a ∈ A we have τ (a) = τ (a − Φ(a)) + τ (Φ(a)) = τ (Φ(a)). That is, Φ is τ -preserving.
Similarly, we also have
when |z| is small enough.
. Squaring, and replacing z 2 by w ∈ C we see that 2Re τ (w(df ) 2 ) ≤ |w| 2 τ (|(df ) 2 | 2 ) for all w ∈ C with |w| small enough. It follows easily that τ ((df )
2 ) = 0. Thus
Hence τ (Df 2 ) = τ (DΦ(f 2 )) = 0, so that Φ(f 2 ) = 0. It follows as in the proof of Lemma 4.
Hence Φ is a Jordan morphism. By Remark. We did not use the full strength of the ball-Jensen inequality in the last proof, and indeed the proof works if A merely satisfies the requirement that there exists δ > 0 such that ∆(1 + x) ≥ 1 for all x ∈ A with Φ(x) = 0 and x < δ. Or we could use the spectral radius here in place of x .
The following is a C * -algebraic generalization of the Bishop-Ito-Schreiber theorem proved above. Proof. Corollary 2.3 gives one direction. For the other we just follow the proof of Theorem 4.5, replacing ∆ by ∆ τ , to find that Φ is τ -preserving and that τ (DΦ(f 2 )) = 0 for any f ∈ Ker(Φ). Since τ is faithful on D we see that Φ(f 2 ) = 0. As in Theorem 4.5 we get that Φ is a homomorphism.
If τ is faithful on M then D = A ∩ A * as in Arveson's proof reproduced in the last paragraph of the proof of Theorem 2.2.
Remark. This gives a weaker form of the classical Bishop result on the existence of Jensen measures, with a new proof. Namely suppose that ϕ is a character on a closed unital subalgebra A of C(K), for a compact space K. Then by the Hahn-Banach theorem ϕ is the restriction of a tracial state τ on C(K). If µ is the probability measure on K corresponding to τ then by a remark in the Introduction, 
Proof. First let Φ be a Jordan morphism. We know that Φ is 2-contractive on A. Indeed this follows from the relation
Given a quadratic polynomial p of two variables, the inequality
, will therefore follow once we are able to prove that p(d, Φ(a)) = Φ(p (d, a) ). Let d ∈ D, a ∈ A 0 = A ∩ Ker(Φ) be given. Using the fact that Φ is both a D-bimodule map and a Jordan morphism, it is easy to verify that for terms of the form , a) ) as required.
Conversely, suppose that the inequality holds.
using the inequality in the hypothesis. We conclude that
For an appropriate choice of z = re iθ this yields
Using the fact that on A we have τ • Φ = τ , we may conclude from this that 2|τ (dΦ(a 2 ))| ≤ rτ (|a 2 | 2 ). This inequality holds for any r > 0, which in turn ensures that τ (dΦ(a 2 )) = 0. Since d ∈ D + was arbitrary, we have that τ (dΦ(a 2 )) = 0 for all d ∈ D, and hence that Φ(a 2 ) = 0. Next it follows as in the proof of Lemma 4.1 that
So Φ is a Jordan homomorphism on A. By Corollary 4.4 it is a homomorphism.
Remark. There is a simple proof that the map Φ in the last result is a homomorphism if and only if for all polynomials p(s, t, v) of three variables,
Indeed, if Φ is a homomorphism, it easily follows from the 2-contractivity of Φ on
Using the fact that on A we have τ • Φ = τ , we may conclude from this that 2|τ (dΦ(ab))| ≤ rτ (|ab| 2 ). This inequality holds for any r > 0, which in turn ensures that τ (dΦ(ab)) = 0. Since d ∈ D + was arbitrary, we surely have that τ (dΦ(ab)) = 0 for all d ∈ D, and hence that Φ(ab) = 0.
Next let e, f ∈ A be given. Both may be written in the form e = d e + e 0 and f = d f + f 0 where d e , d f ∈ D, and e 0 , f 0 ∈ A 0 = A ∩ Ker(Φ). Using what we have already proven, we have that Φ(ef ) = Φ(
. So Φ is a homomorphism on A.
Gleason parts
We note that the Gleason relation does not seem to have a B(H) valued analogue. To see this set A = U(E) for an operator space E ⊂ B(H), that is the upper triangular matrices with 1-1 and 2-2 entries scalar multiples of I H , and the 1-2 entry in E. Consider completely contractive unital homomorphisms Ψ T on A induced by a linear complete contraction T : E → B(K) as in e.g. [8, Proposition 2.2.11]. The Gleason relation Ψ − Φ < 1 is easily seen not to be an equivalence relation, since the analogous relation on linear complete contractions from E to B(K) is not.
We will use some concepts considered by Harris in e.g. [20, 19] . Write T x (y) = (1−xx * ) 
This is a metric on the strict contractions on H. Harris shows (see p. 356 and Exercise 6 on p. 394 of [21] ) that ρ is what is known as a CRF pseudometric on the open unit ball U 0 in any J * -algebra and it satisfies the Schwarz-Pick inequality
for any holomorphic h : U 0 → U 0 . We pause to remind the reader that a map h : V → E 2 from an open subset of some complex locally convex space E 1 into another complex locally convex space E 2 , is deemed to be holomorphic on V if at each x ∈ V , the Fréchet derivative of h exists as a continuous complex linear map from E 1 to E 2 . There is a similar result for holomorphic maps h between the open unit balls of two J * -algebras. We have equality in the Schwarz-Pick inequality if h is biholomorphic (onto U 0 ) of course. We do not need all of the following facts, but state them since they do not seem to be in the literature.
Lemma 5.1. Let S n , T n be strict contractions on a Hilbert space H. If S n −T n → 2, or if there is a constant c < 1 with S n ≤ c and T n → 1, then ρ(S n , T n ) → ∞. Also, for strict contractions x, y ∈ B(H) we have
Proof.
By the geometry of the disk, the (scalar) hyperbolic distance ρ D (ϕ n (S n ), ϕ n (T n )) → ∞. Observe that the restriction of each ϕ n to the open unit ball U 0 of B(H) is holomorphic. So by Harris' Schwarz-Pick inequality above we have
A similar argument proves the second case, but now choosing ϕ n ∈ Ball(B(H) * ) with ϕ n (T n ) → 1. Alternatively, the second follows from the inequality 1
To prove this inequality for x < 1, y < 1, we first observe that by the functional calculus for |y| 2 and the C * -identity, we have
. An algebraic identity attributed on p. 10 of [19] to [27, Chapter 1, Section 1] (the proof of which also appears on p. 78 in Harris' thesis) states that
Using the fact that the norm equals the spectral radius on positive elements, and the well known identity r(xy) = r(yx) ≤ y x for the spectral radius, we see that the last quantity equals
The last equality follows by the norm identity noted in equation (5.1) above. Thus we will be done if (ww
(1− x y ) 2 . To see this, first write (ww
Again by the fact that the norm equals the spectral radius on positive elements, and the identity r(xy) = r(yx) ≤ y x above, we obtain that (ww * ) −1 equals
the last equality following by the C * -identity. By a well known inequality associated with the Neumann lemma, the last quantity is dominated by ( 
(1− x y ) 2 as desired. We recall that a map T is real positive if T (a) + T (a) * ≥ 0 whenever a + a * ≥ 0. Proof. By [9, Corollary 4.9] ϕ is bounded, and by the remark after that result, and Theorem 4.11 in the same reference, ϕ is 'real completely positive' and extends to a (completely) positive functional in B * .
Note that by the proofs referred to, the last extension can be done keeping the same norm. ( Proof. We will use the fact that D-characters are D-conditional expectations, as we said above. Several of the arguments below are modifications of the analogous classical proofs.
(
(1) ⇒ (2) (D a von Neumann algebra case.) Suppose that Φ − Ψ = 2c
By the analytic functional calculus applied to the Möbius map (c1 − z)(1 − cz) −1 , we have g ≤ 1. We have
. We obtain from the last ≤ inequality, just as in [12, Lemma 2.6 
1+c 2 , and so Φ |Ker Ψ ≤ 2c 1+c 2 < 1.
Choose by [26, Proposition 1.4.5] (with a = |x| 2 there) a contraction u in D with x = u|x| t for some t ∈ (0, 1). We may take u unitary and t = 1 if D is a von Neumann algebra. In the notation of the proof in that reference u *
. We obtain from the last ≤ inequality, just as in [12, Lemma 2.6 (4) by choosing a sequence (a n ) in Ball(A) ∩ Ker Ψ with Φ(a n ) → 1.
(3) ⇒ (2) This implication is not needed, but if a < 1, a ∈ A, and Ψ(a) = 0 then by (3) we have ρ(Φ(a), Ψ(a)) = ρ(Φ(a), 0) = tanh
(2) ⇒ (3) If (3) were not true then there is a sequence (a n ) in A with a n < 1 for all n and ρ(Φ(a n ), Ψ(a n )) → ∞. Let b n = T −Ψ(an) (a n ). Since T −Ψ(an) is a Möbius map of the open ball in any C * -algebra containing A, by the Schwarz-Pick equality of Harris discussed above the theorem, we have
However Ψ(b n ) = 0, so that tanh
(3) ⇒ (4) If (4) fails then there exists c ∈ (0, 1) and a sequence (a n ) in A with a n < 1 for all n and Φ(a n ) → 1 but Ψ(a n ) ≤ c. By Lemma 5.1, ρ(Φ(a n ), Ψ(a n )) → ∞, contradicting (3).
(5) ⇒ (1) Suppose that (1) was false, but thatΦ ≤ κΨ for some κ > 0. Thus for any ǫ > 0 there exists f ∈ Ball(A) with Φ(f ) − Ψ(f ) > 2 − ǫ. With x = Φ(f ) − Ψ(f ), and t ∈ (0, 1), choose similarly to an argument in the proof that (1) ⇒ (2) above, a contraction u ∈ D such that u
Note that g is real positive in A, so that if ψ is the state ϕ • Φ then Re ψ(g) = ψ(Re g) ≥ 0. Hence α = ψ(Re g) ≥ 0, and similarly β = ϕ(Ψ(Re g)) ≥ 0. Since α, β ∈ [0, 2] and α−β > (2−ǫ) 2−t , we must have α > (2−ǫ) 2−t and β < 2−(2−ǫ) 2−t . We also have Re Φ(g) =Φ(Re g) ≤ κΨ(Re g) = κ Re Ψ(g).
κ+1 . Since ǫ > 0 and t ∈ (0, 1) were arbitrary we have a contradiction.
For the remaining direction when D = C, assume that (4) holds. By the symmetry implied by the equivalence with (3), (4) also holds with Φ and Ψ interchanged. We first claim that Φ − cΨ is real positive on A for a positive constant c. If Φ − cΨ is not real positive for any positive c, then there exist a sequence a n ∈ r A with Re Ψ(a n ) = 1 but Re Φ(a n ) → 0. Replacing a n by h n = exp(−a n ) we have h n ≤ 1 since −a n is dissipative. Also, |Ψ(h n )| = | exp(−Ψ(a n ))| = exp(−Re Ψ(a n )) = e −1 ,
while |Φ(h n )| → 1 by a similar computation. This contradicts (4). Thus Φ − cΨ is real positive for a positive constant c. Evaluating at 1 shows that c ∈ (0, 1]. Similarly, Ψ − dΦ is real positive on A for a positive constant d ∈ (0, 1]. Hence by Lemma 5.2 there exist positive functionals ρ and ν on M which extend Φ − cΨ and Ψ − dΦ respectively. Thus on A we have Φ = ρ + cΨ = ρ + c(ν + dΦ). We may assume that cd = 1, or else ρ + cν = 0, forcing ρ = ν = 0 and Φ = cΨ on A, which case is obvious. HenceΦ = (1 − cd)
Remarks. (a) In (1) and (2) in the last theorem one may use the completely bounded norm. That is, the items are equivalent to Φ − Ψ cb < 2 and to Φ |Ker Ψ cb < 1. This may be proved by the 'standard trick' described when we introduced D-characters. Namely, recall that for [
is dominated by the supremum over such r i , s i of Proof. This follows since (4) in the last theorem is evidently an equivalence relation on the D-characters.
We call the equivalence relation in the corollary Gleason equivalence, and the equivalence classes will be called Gleason parts. There has been some interest in the literature ( [30, 2] , etc) in the (sometimes coarser) equivalence relation often called Harnack equivalence, with the associated equivalence classes called Harnack parts. This is similar to the relation defined by (5) in Theorem 5.3, but for more general B(H)-valued maps rather than our D-characters. We have not seen Gleason equivalence in our sense in the literature for operator algebras.
Every Choquet boundary point ω in the maximal ideal space of a uniform algebra A is a one point Gleason part. Indeed if χ is another character different from ω then there is a neighborhood U of ω excluding χ. Also, by a basic characterization of Choquet points [17] there is an f ∈ Ball(A) such that f (ω) = 1 but |f | < 1 outside of U , and in particular |χ(f )| < 1. If χ were in the same part as ω this would violate (4) in the last theorem.
For a noncommutative version of the fact in the last paragraph, suppose that either Φ : A → D is a Choquet representation, or alternatively that ϕ is a character of A which is an S-peaking state on A in the sense of [13, Section 4] . Clearly ψ constitutes a one point Gleason part by Theorem 5.3 (4) . For example on the upper triangular 2 × 2 matrices, evaluation at the 1-1 corner is a character of A which is a peaking state, and is also a one point Gleason part in the maximal ideal space. The support projection of this state in A * * is a peak projection, and is a minimal projection.
If ϕ is a character of A that admits a characteristic sequence in the sense of 
Application of Gleason parts to subdiagonal algebras
As an application of the theory of Gleason parts, we provide existence criteria for a so-called Wermer embedding function in the noncommutative context. As we shall subsequently illustrate, the importance of such a function lies in the fact that it ensures the existence of compact Hankel maps. In this section A is a maximal subdiagonal subalgebra (in the sense of Arveson) of a von Neumann algebra M with a faithful normal tracial state τ . We also assume that it is antisymmetric, that is A ∩ A * = C1. Proof. We prove the existence of the element z r . This proof will clearly also suffice to establish the existence of an element w r ∈ A * 0 of the form h 1/2 u r h −1/2 for some unitary u r , for which H 2 (A * )w r = H 2 0 (A * ). The claim about z l and v l then follows by simply setting z l = w * r and v l = u * r . For ease of notation we will drop the subscripts in the proof, and simply write z and v for z r and v r .
Suppose that ω is in the Gleason part of τ with ω = τ . The completion of A, A 0 and M under the L 2 -norm generated by ω, will respectively be denoted by H 2 (ω), H 2 0 (ω) and L 2 (ω). From the analysis of Gleason parts, we know that there exist α, β > 0 such that for all g ∈ M + , ατ (g) ≤ ω(g) ≤ βτ (g). This ensures that the spaces H 2 (ω), H which we will still denote by ω. It is an exercise to see that for this extension we have that ω(b * a) = a, b ω for all a, b ∈ L 2 (M ) = L 2 (ω). Below we work in L 2 (M ), regarding L 2 (ω), H 2 (ω) and H Next observe that ω(f g) = ω(f )ω(g) for any f ∈ A. To see this select any sequence {a n } ⊂ A converging to g in the L 2 -norm, and notice that we then have that ω(f g) = lim n→∞ ω(f a n ) = lim n→∞ ω(f ).ω(a n ) = ω(f )ω(g). Therefore ω(f g) = 0 for all f ∈ A ω = {a ∈ A : ω(a) = 0}. When combined with the previously centered equation, this ensures that 0 = ω(e * f g) = ω((f * e) * g) = g, f * e ω for all f ∈ A ω .
We have therefore shown that g ⊥ (A + A * ω )e with respect to the inner product ·, · ω . But A + A * ω = (A 0 + C1) + A * ω = A 0 + (C1 + A ω ) * = A 0 + A * , and A 0 + A * is known to be norm dense in L 2 (M ). The equivalence of the norms generated by τ and ω therefore ensures that A 0 + A * is · ω -dense in L 2 . Since e ∈ M −1 , (A 0 + A * )e is similarly · ω -dense in L 2 . Hence g is orthogonal to L 2 with respect to ·, · ω , ensuring that g ω = 0 as required.
We proceed with illustrating the link of the above theorem to the existence of compact Hankel maps. The following results from [24] are crucial in establishing necessary conditions for the existence of compact Hankel maps. The second result is a faithful noncommutative version of [14, Theorem 2] , and its proof closely follows the proof in [14] . Theorem 6.4 (Existence of compact Hankel maps [24] ). Let A be antisymmetric and suppose that there exists an element z ∈ A 0 (invertible in M ) such that zH 2 (A) = H 2 0 (A). Given f ∈ M , the Hankel map H f will be compact if f belongs to the norm closed subalgebra generated by z −1 and A. If indeed z is unitary in M , then whenever H f is compact, f will conversely necessarily belong to the norm closed subalgebra generated by z −1 = z * and A .
The first claim in Theorem 6.4 essentially consists of showing that for any polynomial p in z −1 and finitely many elements of A, H p is finite rank and hence compact. The compactness of H f will then follow upon checking that H f is the norm limit of such finite rank operators H p . (This is essentially the same argument as the one followed in [14, Theorem 2] .)
To prove the second statement some preparation is necessary. Let f ∈ M be given. We first note that a modification of [25, Lemma 4.5] shows that
(Since the definition of Hankel maps in [25] differs slightly from the one presented here, some checking is necessary.) The next step is to notice that the duality argument in the last part of the proof of [25, Theorem 3.9] suffices to show that sup{|τ (f F )| : F ∈ H 1 0 (M ), τ (|F |) ≤ 1} = inf{ f + a ∞ : a ∈ Aa}. Combining these observations now yields the fact that H f = inf{ f + a ∞ : a ∈ Aa}. This fact, together with the Lemma above, now provides us with all the technology required for the proof of [14, Lemma 2.3] to go through almost verbatim in the present setting.
