Abstract. We prove an analogue for trees of Courant's theorem on nodes of eigenfunctions of a Schrödinger operator. Let Γ be a finite tree, and A a Schrödinger operator on Γ. If the eigenvalues of A are all simple, and ordered according to increasing eigenvalues, then the n-th eigenvector has exactly n nodal domains, and the zeros of eigenvectors have the interlacing property.
Introduction
The famous Courant's theorem [CH53] about nodal domains of eigenfunctions of differential operators states that Theorem (Courant's theorem). Let L be a self-adjoint second order elliptic operator on a domain G with arbitrary boundary conditions. If its eigenfunctions are ordered according to increasing eigenvalues, then the nodes of the n-th eigenfunction u n divide the domain into no more than n subdomains.
The subdomains defined in the theorem are called nodal domains and are the connected components of the complement of the nodal set {x|u n (x) = 0}, which are separated by the nodes, or zeros, of eigenfunctions of L.
If L is a Schrödinger operator on G = [a, b] ⊂ R, that is L = L + V where L is the Laplacian and V some potential, Courant's theorem becomes: The nodes of the n-th eigenfunction u n divide G into exactly n nodal domains. Besides, the zeros of eigenfunctions of L have an interlacing property: Between two zeros of u n , there is exactly one zero of u n+1 .
Analogues of Courant's result on graph have recently received increasing attention, see for example [DGLS01, Bıy03] and the recent book [BLS07] . In [DGLS01] , the authors Davies et al. prove an analogue of Courant's theorem on graph. Contrary to the situation when G is a manifold, since a function on a graph is only defined on the set of vertices, an eigenfunction can change its sign without passing through zero, hence the nodes are not well defined. So, Davies et al. introduce the notion of sign graph, which is a connected set of vertices, on which the eigenvector has the same sign, and prove the analogue of Courant's result, about the maximal number of sign graphs of eigenvectors of a Schrödinger operator. Their proof are based on Courant's minimax theorem, see [CH53] , and some straightforward algebra. In [Bıy03] , Bıyıkoglu proves an analogue of Courant's theorem for trees: he characterises the maximal number of sign graphs of an eigenvector of a generalised Laplacian, and gives a computational algorithm to find an eigenvector with minimum number of sign graphs. In particular, he proves that if u is an eigenvector associated to the n-th ordered eigenvalue λ n without a vanishing coordinate, then u has exactly n sign graphs. He also characterises the maximal number of sign graphs for eigenvalues with multiplicity greater than one.
Here, we will prove the analogue of Courant's result for Schrödinger operator on finite trees, under the assumption that all the eigenvalues are simple. This recover the previous result of Bıyıkoglu [Bıy03] for simple eigenvalues. We will also prove the analogue of the interlacing property of eigenfunctions. Since on a tree there is a unique path connecting two vertices, we can extend a function by linearity on edges, which allows us to define the zeros of an eigenfunction. The situation becomes then very similar to what happens in the real unidimensional case. Both proof of Courant's nodal theorem and of the interlacing property of eigenfunctions of a Schrödinger operator on a tree follow the lines of the proof of Courant [CH53] , which is based on Green's formula.
Notations
Let Γ = (V, E) be a finite tree, where V is the set of vertices and E the set of edges, with |V | = N , and |E| = N − 1. Recall that a tree is a connected graph without cycles. This means that on a tree, any two points (possibly on the edges) are connected by a unique path. We note for x, y ∈ V , x ∼ y if there is an edge connecting x and y, and x and y are said to be neighbours, or adjacent. We choose some vertex ∅ with only one neighbour and call it the root of the tree. This gives an orientation of the edges, the positive orientation being the direction connecting the root ∅ and the vertices. We note (x, y) the edge starting from x and ending at y. We consider weighted trees, that is there is a function c :
Let for x ∼ y, l(x, y) = 1 c(x,y) . l(x, y) is called the length of the edge connecting x and y. Define L 2 (V ) the space of functions on V endowed with the scalar product
for u, v functions on V . Define also L 2 (E) the space of functions f on E such that f (x, y) = −f (y, x) for all edges (x, y) ∈ E, endowed with the scalar product
Then L is called the Laplacian on Γ, and for f ∈ L 2 (V ), we have for all x ∈ V ,
L is a self-adjoint operator on L 2 (V ). If we see f as a vector in R N , then L can be seen as a N × N symmetric matrix whose entries are given by
We can also introduce the notion of Schrödinger operator. Let r : V → R be some function on V , which plays the rôle of some potential. Define A = L + r. Then, for all f ∈ L 2 (V ), and all x ∈ V ,
A is called a Schrödinger operator, or a generalised Laplacian, on Γ. As for the Laplacian L, A can be seen as a N × N symmetric matrix, with non-positive offdiagonal element.
In the sequel, we will note λ i , i = 1, . . . , N , the (real) eigenvalues of A satisfying
and such that the eigenspaces are orthogonal with respect to ·, · V . It is well known that by the Perron-Frobenius theorem, λ 1 is simple and the first eigenvector can be chosen everywhere positive, see [DGLS01] . By orthogonality, any eigenvector associated with an eigenvalue different from λ 1 must then change sign on V . An edge (x, y) can be identified with the real interval [0, l(x, y)]. A function u defined on V can then be extended on the edges by linearity. Let us callũ xy this extension on the edge (x, y). We have theñ
When there is no risk of confusion, we will omit the index xy.
Definition 2.1. Let u be a function on V . A strong positive (resp. negative) sign graph of u is a maximal subtree S of Γ with u(x) > 0 (resp. u(x) < 0), for all vertices x of S.
Recall the theorem of Davies et al. [DGLS01] , which is an analogue on graph of the Courant's nodal theorem.
Theorem 2.2. Let λ 1 , . . . , λ N be the ordered eigenvalues of a generalized Laplacian on V . Suppose λ n is of multiplicity r. Then any eigenvector corresponding to λ n has at most n + r − 1 strong sign graphs.
For our context of Schrödinger operators, we will make the Assumption. The eigenvalues of A are all simple, i.e. λ 1 < · · · < λ N .
The theorem of Davies et al. becomes then: λ n has at most n strong sign graphs. We make this assumption because there exists some examples of eigenvectors associated with eigenvalues λ n of multiplicity greater than one, which have more than n strong sign graphs. For example, this counterexample is taken from [BLS07] . Consider the tree which is a star with four edges. Let the weight c equal one for all edges, and look at the Laplacian L. Its eigenvalues are λ 1 = 0, λ 2 = λ 3 = λ 4 = 1, and λ 5 = 5, so λ 2 has multiplicity 3. An eigenvector associated with λ 2 is u 2 = (0, −1, 0, 1, 1) t , hence u 2 has 3 (> 2) strong sign graphs, see figure 1. Definition 2.3. Let u be a function on V , andũ its linear extension on edges. A nodal domain ofũ is a maximal connected path on whichũ is of constant sign.
Since a tree is connected, this notion is well defined. The different nodal domains ofũ are then separated by the zeros ofũ. A nodal domain ofũ can also be seen as a subtree of Γ with some incomplete edges.
Let G be a strong sign graph of u. Let (x, y) be an edge with x ∈ G and y ∈ V \G. Then u(x)u(y) ≤ 0 on (x, y), otherwise y would be in G. This implies thatũ must vanish on the interval ]0, l(x, y)]. Hence, G defines uniquely a nodal domainG of u, because, sinceũ is linear on any edge, we cannot have two zeros on the same edge, and a nodal domain contains at least one vertex. So, a function u having n strong sign graphs is equivalent toũ having n nodal domains.
We end this section by looking at zero vertices of eigenvectors. Let u be an eigenvector of A with eigenvalue λ. Let x be a zero vertex of u, i.e. u(x) = 0. Then, Au(x) = 0, and we have y∼x c(x, y)u(y) = 0.
Since c(x, y) > 0 for all x ∼ y, two cases are possible: we have either u(y) = 0 for all y ∼ x, and x is said to belong to a zero graph, or x is adjacent to both strict signs. We remark that a nodal domain ofũ cannot end at endpoints of the tree, or else an endpoint x would be a zero vertex and the unique neighbour of x would be of strict sign, which is not possible by what we have seen above. Sinceũ ≡ 0 on a zero graph, we identify a zero graph as a unique zero ofũ.
Green's formula
Let u be some function on V . The set {x ∈ V |u(x) > 0} is a forest, that is, a disjoint union of trees. Let G be one of this trees. Then G is a strong positive sign graph of u, so G determines a nodal domainG ofũ. Let us introduce some boundary sets:
Since u(x) > 0 for all x ∈ G, we have u(y) ≤ 0 for all y ∈ δ(G), otherwise y would be in G. This implies thatũ xy vanishes on ]0, l(x, y)], where (x, y) is an edge belonging to ∂(G). Let us call t(x, y) the point of [0, l(x, y)] whereũ xy vanishes. We have
The boundary ofG (depending on u) is then defined by
This boundary set is defined in the same way for G a strong negative sign graph. Let ∇ be the usual gradient on R. We have the analogue of the Green's formula, Proposition 3.1 (Green's formula). Let A = L + r be a Schrödinger operator. Let u, v be functions on V , andũ,ṽ their linear extension on edges. Let G be a strong sign graph of u, and B(G) the boundary of the corresponding nodal domain ofũ. Then, we have,
Proof. Since,
we only have to prove the proposition for the Laplacian L.
We have,
But, since
we have,
On the interval [0, l(x, y)], we haveṽ(t) =
u(x)−u(y) . Furthermore, since ∇ is the usual derivate, we have
so the proposition is proved.
Nodal theorem and zeros of eigenvectors
As in the classical result of Courant, we can now prove the nodal theorem and the interlacing property of the zeros of eigenvectors of A.
Theorem 4.1. Let λ n , n = 1, . . . , N , be the simple ordered eigenvalues of A, and let u n be an eigenvector associated with λ n . Then, λ n has exactly n strong sign graphs, and the zeros of the eigenvectorsũ n interlace, in the sense that in any nodal domain ofũ n−1 there is exactly one zero ofũ n .
Proof. Let λ and µ be two eigenvalues of A with λ < µ, and let u and v be the associated eigenvectors. Let G be a strong positive sign graph of u, andG be the corresponding nodal domain ofũ, with boundary B(G). Suppose thatṽ does not change sign onG, and sayṽ > 0 onG. This implies that v(x) > 0, for all x ∈ G. By Green's formula, we have
The left hand side of the above expression is then negative. Since ∇ũ = c(x, y)(u(y)− u(x)) < 0 on the edges (x, y) ∈ ∂G, andṽ > 0 onG, then the right hand side is non-negative. So there is a contradiction, andṽ must vanish and change sign onG. Using the same argument on all of the strong sign graphs of u, we conclude that v has at least one more nodal domain thanũ. By the theorem of Davies et al., if all eigenvalues λ n of A are simple, then u n has at most n strong sign graphs, and henceũ n has at most n nodal domains. So, we deduce from this by iteration, that u n has exactly n nodal domains, and hence u n has exactly n strong sign graphs. Indeed, since u 1 is chosen everywhere positive, it has only one strong sign graph. Sinceũ 2 must vanish and change sign on it, two cases can occur. Either we havẽ u 2 vanishes on some interval [0, l(x, y)], possibly at some vertex, orũ 2 has a zero graph which must finish at endpoints of Γ, otherwise u 2 will have more than two strong sign graphs, which is impossible by the theorem of Davies et al.. Henceũ 2 has exactly two nodal domains. Repeating the argument for the nodal domains of all eigenvalues, this implies thatũ n has exactly n nodal domains.
Since on a tree, there is a unique path connecting any two points of the tree, the different nodal domains ofũ n are separated by a unique zero ofũ n . Sinceũ n has exactly n nodal domains separated by its zeros,ũ n has exactly n − 1 zeros in Γ. Hence, sinceũ n must vanish in the interior of every nodal domain ofũ n−1 , the zeros of the (ũ n ) 1≤n≤N must interlace in the sense that in any nodal domain of u n−1 , there is exactly one zero ofũ n .
